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Abstract. Starting from hyperbolic dispersion relations, we derive a system of Roy–Steiner equations for
pion Compton scattering that respects analyticity, unitarity, gauge invariance, and crossing symmetry.
It thus maintains all symmetries of the underlying quantum field theory. To suppress the dependence of
observables on high-energy input, we also consider once- and twice-subtracted versions of the equations,
and identify the subtraction constants with dipole and quadrupole pion polarizabilities. Based on the
assumption of Mandelstam analyticity, we determine the kinematic range in which the equations are valid.
As an application, we consider the resolution of the γγ → pipi partial waves by a Muskhelishvili–Omne`s
representation with finite matching point. We find a sum rule for the isospin-two S-wave, which, together
with chiral constraints, produces an improved prediction for the charged-pion quadrupole polarizability
(α2 − β2)pi± = (15.3 ± 3.7) · 10−4 fm5. We investigate the prediction of our dispersion relations for the
two-photon coupling of the σ-resonance Γσγγ . The twice-subtracted version predicts a correlation between
this width and the isospin-zero pion polarizabilities, which is largely independent of the high-energy input
used in the equations. Using this correlation, the chiral perturbation theory results for pion polarizabilities,
and our new sum rule, we find Γσγγ = (1.7± 0.4) keV.
PACS. 11.55.Fv Dispersion relations – 11.80.Et Partial-wave analysis – 13.60.Fz Compton scattering –
14.40.Be Light mesons
1 Introduction
The reaction γγ → ππ is of particular interest in the realm
of non-perturbative QCD, as it probes strong-interaction
dynamics in the 0++ channel, which has the same quan-
tum numbers as the QCD vacuum. However, a theoretical
understanding of the dynamics in this channel has long
proven elusive. The pions produced in the fusion of two
photons are strongly interacting, such that a description of
the reaction ππ → ππ is a prerequisite for understanding
γγ → ππ. A significant step forward in this direction was
made in [1], where it was shown how combining constraints
from the analyticity, unitarity, and crossing symmetry of
relativistic quantum field theory (the Roy equations [2])
with the chiral symmetry of QCD (using Chiral Perturba-
tion Theory, ChPT [3,4]) produced detailed information
on pion–pion amplitudes in this channel. As a result a
very precise prediction of the pole mass mσ =Mσ− iΓσ/2
of the σ resonance—the lowest-lying resonance in QCD—
was obtained
Mσ = 441
+16
−8 MeV, Γσ = 544
+18
−25MeV. (1)
This resonance influences the cross sections in γγ →
ππ, which therefore provides an alternative to meson–
meson scattering reactions for its excitation. Experimen-
tally, γγ → ππ is accessible in e+e− colliders via the re-
action e+e− → e+e−ππ, where both the incoming elec-
tron and positron radiate one photon [5,6,7,8,9,10]. How-
ever, due to its very large width, the σ is only manifest
as a broad bump in the γγ → π0π0 cross section, which
makes it difficult to extract information on the resonance
from these data. Therefore, an improved theoretical un-
derstanding of this important reaction that respects all
available constraints is strongly called for.
Moreover, the two-photon coupling of the σ influences
Compton scattering from the proton, via the possibility
to exchange degrees of freedom corresponding to the res-
onance between the incoming photon and the target pro-
ton [11,12,13,14]. Developing a theory of γγ → ππ that
includes the 0++ resonance, and delineates its influence
on cross-section data in this channel, is therefore an im-
portant step.
Besides its relation to nucleon polarizabilities, there
has been particular interest in the two-photon width of the
σ as inferences are then made concerning the nature of this
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state. Apart from an interpretation as a qq¯ state, possibil-
ities such as a tetraquark state, a meson–meson molecule,
or a gluonic resonance have been suggested in the litera-
ture. The coupling to two photons has been used to dis-
criminate between different scenarios (see [15,16] and ref-
erences therein). Extraction of the σ’s two-photon width
Γσγγ from data on γγ → ππ thus becomes an important
piece of this puzzle. A recent K-matrix approach to the
extraction of σ widths from γγ → ππ data can be found
in [16,17]. Alternatively, model-independent γγ → ππ dis-
persion relations have been obtained and solved by means
of Omne`s techniques [18,19] in descriptions of this reac-
tion [20,21,22,23,24,25,15,26,27,28,13,29,30]. The most
sophisticated such treatment was in [30], where, motivated
by the fact that most of the Belle data lies above 1GeV,
a Muskhelishvili–Omne`s representation was constructed
that dynamically includes the KK¯ channel, in order to
obtain a description of γγ → ππ valid up to 1.3GeV.
In this work, we consider a more general approach,
namely a complete system of Roy–Steiner equations for
γγ → ππ and the crossed reaction γπ → γπ that, in anal-
ogy to the ππ Roy equations, fully respects analyticity,
unitarity, and crossing symmetry of the scattering ampli-
tude. We find that—at a similar level of rigor at which
the Roy equations for ππ scattering hold—our γγ → ππ
equations are valid up to 1GeV. (The domain of validity
can be extended further under certain additional assump-
tions.) We compare our equations for the γγ → ππ par-
tial waves to existing dispersive descriptions of this pro-
cess, and find, in particular, that a numerically important
coupling between S- and D-waves has been previously ne-
glected. Furthermore, our equations lead to sum rules for
the isospin-two partial waves, which we use to improve the
ChPT prediction of the charged-pion quadrupole polariz-
ability.
As an application of these results, we study the con-
straints of our equations on the two-photon coupling of
the σ. The subtraction constants necessary to ensure suf-
ficiently fast convergence of the dispersion integrals can be
directly related to the pion polarizabilities, which there-
fore play a similar role to that of the ππ scattering lengths
in the case of ππ Roy equations. As the tension between
various experimental determinations of the dipole polariz-
ability of the charged pion (based on Primakov measure-
ments [31] or radiative pion production [32,33]) and ChPT
predictions [34,35,36,37,38,39] is far from being resolved,
we provide the two-photon width of the σ as a function
of the pertinent polarizabilities. We are confident that the
ongoing measurements at COMPASS [40,41], in combina-
tion with ChPT predictions, will clarify the situation in
the near future.
The paper is organized as follows: having specified our
conventions in Sect. 2, we present the detailed derivation
of the Roy–Steiner system in Sect. 3. The domain of valid-
ity of these equations is studied in Sect. 4. We then con-
centrate on the equations for the γγ → ππ partial waves,
whose solution in terms of Omne`s functions is discussed
in Sect. 5. Establishing the connection to the two-photon
width of the σ in Sect. 6, we then discuss the input we
use and present our numerical results in Sects. 7 and 8.
Various details of the calculation are relegated to the ap-
pendices.
2 Formalism
2.1 Kinematics
We first consider the Compton-scattering process
γ(q1, λ1)π
a(p1)→ γ(q2, λ2)πb(p2) (2)
with momenta as indicated, photon helicities λ1, λ2, and
pion isospin indices a, b. For on-shell particles, the Man-
delstam variables defined as
s = (p1 + q1)
2, t = (q1 − q2)2, u = (q1 − p2)2, (3)
are subject to the constraint
s+ t+ u = 2M2pi. (4)
In the center-of-mass frame (CMS), we have
t = −2q2(1− zs), zs = cos θs, q2 = (s−M
2
pi)
2
4s
. (5)
The S-matrix for the charged process can be written as
out〈γ(q2, λ2)π±(p2)|γ(q1, λ1)π±(p1)〉in
= (2π)4δ4(q2 + p2 − q1 − p1)
×
{
δλ1λ2 + ie
2F cλ1λ2(s, t)e
i(λ1−λ2)ϕ
}
, (6)
with e2 = 4πα and azimuthal angle ϕ, and similarly for
the neutral amplitude F nλ1λ2 . Separating the photon po-
larization vectors1,
Fλ1λ2(s, t) = ǫµ(q1, λ1)ǫ
∗
ν(q2, λ2)W
µν(s, t), (7)
we can use gauge and Lorentz invariance to decompose
the amplitude as
Wµν(s, t) = A(s, t)
( t
2
gµν + q2µq1ν
)
+B(s, t)
(
2t∆µ∆ν
− (s− u)2gµν + 2(s− u)(∆µq1ν +∆νq2µ)
)
,
(8)
where ∆µ = p1µ + p2µ and we have dropped terms that
vanish in Fλ1λ2 due to ǫ(qi, λi) · qi = 0. In the conventions
of [42] for the polarization vectors, one obtains
F++(s, t) = F−−(s, t) = 4(M4pi − su)B(s, t), (9)
F+−(s, t) = F−+(s, t) = − t
2
A(s, t) + t(t− 4M2pi)B(s, t).
1 Here and below, we suppress isospin indices whenever pos-
sible.
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The Born-term contributions are
ABorn(s, t) ≡ Ac,Born(s, t) = 1
M2pi − s
+
1
M2pi − u
= 2tBc,Born(s, t) ≡ 2tBBorn(s, t). (10)
In these conventions, the differential cross section is given
by
dσ
dΩ
=
α2
4s
(|F++(s, t)|2 + |F+−(s, t)|2). (11)
The analytic continuation of F+±(s, t) to the kinemat-
ical region where t ≥ 4M2pi describes the crossed-channel
process γγ → ππ, such that the cross section reads
dσ
dΩ
∣∣∣∣
γγ→pi+pi−
=
α2
8t
σ(t)
(|F c++(s, t)|2 + |F c+−(s, t)|2), (12)
where σ(t) =
√
1− 4M2pi/t. The formula is the same, al-
beit with an additional factor of 1/2 on the right-hand
side, for the case of neutral pions. It should be noted
though, that the kinematics for the crossed reaction
γ(q1, λ1)γ(−q2, λ2)→ πa(−p1)πb(p2) (13)
in terms of the Mandelstam variables (3) lead to different
center-of-mass momenta for initial and final states
q2t =
t
4
, p2t =
t
4
−M2pi , (14)
and to the CMS scattering angle
zt = cos θt =
ν
4ptqt
, ν = s− u, pt = |pt|, qt = |qt|.
(15)
2.2 Partial-wave expansion and pion polarizabilities
The partial-wave expansion of the amplitudes for pion
Compton scattering reads [43]
F+±(s, t) =
∞∑
J=1
(2J + 1)fJ,±(s)dJ1,±1(zs), (16)
with the Wigner d-functions2
dJ1,±1(z) =
1∓ z
J(J + 1)
P ′J (z)± PJ (z) (17)
and the inversion
fJ,±(s) =
1
2
1∫
−1
dzsd
J
1,±1(zs)F+±(s, t)
∣∣∣
t=−2q2(1−zs)
. (18)
The expansion (16) can be mapped onto the multipole
expansion [44] via3
fJ,±(s) = ± 2
√
s
α(2J + 1)
(EJ (ω)±MJ(ω)), (19)
2 For convenience, we write dJm,m′(cos θ) instead of d
J
m,m′(θ).
3 The covariant amplitudes in [44] are related to ours by
AGR = −e2A, BGR = 16e2B.
where ω denotes the energy of the photon. Defining the
pion polarizabilities as the leading terms of the Born-term-
subtracted multipoles EˆJ(ω), MˆJ(ω) in an expansion in ω
[44],
αJ =
2J [(2J − 1)!!]2
J + 1
EˆJ (ω)
ω2J
∣∣∣∣
ω=0
,
βJ =
2J [(2J − 1)!!]2
J + 1
MˆJ(ω)
ω2J
∣∣∣∣
ω=0
, (20)
we can read off αJ and βJ from an expansion of the Born-
term-subtracted amplitudes Fˆ+±(s, t) in t at fixed s =M2pi
2α
Mpit
Fˆ++(s =M
2
pi , t) = α1 + β1 +
t
12
(α2 + β2) +O(t2),
−2α
Mpit
Fˆ+−(s =M2pi , t) = α1 − β1 +
t
12
(α2 − β2) +O(t2).
(21)
2.3 Relation to γγ → pipi
To establish connection to the notation of the crossed pro-
cess [30,38], which we will refer to as the t-channel reac-
tion, we briefly discuss
γ(q1, λ1)γ(q2, λ2)→ πa(p1)πb(p2) (22)
in terms of the Mandelstam variables
s˜ = (q1 + q2)
2, t˜ = (q1 − p1)2, u˜ = (q1 − p2)2, (23)
and the amplitudes
out〈π(p1)π(p2)|γ(q1, λ1)γ(q2, λ2)〉in (24)
= ie2(2π)4δ4(q2 + p2 − q1 − p1)Hλ1λ2(s˜, t˜)ei(λ1−λ2)ϕ.
They are related to the s-channel amplitudes by
H++(s, t) = −F+−(t, s), H+−(s, t) = −F++(t, s), (25)
and their polarizability expansion therefore reads
2α
Mpis˜
Hˆ++(s˜, t˜ =M
2
pi) = α1 − β1 +
s˜
12
(α2 − β2) +O(s˜2),
−2α
Mpis˜
Hˆ+−(s˜, t˜ =M2pi) = α1 + β1 +
s˜
12
(α2 + β2) +O(s˜2).
(26)
Furthermore, the partial-wave amplitudes hJ± follow from
F+± via
F++(s, t) = −
∑
J
(2J + 1)hJ,−(t)dJ20(zt),
F+−(s, t) = −
∑
J
(2J + 1)hJ,+(t)d
J
00(zt), (27)
where due to Bose symmetry the sum extends over even
values of J only, and
dJ00(z) = PJ(z), d
J
20(z) =
2P ′J−1(z)− J(J − 1)PJ (z)√
(J − 1)J(J + 1)(J + 2) .
(28)
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In our conventions, the transition between isospin and par-
ticle basis is achieved by
(
Hc
Hn
)
=

 1√3 1√6
1√
3
−
√
2
3


(
H0
H2
)
. (29)
3 Roy–Steiner equations
First we review the basic steps in the construction of Roy
equations in ππ scattering. They are [2]:
1. Write down a twice-subtracted dispersion relation at
fixed Mandelstam t, whose subtraction “constants” are
actually functions which depend on the value of t cho-
sen.
2. Use crossing symmetry to determine the subtraction
functions, such that the remaining free parameters are
the ππ scattering lengths.
3. Expand the imaginary part of the amplitude that ap-
pears under the dispersion integrals in partial waves,
and perform a partial-wave projection of the resulting
equation.
In this way, one arrives at a system of integral equations
for the ππ amplitudes tIl (s)
tIl (s) = k
I
l (s) +
2∑
I′=0
∞∑
l′=0
∞∫
4M2
pi
ds′KII
′
ll′ (s, s
′)Im tI
′
l′ (s
′), (30)
that relates a partial wave of a given angular momentum l
and isospin I to all other partial waves via analytically cal-
culable kinematic kernel functions KII
′
ll′ (s, s
′). A detailed
discussion of how to numerically solve this system can be
found in [45].
The construction of Roy equations for reactions with
non-identical particles is hampered by the fact that cross-
ing symmetry intertwines different physical processes,
such that the second step based solely on fixed-t dispersion
relations fails. For this reason, hyperbolic dispersion rela-
tions [46] were used in [47] to determine the subtraction
functions and derive Roy equations for πK scattering, as
within the hyperbolic approach the dispersion relations
automatically involve both πK → πK and ππ → KK¯
physical regions. The resulting system in such a case is
therefore referred to as Roy–Steiner equations.
In this work, we will go a step further and solely con-
sider hyperbolic dispersion relations. This is particularly
convenient because s↔ u crossing symmetry is manifest,
and both γπ → γπ and γγ → ππ amplitudes contribute,
such that all constraints by crossing symmetry are auto-
matically fulfilled. We now turn to the setup of this system
of Roy–Steiner equations.
3.1 Hyperbolic dispersion relations
We start by writing down unsubtracted hyperbolic dis-
persion relation for the amplitudes A and B, which can
be constructed following [46]. The advantage of using dis-
persion relations for A and B instead of F+± is that all
constraints by gauge invariance that lead to the decom-
position (9) are automatically built in. In particular, the
equations for F++ and F+− do not decouple, as gauge in-
variance dictates that the same invariant function B con-
tributes to both amplitudes. The dispersion relations for
A and B read
A(s, t) = A¯B(s, t) +
1
π
∞∫
4M2
pi
dt′
ImA(t′, z′t)
t′ − t
+
1
π
∞∫
M2
pi
ds′ImA(s′, t′)
(
1
s′ − s +
1
s′ − u −
1
s′ − a
)
,
B(s, t) = B¯B(s, t) +
1
π
∞∫
4M2
pi
dt′
ImB(t′, z′t)
t′ − t (31)
+
1
π
∞∫
M2
pi
ds′ImB(s′, t′)
(
1
s′ − s +
1
s′ − u −
1
s′ − a
)
,
with the Born terms
A¯B(s, t) = ABorn(s, t)− 1
M2pi − a
, B¯B(s, t) = BBorn(s, t)
(32)
only contributing to the charged-pion process (ABorn and
BBorn were already defined in (10)). The primed set of
Mandelstam variables is constrained to lie on the hyper-
bola
(s′ − a)(u′ − a) = (s− a)(u − a) ≡ b, (33)
where the hyperbola parameter a can be freely chosen. In
particular, it can be used to optimize the range of va-
lidity of the resulting system of Roy–Steiner equations
(cf. Sect. 4). The above integrals are understood such that
the integrands shall be expressed in terms of the integra-
tion variable and the external kinematics by virtue of (33)
and
s′ + t′ + u′ = 2M2pi. (34)
The second integral in (31) is reminiscent of fixed-t disper-
sion relations, but in that case ImA(s′, t′) → ImA(s′, t)
and the last term is removed. Thus, the key difference here
is that t′ depends not only on t, but on s and s′ as well.
However, it is possible to recover the limit of fixed-t by
sending a to infinity. This can be shown explicitly based
on the relation between zs and z
′
s given in (A.6).
3.2 Sum rules and subtracted dispersion relations
The most economical way to obtain a subtracted version of
hyperbolic dispersion relations is to derive sum rules from
the original dispersion relation and then subtract them
from it. We will choose the subtraction points such that
the subtraction constants coincide with the pion polari-
zabilities.
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With knowledge of the dipole pion polarizabilities α1±
β1 we can implement one subtraction, while for a second
subtraction the quadrupole polarizabilities α2±β2 are also
needed. For example, choosing s = M2pi and taking the
limit t → 0, we can compare (31) with (9) and (21) in
order to obtain4
Mpi
2α
(α1 + β1) =
4M2pi
π
∞∫
4M2
pi
dt′
ImB(t′, z′t)
∣∣
0
t′
(35)
+
4M2pi
π
∞∫
M2
pi
ds′ImB(s′, t′)
∣∣
0
(
2
s′ −M2pi
− 1
s′ − a
)
,
which, together with similar sum rules, may be used to
write down subtracted versions of (31).
3.3 s-channel projection
The Roy–Steiner system is obtained by expanding the
integrands into partial waves and subsequently project-
ing each equation onto s- and t-channel partial waves. To
achieve this we use (16) and (27) as well as their inver-
sions. It is useful to note that
4(M4pi − su) = 8sq2(1 + zs) = −t(t− 4M2pi)(1− z2t ) (36)
to identify the relevant kinematic dependencies.
We start with the projection onto γπ → γπ partial
waves, which can be written as
fJ,+(s) = N
+
J (s) +
1
π
∞∫
M2
pi
ds′
∞∑
J′=1
K++JJ′(s, s
′)Im fJ′,+(s′)
+
1
π
∞∫
4M2
pi
dt′
∑
J′ even
G+−JJ′(s, t
′)Im hJ′,−(t′),
fJ,−(s) = N−J (s) +
1
π
∞∫
M2
pi
ds′
∞∑
J′=1
(
K−+JJ′ (s, s
′)Im fJ′,+(s′)
+K−−JJ′ (s, s
′)Im fJ′,−(s′)
)
+
1
π
∞∫
4M2
pi
dt′
∑
J′ even
(
G−+JJ′ (s, t
′)ImhJ′,+(t′)
+G−−JJ′ (s, t
′)ImhJ′,−(t′)
)
, (37)
where N±J (s) includes Born terms and—in case subtrac-
tions were performed—pion polarizabilities. The kernel
4 Note that z′t and t
′ depend on the integration variable as
well as on s and t. The subscript 0 indicates evaluation at
s =M2pi and t = 0.
functions for the unsubtracted case read
K++JJ′(s, s
′) =
sq2
s′q′2
2J ′ + 1
2
1∫
−1
dzs(1 + zs)d
J
11(zs)
× d
J′
11(z
′
s)
1 + z′s
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
G+−JJ′(s, t
′) =
8sq2
t′(t′ − 4M2pi)
2J ′ + 1
2
1∫
−1
dzs(1 + zs)d
J
11(zs)
× d
J′
20(z
′
t)
1− z′2t
1
t′ − t ,
K−+JJ′ (s, s
′) =
q2
4s′q′2
2J ′ + 1
2
1∫
−1
dzs(1− zs)dJ1,−1(zs)
× d
J′
11(z
′
s)
1 + z′s
(t′ − t)
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
K−−JJ′ (s, s
′) =
q2
q′2
2J ′ + 1
2
1∫
−1
dzs(1− zs)dJ1,−1(zs)
× d
J′
1,−1(z
′
s)
1− z′s
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
G−+JJ′(s, t
′) = 2q2
2J ′ + 1
2
1∫
−1
dzs
1− zs
t′(t′ − t)d
J
1,−1(zs)PJ′ (z
′
t),
G−−JJ′(s, t
′) = 2q2
2J ′ + 1
2
1∫
−1
dzs
1− zs
t′(t′ − 4M2pi)
dJ1,−1(zs)
× d
J′
20(z
′
t)
1− z′2t
. (38)
Explicit expressions for J, J ′ ≤ 2 as well as the modifi-
cations for the subtracted case are given in App. A. It
is important to note that while we have consistently sup-
pressed isospin indices for the partial-wave amplitudes, all
kernel functions are independent of isospin.
3.4 t-channel projection
Similarly, the projection onto γγ → ππ amplitudes has
the form
hJ,+(t) = N˜
+
J (t) +
1
π
∞∫
M2
pi
ds′
∞∑
J′=1
(
G˜++JJ′(t, s
′)Im fJ′,+(s′)
+ G˜+−JJ′(t, s
′)Im fJ′,−(s′)
)
+
1
π
∞∫
4M2
pi
dt′
∑
J′ even
(
K˜++JJ′ (t, t
′)ImhJ′,+(t′)
+ K˜+−JJ′ (t, t
′)ImhJ′,−(t′)
)
,
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hJ,−(t) = N˜−J (t) +
1
π
∞∫
M2
pi
ds′
∞∑
J′=1
G˜−+JJ′(t, s
′)Im fJ′,+(s′)
+
1
π
∞∫
4M2
pi
dt′
∑
J′ even
K˜−−JJ′ (t, t
′)ImhJ′,−(t′), (39)
where, in the unsubtracted case,
G˜++JJ′(t, s
′) =
t
8s′q′2
2J ′ + 1
2
1∫
−1
dzt(t
′ − t)PJ (zt)
× d
J′
11(z
′
s)
1 + z′s
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
G˜+−JJ′(t, s
′) =
t
2q′2
2J ′ + 1
2
1∫
−1
dztPJ(zt)
× d
J′
1,−1(z
′
s)
1− z′s
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
K˜++JJ′ (t, t
′) =
t
t′(t′ − t)
2J ′ + 1
2
1∫
−1
dztPJ (zt)PJ′(z
′
t),
K˜+−JJ′ (t, t
′) =
t
t′(t′ − 4M2pi)
2J ′ + 1
2
1∫
−1
dztPJ (zt)
dJ
′
20(z
′
t)
1 − z′2t
,
G˜−+JJ′(t, s
′) =
t(t− 4M2pi)
8s′q′2
2J ′ + 1
2
1∫
−1
dzt(1− z2t )dJ20(zt)
× d
J′
11(z
′
s)
1 + z′s
{
1
s′ − s +
1
s′ − u −
1
s′ − a
}
,
K˜−−JJ′ (t, t
′) =
t(t− 4M2pi)
t′(t′ − 4M2pi)(t′ − t)
(40)
× 2J
′ + 1
2
1∫
−1
dzt(1 − z2t )dJ20(zt)
dJ
′
20(z
′
t)
1− z′2t
.
Explicit expressions for J, J ′ ≤ 2 are provided in App. B.
3.5 Threshold and asymptotic behavior of the kernel
functions
In order to check our kernel functions and determine
the convergence properties of the dispersive integrals, we
study the behavior of the kernels at threshold and for
s′, t′ →∞.
Based on (27), one can show that for t→ 0
Hˆ++(t,M
2
pi) = hˆ0,+(t)−
5
2
hˆ2,+(t) +O(t3),
Hˆ+−(t,M2pi) = −
5
√
6M2pi
t− 4M2pi
hˆ2,−(t) +O(t2), (41)
# subtractions 0 1 2
K++11 (s, s
′),K++12 (s, s
′) O(s′−3) O(s′−4) O(s′−5)
K++21 (s, s
′),K++22 (s, s
′) O(s′−4) O(s′−4) O(s′−5)
G+−12 (s, t
′) O(t′−3) O(t′−4) O(t′−5)
G+−22 (s, t
′) O(t′−4) O(t′−4) O(t′−5)
G˜−+21 (t, s
′), G˜−+22 (t, s
′) O(s′−3) O(s′−4) O(s′−5)
K˜−−22 (t, t
′) O(t′−3) O(t′−4) O(t′−5)
Table 1. Asymptotics of the kernel functions in the equations
for fJ,+(s) and hJ,−(t).
# subtractions 0 1 2
K−+11 (s, s
′),K−+12 (s, s
′) O(s′−2) O(s′−3) O(s′−4)
K−+21 (s, s
′),K−+22 (s, s
′) O(s′−4) O(s′−3) O(s′−4)
K−−11 (s, s
′),K−−12 (s, s
′) O(s′−2) O(s′−3) O(s′−4)
K−−21 (s, s
′),K−−22 (s, s
′) O(s′−3) O(s′−3) O(s′−4)
G−+10 (s, t
′), G−+12 (s, t
′) O(t′−2) O(t′−3) O(t′−4)
G−+20 (s, t
′), G−+22 (s, t
′) O(t′−3) O(t′−3) O(t′−4)
G−−12 (s, t
′) O(t′−2) O(t′−3) O(t′−4)
G−−22 (s, t
′) — O(t′−3) O(t′−4)
G˜+±01 (t, s
′), G˜+±02 (t, s
′) O(s′−2) O(s′−3) O(s′−4)
G˜+±21 (t, s
′), G˜+±22 (t, s
′) O(s′−4) O(s′−4) O(s′−4)
K˜++00 (t, t
′), K˜++02 (t, t
′) O(t′−2) O(t′−3) O(t′−4)
K˜++22 (t, t
′) O(t′−4) O(t′−4) O(t′−4)
K˜+−02 (t, t
′) O(t′−2) O(t′−3) O(t′−4)
Table 2. Asymptotics of the kernel functions in the equations
for fJ,−(s) and hJ,+(t).
where the hat indicates the subtraction of the Born terms.
By comparing to (21) and (B.1), (41) implies that
G˜
+±, (1)
JJ′ (t, s
′) = O(t2), K˜+±, (1)JJ′ (t, t′) = O(t2),
G˜
+±, (2)
0J′ (t, s
′)− 5
2
G˜
+±, (2)
2J′ (t, s
′) = O(t3),
K˜
+±, (2)
0J′ (t, t
′)− 5
2
K˜
+±, (2)
2J′ (t, t
′) = O(t3),
G˜
−+, (1)
2J′ (t, s
′) = O(t2), G˜−+, (2)2J′ (t, s′) = O(t2),
K˜
−−, (1)
2J′ (t, t
′) = O(t2), K˜−−, (2)2J′ (t, t′) = O(t2), (42)
where the superscript refers to the number of subtractions.
We have checked that the explicit expressions in App. B
fulfill these relations.
Furthermore, is clear from (37) and (39) that the de-
pendence of the kernel functions on s and t must repro-
duce the correct threshold behavior of the partial-wave
amplitudes
fJ,+(s) = O
(
q2J
)
, fJ,−(s) = O
(
q2J
)
,
hˆJ,+(t) = O
(
q2t (qtpt)
J
)
, hˆJ,−(t) = O
(
(qtpt)
J
)
. (43)
The additional factor of q2t in hˆJ,+(t) is a manifestation
of Low’s theorem for low-energy QED [48], which requires
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(I) (II) (III)
Fig. 1. Box graphs constraining the boundaries of the double
spectral functions.
the full scattering amplitude to be equal to the Born terms
at the threshold for Compton scattering. We have checked
explicitly that the expressions provided in Apps. A and B
indeed fulfill
K++JJ′ (s, s
′) = O(q2J), G+−JJ′(s, t′) = O(q2J),
K−±JJ′ (s, s
′) = O(q2J), G−±JJ′(s, t′) = O(q2J), (44)
G˜+±JJ′ (t, s
′) = O(q2t (qtpt)J), K˜+±JJ′ (t, t′) = O(q2t (qtpt)J),
G˜−+JJ′ (t, s
′) = O((qtpt)J), K˜−−JJ′ (t, t′) = O((qtpt)J).
Similarly, the asymptotic behavior of the kernel func-
tions for s′ →∞ and t′ →∞, respectively, determines the
convergence properties of the dispersion integrals. In par-
ticular, one can directly read off which rate of convergence
can be achieved when working with a certain number of
subtractions. The corresponding behavior of the kernels
for large values of the respective integration variable is
summarized in Tables 1 and 2. Although in some cases
the leading power vanishes, one can see that in general
the kernels for fJ,−(s) and hJ,+(t) drop as second, third,
and fourth power in the integration variable, while the
integrals related to fJ,+(s) and hJ,−(t) will converge one
order faster.
4 Domain of validity
The original Roy equations for ππ scattering have been
shown to be rigorously valid up to smax = 60M
2
pi based
on axiomatic field theory [2]. This range can be extended
further to smax = 68M
2
pi if the ππ amplitude T fulfills
Mandelstam analyticity [49], i.e. it can be written in terms
of double spectral functions ρsu, ρtu, and ρst as
T (s, t) = 1
π2
∫∫
ds′du′
ρsu(s
′, u′)
(s′ − s)(u′ − u)
+
1
π2
∫∫
dt′du′
ρtu(t
′, u′)
(t′ − t)(u′ − u)
+
1
π2
∫∫
ds′dt′
ρst(s
′, t′)
(s′ − s)(t′ − t) . (45)
In this section, we derive the corresponding limits on our
system of γπ → γπ Roy–Steiner equations. For more de-
tails of the derivation we refer to similar work on πK and
πN scattering [46,47,50].
The central objects of the discussion will be the bound-
aries of the support of the double spectral functions, which
determine the integration range in (45). These boundaries
can be inferred from the box diagrams depicted in Fig. 1.
These diagrams are to be understood as generalizations
of four-propagator box diagrams [51], with one or more
lines replaced by a particle whose mass is equal to the in-
put mass of the lowest-lying intermediate state accessible
to the interacting particles. If we neglect the possibility
of photons in intermediate states, the pertinent states in-
volve one and two pions. The diagram (I) represents the
mechanism that produces the boundary of the support
of ρst, while (II) and (III) are relevant for ρsu. “Double-
spectral regions” are then defined as the portions of the
Mandelstam plane that obey s+ t+ u = 2M2pi and where
any of the functions ρst, ρsu, ρtu has support.
From (I) we find that
bI(s, t) = t(s− 9M2pi)− 4M2pi(s−M2pi) = 0 (46)
defines the st boundary of support, and the same with
s↔ u for the tu boundary, while
bII(s, t) = bIII(s, t) = su+M
2
pi(9t−M2pi) = 0 (47)
is the boundary of ρsu. In particular, the boundary of ρst
may be described by
t = Tst(s) = TI(s), (48)
where t = TI(s) follows from solving bI(s, t) = 0 for t, and
similarly for ρtu and ρsu.
These domains of support restrict the range of validity
of the Roy–Steiner equations in two ways:
1. The partial-wave expansion of the imaginary parts in
the dispersion integrals converges only for scattering
angles z that lie within the large Lehmann ellipse [52].
This ellipse can be constructed as the largest ellipse
in the complex z-plane which does not reach into the
double spectral regions. Given a value of a, this con-
straint can be translated into an allowed range for the
parameter b, since (33) relates b to the angle z.
2. A specific value of b is only allowed if the hyperbola
(s − a)(u − a) = b does not enter the double spectral
regions.
The allowed values of b (for a given a) must respect both
constraints and must do so in the integrals which occur in
expressions for both the γπ → γπ and γγ → ππ ampli-
tudes. Once we have a constraint on the allowed values of
b we can translate it into limits of the domain of validity
of the full Roy–Steiner system because of the partial-wave
projection of the dispersion relations. For example, in the
s-channel, we need −1 ≤ zs ≤ 1, such that the maximally
allowed smax is the largest value of s for which both
(s− a)(2M2pi − s− a) (49)
and
(s− a)
(
2M2pi − s− a+
(s−M2pi)2
s
)
(50)
lie within the allowed range for b. In a similar fashion
the requirement that 0 ≤ z2t ≤ 1 determines tmax in the
t-channel projection.
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We begin with the Lehmann-ellipse constraint in the
s-channel. The partial-wave expansion converges in an el-
lipse with foci at z′s = ±1
(Re z′s)
2
A2s
+
(Im z′s)
2
B2s
= 1, (51)
so that the semimajor and semiminor axis As and Bs are
related by
A2s −B2s = 1. (52)
The maximal value of z′s that does not enter the region
where ρst 6= 0 is given by
zmaxs′ = 1 +
2s′Tst(s′)
(s′ −M2pi)2
, (53)
such that the st boundary provides the Lehmann-ellipse
constraint
− zmaxs′ ≤ z′s ≤ zmaxs′ . (54)
Translating this into a restriction on t′ we find
T ′st(s
′) ≤ t′ ≤ Tst(s′),
T ′st(s
′) = − (s
′ −M2pi)2
s′
− Tst(s′), ∀ s′ ∈
[
M2pi ,∞
)
, (55)
in the s-channel integral of the dispersion relations. As
(33) defines a linear relation between b and t′, (55) trans-
lates into a condition on b
b−s (s
′, a) ≤ b ≤ b+s (s′, a), (56)
where
b+s (s
′, a) = (s′ − a)(2M2pi − s′ − T ′st(s′)− a),
b−s (s
′, a) = (s′ − a)(2M2pi − s′ − Tst(s′)− a). (57)
We may then define
b+s (a) = min
s′∈[M2
pi
,∞)
b+s (s
′, a),
b−s (a) = max
s′∈[M2
pi
,∞)
b−s (s
′, a) (58)
to be the minimum/maximum of b±s (s
′, a) within the do-
main of integration. Similar restrictions are provided by
ρtu and ρsu, and the intersection of the resulting con-
straints on b defines the limitations imposed by condition 1
due to the s-channel part of the dispersion relation.
The same condition in the case of the t-channel reac-
tion involves a slightly more complicated argument, be-
cause in this case the relation between the CMS angle z′t
and b is not linear
z′2t =
(t′ − 2M2pi + 2a)2 − 4b
16q′2t p
′2
t
. (59)
Consequently, we need to consider the Lehmann ellipse for
z′2t (
Re z′2t − 12
)2
A˜2t
+
(
Im z′2t
)2
B˜2t
= 1, (60)
where the parameters are related to those of the ellipse
for z′t by
A˜t = A
2
t −
1
2
, B˜t = AtBt. (61)
Rewriting (46) in terms of ν and t and inserting the result
in (15), we obtain the boundary of the double-spectral
region in terms of z′t
zmaxt′ =
N(t′)
4q′tp
′
t
, N(t′) =
t′(t′ + 12M2pi)
t′ − 4M2pi
, (62)
such that ρst imposes the restriction
b−t (t
′, a) ≤ b ≤ b+t (t′, a), ∀ t′ ∈
[
4M2pi,∞
)
, (63)
with
b−t (t
′, a) =
1
4
(t′ − 2M2pi + 2a)2 −
1
4
N(t′)2,
b+t (t
′, a) =
1
4
(t′ − 2M2pi + 2a)2 +
1
4
N(t′)2 − 4q′2t p′2t , (64)
and similarly for ρtu and ρsu. Defining the variables b
±
t (a)
b+t (a) = min
t′∈[4M2
pi
,∞)
b+t (t
′, a),
b−t (a) = max
t′∈[4M2
pi
,∞)
b−t (t
′, a), (65)
the constraints
b−s (a) ≤ b ≤ b+s (a), b−t (a) ≤ b ≤ b+t (a) (66)
then provide, for a given a, the range of allowed values for
b that satisfies the Lehmann-ellipse constraint for both the
s-channel and t-channel integrals.
If the associated hyperbolae in the external variables s
and u, (s− a)(u− a) = b, do not cross the double spectral
regions either, then this determines the kinematic regime
in which the partial-wave projection is valid.
4.1 s-channel projection
The freedom in the choice of the parameter a in the con-
struction of the hyperbolic dispersion relations can be used
in order to maximize the region in s within which these
dispersion relations are valid.
As a first step, we consider the restrictions due to ρst in
the s-channel part only. The strategy to find the optimal
value of a goes as follows: the Lehmann-ellipse constraint
imposes the condition that all allowed values of b must
fulfill b−s (a) ≤ b ≤ b+s (a). As t varies only within
− (s−M
2
pi)
2
s
≤ t ≤ 0, (67)
this limits the range of values of b that are needed for a
given s. The value of s which is the maximum one possible,
smax, will be that which yields a result where the smallest
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b coincides with b−s (a), and the largest b coincides with
b+s (a), i.e. the value of s such that the solutions of
(s− a)(2M2pi − s− a) = b−s (a),
(s− a)
(
2M2pi − s− a+
(s−M2pi)2
s
)
= b+s (a) (68)
coincide. This procedure results in
a = −41.3M2pi, smax = 27.8M2pi,
b+s (a) = 2852M
4
pi, b
−
s (a) = 1071M
4
pi. (69)
ρsu and ρtu do not yield additional constraints.
The investigation of the t-channel contributions pro-
ceeds along the same lines: demanding that the solutions
of the two equations
(s− a)(2M2pi − s− a) = b−t (a),
(s− a)
(
2M2pi − s− a+
(s−M2pi)2
s
)
= b+t (a) (70)
coincide, we find
a = −9.8M2pi, smax = 21.4M2pi,
b+t (a) = 308.4M
4
pi, b
−
t (a) = −298.1M4pi. (71)
Thus, the s-channel constraint (69) is weaker than the
t-channel restriction (71), as can be deduced from Fig. 2,
where the situation for a = −9.8M2pi is displayed: both b+t
and b−t also lie within the allowed region for the s-channel.
Since the hyperbolae resulting from the choice (71) do not
enter the double spectral regions either (see Fig. 3), (71)
constitutes the final answer for the range of validity of the
s-channel projection.
4.2 t-channel projection
As we may start from a different set of hyperbolic dis-
persion relations to perform the t-channel projection (39),
there is no need to use the same value of a as in the s-
channel. To perform the t-channel projection, we need to
consider
0 ≤ z2t =
(t− 2M2pi + 2a)2 − 4b
16q2t p
2
t
≤ 1. (72)
Similarly to the s-channel case, we determine the optimal
choice of a such that the solutions for t with z2t = 0 and
z2t = 1 are the same. This yields
a = −7.5M2pi, −17.4M2pi ≤ t ≤ 51.6M2pi = 1GeV2,
b+t (a) = 298.4M
4
pi, b
−
t (a) = −316.8M4pi. (73)
Again, this region is driven by the constraint on the t-
channel Lehmann ellipse, which provides a stronger con-
straint than that involving b+s (a) and b
−
s (a). We will use
the value a = −7.5M2pi in the rest of the paper.
As we eventually aim to investigate the properties of
the σ, we also need to consider the domain of convergence
Fig. 2. Allowed range of b for a = −9.8 M2pi in the s-channel
projection. The red lines correspond to b+t (a) = 308.4M
4
pi and
b−t (a) = −298.1M4pi , respectively.
Fig. 3. Double spectral regions and hyperbolae for a =
−9.8 M2pi , b+t (a) = 308.4M4pi and b−t (a) = −298.1M4pi .
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Fig. 4. Domain of validity in the complex t-plane for a =
−7.5 M2pi . The blue dots refer to the position of the σ-pole
at t = (6.2 ± i12.3)M2pi and the red dots to the f0 at t =
(51.4± i1.4)M2pi [1].
in the complex plane. We will restrict our analysis to the
value of the hyperbola parameter a = −7.5M2pi. Then, the
constraints from both s-channel and t-channel Lehmann
ellipses yield ellipses of allowed values for b in the com-
plex b-plane. As the ellipse for the s-channel contains the
ellipse for the t-channel, it suffices to consider the latter.
The resultant region of the complex t-plane is depicted in
Fig. 4. It safely encompasses the position of the σ pole,
and marginally that of the f0(980).
The result that the equations for the t-channel are rig-
orously valid up to tmax = 1GeV
2 seems to shed doubt on
recent dispersive fits [30] to high-statistics γγ → ππ data
[8,9] in the energy region up to 1.28GeV, where a lot of
effort was put into building a good description of KK¯ dy-
namics above 1GeV. One possible way to obtain a higher
upper limit on the range of validity of the γπ Roy equa-
tions would be to relax the assumptions about the bound-
aries of the double spectral functions: if one assumed that
the spectral strength of the 2-pion intermediate states de-
picted in Fig. 1 only set in at an effective mass larger
than 2Mpi, the domain of validity would be extended ac-
cordingly. For instance, a threshold of meff = 3Mpi would
produce tmax = 82.8M
2
pi = (1.27GeV)
2 at a = −12.0M2pi.
5 Muskhelishvili–Omne`s problem for
γγ → pipi
We now turn to the resolution of the equations for γγ →
ππ. We truncate the system at J = 2 both for s- and
t-channel contributions. The generalization to higher par-
tial waves is straightforward. In this approximation, the
equations can be brought into the form
h0,+(t) = ∆
(i)
0,+(t) +
t1+i
π
∞∫
4M2
pi
dt′
Imh0,+(t
′)
t′1+i(t′ − t) ,
h2,+(t) = ∆2,+(t)
+
t2(t− 4M2pi)
π
∞∫
4M2
pi
dt′
Imh2,+(t
′)
t′2(t′ − 4M2pi)(t′ − t)
,
h2,−(t) = ∆
(i)
2,−(t) (74)
+
t1+i(t− 4M2pi)
π
∞∫
4M2
pi
dt′
Imh2,−(t′)
t′1+i(t′ − 4M2pi)(t′ − t)
,
where i ∈ {0, 1, 2} indicates the number of subtractions,
and ∆J,±(t) includes the Born terms, subtraction con-
stants, and integrals involving the imaginary part of other
partial waves
∆
(i)
0,+(t) = N˜
+(i)
0 (t) +
1
π
∞∫
4M2
pi
dt′
(
K˜
++(i)
02 (t, t
′)Imh2,+(t′)
+ K˜
+− (i)
02 (t, t
′)Imh2,−(t′)
)
+
1
π
∞∫
M2
pi
ds′
∑
J′=1,2
(
G˜
++ (i)
0J′ (t, s
′)Im fJ′,+(s′)
+ G˜
+− (i)
0J′ (t, s
′)Im fJ′,−(s′)
)
,
∆2,+(t) = N˜
+
2 (t) +
1
π
∞∫
M2
pi
ds′
∑
J′=1,2
(
G˜++2J′ (t, s
′)Im fJ′,+(s′)
+ G˜+−2J′ (t, s
′)Im fJ′,−(s′)
)
,
∆
(i)
2,−(t) = N˜
− (i)
2 (t)
+
1
π
∞∫
M2
pi
ds′
∑
J′=1,2
G˜
−+ (i)
2J′ (t, s
′)Im fJ′,+(s′). (75)
Several comments are in order: first, the equation for
h2,+(t) is not affected by subtractions. Second, the equa-
tions for the D-waves decouple, as the corresponding ker-
nels relating them to the S-wave or to each other van-
ish. Conversely, the S-wave does not decouple from the
D-waves: both D-waves are needed as input to solve for
h0,+(t). The consequence of these observations for the nu-
merical evaluation is that we first solve the equations for
the D-waves separately, and then we use these solutions
to compute ∆
(i)
0,+(t) as input for the S-wave.
Assuming elastic unitarity
ImhJ,±(t) = σ(t)hJ,±(t)tJ (t)∗ (76)
with ππ partial waves tJ (t) in the normalization
tJ (t) =
e2iδJ (t) − 1
2iσ(t)
, (77)
the phase of hJ,±(t) coincides with the ππ phase δJ(t)
(“Watson’s theorem” [53]), and (74) takes the form of a
Muskhelishvili–Omne`s problem [18,19], whose resolution
we will review in the following section.
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5.1 Muskhelishvili–Omne`s problem with finite
matching point
As we have argued in Sect. 4, the domain of validity of
(74) is restricted to the energy range below 1GeV. We will
follow here the strategy of [45,47], namely to assume that
the imaginary parts of the amplitudes are known above a
matching point tm and solve the equations in the regime
between threshold and tm. The input that we will use both
for the s-channel contributions and the high-energy regime
above tm will be discussed in detail in Sect. 7.
In this finite-matching-point setup, the solution in
terms of Omne`s functions reads
h0,+(t) = ∆
(i)
0,+(t) +
t1+iΩ0(t)
π
{ ∞∫
tm
dt′
Imh0,+(t
′)
t′1+i(t′ − t)|Ω0(t′)|
+
tm∫
4M2
pi
dt′
sin δ0(t
′)∆(i)0,+(t
′)
t′1+i(t′ − t)|Ω0(t′)|
}
,
h2,+(t) = ∆2,+(t) +
t2(t− 4M2pi)Ω2(t)
π
×
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆2,+(t′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,+(t
′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
}
,
h2,−(t) = ∆
(i)
2,−(t) +
t1+i(t− 4M2pi)Ω2(t)
π
×
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆(i)2,−(t
′)
t′1+i(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′1+i(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
}
, (78)
where
ΩJ (t) = exp
{
t
π
tm∫
4M2
pi
dt′
δJ(t
′)
t′(t′ − t)
}
. (79)
Defining the physical amplitude by the limit t → t + iǫ,
(78) can be rewritten as5
|h0,+(t)| = ∆(i)0,+(t) cos δ0(t) +
t1+i|Ω0(t)|
π
×
{
−
tm∫
4M2
pi
dt′
sin δ0(t
′)∆(i)0,+(t
′)
t′1+i(t′ − t)|Ω0(t′)|
+
∞∫
tm
dt′
Imh0,+(t
′)
t′1+i(t′ − t)|Ω0(t′)|
}
, (80)
5 The symbol −
∫
indicates the principal value of the integral.
and similarly for the D-waves. There are several subtleties
related to the behavior of |ΩJ(t)| for t→ tm [47]
|ΩJ (t)| ∼ |tm − t|
δJ (tm)
pi , (81)
in particular the integrals in (80) diverge for δJ(tm) > π.
In such a case, there are non-trivial homogeneous solu-
tions whose coefficients can be used to absorb these diver-
gences, but, of course, the presence of such solutions in-
troduces undetermined constants in our result for ΩJ(t).
For instance, the solution for h0,+(t) for π < δ0(tm) < 2π
involves one free parameter α,
|h0,+(t)| = ∆(i)0,+(t) cos δ0(t) +
t1+i|Ω0(t)|
(tm − t)π
×
{
α+ t −
tm∫
4M2
pi
dt′
(tm − t′) sin δ0(t′)∆(i)0,+(t′)
t′2+i(t′ − t)|Ω0(t′)|
+ t
∞∫
tm
dt′
(tm − t′)Im h0,+(t′)
t′2+i(t′ − t)|Ω0(t′)|
}
. (82)
α can be fixed if one assumes, in addition, knowledge of
the derivative of h0,+(t) at tm. Conversely, the fact that
the phases of the I = 2 partial waves are negative induces
different complications, which we will address in Sect. 5.2.
The part of the integrals in (78) involving the pion
polarizabilities can be explicitly performed based on the
spectral representation of the Omne`s functions
Ω−1J (t) = −
1
π
tm∫
4M2
pi
dt′
sin δJ(t
′)
(t′ − t)|ΩJ (t′)| ,
Ω−1J (t) = 1−
t
π
tm∫
4M2
pi
dt′
sin δJ(t
′)
t′(t′ − t)|ΩJ(t′)| , (83)
Ω−1J (t) = 1− t Ω˙J(0)−
t2
π
tm∫
4M2
pi
dt′
sin δJ(t
′)
t′2(t′ − t)|ΩJ(t′)| ,
where the dot denotes the derivative with respect to t.
The results of this modification, which, in particular, only
involve integrals over
∆˜J,±(t) = ∆J,±(t)−∆N˜±J (t), (84)
are summarized in App. C.1 (with ∆N˜±J (t) defined in
App. B).
5.2 Sum rules for I = 2
If δJ(tm) < 0, Ω0(t) diverges at tm, such that (78) breaks
down. However, we may rewrite the solution as
h0,+(t) = ∆
(i)
0,+(t) +
t1+iΩ0(t)(tm − t)
π
12 M. Hoferichter, D. R. Phillips, C. Schat: Roy–Steiner equations for γγ → pipi
×
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆(i)0,+(t
′)
t′1+i(tm − t′)(t′ − t)|Ω0(t′)|
+
∞∫
tm
dt′
Imh0,+(t
′)
t′1+i(tm − t′)(t′ − t)|Ω0(t′)|
}
+ α˜(i)
(
t
tm
)1+i
Ω0(t), (85)
where
α˜(i) =
t1+im
π
tm∫
4M2
pi
dt′
sin δ0(t
′)∆(i)0,+(t
′)
t′1+i(t′ − tm)|Ω0(t′)|
+
t1+im
π
∞∫
tm
dt′
Imh0,+(t
′)
t′1+i(t′ − tm)|Ω0(t′)| . (86)
Demanding continuity at the matching point implies that
α˜(i) = 0, since otherwise h0,+(t) would diverge at tm. In-
deed, multiplying the first equation of (78) with Ω−10 (t)
and evaluating it at t = tm explicitly proves that α˜
(i) = 0
must hold in order for h0,+(tm) to be finite. The final re-
sults for all amplitudes as well as the explicit form of all of
the possible sum rules which could be obtained are given
in App. C.2.
One case that is of particular interest is the I = 2
S-waves, where the ππ phase shift is substantial, and neg-
ative, at the matching point. Thus, we obtain from the
once- and twice-subtracted versions of the Muskhelishvili–
Omne`s representation
0 =
Mpi
2α
tm(α1 − β1)I=2 + I(1),
0 =
Mpi
2α
tm(1− tm Ω˙0(0))(α1 − β1)I=2
+
Mpi
24α
t2m(α2 − β2)I=2 + I(2), (87)
where
I(i) =
t1+im
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(i)0,+(t
′)
t′1+i(t′ − tm)|Ω0(t′)|
+
∞∫
tm
dt′
Imh0,+(t
′)
t′1+i(t′ − tm)|Ω0(t′)|
}
, i ∈ {1, 2}. (88)
As we shall see below, the second sum rule, in particular,
provides a useful and novel constraint on (α2 − β2)I=2.
5.3 Uniqueness and comparison to pipi Roy equations
The pattern in which free parameters emerge in the
Omne`s solutions is reminiscent of the results concerning
the uniqueness properties of the solutions of ππ Roy equa-
tions presented in [54,55,56]. There, an additional free pa-
rameter occurs each time the phase at the matching point
crosses an integer multiple of π/2. Indeed, to derive this
result the Roy equations are linearized, and in the one-
channel approximation one finds that the difference
φ(s) =
δ′(s)− δ(s)
σ(s)
(89)
between two solutions δ(s) and δ′(s) for the ππ phase shift
must fulfill [55]
cos 2δ(s)φ(s) =
s− 4M2pi
π
−
sm∫
4M2
pi
ds′
sin 2δ(s′)φ(s′)
(s′ − 4M2pi)(s′ − s)
,
(90)
where sm is the matching point. In the ππ case the phase
shift is the quantity that is to be determined, while in
γγ → ππ that phase is input and the modulus of the
amplitude |h(t)| unknown, but, as we shall now see, the
mathematical structure is the same up to a factor of 2.
As an example we consider the unsubtracted equation
for the S-wave. In γγ → ππ the difference
ψ0,+(t) = |h′0,+(t)| − |h0,+(t)| (91)
between two solutions of (74) obeys
cos δ0(t)ψ0,+(t) =
t
π
−
tm∫
4M2
pi
dt′
sin δ0(t
′)ψ0,+(t′)
t′(t′ − t) . (92)
The presence of sin δ0(t
′), rather than the sin 2δ(s′) of the
ππ case, explains why the multiplicity of solutions in ππ
scattering is ⌊2δ(sm)/π⌋ instead of ⌊δ0(tm)/π⌋ in γγ →
ππ, where ⌊x⌋ denotes the largest integer ≤ x.
In addition, there is also an analogue of the sum rules
discussed in Sect. 5.2 in ππ Roy equations. In the single-
channel approximation φ(s) vanishes if δ(sm) < π/2. If
the effects of the coupling to other partial waves are taken
into account, the phase-shift difference for a channel i with
δi(sm) < π/2 may be written as [56]
φi(s) = (s− 4M2pi)Gi(s)Hi(s),
Gi(s) = exp
{
2
π
sm∫
4M2
pi
ds′
δi(s
′)
s′ − s
}
, (93)
where Hi(s) includes information on other partial waves.
Once again, Gi(sm) diverges if δi(sm) < 0, such that
Hi(sm) = 0 (94)
in this case. The difference as compared to γγ → ππ is that
in ππ the Omne`s representation is only available for phase-
shift differences and not for the phase shifts themselves.
Thus, the constraint manifests itself rather subtly by re-
ducing the number of free parameters in the manifold of
solutions. However, the mathematical input that leads to
this constraint, namely continuity of the Muskhelishvili–
Omne`s representation at the matching point, is the same.
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5.4 Comparison to previous work
The key result of our derivation of dispersion relations for
γπ scattering and γγ → ππ based on Roy–Steiner equa-
tions is that there is a term that couples S- and D-waves,
cf. (75). In all previous dispersive treatments of γγ → ππ
each partial wave was considered separately. Moreover,
to the best of our knowledge, this is the first time that
a finite-matching-point representation has been employed
for γγ → ππ. The practical consequences of both these de-
velopments will be discussed in Sects. 7 and 8. However,
we can consider the limit tm → ∞ in our equations in
order to delineate the differences between our formalism
and the recent works [15,27,30], which also used disper-
sion relations to attack the problem γγ → ππ.
In [15], a once-subtracted6 dispersion relation for the
S-wave is considered. The subtraction constant is fixed
by assuming h0,+(t) ∝ t0(t) and using ChPT information
on the Adler zero of the ππ amplitude. This representa-
tion depends quite strongly on the details of the ππ phase
above the KK¯ threshold already at energies & 0.5GeV.
For this reason, another subtraction was performed in [27]
at the energy t1 where the ππ phase crosses π, the sub-
traction constant being fixed by the requirement that the
cross section at t1 does not become outrageously large.
The Born terms as well as vector and axial-vector reso-
nances were used to approximate the left-hand cut.
In [30], an Omne`s representation for S- and D-waves
is constructed that explicitly takes into account the KK¯
channel, and in addition includes tensor resonances in the
description of the left-hand cut. For the S-waves two sub-
tractions are performed, while the D-waves are treated
differently for the two isospin channels: for I = 2, no sub-
traction constants for h2,+ and h2,− are provided (in our
conventions this corresponds to the unsubtracted case for
h2,−), while for I = 0 an additional subtraction in both
partial waves is performed. Thus the treatment of I = 0
corresponds to our once-subtracted case for h2,−. But,
the Roy–Steiner analysis shows that the subtraction con-
stant for h2,+ cannot be related to dipole and quadrupole
polarizabilities, as the equations for this partial wave are
not affected by the corresponding subtractions. For this
reason, the subtraction constants in [30] determined by
fits to data (together with several chiral constraints) can
be translated into pion polarizabilities, but in general the
converse is not possible. We have checked explicitly that
our results agree with [30] in the limit tm → ∞, once the
KK¯ channel is switched off and the additional subtraction
in h2,+ dropped.
6 Photon coupling of the σ resonance
We define the σππ coupling constant gσpipi such that the
full isospin I = 0 ππ scattering amplitude on the second
6 Note that in this work we do not count powers of t′ or
t′−4M2pi that are present for kinematical reasons alone and thus
do not require any subtraction constants. This is not always
the convention employed in the literature.
Riemann sheet T 0II near the position of the σ pole
tσ =
(
Mσ − iΓσ
2
)2
(95)
can be written as
T 0II = 32π
∞∑
J=0
(2J + 1)t0J,II(t)PJ (zt) =
g2σpipi
tσ − t . (96)
As the σ-pole occurs in the S-wave, all other partial waves
only contribute to the background. Similarly, in γγ → ππ
we take
e2H0++,II =
e2gσpipigσγγ
tσ − t . (97)
In these conventions, the widths in the narrow-width ap-
proximation are
Γσpipi =
|gσpipi|2
32πMσ
√
1− 4M
2
pi
M2σ
, Γσγγ =
πα2|gσγγ |2
Mσ
. (98)
Note that since the large strong width of the σ renders
the applicability of these relations questionable, we use
gσpipi as determined from the residue of the pole. Although
the formula for Γσγγ and gσγγ suffers from the same de-
ficiency, it is conventionally employed in the literature to
illustrate the relation between the two quantities. As the
direct determination of Γσγγ from the position of the pole
is not possible in view of the large strong width, we follow
this convention. The coupling constant itself can always
be recovered by means of (98).
The analytic continuation of h00,+(t) into the complex
plane is given by [27]7
h00,+,II(t) = (1 − 2iσ(t)t00,II(t))h00,+,I(t), (99)
such that
g2σγγ
g2σpipi
= −
(
σ(tσ)
16π
)2
(h00,+(tσ))
2, (100)
where h00,+ is evaluated on the first Riemann sheet. As-
suming the position of the σ pole and its coupling constant
to two pions is known, we can thus infer gσγγ (and hence
Γσγγ) from the value of the I = 0 S-wave of γγ → ππ
evaluated at tσ.
7 Input
To solve the Roy–Steiner equations for the γγ → ππ par-
tial waves we must specify the input for Im fJ,±(s) in the
7 We neglect γγ intermediate states in the unitarity rela-
tion. This is the same approximation as used in [1], where the
σ pole is deduced from pipi scattering with electromagnetic in-
teractions switched off. Since the width corresponding to the
γγ channel amounts only to a few keV, the ensuing shift of
the pole is much smaller than the uncertainty of its position
as quoted in [1].
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whole energy range and for ImhJ,±(t) above the matching
point. One could, in the spirit of the Roy–Steiner analysis
for πK scattering [47], consider the equations for s- and
t-channel partial waves simultaneously, and determine a
solution of the whole system by an iterative procedure.
However, the Roy–Steiner equations for γπ → γπ are less
powerful than those for πK → πK, since the only con-
tributions that can be obtained in the s-channel without
additional input are determined by elastic unitarity. In the
γπ case, γπ intermediate states are suppressed by e2 and
thus expected to be numerically negligible. By compari-
son, in the πK case, πK intermediate states dominate the
unitarity relation at least up to 1GeV [47].
For this reason, we will drop γπ intermediate states
altogether and content ourselves with the resonance de-
scription of the imaginary parts of the Compton-scattering
amplitudes constructed in [30], where the resonance con-
tributions are eventually included in a spectral representa-
tion with an integration cutoff of −5GeV2. In our frame-
work the effect of the resonance description of Im fJ,±(s)
on hJ,±(t) can be directly read off from (39) or (75),
cf. Sect. 7.1. Physically, one can understand this summa-
tion of resonances as an effective description of multi-pion
states in the s-channel for γπ → γπ, or, equivalently, in
the t-channel for γγ → ππ, amounting to approximating
the multi-pion cuts by a sum of poles. This model could be
improved upon at low energies by explicitly incorporating
the 2- and 3-pion intermediate states, and using ChPT to
constrain their interactions. However, these intermediate
states enter the γπ amplitude at O(e2p6) and O(e2p4) in
the chiral counting, respectively, such that we will leave
their incorporation to future work.
We now turn to the input for ImhJ,±(t). We choose
the matching point as
√
tm = 0.98GeV, (101)
which, on the one hand, ensures that δ0(tm) < π, avoiding
a free parameter in the Omne`s solution, and, on the other
hand, extends the energy range as far as possible. As the
cross section above 1GeV is dominated by the f2(1270)
resonance, we put hJ,±(t) = 0 above tm for all partial
waves except for hI=02,− (t), which we match to a Breit–
Wigner description of the f2(1270), cf. Sect. 7.2. As we
will show in Sect. 8, this approximation allows for a rea-
sonable description of the cross section. A more detailed
description of this region is not necessary, because our
subtracted dispersion relations emphasize the low-energy
region which is the focus of this work.
As input for the ππ phases we use the results of an ex-
tended Roy-equation analysis of ππ scattering [57], which
in particular ensures that the phases and the pole posi-
tion of the σ are consistent, since [57] coincides perfectly
with the older analysis [58] at low energies. (The impact
of the high-energy region in ππ scattering on the σ-pole
position was shown to be negligible in [1].) To estimate
the uncertainties due to the ππ input, we also consider
the ππ phases determined in a recent study of Roy-like
equations [59]. The parameters of the σ resonances cor-
responding to both approaches, which we will refer to as
Mσ Γσ gσpipi/
√
2
CCL [1,60] 441+16−8 MeV 544
+18
−25 MeV 3.3GeV
GKPRY[61] 457+14−13 MeV 558
+22
−14 MeV 3.59
+0.11
−0.13 GeV
Table 3. Mass, width, and pipi coupling constant of the σ.
ChPT [38,39] GMM [30]
(α1 − β1)pi0 −1.9± 0.2 −1.25± 0.17
(α1 + β1)
pi0 1.1 ± 0.3 1.22 ± 0.12
(α2 − β2)pi0 37.6 ± 3.3 32.1± 2.1
(α2 + β2)
pi0 0.037 ± 0.003 −0.19± 0.02
(α1 − β1)pi± 5.7 ± 1.0 4.7
(α1 + β1)
pi± 0.16 [0.16] 0.19 ± 0.09
(α2 − β2)pi± 16.2 [21.6] 14.7± 2.1
(α2 + β2)
pi± −0.001 [−0.001] 0.11 ± 0.03
Table 4. Dipole and quadrupole pion polarizabilities in units
of 10−4fm3 and 10−4fm5, respectively. The numbers in brackets
refer to the LECs from [62].
CCL and GKPRY, respectively, are given in Table 3, and
are consistent within error bars.
Finally, our results depend on the input chosen for the
pion polarizabilities. For definiteness, we will consider the
two sets of parameters compiled in Table 4, which we refer
to as ChPT and GMM, respectively. The polarizabilities
in the isospin basis follow from (29). Note that in [30] the
dipole polarizability of the charged pion was only allowed
to vary within the range of the ChPT prediction. Unfortu-
nately, the charged-pion quadrupole polarizability α2−β2
is rather sensitive to low-energy constants (LECs): the
first number, 16.2·10−4 fm5, corresponds to the resonance-
saturation model of [39], while taking the LECs from [62]
yields 21.6 · 10−4 fm5.
7.1 Resonances in γpi → γpi
We use the resonance model constructed in [30], with
the contribution of vector (V), axial-vector (A), tensor
(T), and axial-tensor (TA) resonances to the Compton-
scattering partial waves in the narrow-width approxima-
tion, to define the imaginary part of the γπ → γπ ampli-
tudes
Im fVJ,±(s) = ±
2
3
πCV(m
2
V −M2pi)2δ(s−m2V)δJ1,
Im fAJ,±(s) =
2
3
πCA(m
2
A −M2pi)2δ(s−m2A)δJ1,
Im fTJ,±(s) = ±
2
5
πCT
(m2T −M2pi)4
m2T
δ(s−m2T)δJ2,
Im fTAJ,±(s) =
2
5
πCTA
(m2TA −M2pi)4
m2TA
δ(s−m2TA)δJ2,
(102)
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where mi, i ∈ {V,A,T,TA}, denotes the mass of the res-
onance, and the coupling constants Ci are related to the
widths Γi by
ΓV = αCV
(m2V −M2pi)3
3m3V
, ΓA = αCA
(m2A −M2pi)3
3m3A
,
ΓT = αCT
(m2T −M2pi)5
5m5T
, ΓTA = αCTA
(m2TA −M2pi)5
5m5TA
.
(103)
Inserting (102) into (39) yields
hVJ,+(t) =
2
3
CV(m
2
V −M2pi)2
(
G˜++J1 (t,m
2
V)− G˜+−J1 (t,m2V)
)
,
hVJ,−(t) =
2
3
CV(m
2
V −M2pi)2G˜−+J1 (t,m2V),
hAJ,+(t) =
2
3
CA(m
2
A −M2pi)2
(
G˜++J1 (t,m
2
A) + G˜
+−
J1 (t,m
2
A)
)
,
hAJ,−(t) =
2
3
CA(m
2
A −M2pi)2G˜−+J1 (t,m2A),
hTJ,+(t) =
2
5
CT
(m2T −M2pi)4
m2T
(
G˜++J2 (t,m
2
T)− G˜+−J2 (t,m2T)
)
,
hTJ,−(t) =
2
5
CT
(m2T −M2pi)4
m2T
G˜−+J2 (t,m
2
T),
hTAJ,+(t) =
2
5
CTA
(m2TA −M2pi)4
m2TA
×
(
G˜++J2 (t,m
2
TA) + G˜
+−
J2 (t,m
2
TA)
)
,
hTAJ,−(t) =
2
5
CTA
(m2TA −M2pi)4
m2TA
G˜−+J2 (t,m
2
TA). (104)
We include all resonances listed in [30]. We have checked
that (104) agrees with the results quoted in [30]: once the
ambiguous term linear in t in h0,+(t) in [30] is removed,
we recover that result by taking the limit a → ∞ of our
unsubtracted kernel functions.
7.2 Including the f2(1270)
To incorporate the D-wave resonance f2(1270) we follow
[24]. Starting from
LTPP = CpiTT µν∂µP∂νP, LTγγ = e2CγTT µνFµαF αν
(105)
to describe the coupling of a tensor resonance to pseu-
doscalars and photons, respectively, we find
A = − C
pi
TC
γ
T
6(t−m2T)
{
4M2pi
(
4− t
m2T
)
− t
(
5− 2t
2
m4T
)}
,
B =
CpiTC
γ
T
4(t−m2T)
, (106)
such that
H++ = −C
pi
TC
γ
Tt
6m4T
(
t(t+m2T)− 2m2TM2pi
)
,
H+− =
CpiTC
γ
T
4
t2σ(t)2
t−m2T
(1 − z2t ). (107)
full a→∞ no resonances
I(1), CCL −0.62 −1.15 0.61
I(1), GKPRY −0.63 −1.17 0.60
I(2), CCL 3.45 3.58 2.08
I(2), GKPRY 3.40 3.53 2.03
Table 5. Integrals in the I = 2 sum rule for the full left-hand
cut, in the limit a→∞, and with resonances switched off.
α1 − β1 α2 − β2 total
ChPT 1.03 ± 0.14 −4.29± 0.78 0.18 ± 0.85
GMM 0.80 ± 0.14 −3.49± 0.60 0.76 ± 0.68
Table 6. Individual contribution to (87) from the polari-
zabilities (first two columns) and total value of the right-hand
side of the sum rule (third column).
We see that a resonant contribution only occurs in h2,−(t),
while the non-resonant background in h0,+(t) can be dis-
carded. Taking the full width of the f2(1270) into account
and dropping the non-resonant background, we obtain
hf22,−(t) =
Cpif2C
γ
f2
5
√
6
m4f2σ(m
2
f2
)2
t−m2f2 + imf2Γf2
. (108)
In fact, in Sect. 8.2 we will restore the background in or-
der to describe the cross section for γγ → π+π− above
the matching point. The coupling constants can be deter-
mined from the partial widths
Γf2→pipi =
(
Cpif2
)2
960π
(
m2f2 − 4M2pi
) 5
2
m2f2
,
Γf2→γγ =
π
5
α2
(
Cγf2
)2
m3f2 . (109)
For the f2 parameters we use as input [63]
mf2 = 1275.1MeV, Γf2 = 185.1MeV,
Γf2→pipi = 156.9MeV, Γf2→γγ = 3.03 keV, (110)
such that
|Cpif2 | = 16.06GeV−1, |Cγf2 | = 0.21GeV−1. (111)
However, the relative sign of the couplings cannot be in-
ferred and must be fitted to experiment.
8 Numerical results
8.1 Sum rules
Before examining the reactions of interest, we turn to the
numerical evaluation of the sum rules for I = 2 derived in
Sect. 5.2. As the I = 2 D-wave ππ phase is very small, in
practice no meaningful constraint results in these partial
16 M. Hoferichter, D. R. Phillips, C. Schat: Roy–Steiner equations for γγ → pipi
waves and we therefore restrict ourselves to the S-wave.
These sum rules were written explicitly in (87) (see also
App. C.2). The results for I(1) and I(2) when the two
different input ππ phases are chosen are shown in the first
column of Table 5. The difference between using CCL and
GKPRY ππ phases is very small in both cases.
Evaluating the sum-rule integrals involves several ap-
proximations, in particular, we have put Imh0,+(t) to zero
above the matching point, neglected partial waves with
J > 2, and used a resonance approximation for Im fJ,±(s).
Therefore, we must now make sure that the dependence on
the high-energy part of the integrals I(1) and I(2), higher
partial waves, and details of the resonance description of
the left-hand cut, is sufficiently small for the sum-rule con-
straint to be meaningful. We can estimate the accuracy of
these approximations by sending the hyperbola parameter
a→∞, because in the original setup the dispersion rela-
tion is independent of a. Thus, any residual dependence on
a provides a measure of the impact of the approximations
made. The results of doing this are shown in the second
column of Table 5: the once-subtracted integral depends
strongly on the value of a, but the twice-subtracted ver-
sion is already rather stable under a → ∞. Doubling the
effect of taking a → ∞ to get a conservative estimate of
the uncertainty in I(2), we conclude that
I(2) = 3.45± 0.30. (112)
In order to further test the sensitivity of the sum rule
to the modeling of the left-hand cut by a set of resonances
we can check what happens if we switch off resonance
contributions completely. In the case of I(2) even making
this crude approximation entails a relatively modest shift
in the result. As shown in the third column of Table 5,
the resonances contribute less than 50% to the full result,
such that their contribution would have to be drastically
wrong to exceed the error estimate given in (112).
The stability of I(2) under these changes in high-energy
input makes it worth taking (112) seriously as a con-
straint on a particular linear combination of (α1 − β1)I=2
and (α2 − β2)I=2. Thus, we will now consider the re-
sulting sum rule, which arises from the twice-subtracted
Muskhelishvili–Omne`s representation, in more detail.
First of all, we test if the parameter sets of Table 4
fulfill the sum rule. The error analysis is complicated by
the fact that in the GMM set no uncertainty estimate is
given for (α1 − β1)pi± , while in the ChPT set the error
induced by the LEC dependence of (α2 − β2)pi± is dif-
ficult to assess. To obtain a rough estimate, we use the
ChPT error for (α1 − β1)pi± also for GMM, and vice versa
for (α2 − β2)pi± . This, together with the number (112),
leads to the results summarized in Table 6. We conclude
that the sum rule is fulfilled for both sets, although rather
marginally in the case of GMM. (This is mainly due to
the fact that (α2 − β2)pi0 differs quite substantially be-
tween ChPT and GMM.) The largest uncertainty in the
sum rule is driven by lack of knowledge of the quadrupole
polarizability.
Observing that both dipole polarizabilities as well as
(α2 − β2)pi0 have an accurate ChPT prediction, we can
turn around the argument and use the sum rule to derive
an improved value for (α2 − β2)pi± . Using (112) and the
ChPT prediction for the isospin-two dipole polarizability,
(87) leads to
(α2 − β2)I=2 = (−18.2± 1.3) · 10−4fm5. (113)
Using, in addition, the ChPT prediction for (α2 − β2)pi0 ,
we find
(α2 − β2)pi
±
= (15.3± 3.7) · 10−4fm5,
(α2 − β2)I=0 = (39.4± 6.0) · 10−4fm5, (114)
where the increase in uncertainty compared to (113) is due
to the ChPT uncertainty in (α2 − β2)pi0 . In the remain-
der of the paper we will make use of the improved value
(114) when referring to the ChPT predictions for pion
polarizabilities. Note that, as expected given the results
of Table 6, our sum-rule value of (α2 − β2)pi± is consis-
tent with the first ChPT number quoted in Table 4, but it
is not consistent with the larger number found when the
LECs of [62] are taken as input.
8.2 Total cross section
Before performing the analytic continuation to the σ pole,
we wish to make sure that the amplitude on the real
axis is reasonably well described—at least up to
√
t =
1GeV, which we assess to be the region which will influ-
ence the analytic continuation to the σ pole. The results
for the cross section are depicted in Figs. 5 and 6. Below
the matching point, the results for the once- and twice-
subtracted formulation are provided for both ChPT and
GMM polarizabilities. The uncertainty due to ππ input,
represented by the grey band, is estimated by the varia-
tion between CCL and GKPRY phases and proves to be
very small. The low-energy region is totally dominated
by the Born terms in the charged process, but it is very
sensitive to the σ in the neutral reaction. The prediction
of the twice-subtracted dispersion relation is in especially
good agreement with γγ → π0π0 data (see Fig. 6), with
the level of agreement comparable to that obtained in the
coupled-channel fit of [30].
Above the matching point, we exploit the fact that
the cross section is dominated by the f2(1270), and thus
can be well approximated by employing a Breit–Wigner
description of this resonance in hI=02,− (t) and putting all
other partial waves to zero. In this way, (108) alone yields
a good description of the neutral cross section above the
matching point. In contrast, in the charged case an addi-
tional background is necessary. As observed in [24], this
can be most easily achieved by adding the Born terms and
the off-shell contributions dropped in the transition from
(107) to (108) back into the charged-channel amplitude for
h2,−(t). Moreover, after the transition to the isospin basis,
we add a constant background phase to ensure matching
M. Hoferichter, D. R. Phillips, C. Schat: Roy–Steiner equations for γγ → pipi 17
Fig. 5. Total cross section for γγ → pi0pi0 [5,10] and γγ →
pi+pi− [6,7,8] for | cos θ| ≤ 0.8 and | cos θ| ≤ 0.6, respectively.
Fig. 6. Total cross section for γγ → pi0pi0 for | cos θ| ≤ 0.8 in
the low-energy region.
Fig. 7. Dependence of |hI=02,− (t)| on the number of subtrac-
tions. The grey bands indicate the difference between CCL
and GKPRY phases.
with the ππ phase below the matching point. However,
if Cpif2C
γ
f2
is chosen to be negative, the mismatch of the
phases is very small: we find a correction of δcorr = −0.09
and δcorr = −0.04 in order to obtain agreement with the
CCL and GKPRY phases, respectively.
Finally, we comment on the analyticity properties of
the partial waves at the matching point. As shown in
the appendix of [47], the solutions in terms of Omne`s
functions automatically fulfill continuity at the matching
point, but the derivative at tm is not determined. There-
fore, in general, strong cusps can occur at the matching
point. For example, if the background in the charged reac-
tion is dropped, the neutral cross section above tm is still
correctly reproduced, but the input for the I = 0 compo-
nent changes, which affects the neutral cross section below
tm: the result for |hI=02,− (t)| exhibits a strong cusp below tm,
which translates into an (unphysical) sharp peak of about
15 nb in the neutral cross section directly below tm. The
fact that this effect is much smaller in the full solution pro-
vides evidence that our model for the high-energy region
is reasonably accurate, because only a specific input of ππ
phases, polarizabilities, and imaginary parts above tm will
yield a smooth solution for hI=02− (t) around t = tm. In the
language of [55] such a solution corresponds to an “ana-
lytic input”. If the input above the matching point were
sufficiently well known, one could thus derive constraints
on the polarizabilities by requiring a no-cusp condition.
These constraints would be similar to those derived in
[45,47] for ππ and πK scattering lengths. However, the
input above the matching point is not very well known in
γγ → ππ, so we content ourself with requiring that the
cusp at tm is not too large, such that the input we are
using is reasonably close to being “analytic”.
8.3 Two-photon coupling of the σ
We now present our results for the two-photon width Γσγγ
as a function of the pion polarizabilities. (α1 + β1) and
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Fig. 8. Γσγγ as a function of the I = 0 pion polarizabilities.
The black line refers to the unsubtracted case and the colored
lines to the twice-subtracted version with (α2−β2)I=0 as indi-
cated (in units of 10−4fm5). The grey band for the uncertainty
in the pipi input is estimated by the variation found when CCL
and GKPRY phases and σ parameters are chosen. The cross
corresponds to the twice-subtracted case plus ChPT input.
Fig. 9. Individual contributions to Γσγγ for CCL phases and
σ parameters. The dashed lines refer to the once-subtracted
version. The solid lines refer to the twice-subtracted version,
with an input value of (α2−β2)I=0 from (114). The black lines
denote the results for a left-hand cut modeled solely by the
Born terms, while the red, blue, and green lines are obtained
by successively adding resonances in the limit a → ∞, terms
for finite a, and D-wave contributions.
(α2 + β2) only feature as subtraction constants in the D-
waves, which, in turn, influence Γσγγ only indirectly via
the corresponding coupling to the S-wave in (75). More-
over, the imaginary part of these D-waves is dominated
to a large extent by the f2(1270), and the dependence
of |hI=02,− (t)| on the number of subtractions is very weak.
Fig. 7 shows the results when we choose ChPT polari-
zabilities. The variation between the |hI=02− (t)| solutions
for different numbers of subtractions is so small that the
uncertainty in the ππ phases (estimated as the difference
1 subtraction 2 subtractions
ChPT 1.3± 0.1 1.7± 0.4
GMM 1.4± 0.1 2.0± 0.2
Table 7. Prediction for Γσγγ in keV based on ChPT and GMM
polarizabilities for CCL phases and σ parameters.
between CCL and GKPRY) becomes of comparable size.
Consequently, the dependence of Γσγγ on (α1 + β1)
I=0
and (α2+β2)
I=0 is totally negligible, such that we end up
with the dipole polarizability (α1−β1)I=0 as the only free
parameter that affects Γσγγ in the once-subtracted disper-
sion relation. A second subtraction additionally requires
the quadrupole polarizability (α2 − β2)I=0 as input. The
resulting correlation between Γσγγ and the pion polari-
zabilities is depicted in Fig. 8. This model-independent
correlation is the main result of our study.
The role of the different contributions to the left-
hand cut is illustrated in Fig. 9: starting from the Born-
term approximation (black line), we add resonances in the
limit a → ∞ (red line), the additional terms for finite
a = −7.5M2pi (blue line), and D-wave contributions (green
line). The twice-subtracted version (solid lines) is hardly
affected by any of these changes. In the once-subtracted
case (dashed lines) we see that D-wave and resonance
contributions are of comparable size. We therefore expect
that, as soon as resonances yield a significant contribution
to the left-hand cut, the coupling between S- and D-waves
should also become numerically important in any descrip-
tion of data that is based on a Muskhelishvili–Omne`s rep-
resentation.
The results for Γσγγ given ChPT and GMM choices for
the polarizabilities are summarized in Table 7, where the
errors only include the uncertainties from the pion polari-
zabilities. We have checked that these numbers are insen-
sitive to the details of the input above the matching point.
For the ChPT parameters the results from the once- and
twice-subtracted equations are consistent. However, there
is significant tension between these two results in the case
of GMM. This issue seems to be related to the relatively
small value of (α2 − β2)pi0 in that polarizability set: in-
creasing this polarizability and thus bringing it closer to
the ChPT prediction would both improve the fulfillment
of the I = 2 sum rule (cf. Sect. 8.1) and bring Γσγγ down
from the (2.0± 0.2) keV result given in Table 7.
In view of Fig. 9, we consider the outcome of the twice-
subtracted system of equations as the most reliable one,
despite the fact that input for the quadrupole polarizabil-
ity is required. Although the result based on the GMM
parameters is ostensibly more precise, the Muskhelishvili–
Omne`s representation used in [30] is, for the reasons ex-
plained in Sect. 5.4, not fully consistent with the Roy–
Steiner equations derived here. For this reason, we follow
the philosophy of [58] and combine the strict predictions
of our Roy–Steiner equations with ChPT input for pion
polarizabilities to obtain our final result
Γσγγ = (1.7± 0.4) keV, (115)
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Reference Γσγγ
Penn. 06 [15] 4.1± 0.3
MNO 08 [16] 3.9± 0.6
MNW 11 [17] 3.08 ± 0.82
FK 06 [25] 0.62
Penn. et al. 08 [26], sol B 2.4± 0.4
ORS 08 [27] 1.8± 0.4
OR 08 [28] 1.68 ± 0.15
BP 08 [13] 1.20 ± 0.40
Mao et al. 09 [29] 2.08
Table 8. Previous results for Γσγγ in keV.
Fig. 10. Previous results for Γσγγ with acronyms defined in
Table 8. The red point corresponds to our result.
which is depicted by the cross in Fig. 8. We note that
the uncertainty here is broad enough to encompass all
the central values in Table 7. A comparison with previous
results for Γσγγ is shown in Table 8 and Fig. 10.
9 Summary and conclusion
In this paper we constructed a full set of Roy–Steiner
equations for γπ → γπ. In particular, we worked out all
necessary integral kernels for zero, one, and two subtrac-
tions explicitly up to D-waves, and directly identified the
subtraction constants with the pion polarizabilities. We
studied the range of validity of the system, and found
that the equations for the crossed channel γγ → ππ are
rigorously valid up to 1GeV—a domain that comfortably
includes the σ pole. Extending this range requires addi-
tional assumptions. Truncating the system at J = 2, we
then concentrated on the equations for γγ → ππ, whose
solution in terms of a Muskhelishvili–Omne`s representa-
tion with a finite matching point was discussed. Compar-
ing our equations with existing approaches in the litera-
ture, we found a coupling between S- and D-waves, which
has previously been neglected in calculations of γγ → ππ
based on dispersion relations, but seems to be numerically
comparable to the contributions of resonances in γγ → ππ
to the left-hand cut.
Demanding continuity of the Muskhelishvili–Omne`s
representation at the matching point, we derived sum rules
for the I = 2 partial waves that relate dipole and quadru-
pole polarizabilities to integrals over the left-hand cut. We
used the S-wave sum rule, together with ChPT input for
the neutral-pion quadrupole polarizability and the dipole
polarizabilities, to obtain a new, more accurate, prediction
for the charged-pion quadrupole polarizability
(α2 − β2)pi
±
= (15.3± 3.7) · 10−4fm5. (116)
While the central value is hardly shifted, the error esti-
mate is difficult to obtain in ChPT alone due to a strong
dependence on poorly known low-energy constants.
The main application of our formalism though, was a
study of the the two-photon width of the σ resonance. To
this end, we first showed that the cross section for both the
charged and neutral channel can be accurately reproduced
by approximating the high-energy region above 1GeV by
a Breit–Wigner ansatz for the f2(1270) resonance and em-
ploying a suitably chosen background amplitude in the
charged case. With this input, our Muskhelishvili–Omne`s
representation yields a good description of the available
data in the low-energy region.
We then presented the results of the analytic continu-
ation to the σ pole as a correlation plot between the per-
tinent pion polarizabilities and Γσγγ . Our most general
finding is a correlation between I = 0 pion polarizabilities
and Γσγγ . This correlation results solely from analyticity,
unitarity, crossing symmetry, and the accurately-known
ππ phases in the region below 1GeV. We also provided
a specific result for Γσγγ by taking ChPT predictions for
the pertinent pion polarizabilities. We therefore look for-
ward to the results of the ongoing efforts at COMPASS to
extract pion polarizabilities, which—as shown here—will
further improve knowledge of Γσγγ .
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A Kernel functions for the s-channel projection
The functions N±J (s) for J ≤ 2 are given by
N+1 (s) =
s
M2pi − s
− M
2
pi
q2
{
d111(y)Q0(y)−
1
2
}
+∆N+1 (s),
N+2 (s) = −
1
3
s
M2pi − s
− M
2
pi
q2
{
d211(y)Q0(y)−
1
2
− y
}
+∆N+2 (s),
N−1 (s) = −
M2pi
M2pi − s
+
M2pi
q2
{
d11,−1(y)Q0(y) +
1
2
}
+∆N−1 (s),
N−2 (s) = −
1
3
M2pi
M2pi − s
+
M2pi
q2
{
d21,−1(y)Q0(y)−
1
2
+ y
}
+∆N−2 (s), (A.1)
where
y = −s+M
2
pi
s−M2pi
, (A.2)
and
Q0(z) =
1
2
1∫
−1
dx
z − x , Q0(z ± iǫ) =
1
2
log
∣∣∣∣1 + z1− z
∣∣∣∣∓ iπ2 θ(1 − z2), (A.3)
denotes the lowest Legendre polynomial of the second kind. The remainders ∆N±J (s)
∆N
+ (0)
1 (s) = 0, ∆N
+ (1)
1 (s) =
2s
3Mpiα
(α1 + β1)q
2, ∆N
+ (2)
1 (s) = ∆N
+(1)
1 (s)−
s
18Mpiα
(α2 + β2)q
4,
∆N
+ (0)
2 (s) = ∆N
+(1)
2 (s) = 0, ∆N
+(2)
2 (s) =
s
30Mpiα
(α2 + β2)q
4,
∆N
− (0)
1 (s) = −
2q2
3(M2pi − a)
, ∆N
− (1)
1 (s) =
2Mpi
3α
(α1 − β1)q2 + 1
2Mpiα
(α1 + β1)q
4,
∆N
− (2)
1 (s) =
2Mpi
3α
(α1 − β1)q2 − Mpi
6α
(α2 − β2)q4 − 2
15Mpiα
(α2 + β2)q
6, (A.4)
∆N
− (0)
2 (s) = 0, ∆N
− (1)
2 (s) = −
1
10Mpiα
(α1 + β1)q
4, ∆N
− (2)
2 (s) =
Mpi
30α
(α2 − β2)q4 + 2
45Mpiα
(α2 + β2)q
6,
contain the pion polarizabilities according to the number of subtractions indicated by the superscript.
A.1 s-channel
The kernels for the unsubtracted case read
K++11 (s, s
′) =
sq2
s′q′2
{
1
s′ − s −
1
s′ − a −
3
2q2
[
(1 + xs)
2
4
Q0(xs)− 2 + xs
4
]}
,
K++12 (s, s
′) =
sq2
s′q′2
{(
1
s′ − s −
1
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)
5
3
(2β + α− 1)
− 5
2q2
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(1 + xs)
2
4
(2x′s − 1)Q0(xs)−
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3
α+ β − 1
2
)
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β
2
− 1
4
)
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2
x2s
]}
,
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3
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4
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4
− x
2
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,
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3
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6
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3
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,
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where
α =
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s+ s′ − 2M2pi
2q′2
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The corresponding versions for the once-((1)) and twice-((2)) subtracted case can be obtained by adding
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2q′2(s′ − a) . (A.8)
A.2 t-channel
The non-vanishing unsubtracted kernel functions are
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(1
2
+ 3γ − 3δ
2
)
xt − 3γx
2
t
2
}
,
G−+22 (s, t
′) =
5
2t′
{
(1 − xt)2(2xt + 1)P2(x′t)Q0(xt)−
(
δ − 1
3
)
−
(
γ − 9
2
δ +
3
2
)
xt −
(
3δ − 9
2
γ − 1
)
x2t − 3γx3t
}
,
G−−12 (s, t
′) =
5
√
6q2
3t′ (t′ − 4M2pi)
, G−−22 (s, t
′) = 0, (A.9)
where
γ =
8q2(s− a)
t′(t′ − 4M2pi)
, δ =
(t′ − 2M2pi + 2a)2 − 4(s− a)(2q2 + 2M2pi − s− a)
t′(t′ − 4M2pi)
, z′t =
√
γzs + δ,
xt = 1 +
t′
2q2
, x′t =
√
γxt + δ, (A.10)
and the subtracted versions are obtained by adding
∆G
+− (1)
JJ′ (s, t
′) = − 8sq
2
t′2(t′ − 4M2pi)
(2J ′ + 1)
2
3
δJ1
dJ
′
20(z
′
t)
1− z′2t
∣∣∣∣
0
,
∆G
+− (2)
JJ′ (s, t
′) =
16sq4
t′2(t′ − 4M2pi)
(2J ′ + 1)
(δJ1
3
− δJ2
5
){ 1
t′
dJ
′
20(z
′
t)
1− z′2t
∣∣∣∣
0
+ ∂t
dJ
′
20(z
′
t)
1− z′2t
∣∣∣∣
0
}
,
∆G
−+ (1)
JJ′ (s, t
′) = −2q
2
t′2
(2J ′ + 1)
2
3
δJ1PJ′(z
′
t)
∣∣
0
,
∆G
−+ (2)
JJ′ (s, t
′) =
4q4
t′2
(2J ′ + 1)
(
δJ1 − δJ2
5
){
∂tPJ′(z
′
t)
∣∣
0
+
PJ′ (z
′
t)
∣∣
0
t′
}
,
∆G
−− (1)
JJ′ (s, t
′) = − 2q
2
t′2(t′ − 4M2pi)
(2J ′ + 1)
{
t′
2
3
δJ1 + 2q
2
(
δJ1 − δJ2
5
)}dJ′20(z′t)
1− z′2t
∣∣∣∣
0
,
∆G
−− (2)
JJ′ (s, t
′) =
4q4
t′2(t′ − 4M2pi)
(2J ′ + 1)
[
t′
(
δJ1 − δJ2
5
)
+ 2q2
(8
5
δJ1 − 8
15
δJ2 +
8
105
δJ3
)]
×
{
1
t′
dJ
′
20(z
′
t)
1 − z′2t
∣∣∣∣
0
+ ∂t
dJ
′
20(z
′
t)
1− z′2t
∣∣∣∣
0
}
, (A.11)
with
z′2t
∣∣
0
= 1 +
4a
t′ − 4M2pi
, ∂tz
′2
t
∣∣
0
=
4(M2pi − a)
t′(t′ − 4M2pi)
. (A.12)
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B Kernel functions for the t-channel projection
The contributions from Born terms and subtraction constants for J ≤ 2 are
N˜+0 (t) =
8M2pi
σ(t)t
Q0
( 1
σ(t)
)
+∆N˜+0 (t), N˜
+
2 (t) =
8M2pi
σ(t)t
{
P2
( 1
σ(t)
)
Q0
( 1
σ(t)
)
− 3
2σ(t)
}
,
N˜−2 (t) = −
8M2pi
σ(t)t
{
d220
( 1
σ(t)
)
Q0
( 1
σ(t)
)
+
√
6
4σ(t)
}
+
2√
6
+∆N˜−2 (t),
∆N˜
+(0)
0 (t) = −
t
2(M2pi − a)
, ∆N˜
+ (1)
0 (t) =
Mpi
2α
(α1 − β1)t− 1
8Mpiα
(α1 + β1)t
2,
∆N˜
+(2)
0 (t) =
Mpi
2α
(α1 − β1)t+ Mpi
24α
(α2 − β2)t2 − 1
96Mpiα
(α2 + β2)t
3, (B.1)
∆N˜
− (0)
2 (t) = 0, ∆N˜
− (1)
2 (t) =
t(t− 4M2pi)
5
√
6M2pi
Mpi
2α
(α1 + β1), ∆N˜
− (2)
2 (t) =
t(t− 4M2pi)
5
√
6M2pi
Mpi
2α
(
α1 + β1 +
t
12
(α2 + β2)
)
.
B.1 s-channel
The non-vanishing kernel functions for the unsubtracted case are
G˜++01 (t, s
′) =
3t
16s′q′2(s′ − a)
{
2q′2
3γ˜ + 3δ˜ − 1
3γ˜
− 2(s′ −M2pi)
}
,
G˜++02 (t, s
′) =
5t
16s′q′2(s′ − a)
{
2q′2
20δ˜ − 6− 15
(
γ˜(γ˜ − 1) + 3γ˜δ˜ + 2δ˜2
)
15γ˜2
+
2(s′ −M2pi)
γ˜
(
γ˜ + 2δ˜ − 2
3
)}
,
G˜++21 (t, s
′) = − t
20s′(s′ − a)γ˜ ,
G˜++22 (t, s
′) =
5t
16s′q′2(s′ − a)
{
2q′2
2(−12 + 21γ˜ + 28δ˜)
105γ˜2
− s
′ −M2pi
15q′2(s′ − a) t(t− 4M
2
pi)
}
,
G˜+−01 (t, s
′) = − 3t
4q′2(s′ − a) +
3t
4q′2ptqt
Q0(x˜t),
G˜+−02 (t, s
′) = − 5t
4q′2(s′ − a)
2 + 3γ˜ − 6δ˜
3γ˜
+
5t
4q′2ptqt
{
(2x˜′t + 1)Q0(x˜t)−
2x˜t
γ˜
}
,
G˜+−21 (t, s
′) =
3t
4q′2ptqt
{
P2(x˜t)Q0(x˜t)− 3
2
x˜t
}
,
G˜+−22 (t, s
′) = − t
3q′2(s′ − a)γ˜ +
5t
4q′2ptqt
{
(2x˜′t + 1)P2(x˜t)Q0(x˜t)−
(3
2
− 3δ˜
γ˜
)
x˜t − 3x˜
3
t
γ˜
}
,
G˜−+21 (t, s
′) = − t
(
t− 4M2pi
)
s′q′2(s′ − a)
3
20
√
6
+
3ptqt
s′q′2
{(
1− x˜2t
)
d220(x˜t)Q0(x˜t) +
x˜t
2
√
6
(
5− 3x˜2t
)}
,
G˜−+22 (t, s
′) =
t(t− 4M2pi)
s′q′2(s′ − a)
7γ˜ + 14δ˜ − 2
28
√
6 γ˜
+
5ptqt
s′q′2
{(
1− x˜2t
)
d220(x˜t) (2x˜
′
t − 1)Q0(x˜t)
− x˜t√
6 γ˜
(
16 + 25γ˜ + 50δ˜
10
− (10 + 3γ˜ + 6δ˜)x˜
2
t
2
+ 3x˜4t
)}
, (B.2)
where
γ˜ =
8q′2(s′ − a)
t(t− 4M2pi)
, δ˜ =
(t− 2M2pi + 2a)2 − 4(s′ − a)(2q′2 + 2M2pi − s′ − a)
t(t− 4M2pi)
, z′s =
z2t − δ˜
γ˜
,
x˜t =
t+ 2s′ − 2M2pi√
t(t− 4M2pi)
, x˜′t =
x˜2t − δ˜
γ˜
= 1 +
t
2q′2
, (B.3)
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and
∆G˜
++(1)
JJ′ (t, s
′) =
t
8s′q′2
(2J ′ + 1)δJ0
(
2q′2
(
1− z′s
∣∣
0
)
+ t
)( 2
s′ −M2pi
− 1
s′ − a
)
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
,
∆G˜
++(2)
JJ′ (t, s
′) =
t2
8s′q′2
(2J ′ + 1)δJ0
{
(t− 4M2pi)
×
{(
2
s′ −M2pi
− 1
s′ − a
)
∂t
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
− 1
(s′ −M2pi)2
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
}
−
(
2
s′ −M2pi
− 1
s′ − a
)
∂t(t
′ − 4M2pi)
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
+
1
(s′ −M2pi)2
(t′ − 4M2pi)
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
}
,
∆G˜
+− (1)
JJ′ (t, s
′) = − t
2q′2
(2J ′ + 1)δJ0
(
2
s′ −M2pi
− 1
s′ − a
)
dJ
′
1,−1(z
′
s)
1− z′s
∣∣∣∣
0
,
∆G˜
+− (2)
JJ′ (t, s
′) = − t
2
2q′2
(2J ′ + 1)δJ0
{(
2
s′ −M2pi
− 1
s′ − a
)
∂t
dJ
′
1,−1(z
′
s)
1− z′s
∣∣∣∣
0
− 1
(s′ −M2pi)2
dJ
′
1,−1(z
′
s)
1− z′s
∣∣∣∣
0
}
,
∆G˜
−+(1)
JJ′ (t, s
′) = − t(t− 4M
2
pi)
2s′q′2
(2J ′ + 1)
δJ2
5
√
6
(
2
s′ −M2pi
− 1
s′ − a
)
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
,
∆G˜
−+(2)
JJ′ (t, s
′) = − t
2(t− 4M2pi)
2s′q′2
δJ2
5
√
6
(2J ′ + 1)
×
{(
2
s′ −M2pi
− 1
s′ − a
)
∂t
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
− 1
(s′ −M2pi)2
dJ
′
11(z
′
s)
1 + z′s
∣∣∣∣
0
}
. (B.4)
B.2 t-channel
The non-vanishing kernel functions for J, J ′ ≤ 2 are
K˜
++(0)
00 (t, t
′) =
t
t′(t′ − t) , K˜
++(1)
00 (t, t
′) =
t2
t′2(t′ − t) , K˜
++(2)
00 (t, t
′) =
t3
t′3(t′ − t) ,
K˜
++(0)
02 (t, t
′) =
5t(t+ t′ − 4M2pi + 6a)
t′2(t′ − 4M2pi)
, K˜
++(1)
02 (t, t
′) =
5t2
t′2(t′ − 4M2pi)
, K˜
++(2)
02 (t, t
′) = − 10M
2
pit
2
t′3(t′ − 4M2pi)
,
K˜
++(0)
22 (t, t
′) = K˜++(1)22 (t, t
′) = K˜++(2)22 (t, t
′) =
t2(t− 4M2pi)
t′2(t′ − 4M2pi)(t′ − t)
,
K˜
+− (0)
02 (t, t
′) =
5
√
6 t
4t′(t′ − 4M2pi)
, K˜
+− (1)
02 (t, t
′) =
5
√
6 t2
4t′2(t′ − 4M2pi)
, K˜
+− (2)
02 (t, t
′) =
5
√
6 t3
4t′3(t′ − 4M2pi)
,
K˜
−− (0)
22 (t, t
′) =
t(t− 4M2pi)
t′(t′ − 4M2pi)(t′ − t)
, K˜
−− (0)
22 (t, t
′) =
t2(t− 4M2pi)
t′2(t′ − 4M2pi)(t′ − t)
,
K˜
−− (2)
22 (t, t
′) =
t3(t− 4M2pi)
t′3(t′ − 4M2pi)(t′ − t)
. (B.5)
C Omne`s solutions for the γγ → pipi partial waves
C.1 I = 0
The equations hold for 0 < δ(tm) < π, which all the I = 0 partial waves satisfy. We only show the results for the once-
and twice-subtracted version, as the reduction to the unsubtracted case is straightforward
h0,+(t) = ∆˜
(1)
0,+(t) +
Mpi
2α
(α1 − β1)tΩ0(t) + t
2Ω0(t)
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(1)0,+(t
′)
t′2(t′ − t)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′2(t′ − t)|Ω0(t′)|
}
,
h0,+(t) = ∆˜
(2)
0,+(t) +
Mpi
2α
(α1 − β1)t(1 − t Ω˙0(0))Ω0(t) + Mpi
24α
(α2 − β2)t2Ω0(t)
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+
t3Ω0(t)
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(2)0,+(t
′)
t′3(t′ − t)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′3(t′ − t)|Ω0(t′)|
}
,
h2,+(t) = ∆˜2,+(t) +
t2(t− 4M2pi)Ω2(t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜2,+(t′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,+(t
′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
}
,
h2,−(t) = ∆˜
(1)
2,−(t) +
t(t− 4M2pi)
10
√
6Mpiα
(α1 + β1)Ω2(t)
+
t2(t− 4M2pi)Ω2(t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(1)2,−(t
′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′2(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
}
,
h2,−(t) = ∆˜
(2)
2,−(t) +
t(t− 4M2pi)
10
√
6Mpiα
[
(α1 + β1)(1 − t Ω˙2(0)) + t
12
(α2 + β2)
]
Ω2(t)
+
t3(t− 4M2pi)Ω2(t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(2)2,−(t
′)
t′3(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′3(t′ − 4M2pi)(t′ − t)|Ω2(t′)|
}
. (C.1)
The left-hand-cut functions ∆˜
(i)
J,±(t) are defined in (75) and (84).
C.2 I = 2
The solutions for −π < δ(tm) < 0, which is true for all I = 2 partial waves, read
h0,+(t) = ∆˜
(1)
0,+(t) +
Mpi
2α
(α1 − β1)tΩ0(t) tm − t
tm
+
t2Ω0(t)(tm − t)
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(1)0,+(t
′)
t′2(tm − t′)(t′ − t)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′2(tm − t′)(t′ − t)|Ω0(t′)|
}
,
h0,+(t) = ∆˜
(2)
0,+(t) +
Mpi
2α
(α1 − β1)t
[
1 +
t
tm
(1− tm Ω˙0(0))
]
Ω0(t)
tm − t
tm
+
Mpi
24α
(α2 − β2)t2Ω0(t) tm − t
tm
+
t3Ω0(t)(tm − t)
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(2)0,+(t
′)
t′3(tm − t′)(t′ − t)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′3(tm − t′)(t′ − t)|Ω0(t′)|
}
,
h2,+(t) = ∆˜2,+(t) +
t2(t− 4M2pi)Ω2(t)(tm − t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜2,+(t′)
t′2(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,+(t
′)
t′2(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
}
,
h2,−(t) = ∆˜
(1)
2,−(t) +
t(t− 4M2pi)
10
√
6Mpiα
(α1 + β1)Ω2(t)
tm − t
tm
+
t2(t− 4M2pi)Ω2(t)(tm − t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(1)2,−(t
′)
t′2(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′2(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
}
,
h2,−(t) = ∆˜
(2)
2,−(t) +
t(t− 4M2pi)
10
√
6Mpiα
{
(α1 + β1)
[
1 +
t
tm
(1− tm Ω˙2(0))
]
+
t
12
(α2 + β2)
}
Ω2(t)
tm − t
tm
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+
t3(t− 4M2pi)Ω2(t)(tm − t)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(2)2,−(t
′)
t′3(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′3(t′ − 4M2pi)(tm − t′)(t′ − t)|Ω2(t′)|
}
. (C.2)
The sum rules discussed in Sect. 5.2 are then
0 =
Mpi
2α
(α1 − β1)tm + t
2
m
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(1)0,+(t
′)
t′2(t′ − tm)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′2(t′ − tm)|Ω0(t′)|
}
,
0 =
Mpi
2α
(α1 − β1)tm(1− tm Ω˙0(0)) + Mpi
24α
(α2 − β2)t2m
+
t3m
π
{ tm∫
4M2
pi
dt′
sin δ0(t
′)∆˜(2)0,+(t
′)
t′3(t′ − tm)|Ω0(t′)| +
∞∫
tm
dt′
Imh0,+(t
′)
t′3(t′ − tm)|Ω0(t′)|
}
,
0 =
t2m(tm − 4M2pi)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜2,+(t′)
t′2(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,+(t
′)
t′2(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
}
,
0 =
tm(tm − 4M2pi)
10
√
6Mpiα
(α1 + β1)
+
t2m(tm − 4M2pi)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(1)2,−(t
′)
t′2(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′2(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
}
,
0 =
tm(tm − 4M2pi)
10
√
6Mpiα
[
(α1 + β1)(1 − tm Ω˙2(0)) + tm
12
(α2 + β2)
]
+
t3m(tm − 4M2pi)
π
{ tm∫
4M2
pi
dt′
sin δ2(t
′)∆˜(2)2,−(t
′)
t′3(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
+
∞∫
tm
dt′
Imh2,−(t′)
t′3(t′ − 4M2pi)(t′ − tm)|Ω2(t′)|
}
. (C.3)
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