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Abst ract - -Card ina l ' s  matrix version of the Sebastiao e Silva polynomial root-finder rapidly ap- 
proximates the roots as the eigenvalues of the associated Frobenius matrix. We preserve rapid con- 
vergence to the roots but amend the algorithm to allow input polynomials with multiple roots and 
root clusters. As in Cardinal's algorithm, we repeatedly square the Frobenius matrix in nearly linear 
arithmetic time per squaring, which yields dramatic speedup versus the recent effective polynomial 
root-finder based on the application of the inverse power method to the F~obenius matrix. (~) 2005 
Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
1.1. The  Background and Re la ted  Works  
Solving a polynomial equation is the oldest computational  problem. It has important  appli- 
cations to computer algebra, algebraic geometric omputations, and signal processing (see [1-7], 
and the bibl iography therein). We wish to cite also the recent progress on the extension to the 
solution of the algebraic eigenproblem in [8]. 
The polynomial root-finder in [9-11] optimizes both arithmetic and Boolean t ime up to poly- 
logarithmic factors, that  is, up to these factors the solution involves as many arithmetic and 
Boolean operations as are required just to process the input and the output.  The algorithm, 
however, is not simple to code, has not been implemented yet, and requires computations with 
extended precision. The users prefer alternative algorithms, and the design of more efficient 
practical polynomial root-finders remains an important research challenge. 
Increasingly popular is the reduction to approximating the eigenvalues of the associated Frobe- 
nius companion matrix, whose spectrum is made up of the roots of the input polynomial. Such 
a root-finder is available from MATLAB; it relies on the application of the QR algorithm to the 
Frobenius matr ix  and has been dramatical ly accelerated in [7,12]. 
Another matr ix approach to polynomial root-finding is a nontrivial extension of the so-called 
Graeffe's iteration. The iteration was proposed by Dandelin, rediscovered by Lobachevsky, and 
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popularized by Graeffe [13]. It generates the polynomials with recursively squared roots. Sebas- 
tiao e Silva in [14] (cf. [15]) complements this process with a nontrivial technique for the recovery 
of the roots of the original polynomial, although numerical stability of this recovery is generally 
a problem. In Cardinal's matrix version in [16], the roots are repeatedly squared by means of 
squaring the Frobenius matrix; its structure is preserved and exploited to run the computations 
fast, in nearly linear time per squaring. Cardinal also proposes a special initialization technique 
which simplifies and numerically stabilizes the recovery of the roots. 
The resulting DSeSC iteration due to Dandelin, Sebastiao e Silva and Cardinal, however, 
shares with the algorithm in [14] (and possibly even aggravates) the severe convergence problems 
in the case where the input polynomial has multiple or clustered roots. In this important case 
Cardinal suggests hifting from repeated squaring to the matrix sign iteration. This is a distinct 
approach; its numerical stability at the recovery stage becomes a problem again. 
1.2. The  D SeS C Method with Amendments  
We complement the D SeS C iteration with two simple but decisive amendments. Our novel 
initialization technique removes the problems with multiple and clustered roots. This technique, 
however, is not compatible with Cardinal's implified and stabilized recovery of the approxima- 
tions to the roots, and we propose a distinct recovery technique. Our resulting algorithm is 
equivalent to the application of the classical power iteration [17, Section 7.3; 18, Section 2.1] to 
the Frobenius matrix except hat we repeatedly square this matrix, thus advancing to a root 
much faster. Our final recovery of the root/eigenvalue is closely related to its approximation 
by the Rayleigh quotients. If we apply our algorithm to the reverse polynomial and shift the 
variable, we arrive at the shifted inverse power iteration (with repeated squaring). 
We call our algorithm the amended D SeS C power iteration. It is clearly superior to the inverse 
power algorithm in [19] (which performs with no repeated squaring). The latter algorithm has 
already nearly reached the efficiency level of the best practical root-finders, according to the 
results of extensive tests reported in [19]. Thus, the amended D SeS C power iteration has good 
chances to become the polynomial root-finder of choice. 
1.3. Organization of the Paper 
We first recall the relevant parts of the D SeS C algorithm and then specify our amendments. We 
introduce some definitions in Section 2, recall some basic facts in Section 3, and recall the relevant 
parts of the D SeS C algorithm in Sections 4-6. In Section 7, we cover the initialization techniques 
from [16] and their amendment. In Section 8 we recall Cardinal's results on computations in the 
algebra generated by a Probenius (companion) matrix. In Section 9, we combine the algorithms 
in Sections 7 and 8 with the power method. In Section 10, we specify the recipes for multiple 
roots and root clusters. 
2. SOME DEF IN IT IONS 
t(x) is a polynomial of degree n with n distinct roots z l , . . . ,  z~, 
r~ 
t(x) = Z t xi = l - I (x -  z;), tn # 0. 
i=O j=l 
(2.1) 
At is the algebra of polynomials reduced modulo t(x). 
t(x) 
l j(x) -- t ' ( z j ) (x - -  z j ) '  j = 1 , . . . ,n ,  
are the Lagrange polynomials for the node set {zl . . . .  , zn}. 
(2.2) 
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II-l[ is a polynomial norm, such that Ilt(x)ll ~ o as E i=0 Itd --* 0, e.g., ][t(x)H1 = E i=0 Itil, 
[ i t (x ) l l  2 : n 2 1 /2  (E~=I lid ) , or Ht(x)H2,w = (E~=I wilt~]2) 1/2 for fixed positive weights w l , . . . ,w~.  
k i For a polynomial p(x) = }-~i=o pix , define the reverse polynomial 
k k 
= x = 
i=0  i=0 
(2.3) 
0 and I denote the null and identity matrices of appropriate sizes, respectively, e i -1 is the i th 
column of I .  v -c and M T are the transposes of a vector v and a matr ix M, respectively. T = 
n- -1  (ti,j)i,j=o is a Toeplitz matr ix if t i+l , j+l  = t~,j wherever i and j are in the range from 0 to n -  2. 
The matr ix  entries represented by the blank space are zeros. [0 ] 
1 0 
z = . . (2 .4 )  
• . • 
1 0 
n-1  r v x~-i  for a vector v = (vi)i=o and is the n x n down-shift matrix,  such that  Z ~ = 0, Zv  = k i-lJ~=0
V_l =0.  
L(x) V'n-1 - ~'i for a vector x = (x i )~o 1 is the lower tr iangular Toeplitz matr ix defined by Z.a i=0 ~i~ 
its first column given by the vector x. 
3. BAS IC  FACTS 
FACT 3.1. LAGRANGE INTERPOLATION FORMULA. For any pair of polynomials t(x) in (2.1) 
and f (x )  e At and for the Lagrange polynomials lj(x) in (2.2), we have f (x )  = Y~in=l f(zi)l~(x). 
FACT 3.2. LAGRANGE POLYNOMIALS AS IDEMPOTENTS OR PROJECTORS. For a11j and k ~ j 
we have 
(a) ly(x)Ik(x) = 0 modt(x) ,  
(b) 12(x) = l~(x)modt(x) ,  
(c) f (x) I j  (x) = f (z j ) l j  (x) mod t(x). 
PROOF. Part  (a) is immediate by inspection. To prove Part  (b), recall that  t(zj) = 0, apply the 
Lagrange expansion formula to obtain that  t(x) = t(x) - t(zj) = t ' (z j ) (x - z j )mod(x  - zj) 2, and 
deduce that  x - zj divides lj (x) - 1. Finally, Part  (c) follows when we mult iply the Lagrange 
interpolation formula by lj (z) and then substitute the equations of Parts (a) and (b). | 
By combining Facts 3.1 and 3.2, we extend Fact 3.1 as follows. 
COROLLARY 3.1. For any polynomial f (x )  E At, we have 
n 
( f (x))  m = E( f (z j ) )ml j  (x) mod t(x), 
j= l  
m = 1, 2, . . . .  
Corollary 3.1 implies the following result. 
COROLLARY 3.2. For f (x )  E At and an integer j, 1 <_ j < n, let 
o = max f(zk) 
k:kCj f(zj) < 1. (3.1) 
Then ( f (x) / f (z~))mmodt(x)  = lj(x) + h(x), where  hj,rn(X) is a polynomial of degree at most 
u - 1, I Ihj,m(x)l l  is  in O(0  m)  as m ~ ~.  
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4. THE BAS IC  ALGORITHM 
Corollary 3.2 motivates using the following algorithm. 
ALGORITHM 4.1. REPEATED SQUARING MODULO A POLYNOMIAL. (See [14,15].) 
INPUT. The coefficients of a polynomial t(x) in (2.1) and a polynomial norm II.H. 
OUTPUT. An approximation to a root z~ of t(x) or FAILURE. 
INITIALIZATION. Fix a polynomial to(x) = f(x), 0 < deg f(x) < n, a large integer k, and a small 
positive s. 
COMPUTATIONS. Recursively compute the polynomials 
1 rh+1(x) = ~ ((rh(x)) 2 modt(x)) (4.1) 
for the positive scalar nh, such that 
]]rh+l(X)]] = i (4.2) 
and for h = 0, 1, . . . ,  k. If ]]rh+l(x)--rh(x)][ < s, compute the quotient ax-b  ..~ t(x)/rh+l(X), such 
that [] (ax-b)ru+l(X)-  t(x)][ is minimum (see [20; 21, Proposition 2.2]), output an approximation 
b/a to a root zj of t(x), and stop. If h = k, stop and output FAILURE. (Due to Corollary 3.2, 
the algorithm does not output FAILURE if (3.1) holds and k is large enough.) 
Let us briefly analyze the algorithm. By virtue of Corollary 3.2, a multiple of the residue poly- 
nomial (f(x) m) modt(x) approximates l(x) within an error norm of the order of 8 m. The scalar 
factors (f(zj)) m remain unknown until we compute zj, but this is immaterial in the process (4.1) 
of repeated squaring due to the scaling by nh. In h steps of this process an approximation rh(tr) 
to a scalar multiple of lj(x) is computed within an error norm of the order of t) 2h. If (3.1) holds 
and h is large enough, the sequence {rh(x)} stabilizes, and we approximate x - zj as a scaled 
quotient in the division of t(x) by rh(x) because t(x)/lj(x) = t(zj)(x - zj). 
5. AR ITHMETIC  OPERATIONS IN  THE ALGEBRA At  
Let us compute products, squares, and reciprocals in the algebra At. 
The product u(x)v(x) in At is the polynomial 
r(x)=w(x) -q(x)t(x),  (5.1) 
where 
= 
degw(x) = 2n-  h, h > 1, 
(5.2)  
degr (x )  -- k < n, degq(x)  -- n - h. (5.3)  
Let us compute r(x) in (5.1). W. 1. o. g. let h < n. Substitute 1/x for x in (5.1), multiply the 
resulting equation by x 2n-h, and obtain that t~(x) - {(x)Ft(x) = x2~-h-k~(x) = 0 mod x 2n-h-k, 
where ~(x), {(x), ~(x), and ~(x) denote the reverse polynomials of w(x), t(x), q(x), and r(x), 
respectively (cf. (2.3)). Since tn ~ 0, the polynomial {(x) has the reciprocal modulo x '~-h+l, and 
we write 
~(x) = ({(x))- 1 mod x n-h+ I. (5.4) 
By multiplying the equation t~(x) = ~t(x){(x)mod x ~-h+l by ~(x) and recalling from (5.3) that 
deg ~(x) = n - h, we obtain 
El(X) -- g(x)@(x) mod x n-h+1. (5.5) 
These observations lead us to the following algorithm, where we write d = [log2(2n - h + 1)], 
N = 2 d. 
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ALGORITHM 5.1. MULTIPLICATION OF TWO POLYNOMIALS MODULO A POLYNOMIAL. 
INPUT. Three polynomials, u(x) and v(x) both degrees of at most n -1 ,  and t(x) satisfying (2.i). 
OUTPUT. The polynomial r(x) in (5.1)-(5.3). 
PREPROCESSING. Compute the coefficients of the polynomial ~(x) in (5.4) and the values of the 
polynomials t(x) and $(x) at the 2 dth roots of 1. 
COMPUTATIONS. Successively compute the coefficients of the polynomials w(x) in (5.2), q(x) 
in (5.5), and r(x) in (5.1), with the auxiliary transitions to and from the reverse polynomials 
defined by (2.3). 
To perform Algorithm 5.1 economically, apply the fundamental evaluation-interpolation ech- 
niques introduced by Toom in [22]. Choose the N th roots of 1, N = 2 d as the nodes of Toom's 
evaluation and interpolation and write FFT(d) to denote the arithmetic omplexity of perform- 
ing the FFT on these nodes. Then the arithmetic ost of the preprocessing is given by the sum 
of O(nlog n) arithmetic operations for computing the coefficients of $(x) (see [23, Section 2.5]) 
and 2 FFT(d) for computing the values of t(x) and ~(x) at the 2 dth roots of 1. In addition, 
Algorithm 5.1 requires 7FFT(d)+ O(n) arithmetic operations. 4FFT(d) of them come from per- 
forming FFT on the 2 d*h roots of 1 for the polynomials u(x), v(x), ~(x)mod xn-h+1, and q(x), 
whereas the other 3 FFT(d) come from performing the inverse FFT on the 2 dth roots of 1 for the 
polynomials w(x), (~(x)modxn-h+l)~(x), and q(x)t(x). Besides the FFTs and inverse FFTs, 
the algorithm involves 3N + n arithmetic operations for the pairwise multiplication of the values 
of the polynomials u(x) and v(x), ~(x) and @(x)modx n-h+1, and q(x) and t(x) at the N th roots 
of 1 and for substracting modulo x ~ the polynomial q(x)t(x) from w(x). 
In the special case of squaring in At, we save an FFT(d) because u(x) = v(x). 
Finally, computing a reciprocal in the algebra A~ is reduced to application of the Euclidean 
algorithm or to solving a Sylvester (resultant) linear system of equations [23, Sections 2.7,2.10]. 
This can be done by using O(nlog 2 n) arithmetic operations but with possible numerical stability 
problems. 
6. HORNER'S  BASIS AND THE ARITHMETIC  
OPERATIONS IN  THE ALGEBRA At 
Cardinal in [16] proposes to represent the polynomials in the algebra At by using the basis 
{hn-i(x) = (t(x) - (t(x) modxi-1)) /x i = tn xn-i -J- tn_l xn-i-1 -~- ' ' '  --~ ti, i = 1,. . .  ,n}, which 
he calls Hornet's. For a polynomial f(x) ~-1 n = ~- =o fi x~ = ~i=1 yih,~-i(x) in At, its coefficient 
vectors in the monomial and Homer's bases are related via a lower triangular Toeplitz linear 
• . ". . . 
= , (6 .1 )  
~:1 t2 tn LYn-1 fo 
n--1 f /  n--1 t'  it .'~n--1 
= = = ( fn - - i ) ,= l  , that is, L(t ' )y f' where y (Y~)i=o, = ~ ~-*Ji=o" For the transition 
from the monomial basis representation with the coefficient vector f to the coefficient vector y 
in Horner's basis, we first compute the first column (L(t '))- le0 of the matrix (L(t')) -1 and then 
multiply this matrix by f'. (The inverse (L(t ' )) - I  is a lower triangular Toeplitz matrix, completely 
defined by its first column [23, Section 2.5].) The computation of the vector (L(t '))- le0 is the 
preprocessing stage; it does not involve the vector f'. 
Cardinal in [16] proposes two algorithms for squaring and multiplication in At in Hornet's 
basis. They actually amount o premultiplication f equation (8.2) in our Theorem 8.1 respective 
coefficient vector in Horner's basis. Here is his squaring algorithm. 
ALGORITHM 6.1. SQUARING IN As WITH RESPECT TO THE HORNER BASIS .  
system of equations, 
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INPUT. The coefficient vector t of the polynomial t(x) and the coefficient vector y of a polynomial 
f(x) C At in the Horner basis. 
OUTPUT. The coefficient vector w of the polynomial (f(x)) 2 e At in the Homer basis. 
COMPUTATIONS. 
STAGE 1. Compute the vector c being the convolution ofy and t. 
STAGE 2. Change the sign of the first n components of c; denote the resulting vector c*. 
STAGE 3. Compute and output he vector w formed by the n components from the n th to the 
(2n - I) st in the (3n - l)-dimensional vector z which denotes the convolution ofc* and y. 
Up to n additional sign changes at Stage 2 and selecting n components in the middle of the 
(3n - l)-dimensional vector at Stage 3, the algorithm amounts o computing two convolutions; 
the cost of its performance is dominated by the cost of performing three forward and two inverse 
FFTs associated with the vectors t, c, c*, y, and z. The single inverse FFT at Stage 1 and the 
three FFTs at Stage 3 (one of them is the inverse FFT) are performed on the 2 dth and 2 Dth roots 
of 1, respectively, for d = [log2(2n - 1)], D = I log2(3n- 1)]; the FFT for the vector y at Stage 1 
is covered by the FFT for the same vector at Stage 3; the FFT for t does not depend on y and 
can be precomputed. The overall number of arithmetic operations involved in Algorithm 6.1 (not 
counting the cost of precomputing the FFT for t) is slightly below 6FFT(d), that is, a little 
less than in Algorithm 5.1 for the same squaring problem in At. Thus, the repeated squaring 
in At can be rapidly performed in both monomial and Homer's bases. The results of numerical 
experiments and a theoretical argument in [16] indicate that this computation is more stable 
numerically in the Horner's than the monomial basis. 
For the multiplication of two polynomials u = u(x) and v = v(x) in At with respect o Homer's 
basis, Cardinal specifies an algorithm which in addition to O(n) arithmetic operations involves 
six FFTs on the 2 Dth roots of 1 and two FFTs on the 2 dth roots of 1; then he points out that the 
same complexity bound (up to the term in O(n)) can be achieved by combining Algorithm 6.1 
with the simple equation 4uv = (u + v) 2 - (u - v) 2. 
For completeness we next recall Cardinal's multiplication algorithm. It turns into Algorithm 6.1 
wherever both input polynomials coincide with each other. 
ALGORITHM 6.2. MULTIPLICATION IN At WITH RESPECT TO THE HORNER BASIS. 
INPUT. The coefficient vector t of the polynomial t(x) and the coefficient vectors x and y of two 
polynomials f(x), g(x) e At in the Homer basis. 
OUTPUT. The coefficient vector w of the polynomial f(x)g(x) E At in the Homer basis. 
COMPUTATIONS. 
STAGE 1. Compute the vectors c and d being the convolutions of x and t and of y and t, 
respectively. 
STAGE 2. Replace the last n components of c and the first n components of d with zeros; denote 
the resulting vectors c* and d*. 
STAGE 3. Compute and output the vector w formed by the n components from the n th to the 
(2n - 1) st in the (3n - 1)-dimensional vector z = u - v where u and v denote the convolutions 
of c* and y and of c* and x, respectively. 
We call the root-finding approach in this and the previous sections the D SeS C iteration 
(cf. [14,16]), where D reflects Dandelin's initial contribution of the "Graeffe's" iteration. 
7. INITIALIZATION POLICIES 
The efficiency of Algorithm 4.1 can be enhanced with an appropriate initiM choice of the 
polynomial f (x) in At. Let us specify the choices which 
(a) simplify the root-finding by relaxing the negative affect from the multiple and clustered 
roots, 
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(b) enable implicit deflation, and 
(c) simplify the final recovery of the root. 
(a) By choosing f(x) = if(x) or, more generally, f(x) = t'(x)g(x)modt(x) for any polyno- 
mial g(x), we ensure that f(zj)  = 0 as soon as zj is a multiple root of t(x) and that f(zj)  ~ 0 
if zj is in a cluster of the roots of t(x). Then the term (f(zj))mlj(x) is dominated in the sum in 
Corollary 3.1, so that the influence of the multiple (and clustered) roots of t(x) on the convergence 
of process (4.1) to a simple isolated root of t(x) is suppressed. (For a random polynomial g(x), 
property (3.1) is likely to hold provided a polynomial t(x) has a simple isolated root zj.) 
(b) If we have computed a root zj of t(x) and seek the next root, we can repeat the same 
process tarting with f(x) = ~(x)(1 - l j (x ) )modt (x )  for any fixed ~(x) E At because lj(zj) = 1 
for all j . As soon as the second root zk of t(x) has been approximated, we can obtain the next 
root if we apply the same process tarting with f(x) = ~(x)(1 - lj(x) - lk(x)) modt(x) for any 
fixed ~(x) E At; indeed lj(x) + lk(x) = 1 for x = zj and x = zk for any j and any k ¢ j. The 
process can be continued recursively. The latter choices of f(x) are compatible with the previous 
one in Part (a) because we can choose ~(x) = t'(x)g(x) for any fixed or random polynomial g(x). 
The explicit deflation of a root z via the division of t(x) by x - z only requires 2n-  2 arithmetic 
operations, but the implicit deflation can have better numerical stability. 
(c) As we mentioned, Cardinal in [16] contends that using Homer's basis representation im- 
proves numerical stability of the computation of (f(x)) m mod t(x) with repeated squaring of f(x) 
in At. He shows that the element ' (zj)lj (x) of At has the representation (1, zj, zj2,... , z~ -1) in 
Horner's basis. Then zj is immediately obtained as the ratio of the first two basis coordinates 
of (f(x)) m, and we can spare the division of t(x) by lj(x). Furthermore, we can force convergence 
to the simple root zj of t(x) that most closely approximates a fixed complex value c provided all 
other roots lie farther from c. To achieve this, we can start with an element f(x) of At represented 
by the vector (1, c, c2,. . . ,  c '~-1) in Hornet's basis because in this case f (z j )  = t(c)/c - zj [16]. 
The latter initialization technique simplifies and numerically stabilizes the stage of the final 
recovery of the root. Can we simultaneously relax the negative ffect of the multiple and clustered 
roots? The above techniques are not compatible, not allowing us to yield the two improvements 
simultaneously, but in the next sections we achieve this goal by shifting to appropriate matrix 
methods for polynomial root-finding. 
8. MATRIX  REPRESENTATION OF THE ALGEBRA At 
The elements f(x) of At can be viewed as linear operators f on At, 
f :  g(x) --* g(x)f(x), for all g(x) e At. 
In [16], the matrix Ft(f) of this linear operator in the monomial basis is called the Frobenius 
matrix associated with the operator f. In Hornet's basis this operator has the matrix F [  (f) 
In particular, for f(x) = x, we have 
[~0 ' 0 -t~ / • 1 - .  -t  F~(I) = c = . . . , (8.1) 
• .. 1 - t~_  1J 
t* = t~/t~, i = 0, 1, . . . ,  n - 1, that is, the Frobenius matrix of the operator of multiplication 
by x in At is the companion matrix of t(x) in (2.1). The eigenvalues of C coincide with the 
roots z l , . . . ,  z~ of t(x). The algebra At has an isomorphic representation Ac where a polynomial 
~--~n-- 1 ic.X i n - -1  f(x) = z_~=0 J~ E At is mapped into the matrix Ft(f) = )-~i=0 f ~C~ with the first column 
filled with the coefficients fo , . . . ,  fn-1. 
The following result of [16] is an immediate consequence of the Barnett factorization (see 
Proposition 2.9.2 of [24]). 
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THEOREM 8.1. For two polynomials, t(x) in (2.1) and f (x)  E At, let f and y = [yo, y l , . - . ,  yn-1] T 
denote the coef~cient vectors of f (x)  in the monomial and Homer's bases, respectively. Then we 
have 
Ft(f) = L(f) - L(t)LT(Zy),  (8.2) 
where t = [to,...,  tn--1] T / tn, the matrix L(v) denotes the lower triangular Toeplitz matrix with 
the first column given by a vector v, and Z is the down-shift matrix Z of (2.4). 
Consequently, one can represent a matrix Ft(f) in the algebra Ac by means of any of the 
vectors f and y by using the memory space n (cf. (6.1)) not counting the memory space for the 
storage of the n + 1 coefficients of the polynomial t(x), which defines the algebra At. Due to 
the isomorphism between the algebras At and Ac, we immediately extend the algorithms for 
squaring and multiplication i  At in Sections 5 and 6 to the same operations in Ac. Computing 
the reciprocal of a polynomial f(x) in At is equivalent to the inversion of the matrix Ft(f) in Ac. 
We observe that Ft(f) - 5I = Ft(f(x) - 5) for a scalar 5 and f(x) in At; furthermore, the 
representations of f(x) - 5 and f(x) in Horner's basis coincide with one another except hat the 
coefficient y~ for f(x) exceeds the one for f(x) - 5 by 5/t~ (see (6.1)). Actually, Algorithms 6.1 
and 6.2 just premultiply equation (8.2) by the vector y. 
Based on representation (8.2) in the algebra Ac, we immediately simplify the final recovery of 
the root zj from the scaled Lagrange polynomial c/j(x) for a scalar c ¢ 0. Indeed (2.2) implies 
that cl j(F)(F - zjI) =- O. Therefore, 
( l j ( f))0,1 (8.3) 
zj = (l j(F))0,0' 
where (M)i,j denotes the (i, j)th entry of a matrix M, i = 0, 1, . . . ,  n -  1. We can perform repeated 
squaring in Hornet's basis and define z 3. in (8.3) only at the recovery stage, by combining (6.1) 
and (8.2). Thus, we solve both problems of the final recovery and handling multiple roots and 
root clusters if we apply the initialization rule (a) from Section 7 and apply equation (8.3) for 
the recovery. The ratio (8.3) can never stabilize if for k > 1 there are k distinct absolutely 
largest roots of the polynomial t(x) (e.g., a pair of complex conjugate roots where t(x) has real 
coefficients). The invariant k-dimensional eigenspace of the matrix Ft(x) associated with these 
roots, however, stabilizes; for smaller k we can readily approximate an orthogonal basis for this 
eigenspace and then the eigenvalues/roots themselves (cf. [18, Section 4.4]). For larger k, this 
computation becomes expensive, but for any k we have good chances to yield a unique absolutly 
largest root if we randomly shift the variable x. We can improve numerical stability by replacing 
shifts with transforms of the unit circle centered in the origin into itself. These transforms cannot 
help only if the k largest roots lie on this circle. 
9. THE POWER METHOD FOR THE MATRIX  E IGENVALUES 
AND ITS  APPL ICAT ION TO POLYNOMIAL  ROOTS 
The classical power method [17, Section 7.3; 18, Section 2.1] enables us to approximate the 
eigenvalues of a matrix M. If M = C = Ft(f) for f(x) = x, we approximate the roots of a 
polynomial t(x). Let us recall this method. 
X n Suppose M is a diagonalizable n × n matrix and X = ( ~)i=1 is the matrix of its right eigen- 
vectors, so that X-1MX = A = diag(;~)}~_l, Mx~ = A~xi, i = 1, . . . ,n .  Also suppose that 
0 -- maxi>l I),i/All < 1, v -- ~ i~ l  b~xi, bl ¢ 0. Then for large k the vectors blA~Xl dominate in 
the sums ~=l  biAi kxi representing the vectors vk =- Mkv. One can estimate that the Rayleigh 
quotients 
v [Mvk  (9.1) 
rk = vkTv k 
The Amended DSeSC Power Method 1523 
approximate the dominant eigenvalue A1 with the error [rk -- Alf in O(0k), whereas the scaled 
vectors vk/[[Vkl[ approximate the associated ominant eigenvector xl/[[xl I[. Application of this 
method to the matrices M - 5I and (M - 5I) -1 instead of M (where 5 is a fixed scalar) yields 
the approximations to the dominant eigenvalues Aj -5  and (Ak -5 )  -1 of these matrices as well as 
the associated eigenvectors xj and xk (provided the eigenvalues are unique). The pairs (Aj, xj) 
and (Ak,Xk) are the eigenpairs of M, such that Aj is the farthest from 5 and A~ is the closest 
to 5 among all eigenvalues in the spectrum of M. 
Now let M = C for C in (8.1). Then the power iteration should converge to a root of t(x). By 
applying explicit or (better) implicit deflation (see the recipe for the latter in Section 7), we can 
compute the other roots of t(x) recursively. We accelerate the convergence by applying repeated 
squaring of the initial matrix Ft(f).  The Cardinal's techniques in Section 8 (cf. (8.2)) combined 
with Algorithms 4.1, 5.1, and 6.1 enable us to perform each squaring fast, by using O(n log n) 
arithmetic operations per squaring. We combine the first two recipes of the initialization in 
Section 7 to relax the effect of the multiple and clustered roots on the convergence, to yield 
bound (3.1), and to allow implicit deflation. The third initialization recipe in Section 7 is not 
compatible with the first two but is not needed anymore because of our alternative recovery 
recipe based on (8.3) or (9.1). The proponents of the power method should be pleased to observe 
that recipe (8.3) coincides with using the Rayleigh quotient (9.1) for Vk = Fkeo. 
A choice of the normalization scalars nh ---- trace((Ft(f)) H) in (4.1) has been pointed out in [16]; 
another effective choice is nh = VTFt ( f )Hv /vTv  for H = 2 h and a vector v which can be fixed 
or random and may vary or not vary with h. The computation of nh takes O(nlogn) arithmetic 
operations for each h. 
To apply the shifted or shifted inverse iteration, we can begin with Ft ( f ) -  5I or (Ft (f) -5 I ) -~,  
or we can do this implicitly by replacing the polynomial t(x) with s(x) = t(x - 5) or the reverse 
polynomial ~(x) and applying the same original algorithm to As or As (cf. (2.3)). 
If the coefficients of t(x) are real, we automatically yield the dual complex conjugate root for 
any nonreal root. 
We call the resulting root-finder the amended D SeS C power iteration. 
10. TO THE MULT IPLE  ROOTS AND ROOT 
CLUSTERS VIA  THE (H IGHER-ORDER)  DERIVAT IVES 
The amended D SeS C power algorithm recursively approximates simple roots of t(x), beginning 
with the better isolated roots at which the derivative takes on the absolutely larger values. For 
the remaining multiple roots, one may apply the same algorithm to the derivative t'(x) and then, 
recursively, higher-order derivatives t (h) (x), h = 1, 2 , . . . ,  n -  1 (cf. [8, Section 9.2]), incorporating 
also implicit or explicit deflation. If one has computed an approximation ~ to a root of the 
polynomia ls  t (h) (x) but has chosen not to incorporate deflation, then one should test if ~ also 
approximates a root of t(x). Instead of the customary criteria in the test, one may apply a few 
steps of a known root-finder for t(x), e.g., one of such root-finders in [8] or [19] initialized at 
or Newton's iteration Xo = ~:, xi+l = xi - m(t(xi) /t ' (xi))  where i = 0, 1 , . . . ,  and where m is the 
guessed multiplicity of the root of t(x). 
The latter approach can be applied to approximate the roots of multiplicity exactly m: apply 
the algorithm to approximate the roots of t (m-l) (x) with the initial choice of f (x)  = t (m) (x)g(x); 
then test if the computed approximation is also a root of t(i)(x) for i -- 0, 1,. . .  ,m - 2 (prob- 
abilistically we may just test if it is a root of the polynomial z_~i=oV~'~-2 hit(i)(x) for random hi). 
Similar tricks enable us to begin with approximating the roots in the clusters made up of exactly, 
at least, or at most m roots. 
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