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Abstract
We extend the bootstrap multiscale analysis developed by Germinet and
Klein to the multi-particle continuous Anderson Hamiltonian, obtaining An-
derson localization with finite multiplicity of eigenvalues, decay of eigenfunc-
tion correlations, and a strong form of dynamical localization. We do not
require a covering condition. The initial step for this multiscale analysis,
required to hold for energies in a nontrivial interval at the bottom of the
spectrum, is verified for multi-particle continuous Anderson Hamiltonians.
We also extend the unique continuation principle for spectral projections of
Schro¨dinger operators to arbitrary rectangles, and use it to prove Wegner
estimates for multi-particle continuous Anderson Hamiltonians without the
requirement of a covering condition.
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Introduction
The multi-particle Anderson Hamiltonian is an alloy-type random Schro¨dinger
operator describing n interacting electrons moving in a medium with random im-
purities. It is the continuous version of the (discrete) multi-particle Anderson
model.
Localization was proved for the multi-particle discrete Anderson model by Chu-
laevsky and Suhov [ChS1, ChS2, ChS3], using a multiscale analysis, and Aizenman
and Warzel [AW], using the fractional moment method. Chulaevsky, Boutet de
Monvel and Suhov [ChBS] extended the results of Chulaevsky and Suhov to the
multi-particle continuous Anderson Hamiltonian, establishing Anderson and dy-
namical localization at the bottom of the spectrum.
The bootstrap multiscale analysis, developed in the one-particle case by Ger-
minet and Klein [GK1] (see also [Kl1]), is an enhanced multiscale analysis that
yields sub-exponentially decaying probabilities for ‘bad’ events. The initial step
for the bootstrap multiscale analysis only requires the verification of polynomial
decay of the finite volume resolvent, at some sufficiently large scale, with probabil-
ity bigger than some minimal probability 1− p0, where 0 < p0 < 1 is independent
of the scale. An important feature of the bootstrap multiscale analysis is that
the final probability estimates are independent of the probability estimate in the
initial step: any desired sub-exponential decay for the probabilities of ‘bad’ events
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can be achieved. The bootstrap multiscale analysis yields Anderson localization
with finite multiplicity of eigenvalues, decay of eigenfunction correlations, and a
strong form of dynamical localization.
We previously extended the bootstrap multiscale analysis to the multi-particle
(discrete) Anderson model [KlN]. The initial step for the bootstrap multiscale
analysis of [KlN, Theorem 1.5] has to hold for all energies in the spectrum (and
hence for all energies); it can be verified for the multi-particle Anderson model at
high disorder, as discussed in [KlN, Remark 1.6].
In this article we extend the bootstrap multiscale analysis (and its conse-
quences) to the multi-particle (continuous) Anderson Hamiltonian; we do not re-
quire a covering condition. The initial step is only required to hold for all energies
in a nontrivial interval at the bottom of the spectrum (or equivalently, for all ener-
gies below some fixed energy). We also show that we always have this initial step
in some nontrivial interval at the bottom of the spectrum for multi-particle Ander-
son Hamiltonians. The consequences to the bootstrap multiscale analysis include,
in addition to Anderson and dynamical localization, new results for multi-particle
(continuous) Anderson Hamiltonians: finite multiplicity of eigenvalues, decay of
eigenfunction correlations, and a strong form of dynamical localization (see The-
orem 1.2).
Although the results in this paper are written for the continuous multi-particle
Anderson Hamiltonian, they also apply to the discrete multi-particle Anderson
model, yielding localization at the bottom of the spectrum for the discrete model
at any disorder.
The main definitions and results are stated in Section 1. Theorem 1.2 states
that continuous multi-particle Anderson Hamiltonians exhibit Anderson localiza-
tion with finite multiplicity of eigenvalues, decay of eigenfunction correlations,
and a strong form of dynamical localization in an interval at the bottom of the
spectrum. Theorem 1.6 is the bootstrap multiscale analysis. The consequences re-
garding localization (Anderson localization with finite multiplicity of eigenvalues,
dynamical localization, decay of eigenfunction correlations) are given in Corol-
lary 1.7. In Section 4 we show that the hypotheses of Theorem 1.6 (the initial
step for the bootstrap multiscale analysis) are always satisfied at some nontrivial
interval at the bottom of the spectrum. Section 3 contains a collection of techni-
cal results necessary for the multiscale analysis in the continuum. The proof of
Theorem 1.6 is given in Section 5, and the derivation of Corollary 1.7 is discussed
in Section 6.
In the multi-particle case events based on disjoint boxes are not necessarily
independent, even if the boxes are far apart from each other. This difficulty is
overcome by the use of the concepts of partially and fully separated boxes (Sub-
section 2.1) and partially and fully interactive boxes (Subsection 3.3) introduced
by Chulaevsky and Suhov [ChS1, ChS2, ChS3]. The relevant distance between
boxes is the Hausdorff distance (see (1.7)), introduced in this context by Aizen-
man and Warzel [AW]. In the multiscale analysis partially interactive boxes are
handled by the induction hypothesis, i.e., by the conclusions of Theorem 1.6 for a
smaller number of particles (see Lemmas 3.9 and 5.1), and fully interactive boxes
are handled similarly to one particle boxes (see Lemma 3.11).
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The multiscale analysis requires Wegner estimates. Wegner estimates were
previously proved for the n-particle discrete Anderson model [ChS1, K2, KlN]. In
the continuum, Wegner estimates for the n-particle Anderson Hamiltonian with a
covering condition were proved in [KZ, BCSS], and without the covering condition
in [HK].
The one-particle energy interval multiscale analysis [FMSS, DK, GK1, Kl1]
requires a two-volume Wegner estimate, i.e., an estimate of the probability of
the spectra of independent finite volume Hamiltonians being close together. Chu-
laevsky and Suhov [ChS1, ChS2, ChS3] realized that for n-particles this estimate is
required for partially separated finite volume Hamiltonians, that is, finite volume
Hamiltonians on partially separated rectangles (here we need rectangles, not just
boxes), and proved such an estimate in the discrete case (see also [KlN]). In the
continuum, such an estimate was proved for the n-particle Anderson Hamiltonian
with a covering condition [BCSS]. This two-volumeWegner estimate is now proven
without the covering condition in [HK] and in Corollary 2.3 below by somewhat
different arguments.
Our definition of the finite volume random potential (see (1.15)), as well as our
definition of fully and partially separated rectangles (Definition 2.1), are slightly
different than the ones used in [BCSS, HK]. While [BCSS, HK] take the finite vol-
ume random potential to be the restriction of the infinite volume random potential
to the n-particle rectangle, our finite volume random potential contains only ran-
dom variables indexed by sites located in the faces of the rectangle (see (1.16)).
We prove a Wegner estimate in Theorem 2.2 in which the expectation is taken
only with respect to the random variables indexed by one face of the rectangle
(a one-particle box). In Corollary 2.3 we derive from Theorem 2.2 a two-volume
Wegner estimate for partially separated rectangles as in Definition 2.1. To do
this, in Appendix B we extend the results of [Kl2], proving a unique continuation
principle for spectral projections of Schro¨dinger operators on arbitrary rectangles.
1 Main definitions and results
We start by defining the multi-particle Anderson Hamiltonian. We write a =
(a1, . . . , an) ∈ Rnd ∼= (Rd)n, and set ‖a‖ := max{‖a1‖ , . . . , ‖an‖}, where ‖x‖ =
‖x‖∞ := max{|x1| , . . . , |xd|} for x = (x1, . . . , xd) ∈ Rd.
Definition 1.1. Given n ∈ N, the n-particle Anderson Hamiltonian is the random
Schro¨dinger operator on L2(Rnd) given by
H(n)ω := H
(n)
0,ω + U, with H
(n)
0,ω := −∆(n) + V (n)ω , (1.1)
where:
(i) ∆(n) is the nd-dimensional Laplacian operator.
(ii) V
(n)
ω is the random potential given by (x = (x1, ..., xn) ∈ Rnd)
V (n)ω (x) =
∑
i=1,...,n
V (1)ω (xi), with V
(1)
ω (x) =
∑
k∈Zd
ωk u(x− k), (1.2)
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where
(a) ω = {ωk}k∈Zd is a family of independent identically distributed random
variables whose common probability distribution µ has a bounded density
ρ and satisfies {0,M+} ⊂ suppµ ⊆ [0,M+] for some M+ > 0;
(b) the single site potential u is a measurable function on Rd with
u−χΛδ− (0) ≤ u ≤ χΛδ+ (0) for some constants u−, δ± ∈ (0,∞). (1.3)
(Λδ±(0) = (− δ±2 , δ±2 )d. We take u ≤ 1 without loss of generality.)
(iii) U is a potential governing the finite range interaction between the n particles.
We take
U(x) =
∑
1≤i<j≤n
U˜(xi − xj), (1.4)
where U˜ : Rd → [0,∞) is a bounded measurable function, U˜(y) = U˜(−y),
with U˜(y) = 0 for ‖y‖ > r0 for some 0 < r0 <∞.
Remarks. (i) The results of this paper are valid if we only assume that the proba-
bility measure µ is uniformly Ho¨lder continuous, i.e., there exist constants C <∞
and α ∈ (0, 1] such µ([a, a + t]) ≤ Ctα for all a ∈ R and t ≥ 0. We assumed that
µ has a bounded density (i.e., µ is uniformly Ho¨lder continuous with α = 1) for
simplicity.
(ii) We took U to be a two-particle interaction potential as in (1.4) for simplic-
ity. Our results hold for nonnegative bounded finite range n-particle interaction
potentials.
The n-particle Anderson HamiltonianH
(n)
ω is a Zd-ergodic random Schro¨dinger
operator on L2(Rnd). Here Zd acts on Rnd by
(x1, x2 . . . , xn) ∈ Rnd → (x1 + a, x2 + a, . . . , xn + a) ∈ Rnd for a ∈ Zd.
It follows (see [CL, Proposition V.2.4]) that there exists fixed subsets Σ(n), Σ
(n)
pp ,
Σ
(n)
ac and Σ
(n)
sc of R so that the spectrum σ(H
(n)
ω ) of H
(n)
ω , as well as its pure
point, absolutely continuous, and singular continuous components, are equal to
these fixed sets with probability one.
Note that H
(1)
ω = H
(1)
0,ω, and it is well known that Σ
(1) = [0,∞) (e.g., [KM]).
It follows, letting Σ
(n)
0 denote the almost sure spectrum of H
(n)
0,ω, that
Σ
(n)
0 = Σ
(1) + . . .+Σ(1) = [0,∞). (1.5)
In Appendix A we show that we also have
Σ(n) = [0,∞). (1.6)
We now fix a multi-particle Anderson Hamiltonian H
(n)
ω , n ∈ N.
We use the following definitions and notation:
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(i) Given a = (a1, . . . , an) ∈ Rnd, we let 〈a〉 := (1 + ‖a‖2) 12 , diama :=
maxi, j=1,...,n ‖ai − aj‖, and Sa =
{
a1, ..., an
}
.
(ii) Given a, b ∈ Rnd, we set dH(a, b) := dH(Sa, Sb), where dH(S1, S2) denotes
the Hausdorff distance between finite subsets S1, S2 ⊆ Rd, given by
dH(S1, S2) := max
{
max
x∈S1
min
y∈S2
‖x− y‖ , max
y∈S2
min
x∈S1
‖x− y‖
}
(1.7)
= max
{
max
x∈S1
dist(x, S2) , max
y∈S2
dist(y, S1)
}
.
It follows from the definition that (see [AW])
dH(a, b) ≤ ‖a− b‖ ≤ dH(a, b) + diama for a, b ∈ Rnd. (1.8)
(iii) We fix νn >
nd
2 and let Tn be the operator on L
2
(
Rnd
)
given by multiplica-
tion of the function 〈x〉νn , where 〈x〉 = (1 + ‖x‖2) 12 .
(iv) We set χx = χ{y∈Rnd;‖y−x‖< 12} for x ∈ R
nd.
We prove localization for the multi-particle Anderson HamiltonianH
(n)
ω , n ∈ N,
as follows. (Note that χ[0,EN )(H
(N)
ω ) = χ(−∞,EN )(H
(N)
ω ) since H
(N)
ω ≥ 0.)
Theorem 1.2. Given N ∈ N, there exists an energy EN > 0 such that:
(i) The following holds with probability one:
(a) (Anderson Localization) H
(N)
ω has pure point spectrum in the interval
[0, EN ). Moreover, there exists M = MN > 0 such that for all E ∈
[0, EN ) and ψ ∈ χ{E}(HNω ) we have
‖χxψ‖ ≤ Cω,E
∥∥T−1N ψ∥∥ e−M‖x‖ for all x ∈ RNd. (1.9)
In particular, each eigenfunction ψ of H
(N)
ω with eigenvalue E ∈ [0, EN )
is exponentially localized with the non-random rate of decay M > 0.
(b) (Finite multiplicity of eigenvalues) The eigenvalues of H
(N)
ω in [0, EN )
have finite multiplicity:
trχ{E}(H(N)ω ) <∞ for all E ∈ [0, EN ). (1.10)
(c) (Summable Uniform Decay of Eigenfunction Correlations (SUDEC))
For every ζ ∈ (0, 1) there exists a constant Cω,ζ such that for every
E ∈ [0, EN ) and φ, ψ ∈ Ranχ{E}(H(N)ω ) we have
‖χxφ‖ ‖χyψ‖ ≤ Cω,ζ
∥∥T−1N φ∥∥ ∥∥T−1N ψ∥∥ 〈x〉2νe−(dH(x,y))ζ (1.11)
for all x,y ∈ RNd.
Multi-particle continuous Anderson Hamiltonians 7
(ii) (Dynamical Localization) For every ζ ∈ (0, 1) and y ∈ RNd there exists a
constant Cζ(y) such that
E
{
sup
|g|≤1
∥∥∥χxχ[0,EN )(H(N)ω )g(H(N)ω )χy∥∥∥
}
≤ Cζ(y)e−(dH(x,y))ζ (1.12)
for all x,y ∈ RNd, the supremum being taken over Borel functions g on R
with supt∈R |g(t)| ≤ 1. In particular, we have
E
{
sup
t∈R
∥∥∥χxχ[0,EN )(H(N)ω )eitH(N)ω χy∥∥∥} ≤ Cζ(y)e−(dH(x,y))ζ (1.13)
for all x ∈ RNd.
Remark. SUDEC (Summable Uniform Decay of Eigenfunction Correlations) is
equivalent to SULE (Semi Uniformly Localized Eigenfunctions); see [GK5, Re-
mark 3].
The theorem is proved by a bootstrap multiscale analysis, a statement about
finite volume multi-particle Anderson Hamiltonians. Our finite volumes will be
boxes and rectangles, defined as follows:
(i) The one-particle box centered at x ∈ Rd with side of length L > 0 is ΛL(x) ={
y ∈ Rd; ‖y − x‖ < L2
}
. We set Λ̂ = Λ ∩ Zd.
(ii) The n-particle box centered at x ∈ Rnd with side length L > 0 is
Λ
(n)
L (x) =
{
y ∈ Rnd; ‖y − x‖ < L2
}
=
n∏
i=1
ΛL(xi);
note that Λ
(1)
L (x) = ΛL(x). By a box ΛL in R
nd we mean an n-particle box
Λ
(n)
L (x) for some x ∈ Rnd. Note that χx = χΛ1(x) for x ∈ Rnd.
(iii) We also define n-particle rectangles in Rnd centered at points x ∈ Rnd:
Λ(n)(x) =
n∏
i=1
ΛLi(xi), where L1, L2, . . . , Ln > 0.
(We mostly use n-particle boxes, but in a few places we will need n-particle
rectangles.)
Definition 1.3. Given an n-particle rectangle Λ = Λ(n)(a) =
∏n
i=1 ΛLi(ai), we
define the corresponding finite volume Anderson Hamiltonian H
(n)
ω,Λ on L
2(Λ) by
H
(n)
ω,Λ := H
(n)
0,ω,Λ + UΛ, with H
(n)
0,ω,Λ := −∆(n)Λ + V (n)ω,Λ, (1.14)
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where ∆
(n)
Λ
is the Laplacian on Λ with Dirichlet boundary condition, UΛ is the
restriction of U to Λ, and
V
(n)
ω,Λ(x) =
n∑
i=1
V
(1)
ω,ΛLi (ai)
(xi) for x ∈ Λ, (1.15)
where V
(1)
ω,Λ is defined for a one-particle box Λ ⊆ Rd by
V
(1)
ω,Λ(x) =
∑
k∈Λ̂
ωk u(x− k) for x ∈ Λ. (1.16)
We set
R
(n)
ω,Λ(z) = (H
(n)
ω,Λ − z)−1 for z /∈ σ
(
H
(n)
ω,Λ
)
. (1.17)
Note that H
(1)
ω,Λ = H
(1)
0,ω,Λ and we have (cf. (1.5))
σ(H
(n)
0,ω,Λ) = σ(H
(1)
ω,ΛL1(a1)
) + · · ·+ σ(H(1)
ω,ΛLn(an)
). (1.18)
We will often omit the dependency on n from the notation, where it is clear, and
just write Hω,Λ for H
(n)
ω,Λ and Rω,Λ(z) for R
(n)
ω,Λ(z).
The bootstrap multiscale analysis uses three types of good boxes, defined for
a fixed ω (omitted from the notation).
Definition 1.4. Let Λ = Λ
(n)
L (x) be an n-particle box and let E ∈ R. Let θ > 0,
ζ ∈ (0, 1), and m > 0. Then:
(i) The n-particle box Λ is (θ, E)-suitable if, and only if, E /∈ σ
(
HΛ
)
and
‖χaRΛ(E)χb‖ ≤ L−θ for all a, b ∈ Λ with ‖a− b‖ ≥ L100 . (1.19)
Otherwise, Λ is called (θ, E)-nonsuitable.
(ii) The n-particle box Λ is (ζ, E)-subexponentially suitable (SES) if, and only
if, E /∈ σ
(
HΛ
)
and
‖χaRΛ(E)χb‖ ≤ e−L
ζ
for all a, b ∈ Λ with ‖a− b‖ ≥ L100 . (1.20)
Otherwise, Λ is called (ζ, E)-nonsubexponentially suitable (nonSES).
(iii) The n-particle box Λ is (m,E)-regular if, and only if, E /∈ σ
(
HΛ
)
and
‖χaRΛ(E)χb‖ ≤ e−m‖a−b‖ for all a, b ∈ Λ with ‖a− b‖ ≥ L100 . (1.21)
Otherwise, Λ is called (m,E)-nonregular.
Remark 1.5. The different types of good boxes are related:
Multi-particle continuous Anderson Hamiltonians 9
(i) Λ
(n)
L (x) (m,E)-regular =⇒ Λ(n)L (x)
(
mL
100 logL , E
)
-suitable.
(ii) Λ
(n)
L (x) (θ, E)-suitable =⇒ Λ(n)L (x)
(
θ logL
L , E
)
-regular.
(iii) Λ
(n)
L (x)
(
Lζ−1, E
)
-regular =⇒ Λ(n)L (x)
(
ζ − log 100logL , E
)
-SES.
(iv) Λ
(n)
L (x)
(
ζ, E
)
-SES =⇒ Λ(n)L (x) (Lζ−1, E)-regular.
Our main technical result extends the bootstrap multiscale analysis of Ger-
minet and Klein [GK1] (see also [Kl1]) to the multi-particle Anderson Hamilto-
nian.
Theorem 1.6 (Bootstrap multiscale analysis). There exist p0(n) = p0(d, n) > 0,
n = 1, 2, . . ., such that, for every N ∈ N, given θ > 8Nd and an energy E(N) > 0,
there exists L = L(d, ‖ρ‖∞ , N, θ, E(N)), such that if for some L0 ≥ L and all
n = 1, 2, . . . , N we have
sup
x∈Rnd
P
{
Λ
(n)
L0
(x) is (θ, E)-nonsuitable
}
≤ p0(n) for all E ≤ E(n) := 2N−nE(N),
(1.22)
then, given 0 < ζ < 1, we can find a length scale Lζ = Lζ(d, ‖ρ‖∞ , N, θ, E(N), L0),
δζ = δζ(d, ‖ρ‖∞ , N, θ, E(N), L0) > 0, and mζ = mζ(δζ , Lζ) > 0, so that the
following holds for n = 1, 2, ..., N :
(i) For every E ≤ E(n), L ≥ Lζ , and a ∈ Rnd, we have
P
{
Λ
(n)
L (a) is (mζ , E) -nonregular
}
≤ e−Lζ . (1.23)
(ii) Given E1 < E
(n), set I(E1) = [E1 − δζ , E1 + δζ ] ∩ (−∞, E(n)]. Then, for
every E1 < E
(n), L ≥ Lζ, and a, b ∈ Rnd with dH(a, b) ≥ L, we have
P
{
∃E ∈ I(E1) so Λ(n)L (a) and Λ(n)L (b) are (mζ , E) -nonregular
}
≤ e−Lζ .
(1.24)
Theorem 4.1 shows that the hypotheses of Theorem 1.6 are always satisfied at
some nontrivial interval at the the bottom of the spectrum.
Corollary 1.7 (Localization). Given N ∈ N, an energy E(N) > 0, and an open
interval I ⊆ (−∞, E(N)), suppose that the conclusions of Theorem 1.6 hold for all
energies E ∈ I. Then the conclusions of Theorem 1.2 hold on the interval I (i.e.,
with I substituted for the interval [0, EN ) in Theorem 1.2).
Theorem 1.2 follows immediately from Theorem 1.6, Theorem 4.1, and Corol-
lary 1.7.
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2 Wegner estimates
2.1 Fully and partially separated rectangles
LetΛ = Λ(n)(a) =
∏n
i=1 ΛLi(ai) be an n-particle rectangle. Given J ⊆
{
1, ..., n
}
,
we set
Λ(aJ ) = ΛJ (aJ ) =
∏
i∈J
ΛLi(ai). where aJ = (ai , i ∈ J ), a = (aJ ,aJ c);
ΠJΛ(n)(a) =
⋃
i∈J
ΛLi(ai), ΠiΛ
(n)(a) = Π{i}Λ(n)(a) = ΛLi(ai);
ΠΛ(n)(a) = Π{
1, ..., n
}Λ(n)(a).
Definition 2.1. Let Λ(n)(x) =
∏n
i=1 ΛLi(xi) and Λ
(n)(y) =
∏n
i=1 Λℓi(yi) be a
pair of n-particle rectangles.
(i) Λ(n)(x) and Λ(n)(y) are partially separated if, and only if,
either ΛLi(xi) ∩ ΠΛ(n)(y) = ∅ for some i ∈
{
1, ..., n
}
, (2.1)
or Λℓj (yj) ∩ ΠΛ(n)(x) = ∅ for some j ∈
{
1, ..., n
}
.
(ii) Λ(n)(x) and Λ(n)(y) are fully separated if, and only if,
ΠΛ(n)(x) ∩ ΠΛ(n)(y) = ∅. (2.2)
Note that, in view of our definition of the finite volume random potentials (see
(1.15) and (1.16)), events based on fully separated rectangles are independent.
Moreover, if the n-particle rectangles Λ(n)(x) and Λ(n)(y) are partially separated,
with, say, ΛLi(xi) ∩ΠΛ(n)(y) = ∅, then events based on Λ(n)(y) are independent
of the random variables
{
ωk; k ∈ Λ̂Li(xi)
}
.
2.2 The Wegner estimates
Given a one-particle box ΛL(x), we will use EΛL(x) and PΛL(x) to denote the
expectation and probability with respect to the probability distribution of the
random variables
{
ωk; k ∈ Λ̂L(x)
}
.
Theorem 2.2. Let n ∈ N and E+ > 0. There exist constants
γn,E+ = γn,E+(d,M+, δ−, ‖U˜‖∞) > 0 and Cn,E+ = C(d,M+, u−, δ±, ‖U˜‖∞, n, E+),
such that, for all n-particle rectangles Λ = Λ(n)(a) =
∏n
i=1 ΛLi(ai) with a =
(a1, . . . , an) ∈ Rnd and 114
√
nd ≤ Li ≤ L for i = 1, . . . , n, and all intervals
I ⊆ [0, E+) with |I| ≤ 2γn,E+, we have
EΛLi (ai)
{
trχI
(
H
(n)
ω,Λ
)}
≤ Cn,E+ ‖ρ‖∞ |I|Lnd for i = 1, 2, . . . , n. (2.3)
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In particular, for any E ≤ E+, 0 < ε ≤ γn,E+, and i = 1, 2, . . . , n, we have
PΛLi (ai)
{∥∥∥R(n)ω,Λ(E)∥∥∥ ≥ 1ε} = PΛLi (ai){d (σ(H(n)ω,Λ), E) ≤ ε} ≤ 2Cn,E+‖ρ‖∞ εLnd.
(2.4)
We prove Theorem 2.2 by modifying the proof of [HK, Theorem 1]. The main
difference between Theorem 2.2 and [HK, Theorem 1] is that the expectation in
(2.3) is taken only with respect to the random variables indexed by the one-particle
box Λq. This is needed for proving Corollary 2.3 for a pair of partially separated
n-particle rectangles. Note also that Theorem 2.2 is proved for arbitrary n-particle
rectangles, not just n-particle boxes Λ
(n)
L (a) with a ∈ Znd and L ∈ N as in [HK,
Theorem 1]-a consequence of their use of the results of [Kl2]. We extend the results
of [Kl2] to arbitrary n-particle rectangles in Appendix B.
Proof. Let Λ =
∏
i=1,...,n Λi, where Λi = ΛLi(ai), be an n-particle rectangle with
a ∈ Rnd and 114√nd ≤ Li ≤ L for i = 1, . . . , n. Then for x ∈ Λ we have
V
(n)
ω,Λ(x) =
n∑
i=1
V
(1)
ω,Λi
(xi) =
n∑
i=1
∑
k∈Λ̂i
ωku(xi − k) (2.5)
=
∑
k∈Zd
ωk
 ∑
i; k∈Λ̂i
u(xi − k)
 = ∑
k∈Zd
ωkθ
(Λ)
k (x),
where
θ
(Λ)
k (x) =
∑
{i; k∈Λ̂i}
u(xi − k) ≥ u−
∑
{i; k∈Λ̂i}
χ
Λ
(1)
δ−
(k)
(xi), (2.6)
where we used (1.3). It follows that for q = 1, 2, . . . , n we have
H
(n)
ω,Λ = −∆(n)Λ + UΛ +
∑
k∈Zd
ωkθ
(Λ)
k
= −∆(n)
Λ
+ UΛ +
∑
k∈Zd\Λ̂q
ωkθ
(Λ)
k +
∑
k∈Λ̂q
ωkθ
(Λ)
k . (2.7)
We now define (with η = min
{
δ−
2 ,
1
2
}
, B
(n)
η (k) =
{
x ∈ Rnd; |x− k|2 < η
}
)
W (Λ)(x) =
∑
k∈Λ∩Znd
χ
B
(n)
η (k)
(x) for x ∈ Λ. (2.8)
Fix q ∈ {1, . . . , n}, and given x ∈ Rnd, write x = (xq,x⊥q ), where x⊥q ∈ R(n−1)d.
Then
χ
B
(n)
η (k)
(x) ≤ χ
B
(1)
η (kq)
(xq)χB(n−1)η (k⊥q )
(x⊥q ) for k ∈ Znd, x ∈ Rnd. (2.9)
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We write Λ = Λq × Λ⊥q , where Λ⊥q =
∏
i∈{1,...,n}\{q} Λi. It follows that for all
x ∈ Λ we have
W (Λ)(x) ≤
∑
k∈Λ∩Znd
χ
B
(1)
η (kq)
(xq)χB(n−1)η (k⊥q )
(x⊥q ) (2.10)
=
∑
kq∈Λ̂q
χ
B
(1)
η (kq)
(xq)
 ∑
k⊥q ∈Λ⊥q ∩Z(n−1)d
χ
B
(n−1)
η (k⊥q )
(x⊥q )

≤
∑
kq∈Λ̂q
χ
B
(1)
η (kq)
(xq) ≤
∑
k∈Λ̂q
χ
Λ
(1)
δ−
(k)
(xq)
≤
∑
k∈Λ̂q
 ∑
i; k∈Λ̂i
χ
Λ
(1)
δ−
(k)
(xi)
 ≤ u−1− ∑
k∈Λ̂q
θ
(Λ)
k (x).
Fix E+ > 0. It follows from Theorem B.1 that for any interval I ⊆ [0, E+)
with |I| ≤ 2γn,E+ we have
χI(H
(n)
ω,Λ) ≤ γ−2n,E+χI(H
(n)
ω,Λ)W
(Λ)χI(H
(n)
ω,Λ) (2.11)
≤ u−1− γ−2n,E+χI(H
(n)
ω,Λ)
∑
k∈Λ̂q
θ
(Λ)
k
χI(H(n)ω,Λ),
for all ω ∈ [0,M+]Zd , where γn,E+ is obtained from (B.7):
γ2n,E+ =
1
2η
Mnd
(
1+K
2
3
)
with K = n(n− 1)‖U˜‖∞ + 2M+δd+ + E+. (2.12)
The Wegner estimate (2.3) can now be proved following the strategy of [Kl2,
Lemma 3.1], using (2.7) and (2.11). This is what is done in [HK, Proof of Theo-
rem 1], the difference being that the proof in [HK] uses a version of (2.11) where in
the right hand side
(∑
k∈Λ̂q θ
(Λ)
k
)
is replaced by
(∑d
q=1
∑
k∈Λ̂q θ
(Λ)
k
)
, and aver-
ages over all random variables instead of only over the random variables {ωi}i∈Λ̂q .
The same argument as in [HK] applies, using (2.11) and averaging only over the
random variables {ωi}i∈Λ̂q , yielding (2.3).
Corollary 2.3. Let n ∈ N and E+ > 0, and let γn,E+ be as in Theorem 2.2.
Let Λ1 =
∏
i=1,...,nΛLi(ai) and Λ2 =
∏
i=1,...,n ΛL′i(bi), with a, b ∈ Rnd and
114
√
nd ≤ Li, L′i ≤ L for i = 1, . . . , n, be a pair of partially separated n-particle
rectangles. Set
σ˜ (HΛ1) = σ (HΛ1) ∩ (−∞, E+] , σ˜ (HΛ2) = σ (HΛ2) ∩ (−∞, E+]. (2.13)
Then there exists a constant C˜n,E+ = C˜(d,M+, u−, δ±, ‖U˜‖∞, n, E+), such that
for all 0 < ε ≤ γn,E+ we have
P
{
dist
(
σ˜(HΛ1), σ˜(HΛ2)
)
≤ ε
}
≤ C˜n,E+ ‖ρ‖∞ εL2nd. (2.14)
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Corollary 2.3 follows from Theorem 2.2 in the same way [KlN, Corollary 2.4] is
derived from [KlN, Theorem 2.3]. Note that Corollary 2.3 is (up to minor details)
the same as [HK, Theorem 9], although the proofs use somewhat different versions
of the Wegner estimate.
3 Toolkit for the multiscale analysis
3.1 Deterministic estimates
The following lemmas are deterministic, i.e., they hold for a fixed ω (omitted from
the notation).
Given n-particle boxes Λ ⊆ Λ˜ we set
∂Λ˜Λ := ∂Λ \ ∂Λ˜,
ΛΛ˜, δ :=
{
x ∈ Λ ; dist(x, ∂Λ˜Λ) ≥ δ
}
for δ > 0, (3.1)
Υ = ΥΛ˜Λ :=
{
x ∈ Λ ; dist(x, ∂Λ˜Λ) = 1 + δ+2 =: δ˜+
}
,
Υ˜ = Υ˜Λ˜
Λ
:=
⋃
x∈Υ
(
Λ 1
2
(x) ∩Λ
)
.
Lemma 3.1. Let Λ ( Λ˜ be two n-particles boxes of length ℓ and L, respectively,
with ℓ < L, and z /∈ σ (HΛ) ∪ σ
(
H
Λ˜
)
. Then there exists a constant C = Cn,d,
such that for x ∈ Λ with Λ3+δ+(x) ∩ Λ˜ ⊆ Λ, and y ∈ Λ˜ \Λ, we can find a ∈ ΥΛ˜Λ
such that∥∥χyRΛ˜(z)χx∥∥ ≤ Cn,d ℓnd−1√5 + max{0,ℜ(z)}∥∥χyRΛ˜(z)χa∥∥ ‖χaRΛ(z)χx‖ .
(3.2)
In particular, if ℜ(z) ≤ E(n), for some fixed energy E(n), we get∥∥χyRΛ˜(z)χx∥∥ ≤ ℓnd ∥∥χyRΛ˜(z)χa∥∥ ‖χaRΛ(z)χx‖ , (3.3)
provided ℓ is sufficiently large (depending on E(n)).
Lemma 3.1 is just [GK6, Lemma 2.4(i)] with minor modifications.
Lemma 3.2. Given an n-particle box, Λ of side ℓ, for every E ≥ 0 we have
#
{
λ ∈ σ
(
H
(n)
Λ
)
∩ (−∞, E]
}
= tr
{
χ(−∞, E]
(
H
(n)
Λ
)}
≤ CndE
nd
2 ℓnd. (3.4)
Lemma 3.2 follows from [KlK, Lemma 3.3] (see also [GK4, Eq. (A.7)]).
We also use the following Combes-Thomas estimate from [GK2, Eq. (19) in
Theorem 1].
Lemma 3.3. Let Λ be an n-particle box. Then for all E < inf σ (HΛ) we have
‖χxRΛ(E)χy‖ ≤ 43 (inf σ (HΛ)− E)−1 e−
1
2
√
inf σ(HΛ)−E (‖x−y‖−nd) (3.5)
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for all x,y ∈ Rnd. In particular, if we take ‖x− y‖ ≥ L100 with L sufficiently
large, we have
‖χxRΛ(E)χy‖ ≤ 43 (inf σ (HΛ)− E)−1 e−
1
3
√
inf σ(HΛ)−E ‖x−y‖ (3.6)
≤ 43 (inf σ (HΛ)− E)−1 e−
√
inf σ(HΛ)−E
300 L.
3.2 Suitable cover
Following [GK6, Definition 3.12] we introduce suitable covers of n-particle boxes.
Definition 3.4. Given scales ℓ < L, a suitable ℓ-covering of a box Λ
(N)
L (x) is a
collection of boxes Λℓ of the form
G(ℓ)
Λ
(N)
L (x)
= {Λℓ(r)}
r∈G(ℓ)
Λ
(N)
L
(x)
, (3.7)
where
G(ℓ)
Λ
(N)
L
(x)
:= {x+ αℓZNd} ∩Λ(N)L (x) with α ∈
[
3
5 ,
4
5
] ∩ {L−ℓ2ℓn ; n ∈ N} . (3.8)
Suitable covers are useful because of [GK6, Lemma 3.13], stated below.
Lemma 3.5. Let ℓ ≤ L6 . Then every box Λ(N)L (x) has a suitable ℓ-covering, and
for any suitable ℓ-covering G(ℓ)
Λ
(N)
L (x)
of Λ
(N)
L (x) we have
Λ
(N)
L (x) =
⋃
r∈G(ℓ)
Λ
(N)
L
(x)
Λℓ(r), (3.9)
for each y ∈ Λ(N)L (x) there is r ∈ G(ℓ)
Λ
(N)
L
(x)
with Λ ℓ
5
(y) ∩Λ(N)L (x) ⊂ Λℓ(r),
(3.10)
Λ ℓ
5
(r) ∩Λℓ(r′) = ∅ for all r, r′ ∈ x+ αℓZd, r 6= r′, (3.11)(
L
ℓ
)Nd ≤ #G(ℓ)
Λ
(N)
L (x)
=
(
L−ℓ
αℓ + 1
)Nd ≤ ( 2Lℓ )Nd . (3.12)
Moreover, given y ∈ x+ αℓZNd and k ∈ N, it follows that
Λ(2kα+1)ℓ(y) =
⋃
r∈{x+αℓZNd}∩Λ(2kα+1)ℓ(y)
Λℓ(r), (3.13)
and {Λℓ(r)}r∈{x+αℓZNd}∩Λ(2kα+1)ℓ(y) is a suitable ℓ-covering of the box Λ(2kα+1)ℓ(y).
In particular,
for each y ∈ ZNd there is r ∈ x+ αℓZNd with Λ ℓ
5
(y) ⊂ Λℓ(r). (3.14)
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Remark 3.6. In performing the N -particle multiscale analysis, we will utilize
Lemma 3.5 in the following way: we first choose some appropriate k1 such that
2k1α + 1 > 3N . Given J ∈ N, let a1, · · · ,at ∈ Λ(N)L (x) where t ≤ JNN , there
exists y1, · · · ,yt ∈ x+ αℓZNd such that Λ3Nℓ(a1) ∩Λ(N)L (x) ⊆ Λ(2k1α+1)ℓ(y1) ⊆
Λ
(N)
L (x), · · · ,Λ3Nℓ(at) ∩Λ(N)L (x) ⊆ Λ(2k1α+1)ℓ(yt) ⊆ Λ(N)L (x).
If the set Λ(2k1α+1)ℓ(y
(1)) ∪ · · · ∪ Λ(2k1α+1)ℓ(y(m)) ⊆ Λ(N)L (x) is connected,
where y(1), · · · ,y(m) ∈ x+αℓZNd, then we will take km to be the smallest integer
such that Λ(2k1α+1)ℓ(y
(1)) ∪ · · · ∪ Λ(2k1α+1)ℓ(y(m)) ⊆ Λ(2kmα+1)ℓ(r) ⊆ Λ(N)L (x),
for some r ∈ x+αℓZNd. Moreover, for each y ∈ ZNd, we set Λ(y)ℓ = Λℓ(r) where
Λℓ(r) comes from (3.14).
3.3 Partially and fully interactive boxes
Following Chulaevsky and Suhov [ChS2, ChS3], we divide n-particle boxes into
two types: partially interactive and fully interactive.
Definition 3.7. An n-particle box Λ
(n)
L (a) is said to be partially interactive (PI)
if and only if there exists ∅ 6= J ( {1, ..., n} such that Λ(n)L (a) ⊆ EJ , where
EJ =
{
x ∈ Rnd | mini∈J , j /∈J ‖xi − xj‖ > r0
}
.
If Λ
(n)
L (a) is not partially interactive, it is said to be fully interactive (FI).
If the n-particle box Λ
(n)
L (a) is partially interactive, by writing Λ
(n)
L (a) =
ΛJL (aJ ) × ΛJ
c
L (aJ c) we are implicitly stating that Λ
(n)
L (a) ⊆ EJ for ∅ 6= J ({
1, ..., n
}
. We set σJ = σ
(
H
Λ
J
L
(aJ )
)
and σJ c = σ
(
H
Λ
J c
L
(aJ c )
)
. Given λ ∈ σJ ,
we write PJλ = χ{λ}
(
H
Λ
J
L
(aJ )
)
.
Lemma 3.8. Let Λ
(n)
L (u) = Λ
J
L (uJ )×ΛJ
c
L (uJ c) be a PI n-particle box. Then:
(i) ΠJΛ
(n)
L (u)
⋂
ΠJ cΛ
(n)
L (u) = ∅, so events based on ΛJL (uJ ) and ΛJ
c
L (uJ c)
are independent.
(ii) H
Λ
(n)
L (u)
= H
Λ
J
L (uJ )
⊗ I
Λ
J c
L
(uJc )
+ I
Λ
J
L (uJ )
⊗H
Λ
J c
L
(uJ c )
.
(iii) σ
(
H
Λ
(n)
L (u)
)
= σ
(
HΛL(uJ )
)
+ σ
(
HΛL(uJc )
)
.
(iv) If z /∈ σ
(
H
Λ
(n)
L (u)
)
, we have
R
Λ
(n)
L
(u)
(z) =
∑
λ∈σJ
∑
µ∈σJ c
1
λ+µ−zP
J
λ ⊗ PJ
c
µ (3.15)
=
∑
λ∈σJ
PJλ ⊗RΛL(uJc )(z − λ) =
∑
µ∈σJ c
RΛL(uJ )(z − µ)⊗ PJ
c
µ ,
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and for all x,y ∈ Λ(n)L (u) we get
‖χxRΛ(z)χy‖ ≤
∑
λ∈σJ
∥∥χxJcRΛL(uJc )(z − λ)χyJc∥∥ , (3.16)
‖χxRΛ(z)χy‖ ≤
∑
µ∈σJ c
∥∥χxJRΛL(uJ )(z − µ)χyJ ∥∥ .
Lemma 3.9. Let Λ
(n)
ℓ (u) = Λ
J
ℓ (uJ ) × ΛJ
c
ℓ (uJ c) be a PI n-particle box and
E ≤ E(n). If ℓ is sufficiently large, the following holds:
(i) Given θ > 2nd + 2, suppose ΛJℓ (uJ ) is (θ, E − µ)-suitable for every µ ∈
σJ c ∩ (−∞, 2E(n)] and ΛJ cℓ (uJ c) is (θ, E − λ)-suitable for every λ ∈ σJ ∩
(−∞, 2E(n)]. Then Λ(n)ℓ (u) is
(
θ
2 , E
)
-suitable.
(ii) Given 0 < m ≤ 16
√
E(n), suppose ΛJℓ (uJ ) is (m, E − µ)-regular for every
µ ∈ σJ c ∩ (−∞, 2E(n)] and ΛJ cℓ (uJ c) is (m, E − λ)-regular for every λ ∈
σJ ∩ (−∞, 2E(n)]. Then Λ(n)ℓ (u) is
(
m− 100(nd+1) log(2ℓ)ℓ , E
)
-regular.
(iii) Given 0 < ζ′ < ζ < 1, suppose ΛJℓ (uJ ) is (ζ, E − µ)-SES for every µ ∈
σJ c ∩ (−∞, 2E(n)] and ΛJ cℓ (uJ c) is (ζ, E − λ)-SES for every λ ∈ σJ ∩
(−∞, 2E(n)]. Then Λ(n)ℓ (u) is (ζ′, E)-SES.
Proof. We prove (ii), the proofs of (i) and (iii) are similar. Given x,y ∈ Λ(N)ℓ (u)
with ‖x− y‖ ≥ ℓ100 , then either we have
∥∥xJ − yJ ∥∥ ≥ ℓ100 , or ∥∥xJ c − yJ c∥∥ ≥
ℓ
100 . Without loss of generality, we suppose that
∥∥xJ − yJ ∥∥ ≥ ℓ100 . Then, using
(3.16), Lemma 3.2, and that ΛJ = ΛJℓ (uJ ) is (m, E − µ)-regular for every µ ∈
σJ c ∩ (−∞, 2E(n)], setting σJ c(E) = σJ c ∩ (−∞, E], we get
‖χxRΛ(E)χy‖ ≤
∑
µ∈σJ c
∥∥χxJRΛJ (E − µ)χyJ ∥∥ (3.17)
=
∑
µ∈σJ c (2E(n))
∥∥χxJRΛJ (E − µ)χyJ ∥∥+ ∑
µ∈σJ c\σJ c (2E(n))
∥∥χxJRΛJ (E − µ)χyJ ∥∥
≤ Cnd
(
2E(n)
)nd
2
ℓnde−m‖xJ−yJ‖ +
∑
µ∈σJ c\σJ c (2E(n))
∥∥χxJRΛJ (E − µ)χyJ ∥∥
≤ ℓnd+1e−m‖xJ−yJ‖ +
∞∑
k=2
∑
µ∈σJ c
k E(n)<µ≤(k+1)E(n)
∥∥χxJRΛJ (E − µ)χyJ ∥∥ .
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Applying (3.6) for µ ∈ σJ c with k E(n) < µ ≤ (k + 1) E(n) we get∥∥χxJRΛJ (E − µ)χyJ ∥∥ ≤ 43 (inf σJ − (E − µ))−1 e− 13√inf σJ−(E−µ)‖xJ−yJ‖
≤ 43
(
kE(n) − E
)−1
e−
1
3
√
kE(n)−E‖xJ−yJ‖ (3.18)
≤ 43
(
(k − 1)E(n)
)−1
e−
1
3
√
(k−1)E(n)‖xJ−yJ‖.
Using Lemma 3.2 and (3.18), we have (k ≥ 2, ∥∥xJ − yJ ∥∥ ≥ ℓ100 )∑
µ∈σJ c
kE(n)<µ≤(k+1)E(n)
∥∥χxJRΛJ (E − µ)χyJ ∥∥ (3.19)
≤ Cndℓnd
(
(k + 1) E(n)
)nd
2 −1
e−
1
3
√
(k−1)E(n)‖xJ−yJ‖
≤ e− 16
√
(k−1)E(n)‖xJ−yJ‖,
for sufficiently large ℓ, so
∞∑
k=2
∑
µ∈σJ c
k E(n)<µ≤(k+1)E(n)
∥∥χxJRΛJ (E − µ)χyJ ∥∥ (3.20)
≤
∞∑
k=2
e−
1
6
√
(k−1)E(n)‖xJ−yJ‖ ≤ 2e− 16
√
E(n)‖xJ−yJ‖,
for ℓ large. Using (3.17) and m ≤ 16
√
E(n), we get
‖χxRΛ(E)χy‖ ≤ ℓnd+1e−m‖xJ−yJ‖ + 2e− 16
√
E(n)‖xJ−yJ‖ (3.21)
≤ 2ℓnd+1e−m‖xJ−yJ‖ ≤ e−
(
m−100(nd+1) log(2ℓ)ℓ
)
‖x−y‖
.
Definition 3.10. Let Λ
(n)
L (a) and Λ
(n)
L (b) be a pair of n-particle boxes. We say
Λ
(n)
L (a) and Λ
(n)
L (b) are L-distant if and only if
max
{
dist ( b, Sna), dist (a, Snb )
} ≥ 3nL. (3.22)
The following lemma gives a sufficient condition for a pair of FI n-particle boxes
to be fully separated, and hence for events based on these boxes to be independent.
We omit the proof.
Lemma 3.11. Let Λ
(n)
L (a) and Λ
(n)
L (b) be a pair of FI n-particle boxes, where L
is sufficiently large. Then Λ
(n)
L (a) and Λ
(n)
L (b) are fully separated if
max
x∈Sa,y∈Sb
‖x− y‖ ≥ 3nL. (3.23)
In particular, a pair of L-distant FI n-particle boxes are fully separated.
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3.4 Resonant rectangles
Definition 3.12. Let Λ =
∏
i=1,...,n ΛLi(ai) with L = mini=1,..,n {Li} > 0 be an
n-particle rectangle, E ∈ R, s > 0, and β ∈ (0, 1).
(i) Λ is called (E, s)-suitably resonant provided dist
(
σ
(
H
(n)
Λ
)
, E
)
< L−s.
Otherwise, Λ is said to be (E, s)-suitably nonresonant.
(ii) Λ is called (E, β)-resonant provided dist
(
σ
(
H
(n)
Λ
)
, E
)
< 12e
−Lβ . Otherwise,
Λ is said to be (E, β)-nonresonant.
4 The initial step for the bootstrap multiscale
analysis
We now show that the hypotheses of Theorem 1.6 are verified for energies at the
bottom of the spectrum. Recall Σ(n) = [0,∞).
Theorem 4.1. Let θ > 0 and 0 < p0 < 1, and fix ε > 0. Then for all n ∈ N
there exists Ln = Ln(d, u−, δ±, µ, θ, p0, ε), such that for all L ≥ Ln and x ∈ Rnd
we have
P
{
Λ
(n)
L (x) is (θ, E)-suitable
}
≥ 1− p0 for all E ≤ E(n)L , (4.1)
where
E
(n)
L =
n
2 (d log(L+ δ+ + 2)− log p0 + logn)−
2+ε
d . (4.2)
Proof. We start with a well known result for the one-particle case. Fix θ > 0,
p0 > 0, and n ∈ N, ε > 0, and set pn = p0n . As shown in [GK6, Proof of
Proposition 4.3], there exists an energy E1 = E1(d, u−, δ−, µ, ε) > 0 such that for
energies E ≤ E1, x ∈ Rd, and scales L ∈ 2N, we have
P
{
σ
(
H
(1)
ω,ΛL(x)
)
∩ (−∞, E] 6= ∅
}
≤ e−E−
d
2+ε
Ld, (4.3)
and hence
P
{
H
(1)
ω,ΛL(x)
≥ min
{
(d logL− log pn)−
2+ε
d , E1
}}
≥ 1− pn. (4.4)
Proceeding as in [GK6, Proof of Proposition 4.3], for each x ∈ Rd and scales
L ≥ 1, we consider the event
ΩL,x =
{
H
(1)
ω,ΛL(x)
≥ 2E′L
}
, where E′L =
1
2 (d log(L+ δ+ + 2)− log pn)−
2+ε
d ,
(4.5)
and conclude that for scales L ≥ L′n = L′n(d, u−, δ−, µ, p0, ε) we have
P {ΩL,x} ≥ 1− pn for all x ∈ Rd. (4.6)
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Now let x ∈ Rnd, and consider the n-particle box Λ(n)L (x). Given L ≥ 1, we
set
ΩL,x =
n⋂
i=1
ΩL,xi, so P {ΩL,x} ≥ 1− npn = 1− p0 for L ≥ L′n. (4.7)
In view of (1.18) we have
inf σ
(
H
0,Λ
(n)
L
(x)
)
≥ 2nE′L = 2E(n)L for all ω ∈ ΩL,x, (4.8)
which implies, using U ≥ 0, that
inf σ
(
H
Λ
(n)
L
(x)
)
≥ 2E(n)L for all ω ∈ ΩL,x. (4.9)
We now fix ω ∈ ΩL,x and let E ≤ E(n)L and a, b ∈ Λ = Λ(n)L (x) with ‖a− b‖ ≥
L
100 . It follows from (4.9) and Lemma 3.3 that E /∈ σ
(
H
Λ
(n)
L
(x)
)
and (provided L
is sufficiently large)
‖χaRΛ(E)χb‖ ≤ 43
(
E
(n)
L
)−1
e−
L
201
√
E
(n)
L . (4.10)
Thus, given θ > 0, there exists Ln = Ln(d, u−, δ±, µ, θ, p0, ε), such that for all
L ≥ Ln and x ∈ Rnd we have (4.1).
Remark 4.2. The hypotheses of Theorem 1.6 can be verified in a fixed interval
at the bottom of the spectrum at high disorder. To see that, consider H
(n)
ω,λ =
−∆(n) + λV (n)ω + U , where V (n)ω and U are as in Definition 1.1 and λ > 0 is the
disorder parameter. H
(n)
ω,λ can be rewritten as n-particle Anderson Hamiltonian
in the form of Definition 1.1 by replacing the probability distribution µ by the
probability distribution µλ, where µλ is the probability distribution of the random
variable λω0, that is, µλ(B) = µ
(
λ−1B
)
for all Borels sets B ⊂ R. In particular,
µλ has density ρλ(ω0) = λ
−1ρ
(
λ−1ω0
)
.
For simplicity we assume the covering condition
U−χΛ ≤
∑
k∈Zd∩Λ
u(x− k) (4.11)
for all one-particle boxes Λ, where U− > 0. (The condition (4.11) can be guar-
anteed by requiring δ− ≥ 2. If we restrict ourselves to boxes ΛL(x) with x ∈ Zd
and L an odd natural number it suffices to require δ− ≥ 1.) In this case it is well
known how to proceed in the one-particle case (see [CoH, GK3]): Given E1 > 0,
it follows from (4.11) that
P
{
H
(1)
ω,λ,ΛL(x)
≥ 2E1
}
≥ 1− Ldµλ
{
[0, 2E1U
−1
− ]
} ≥ 1− 2E1U−1− λ−1 ‖ρ‖∞ Ld.
(4.12)
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Proceeding as in the proof of Theorem 4.1, we obtain
P
{
H
(n)
ω,λ,Λ
(n)
L
(x)
≥ 2nE1
}
≥ 1− 2nE1U−1− λ−1 ‖ρ‖∞ Ld. (4.13)
Given 0 < p(n) < 1 and E > 0, we set
λ(E,L, p(n)) =
2E ‖ρ‖∞ Ld
p(n)U−
, (4.14)
obtaining for all E > 0
P
{
H
(n)
ω,λ,Λ
(n)
L
(x)
≥ 2E
}
≥ 1− p(n) for all λ ≥ λ(E,L, p(n)). (4.15)
To use Lemma 3.3 as in (4.10), we require
4
3E
−1e−
L
201
√
E ≤ L−θ, i.e., L ≥ L(E, θ). (4.16)
We conclude that, given 0 < p(n), E0 > 0, and θ > 0, for all L ≥ L(E0, θ) and
λ ≥ λ(E0, L, p(n)) we have
P
{
Λ
(n)
L (x) is (θ, E)-suitable for H
(n)
ω,λ
}
≥ 1− p(n) for all E ≤ E0. (4.17)
If we do not assume the covering condition (4.11), we can still prove a large
disorder result using [GK6, Proposition 4.5] for the one-particle case.
5 The multi-particle bootstrap multiscale analy-
sis
Theorem 1.6 is proven by induction on N , the number of particles. For N = 1
the theorem was proved by Germinet and Klein [GK1]. Given N ≥ 2, we assume
the induction hypothesis: Theorem 1.6 holds for n = 1, 2, . . . , N − 1 particles,
and prove the theorem for N particles. As in [GK1], the proof will be done by a
bootstrapping argument, making successive use of four multiscale analyses.
Induction hypothesis. Let N ∈ N, N ≥ 2, and E(N) > 0. For every τ ∈ (0, 1)
there is a length scale Lτ , δτ > 0, and 0 < m
∗
τ ≤ 16
√
E(N), such that for n =
1, 2, ..., N − 1 the following holds for all E ≤ E(n) := 2N−nE(N):
(i) For all L ≥ Lτ and a ∈ Rnd we have
P
{
Λ
(n)
L (a) is (m
∗
τ , E)-nonregular
}
≤ e−Lτ . (5.1)
(ii) Fix E < E(n) and let I(E) = [E − δτ , E + δτ ] ∩ (−∞, E(n)]. For all L ≥ Lτ
and all pairs of n-particle boxes Λ
(n)
L (a) and Λ
(n)
L (b) with dH (a, b) ≥ L, we
get
P
{
∃E′ ∈ I(E) so both Λ(n)L (a) andΛ(n)L (b) are (m∗τ , E′) -nonregular
}
≤ e−Lτ . (5.2)
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Lemma 3.9 (ii) will play an important role in the proof of Theorem 1.6. To
satisfy its hypotheses, the induction hypothesis specifies m∗τ ≤ 16
√
E(N) for every
τ ∈ (0, 1), without loss of generality, and sets E(n) := 2N−nE(N).
In this section we fix N ∈ N, N ≥ 2, and an energy E(N) > 0, and
assume that the induction hypothesis holds for this N and E(N).
For partially interactive N -particle boxes we immediately get probability esti-
mates from the induction hypothesis.
Lemma 5.1. Let Λ
(N)
ℓ (u) = Λℓ(uJ ) ×Λℓ(uJ c) be a PI N -particle box and τ ∈
(0, 1). Then for ℓ large and all E ≤ E(N) we have
P
{
Λ
(N)
ℓ (u) is (m
∗
τ (ℓ), E) -nonregular
}
≤ ℓNd+1e−ℓτ with
m∗τ (ℓ) = m
∗
τ − 100(nd+1) log(2ℓ)ℓ , (5.3)
P
{
Λ
(N)
ℓ (u) is (θ, E) -nonsuitable
}
≤ ℓNd+1e−ℓτ for θ < ℓlog ℓ m
∗
τ
100 ,
P
{
Λ
(N)
ℓ (u) is (τ, E) -nonSES
}
≤ ℓNd+1e−ℓτ .
Proof. Let E ≤ E(N). It follows from Lemma 3.9 (ii) and the induction hypothesis,
using also Lemma 3.2, that for large ℓ,
P
{
Λ
(N)
ℓ (u) is (m
∗
τ (ℓ), E) -nonregular
}
(5.4)
≤
∑
µ∈σJ c∩(−∞, 2E(N)]
P
{
Λℓ(uJ ) is (m∗τ , E − µ)-nonregular
}
+
∑
λ∈σJ∩(−∞, 2E(N)]
P
{
Λℓ(uJ c) is (m∗τ , E − λ)-nonregular
}
≤ CN,d
(
E(N)
)Nd
2
ℓNde−ℓ
τ ≤ ℓNd+1e−ℓτ .
The other estimates now follow from Remark 1.5.
In what follows, we fix ζ, τ, β, ζ0, ζ1, ζ2, γ such that
0 < ζ < τ < 1, ζ γ2 < ζ2, (5.5)
0 < ζ < ζ2 < γζ2 < ζ1 < γζ1 < β < ζ0 < r < τ < 1 with ζ γ
2 < ζ2.
We set m∗ = m∗τ , where m
∗
τ ≤ 16
√
E(N) is given in the induction hypothesis.
We will use the Wegner estimates of Theorem 2.2 and Corollary 2.3 for n =
1, 2, . . . , N particles, which apply to an interval I ⊆ [0, E+) with |I| ≤ 2γn,E+ . In
the multiscale analysis we will need E+ = E
(n) := 2N−nE(N) for the n-particles
Wegner estimates. For convenience, we take E+ = E
(1) = 2N−1E(N) ≥ E(n) for
n = 1, 2, . . . , N . Note that the constants in these Wegner estimates (including
γn,E+) are increasing in n and on E+, so we will always take the constants for
n = N and E+ = E
(1) (e.g., γN,E+). To ensure that the condition |I| ≤ 2γN,E1 is
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always satisfied, we will always take sufficiently large scales L, i.e., L ≥ L(γN,E1),
such that L−s ≤ γN,E1 and e−L
β ≤ γN,E1. Moreover, in the following lemmas the
conclusions are always assumed to hold for L sufficiently large.
The proof of the induction step proceeds as in [GK1, Kl1], with four multi-scale
analyses, as in [KlN], using the toolkit for the multiscale analysis in the continuum
given in Section 3. We state all the steps, but refer to [KlN] for the proofs when
they are similar.
5.1 The first multiscale analysis
Proposition 5.2. Let θ > 8Nd and E ≤ E(N). Take 0 < p < p + Nd < s <
s + 2Nd − 2 < θ, Y ≥ 4000NN+1, and p0 = p0(N) < 12 (2Y )−Nd. Then there
exists a length scale Z∗0 such that if for some L0 ≥ Z∗0 we have
sup
x∈RNd
P
{
Λ
(N)
L0
(x) is (θ, E)-nonsuitable
}
≤ p0, (5.6)
then, setting Lk+1 = Y Lk, for k = 0, 1, 2, ..., there exists K0 ∈ N such that for
every k ≥ K0 we have
sup
x∈RNd
P
{
Λ
(N)
Lk
(x) is (θ, E)-nonsuitable
}
≤ L−pk . (5.7)
The proof of the proposition uses the following deterministic lemma.
Lemma 5.3. Let θ > 8Nd and E ≤ E(N). Take Nd < s < s + 2Nd < θ. Let
J ∈ N, Y ≥ 4000JNN+1, L = Y ℓ, and x ∈ RNd. Suppose we have the following:
(i) Λ
(N)
L (x) is E-suitably nonresonant.
(ii) There are at most J pairwise ℓ-distant, (E, θ)-nonsuitable boxes in the ℓ-
suitable cover.
(iii) Every box Λ
(N)
t (u) ⊆ Λ(N)L (x) with t ∈
{
(2kjα+ 1) ℓ; j = 1, · · · , JNN
}
and
u ∈ x+αℓZNd, where kj is given in Remark 3.6, is E-suitably nonresonant.
Then the N -particle box Λ
(N)
L (x) is (E, θ)-suitable for L sufficiently large.
Lemma 5.3 has the same proof as [KlN, Lemma 3.3]. Prop 5.2 is proved using
Lemma 5.3 as [KlN, Proposition 3.2] is proved using [KlN, Lemma 3.3].
5.2 The second multiscale analysis
Proposition 5.4. Let E ≤ E(N), p > 0, θ > 0, 1 < γ < 1 + pp+2Nd . Then there
exists a length scale Z∗1 such that if for some L0 ≥ Z∗1 we can verify
sup
x∈RNd
P
{
Λ
(N)
L0
(x) is (m0, E)-nonregular
}
≤ L−p0 , (5.8)
where θ logL0L0 ≤ m0 < m∗, then, setting Lk+1 = L
γ
k, for k = 1, 2, ..., we get
sup
x∈RNd
P
{
Λ
(N)
Lk
(x) is
(
m0
2 , E
)
-nonregular
}
≤ L−pk for all k = 0, 1, 2, ... (5.9)
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To prove the proposition we use the following deterministic lemma.
Lemma 5.5. Let E ≤ E(N), L = ℓγ, J ∈ N, m0 > 0, and
mℓ ∈ [ 1ℓκ ,m0], where 0 < κ < min {γ − 1, γ(1− β), 1} . (5.10)
Suppose that we have the following:
(i) Λ
(N)
L (x) is E-nonresonant.
(ii) There are at most J pairwise ℓ-distant, (E, mℓ)-nonregular boxes in the suit-
able cover.
(iii) Every box Λ
(N)
t (u) ⊆ Λ(N)L (x) with t ∈
{
(2kjα+ 1) ℓ; j = 1, · · · , JNN
}
and
u ∈ x+ αℓZNd, where kj is given in Remark 3.6, is E-nonresonant.
Then Λ
(N)
L (x) is (E, mL)-regular for L large, where
mℓ ≥ mL ≥ mℓ − 12ℓκ ≥ 1Lκ . (5.11)
Lemma 5.5 and Proposition 5.4 are proved in the same way as [KlN, Lemma 3.5
and Proposition 3.4].
5.3 The third multiscale analysis
Proposition 5.6. Let E ≤ E(N), 0 < ζ1 < ζ0 < 1 as in (5.5), and assume
Y ≥ (3800NN+1) 11−ζ0 . Then there exists Z∗2 > Lτ such that, if for some scale
L0 > Z
∗
2 we have
sup
x∈RNd
P
{
Λ
(N)
L0
(x) is (ζ0, E)-nonSES
}
≤
(
2 (2Y )
Nd
)− 1
Y ζ0−1
, (5.12)
then, setting Lk+1 = Y Lk, k = 0, 1, 2, ..., there exists K1 ∈ N such that for every
k ≥ K1 we have
sup
x∈RNd
P
{
ΛLk(x) is (ζ0, E)-nonSES
}
≤ e−Lζ1k . (5.13)
As a consequence, for every k ≥ K1, we have
sup
x∈RNd
P
{
ΛLk(x) is
(
Lζ0−1k , E
)
-nonregular
}
≤ e−Lζ1k . (5.14)
The proof of proposition uses the following deterministic lemma.
Lemma 5.7. Let E ≤ E(N), L = Y ℓ, where Y ≥ (3800NN+1) 11−ζ0 , and set
J = ⌊Y ζ0⌋, the largest integer ≤ Y ζ0 . Suppose the following are true:
(i) Λ
(N)
L (x) is E-nonresonant.
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(ii) There are at most J pairwise ℓ-distant, (E, ζ0)-nonSES boxes in the suitable
cover.
(iii) Every box Λ
(N)
t (u) ⊆ Λ(N)L (x) with t ∈
{
(2kjα+ 1) ℓ; j = 1, · · · , JNN
}
and
u ∈ x+ αℓZNd, where kj is given in Remark 3.6, is E-nonresonant.
Then Λ
(N)
L (x) is (E, ζ0)-SES, provided ℓ is sufficiently large.
Lemma 5.7 and Proposition 5.6 are proved in the same way as [KlN, Lemma 3.7
and Proposition 3.6].
5.4 The fourth multiscale analysis
We fix ζ, τ, β, ζ1, ζ2, γ as in (5.5).
5.4.1 The single energy multiscale analysis
Proposition 5.8. There exists a length scale Z∗3 such that, given an energy E ≤
E(N), if for some L0 ≥ Z∗3 we can verify
sup
a∈RNd
P
{
Λ
(N)
L0
(a) is (m0, E) -nonregular
}
≤ e−Lζ10 , (5.15)
where Lζ0−10 ≤ m0 < m∗, then for sufficiently large L we have
sup
a∈RNd
P
{
Λ
(N)
L (a) is
(
m0
2 , E
)
-nonregular
}
≤ e−Lζ2 . (5.16)
Proposition 5.8 is proved first for a sequence of length scale Lk similarly to
Proposition 5.4; to obtain the sub-exponential decay of probabilities we choose J ,
the number of bad boxes, dependent on the scale L as in the proof of Proposi-
tion 5.19 below. To obtain Proposition 5.8 as stated, that is, for all sufficiently
large scales, we prove a slightly more general result.
Definition 5.9. Let E ∈ R. An N-particle box, Λ(N)L (x), is said to be (E,mL)-
good if and only if it is (E,mL)-regular and E-nonresonant.
Lemma 5.10. Let Λ
(N)
L (x) be an N-particle box, γ > 1, ℓ = L
1
γ′ with γ ≤ γ′ ≤ γ2,
and m > 0. Let E ≤ E(N), and suppose every box in the suitable cover is (E,m)-
good. Then Λ
(N)
L (x) is
(
E, m2
)
-good for large L.
This lemma is just [GK6, Lemma 3.16].
Lemma 5.11. Let E1 ≤ E(N), ζ2 ∈ (ζ, τ), and γ ∈ (1, 1ζ2 ) with ζ γ2 < ζ2.
Assume there exists a mass mζ2 > 0 and a length scale L0 = L0(ζ2), such that,
taking Lk+1 = L
γ
k for k = 0, 1, . . ., we have
sup
a∈RNd
P
{
Λ
(N)
Lk
(a) is not (mζ2 , E1) -good
}
≤ e−Lζ2k for k = 0, 1, . . . . (5.17)
Multi-particle continuous Anderson Hamiltonians 25
Then there exists Lζ such that for every L ≥ Lζ we have
sup
a∈RNd
P
{
Λ
(N)
L (a) is not (mζ2 , E1) -good
}
≤ e−Lζ . (5.18)
The proof of Lemma 5.11 is straightforward (see [KlN, Lemma 3.11]).
5.4.2 The energy interval multiscale analysis
Lemma 5.12. Let Λ
(N)
L (x) be an N-particle box and m > 0. Let E0 ≤ E(N), and
suppose that
(i) Λ
(N)
L (x) is (m,E0)-regular,
(ii) dist
(
σ
(
H
Λ
(N)
L
(x)
)
, E0
)
≥ e−Lβ , i.e.,
∥∥∥R
Λ
(N)
L
(x)
(E0)
∥∥∥ ≤ eLβ .
Then Λ
(N)
L (x) is
(
m− 100 log 2L , E
)
-good for every E ∈ I = (E0 − η,E0 + η),
where η = 12e
−mL−2Lβ .
Lemma 5.12 is proved as [KlN, Lemma 3.12].
Proposition 5.6, combined with Theorem 2.2 and Lemma 5.12, yields the fol-
lowing proposition.
Proposition 5.13. Let 0 < ζ2 < ζ1 < ζ0 < 1, and assume the conclusions of
Proposition 5.6. There exists scales Lk, k = 1, 2, . . ., such that limk→∞ Lk = ∞,
with the following property: Let
mk =
(
Lζ0−1k − 100 log 2Lk
)
and ηk =
1
2e
−Lζ0
k
−2Lβ
k . (5.19)
Then for all E0 ≤ E(N) we have
sup
x∈RNd
P {∃E ∈ (E0 − ηk, E0 + ηk) such that ΛLk(x) is (mk, E) -nonregular}
≤ e−Lζ1k , (5.20)
and
sup
x∈RNd
P {∃E ∈ (E0 − ηk, E0 + ηk) such that ΛLk(x) is not (mk, E) -good}
≤ e−Lζ2k . (5.21)
We now take L = ℓγ .
Definition 5.14. Let Λ
(N)
L (x) = ΛL(xJ )×ΛL(xJ c) be a PI N-particle box with
the usual ℓ suitable cover, and consider an energy E ∈ R. Then:
(i) Λ
(N)
L (x) is not E-Lregular (for left regular) if and only if there are two boxes
in the suitable cover of ΛL(xJ ) that are ℓ-distant and (m∗, E−µ)-nonregular
for some µ ∈ σ (HΛL(xJc )) ∩ (−∞, 2E(N)].
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(ii) Λ
(N)
L (x) is not E-Rregular (for right regular) if and only if there are two
boxes in the suitable cover of ΛL(xJ c) that are ℓ-distant and (m∗, E − λ)-
nonregular for some λ ∈ σ (HΛL(xJ )) ∩ (−∞, 2E(N)].
(iii) Λ
(N)
L (x) is E-preregular if and only if Λ
(N)
L (x) is E-Lregular and E-Rregular.
Lemma 5.15. Let E0 ≤ E(N) such that I = [E0 − δτ , E0 + δτ ] ⊆ (−∞, 2E(N)],
and consider a PI N-particle box Λ
(N)
L (x) = ΛL(xJ )×ΛL(xJ c). Then
(i) P
{
Λ
(N)
L (x) is not E-Lregular for some E ∈ I
}
≤ L3Nde−ℓτ ,
(ii)
{
Λ
(N)
L (x) is not E-Lregular for some E ∈ I
}
≤ L3Nde−ℓτ .
We conclude that for L sufficiently large we have
P
{
Λ
(N)
L (x) is not E-preregular for some E ∈ I
} ≤ 2L3Nde−ℓτ . (5.22)
Lemma 5.15 has the same proof as [KlN, Lemma 3.15].
Definition 5.16. Let Λ
(N)
L (x) = ΛL(xJ )×ΛL(xJ c) be a PI N-particle box, and
consider an energy E ≤ E(N). Then:
(i) Λ
(N)
L (x) is E-left nonresonant (or LNR) if and only if every box Λ(2kj+1)ℓ(a)
with Λ(2kj+1)ℓ(a) ⊆ ΛL(xJ ), a ∈ xJ +αℓZ|J |d and j ∈
{
1, 2, . . . |J ||J |
}
, is
(E − µ)-nonresonant for every µ ∈ σ (HΛL(uJ c )) ∩ (−∞, 2E(N)]. Otherwise
we say Λ
(N)
L (x) is E-left resonant (or LR).
(ii) Λ
(N)
L (x) is E-right nonresonant (or RNR) if and only if for every box
Λ(2kj+1)ℓ(a) ⊆ ΛL(xJ c) with a ∈ xJ c+αℓZ|J
c|d and j ∈
{
1, 2, . . . |J c||J c|
}
is (E−λ)-nonresonant for every λ ∈ σ (HΛL(xJ ))∩(−∞, 2E(N)]. Otherwise
we say Λ
(N)
L (x) is E-right resonant (or RR).
(iii) We say Λ
(N)
L (x) is E-highly nonresonant (or HNR) if and only if Λ
(N)
L (x)
is E-nonresonant, E-LNR, and E-RNR.
Lemma 5.17. Let E ≤ E(N) and Λ(N)L (x) = ΛL(xJ ) × ΛL(xJ c) be a PI N-
particle box. Assume that the following are true:
(i) Λ
(N)
L (x) is E-HNR.
(ii) Λ
(N)
L (x) is E-preregular.
Then Λ
(N)
L (x) is (m(L), E)-regular for sufficiently large L, where
m(L) = m∗ − 12Lκ − 100(nd+1) log(2L)L . (5.23)
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Proof. Applying Lemma 3.9(ii), it is sufficient to prove that there exists m ≤
1
6
√
E(N) such that ΛL(xJ ) is (m, E−µ)-regular for every µ ∈ σJ c∩(−∞, 2E(N)]
and ΛL(xJ c) is (m, E − λ)-regular for every λ ∈ σJ ∩ (−∞, 2E(N)]. Then we
can conclude that Λ
(N)
L (x) is
(
m− 100(nd+1) log(2L)L , E
)
-regular.
Let µ ∈ σJ c ∩ (−∞, 2E(N)]. Since Λ(N)L (u) is E-preregular; thus it is E-
Lregular, which implies there cannot be two boxes in the suitable cover of ΛL(xJ )
that are ℓ-distant and (m∗, E − µ)-nonregular. Moreover, Λ(N)L (u) is E-HNR;
thus it is E-LNR, which implies every box Λ(2kj+1)ℓ(a) with Λ(2kj+1)ℓ(a) ⊆
ΛL(xJ ), a ∈ xJ + αℓZ|J |d and j ∈
{
1, 2, . . . |J ||J |
}
, is (E − µ)-nonresonant.
By Lemma 5.5, we have ΛL(xJ ) is
(
m∗ − 12Lκ , E − µ
)
-regular. A similar ar-
gument will apply for λ ∈ σJ ∩ (−∞, 2E(N)]. We conclude that Λ(N)L (x) is(
m∗ − 12Lκ − 100(nd+1) log(2L)L , E
)
-regular.
Lemma 5.18. Let E ≤ E(N), and Λ(N)L (x) = ΛL(xJ ) × ΛL(xJ c) be a PI N-
particle box.
(i) If Λ
(N)
L (x) is E-right resonant, then there exists an N-particle rectangle
Λ = ΛL(xJ )×Λ(2kjα+1)ℓ(u), (5.24)
where j ∈
{
1, 2, . . . , |J c||J c|
}
, u ∈ xJ c + αℓZ|J c|d, and Λ(2kjα+1)ℓ(u) ⊆
ΛL(xJ c), such that
dist
(
σ
(
Λ
)
, E
)
< 12e
−((2kjα+1)ℓ)β ≤ 12e−ℓ
β
. (5.25)
(ii) If Λ
(N)
L (x) is E-left resonant, then there exists an N-particle rectangle
Λ = Λ(2kjα+1)ℓ(u)×ΛL(xJ c), (5.26)
where j ∈
{
1, 2, . . . , |J ||J |
}
, u ∈ xJ + αℓZ|J |d, and Λ(2kjα+1)ℓ(u) ⊆
ΛL(uJ ), such that
dist
(
σ
(
Λ
)
, E
)
< 12e
−((2kjα+1)ℓ)β ≤ 12e−ℓ
β
. (5.27)
Proof. Let E ≤ E(N) and Λ(N)L (x) = ΛL(xJ )×ΛL(xJ c) be a PI N-particle box.
Suppose Λ
(N)
L (x) is E-right resonant. (The same argument applies if Λ
(N)
L (x)
is E-left resonant.) Then we can find λ ∈ σ (HΛL(xJ )) ∩ (−∞, 2E(N)] and an(
N−|J |)-particle box, Λ(2kjα+1)ℓ(u) ⊆ ΛL(xJ c), with u ∈ xJ c+αℓZNd and j ∈{
1, 2, . . . , |J c||J c|
}
, such thatΛ(2kjα+1)ℓ(u) is (E−λ)-resonant, so there exists η ∈
σ
(
HΛ(2kjα+1)ℓ(x)
)
such that |E − λ− η| < 12e−((2kjα+1)ℓ)
β
. Moreover, ΛL(xJ ) ×
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ΛL(xJ c) is PI and Λ(2kjα+1)ℓ(u) ⊆ ΛL(xJ c), so if we take Λ = ΛL(xJ ) ×
Λ(2kjα+1)ℓ(u) we get
σ (HΛ) = σ
(
HΛL(xJ )
)
+ σ
(
HΛ(2kjα+1)ℓ(u)
)
. (5.28)
Hence, if a PI N-particle box Λ
(N)
L (x) = ΛL(xJ ) × ΛL(xJ c) is E-right reso-
nant, then there exists an N-particle box Λ = ΛL(xJ ) × Λ(2kjα+1)ℓ(u), where
Λ(2kjα+1)ℓ(u) ⊆ ΛL(xJ c), such that
dist
(
σ
(
HΛ
)
, E
)
< 12e
−((2kjα+1)ℓ)β .
We now state the energy interval multiscale analysis. Given m > 0, L ∈ N,
x, y ∈ ZNd, and an interval I, we define the event
R (m, I, x, y, L, N) ={
∃E ∈ I such that Λ(N)L (x) and Λ(N)L (y) are not (m,E) -regular
}
. (5.29)
Proposition 5.19. . Let ζ, τ, β, ζ1, ζ2, γ as in (5.5) and 0 < m0 < m
∗. There
exists a length scale Z∗3 such that, given a closed interval I ⊆ (−∞, E(N)], if for
some L0 ≥ Z∗3 we can verify
P
{
R (m0, I, x, y, L0, N)
}
≤ e−Lζ20 , (5.30)
for every pair of partially separated N -particle boxes ΛNL0(x) and Λ
(N)
L0
(y), then,
setting Lk+1 = L
γ
k = L
γk
0 for k = 0, 1, 2, . . ., for every pair of partially separated
N -particle boxes Λ
(N)
Lk
(x) and Λ
(N)
Lk
(y) we have
P
{
R
(
m0
2 , I, x, y, Lk, N
)}
(5.31)
≤ P
{
∃E ∈ I so Λ(N)Lk (x) and Λ
(N)
Lk
(y) are not
(
m0
2 , E
)
-good
}
≤ e−Lζ2k .
Proposition 5.19 is proved in the same way as [KlN, Propositions 3.19 and 3.21].
The dependence of the length scale Z∗3 on E
(N) (not present in [KlN]) comes from
the use of Theorem 2.2 and Corollary 2.3.
5.5 Completing the proof of the bootstrap multiscale anal-
ysis
Proceeding as in [GK1, Section 6], Theorem 1.6 follows from Propositions 5.2,
5.4, 5.6, plus Proposition 5.8 for Part (i) (the single energy bootstrap multiscale
analysis), and Propositions 5.13 and 5.19 (the energy interval bootstrap multiscale
analysis).
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6 From the bootstrap multiscale analysis to local-
ization
Corollary 1.7 is proved from Theorem 1.6 along the lines of the proofs of the
corresponding statements in [DK, GK1, GK5, GK6]), similarly to the proof of
[KlN, Corollary 1.7] from [KlN, Theorem 1.5].
A The almost-sure spectrum of the n-particle An-
derson Hamiltonian
Proposition A.1. Let Σ(n) be the almost-sure spectrum of the n-particle Anderson
Hamiltonian H
(n)
ω as in Definition 1.1. Then Σ(n) = [0,∞)
Proof. Clearly Σ(n) ⊂ [0,∞). We need to prove [0,∞) ⊂ Σ(n). So let λ ∈ [0,∞)
and ε > 0. Since σ(−∆(n)) = [0,∞), there exists ψ ∈ C2(Rnd) with ‖ψ‖ = 1 and
a box Λ
(n)
L (x) such that suppψ ⊆ Λ(n)L (x) and
∥∥(−∆(n) − λ)ψ∥∥ ≤ ǫ2 . Without
loss of generality we can assume that U = 0 on Λ
(n)
L (x), so H
(n)
ω ψ = H
(n)
0,ωψ.
If we have V
(n)
ω χ
Λ
(n)
L (x)
≤ ǫ2 , we conclude that
∥∥∥(H(n)ω − λ)ψ∥∥∥ ≤ ε, and hence
dist
(
λ, σ
(
H
(n)
ω
))
≤ ε. Thus,
P
{
dist
(
λ, σ
(
H(n)ω
))
≤ ε
}
⊇ P
{
V (n)ω χΛ(n)
L
(x)
≤ ǫ2
}
> 0, (A.1)
where the strict positivity comes from Definition 1.1.
Since Σ(n) = σ
(
H
(n)
ω
)
for P-a.e. ω, we conclude from (A.1) that we have
dist
(
λ,Σ(n)
) ≤ ε for all ε > 0, and hence λ ∈ Σ(n).
B Unique continuation principle for spectral pro-
jections of Schro¨dinger operators on arbitrary
rectangles
In this appendix we extend [Kl2, Theorems 1.1 and 2.2] to arbitrary rectangles.
Let H = −∆+V be a Schro¨dinger operator on L2(Rd). Given a rectangle Λ ⊂ Rd,
let HΛ = −∆Λ + VΛ denote the restriction of H to the rectangle Λ with either
Dirichlet or periodic boundary condition: ∆Λ is the Laplacian with either Dirichlet
or periodic boundary condition and VΛ is the restriction of V to Λ. (We will abuse
the notation and simply write V for VΛ, i.e., HΛ = −∆Λ + V on L2(Λ).) By
a unique continuation principle for spectral projections (UCPSP) we mean an
estimate of the form
χI(HΛ)WχI(HΛ) ≥ κχI(HΛ), (B.1)
where χI is the characteristic function of an interval I ⊂ R, W ≥ 0 is a potential,
and κ > 0 is a constant.
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In this appendix we use the Euclidean norm on Rd:
|x| = |x|2 :=
 d∑
j=1
|xj |2

1
2
for x = (x1, x2, . . . , xd) ∈ Rd. (B.2)
Distances between sets in Rd will be measured with respect to norm |x|. The ball
centered at x ∈ Rd with radius δ > 0 is given by
B(x, δ) :=
{
y ∈ Rd; |y − x| < δ} . (B.3)
We consider rectangles
Λ = ΛL(a) = a+
d∏
j=1
(−Lj2 , Lj2 ) =
d∏
j=1
(aj − Lj2 , aj + Lj2 ), (B.4)
where a ∈ Rd and L = (L1, . . . , Ld) ∈ (0,∞)d. The box ΛL(x) = x + (−L2 , L2 )d
centered at x ∈ Rd with side of length L is the special case L1 = . . . = Ld = L.
Given a rectangle Λ we set
Λ̂ = Λ ∩ Zd and ̂̂Λ = {k ∈ Λ̂; Λ1(k) ⊂ Λ} . (B.5)
HΛ will denote the restriction of H to the rectangle Λ with either Dirichlet or
periodic boundary condition.
Given subsets A and B of Rd, and a function ϕ on the set B, we set ϕA :=
ϕχA∩B. In particular, given x ∈ Rd and δ > 0 we write ϕx,δ := ϕB(x,δ). We let
Nodd denote the set of odd natural numbers. IfK is an operator on a Hilbert space,
D(K) will denote its domain. By a constant we will always mean a finite constant.
We will use Ca,b,..., C
′
a,b,..., C(a, b, . . .), etc., to denote a constant depending only
on the parameters a, b, . . ..
The following is an extension of [Kl2, Theorem 1.1] to rectangles with arbitrary
centers and side lengths.
Theorem B.1. Let H = −∆+ V be a Schro¨dinger operator on L2(Rd), where V
is a bounded potential. Fix δ ∈ (0, 12 ], let {yk}k∈Zd be sites in Rd with B(yk, δ) ⊂
Λ1(k) for all k ∈ Zd. Given E0 > 0, set K = K(V,E0) = 2 ‖V ‖∞ +E0. Consider
a rectangle Λ as in (B.4), where a ∈ Rd and Lj ≥ 114
√
d for j = 1, . . . , d, and set
W (Λ) =
∑
k∈̂̂Λ
χB(yk,δ). (B.6)
There exists a constant Md > 0, such that, defining γ = γ(d,K, δ) > 0 by
γ2 = 12δ
Md
(
1+K
2
3
)
, (B.7)
then for any closed interval I ⊂ (−∞, E0] with |I| ≤ 2γ we have
χI(HΛ)W
(Λ)χI(HΛ) ≥ γ2χI(HΛ). (B.8)
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Remark B.2. It follows, using Theorem B.1 in the proofs, that the optimal Weg-
ner estimates for (one-particle) crooked Anderson Hamiltonians given in [Kl2,
Theorems 1.4 and 1.5] hold for a rectangle Λ as in (B.4), where a ∈ Rd and
Lj ≥ 114
√
d + δ+ for j = 1, . . . , d. (In particular, they hold on arbitrary boxes
Λ = ΛL(x0), where x0 ∈ Rd and L ≥ 114
√
d+ δ+.)
For convenience we recall the quantitative unique continuation principle [BoKl,
Theorem 3.2] as stated in [Kl2, Theorem 2.1].
Theorem B.3. Let Ω be an open subset of Rd and consider a real measurable
function V on Ω with ‖V ‖∞ ≤ K < ∞. Let ψ ∈ H2(Ω) be real valued and let
ζ ∈ L2(Ω) be defined by
−∆ψ + V ψ = ζ a.e. on Ω. (B.9)
Let Θ ⊂ Ω be a bounded measurable set where ‖ψΘ‖2 > 0. Set
Q(x,Θ) := sup
y∈Θ
|y − x| for x ∈ Ω. (B.10)
Consider x0 ∈ Ω \Θ such that
Q = Q(x0,Θ) ≥ 1 and B(x0, 6Q+ 2) ⊂ Ω. (B.11)
Then, given
0 < δ ≤ min {dist (x0,Θ) , 12} , (B.12)
we have
(
δ
Q
)md(1+K 23 )(Q 43+log ‖ψΩ‖2‖ψΘ‖2 ) ‖ψΘ‖22 ≤ ‖ψx0,δ‖22 + δ2 ‖ζΩ‖22 , (B.13)
where md > 0 is a constant depending only on d.
The following theorem is a version of [Kl2, Theorem 2.2] for rectangles with
arbitrary centers and side lengths.
Theorem B.4. Let H = −∆+ V be a Schro¨dinger operator on L2(Rd), where V
is a bounded potential with ‖V ‖∞ ≤ K. Fix δ ∈ (0, 12 ], let {yk}k∈Zd be sites in Rd
with B(yk, δ) ⊂ Λ1(k) for all k ∈ Zd. Consider a rectangle Λ as in (B.4), where
a ∈ Rd and Lj ≥ 114
√
d for j = 1, . . . , d. Then for all real-valued ψ ∈ D(∆Λ) we
have
δ
Md
(
1+K
2
3
)
‖ψΛ‖22 ≤
∑
k∈̂̂Λ
‖ψyk,δ‖22 + δ2 ‖((−∆+ V )ψ)Λ‖22 , (B.14)
where Md > 0 is a constant depending only on d.
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Proof. As in [GK6, Proof of Corollary A.2], we extend V and functions ϕ ∈ L2(Λ)
to Rd.
For Dirichlet boundary condition, given ϕ ∈ L2(Λ), we extend it to a function
ϕ˜ ∈ L2loc(Rd) by setting ϕ˜ = ϕ on Λ and ϕ˜ = 0 on ∂Λ, and requiring
ϕ˜(x) = −ϕ˜(x+ (Lj − 2θj(xj − aj))ej) for all x ∈ Rd and j ∈ {1, 2 . . . , d} , (B.15)
where {ej}j=1,2...,d is the canonical orthonormal basis in Rd, and for each t ∈ R
we define θj(t) ∈ (−Lj2 , Lj2 ] by t = kLj + θj(t) with k ∈ Z. We also extend the
potential V to a potential V̂ on Rd by by setting V̂ = V on Λ and V = 0 on ∂Λ,
and requiring that for all x ∈ Rd and j ∈ {1, 2 . . . , d} we have
V̂ (x) = V̂ (x+ (Lj − 2θj(xj − aj))ej). (B.16)
Note that ‖V̂ ‖∞ = ‖V ‖∞ ≤ K. Moreover, ψ ∈ D(∆Λ) implies ψ˜ ∈ H2loc(Rd) and
˜(−∆+ V )ψ = (−∆+ V̂ )ψ˜. (B.17)
For periodic boundary condition, we extend ϕ ∈ L2(Λ) and V to periodic
functions ϕ˜ and V̂ on Rd of period (L1, . . . , Ld); note ‖V̂ ‖∞ = ‖V ‖∞ ≤ K.
Moreover, ψ ∈ D(∆Λ) implies ψ˜ ∈ H2loc(Rd) and we have (B.17).
Let τ = (τ1, . . . , τd) be given by
τj = min {t ≥ 2;Lj ∈ tNodd} = Lj
2
⌊
Lj−2
4
⌋
+ 1
, j = 1, 2, . . . , d. (B.18)
It follows that (Lj > 12
√
d ≥ 12)
2 ≤ τj ≤ Lj
2
(
Lj−2
4 − 1
)
+ 1
=
2
1− 4Lj
<
2
1− 412
= 3, (B.19)
so
τ∞ = max
j=1,...,d
τj < 3. (B.20)
We let τZd =
∏d
j=1 τjZ and Λ
(τ) =
(
a+ τZd
) ∩ Λ. Then
Λ =
⋃
κ∈Λ(τ)
Λτ (κ). (B.21)
We define J : Λ(τ) → ̂̂Λ in such a way that Λ1(J (κ)) ⊂ Λτ (κ) for all κ ∈ Λ(τ).
This can always be done since τj ≥ 2 for j = 1, . . . , d; note that J is one to one.
Let Y ∈ Nodd, Y ≤ Lj6 < Lj2τj for j = 1, 2, . . . , d. It follows that for all ϕ ∈ L2(Λ)
we have (see [RV, Subsection 5.2])∑
κ∈Λ(τ)
∥∥ϕ˜ΛY τ (κ)∥∥22 ≤ (2τ∞Y )d ‖ϕΛ‖22 ≤ (6Y )d ‖ϕΛ‖22 . (B.22)
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We now fix ψ ∈ D(∆Λ). Following Rojas-Molina and Veselic´, we call a site
κ ∈ Λ(τ) dominating (for ψ) if∥∥ψΛτ (κ))∥∥22 ≥ 12(6Y )d ∥∥∥ψ˜ΛY τ (κ)∥∥∥22 . (B.23)
Letting D̂ ⊂ Λ(τ) denote the collection of dominating sites, Rojas-Molina and
Veselic´ [RV, Subsection 5.2] observed that it follows from (B.22), (B.23), and
(B.21), that ∑
κ∈D̂
∥∥ψΛτ (κ))∥∥22 ≥ 12 ‖ψΛ‖22 . (B.24)
We define a map J : Λ(τ) → Λ(τ) by
J(κ) =
{
κ+ 2τ1e1 if κ+ 2τ1e1 ∈ Λ(τ)
κ− 2τ1e1 if κ+ 2τ1e1 /∈ Λ(τ)
. (B.25)
Note that J is well defined, and
#J−1({κ}) ≤ 2 for all κ ∈ Λ(τ). (B.26)
We have (see (B.10))
Q(yJ (J(κ)),Λτ (κ)) = sup
x∈Λτ (κ)
∣∣x− yJ (J(κ))∣∣ (B.27)
≤ sup
x∈Λτ (κ)
|x− κ|+ |κ− J(κ)|+ ∣∣J(κ)− yJ (J(κ))∣∣
≤ τ∞2
√
d+ 2τ1 +
τ∞
2
√
d ≤ 3τ∞
√
d ≤ 9
√
d.
for all k ∈ Λ(τ).
For each κ ∈ Λ(τ) we will apply Theorem B.3 with Ω = ΛY τ (κ), Θ = Λτ (κ),
and x0 = yJ (J(κ)). We need to guarantee (B.11), that is,
B(yJ (J(κ)), 6Q(yJ (J(κ)),Λτ (κ)) + 2) ⊂ ΛY τ (κ) for all k ∈ D̂. (B.28)
It suffices, using (B.27) and τj ≥ 2, to have∣∣yJ (J(κ)) − κ∣∣+ 9√d ≤ τ∞2 √d+ 2τ1 + 9√d ≤ 332 √d ≤ 2Y2 = Y. (B.29)
We thus choose
Y = min
{
n ∈ Nodd;n ≥ 332
√
d
}
≤ 332
√
d+ 2 ≤ 19
√
d. (B.30)
Since we want Y ≤ Lj6 < Lj2τj for j = 1, 2, . . . , d, we require Lj ≥ 114
√
d for
j = 1, 2, . . . , d.
Applying Theorem B.3, for each κ ∈ Λ(τ) we get
δ
m′d
(
1+K
2
3
) ∥∥ψΛτ (κ)∥∥22 ≤ ∥∥ψyJ (J(κ)),δ∥∥22 + δ2 ∥∥∥ζ˜ΛY τ (κ)∥∥∥22 , (B.31)
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where ζ = (−∆+ V )ψ and m′d > 0 is a constant depending only on d. Summing
over κ ∈ D̂ and using (B.24), (B.26), (B.22), and (B.30), and we get
1
2δ
m′d
(
1+K
2
3
)
‖ψΛ‖22 ≤ 2
∑
k∈̂̂Λ
‖ψyk,δ‖22 + (6Y )dδ2 ‖ζΛ‖22 (B.32)
≤ 2
∑
k∈̂̂Λ
‖ψyk,δ‖22 + (114
√
d)dδ2 ‖ζΛ‖22 ,
so (B.14) follows.
Proof of Theorem B.1. Given E0 > 0, set K = K(V,E0) = 2 ‖V ‖∞ + E0, and
let γ be given by (B.7), where Md > 0 is the constant in Theorem B.4. Let
I ⊂ (−∞, E0] be a closed interval with |I| ≤ 2γ. Since σ(HΛ) ⊂ [−‖V ‖∞ ,∞)
for any rectangle Λ, without loss of generality we assume I = [E − γ,E + γ] with
E ∈ [−‖V ‖∞ , E0], so
‖V − E‖∞ ≤ ‖V ‖∞ +max {E0, ‖V ‖∞} ≤ K. (B.33)
Moreover, for any rectangle Λ we have
‖(HΛ − E)ψ‖2 ≤ γ ‖ψ‖2 for all ψ ∈ RanχI(HΛ). (B.34)
Let Λ be a rectangle as in Theorem B.4 and ψ ∈ RanχI(HΛ). If ψ is real-
valued, it follows from Theorem B.4, (B.7), and (B.34) that
2γ2 ‖ψ‖22 ≤
∑
k∈̂̂Λ
‖ψyk,δ‖22 + γ2 ‖ψ‖22 , (B.35)
yielding
γ2 ‖ψ‖22 ≤
∑
k∈̂̂Λ
‖ψyk,δ‖22 =
∥∥∥W (Λ)ψ∥∥∥2
2
, (B.36)
where the equality follows from (B.6). For arbitrary ψ ∈ RanχI(HΛ), we write
ψ = ℜψ + iℑψ, and note that ℜψ,ℑψ ∈ RanχI(HΛ), ‖ψ‖22 = ‖ℜψ‖22 + ‖ℑψ‖22,
and, sinceW (Λ) is real-valued,
∥∥W (Λ)ψ∥∥2
2
=
∥∥W (Λ)ℜψ∥∥2
2
+
∥∥W (Λ)ℑψ∥∥2
2
. Recalling(
W (Λ)
)2
=W (Λ), we conclude that
γ2 〈ψ, ψ〉 = γ2 ‖ψ‖22 ≤
∥∥∥W (Λ)ψ∥∥∥2
2
=
〈
ψ,W (Λ)ψ
〉
(B.37)
for all ψ ∈ RanχI(HΛ), proving (B.8).
References
[ASFH] Aizenman, M., Schenker, J., Friedrich, R., Hundertmark, D.: Finite vol-
ume fractional-moment criteria for Anderson localization. Comm. Math.
Phys. 224, 219-253 (2001)
Multi-particle continuous Anderson Hamiltonians 35
[AW] Aizenman, M., Warzel, S.: Localization bounds for multiparticle systems.
Commun. Math. Phys. 290, 903-934 (2009)
[BCSS] Boutet de Monvel, A., Chulaevsky, V., Stollmann, P., Suhov, Y.:
Wegner-type bounds for a multi-particle continuous Anderson model with
an alloy-type external potential. J. Stat. Phys. 138, 553-566 (2010)
[BoKl] Bourgain, J., Klein, A.: Bounds on the density of states
for Schro¨dinger operators. Invent. Math. 194, 41-72 (2013).
doi:10.1007/s00222-012-0440-1)
[CL] Carmona, R, Lacroix, J.: Spectral Theory of Random Schro¨dinger Op-
erators. Birkha¨user, Boston (1990)
[ChBS] Chulaevsky, V., Boutet de Monvel, A., Suhov, Y.: Dynamical localization
for a multi-particle model with an alloy-type external random potential.
Nonlinearity, 24 , 1451-1472 (2011)
[ChS1] Chulaevsky, V., Suhov, Y.: Wegner bounds for a two particle tight bind-
ing model. Commun. Math. Phys. 283, 479-489 (2008)
[ChS2] Chulaevsky, V., Suhov, Y.: Eigenfunctions in a two-particle Anderson
tight binding model. Commun. Math. Phys. 289, 701-723 (2009)
[ChS3] Chulaevsky, V., Suhov, Y.: Multi-particle Anderson Localization: Induc-
tion on the number of particles. Math. Phys. Anal. Geom., no. 2, 117-139
(2009)
[CoH] Combes, J.M., Hislop, P.D.: Localization for some continuous, random
Hamiltonians in d-dimensions. J. Funct. Anal. 124, 149-180 (1994)
[DK] von Dreifus, H., Klein, A.: A new proof of localization in the An-
derson tight binding model. Comm. Math. Phys. 124, 285-299 (1989).
doi:10.1007/BF01219198
[FMSS] Fro¨hlich, J., Martinelli, F., Scoppola, E., Spencer, T.: Constructive proof
of localization in the Anderson tight binding model. Commun. Math.
Phys. 101, 21-46 (1985)
[GK1] Germinet, F., Klein, A.: Bootstrap multiscale Analysis and Localization
in Random Media. Commun. Math. Phys. 222, 415-448 (2001)
[GK2] Germinet, F., Klein, A.: Decay of operator-valued kernels of functions of
Schrodinger and other operators. Proc. Amer. Math. Soc. 131, 911-920
(2003)
[GK3] Germinet, F., Klein, A.: Explicit finite volume criteria for localization
in continuous random media and applications. Geom. Funct. Anal. 13,
1201-1238 (2003)
[GK4] Germinet, F., Klein, A.: A characterization of the Anderson metal-
insulator transport transition. Duke Math. J. 124, 309-351 (2004)
Multi-particle continuous Anderson Hamiltonians 36
[GK5] Germinet, F., Klein, A.: New characterization of the region of complete
localization for random Schro¨dinger operators. J. Stat. Phys. 122, 73-94
(2006)
[GK6] Germinet, F., Klein, A.: A comprehensive proof of localization for con-
tinuous Anderson models with singular random potentials. J. Eur. Math.
Soc. 15, 53-143 (2013)
[HK] Hislop, P.D., Klopp, F.: Optimal Wegner estimate and the density of
states for N -body, interacting Schro¨dinger operators with random po-
tentials. Markov Process. Related Fields. To appear
[K1] Kirsch, W.: An invitation to random Schro¨dinger operators. In Random
Schro¨dinger Operators. Panor. Synthe`ses 25, Soc. Math. France, Paris,
1-119 (2008)
[K2] Kirsch, W.: A Wegner estimate for multi-particle random Hamiltonians.
Zh. Mat. Fiz. Anal. Geom. 4, 121–127 (2008)
[KM] Kirsch, W., Martinelli, F. : On the spectrum of Schro¨dinger operators
with a random potential. Commun. Math. Phys. 85, 329-350 (1982)
[Kl1] Klein, A.: Multiscale analysis and localization of random operators. In
Random Schro¨dinger Operators. Panor. Synthe`ses 25, Soc. Math. France,
Paris, 121-159 (2008)
[Kl2] Klein, A.: Unique continuation principle for spectral projections of
Schro¨dinger operators and optimal Wegner estimates for non-ergodic ran-
dom Schro¨dinger operators. Comm. Math Phys. 323, 1229-1246 (2013).
doi:10.1007/s00220-013-1795-x
[KlK] Klein, A., Koines, A.: A general framework for localization of classi-
cal waves, I: Inhomogeneous media and defect eigenmodes. Math. Phys.
Anal. 4, 97-130 (2001)
[KlKS] Klein, A., Koines, A., Seifert, M.: Generalized eigenfunctions for waves
in inhomogeneous media. J. Funct. Anal. 190, 255-291 (2002)
[KlN] Klein, A., Nguyen, S: The bootstrap multiscale analysis for the
multi-particle Anderson model. J. Stat. Phys. 151, 983-973 (2013).
doi:10.1007/s10955-013-0734-8
[KZ] Klopp, F., Zenk, H.: The integrated density of states for an interact-
ing multiparticle homogeneous model and applications to the Anderson
model. Adv. Math. Phys. 2009, Art. ID 679827, 15 pp
[RV] Rojas-Molina, C., Veselic´, I.: Scale-free unique continuation estimates
and applications to random Schro¨dinger operators. Commun. Math.
Phys. 320, 245-274 (2013). doi:10.1007/s00220-013-1683-4
