A. We study Green's matrices for divergence form, second order strongly elliptic systems with bounded measurable coefficients in two dimensional domains. We establish existence, uniqueness, and pointwise estimates of the Green's matrices.
I
In this article, we study Green's matrices for divergence form, second order strongly elliptic systems with bounded measurable coefficients in two dimensional domains. More precisely, we are concerned with the Green's matrix for elliptic systems G i j (·, y) = 0 on ∂Ω ∀y ∈ Ω, where δ ik is the Kronecker delta symbol and δ y (·) is the Dirac delta function with a unit mass at y. In the scalar case (i.e., when N = 1), the Green's matrix becomes a real valued function and is usually called the Green's function.
We prove that if Ω has either finite volume or finite width, then there exists a unique Green's matrix in Ω; see Theorem 2.12. The same is true when Ω is a domain above a Lipschitz graph (e.g., Ω = R 2 + ); see Theorem 2.21. We also establish growth properties of the Green's matrices including logarithmic pointwise bounds. We emphasize that we do not require Ω to be bounded nor to have a regular boundary in Theorem 2.12. Compared to the result of Dolzmann and Müller [4] , where Ω is assumed to be a bounded Lipschitz domain, our result is an improvement in this respect. Although there is no Green's matrix for Ω = R 2 , there is a possible definition of a fundamental matrix in the entire plane. Such a construction was carried out by Kenig and Ni [12] in the scalar case and by Auscher, McIntosh, and Tchamitchian [1] in the systems setting (In fact, Auscher et al. considered complex coefficients elliptic equations in [1] , but with appropriate changes their strategy carries over to more general elliptic systems). For the completeness of presentation, we include the result of Auscher et al. [1] in Section 5.
Let us briefly review the history of works in this area. In the scalar case, the basic facts about Green's functions of symmetric elliptic operators in bounded domains were proved by Littman, Stampacchia, and Weinberger [14] . The study of the Green's functions for nonsymmetric elliptic operators in bounded domains Ω ⊂ R n (n ≥ 3) was carried out by Grüter and Widman [9] . As it is mentioned earlier, there is no Green's function for Ω = R 2 ; the fundamental solution −(1/2π) ln |x − y| of Laplace equation changes sign and is not considered as a Green's function from a point of view of the classical potential theory (see e.g., [5] ). Nevertheless, it is still possible to define a fundamental solution in R 2 . By using the maximum principle, Kenig and Ni [12] constructed one for symmetric elliptic operators. In [2] , Chanillo and Li derived that the fundamental solution constructed by Kenig and Ni is a function of bounded mean oscillation in R 2 . Also, we would like to bring attention to a paper by Escauriaza [6] on the fundamental solutions of elliptic and parabolic equations in nondivergence form. In the systems setting, the Green's matrices of the elliptic systems with continuous coefficients in bounded C 1 domains have been discussed by Fuchs [7] and Dolzmann and Müller [4] . In fact, Dolzmann and Müller improved the strategy of Fuchs and showed the existence and pointwise estimate for Green's matrix in bounded Lipschitz domains Ω ⊂ R 2 without imposing any regularity on the coefficients. Recently, Hofmann and Kim [10] gave a unified approach in studying Green's functions/matrices in arbitrary domains Ω ⊂ R n (n ≥ 3) valid for both scalar equations and systems of elliptic type by considering a class of operators L such that weak solutions of Lu = 0 satisfy an interior Hölder estimate. However, like the method used in Grüter and Widman [9] , the method of Hofmann and Kim heavily relied on the assumption that n ≥ 3 and could not be applied to the two dimensional case. An parabolic extension of the result by Hofmann and Kim was carried out in a very recent paper by Cho, Dong, and Kim [3] . In particular, Cho et al. proved that so called "Dirichlet heat kernel" of a strongly elliptic system exists in any domain Ω ⊂ R 2 (see Corollary 2.9 in [3] ). In fact, our basic strategy is to make use of their result and construct the Green's matrix out of the "Dirichlet heat kernel" by integrating in t-variable.
The organization of this paper is as follows. In Section 2, we introduce some notations and then state our main results, Theorem 2.12 and Theorem 2.21. We give the proof of Theorem 2.12 in Section 3 and that of Theorem 2.21 in Section 4. Finally, in Section 5 we introduce the result of Auscher et al. [1] regarding construction of a fundamental matrix for an elliptic system in the entire plane.
P   

Strongly elliptic systems in R
2 . Throughout this article, the summation convention over repeated indices shall be assumed. Let L be a second order elliptic operator of divergence type acting on vector valued functions u = (u 1 , . . . , u N ) T (N ≥ 1) defined on an open set Ω ⊂ R 2 in the following way: 2) are N by N matrices satisfying the strong ellipticity condition, i.e., there is a number λ > 0 such that
We also assume that A αβ i j are bounded, i.e., there is a number Λ > 0 such that
We do not impose any further condition other than (2.2) and (2.3) on the coefficients. Especially, we do not assume the symmetry of the coefficients. The transpose operator
where 
0 (Ω). We ask the readers to refer [17, §1.3.4] for the proofs of lemmas stated below. Lemma 2.5. Let Ω ⊂ R 2 be a Green domain and B ⊂ R 2 be a ball. Then, there is a constant C = C(Ω, B) such that 
It is routine to check that if Ω is a Green domain and u is a weak solution in Y 
Then, there exists a Green's matrix G(x, y) = (G i j (x, y)) N i, j=1 defined on {(x, y) ∈ Ω × Ω : x y} satisfying the properties that (2.14)
The Green's matrix G(x, y) in Ω is unique in the following sense:
Moreover, G(x, y) satisfies the following pointwise estimate: 
where t G(x, y) is the Green's matrix of the transpose operator t L in Ω.
Remark 2.19. When |Ω| < ∞, we have global L p estimates for the Green's matrix and its derivatives. In that case, it will be evident from the proof of Theorem 2.12 that G(·, y) and
Next, we consider a domain above a Lipschitz graph. Let Ω be given by (2.20 ) 
P  T 2.12
Throughout this section, we employ the letter C to denote a constant depending on λ, Λ, N while we use C(α, β, . . .) to denote a constant depending on quantities α, β, . . . , as well as λ, Λ, N. It should be understood that C may vary from line to line.
Let us recall the following version of Poincaré inequality (see e.g., [8] for the proof). 
0 (Ω). By using the above lemma, one can show that if Ω has either finite volume or finite width, then Ω is a Green domain and Y 3.1. Construction of the Green's matrix. Let Γ(t, x, s, y) (x, y ∈ Ω and t, s ∈ R) be the parabolic Green's matrix given as in [3, Corollary 2.9] . Note that we have Γ(t, x, s, y) = Γ(t − s, x, 0, y). Throughout the paper, we shall denote
We record here some properties of K(t, x, y) derived in [3, Corollary 2.9] for the reference.
We define the Green's matrix G(x, y) as follows:
The next lemma will show that G(x, y) is well defined.
Lemma 3.12.
For any x, y ∈ Ω with x y, we have
Proof. By [3, Theorem 2.7], we know that t → K(t, x, y) is continuous in t ∈ R for x y. Therefore, we only need to show that ∞ a |K(t, x, y)| dt < ∞ for some a > 0. Let u be the k-th column of K(·, ·, y). Then, by the local boundedness estimate (see [13] )
Therefore, by using (3.5) we obtain (3.14)
By combining (3.13) and (3.14) we have
where
Next, we show that G(·, y) is continuous in Ω \ {y} for any y ∈ Ω. We need the following lemma the proof of which can be found in [13, 
Lemma 3.16. Let L satisfy (2.2) and (2.3). If u(t, x) is a weak solution of u
Let u(t, x) be the k-th column of K(t, x, y). Fix x 0 ∈ Ω with x 0 y and choose r > 0 such that r < d y and B 2r (x 0 ) ⊂ Ω \ B r (y). By [3, Therem 2.7] and (3.3), we find that u(t, x) is a weak solution of u t − Lu = 0 in Q − 2r (t 0 , x 0 ) for any t 0 ∈ R. Therefore, by using Lemma 3.16, (3.5), (3.7), and (3.14) we have (recall that K(t, x, y) ≡ 0 for t < 0)
Then, for any x ∈ B r (x 0 ), we have
Therefore, we find that G(·, y) is locally Hölder continuous in Ω \ {y}. Let t G(x, y) be the Green's matrix of the transpose operator t L in Ω, i.e.,
where t K(t, x, y) and tK (t, x, y) are defined similarly as in (3.3) and (3.4). Let t Γ(s, y, t, x) be the parabolic Green's matrix of
and thus we conclude that
In particular, we proved (2.18). Since t L satisfies (2.2) and (2.3) with the same λ, Λ, we find as in (3.19) that t G(·, x) is locally Hölder continuous in Ω \ {x} for all x ∈ Ω. Therefore, by (2.18) we conclude that G(x, y) is continuous in {(x, y) ∈ Ω × Ω : x y}.
Next, we prove that G(x, ·) is locally integrable for all x ∈ Ω and u defined by (2.16) is a weak solution in W
Lemma 3.23. The following estimates hold uniformly for all t > 0:
Proof. We begin by proving (3.24). Fix p ∈ [1, 2). By Minkowski's inequality, we have
We estimate I 1 by using Hölder's inequality and (3.8) as follows:
To estimate I 2 , observe that Hölder's inequality and (3.14) yield (recall 1 ≤ p < 2)
Therefore, we obtain
Since 1 ≤ ρ −2 γ −1 in any case, we obtain (3.24) by combining (3.29) and (3.30). Next, we prove (3.25). By using Minkowski's inequality as in (3.28), we have
By proceeding as in (3.29) but using (3.6) instead, we obtain (3.31)
By a well known embedding theorem (see e.g., [14, §II.3] or [15, Theorem 6.9]), the energy inequality, and (3.14), we have for t > r
Then, by using Hölder's inequality and (3.32) we estimate
By combining (3.31) and (3.33), we get (3.25).
We now turn to the proof of (3.26). Fix p ∈ [1, 4/3). As in (3.28), we have
By Hölder's inequality and (3.9), we find (3.34)
To estimate I 6 , note that Hölder's inequality implies (recall 1 ≤ p < 4/3)
As in (3.32), the energy inequality and (3.14) yield
Then, as in (3.33), we estimate I 6 by combining (3.35) and (3.36)
We obtain (3.26) by adding (3.34) and (3.37). Finally, we prove (3.27). By using Minkowski's inequality again, we have
We estimate I 7 by using Hölder's inequality and (3.7):
Also, by using (3.36) and proceeding as in (3.37), we obtain (3.39)
Therefore, (3.27) follows from (3.38) and (3.39). The lemma is proved. 
By a similar reasoning, (3.25) yields that
The above inequalities together with (2.18) imply that G(x, ·) is locally integrable for any x ∈ Ω. Therefore, the integral in (2.16) is absolutely convergent for any f ∈ C ∞ c (Ω), and thus u is well defined in (2.16). Moreover, (3.24) and (3.25) together with (3.22) imply
is well defined. By the dominated convergence theorem, we also find that
Also, by the definition ofK(t, x, y) in (3.4), it is easy to verify
Then, as in the proof of Lemma 3.12, we have
We need the following lemma to show that u is a weak solution in W
The readers are asked to consult [3] or [14] for the definition ofV N of the problem
Proof. Let w be the weak solution inV
N of the problem (3.45), the existence and uniqueness of which can be found in [14] . We only need to show that v ≡ w in (0, T ) × Ω. Fix t ∈ (0, T ) and x ∈ Ω. Let t Γ(s, y, t, x) be the parabolic Green's matrix of 
where we have used K(t, x, y) ≡ 0 for t < 0. The lemma is proved.
Note that (3.43) particularly implies v t (t, ·) ∈ L 2 (Ω) N , and thus it is not hard to verify
Then, by setting φ = v(t, ·) above, we find that for almost all t > 0,
where we have used (3.43) and Lemma 3.1. Therefore, for almost all t > 0,
Then, by the weak compactness and (3.41), we find that there exists an increasing sequence {t m } ∞ m=1 tending to infinity such that
Therefore, it follows from (3.43), (3.46), and (3.48) that u defined in (2.16) is a weak solution in W 
We conclude from (3.49) that G(x, ·) ≡G(x, ·) in Ω \ {x} for all x ∈ Ω, and thus G(x, y) = G(x, y) for all x, y ∈ Ω with x y. We have proved the uniqueness. 
Proof of identities
We note that (3.14) yields
If we write φ = ζφ 
Therefore, by combining (3.50)-(3.54), we obtain (2.14).
Next, we prove (2.15). We claim
where η ∈ C ∞ c (Ω) is such that η ≡ 1 on B r (y) for some r < d y . Assume for the moment that the claim is true. Then, by the weak compactness and (3.11), there exists an increasing sequence {t m } ∞ m=1 tending to infinity such that
On the other hand, by [3, Theorem 2.7], we find that
0 (Ω) as desired. To complete the proof of (2.15), it remains to prove the claim (3.55). In fact, by Lemma 3.1, it is enough to show
Let us prove (3.56). Assume that η is supported in a ball B ⊂ R 2 . Then .18), we may exchange the role of x and y. Note that if |x − y| < R = d y /2, then (3.10) yields
On the other hand, if we set ρ = R/2 in (3.13) and r = √ 3R/2 in (3.14) (note that ρ < d x , r < d y , and ρ 2 + r 2 = R 2 ), then (3.15) becomes
Then, by using (3.58) and (3.59), we obtain (recall |x − y| < R)
We have thus proved (2.17). We now turn to the proof of local p-summability of G(·, y) and DG(·, y). Note that (3.60) particularly implies that
We claim that |DG(·, y)| ∈ L p (B ρ (y)) for all 0 < ρ < d y and 1 ≤ p < 2. Let u be the k-th column of G(·, y). Then, by (2.15), we have
and thus, by (2.14), we find that u is a weak solution of Lu = 0 in Ω \ B ρ (y) for any ρ < d y . It follows from (2.17) that there is r 0 = r 0 (γ, d y ) < 1 and
Fix r < r 0 and let ζ ∈ C ∞ c (B r (y)) be a cut-off function satisfying ζ ≡ 1 on B r/2 (y) and |Dζ| ≤ C/r. Then, by (2.15) we find (3.63) (
Since u is a weak solution in W 1,2 (Ω ′ ) N of Lu = 0, by using (3.63) we have
Therefore, by using the bound (3.62) we estimate
Therefore, we have (3.64)
Next, let A t = {x ∈ Ω : |D x G(x, y)| > t} and choose r = 2/t. Then by (3.64)
and |A t ∩ B r (y)| ≤ |B r (y)| ≤ Ct −2 . Therefore, we conclude that for any y ∈ Ω, there exist
From the estimates (3.65), it follows that |DG(·, y)| ∈ L p (B r (y)) for all r < d y and for all p ∈ [1, 2) as we shall demonstrate below. Let r < d y be given and choose τ > t 0 . Note that
By using (3.65), we estimate (recall τ > t 0 )
Note that the above integrals converge if 0 < p < 2, and thus we have shown that
On the other hand, (3.27) yields
By combining (3.66) and (3.67), we find 
Then by combining (3.61) and (3.69), we obtain
Finally, from (2.18), (3.68), and (3.70), it follows that |DG(x, ·)| belongs to L p (B r (x) ∩ Ω) for all r > 0 and 1 ≤ p < 2 and that |G(x, ·)| belongs to L p (B r (x) ∩ Ω) for all r > 0 and 1 ≤ p < ∞. This completes the proof of the theorem.
P  T 2.21
Throughout this section, we employ the letter C to denote a constant depending on λ, Λ, N, and M ≔ ϕ ′ ∞ . We use C(α, β, . . .) to denote a constant depending on quantities α, β, . . . , as well as λ, Λ, N, M.
where Ω is as in (2.20), we shall denotex ≔ (x 1 , ϕ(x 1 )) ∈ ∂Ω. Note that d x is comparable to |x −x|; more precisely, we have
We shall use the following notations.
We ask the readers to consult [3] or [14] for the definition of the space V 2 . 
where µ = µ(λ, Λ, M) ∈ (0, 1). As a consequence, for all t ∈ (t 0 − R 2 , t 0 ), we have
By a well-known boundary regularity theory for weak solutions of elliptic systems in two dimensional Lipschitz domains (see e.g. [18] ), we have (4.7)
where µ = µ(λ, Λ, M) ∈ (0, 1). By a routine adjustment of an argument in [13] , one can deduce (4.5) and (4.6) from (4.7).
Let Ω be given as in (2.20) . It is rather tedious but routine to check that the estimate (4.5) allows us to treat Ω as if Ω = R 2 in the proof of [3, Theorem 2.7] . Consequently, we have the following estimates:
To show the convergence of the integral in (3.11), we need the following lemma.
Lemma 4.12.
Let Ω be given as in (2.20) . There exists µ = µ(λ, Λ, M) ∈ (0, 1) such that
Proof. Denote r ≔ max(|t| 1/2 , |x − y|). We may assume that d x < r/(10 √ 1 + M 2 ); otherwise, (4.13) is an easy consequence of (4.8). Let u(t, x) be the k-th column of K(t, x, y) and set R = r/4. Then by (4.1), (4.6), and (4.10), we have
We obtain (4.13) from (4.14). The lemma is proved. In fact, by using (4.8) and (4.13) together, we may obtain a better bound
Then by combining (4.16) and (4.17), we derive (recall ln + t ≔ max(ln t, 0))
Recall that (2.18) is a consequence of (3.21), which remain valid here. Therefore, (2.22) follows from (2.18) and (4.18) . Note that (2.22) implies that for any r > 0 and p ∈ [1, ∞) 
Notice that (3.17) still remains true here. Therefore, by using (4.20) instead of (3.18) and proceeding as in (3.19) we obtain (Ω) N of Lu = − f . First observe that Ω is a Green domain. Let v(t, x) be defined the same as in (3.40) . Then as in (3.41), we have lim t→∞ v(t, x) = u(x). Also, v t (t, x) has the same representation as in (3.42) . Then, by (4.9) and Minkowski's inequality, we have
and thus, by Lemma 3.44, we estimate
Assume that f is supported in a ball B ⊂ R 2 . Then by setting φ = v(t, ·) in (3.46), we get
where we have used (4.22), (4.23), and (2.6). Then by applying Cauchy-Schwarz inequality to (4.24), we find 
Therefore, we conclude that ζu ∈ W N of Lu = − f . By arguing the same as in the proof of Theorem 2.12, we get the uniqueness of the Green's matrix in Ω.
We need the following lemma to prove (2.14) and (2.15).
Lemma 4.26.
Let Ω be given as in (2.20) . Then, for all y ∈ Ω and for all t > 0, we have
Proof. We proceed similarly as in the proof of Lemma 3.23. Let us begin by proving (4.27) first. By Minkowski's inequality, we have
Then, by Hölder's inequality and (4.11), we have (4.29)
On the other hand, by using Hölder's inequality
By setting r = ( j + 1)/2 ρ in (4.5) and using (4.10), we estimate
Therefore, by combining (4.30) and (4.31), we find (4.32)
and thus, (4.27) follows from (4.29) and (4.32). Next, we turn to the proof of (4.28). As before, Minkowski's inequality yields
Then, by Hölder's inequality and (4.10), we have (4.33)
We need the following inequality to estimate I 4 :
Let us momentarily assume that (4.34) holds and proceed similarly as in (4.31) to get This completes the proof of the lemma.
We now prove (2.14) and (2.15). To prove (2.14), first recall that (3.50) holds. By (4.9), we find that (3.51) remains valid. Assume that φ ∈ C By combining (3.50), (3.51), and (4.37), we obtain (2.14). To prove (2.15), first observe that (4.28) yields (x) ∩ Ω), respectively, for all r > 0 and p ∈ [1, 2). We have already seen in (4.19) that that G(·, y) and G(x, ·) belong to L p (B r (y) ∩ Ω) and L p (B r (x) ∩ Ω), respectively, for all r > 0 and p ∈ [1, ∞). This completes the proof of the theorem.
R   
In this section, we introduce a result of Auscher et al. [1] regarding construction of a fundamental matrix in R 2 . Let H 1 (R 2 ) be the usual Hardy space in R 2 and C 0 (R 2 ) be the space of continuous functions on R 2 vanishing at infinity. For x, y ∈ R 2 , x y, define The following theorem appears in [1] as Theorem 3.16, where L is assumed to be an elliptic operator with complex coefficients. With appropriate changes, the same proof carries over. 
