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Título: La protección de la intimidad y vida privada en Internet: Los flujos de información y 
la integridad contextual en las redes sociales (2004-2014) 
 
Objetivo: La presente tesis explora las actuales preocupaciones relativas a las 
intromisiones en la intimidad y vida privada de las personas producidas en los entornos digitales, 
concretamente, en las redes sociales. Con el objetivo de entender y explicar los principales 
riesgos en el uso de estos servicios de Internet, se pretende identificar y evaluar los flujos de 
información y la transferencia de datos personales que tienen lugar en dichos entornos. 
Asimismo, tras reseñar los problemas a los que habitualmente se enfrentan los usuarios para 
preservar, activamente, su esfera privada, se aporta una propuesta destinada a solventar dicha 
situación de vulnerabilidad, luchando contra la desinformación imperante en estos novedosos 
contextos. Subrayamos, así, el papel esencial que ostenta el conocimiento, no sólo para prevenir 
las citadas injerencias, sino para posibilitar que los individuos ejerzan su autodeterminación 
informativa.   
Diseño/Metodología/Aproximación: En nuestro estudio haremos uso de las técnicas de  
análisis de contenido y comparativo aplicadas a una muestra de los más relevantes artículos e 
informes científicos relativos a las interacciones entre tecnologías digitales de la Web 2.0 e 
intimidad y vida privada (Existe una cantidad creciente y substancial de literatura que aborda la 
confrontación entre ambas variables). Ulteriormente, mediante el marco teórico de la “integridad 
contextual” aportado por Helen Nissenbaum, evaluaremos cómo la naturaleza de la Web 2.0 
cambia la ecuación de lo público y lo que se considera privado. A través de las lentes de esta 
aproximación, analizaremos los flujos de información que se ocultan bajo la estructura de las 
herramientas de la Web 2.0, centrándonos, primordialmente, en la red social Facebook. 
Hallazgos/Resultados: Las principales contribuciones de nuestro estudio se resumen en 
dos. En primer lugar, se consigue ilustrar el papel esencial que ostenta el conocimiento en la 
propia protección que los usuarios ejercen sobre sus informaciones privadas; un factor capaz de 
ayudarles a tomar decisiones críticas y conscientes en lo que respecta a la preservación de su 
ámbito privado. Como segundo aporte, destacamos la presentación de una serie de 
recomendaciones, así como la propuesta de un sistema creado para proporcionar a los individuos 
ese flujo de información necesario para satisfacer sus deseos de autodeterminación informativa, 
sin que dejen de usar las redes sociales por miedo a ver su ámbito reservado comprometido.   
Originalidad/valor: Junto con las conclusiones, presentaremos una proposición sobre 
cómo aportar a los interactores de las tecnologías digitales esa información que requieren para 
entender los contextos digitales. Para ello, presentaremos algunas recomendaciones centradas 
en posibles mejoras, subrayando especialmente la importancia de implementar medidas 
educativas así como otros instrumentos técnicos tales como la protección “desde el diseño/por 
defecto” y el “consentimiento informado”. La introducción de la protección “desde el diseño” o “por 
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defecto”, junto con la implementación del “consentimiento informado” puede prevenir muchas de 
las injerencias que los sujetos experimentan en estos escenarios, prioritariamente, en las redes 
sociales. Por dicho motivo, en nuestra propuesta final consideraremos la introducción de dicho 
consentimiento, aunque redefinido bajo nuevas condiciones. Así presentaremos el 
“consentimiento informado  activo (‘Opt-in’ model) por capas”. Los regímenes ‘Opt-in’ ya han sido 
aplicados a las Cookies, pero nunca con servicios de la Web 2.0 como, por ejemplo, las citadas 
redes sociales.  
Palabras Clave: Intimidad y vida privada, Redes sociales, Internet, Integridad contextual, 
Consentimiento informado, Web 2.0, Tecnologías de la Comunicación y la Información 
(TIC), Flujos de información, Esfera privada. 
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Title: The protection of privacy on the Internet: Information flows and contextual integrity 
on Social Network Sites (2004-2014) 
 
Purpose: This dissertation explores present day concerns about privacy breaches on 
digital environments. In order to examine the main risks the Internet may involve for our private 
sphere, it identifies and evaluates the information flows and personal data transfer behind the 
visible structure of Web 2.0 services, focusing on Social Networks Sites (SNS). Additionally, the 
essay lays out an alternative approach to addressing the problem of privacy protection underlining 
the essential role played by user’s knowledge in order to both prevent infringements and make 
them capable of exercising their right for informational self-determination.  
Design/Methodology/Approach: We arrive at this point in our study by comparative and 
content analysis of the most relevant scientific papers and dossiers relating to personal data 
protection -There is a growing and substantial literature that confronts privacy issues raised by the 
development and general dissemination of Web 2.0. Subsequently, by using Nissenbaum’s 
‘contextual integrity’ framework we evaluate how the nature of Web 2.0 and data sharing on SNS 
changes the privacy equation. Following, through the lenses of this benchmark we analysis the 
flows of information which make up each specific context, especially pointing at SNS Facebook. 
Findings: The goal of this paper is twofold. The first finding is to illustrate the fact that 
users’ knowledge is a key concept not only to prevent privacy breaches from taking place, but to 
become people more capable of making conscious decisions as far as their data preservation is 
regarded. The second goal is to introduce a system of ‘informed consent’ redefined under new 
conditions, in such a way that users are able to obtain the basic information they may need to 
satisfy their desires for data protection and, at the same time, their requirements for social 
interaction on SNS.  
Originality/value: In the final chapter, we make some recommendations for 
improvements and place emphasis on the importance of improving educational measures and an 
updated legislation, as well as technical implementations such as ‘privacy by design’. Finally, 
together with suggestions we present a proposal on a new model of ‘informed consent’ aim to 
supply users with information to ensure they understand how their data will be shared or if their 
contents are visible to others.  For this purpose, we put forward the implementation of ‘informed 
consent’ redefined as ‘Opt in’ or active model by layers -‘Opt in’ regimens have already been 
applied to cookies but never to 2.0 applications such as SNS. We expect the implementation of 
‘privacy by design’ working in conjunction with ‘informed consent’ to prevent people from suffering 
much of the violations of privacy they experiment on SNS.  
Keywords: Privacy, Social Networks Sites (SNS), Internet, Contextual Integrity, Informed 
Consent, Web 2.0, Information and Communication Technologies (ICT), Information Flow, 
Private Sphere. 
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The widespread adoption of the Internet, especially as far as some Web 2.0 services is 
regarded has led many scholars1, as well as the mass media to examine and raise pragmatic 
concerns about the disclosure of private information associated with participation on the digital 
environment. Particularly, it is the issue of privacy protection on the Internet which has received 
considerable attention since the increased collection of personal data online and the enhanced 
capabilities for searching, tagging and aggregating this information it provides. As Professor Helen 
Nissenbaum states: 
 
As adoption of the Internet and Web has surged and as they have become the primary 
sources of information and media for transaction, interaction, and communication, particularly 
among well off people in technologically advanced societies, we have witnessed radical 
perturbations in flows of personal information.2 
 
This is not a minor issue, particularly taking into account that digital infrastructures are 
invisible and ubiquitous but are embedded in everyday life of people. Additionally, as a public 
good, Internet and the correct use of Information and Communication Technologies (ICT) become 
crucial to ensure the correct development of a democratic society 
Nevertheless, it is currently highly complicated for users to receive suitable information 
about which of their personal data are being storing by ICT and which principles are being used for 
processing them and passing them on to third parties. In conjunction with the information that they 
knowingly provide to the Internet services, users leave many traces behind which they might not 
be conscious of. Furthermore, once all of these data have been gathered, new technology can be 
applied to them in order to obtain and extrapolate supplementary information. Yet again, this is a 
process that users are not always aware of3:  
 
                                                 
1
 See: Gross, R. and Acquisiti, A. (2005): “Information revelation and privacy in online social networks”, in 
Proceedings of ACM Workshop on Privacy in the Electronic Society’05, Nueva York: ACM Press, pp. 71-
80; Barnes, S.B. (2006): “A privacy paradox: social networking in the United States”, in First Monday, 
vol.11, n.9; Govani, T. and Pashley, H. (2005): ‘Student awareness of the privacy implications when using 
Facebook’, in Privacy Poster Fair at the School of Library and Information Science, Pittsburgh: Carnegie 
Mellon University; Young, A.L. and Quan-Hasse, A. (2013): “Privacy protection strategies on Facebook”, in 
Information, Communication and Society, vol. 16, n.4, pp. 479-500; Madden, M. and Smith, A. (2010): 
“Reputation management and social media” in Pew Internet & American Life Project, Washington; Lenhart, 
A. and Madden, M. (2007): ‘Teens, privacy & online social networks: how teens manage their online 
identities and personal information in the age of MySpace’, in Pew Internet & American Life Project, 
Washington, DC.; Debatin, B., et al. (2009): ‘Facebook and online privacy: attitudes, behaviours, and 
unintended consequences’, in Journal of Computer-Mediated Communication, vol. 19, n. 2, pp. 83–108;  
2
 Nissenbaum, H. (2011): “A Contextual Approach to Privacy Online”, in Daedalus, vol. 140, n. 4, pp. 32-
48, p. 33. Helen Nissenbaum is Professor of Media, Culture and Communication, as well as Senior Fellow in 
the Information Law Institute at New York University. 
3
 Buchmann, J. (ed.) (2013): Internet Privacy: Taking opportunities, assesing risk, building trust, Acatech – 
Deutsche Akademie der Technikwissenschaften, Heidelberg et al.: Springer Verlag, p. 19. 
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This can lead to the danger of decontextualisation; where personal data are used in contexts 
that their owners would not agree to if they knew about it. In addition to decontextualisation, 
there is also the danger of persistence, where personal data are held for longer than 
necessary. Users do not always know what happens to their data once it is no longer needed 
for a particular service. […] This is where the third danger of re-identification comes in. It is 
now possible to use advanced analysis techniques to reassign many anonymous records to 
individuals. 4 
 
In this respect, we try to draw a correlation between the flow of information users receive -
and are capable of fully understanding - and their chances to have their personal content 
protected. Accordingly, we can state the following hypothesis: ‘The respect of a correct flow of 
information may help users to maintain a desirable grade of autonomy as far as their privacy is 




It may seem obvious that to assess the current impact of ICT in our private sphere we 
must start from defining a concept of “privacy”. Nevertheless, attempt for conceptualization can be 
seen as almost unfeasible, particularly taking into account that we are forced to operate in a global 
environment although having in mind local conceptions of ‘private sphere’, ‘personal data’ and 
other similar whose definition enrooted in each culture hails from socially accepted conventions or 
ancient juridical tradition.  
All in all, the mentioned shortcomings come to underline the necessity of rethinking the 
idea of privacy, delineating a reconceptualization capable of acting in the global digital 
environment and, at the same time, be adopted by every culture or region. To fulfil this purpose 
and to address some of these afore-mentioned questions the first part of this dissertation provides 
a solid theoretical framework in order to be consistent with terms5 and therefore to proportion the 
conceptual support needed to carry out the subsequent analysis.   
In view of this, this essay reviews the traditional approaches which have relied on a long-
established distinction between ‘private’ and ‘public’ spheres6, making particular mention of how as 
our lives become mediated by both mass media7 and digital tools8, the difference between ‘private’ 




 For instance, in Contextual Framework chapter we explain why we use terms such as: “personal 
information” and “personal data”; “mediated communication” and “Information and Communication 
technologies” or “Web 2.0” and “Social Web”. 
6
 See, Habermas, J. (1989): The structural transformation of the public sphere: An inquiry and category of 
bourgeois society. Cambridge: Polity; and Arendt, H. (1958): The human condition. Chicago: The University 
of Chicago Press. 
7
 Thompson, J. B. (1995): The media and modernity: A social theory of the media. Cambridge: Polity. 
8
 Nissenbaum, H. (2004): Privacy as contextual integrity, in Washington Law Review, n.79, vol. 1, pp. 119-
158; and Nissenbaum, H. (2010): Privacy in context: Technology, policy and integrity of Social Life. 
Stanford, CA: Stanford University Press. 
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and ‘public’ becomes weak and inconsistent. As a result, ‘predominant approaches used to define 
and protect privacy have persisted despite their limits results, and as it is discussed some of they 
should be challenge’9.  
In line with this, Solove cautions against the attempt at producing a full theory:  
 
The quest for a traditional definition of privacy has led to a rather fruitless and unresolved 
debate. In the meantime, there are real problems that must be addressed, but they are either 
conflated or ignored because they do not fit into various prefabricated conceptions of privacy 
[…]. In this way, conceptions of privacy can prevent the examination of problems.10  
 
In what follows, we mention Nissenbaum’s analysis of privacy breach in terms of 
‘contextual integrity’ as a framework for understanding the privacy implications of ICT and 
evaluating the flows of information hidden behind the interface of some Web 2.0 tools. 
Nissenbaum’s benchmark ‘is not aiming for a full theory of privacy, but only a theoretical account 
of a right to privacy as it applies to information about people’11 as that information is gathered by 
ICT.   
In addition, we review existing legislation and privacy conception in the United States, the 
country where the main Internet enterprises headquarters are currently based, drawing a brief 
evolution of the theoretical framework starting by Samuel and Brandeis right to privacy12 definition. 
At the same time, we review the set of rules which guide the activity of main Internet enterprises in 
Europe, making especial mention of Spanish law. 
 
Analysis  
The Analysis section place emphasis on personal data transfer and information flows 
among some Web 2.0 services, focusing on those unclear flows of information which are neither 
obvious nor clear for user on SNS.  
Among the myriad of Web 2.0 tools, there is an aspect that has drawn particular attention: 
the collection of large amount of personal information on Social Networks Sites (SNS). According 
to Boyd and Jenkins13, the popularity of these sites lies in the users’ ability to communicate with 
friends, acquaintances and others; create personal identity online; share digital information and 
articulate their social networks in a public way. Nonetheless, despite the benefits accruing from the 
use of such tools, the exposure of large amounts of personal information on these sites has raised 
concerns about privacy risks. There are three main reasons for this increased attention. Firstly, 
                                                 
9
 Nissenbaum, H. (2011): Op. Cit., p. 33 
10
 Solove, D. J. (2007): “I’ve Got Nothing to Hide’ and other misunderstandings of privacy”, in San Diego 
Law Review, n. 44, pp. 745-772, p. 759. 
11
 Nissenbaum, H. (2004): Op. Cit., p.106 
12
 Warren, S. and Brandeis, L. D. (1890): “The right to privacy”, in Harvard Law Review, n.4, pp. 193-219. 
13
 Barnes, S.B. (2006): Op. Cit., 
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what distinguishes such sites from precedent services is that they symbolize an exceptional social 
sphere which is highly mediated and where huge amounts of personal data are stored, aggregated 
and linked to an individual14. By their very nature and design, SNS encourage users to disclose 
significant personal information, consequently profiles constitute unique pages where one can 
‘‘type oneself into being’’15. Secondly, data supplied can be “copied, forwarded, replicated, and 
taken out of context”16 with ease. Finally, users make explicit their social network, showing who 
their contacts are and, by omission, who they aren’t. It is perhaps because of this that “social 
networking sites give the impression of a semi-public stage on which one can act in the privacy of 
one’s social circle”17, and this fact have a detrimental effect on the strategies users carry out to 
preserve their personal contents. 
Apart from SNS, another point worth mentioning is the role played by browsers and the 
consequences derived from aggregation in Web 2.0. To address this, Analysis section illustrates 
different aspects such as the provision of personal data to third parties. Additionally, we will 
discuss how SNS and many services operating inside and outside the boundaries of these 
platforms are able to target, track people down or even both at the same time.  
The analysis mentioned above is juxtaposed with a deep insight into user’s behaviour and 
level of understanding when interacting on SNS. In recent years much research has been done 
aim to comprehend their actions and weigh up their real knowledge18. As it is well-documented in 
the literature19, Internet users report high levels of concern as far as the release of personal 
information on the Web is regarded. Despite this, users continue to post private content, creating 
their digital identity through the disclosure of large amounts of data20. This apparent contradiction 
between the concern people state and their willingness to show their personal information has 
been identified by Barnes as the “privacy paradox”21.  
                                                 
14
 Govani, T. and Pashley, H. (2005): Op. Cit., 
15
 Sundén, J. (2003): Material Virtualities: Approaching Online Textual Embodiment, New York: Peter 
Lang, p. 3. 
16
 Boyd, D. (2006): ‘Friends, friendsters, and MySpace top 8: writing community into being on social 
network sites’, in First Monday, vol. 12, n.11. 
17
 Chew, M., Balfanz, D. and Laurie, B. (2008): “(Under) mining Privacy in Social Networks”. Google Inc.  
Available at: http://w2spconf.com/2008/papers/s3p2.pdf.Under mining privacy. [28/01/2012]. 
18
 We can mention three examples: Poller, A., Kramm, A. and Ilyes, P. (2013): “Designing privacy-aware 
online social networks -A reflective socio-technical approach”, in CSCW ’13 Measuring Networked Social 
Privacy Workshop, February 23-27, 2013, San Antonio, Texas, United States; Young, A.L .and Quan-Hasse, 
A. (2013): Op. Cit.; Lipford, H.R., et al. (2012): “Reconciling Privacy with Social Media”, in Proceedings of 
the 2012 ACM Conference on Computer Supported Corporative Work Companion, pp. 19-29. 
19
 Govani, T. and Pashley, H. (2005): Op. Cit.,; Gross, R. and Acquisiti, A. (2005): Op. Cit., 
20
 Sundén, J. (2003): Op. Cit., and Boyd, D. (2008): ‘Why youth (heart) social network sites: the role of 
networked publics in teenage social life’, in Youth, Identity, and Digital Medias, D. Buckingham (ed.): 
Cambridge, MA: MIT Press, pp. 119-142. 
21
 See, Barnes (2006): Op. Cit. and  Norberg, P. A., Horne, D. R. and Horne, D. A. (2007): ‘The privacy 
paradox: personal information disclosure intentions versus behaviours’, in Journal of Consumer Affairs, vol. 
41, n. 1, pp. 100–126. For other studies consistently finding a contradiction between the privacy concerns 
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Nonetheless, much research22 has emerged suggesting that users ‘are not necessarily 
naïve in their disclosure practices […] and employ a wide range of privacy protection strategies to 
address their concerns’23. In this essay, we support the idea that the phenomena of privacy 
paradox can be explained by the fact that users do not receive enough information to understand 
the particular characteristics of each digital context. As a consequence, they find themselves 
incapable of completely understanding and interpret the nature of those sceneries where they 
operate and post personal information. And the same happens when they try to apply 




From these considerations, we observe data sharing on SNS through the theoretical 
approach of ‘contextual integrity’. As we underline, since the characteristics inherent to digital 
contexts created by SNS are neither clear nor explicit, it is extremely complicated for users to 
interpret the characteristics of such sceneries and how their contents can be used and distributed. 
Therefore, owing to the particular attributes of digital communication they find it more difficult to 
apply the informational norms which govern in every specific context, than in real life. Besides, the 
structure of SNS is mediated not only by technical media but also by the Internet enterprises which 
supports the social networks and their structure is not design to respect the integrity of every 
context. As an example, users may not be capable of carrying out their requirements for privacy in 
SNS since are limited in their ability to freely choose how their privacy preferences are configured 
and “online services do not always provide them with the desired options”24. Moreover, “its 
functionalities do not fit their individual concepts or because they do not, or only insufficiently, 
understand specific terms or the functional processes of the system at large”25. Taking these 
conditions into account it is unlikely users have chances of protect themselves applying 





                                                                                                                                                   
that users express and their disclosure of personal information on SNS see: Govani, T. and Pashley, H. 
(2005): Op. Cit., Tufecki, Z. (2008): ‘Can you see me now? 'Audience and disclosure regulation in online 
social network sites’, in Bulletin of Science, Technology and Society, vol. 28, n. 20, pp. 20-36.  
22
 See,  Debatin, B., Lovejoy, J. P., Horn, A. K. and Hughes, B. N. (2009): Op. Cit.,; Madden, M. and Smith, 
A. (2010): Op. Cit.,; Stutzman, F., Capra, R. and Thompson, J. (2011): ‘Factors mediating disclosure in 
social network sites’, in Computers in Human Behaviour, vol. 27, n. 1, pp. 590–598. 
23
 Young, A.L. and Quan-Hasse, A. (2013): Op. Cit., p.481. 
24
 Buchmann, J. (ed.) (2013): Op. Cit., p. 19. 
25
 Poller, A., Kramm, A. and Ilyes, P. (2013): “Designing privacy-aware online social networks -A reflective 
socio-technical approach”, in CSCW ’13 Measuring Networked Social Privacy Workshop, February 23-27, 
2013, San Antonio, Texas, United States.  
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Proposals and conclusions 
A number of conclusions can be drawn from the analysis of preceding points, providing a 
basis for concrete recommendations and proposals. To fulfil this part, we focus on the urge for 
improving educational measures, update the existing regulation and implement technical tools. 
Finally, we present a proposal on how to provide users with the amount of information to help them 
to maintain a desirable grade of autonomy as far as their own data protection is regarded, that is to 
say, we focus on how make them capable of deciding whether or not to display their personal data 
on SNS. To fulfil this purpose, we have elaborated a proposal which goes hand in hand with future 
Data Protection Regulation Draft from European Commission and includes a redefinition of 
‘informed consent’. Hence, the importance this essay has. 
This implementation is a technical tool aim to explain users how their data will be used and 
with whom will be shared, as well as the use given by third companies’ applications. In other 
words, it is an imposition upon actors who collect or use information to provide and explain users 
the purposes of such data collection and how they will manage it26. After receiving such flow of 
information, users being aware of the possible consequences of disclosing personal data on the 
Internet (informed), are supposed to be capable of deciding whether they display personal 
information or not (consent). Therefore, the moral legitimating of informed consent stems from the 
belief that it respects individual autonomy, particularly, that it reflects rational and informed 
decisions as far as the managing of personal data is concerning27. 
To conclude, we must accept that once again there are no catch-all solutions with regards 
to the preservation of privacy on the Internet and every context has to be examined on its own 
merits. However, the spread of information in conjunction with some other improvements, 
measures adopted by governments and the updated legislation would be warmly welcome for all 
citizens, whether they feel a certain degree of reluctance when interacting on digital environments 
or not.  
We expect our findings to point to viable and constructive solutions for users to improve 
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 Nisssembaum, H. and Barocas, S., (2009): “On Notice: The Trouble with Notice and Consent”, in Media, 
Culture, and Communication. New York: New York University. 
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 Ídem.,  
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The paper proceeds as follows: In the first section, Introduction, we clarify the 
methodology, research bases, hypothesis, main expectations and principles followed throughout 
the whole essay. Subsequent to this, in Contextual Framework section, we carry out thorough 
terms delimitation, providing the definitions of the research object together with some remarks on 
the current situation.  
In the next section, Analysis, we start from discussing Web 2.0 as a more general 
phenomenon, making particular mention of Social Networks Sites (SNS). After that, in the following 
chapters we consider Facebook’s heuristics, focusing on the information transfer between the 
platform and its many services associated such as applications from external developers.  
In order to clarify as well users’ behaviour, risk perceptions and level of understanding of 
digital environments, afterwards there is considerable discussion of what the widespread adoption 
of Web 2.0 means for users’ privacy and their informational self-determination, particularly in terms 
of information flows and personal data transfer. Throughout, we will attempt both to shed light on 
what the privacy repercussions of those features might be and to outline the role played by users’ 
knowledge in such situations.  
Finally, we offer some concluding recommendations as well as the most relevant findings 
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Comenzaremos nuestro ensayo esbozando las premisas que motivan la presente 
investigación, detallando las líneas de actuación que seguiremos durante el desarrollo de la 
misma. Para ello, en este primer capítulo trataremos aspectos básicos para circunscribir 
correctamente el desempeño que nos ocupa. Partiremos, en primer lugar, de la exposición y 
planteamiento de la problemática, aportando sus antecedentes más cercanos para 
contextualizarla adecuadamente, toda vez que relataremos la justificación y la pertinencia de 
la misma. Seguidamente, se especificaran lo objetivos que pretendemos cumplir, así como la 
premisa primigenia que origina este ensayo; estableciendo, paralelamente, las hipótesis cuya 
comprobación vertebrará nuestro cometido. Igualmente, daremos cuenta de la metodología 
seguida para la verificación de dicha proposición de partida, junto con las fuentes que 
nutrirán su progreso. Finalmente, se demarcarán los límites a los que se atiene la presente 
memoria, delineando el alcance de los hallazgos y reseñando los posibles inconvenientes 
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1. INTRODUCCIÓN Y PLANTEAMIENTOS GENERALES 
 
La complejidad que conlleva conjugar la protección de esfera privada de la persona, 
indudable supraderecho fundamental, con las enormes posibilidades que ofrecen las tecnologías 
digitales, conforma uno de los dilemas éticos más reseñado, controvertido y difícil de solventar de 
la presente Era de la Información. Denostado en no pocas ocasiones e, incluso, ignorado en 
según qué épocas o por ciertos regímenes, el amparo al recinto reservado del ser humano 
supone la salvaguarda de la dimensión propia del individuo: aquella que le es irrenunciable, por 
ser inherente a su esencia como persona. Empero, la llegada de Internet ha posibilitado nuevas 
vías de acceso a espacios considerados propios de la intimidad y vida privada; nutriendo el 
escenario digital con poderosas herramientas de divulgación ampliada, a través de las cuales 
nuestra vida se vuelve pública y nuestra identidad conocida. Un cambio de paradigma que ha 
propiciado que pilares cardinales, asumidos por la sociedad como inalienables, se hayan visto 
sometidos a novedosas formas de transgresión.  
Este hecho, tan universal como lo es el usuario28 de las aplicaciones tecnológicas, no es, 
en absoluto, baladí. La imbricación de la tecnología digital en todos los aspectos de la existencia 
del ser humano es tal, que la propia Red se ha convertido en “el tejido de nuestras vidas, que 
constituye, actualmente, la base tecnológica de la forma organizativa que caracteriza la era de la 
información”29. Sin embargo, este espacio de “flujos de información”30 constituye un entorno 
mediado, a la par de mediático, en el que la licuefacción de la frágil barrera que determina lo que 
es comunicable y lo que no, esto es, lo que se define por su carácter público en contraposición a 
lo que se desea ocultar de la mirada ajena, provoca que una miríada de contenidos de privados 
naveguen sin control por Internet. En consecuencia, la visibilidad de los contenidos no viene ya 
determinada por la naturaleza de los mismos, sino por la capacidad de acceso y la publicidad que 
estos adquieren, independientemente de si se trata de informaciones públicas o datos otrora 
                                                 
28
 Al hablar de “usuario/s” hacemos referencia a aquella “persona física o jurídica que utiliza o solicita un 
servicio de comunicaciones electrónicas disponible para el público”, tal y como se describe en el Anexo II 
de la Ley de Telecomunicaciones española.  
Habitualmente, para referir a la persona que navega por la Red se utiliza el término “internauta” no admitido 
por el Diccionario de la RAE, por ello, en numerosas ocasiones nos apropiaremos del término “interactor”. 
A este respecto, señala Wenceslao Castañares: “las nuevas textualidades de la realidad virtual exigen otro 
tipo de actividad. Tanto  es  así  que  hay  que  reconocer  que  las  antiguas  terminologías  de  
“lector”,“espectador”, “intérprete”, “usuario”, etc., ya no nos sirven porque no hacen justicia a lo que 
designan. Es posible que aún no hayamos encontrado el término adecuado. Se ha propuesto el término 
“interactor”, que no es ni original ni especialmente agradable, pero al menos describe mejor a un nuevo 
sujeto textual que está entre el autor y el destinatario de los antiguos medios”. Castañares, W. (2011): 
“Realidad virtual, mimesis y simulación”, en Cuadernos de Información y Comunicación, vol. 16  59-81, 
p.76. y Machado, A. (2009): El sujeto en la pantalla. La aventura del espectador, del deseo a la acción. 
Barcelona: Gedisa, p.132. 
29
 Castells, M. (2001): La galaxia Internet, Barcelona: Areté, p.15. 
30
 Castells, M. (1999): La era de la información. Economía, sociedad y cultura. Madrid: Siglo XXI, p. 409.  
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reservados. Y en este escenario, Internet se configura como el actual ágora del nuevo espacio 
público mediatizado, estructurado en ocasiones por elementos que proceden de la esfera privada, 
es decir, del ámbito de no intromisión que, por esencia, le es propio al individuo. 
Consecuentemente, en nuestro mundo deslocalizado nos asomamos al abismo de la 
paradoja constante, aquella que se produce y retroalimenta de un continuo tira y afloja entre la 
democratización de la técnica y la desigualdad que genera la falta de protección del individuo, 
protagonista, a la postre, del progreso tecnológico. Y dicha colisión se reproduce a escala 
mundial, navegando entre marcos normativos desiguales, usos sociales distintos y concepciones 
culturales de intimidad y vida privada divergentes, de suerte que los gobiernos no poseen 
fórmulas para erradicarla o combatirla.  
Nos movemos, consecuentemente, en el farragoso terreno del contrasentido continuo, 
aquella en la que las tecnologías digitales se constituyen en poderosas armas de doble filo: 
correctamente empleadas, contribuyen a cimentar y promocionar los pilares que sustentan los 
principios democráticos, promoviendo valores fundamentales como la educación, el acceso a la 
información, la libertad de expresión y el respeto a la integridad humana. Conforman, en definitiva, 
un vehículo necesario para el desarrollo y evolución de la sociedad. Mal enfrentadas, en cambio, 
promueven la desinformación y la vulneración de los derechos del ciudadano.  
No resulta ajeno, por tanto, que la mediación tecnológica inherente al entorno digital crea 
un terreno propicio para la emergencia de contraprestaciones que se ceban, substancialmente, 
con el respeto al anonimato y autodeterminación informativa del individuo. Especialmente 
reseñable resulta la complejidad de preservar nuestras informaciones personales tras la llegada 
de la Web 2.0, un nuevo tejido digital social que, a pesar de sus indudables bondades, posee 
unas atribuciones propias que complican la ecuación. Así, tras la popularización de las 
herramientas relacionales de la Web semántica, la vida entera de una persona puede traducirse 
en una serie de datos digitalizados, una colección infinita de unos y ceros, cuyo transporte, 
agregación y acceso posibilitan que, en la otra punta del mundo, pueda crearse una réplica exacta 
de nuestra identidad31; con carácter virtual, pero con capacidad real para dañar la integridad del 
individuo. Como ya anunciara McLuhan, con clarividencia visionaria, “en la era Eléctrica nos 
vemos cada vez más traducidos a términos de información, dirigiéndonos hacia la extensión 
tecnológica de nuestra conciencia”32. 
Que el citado fenómeno parece lastrar e, incluso, ensombrecer en cierta medida los 
múltiples beneficios imputables a la nueva realidad comunicativa, es un hecho que se ha visto 
reflejado por muchos agentes de la sociedad. No en vano, desde el ámbito periodístico las 
                                                 
31
 Para una conceptualización del término “identidad” en relación a los medios de comunicación social 
resulta interesante revisitar los escritos de Dominique Wolton. En concreto: Wolton, D. (2000): Internet, ¿y 
después?: una teoría crítica de los nuevos medios de comunicación, Barcelona: Gedisa,  p.238. 
32
 Mcluhan, M. (1999): La piel de la cultura. Barcelona: Gedisa, p. 169. 
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injerencias en lo privado protagonizan cada vez más informaciones encaminadas a denunciar 
aquellas que resultan especialmente llamativas. Asimismo, la nombrada problemática ha sido 
profusamente reflejada en los análisis e investigaciones de infinidad de académicos, 
observaciones que se perpetran desde un abanico disciplinario cada vez más amplio33 y que 
plasman cómo las inquietudes se incrementan a medida que la Red se puebla de aplicaciones 
sociales. Analizar este dilema nos azuza a mirar más allá del horizonte que enmarcan los 
desvelos del presente y abrir los ojos al verdadero reto que supone la integración de la dimensión 
humana en el progreso tecnológico, hecho que recuerda que las tecnologías comunicativas no 
son sólo una realidad técnica. 
Ciñéndonos a las demarcaciones de la presente investigación, entendemos que el 
entramado actual, configurado por la emergencia de espacios sociales mediados e innovadoras 
formas de interacción que desbordan los preceptos comunicativos clásicos, nos obliga a clarificar 
en qué condiciones se está dando el intercambio de nuestros datos privados en la Red. Para ello, 
en el estudio que nos ocupa abordaremos algunas de las claves que encierra este fenómeno, 
intentando arrojar algo de luz sobre los puntos más controvertidos y aportando, en última 
instancia, soluciones prácticas nacidas de la observación rigurosa precedente. 
Hablamos de Internet, pero para ser más exactos nos circunscribimos a las dinámicas de 
flujos que se dan bajo la estructura de la Web 2.0, también llamada semántica o relacional y que 
supone el sustrato sobre el que se realiza el intercambio informativo. En este repaso las redes 
sociales, paradigma de la filosofía 2.0, acapararán el protagonismo absoluto. Más en concreto 
Facebook,  conocida genéricamente como “la red social” y que se ha convertido en el mayor 
banco de datos privados de la historia, superando la cantidad y calidad de información 
recolectada, incluso, por los servicios de espionaje e inteligencia gubernamentales. Dicha 
recogida pormenorizada de informaciones de los ciudadanos es doblemente peligrosa por cuanto 
los propietarios de la información desconocen, no sólo cómo y en qué momento se desarrollan 
esas prácticas de recolección de datos, sino la finalidad a la que se destina. No obstante, aun 
cuando nos centremos en la nombrada herramienta, la mencionaremos siempre de manera 
genérica, en tanto que ejemplifica a la perfección la dinámica que se reproduce a mayor o menor 
escala en la inmensa mayoría de contextos en los que se presenta problemática a estudiar. 
Consecuentemente, cuando citemos a Facebook estaremos aludiendo, con frecuencia, al 
complejo universo de redes sociales que cohabitan el universo digital, por lo que no deben 
excluirse de las conclusiones obtenidas las acciones de otras herramientas que operan en la Web 
social.  
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 Aunque parezca recurrente, resulta necesario recordar a colación los postulados de Edgar Morin, para 
quien el pensamiento complejo constituye la puerta de entrada en el s. XIX y el sentido interdisciplinario se 
conforma necesario para asomarse a las Ciencias de la Comunicación. Morin, E. (1990): Introducción al 
pensamiento complejo. Barcelona: Gedisa. 
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Cabe mencionar que un análisis de la magnitud del presente debe estar debidamente 
delimitado para desembocar en conclusiones reseñables y representativas. Dicho motivo, no 
abordaremos la problemática referida a la recolección de información y vigilancia masiva de los 
gobiernos a través de estas herramientas, como la protagonizada por las estadounidenses 
Agencia de Seguridad Nacional (NSA) y Agencia Central de Inteligencia (CIA) así como los 
servicios de inteligencia de otros países, por entender que excede los límites de este ensayo y 
requiere un investigación aparte. 
Ahora ya sí, partiendo de esta breve exposición inicial y convencidos de que, tal y como 
asevera Castells, “la teoría y la investigación […] deben considerarse medios para comprender 
nuestro mundo y deben juzgarse por su precisión, rigor y pertinencia”34, comenzamos este viaje 
en el que aspiramos a recabar y ofrecer una comprensión válida y útil del fenómeno que nos 
ocupa, haciendo frente a las nuevas exigencias de nuestro mundo. Pretendemos, en definitiva, 
entender cómo funcionan las interacciones entre los individuos y las herramientas tecnológicas 
digitales, mecanismos que caracterizan la sociedad actual, y la protección de la intimidad y vida 
privada del verdadero protagonista del cambio tecnológico: el ser humano. Y en este empeño nos 
encontramos, dando inicio a los primeros pasos de este intenso éxodo que no ha hecho sino 
despuntar. 
 
1.2. Antecedentes y estado actual del tema 
 
Como acabamos de mencionar, que el advenimiento de las nuevas tecnologías ha diluido 
los límites de la intimidad y vida privada no es un hecho que resulte ajeno a la producción 
científica, a la difusión informativa por los medios de comunicación de masas ni, por ende, a la 
opinión pública. Este fenómeno no es actual. Desde la aparición de las primeras distopías 
literarias sobre la vigilancia masiva, propiciada por el uso perverso de la tecnología, hasta los 
últimos estudios sobre las intromisiones en el ámbito reservado de la persona, existe un abanico 
considerable de investigaciones, informes, proyectos de investigación y artículos que centran su 
interés en la observación, análisis y discusión de este conflicto. Como fin último, se intenta ofrecer 
propuestas que solucionen esta problemática, intentando conjugar el acceso a la información y el 
disfrute de los servicios digitales con la salvaguarda de la dimensión propia del individuo.  
Lo que sí resulta novedoso es la licuefacción de contornos que, para Zygmunt Bauman, 
caracteriza al mundo moderno35 y que, tan acertadamente, describe la nueva realidad 
comunicativa; una atribución que además confiere un matiz de complejidad al dilema. No es de 
extrañar, por ello, que todas las semanas aparezcan diversas informaciones en medios de 
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comunicación relativas bien a la confrontación entre esfera privada y los nuevos usos sociales, 
bien en relación a las dudosas prácticas empresariales enlazadas a estos espacios públicos 
mediados.  
No obstante, si observamos la tendencia general seguida en las informaciones 
periodísticas, como en la generalidad de estudios científicos, constatamos que ambos aparecen 
encaminados a solventar la problemática desde el punto de vista legal y/o técnico. Es decir, 
excluyen las posibles acciones efectuadas desde el otro vértice de la ecuación, a saber, las 
prácticas desempañadas por el usuario. Y todo ello, aún cuando este es, en definitiva, el 
protagonista del cambio tecnológico.  
En esta tesis pretendemos, por el contrario, hacer hincapié en un aspecto que se revela 
capital a la hora de prevenir las mencionadas intromisiones: reforzar el papel activo del individuo 
cada vez que interactúa con las herramientas digitales. En este cometido, nos proponemos 
fortalecer su conocimiento y su capacidad crítica de toma de decisiones, proporcionándole 
información encaminada a concretar las atribuciones de cada escenario digital, con el fin último de 
capacitar sus actuaciones.  
Resulta pertinente remarcar que existen características inherentes al universo digital y a 
la naturaleza del objeto de estudio en sí, es decir, a la vida privada, que dificulta enormemente la 
subsanación de esta problemática. A este respecto, la mayoría de las investigaciones topan con 
el inconveniente que supone abordar un tema como es la protección de “lo privado”, noción ligada 
tanto culturalmente, como por el marco legislativo imperante, a las fronteras físicas de un territorio 
concreto y que, a la vez, demanda una aproximación heterogénea en tanto que opera en un 
escenario universal. Enfoque complejo que emana del hecho de que las consideraciones 
culturales y la protección jurídica son locales, pero no así el entramado tecnológico que no posee 
más límite que la globalidad.  
Dada la complicación de la empresa en la que nos embarcamos, encontramos aquí la 
justificación para situar nuestra perspectiva en ese agente que siempre se mantiene constante y 
que, además, es el titular del derecho a la intimidad, sin desdeñar enfoques centrados en la 
importancia de una buena regulación jurídica o la necesidad de unas aplicaciones y diseños 
técnicos más seguros y “amables” para el usuario. 
Esta declaración de intenciones viene a colación de señalar una cierta coherencia y 
continuidad de la premisa seguida en la presente investigación y que enlaza con las 
aproximaciones desarrolladas desde algunas universidades e institutos de investigación, 
referentes en esta temática. Viene al caso citar, siguiendo esta tónica, el proyecto Software 
Desing for Interactional Privacy within Online Social Networks (DIPO)36, desarrollado entre el 
prestigioso Fraunhofer-Institut für Sichere Informationstechnologie (SIT) sito en Darmstadt, 
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Toda la información se puede encontrar en: https://www.sit.fraunhofer.de/ y https://dipo.sit.fraunhofer.de/. 
La protección de la intimidad y vida privada en Internet: 





(Alemania) y el Institut für Kulturanthropologie und Europäische Ethnologie, Goethe-Universität 
Frankfurt am Main37. Dicho estudio, del que pudimos formar parte durante el desarrollo de este 
texto, engloba vertientes como el análisis del comportamiento de los sujetos respecto a la 
protección de su vida privada en Facebook (proyecto: Privatsphärenschutz in Online Social 
Networks/ Estudio de la protección de la esfera privada en redes sociales) o de las herramientas 
que ofrecen otras aplicaciones de la Web 2.0 para proporcionar cierta protección al usuario. Todo 
ello mediante el uso de análisis cualitativos y la aplicación de softwares específicos como es 
ROSE38 desarrollado por el Instituto Fraunhofer. El citado grupo de investigación colabora, 
asimismo, con el centro de investigación de Google Zurich Research Center, así como con el 
European Center for Security and Privacy By Desing (EC SPRIDE)39 de la Technical University 
Darmstadt y la Goethe-Universität Frankfurt am Main. 
Por su parte, desde la Academia Alemana de Ciencias e Ingeniería (Deutsche Akademie 
der Technikwissenschaften, Acatech)40 se han desarrollado numerosos informes sobre la 
situación actual de la problemática que, por su rigor y pertinencia, referiremos en varias ocasiones 
durante el desarrollo de esta tesis. Resulta igualmente útil revisar los trabajos de uno de los 
autores de Acatech con más trayectoria en el estudio de las implicaciones éticas de las 
tecnologías digitales, como es el caso de Rafael Capurro. Catedrático de Gestión y Ética de la 
Información y miembro activo del Comité Consultivo del Instituto de Ética Digital (IDE) de la 
Stuttgart Hochschule der Medien (Alemania) en su haber obran numerosos informes destinados a 
desentrañar las claves que rodean a este fenómeno, centrándose en los efectos éticos de las 
nuevas tecnologías sin perder la perspectiva de la interacción social, política, económica, 
científica y cultural. Capurro ha participado igualmente en el European Group on Ethics in Science 
and New Technologies (EGE)41 de la Comisión Europea (2000-2010) y dirige el grupo multicultural 
e internacional Steinbeis Transfer Institut Information Ethics (STI-IE)42 así como la Capurro Fiek 
Fundation43, ambas entidades dedicadas al análisis de las implicaciones de las tecnologías 
digitales en la sociedad actual. 
En Reino Unido, el Centre for Computing and Social Responsibility, De Montfort 
University44, lleva años estudiando la problemática con una visión más amplia que no sólo incluye 
la protección de la intimidad y vida privada, sino otros dilemas éticos como el acceso a la 
información o la rigurosidad de esta. Desde hace veinte años y coincidiendo con el despegue de 
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 Más información en: Web: www.uni-frankfurt.de/39023844 
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 Programa ROSE: https://dipo.sit.fraunhofer.de/rose-2-is-coming/ 
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 European Center for Security and Privacy By Desing (EC SPRIDE): www.ec-spride.tu-darmstadt.de  
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 Deutsche Akademie der Technikwissenschaften: www.acatech.de 
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 EGE de la Universidad de los Medios de Stuttgart: https://www.hdm-stuttgart.de/ 
42
 Transfer Institut Information Ethics (STI-IE):  http://sti-ie.de, Transfer Institut Information Ethics (STI-IE)  
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 Capurro Fiek Fundation: www.capurro-fiek-stiftung.org  
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Centre for Computing and Social Responsibility:www.dmu.ac.uk/research/research-faculties-and-institutes 
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Internet a nivel mundial celebran los congresos internacionales Ethics and Computer 
(ETHICOMP)45. 
En Estados Unidos destacan los trabajos de Danah Boyd, James Fowler y Deborah 
Johnson. Boyd, socióloga, es una de las investigadoras principales de Microsoft Research y 
fundadora del instituto de investigación Data and Society. Por su parte, además de científico 
social centrado en el estudio de las redes sociales, Fowler está especializado en la observación 
del comportamiento, la evolución, la política, la genética y el big data. En cuanto a Johnson, 
famosa por sus escritos sobre Ética Informática, se ha convertido en referencia ineludible al sentar 
los cimientos de esta disciplina desde los años noventa.  
Mención aparte merecen los trabajos de Helen Nissenbaum, Catedrática de Medios de 
Comunicación, Cultura y Comunicación, así como de Informática en la universidad de Nueva 
York. Sus estudios versan sobre la protección de la vida privada, así como la confianza y la 
seguridad del ciudadano en los entornos digitales, ya sean tecnologías de la comunicación y la 
información, bases de datos institucionales o en las tecnologías desarrolladas para la vigilancia 
pública. Su aproximación, basada en la importancia del contexto en el que se incluyen las 
informaciones privadas y la justificación de ese despliegue, ha servido de base no sólo para 
muchos ensayos y estudios de campo, sino que se ha tenido muy en cuenta a la hora de abordar 
conflictos legales en Estados Unidos. En definitiva, la autora es referencia ineludible para la 
elaboración de una futura legislación estadounidense sobre la protección de la intimidad, así 
como para la nueva directiva de protección de datos de la Unión Europea. En el presente trabajo 
usaremos su marco teórico, la protección de la intimidad y vida privada en base al respeto a la 
integridad contextual46, para verificar las premisas de partida. 
Por último, se torna necesario añadir una puntualización: gran parte de los estudios sobre 
invasión de la intimidad y vida privada provienen de las teorías distópicas de la vigilancia que 
interpretan la introducción de la tecnología como una forma de control social en un futuro hostil e 
inevitable en el que el ciudadano de a pie poco puede hacer salvo acostumbrarse. Esta no es la 
visión del presente escrito, ya que no creemos, en absoluto, que la proliferación en el uso de las 
tecnología derive en el futuro en una ciudad vigilada al más puro estilo 198447. Empero, y aunque 
no compartamos esta visión, resulta casi imposible escribir sobre esta temática y no mencionar el 
clásico de George Orwell. De hecho, a lo largo del desarrollo de la presente investigación hemos 
revisado numerosos estudiosos que se valen del conocido clásico para ejemplificar los temores 
que suscita las intromisiones incontroladas en el ámbito más reservado del ser humano.  
Por nuestra parte, abandonamos esta deriva y nos centramos en una inquietud palpable 
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 Ethics and Computer International Congress: https://ec.europa.eu/digital-agenda/en/news/ ethicomp-2015 
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 Nissenbaum, H. (2004): “Privacy as contextual integrity”, en Washington Law Review, vol.79, n.1 , p.107 
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 Orwell, G. (1949): 1984. Hay múltiples ediciones en castellano, por citar una de las más recientes Orwell, 
G. (2009): 1984. Barcelona: Ediciones Destino.  
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en la sociedad. No perdemos, por dicho motivo, la perspectiva que nos enseña que cualquier 
avance siempre vino lastrado por una serie de inconvenientes, lo que no debe empañar sus 
virtudes. Recordaremos esta reflexión más adelante para no olvidar que las tecnologías, dejando 
a un lado sus posibles efectos nocivos, son instrumentos imprescindibles para el desarrollo del ser 
humano y que, por ende, nunca debemos poner en duda sus bondades por el simple hecho de 
que exista una serie de desviaciones negativas.  
 
 
1.3. Razones para un estudio de esta índole 
 
1.3.1. Interés académico 
 
Como ya hemos adelantado en el apartado precedente, son innumerables las 
investigaciones, ensayos, monografías y publicaciones de actualidad centradas en las distintas y 
complejas interacciones que se producen al entrar en juego la intimidad y vida privada en los 
entornos digitales. A este respecto, desde el ámbito académico se ha abordado cuantiosamente 
no sólo el surgimiento, desarrollo y actual situación de la problemática, sino que se ha tratado de 
ofrecer soluciones a medida que la invasión del ámbito reservado del individuo parecía suponer 
una amenaza para el necesario desarrollo de la tecnología. No debe sorprender al lector, por ello, 
el amplio espectro de estudios a este respecto que certifican que, lejos de suponer una moda 
pasajera, constituye un auténtico desafío para la ciencia. 
Por otra parte, la razón primordial de este interés la encontramos en la complejidad 
inherente a la esencia de los parámetros que entran en juego. De un lado, el objeto de estudio, 
esto es, la intimidad u vida privada, viene marcado por una naturaleza variable en función de 
condicionamientos culturales, legales y costumbres. Y, si ya de por sí resulta complicado conjugar 
la subjetividad humana con otros factores, encontramos que la dificultad se agrava al añadir las 
características de la naturaleza global, cambiante, inmaterial y difusa del entorno tecnológico 
digital. Nos movemos, en definitiva, en arenas movedizas en las que nada permanece estable, 
invariable, ni constituye una regla absoluta.  
No obstante y aun cuando la incertidumbre constituye una parte innegociable de las 
investigaciones que analizan fenómenos de las ciencias sociales, debemos centrarnos en el 
hecho concreto y real que es la desprotección que amenaza la salvaguarda de las informaciones 
privadas de los individuos. Es por ello, que en el presente estudio trataremos de esbozar un 
panorama global, una instantánea que servirá para centrarnos en las circunstancias concretas, 
delineando la evolución del suceso y explicando qué se encuentra bajo la superficie de estas 
situaciones de vulnerabilidad del usuario. Si bien, cabe advertir al lector del inconveniente que 
lastra las investigaciones sobre hechos contemporáneos: cuando nos referimos a la situación 
actual hablamos, en realidad, del pasado más inmediato, por cuanto no podemos obviar que  
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mencionar el presente es un acto inexacto, pues nada (y mucho menos en un entorno tan 
cambiante) se mantiene intacto.  
Asimismo, otra de las innovaciones de esta investigación es la propuesta final en la que 
se intenta solventar una parte de la problemática. Internet nació como una red de intercambio de 
conocimiento, elemento que, curiosamente, se encuentra en la esencia misma del dilema, 
constituyendo un lugar común en el amplio abanico de intromisiones observado. A lo largo de la 
presente investigación haremos hincapié en la importancia que un correcto flujo de información 
posee en la protección de los usuarios, al igual que no perderemos de vista una constante: la 
educación, base de un buen devenir en la sociedad48, ostenta un papel fundamental. 
Particularmente, si tenemos en cuenta que esta nueva realidad comunicativa es cada vez más 
cambiante, compleja y demanda mayores competencias y recursos al ser humano. Pretendemos, 
de este modo, hacer valer el silogismo demostrativo según el cual si la falta de información y base 
crítica juegan un papel primordial en las intromisiones en el recinto reservado de la persona, la 
existencia de un mecanismo que proporcione dicho soporte ayudaría a revertir la situación. De 
este modo, tras el pertinente análisis ofreceremos una propuesta encaminada a estimular el poder 
de decisión del usuario, abandonando así su role de sujeto pasivo al vaivén de regulaciones 
obsoletas e intereses ajenos.  
Finalmente, además de la necesidad de dar soluciones concretas a una problemática que 
afecta al usuario universal, otro hecho justifica su pertinencia académica: el presente relato 
cuenta con la integración de los postulados de Helen Nissenbaum, autora de referencia a nivel 
internacional en el estudio de los conflictos entre tecnologías digitales y preservación del ámbito 
privado del ser humano, pero cuyos escritos todavía no han sido suficientemente tratados en 
España.  
Con dichas premisas en mente, surge esta investigación que, sin duda, no será la última 
de su especie. Presumiblemente, más tarde o más temprano proliferarán otros muchos ensayos 
volcados, a buen seguro, en esta misma realidad. 
 
1.3.2. Interés general 
 
Con todo lo indicado, puede resultar obvio explicar el alcance que este tipo de 
investigaciones tienen en la realidad comunicativa. El carácter cotidiano de las nuevas técnicas de 
comunicación avala su imbricación en la sociedad. Basta echar un vistazo a las informaciones 
sobre tecnología en los medios de comunicación en los últimos diez años y verificaremos cómo el 
estudio que nos ocupa protagoniza un amplio número de boletines informativos. Que dichas 
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 Así lo afirmaba el filósofo griego Sócrates, para quien la educación constituía una necesidad en la 
sociedad: “La educación es el encendido de una llama, no el llenado de un recipiente”, Sócrates, Hem., 1 /97, 
p. 96. 
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cuestiones hayan saltado a la arena pública y den qué pensar al ciudadano de a pie no es mera 
casualidad: El correcto uso de las tecnologías de la comunicación y la información promueve el 
avance de la Sociedad del Conocimiento y fomenta un entorno más igualitario.  
El ciudadano que posee información puede hacer valer sus derechos y las aplicaciones 
digitales se configuran como herramientas de acceso a las fuentes de las que emana el 
conocimiento, hecho que alumbraque no estamos ante un asunto trivial. Por ende, cuando 
hablamos de la protección de la intimidad y vida privada subrayamos la importancia fundamental 
de capacitar al ciudadano, instándole a aplicar la reflexión crítica para sacar el máximo partido del 
progreso tecnológico sin perjuicio para su integridad privada. 
En lo que respecta al plano individual, manejarse correctamente en la Red es hoy tan 
necesario como saber vivir en sociedad. Lejos de parecer una exageración, lo cierto es que 
absolutamente todas las realidades de nuestro tiempo están empapadas del cambio tecnológico, 
razón por la que Cebrián Herreros afirmaba que: 
La revolución de las tecnologías de la información y las comunicaciones está generando en 
la sociedad, no sólo una época de cambios, sino un cambio de época. Internet se ha venido 
expandiendo en todos los entornos y aspectos de nuestra sociedad. […] ni un solo rincón de 
nuestra historia futura va a dejar de verse afectado por el desarrollo del mundo digital.49  
 
No en vano, hablamos de educación 2.0, nos comunicamos a través de las redes sociales 
o realizamos trámites con las administraciones mediante las aplicaciones habilitadas a tal efecto. 
Recordamos, a este respecto, los preceptos de organismos como la UNESCO según los cuales el 
desarrollo de las tecnologías digitales y la correcta adopción por todos los agentes involucrados, 
constituyen la mejor manera de difusión de conocimiento y acceso a una sociedad igualitaria, 
gracias, en parte, a las posibilidades que ofrecen en la educación, ciencia y cultura a nivel 
internacional50.  
Es por ello que el interés de esta investigación no se agota tras su publicación. Más aún, 
si tenemos en cuenta que, en la actualidad, hay en todo el mundo más de tres millardos de 
usuarios51 y que, aunque la cifra se mantiene dentro de unos límites en el continente europeo, 
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 Herreros, C. (2010): Desarrollos del periodismo en Internet, Zamora: Comunicación Social Ediciones y 
Publicaciones, p.12 
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 En particular, según la UNESCO, los gobiernos deberán centrarse en: reforzar el derecho a la educación, 
fortalecer la cooperación científica e intelectual internacional, proteger el patrimonio cultural, promover la 
evolución de los medios de comunicación y ampliar el acceso a la información y el conocimiento de dominio 
público. Estas tareas son esenciales para construir las sociedades del conocimiento basadas en la equidad y la 
justicia social, y encaminadas a fomentar la autonomía de sus miembros. UNESCO (2005): Hacia las 
sociedades del conocimiento. Organización de las Naciones Unidas para la Educación, la Ciencia y la 
Cultura. Disponible en: www.unesco.org/publications [04/02/2013]. 
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 Actualmente cerca del 40% de la población mundial tiene conexión a Internet hoy en día. En 1995, esta 
cifra suponía menos del 1%, pero el número comenzó a aumentar exponencialmente entre 1999 y 2014. Así, 
en 2005 se alcanzó el millardo de interactores y, cinco años más tarde, el segundo. “Number of World 
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Estados Unidos, Canadá y Japón, su número continua aumentando enormemente en Asia, África 
y América Latina, lo que dibuja un matiz que a menudo pasa desapercibido: la Era Digital no ha 
hecho más que empezar. 
 
1.4. Objetivos de la investigación 
 
La presente exposición parte de una inquietud personal, en la que pretendemos averiguar 
el papel fundamental que juegan el conocimiento y la correcta interpretación de los contextos 
digitales por parte de los usuarios de las tecnologías digitales, en las intromisiones en la intimidad 
y vida privada. En otras palabras, este estudio nace de la necesidad de analizar la relación que se 
establece entre la vulneración de la esfera privada del individuo y la información, o falta de ella, 
que impera en los escenarios digitales.  
El valor primordial que le otorgamos a la información no es casual. Recordemos, citando a 
Castells, que si algo evidencia que vivimos en una sociedad informacional es el hecho de que la 
comunicación y la información se constituyen como dos de las fuentes de poder más importantes 
del sistema52, esto es, fundamentan su existencia. Pues bien, dado que operamos dentro de esta 
Sociedad de la Información, resulta capital comprender el peso que las mecánicas de flujos de 
información y trasvase de datos poseen en las situaciones de vulnerabilidad del sujeto, incidiendo 
en cómo la propia estructura de la Internet dificulta su entendimiento. Para desentrañar el entuerto 
el desarrollo de este escrito gira en torno a unas consideraciones generales y una serie de 
principios específicos que desgranamos a continuación. 
 
1.4.1. Objetivos generales 
La extensión y complejidad del tema nos invita centrar nuestros objetivos en la obtención 
de una serie de concreciones destinadas a: 
- Conocer si los contextos en los que se producen las intromisiones en la intimidad y vida 
privada de los usuarios aparecen marcados por una carencia de información que dificulte al 
usuario interpretar la naturaleza del escenario comunicativo. 
-Evaluar en qué consiste la dificultad para entender e interpretar los entornos digitales de 
la Web 2.0. 
- Conocer los cambios que las nuevas tecnologías han introducido en la concepción de 
intimidad y vida privada. 
- Desentrañar el papel del usuario en la protección de su esfera privada. 
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1.4.2.   Objetivos específicos 
 
La anterior visión genérica puede disgregarse en los siguientes aspectos concretos que 
determinan los niveles de actuación seguidos en esta investigación: 
- Realizar un elenco de las principales vías de vulneración de la intimidad y vida privada 
del individuo en las redes sociales. 
-Conocer las interacciones de los usuarios, su nivel de conocimiento y percepción de 
riesgo, así como las medidas que toman para proteger sus informaciones privadas. 
-Analizar a través del estudio de redes sociales si las herramientas de la Web 2.0 
permiten al usuario la comprensión de la naturaleza  y condiciones de los intercambios de datos. 
--Reseñar en qué medida la estructura de las plataformas de redes sociales oscurece el 
traspaso de datos que en ellas se produce. 
-Deslindar las posibilidades de negocio que entraña la obtención de los datos de los 
sujetos bajo su desconocimiento. 
 
 
1.5.   Hipótesis 
 
La hipótesis constituye el eje fundamental alrededor del cual gira cualquier investigación, 
un puente que enlaza el planteamiento de la cuestión que se desea abordar y su comprobación 
empírica. Es, por tanto, “una suposición que se propone tentativamente, para dar solución a un 
problema planteado, buscando la relación que existe entre las variables y los fenómenos” 53. No 
obstante, no debemos caer en el error de afirmar que toda suposición debe considerarse 
hipótesis, ya que esta debe partir de una serie de razonamientos. En definitiva, hablamos de una 
formulación que se sustenta en un sistema de conocimientos organizados y sistematizados, y se 
apoya en una relación de dos o más variables para explicar y, si es posible, predecir 
estadísticamente, los fenómenos que nos interesan, en el caso de que se compruebe la relación 
establecida54. 
En el presente trabajo pretendemos averiguar si existe una relación directamente 
proporcional entre el conocimiento e información que recibe el interactor de las tecnologías 
digitales y las intromisiones en su intimidad y vida privada. Partimos, por ello, de la siguiente 
premisa: El usuario necesita información para interpretar los escenarios de la Web 2.0, para 
entender los flujos de trasvase de información que se dan en su estructura y para saber cómo 
serán recolectados, almacenados y gestionados sus datos. De este modo podrá decidir, de 
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manera crítica, cuando introducir sus contenidos privados, actuando acorde a la integridad del 
contexto. 
Para abordar dicha proposición, nos hemos decantado por una tipología de hipótesis 
descriptiva de dos variables en la que estas se relacionan en términos de asociación o 
covarianza, esto es, cuando una variable cambia también las otras se modifican, pero siempre en 
forma proporcional o directa. En este caso, la variable independiente es el conocimiento y la 
dependiente el nivel de protección de la intimidad y vida privada que pueden obtener los sujetos. 
Así, a mayor conocimiento, mayor protección, en una relación directamente proporcional. Es 
pertinente puntualizar que, en este tipo de hipótesis, la relación no es causal, ya que ambos 
elementos lógicos pueden ser causa y efecto a la vez55. La comprobación se realizará mediante el 
cruce de informaciones relativas a ambas variables. 
 Desde esta perspectiva y dado que la herramienta teórica que usaremos para verificar la 
existencia o no de dicha correlación será el marco de la integridad contextual enunciado por 
Helen Nissenbaum (y que posteriormente detallaremos) la hipótesis sustantiva que planteamos 
parte de la siguiente consideración:  
-“El usuario no obtiene información suficiente para comprender los escenarios de la Web 
2.0 (representados por las redes sociales) en los que opera e introduce sus datos privados. Por 
tanto, no puede interpretar la integridad del contexto y proteger así sus contenidos privados.”. 
Esta será la premisa que guiará nuestra investigación, en la que la cronología de los 
acontecimientos relatados hará las veces de hilo conductor. Como suposiciones derivadas de la 
anterior se plantean: 
-Tras la llegada de la Web 2.0, la información y la formación del individuo constituyen su 
mejor defensa a priori para proteger su intimidad y vida privada. 
- La estructura y diseño de algunas de las herramientas arquetípicas de la Web 2.0, como 
son las redes sociales, contravienen la integridad del contexto propiciando la aparición de 
escenarios potencialmente peligrosos. 
-Muchas de las plataformas de la Web 2.0 sacan provecho o incluso basan su negocio en 
este desconocimiento del usuario, en tanto que la mayor parte de recopilación de datos se da en 
escenarios de desinformación. Es decir, en los que los individuos no son completamente 
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1.6.   Metodología empleada 
 
Como fenómenos simbólicos que son, las ciencias sociales deben ir más allá de una mera 
cuantificación de acontecimientos para poder hallar sentido al estudio de los datos. Abandonando 
así la fascinación, casi veneración, por las cifras de las técnicas cuantitativas cuyos resultados no 
siempre conducen a la comprensión global de los fenómenos, el análisis de contenido y la 
posterior comparación de registros son considerados dos de las técnicas de investigación más 
importantes para el estudio de las realidades sociales. La conjunción de ambas procura, tal y 
como subraya Klaus Krippendorff (Frankfurt am Main, 1932) comprender los datos no como un 
conjunto de acontecimientos físicos, sino como fenómenos simbólicos; reconociendo su papel 
social, sus efectos y su significado56.  
Así pues, el método seleccionado para abordar el material que conforma la extensa 
materia prima de nuestro estudio es primordialmente el análisis comparativo y de contenido de los 
artículos científicos recabados. Dicha aproximación surge determinada por la propia naturaleza de 
la investigación, fundamentada en la verificación de la correlación entre conocimiento e 
información en el entorno digital y protección de la esfera privada del sujeto. 
En su tratado: Metodología de análisis de contenido, el autor alemán define esta técnica 
de investigación como aquella: “destinada a formular, a partir de ciertos datos, inferencias 
reproducibles y válidas que puedan aplicarse a su contexto”57 y añade, “su finalidad consiste en 
proporcionar conocimientos, nuevas intelecciones, una representación de los hechos y una guía 
práctica para la acción. Es una herramienta”58. 
Más concretamente, son tres los argumentos de Krippendorff que nos motivan a elegir 
esta metodología: en primer lugar, el análisis de contenido tiene “una orientación 
fundamentalmente empírica, exploratoria, vinculada a fenómenos reales y de finalidad 
predictiva”59. Es, asimismo, una técnica no intromisiva, es decir, dado que no interviene en el 
comportamiento de los fenómenos, no crea observaciones contaminadas. Finalmente, el análisis 
de contenido es capaz de abordar un gran volumen de información, como la que corresponde 
encontrar al analizar una temática como la que protagonista nuestro estudio60.   
La idoneidad de esta técnica de análisis viene avalada no sólo por las razones 
anteriormente argumentadas, sino por el abanico de estudios precedentes, relativos a la misma 
temática y en los que se ha usado este método. Es por ello que en la presente investigación 
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 Krippendorff, K. (1990): Metodología de análisis de contenido, Barcelona: Paidós Ibérica, p. 28-29. 
Además de este autor, hemos revisamos las obras de Wolf, M. (1987): La investigación en comunicación de 
masas. Barcelona: Paidós. 
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 Ibídem., pp.28-29. 
58 Ídem., 
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 Ibíd., pp.10 y 44 
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hemos resuelto aplicar el análisis de contenido a una serie de estudios académicos motivados por 
el objeto de estudio de esta tesis, esto es, la vulneración de la intimidad y vida privada en los 
entornos digitales.  
Asimismo, como método subsidiario abogaremos por el análisis comparativo. 
Inclinándonos por esta aproximación metodológica, hemos pretendido no sólo descubrir las 
correlaciones que se producen entre los contextos de vulneración y los flujos informativos en 
dichos escenarios, sino también inferir las interrelaciones existentes entre esta problemática y el 
diseño de ciertas aplicaciones, en términos tanto de opacidad de los flujos de información, como 
de comprensión de la estructura de las herramientas digitales por parte de los individuos. Y, de 
manera complementaria, procederemos a examinar las actuaciones que los interactores llevan a 
cabo para preservar sus informaciones privadas. De este modo, podremos descubrir la evolución 
de la intimidad y vida privada en paralelo al desarrollo, expansión y popularización de las 
herramientas digitales más usadas, así como inferir sus relaciones con los avatares sociopolíticos 
del momento en que se producen, ofreciendo una contextualización completa del fenómeno.  
 
1.6.1.   Pasos metodológicos 
 
Cualquier análisis de contenido ha de hacerse en relación al contexto de los datos y 
justificarse en función de este. Y el escenario donde surgen los datos nos habla, en este caso, de 
que hay una preocupación cada vez mayor desde el mundo académico por la intimidad y vida 
privada, por cuanto los estudios que ha motivado esta temática han aumentado, 
considerablemente, en los últimos años. Algo que, a su vez, constituye una cierta fuente de 
certidumbre respecto a la prevalencia e importancia del objetivo perseguido en esta investigación, 
así como de su pertinencia.  
Sin embargo y dado que la multitud de estudios nacidos en torno a las nuevas tecnologías 
exceden con mucho las capacidades de esta tesis, para hacer factible el análisis se decidió 
explorar una muestra limitada pero representativa de la documentación existente, basándonos en 
ciertos criterios de filtrado. Para ello, como primer paso metodológico se decidió establecer 
parámetros comunes que arrojasen datos capaces de ser cruzados y comparados. Así, el análisis 
de contenido fue aplicado a una muestra integrada por estudios e investigaciones que versaban 
sobre la intromisión en la intimidad y vida privada provocada por las nuevas herramientas 
tecnológicas. Es preciso aclarar, no obstante, que aunque la unidad física de análisis escogida se 
circunscribió a artículos e informes científicos, ulteriormente la visión arrojada tras el escrutinio de 
estos se completó con otros estudios, entradas de blogs y otras fuentes documentales que, en 
infinitud de ocasiones, apuntalaban los trabajos de los autores. 
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Para encaminar el análisis de contenido de los artículos se llevó a cabo un primer 
escrutinio que nos ayudó a identificar si dichas investigaciones versaban sobre las 
preocupaciones en torno a la protección de la intimidad y vida privada, si se trataba de meras 
referencias o, incluso, resultados erróneos arrojados por los buscadores. Paso capital, este último 
que nos permitió hacer una primera criba del extenso material encontrado y contar con una cierta 
homogenización que permitiera su análisis. A este respecto, el análisis de contenido se aplicó, 
exclusivamente, a aquella muestra de artículos científicos que había pasado la primera selección, 
examinando la relación existente entre las unidades referenciales que citaremos en el siguiente 
apartado. En definitiva, nos inclinamos por una metodología cualitativa deductiva caminando, 
mediante el uso de la inferencia, de lo general a lo particular; explorando las categorías referentes 
a ciertos descriptores o términos claves para, posteriormente, analizar el contenido de los 
aspectos concretos que cada estudio ha priorizado con respecto a la temática analizada. 
Aunque puede afirmarse que, prácticamente, todos los análisis de contenido y 
comparativos son diferentes entre sí y que cada disciplina usa esta técnica desde parámetros 
distintos, sí podemos afirmar que la generalidad de los estudios seleccionados comparte una 
lógica de composición, una forma de razonamiento y, por supuesto, ciertos criterios de validez. 
Esta homogeneización se consigue gracias al cruce de variables, en tanto que es la variación, 
afirma Krippendorff lo que permite que los datos sean informativos61. En consecuencia, la 
correlación de dichas referencias ha sido determinante para trazar las líneas del mencionado 
dilema en relación, no sólo al desarrollo de las aplicaciones informáticas, sino al papel 
desempeñado por el individuo. 
En una segunda vertiente más teórica, la investigación aborda los flujos de información 
observados tras el análisis comparativo, bajo el prisma teorético aportado por Helen Nissenbaum 
basado en la protección de la vida privada en función del respeto a la integridad del contexto. A 
través de dicho marco, se pretende evaluar no sólo el nivel de información que recibe el usuario y 
su capacidad de entendimiento de los entornos digitales, sino determinar los vínculos y 
correspondencias con las herramientas tecnológicas que más problemas suscitan, así como con 
ciertas prácticas no leales de las empresas de redes sociales.  
 
1.6.2.   Criterios específicos para la selección 
 
Para realizar la selección de los estudios científicos a analizar delimitamos un período de 
estudio que abarcó desde el año 1995 hasta 2014; es decir, desde el despegue de Internet a nivel 
global hasta la actualidad, un ciclo suficientemente prolongado como para evaluar, con una cierta 
perspectiva, los efectos producidos por las interacciones de las tecnologías digitales. Si bien, 
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cabe indicar que una gran parte de los estudios finalmente analizados correspondieron al período 
comprendido entre los años 2004 y 2014, por cuanto el despegue de la Web 2.0 y, 
particularmente, de las redes sociales como herramienta arquetípica ha disparado el número de 
publicaciones destinadas a solventar los dilemas asociados. Dicha primera observación nos llevó 
a centrar el presente ensayo en este período de tiempo, por considerar que era un lapso 
suficientemente convulso como para demandar un análisis pormenorizado. 
La elección de estos estudios se acometió mediante palabras clave referidas a los 
conceptos “intimidad” y “vida privada”, así como los descriptores basados en sus sinónimos o 
relacionados con su campo semántico como, por ejemplo: “ámbito íntimo”, “esfera privada” o 
“espacio privado”, entre otros. Son las unidades referenciales en la terminología del análisis de 
contenido funcional de Krippendorff. Posteriormente, dichas unidades se cruzaron con otras 
relativas a las redes sociales para obtener interacciones entre ambos campos y, 
subsiguientemente, un significado. Entre dichas categorías aparecían también descriptores como 
“tecnologías digitales”, “Web 2.0” o “Internet”, dado que la violación de la intimidad y vida privada 
en las redes sociales va más allá de los límites propios de las plataformas, pues se produce una 
alta interacción con otras herramientas externas. 
Por otra parte, en una investigación con una material tan extenso como la presente, la 
necesidad de interponer elementos de filtrado se antoja sustancial para garantizar una cierta 
efectividad en el desarrollo de la misma. Comentar la existencia de ese cribado inicial se torna 
necesario para clarificar los límites iniciales de los que parte el estudio, así como las 
demarcaciones que, posteriormente, reflejarán los resultados.  
Respecto a dicha selección inicial debemos advertir que, si bien es cierto que en ningún 
momento se pretendió establecer un filtro por regiones o zonas geográficas, la realidad es que la 
mayoría de los estudios provienen de unos determinados países punteros en esta clase de 
investigaciones. El motivo lo encontramos, como veremos a lo largo de esta tesis, en la propia 
evolución y desarrollo de la tecnología digital, anclada, desde su origen, en una serie de estados, 
lo que, a su vez, provoca que sean los únicos que posean una producción científica considerable 
al respecto. Por otra parte, tal y como ya indicara la UNESCO62, el nivel de desarrollo de las 
tecnologías aparece ligado al nivel socioeconómico de los países, por lo que si bien los problemas 
sobre intimidad y vida privada resultan primordiales en los países más industrializados, no así en 
los países en vías de desarrollo cuyo principal problema es el acceso a las herramientas 
interactivas.  
Del mismo modo, es preciso añadir que en dicha selección se excluyeron todos aquellos 
documentos sobre intimidad y vida privada que no se refirieran, explícitamente, a las tecnologías 
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digitales; al igual que se obviaron los relativos a dichas herramientas en relación a otros dilemas 
éticos, pese a haber encontrado, en un gran número de estos, referencias a la temática 
estudiada. Por todo ello, entendemos que la necesidad de posteriores estudios queda palpable, 
en tanto que son innumerables los conflictos entre el sustrato digital y ciertos derechos 
inalienables del ser humano como, por ejemplo, el acceso a la información. 
 
1.7.   Fuentes de la investigación 
 
1.7.1.   Fuentes primarias 
 
Dada la naturaleza de nuestra investigación, la fuente primordial de la que emana el 
análisis contenido se constituye de los artículos científicos analizados, que cubren el período 
temporal indicado y que se encuentran reseñados en el capítulo Anexos del presente trabajo. 
Dichos estudios aparecen, en su mayoría, en revistas científicas y actas de congresos, y su 
búsqueda documental se ha centrado, como ya hemos adelantado, en el cruce de binomios 
referentes a los campos semánticos: “intimidad y/o vida privada y/o informaciones 
privadas/personales y/o datos privados/personales” y “redes sociales y/o Internet y/o Web 2.0 y/o 
tecnologías de la comunicación y/o la información y/o espacios mediados”, sin descartar el cruce 
de otras variables parejas basadas en dichos descriptores.  
 
1.7.1. Fuentes secundarias 
 
Posteriormente, dichos artículos se completaron con otras publicaciones que, a nuestro 
juicio, resultaban imprescindibles por cuanto se mencionaban en los trabajos analizados o, en 
cierta medida, los cumplimentaban. La elección de estas revistas, libros y otros materiales 
documentales se perpetró al comprender la gran cantidad de textos que se habían publicado en 
relación a la citada temática. Así, las fuentes secundarias se nutren de un amplio abanico 
bibliográfico y hemerográfico, paso necesario para arrojar luz en la problemática descrita y que, 
además, ha contribuido a trazar los contornos de esta investigación.  
Para la compilación completa de este material, tanto el primario como el complementario, 
se ha acudido, fundamentalmente, a los centros académicos, instituciones y bibliotecas que 
mencionamos a continuación: 
- Biblioteca de la Facultad de Ciencias de la Información. Universidad Complutense de 
Madrid. 
- Biblioteca de la Facultad de Filosofía. Universidad Complutense de Madrid. 
- Biblioteca de la Facultad de Derecho. Universidad Complutense de Madrid. 
- Biblioteca de la Facultad de Sociología y Ciencias Políticas. Universidad Complutense de 
Madrid. 
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- Biblioteca Nacional.  
- Bibliothek Karlsruher Institut für Technologie. 
- Bibliothek  Fraunhofer-Institut für Sichere Informationstechnologie (SIT). 
- Bibliothek Institut für Kulturanthropologie und Europäische Ethnologie. Goethe-Universität 
Frankfurt am Main. 
- Bibliothekzentrum Geisteswissenschaften. Goethe-Universität Frankfurt am Main. 
- European Centre for Security and Privacy by Design (EC SPRIDE). Technical University 
Darmstadt. 
- Universitätsbibliothek Johann Christian Senckenberg. (Biblioteca Central) Goethe 
Universität Frankfurt Am Main.   
 
Asimismo, las principales bases de datos usadas para la recopilación del corpus 
bibliográfico y hemerográfico son las siguientes: 
- ARIADNA, catálogo automatizado de la Biblioteca Nacional. 
- ACM, Digital Library. 
- COMPLUDOC, base de datos multidisciplinar, de artículos de revistas. 
- DISSERTATION ABSTRACTS, Tesis defendidas en las universidades norteamericanas y 
europeas entre los años 1997 y 2000. 
- ISOC, base de datos en Ciencias Sociales y Humanidades desde 1975. 
- Katalog der Bibliotheken der Goethe-Universität Frankfurt am Main. 
- KVK Karlsruher Virtuelle Katalog, Karlsruher Institut für Technologie. 
- Suchportal Frankfurt am Main Universitätsbibliothek. 
- TESEO, Tesis españolas del Consejo de Universidades. 
 
Para completar la compilación de artículos científicos, recurrimos a algunas de las 
principales revistas académicas. Su consulta nos ayudó, además, a centrar el campo estudiado: 
- Ámbitos. Revista Internacional de Comunicación. 
- Comunicar. 
- Communication Quarterly. 
- Comunicación y Sociedad.   
- Communication Research Report. 
- Communication Research Trends. 
- Communication Theory Review. 
- Convergence: The International Journal of Research into New Media Technologies. 
- Cuadernos de Información y Comunicación (CIC). 
- European Journal of Communication. 
- Ethical Space. Internacional Journal of Communication Ethics. 
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- First Monday, Free Journal of University of Illinois. 
- German Law Review. 
- Harvard Law Review.  
- Human Communication Research. 
- Information Ethics. 
- Journal of Broadcasting and Electronic Media. 
- Journal of Communication. 
- Journal of Computer-Mediated Communication. 
- Journal of Information, Communication and Ethics in Society, JICE. 
- Journal of Mass Media Ethics. 
- Mass Communication on Society. 
- Media, Culture and Society.  
- Media Ethics. 
- MIS Quarterly. 
- New Media and Society. 
- Nordicom Review. Journal from the Nordic Information Centre for Media and 
Communication Research. 
- Recherches en Communication. 
- Revista Internacional de Ciencias Sociales. 
- Revista Latina de Comunicación Social. 
- Tecnoscienza, Italian Journal of Science & Technology Studies. 
- Zer, revista de Estudios en Comunicación. 
 
Así como a las actas de congresos que periódicamente se celebran centrados en esta 
problemática: 
- ETHICOMP, Ethics and Computer International Congress.  
- IEEE Security & Privacy. 
- Proceedings of ACM Workshop on Privacy in the Electronic Society. 
- PNAS. 
- Proceedings of the Conference on Human Factors in Computing Systems (SIGCHI /CHI) 
 
Además de los estudios y monografías sobre este campo, se han consultado boletines 
internos y actas de diversas asociaciones, los informes realizados por organismos internacionales 
a colación de la vulneración de la intimidad y vida privada, así como los informes publicados por 
los estados que se han anticipado en su regulación. Entre ellos, destacamos los elaborados por: 
 
- Agencia Española de Protección de Datos (AEPD). España. 
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- Alto Comisionado Alemán. 
- Americam Civil Liberties. Estados Unidos. 
- Asociación de Usuarios de Internet (AUI). España. 
- Comisión Europea y Grupo de Trabajo del Artículo 2963. Unión Europea. 
- Comisión de Protección de Datos de Irlanda. 
- Comisión de Privacidad de Canadá  
- Deutsche Akademie der Technikwissenschaften (ACATECH). Alemania. 
- Electronic Privacy Information Centre (EPIC). Estados Unidos. 
- Electronic Frontier Foundation (EFF). Estados Unidos. 
- European Network and Information Security Agency (ENISA). Unión Europea. 
- Federal Trade Commission (FTC). Estados Unidos.  
- Grupo Europeo de Ética en Ciencia y Nuevas Tecnologías (EGE). Unión Europea. 
- Instituto Nacional de Tecnologías de la Comunicación (INTECO). España.  
- Information Security Agency. Unión Europea. 
- Internet Society (ISOC). Spanish and English Chapter. España y Reino Unido. 
- Office of Communications (OFCOM). Reino Unido. 
- Pew Internet and American Life Project, Estados Unidos. 
- Privacy Right Clearinghouse, Estados Unidos.  
- The International Working Group on Data Protection in Telecommunications, (IWGDPT). 
Unión Europea. 
 
Dichos estudios y el amplio espectro bibliográfico relacionado se han cumplimentado con 
informaciones periodísticas para contextualizar y tomar el pulso a la actualidad que rodea el 
fenómeno, lo que nos ayudará a visualizar la coyuntura que enmarca el objeto de estudio durante 
los eventos mencionados. Todo ello, nos ha servido para nutrir la investigación, toda vez que nos 
ha otorgado las líneas básicas de actuación.   
 
1.8.   Problemas de base y presupuestos teóricos 
 
1.8.1.   La delimitación del marco situacional o acotación geográfica 
 
El marco situacional establece límites de espacio y temporales del evento a estudiar, 
sugiriendo los alcances y dimensiones a los que se quiere llegar mediante la reflexión crítica de 
los resultados obtenidos. Sin embargo, delimitar una zona geográfica de influencia a la que 
circunscribir el estudio de los efectos de las tecnologías digitales en el ámbito reservado del ser 
                                                 
63
  El Grupo de Trabajo del Artículo 29 es un órgano creado en virtud del artículo 29 de la Directiva 
95/46/CE e integrado por representantes de las autoridades de protección de datos de los Estados Miembros. 
Se trata del órgano consultivo independiente de la UE sobre protección de los datos y la vida privada.  
La protección de la intimidad y vida privada en Internet: 





humano resultaría un intento sesgado desde el comienzo y, por esencia, imposible, en tanto que 
el único linde que encontramos en la Red es la globalidad. Sí resulta necesaria, no obstante, una 
aclaración: el material analizado y los estudios citados se circunscriben a documentos 
provenientes de Europa y Norteamérica en su mayor parte, así como de otros países 
industrializados que se encuentran en un estadio de desarrollo, implantación y acceso a Internet 
muy similar. La razón se encuentra implícita en la propia historia y evolución de la tecnología 
digital, así como su posterior progresión, lo que provoca que sean estos países los que posean 
una mayor producción científica al respecto. 
 No nos atrevemos a predecir, por tanto, cómo evolucionará esta problemática en otros 
países con un recorrido menor en el uso de estas aplicaciones informáticas, ni en países con 
circunstancias políticas concretas como es el caso de China y que merecerían, sin duda, un 
estudio pormenorizado aparte. Sin embargo, intuimos que dado que en Internet los patrones se 
reproducen a gran escala y en cualquier zona geográfica, el resto de países ofrecerá una 
evolución muy similar en lo que respecta a los dilemas asociados a la salvaguarda de la vida 
privada.  
Por otra parte, si bien no podemos adelantar cuál será la situación de los países con 
menos investigaciones científicas sobre el tema, sabemos que cuando se produce una intromisión 
en la intimidad y vida privada de un usuario esta repercute a nivel global, por cuanto la propia 
naturaleza de las tecnologías provoca que no estén circunscritas a un ámbito territorial concreto. 
Por ello, y aunque en muchos casos los resultados obtenidos puedan observarse como una 
generalidad o, por el contrario, como complicaciones asociadas a los usos propios de una 
determinada sociedad, el hecho de que se trate de un fenómeno de alcance universal provoca 
que la acotación geográfica sea ineficiente en una investigación de estas características, motivo 
por la que decidimos no incluir la mencionada delimitación en el título de la misma. 
 
1.8.2. La acotación temporal 
 
En un primero momento decidimos analizar la evolución de las intromisiones en la 
intimidad y vida privada abarcando el período que va desde la popularización de Internet, en el 
año 1995, hasta el presente 2014, siguiendo la línea ya iniciada en la investigación para la 
obtención del Diploma de Estudios Avanzados (DEA) y que precede a esta tesis. No obstante, 
ulteriormente nos percatamos de que los problemas que aparecían en la Web 2.0 contenían todas 
aquellas situaciones que ya habían aparecido anteriormente, aumentando, eso sí, su complejidad. 
Por otra parte, al analizar la muestra de artículos que van desde el año 1995 en adelante 
encontramos cómo entre los años 2004 y 2014, coincidiendo con la popularización de las 
herramientas de la Web 2.0, el número de publicaciones centradas en la problemática aumentaba 
exponencialmente. Dicha observación nos llevó a establecer el punto de mira del presente ensayo 
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en este período de tiempo, por considerar que los datos arrojarían una serie de conclusiones 
ampliamente representativas y que la enorme cantidad de estudios aparecidos entre estos años 
demandaba una incursión pormenorizada.  
 
1.8.3. Problemas de base inherentes a la propia metodología 
 
Mediante esta investigación pretendemos realizar la radiografía de una problemática 
presente en la sociedad y de creciente interés para, posteriormente, brindar soluciones eficientes 
aplicables en el mundo real. Sin embargo, no debemos obviar que la arbitrariedad es un 
ingrediente sustancial de los fenómenos simbólicos y, por ende, el contenido, tal y como indica 
krippendorff, “no siempre constituye una cualidad absoluta u objetiva de las comunicaciones”64, 
menos aún, conviene aclarar, si a esta ecuación le sumamos la subjetividad que conforma la 
propia interpretación. Empero y aunque indudablemente las metodologías no son por definición 
infalibles y los parámetros seguidos en cualquier investigación pueden ser mejorables, durante el 
desarrollo del presente estudio hemos intentado que nuestro quehacer avanzase motivado por la 
rigurosidad y exactitud deseables y necesarios para ofrecer unos resultados bien argumentados. 
Quién sabe si, indirectamente, hemos abierto la senda a futuras investigaciones que irán 
desentrañando la multitud de realidades que se encuentra en la madeja conformada por la 
relaciones entre el ser humano y las tecnologías.  
 
1.8.4. Concreción del objeto de estudio y justificación del título  
 
Es posible que, a estas alturas, el lector se esté preguntando por qué en el título de esta 
investigación citamos Internet en vez de mencionar exclusivamente las redes sociales. Pues bien, 
no se trata de un error en la delimitación del campo de estudio, sino una complejidad más añadida 
a las atribuciones del universo digital. La razón tiene que ver con el hecho de que, dado que en la 
Web relacional todo está conectado, lo que sucede dentro de una red social es susceptible de 
obtener su correlato en la Red general, esto es, en Internet. Más aún, cuando el intercambio de 
datos que tiene lugar en estas herramientas de comunicación a menudo va más allá de sus 
confines. La indexación de los datos de los perfiles públicos por defecto, el trasvase de 
contenidos a terceras empresas asociadas y otras coyunturas similares que aparecen anejas a 
estas herramientas provocan que las informaciones privadas de los usuarios desborden, con 
creces, los cauces delimitados por las propias plataformas. En definitiva y como podremos 
comprobar en el capítulo Análisis, las intromisiones en el ámbito privado que se producen en 
estos espacios aparentemente acotados de la Web se traducen, a la postre, en injerencias 
acontecidas en todo el amplio espectro Internet.  
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2. ESTRUCTURA DE LA PRESENTE TESIS 
Una vez aclarados los principios que centrarán nuestro empeño en esta investigación, se 
impone establecer un esquema que guíe nuestro recorrido; más aún, teniendo en cuenta la 
complejidad del asunto que nos ocupa.  Es por ello que un tema tan extenso y difuso requiere ser 
debidamente seccionado y dispuesto; de ahí los capítulos que lo conforman y su división interna. 
Asimismo, la exposición se presentará aliñada con una breve introducción a cada capítulo y un 
balance final donde se recoge la síntesis y principales reflexiones extraídas del mismo, con el 
objetivo en mente de facilitar al lector el acceso a los datos presentados y a la lectura crítica.  
Antes de comenzar nuestro análisis resulta necesario aportar un marco sólido capaz de 
soportar una problemática tan confusa y, en ocasiones, polifacética como es la protección de la 
intimidad y vida privada en este mundo interconectado en que se constituye la Era Digital. En 
definitiva, el objetivo último de esta parte de la investigación es hallar un sostén conceptual 
inequívoco que podamos aplicar durante su desarrollo. Comenzamos, por ello, con un potente 
corpus teórico destinado a esclarecer qué realidades intervienen cuando referimos la relación 
entre vida privada y tecnología. Este Marco conceptual se conforma de tres capítulos destinados 
a esclarecer los pilares fundamentales que protagonizarán el posterior análisis. Así, en el Capítulo 
II se analizan a fondo los significados contenidos en los vocablos “intimidad” y “vida privada”, y se 
abordará su protección desde el marco legislativo. Posteriormente, el Capítulo III surge 
encaminado a explicar el universo digital y las características de los entornos mediados por las 
tecnologías, contextualizando este fenómeno mediante el repaso de sus antecedentes y la 
definición de los principios en que se sustenta. Una vez detalladas dos de las constantes 
substanciales, esto es, la intimidad y vida privada de un lado e Internet y los escenarios digitales 
de otro, resulta imprescindible observar la confluencia entre ambas; una mixtura en la que 
observaremos propiedades específicas que no presentan dichas realidades por separado. 
Consecuentemente, en el Capítulo IV se expone el cambio de perspectiva en la protección y 
concepción de lo privado, transformación que comienza ligada al desarrollo de los medios de 
comunicación de masas tradicionales y que alcanza su máximo apogeo con el advenimiento de 
las herramientas relacionales digitales. Lejos de ser superfluo, este paso se torna necesario para 
introducir al lector en el marco teórico al que nos remitiremos en la resolución de esta tesis, esto 
es, la integridad contextual.  
Partiendo de este soporte crítico, comenzaremos la tercera parte o Análisis propiamente 
dicho, desgranando, en distintos bloques temáticos, los diversos puntos de conflicto. En este 
sentido, la tesis cubrirá una serie de capítulos que tendrán como misión abordar en profundidad el 
objeto de estudio desde la fecha de partida hasta la actualidad. Este apartado aparece dividido en 
capítulos debidamente fraccionados, contextualizados y, en ocasiones, organizados 
cronológicamente; de esta manera se pretende, a la vez, resumir los acontecimientos más 
sobresalientes en relación a la cronología que se les adscribe. Obtendremos a este tenor una 
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instantánea definida de todas aquellas intromisiones en la intimidad y vida privada de los 
usuarios, acaecidas a raíz de la interacción con las redes sociales digitales. 
Finalmente, en el capítulo Discusión examinamos los flujos de información detectados 
durante el análisis precedente, pasándolos por el tamiz de la integridad contextual. Como colofón, 
un balance de las etapas estudiadas y comprobar las hipótesis de partida, daremos paso a la 
presentación de una serie de propuestas destinadas a minimizar la problemática, así como a los 
hallazgos finales extraídos del estudio.  
En otro orden de cosas, conviene puntualizar que esta tesis se desarrolla con arreglo a la 
denominación de Doctorado Europeo o Mención Europea, lo que implica que, en su mayor parte, 
el desarrollo de la misma se realizará en castellano, salvo una serie de capítulos que se 
presentarán en inglés, idioma elegido para su presentación y defensa junto con el castellano. Se 
ha perseguido, por ello, una cierta coherencia tanto en las notas a pie de página como en las 
acotaciones y citas textuales, por lo que los textos que aparecen en los capítulos lo harán en el 
idioma correspondiente, ya sea bien porque la obra tiene una edición en dicha lengua o por 
traducción de la propia autora al idioma de dicho capítulo.  
Es posible que la complejidad del fenómeno no permita analizar toda la variedad de 
interrelaciones en conjunto con la intensidad que nos gustaría, pero sí efectuaremos 
aproximaciones sobre algunos de los aspectos principales de la sociedad actual que bien 
merecen ser reseñados. En este escenario, marcado por el cambio y la complejidad, nacen estas 
páginas encaminadas a clarificar una de las controversias que más informaciones protagonizan 
en los medios de comunicación, más inquietudes suscitan en el ámbito científico y, por encima de 
todo, más lastran el satisfactorio uso y potencial de las tecnologías digitales.  
El deseo, no es otro, que el lector disfrute tanto de la lectura de este escrito como la que 
suscribe estas líneas en su confección. 
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