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ABSTRACT
Current two-way satellite tracking methods are insufficient to support the growing interest in deep space small satellite
missions. To meet the low cost and minimal resource allocations that make CubeSats so appealing, navigation methods
must be developed that reduce ground communication requirements. One promising approach is the use of a stable
onboard timing reference to enable one-way ground uplink ranging capabilities. The Chip Scale Atomic Clock (CSAC)
is a stable oscillator that meets the size, weight, and power requirements for use on CubeSats. Maxwell, a University
of Colorado Boulder CubeSat mission, provides the opportunity for a flight test of CSAC-driven one-way ranging.
This work presents a preliminary simulation of the mission, modeling the expected LEO orbit determination (OD)
performance using CSAC-driven radiometric measurements. The effect of thermal variations on the CSAC behavior
are specifically considered, and the OD performance in the presence of both stochastic clock and thermal variations is
evaluated. It is shown that the use of a Dynamic Model Compensation algorithm is more effective than a State Noise
Compensation algorithm in mitigating the thermal clock effects, for both one second and thirty second data rates. This
LEO simulation and eventual Maxwell CSAC flight provide the first steps towards demonstrating the feasibility of
CubeSat navigation using one-way ranging.
tracking regime, have shown Earth OD recovery to submeter levels.2 A Mars orbiter simulation, using DSAC
driven one-way tracking, yielded orbit resolution to
approximately 5 meters using X-band Doppler and 1
meter using Ka-Band Doppler tracking.3,4

INTRODUCTION
NASA has identified the potential scientific benefit of
using CubeSats for deep space exploration.
Conventional deep space missions rely on two-way Earth
based tracking, for which ground stations must dedicate
their communication capabilities to one spacecraft at a
time. The time and resources required for such tracking
is not feasible for low-cost, small satellite missions.
NASA has been exploring one-way tracking to eliminate
the need for such time-consuming two-way transmission
exchanges with Earth. In this favorable configuration
ground stations can uplink to all satellites within their
field of view at the same time, and the satellites can
perform trajectory estimation independently. However,
this method requires stable onboard timing to eliminate
the need for constant ground based timing correlation.

The Chip Scale Atomic Clock (CSAC) has a
significantly smaller footprint than DSAC, but at the cost
of substantially degraded stability performance.
Investigating if CSAC-level stability can provide the
performance necessary for CubeSat mission navigation,
requires both simulation studies and flight experiments.
Maxwell, a University of Colorado Boulder low Earth
orbit (LEO) CubeSat mission, with planned launch in
2021, provides the opportunity to conduct a similar flight
test of CSAC-based one-way ranging. This mission,
supported by the Air Force University Nanosat Program,
is focused on demonstrating next generation
communication capabilities. A CSAC will be integrated
into the Maxwell communications system to demonstrate
its potential utility to support ranging. The CSAC will
drive the generation of the X-band downlink signal, from
which radiometric measurements will be made on the
ground. This downlink rather than uplink configuration,
allows for an early test of the basic CSAC-driven oneway ranging concept, while remaining within the
constraints of the primary Maxwell mission. Forming
the observations on the ground from the downlinked data
removes the need to develop an onboard system to
process an uplinked ground signal. Such an uplink
configuration is beyond the scope of the mission and

To address this timekeeping requirement, NASA’s Jet
Propulsion Laboratory (JPL) has developed the highlystable Deep Space Atomic Clock (DSAC).1 DSAC is
designed to be flown on relatively small satellites,
enabling them to use one-way ranging signals to
autonomously measure range and estimate their
trajectories. A NASA Technology Demonstration
Mission (TDM), to launch in 2018, will monitor the
operation of a DSAC in Earth orbit for one year. This
TDM seeks to demonstrate DSAC stability sufficient to
yield deep space trajectory resolution below 10 meters
(3-sigma), matching that of current two-way tracking
methods. Preliminary simulations, using the expected
DSAC stability performance and a typical deep space
Rybak
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would add excessive complexity and risk to the primary
mission goals.5

Table 1:

Simulated Orbital Elements

Orbit Element

Paralleling JPL’s analysis for the DSAC TDM, this work
focuses on characterizing the expected performance of
the CSAC-driven navigation onboard a CubeSat. A
Kalman Filter algorithm was developed to estimate the
orbit for a LEO CubeSat, using observations corrupted
by CSAC errors in addition to standard measurement
noise. In addition to the stochastic clock errors, the
CSAC operation onboard Maxwell will be affected by
other environmental errors that must be accounted for in
the orbit estimator. A sinusoidal thermal effect was
added to the stochastic clock operation to represent such
an environmental effect. References 6 and 7 showed that
Dynamic Modeling Compensation (DMC), using a
second order Gauss Markov process provides an
effective solution for orbit determination scenarios with
periodic perturbations. We implement the second order
technique to accommodate the purely oscillatory thermal
error added to the CSAC frequency and compare the
filter performance to a conventional state noise
compensation (SNC) algorithm.

Value

Semi-Major Axis

7000 km

Eccentricity

0.0004

Inclination

52 deg

Right Ascension of the
Ascending Node

108 deg

Argument of Perigee

135 deg

Mean Anomaly at epoch

15 deg

Simulated Station Tracking
We consider CubeSat tracking by either one or two
stations. The stations are strategically placed to provide
long tracking arcs and to ensure the stations have
differing geometry with respect to the satellite (see
Figure 1). Range and range-rate measurements,
corrupted with 1 cm and 1 mm/s noise respectively, and
affected by the spacecraft clock errors, are gathered from
each station. An elevation mask of 20 degrees is
implemented for both stations.

LEO ORBIT SIMULATION SET-UP
Simulated Orbit and Station Tracking
Maxwell will be deployed from the International Space
Station (ISS). The simulation orbit is therefore based on
an ISS orbit, shown in Figure 1. A simple two-body
model is used to propagate the LEO trajectory based on
the orbital parameters outlined in Table 1.

Figure 2: Ground Station Tracking Arcs from
Station 1 & 2, (1s Data Rate, 20° Elevation Mask)

Table 2:

Tracking Station Positions

Station

Latitude

Longitude

Altitude

1

-40 deg

81 deg

0 km

2

40 deg

278 deg

0 km

Figure 1: Orbit and Tracking Station Geometry
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To simulate the stochastic portion of the CSAC behavior,
we use a linear combination of a white noise process and
a random walk in frequency, but do not model the flicker
floor. Following the work presented in Zucca and
Tavella, the CSAC is modeled as a two-state (phase and
frequency) clock, with no deterministic frequency offset
or drift. 10 The resulting linear differential equation for
the stochastic clock is shown in Eq (1). Wp and Wf are
two independent, zero mean Gaussian variables. The
stochastic clock phase, ps, and the frequency deviation,
fs, are given by:

CLOCK SIMULATION
Simulation of Stochastic CSAC Signature
Allan Deviation (ADEV) is a standard measure for an
oscillator’s stability with the structure of the ADEV plot
providing a characterization of the underlying noise
signatures.8 A Microsemi SA.45s CSAC has been chosen
to fly onboard the Maxwell CubeSat. Microsemi
provides the ADEV noise properties for the SA.45s unit
shown in Table 3 and Figure 3.9
Table 3:

Microsemi SA.45s Stability Performance

Averaging Time - Tau (s)

𝑑𝑝 (𝑡)

1

3.0x10-10

10

1.0x10-10

100

3.0x10-11

1000

1.0x10-10

𝑝 (𝑡)

𝑑𝑊𝑝 (𝑡)

[𝑑𝑓𝑠 (𝑡)] = 𝐹𝑠 [𝑓𝑠 (𝑡)] 𝑑𝑡 + 𝑄𝑠 [𝑑𝑊 (𝑡)]
𝑓
𝑠
𝑠

ADEV Stability

0
𝐹𝑆 = [
0

𝜎𝑤𝑓
𝑄𝑆 = [
0

1
]
0

(1)

0
]
𝜎𝑟𝑤𝑓

The discrete solution can be found to be:
𝑝 (𝑡𝑘+1 )
𝑝𝑠 (𝑡𝑘 )
]
= ф𝑠 (𝑡𝑘+1 , 𝑡𝑘 ) [
] 𝑑𝑡 + 𝐺𝑘
)
𝑓𝑠 (𝑡𝑘 )
𝑠 𝑘+1

[𝑓𝑠 (𝑡

(2)

The deterministic portion of Eq. (1) is linear time
invariant and therefore the state transition matrix is
defined as:
ф𝑠 (𝑡𝑘+1 , 𝑡𝑘 ) =

[

1
0

𝑡𝑘+1 − 𝑡𝑘
]
1

(3)

The driving stochastic vector and corresponding
covariance are defined in discrete form as:
𝐺𝑘 ~𝑁(0, 𝛴) =
𝑡
𝜎𝑤𝑓 (𝑊𝑤𝑓 (𝑡𝑘+1 ) − 𝑊𝑤𝑓 (𝑡𝑘 )) + 𝜎𝑟𝑤𝑓 ∫𝑡 𝑘+1(𝑊𝑟𝑤𝑓 (𝑠) − 𝑊𝑟𝑤𝑓 (𝑡𝑘 ))𝑑𝑠
𝑘
[
]
𝜎𝑟𝑤𝑓 (𝑊𝑟𝑤𝑓 (𝑡𝑘+1 ) − 𝑊𝑟𝑤𝑓 (𝑡𝑘 ))
(4)

Figure 3: Typical Allan Deviation of Microsemi
SA.45s CSAC - from [9]
An ADEV plot with a slope of negative 1/2 indicates
white frequency noise; a slope of positive 1/2 indicates
random walk in frequency; and a zero slope indicates a
flicker floor.8 The CSAC ADEV plot in Figure 3 displays
white frequency noise up to an averaging time of 1000
seconds and random walk in frequency above 10,000
seconds.

𝛴 = 𝐸[𝐺𝑘 𝐺𝑘 𝑇 ] =
[

𝜎𝑤𝑓 2 (𝑡𝑘 − 𝑡𝑘−1 ) + 𝜎𝑟𝑤𝑓 2
𝜎𝑟𝑤𝑓 2

(𝑡𝑘 −𝑡𝑘−1 )2
2

(𝑡𝑘 −𝑡𝑘−1 )3
3

𝜎𝑟𝑤𝑓 2

(𝑡𝑘 −𝑡𝑘−1 )2

2
]
𝜎𝑟𝑤𝑓 2 (𝑡𝑘 − 𝑡𝑘−1 )
(5)

Figure 4 shows several example time histories of CSAC
phase and frequency, scaled by the speed of light (c),
generated using the model presented in Eq. (1) – (5).
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variations for different components onboard a CubeSat
over multiple orbits. This simulation suggests that
temperature variations from -18°C to 30°C are possible,
depending on the installation of the CSAC within the
structure (J. Mason, personal communication, Aug 31,
2016).

Figure 4: Simulated CSAC Signature
The corresponding Allan Deviations, computed using
the overlapping AD method, for ten such CSAC
realizations are shown in Figure 5.
Figure 6: Thermal Simulation for LEO CubeSat
The Microsemi SA4.5s CSAC specifications indicate a
maximum frequency variation of 5x10-10 over an
operating temperature range of -10°C to 35°C.9
Therefore, the CSAC performance will be strongly
affected by the changing thermal environment on orbit.
To incorporate this thermal effect in our simulation, a
sinusoidal variation is added to clock frequency, which
is then integrated into phase through the clock
relationship presented in Eq. (2). The amplitude of this
variation is scaled by the CSAC data sheet maximum and
the frequency dictated by Maxwell’s orbital period of
approximately 5000 seconds (1.4 hours). The resulting
clock signature, scaled by the speed of light, shows large
oscillations, dwarfing the underlying stochastic clock
behavior, as seen in the time history and ADEV plots.

Figure 5: Allan Deviation of Ten Simulated CSACs
In Figure 5, the slope of -0.49 for short time intervals (tau
below 1000s) indicates white frequency noise, and the
slope of 0.47 for intervals longer than 10,000s indicates
random walk in frequency.8 This corresponds to the
expected CSAC noise structure as given in the data
sheet.9 The ADEV calculations are performed on 20 days
of simulated measurements taken at 1s intervals; thus,
the uncertainty for short intervals is extremely small and
all the realizations look the same in the figure. Over
longer intervals the uncertainty is larger and ADEVs
computed for the individual clocks are less consistent.
Simulation of Thermal Variation of CSAC
Thermal variations are expected on-orbit which will
affect the clock performance, as the CubeSat passes in
and out of direct sunlight on each orbit. Legacy
simulation data from previous CU-Boulder CubeSat
missions provide an idea of expected temperature
variations. Figure 6, generated by the MinXSS CubeSat
Graduate Projects team, provides simulated temperature
Rybak
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to the range and range-rate measurements respectively.
To obtain a baseline, cases are run that include the
simulation and estimation of only the stochastic clock.
The thermal variation are then added, affecting the phase
and frequency values in Eq. (7) & (8). The following
sections detail the purely stochastic clock filter noise
compensation, as well as two methods of compensation
for the stochastic and thermal clock variations.
Stochastic Clock Noise Compensation
To compensate for the clock errors, the CSAC
covariance given in Eq. (5) is added as process noise in
the filter. For each filter configuration (number or
stations, data rate, with/without thermal variation, etc.)
the process noise is tuned to prevent over or under
compensation of the clock errors.
Figure 7: CSAC Realization subject to thermal
variation

Thermal Clock Statistical Noise Compensation (SNC)
Unknown or unmodeled state dynamics can be
approximated with process noise in the filter. The
simplest version is to assume that the errors can be
represented as white noise driving the time propagation.
Using the method presented in Tapley et al.11 the process
noise covariance can be found via Eq. (9).
𝑡

𝑄 = 𝜎 2 ∫𝑡 𝑘+1 ф(t, 𝜏)𝐵𝐵𝑇 ф(t, 𝜏)𝑇 𝑑𝜏

(8)

𝑘

This method is used to calculate the process noise needed
to compensate for the thermal clock errors. The thermal
effect causes a variation in the frequency state which is
then mapped into phase through the relationship shown
in Eq. (3). The process noise mapping matrix B can
therefore be defined as:

Figure 8: Allan Deviation of CSAC subject to
thermal variation
FILTER MODELS
Turning now to the filter implementation, we describe
the estimation of spacecraft position and velocity using
ranging measurements, in the presence of stochastic and
thermal variations in the onboard clock. Position and
velocity states are estimated in ECI coordinates and
rotated to RTN for analysis. Clock errors are modeled
using the two-state clock formulation shown in Eq. (2).
Measurements from the ground stations, shown in Figure
2, are modeled as follows:

0
𝐵=[ ]
1
Substituting the stochastic clock STM and process noise
mapping matrix into Eq. (9), the thermal clock process
noise matrix becomes:
1

𝑄𝑡ℎ𝑆𝑁𝐶 = 𝜎
𝑟 = √(𝑋 − 𝑋𝑠

)2

+ (𝑌 − 𝑌𝑠

)2

+ (𝑍 − 𝑍𝑠

)2

+ 𝜖𝑟 + 𝑐𝑝
𝑟𝑟 =

(6)

(𝑡𝑘+1 − 𝑡𝑘 )2

1
2

(𝑡𝑘+1 − 𝑡𝑘 )2
(𝑡𝑘+1 − 𝑡𝑘 )

]

(9)

The thermal process noise, QthSNC, and the stochastic
compensation, Σ, are added for each time update.
However, after an observation gap of more than five
time-steps, no additional process noise is added until
another measurement is processed. The thermal and
stochastic clock process noise matrices are tuned with
separate sigma values, to properly account for the
contributions of each.

(7)

where the time index has been omitted for simplicity.
Measurement errors (1 cm and 1 mm/s) are added, along
with the modeled clock phase and frequency deviations,
Rybak
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3
1
2

1
[(𝑋 − 𝑋𝑠 )(𝑋̇ − 𝑋𝑠̇ ) + (𝑌 − 𝑌𝑠 )(𝑌̇ − 𝑌𝑠̇ )
𝑟
(𝑍 − 𝑍𝑠 )(𝑍̇ − 𝑍𝑠̇ ) ] + 𝜖𝑟𝑟 + 𝑐𝑓

2

(𝑡𝑘+1 − 𝑡𝑘 )3
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Thermal Clock Dynamic Modeling Compensation
(DMC)

Table 4: OD Filter Performance after 4 Days,
RMS Computed Over Last 15 Orbits (~210 hours)

Compensation for the thermal variation on the clock can
be improved with the knowledge that the effect is
sinusoidal. Previous works have discussed the advantage
of using second order, rather than a first order, GaussMarkov (GM) process in the DMC algorithm. 6,7 The two
GM variables are added to the state and estimated in the
filter. Using a second order damped oscillator model
allows for the adjustment of the oscillatory and damping
parameters to better match unknown error signatures
seen on orbit 6 For the clock thermal signature case, rates
of absorption and dissipation of heat are not considered
as the CubeSat passes from shadow to sunlight. Instead,
for our initial studies, the thermal effect is modeled as
purely oscillatory. The representative GM process is
defined as a second-order dynamical system (with
damping term equal to zero) driven by a white noise
function7:
[

𝑇̇(𝑡)
0
]= [
̈𝑇(𝑡)
−𝜔2

𝑎 = √2𝜎 2 𝜔

𝑎
1 𝑇(𝑡)
][
] + [ ] 𝑢(𝑡)
𝑏
0 𝑇̇(𝑡)

0
𝛥𝑡
cos(𝜔𝛥𝑡)

[0

0

−𝜔 sin(𝜔𝛥𝑡)

(10)

𝑎𝑏
] ∆𝑡
𝑏2

4.79E-08

3.48E-05

1.45E-07

2

1

1.99E-05

1.75E-08

1.55E-05

1.20E-07

1

30

1.78E-04

1.71E-07

1.14E-04

3.08E-07

2

30

3.00E-05

2.65E-08

1.97E-05

2.83E-07

1

1

5.90E-03

5.57E-06

2.33E-03

2.64E-06

2

1

5.59E-04

5.46E-07

3.48E-04

9.65E-07

1

30

8.41E-03

7.95E-06

2.93E-03

3.51E-06

2

30

6.45E-04

6.52E-07

3.14E-04

1.98E-06

1

1

2.70E-04

2.31E-07

1.24E-04

2.59E-07

2

1

7.01E-05

8.18E-08

4.38E-05

1.57E-07

1

30

7.80E-04

7.35E-07

2.50E-04

1.16E-06

2

30

1.56E-04

1.77E-07

9.65E-05

1.10E-06

Frequency
(km/s)

Before considering thermal effects on the clock, base
cases are run using only phase and frequency clock errors
with no thermal effects. The process noise used is based
on the stochastic clock behavior, shown in Eq. (5), and
tuned such that approximately 95% of the errors fall
within the three sigma bounds. Figures 9-11 show the
filter performance for one OD solution realization with
two tracking stations and a time-step of 1 second. The
errors are quickly reduced to sub-meter level in position
and sub-millimeter in velocity. Oscillations at the orbital
period persist in each of the state errors, reducing in
magnitude until limited by the balance between
measurement and process noise. The ephemeris error
time histories highlight the impact the ground station
visibility has on the position and velocity state estimates,
with the worst observability into the tangential position
and radial velocity components. The filter prefit
residuals clearly show the clock signature, which is then
removed leaving only measurement error in the postfit
residuals, shown in Figure 11. Table 4 shows that the OD
estimate including only the stochastic clock with SNC is
improved with the inclusion of a second station and a
degradation in performance with a 30 second timestep,
as expected.

0
0
1
sin(𝜔𝛥𝑡) (11)

𝜔

cos(𝜔𝛥𝑡) ]

(12)

This process noise is necessary to hold open the
covariance for the estimated thermal variable terms.
Again, the DMC thermal and stochastic clock process
noise matrices are tuned with separate sigma values, to
properly encompass the contributions of each.
FILTER RESULTS
Table 4 summarizes the average performance of the
filter for each of the different simulation and filter
configurations. The following sections provide more
details and a discussion of the results.

Rybak

4.81E-05

Phase
(km)

Stochastic Clock Compensation Only

The thermal clock states process noise matrix can be
derived, implementing the simplifications outlined in
Reference 6, as follows:
𝑎2
𝑏𝑎

1

Velocity
(km/s)

Stochastic and Thermal Clock with DMC

Where: 𝛥𝑡 = (𝑡𝑘 − 𝑡𝑘−1 )

𝑄𝑡ℎ𝐷𝑀𝐶 = 𝜎2 [

1

Position
(km)

Stochastic and Thermal Clock with SNC

The resulting DMC STM for the stochastic and two
additional thermal clock states is easily obtained to be:
𝛥𝑡
1
0

ΔT
(s)

Stochastic Clock with SNC

𝑏 = √2𝜎 3 𝜔 3

1
0
ф(𝑡𝑘+1 , 𝑡𝑘 ) = 0

RMS

#
Stations
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Figure 9: Position & Velocity Errors – Stochastic Clock Errors, SNC, Two Stations, Δt =1s

Figure 10: Phase & Frequency Errors– Stochastic Clock Errors, SNC, Two Stations, Δt =1s
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Figure 11: Prefit & Postfit Residuals– Stochastic Clock Errors, SNC, Two Stations, Δt =1s
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and one station the position errors are resolved to meter
level and the velocity to millimeter level. These results
are improved by an order of magnitude with the addition
of a second ground station. There is a reduction of OD
performance using a 30 second data rate, as expected, but
it is again improved with the addition of a second ground
station, resolving position below a meter and velocity
below a millimeter.

Stochastic Clock and Thermal Clock SNC
The simulation is then used to run scenarios with the
addition of the thermal sinusoid in the clock. SNC is
implemented to compensate for the thermal errors along
with the clock covariance compensation. Figures 12-15
show the OD results using SNC for a one second data
rate and two observing stations. With a 1 second data rate

Figure 12: Position & Velocity Errors– Stochastic & Thermal Clock Errors, SNC, Two Stations, Δt =1s

Rybak

9

32nd Annual AIAA/USU
Conference on Small Satellites

Figure 13: Phase & Frequency Errors– Stochastic & Thermal Clock Errors, SNC, Two Stations, Δt =1s

Figure 14: Prefit & Postfit Residuals– Stochastic & Thermal Clock Errors, SNC, Two Stations, Δt =1s
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by an order of magnitude for one and two stations with a
1 second data rate. For the 30 second data rate, the OD
solution is, as expected, worse than the 1 second case,
but there is an order of magnitude improvement for the
position, velocity and phase states (slightly less
improvement for the frequency state) for the DMC over
the SNC cases. While DMC includes an additional two
states in the filter, the information it adds regarding the
structure of the thermal signature, improves the overall
OD performance for all cases.

Stochastic Clock and Thermal Clock DMC
DMC provides the filter with the ability to estimate the
sinusoidal component of the clock error. Improvement
can be seen in the position and velocity estimates
compared to the SNC case, with the errors staying more
tightly within the bounds. While the SNC opens the filter
covariance and allows the errors to wander more, the
DMC instead structures the movement of the estimate.
The OD filter using DMC performs better than the SNC

Figure 15: Position & Velocity Errors– Stochastic & Thermal Clock Errors, DMC, Two Stations, Δt =1s
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Figure 16: Phase & Frequency Errors– Stochastic & Thermal Clock Errors, DMC, Two Stations, Δt =1s

Figure 17: Prefit & Postfit Residuals– Stochastic & Thermal Clock Errors, DMC, Two Stations, Δt =1s
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CONCLUSION AND FUTURE WORK
To enable the use of one-way CSAC-driven radiometric
tracking for CubeSats, it must be shown that the clock
errors can be compensated for in the navigation filter
algorithm. This work demonstrates that when only
stochastic clock behavior is present, limited ground
tracking can provide a viable OD solution for a LEO
CubeSat. The sinusoidal thermal error added to the
stochastic clock can be compensated for using either
SNC or DMC algorithm, however the use of DMC
improves the OD solution over SNC. Moving forward,
other environmental errors, such as magnetic field
effects, should be considered in the simulation, to ensure
the filter can still produce a viable OD solution. The
simulation will be updated with higher fidelity expected
clock behavior, informed by testing of a Microsemi
SA.45s CSAC under different environmental conditions.
In addition, this work will be extended to a deep space
CubeSat configuration, to understand the potential for
CSAC-driven navigation performance in a deep space
environment.
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