Abstract. Rollout approaches are an effective tool to address the problem of co-designing the transmission schedule and the corresponding input values, when the controller is connected to the plant via a resource-constrained communication network. These approaches typically employ an MPC, activated at multiples of the period length of a base transmission schedule. Using multi-step invariant terminal regions and a prediction horizon longer than the base period, stability can be ensured. This strategy, however, suffers from intrinsic shortcomings, such as a high computational complexity and low robustness. We aim to resolve these drawbacks by proposing an MPC with periodically time-varying terminal region and cost for the rollout setup, where the controller is activated at each time instant and features an arbitrary but fixed prediction horizon. We consider in more detail two specific setups from the literature on Networked Control Systems, namely the token bucket network and actuator scheduling. For both setups, we provide conditions for which convergence under application of the time-varying MPC can be guaranteed. In two numerical examples, we demonstrate the benefits of the proposed method.
Introduction
Recently, there has been a great trend away from dedicated communication links between control applications, towards the use of shared and possibly wireless networks. Such communication networks outperform the traditional communication systems in terms of flexibility, low cost and ease of setting up. However, these advantages come with new challenges especially for control applications, since the communication links may in many cases not be considered ideal anymore. Instead, unfavorable effects such as a limited bandwidth, transmission delays or packet dropouts must be considered in the controller design process, giving rise to the research field of Networked Control Systems (NCSs).
An approach to counteract these limitations is to schedule access of the involved control applications to the network. The basic idea behind this approach is that when a transmission of sensor data or a new control input is only triggered if there are sufficient communication resources, delays and packet dropouts are much less likely to occur [19] . An effective way to do this is via so-called rollout approaches [2] [3] [4] 7, 9, 14, 17, 20] , which are essentially a special case of model predictive control (MPC) schemes. Therein, a finite-horizon cost functional is minimized over the transmission schedule and the control inputs, before the computed optimal strategy is applied and the horizon is shifted forward in time. In case the resource-constrained network lies between controller and actuator, theoretical guarantees under such schemes were provided in [2, 7, 20] for linear unconstrained, linear constrained and nonlinear constrained plants, respectively. Common to these approaches is that they use a multi-step MPC formulation: assuming that the network may provide a periodic base schedule with a transmission every M ≥ 1 time steps, the optimization problem is solved every M steps and the optimal schedule and corresponding control inputs are applied in open loop in the meantime. Since transmitting a control every M steps is feasible, an M-step control invariant terminal region and a terminal cost can be found, which are added to the optimization problem to ensure recursive feasibility and stability.
Such multi-step MPC formulations unfortunately suffer from some intrinsic drawbacks. Naturally, a prediction horizon of N ≥ M must be used due to the control horizon of M which is prescribed by the network and is not alterable. While already in general, long prediction horizons result in a high computational complexity, they especially do so for scheduling problems, since the integer transmission decisions induce an exponential growth in complexity with increasing horizon. Possible mitigations of this problem are i) to consider only a portion of the possible transmission schedules in the optimization as proposed in [9] , such that stability can still be guaranteed although optimality is lost; or ii) since the optimization is parallelizable, to run the computation on dedicated hardware, e.g., on field-programmable gate arrays (FPGAs). However, despite these measures, the basic problem remains. Furthermore, the long open-loop phase may result in a low robustness with respect to disturbances.
A traditional MPC scheme, solving an optimization problem with horizon N ≥ 1 at every time step, would be advantageous especially in rollout control due to the aforementioned limitations of multi-step MPC. However, the conventional 1-step control invariant terminal regions cannot be found in general in the rollout setup, since the feasible schedule only transmits a new control input every M steps. A possible remedy is to employ an MPC solved at every time step with periodically time-varying terminal ingredients as proposed previously in [5, 11, 12] . Such a control scheme may overcome the mentioned shortcomings of multi-step MPC and at the same time guarantee recursive feasibility and stability for rollout approaches. The methods to find such M-periodic terminal regions and costs via convex programs provided in the mentioned references are, however, not directly applicable to rollout control due to the integer scheduling variable involved.
In this paper, we revisit two NCS setups already considered in the literature, in particular, that of control over a token bucket network [20] and that of actuator scheduling [3] . For the former, stability using a multi-step MPC has already been established while for the latter, no stability results have been obtained so far. Our main contribution is that for both NCS setups, we provide linear matrix inequality (LMI) conditions to compute M-periodic terminal regions and costs with which recursive feasibility and convergence under application of an MPC with time-varying terminal ingredients can be guaranteed. Furthermore, since the token bucket NCS is conveniently analyzed using methods of economic MPC, we give an extension of the results in [12] to the general economic MPC setup. Stability in addition to convergence could be established for both NCS setups. However, a formal verification is cumbersome especially for the token bucket NCS, such that we focus on the notion of convergence throughout the paper.
The remainder of this paper is organized as follows. The time-varying terminal ingredients MPC scheme is introduced in Section 2, where also conditions for convergence of the general setup are given. In Section 3, the two considered NCS setups are briefly introduced and conditions for convergence under application of the time-varying MPC are established. We illustrate the theoretical results by two numerical examples in Section 4 before we conclude the paper in Section 5.
Let I and R denote the set of all integers and real numbers, respectively. We denote I [a,b] := I ∩ [a, b] and I ≥a := I ∩ [a, ∞), a, b ∈ I, and R ≥a := [a, ∞), a ∈ R. A function α : R ≥0 → R ≥0 is said to be of class K ∞ if it is continuous, zero at zero, strictly increasing and unbounded. We denote by I n and 0 n the identity and zero matrix of dimension n, respectively, and by 0 n×m the zero matrix of dimension n by m. Whenever the dimension is clear from context, we omit these subscripts. Denote A > 0 (A ≥ 0) a symmetric positive (semi-)definite matrix A ∈ R n×n . For a vector v ∈ R n , the set distance to a subset S ⊆ R n is defined as ||v|| S := min w∈S ||v − w||. For a function f : R n → R n , define the image of the subset S as f (S)
2 MPC with periodically time-varying terminal ingredients
MPC Setup
Consider a nonlinear discrete-time system
with the state x(k) ∈ X ⊆ R n and input u(k) ∈ U ⊆ R m at time k ∈ I ≥0 , where f : X × U → X is continuous. The state and input constraint sets are assumed to be closed. The objective function of the MPC at time k is defined by
where x(·|k) := {x(0|k), . . . , x(N|k)} and u(·|k) := {u(0|k), . . . , u(N − 1|k)} denote the predicted state and input trajectories, respectively. The stage cost : X × U → R and terminal cost V f : X × I ≥0 → R are both assumed to be continuous. The MPC operates with the following scheme:
and denote its minimizers by x * (·|k) and u * (·|k).
2. Apply the feedback u(k) = u * (0|k) to (1).
3. Set k ← k + 1 and go to 1).
Note that both the terminal cost V f (·, k) and the closed terminal region X f (k) ⊆ X, k ∈ I ≥0 are allowed to be time-varying. We denote by X (k) the feasible set at time k, i.e., the set of all states x such that P(x, k) admits a solution.
Typically in MPC, the goal is to design the terminal region and cost such that recursive feasibility and stability can be guaranteed. As introduced in [12] , a periodic terminal ingredients design is employed here. For an M ∈ I ≥1 , let {S j , F j (·)} j=0,...,M−1 denote a set of M terminal ingredients, where S j are terminal regions and F j : S j → R are terminal costs. Suppose now that X f (0) = S j and V f (·, 0) = F j (·), for an arbitrary j ∈ I [0,M−1] are used in P(x(0), 0) at initial time. Then, the time-varying terminal cost and region at all other time instances are defined by
Recursive Feasibility and Convergence
In some scenarios arising in NCSs, the stage cost may not be positive definite, such that the usual conditions ensuring convergence and stability in MPC are not fulfilled. In our recent work [21] , it was demonstrated that such a scenario may arise in particular if the communication network involves a dynamical component itself. Recently, there has been a great interest in the analysis of economic MPC (see, e.g., [1, 6] ), where a general (nonpositive-definite) stage cost is used, such that the optimal regime of operation of the system might lie in a general subsetX of the state space. Conditions have been developed in the former references under which convergence to this optimal regime of operation can be guaranteed. Due to its great usefulness in the analysis of NCSs, an extension to economic MPC of the setup presented in [12] is given next. Since many of the introduced concepts are well-known in the literature on economic MPC, we will keep the proofs short and refer the interested reader to related literature instead.
Of central importance in economic MPC are the concepts of optimal asymptotic behavior of a system and dissipativity, which we will introduce next. Definition 1. The lowest possible asymptotic average cost * av is defined by * av := inf
Hence, * av denotes the lowest attainable asymptotic cost of the system under its dynamics and constraints. Assumption 1. System (1) is strictly dissipative with respect to the control invariant setX and the supply rate (x, u) − * av , i.e., there exists a continuous storage func-
To ensure recursive feasibility, a notion of periodic terminal invariance is required due to the periodically timevarying terminal regions. For the approach of multi-step MPC, in contrast, an M-step invariant terminal region is required, see e.g. [10, 11, 21] .
Assumption 2 ( [12]).
There exist an M ∈ I ≥1 , terminal regions S j , j = 0, . . . , M − 1 and terminal controllers κ j :
For convergence, we also require a decrease condition on the terminal costs and a further assumption on the relation of terminal cost and storage function.
Assumption 3. There exist terminal costs
Note that for M = 1, Assumptions 2 and 3 recover the standard assumptions used in MPC, cf. [16] .
. The minimums are attained exactly onX, i.e.,
Remark 1. The minimums at 0 are without loss of generality.
With these assumptions, we are ready to establish recursive feasibility and convergence toX. Theorem 1. Suppose x(0) ∈ X (0). If Assumptions 1-4 hold, then the optimization problem P(x(k), k) is feasible for all k ∈ I ≥0 and x(k) converges toX as k → ∞.
Proof. Note first that for each k ∈ I ≥0 , there exists a p ∈ It is then possible to establish recursive feasibility as in [11, 12] , by considering the feasible input trajectory at k + 1
(2) For the proof of convergence, we rely on the notion of rotated cost functions as usually done in economic MPC (see, e.g., [1] ). The rotated optimization problem can be shown to have the same minimizer as P, such that the former can be used for analysis of convergence. Considering the feasible input trajectory (2), the proof of convergence is then essentially a direct combination of the proofs of [12, Theorem 3] and [1, Theorem 15] , and is omitted here for brevity.
Remark 2.
Under some additional assumptions, also stability ofX can be shown. We do not elaborate on stability here and refer the reader to [16, Section 2.4.5].
Application to Networked Control Systems
In this section, we revisit two setups that were already considered in the literature on NCSs. For both setups, we investigate in detail how Assumptions 1-4, which guarantee convergence of the time-varying MPC scheme, can be fulfilled. Thereby, we also give guidelines to design suitable terminal ingredients.
Control over a dynamical token bucket network
An effective scheduling and control co-design can greatly improve control performance over a resource-constrained network. The token bucket network is a simple and common model for such a network in information theory. A depiction of the NCS configuration considered here can be found in Figure 1 . The state of the controlled plant, x p , is sensed at the controller, which determines both the control input u c and the transmission decision γ. The control inputs are transmitted over a network to a zero-order hold (ZOH) actuator, which may only hold the last transmitted input and store it in a state u s . The network itself is described by the so-called token bucket specification, where a transmission over the network is only possible if the associated bucket level state β is high enough to support the cost of a transmission. The decision γ indicates whether a new control input was sent over the network, where γ = 1 if a transmission was triggered, and γ = 0 if not. Denoting the overall state and control by
we consider a dynamical model of the NCS setup which readily incorporates the communication constraints and takes the form
The first line in (3) corresponds to the dynamics of the linear plant with matrices A ∈ R n p ×n p and B ∈ R n p ×m p , at which either a new transmitted input is applied immediately or the saved input is held. The second line describes the dynamics of the ZOH actuator, while the third line corresponds to the dynamics of the bucket level. New tokens are added to the current bucket level at a constant rate of g ∈ I ≥1 and the cost of a transmission is c ∈ I ≥g . If the maximum bucket capacity b ∈ I ≥c is reached, arriving tokens are discarded.
The state and input of the overall NCS is constrained by Note that due to the transmission decision γ, is not positive definite with respect to the state u s . The bucket level is not considered in the cost at all. Such a cost arises when only the state and input of the plant are part of the performance measure. This is a natural choice since typically, performance of the plant should be maximized under consideration of the communication constraints. We refer to [20] for a more detailed description of this NCS setup.
Remark 3.
To apply the MPC scheme, the sensor only needs to measure the plant state x p (k). 
and for all j ∈ I [1,M−1] to
, (5) with
With these terminal regions, consider the terminal controller
with K ∈ R m p ×n p +m p , and
At j = 0, a control is transmitted if x ∈ S 0 , whereas if x ∈ S 0 , i.e., if the plant state and saved input are already in the equilibrium, no transmission is triggered. At all other instances in the period, no transmission is triggered as well. We definẽ Furthermore, we define A =Ã +BK and note that A describes the dynamics of the plant state and saved input under the control κ 0 if x ∈ S 0 , and that A does so under the controls κ j , ∀j ∈ I [1,M−1] . With these definitions and an invariance assumption on Z j , the following lemma establishes periodic invariance of the chosen terminal regions.
Assumption 5.
The sets Z j , j ∈ I [0,M−1] are closed and each contain the origin. Furthermore, they satisfy
Lemma 1. Suppose that Assumption 5 holds. Then, • Assumption 1 is fulfilled with
• Assumption 2 is fulfilled with the terminal regions S j and the terminal controllers κ j as defined in (4), (5), (6) .
Proof. For the first statement, we refer the reader to the proof of [20, Theorem 1] . For the second statement, consider first the case j = 0. With the terminal controller (6), we have
For j = M − 1, we have with
The terminal controllers fulfill the input constraints directly since A Z 0 ⊆ Z 1 ⊆ X p × U p due to Assumption 5.
Lastly,X ⊆ S j ⊆ X, ∀j ∈ I [0,M−1] holds since all Z j contain the origin and
For the terminal costs, consider
with P j ∈ R n p +m p ×n p +m p . The following result provides a choice for the matrices P j such that convergence of the NCS with token bucket network under application of the MPC scheme can be established.
Theorem 2.
Suppose that x(0) ∈ X (0), that Assumption 5 holds and that there exist symmetric positive definite X j ∈ R n p +m p ×n p +m p , and Y ∈ R m p ×n p +m p such that the LMIs
are satisfied for all j ∈ I [1,M−1] . Then with P j = X −1 j and terminal regions and costs as defined in (4), (5) and (7), the MPC optimization problem P(x(k), k) is feasible for all k ∈ I ≥0 and x p (k) and u s (k) converge to 0 as k → ∞.
Proof. Let the control gain be defined by K = YX −1 0 . We apply the Schur complement to (8) and (9) and substitute X j = P 0 . Pre-and postmultiplying P j and inserting A =Ã +BK then gives
Since due to Lemma 1, * av = 0, these conditions imply that Assumption 3 is fulfilled with this particular choice of terminal costs. Furthermore, since P j > 0 for all j ∈ I [0,M−1] and λ(x) = ||u s || 2 S , R ≥ S > 0 from Lemma 1, we conclude that Assumption 4 is fulfilled as well.
With Lemma 1, all conditions of Theorem 1 are fulfilled, thus P(x(k), k) is feasible for all k ∈ I ≥0 and the closed loop state converges toX = {0} × {0} × I [0,b] as k → ∞.
Remark 4.
Suppose that the plant state and input constraint sets are polytopic, i.e., X p := {x p ∈ R n p : c i x p ≤ 1, i = 1, . . . , p x } and U p := {u s ∈ R m p : d i u s ≤ 1, i = 1, . . . , p u } with c i ∈ R 1×n p and d i ∈ R 1×m p . Then, two possible ways to construct sets Z j that fulfill Assumption 5 are the following: First, consider polytopic Z j .
Determine an invariant polytope
1. In view of the system dynamics of x p and u s under the terminal controller, note that (10) implies that if
∈ Z j , then also
and i u ∈ I [0,p u ] to the collection of LMIs (8) and (9) . To maximize the volume of the terminal sets, we maximize α. Techniques on how to modify (8) , (9) and (11) such that a simultaneous search for X j , Y and α is possible via a convex program can be found in [5, 12] .
Remark 5.
For nonlinear plants, we expect that LMIs to search for terminal regions and costs could be found in a similar fashion as proposed in [12] . To arrive at resilient statements, however, this issue warrants further research.
Actuator scheduling
The actuator scheduling setup, which was first introduced in [3] , is depicted in Figure 2 . Therein, a plant with multiple actuators is considered. A controller, which is collocated with the plant's sensors, measures the plant state x p Actuator 0 Actuator 1 and transmits new control inputs to the actuators over a network that only one user may access at the same time. As a result, the controller can only send new control inputs to one actuator at a given sampling time. Hence, the controller must compute both a control input u c and a decision σ, which indicates which actuator should receive a new control input. Assuming there are M actuators, the scheduling decision may take any value in σ ∈ I [0,M−1] . As in the original setup, we assume a set-to-zero strategy, i.e., the input is set to zero if the corresponding actuator is not scheduled.
With the overall state and control given by 
i.e., it selects which components of the input may act on the plant. We do not consider constraints on the plant state and control input as in [3] , such that
. The cost associated with the plant is
where
. The setup is adapted from [3] , where in addition, output measurements and process and measurement noise were considered. No stability results were obtained in this paper, where the focus was on methods to solve the involved optimization problem explicitly. However, to guarantee convergence, we focus on the case of an ideal process model and state measurement here.
Suppose that there exists a base schedule
With this base schedule, consider the terminal controllers
with K j ∈ R m p ×n p . Consider the terminal regions and costs
with P j ∈ R n p ×n p . With these terminal ingredients, the following result gives conditions such that the plant converges under the MPC scheme.
Theorem 3. Suppose that there exist symmetric positive definite X j ∈ R n p ×n p , and Y j ∈ R m p ×n p such that the LMIs Proof. First, note that Assumption 1 is trivially fulfilled with * av = 0, λ(x) = 0 andX = 0. Further, Assumption 2 is trivially fulfilled as well.
Let the control gains be defined by K j = Y j X −1 j . We apply the Schur complement to (13) , substitute X j = P −1 j and Y j = K j P −1 j , and pre-and postmultiply P j to obtain
We conclude that Assumption 3 is fulfilled with this choice of terminal costs. Assumption 4 is fulfilled since P j > 0.
Again, all assumptions of Theorem 1 are fulfilled such that we conclude convergence of x p (k) to 0. Remark 6. Note that since there are neither plant state, control input nor terminal constraints, P is always feasible.
Remark 7.
Owing to the original setup and for ease of presentation, no state and input constraints were assumed for the actuator scheduling setup. Indeed, polytopic X p and U p could be handled by introducing terminal regions that fulfill similar conditions as described in Remark 4. 4 Numerical results
Token bucket network
For numerical analysis, we revisit the example in [20] , i.e., we consider the linearized batch reactor taken from [19] , which was discretized with a sampling period of 0. 
which necessitate the use of terminal constraints to ensure recursive feasibility and convergence.
To compute suitable terminal costs and controllers, the LMIs provided in Theorem 2 were solved using Matlab, Yalmip [13] and SDPT3 [18] . We compare the approach of multi-step MPC as taken in [20] with the time-varying terminal ingredients MPC presented in this paper. For these approaches, it is necessary to come up with an M-step invariant set or M periodically invariant sets, respectively. For this numerical example, we computed these sets using the first approach presented in Remark 4 using Matlab and MPT3 [8] . Note that the set S 0 obtained from this algorithm is also an adequate M-step invariant set for the multi-step MPC. For comparison, we let the time-varying MPC start with S 0 as a terminal region at time k = 0 as well. Note that for the multi-step MPC, a prediction horizon of N ≥ M = 8 is needed. This may already result in high computation times to solve the MPC optimization problem due to the (in the worst case) 2 N integer decisions involved. The purpose of this numerical example is to show that this limitation can be greatly attenuated by a time-varying terminal ingredients MPC. This scheme allows in principle for any prediction horizon N ≥ 1, regardless of the inalterable M. Table 1 shows the elapsed time while solving the MPC optimization problem for the multi-step MPC and the time-varying terminal ingredients MPC, respectively, depending on the chosen prediction horizon N. For the multi-step MPC, we considered the optimization problem at initial time only, whereas for the time-varying MPC, an average over the first M instances was taken. For comparability, no warm start was used in the optimization in the latter case. Firstly, one can see that the computation times for larger horizons N = 12, 10, 8 are approximately the same for both approaches, and quite high in this example. The optimizations were run on an Intel Core i7 and not on dedicated hardware, but nonetheless for rapidly sampled systems, such high computation times may jeopardize practical implementation of the control and scheduling scheme. For the multi-step MPC, using even smaller prediction horizons is not possible due to the constraint N ≥ M = 8. For the time-varying terminal ingredients MPC proposed in this paper, shorter prediction horizons are indeed possible. Note from the last column of Table 1 that the elapsed time drastically reduces for shorter horizons, up to a factor of 20 for N = 2 as compared to N = 8. However, shorter prediction horizons also shrink the feasible set. In this example, no solution to the optimization problem could be found for the considered initial conditions and N = 1. In case that the plant is unconstrained, this limitation vanishes since also no terminal region is required then, such that the optimization problem is always feasible.
Actuator scheduling
For the actuator scheduling setup, we consider a plant that is comprised of two dynamically decoupled batch reactors from [19] , which is again discretized with a period of 0.1 s. The initial conditions are identical for both reactors x(0) = [1 0 1 0 1 0 1 0] and we do not consider state and input constraints. There are M = 4 control inputs to the system with m p,j = 1 each, such that m p = 4. We assume the cost matrices are given by Q = diag(I 4 , 10I 4 ) and R = diag(10, 0.1, 1, 1), i.e., the state of the second reactor is weighted higher than that of the first. Further, the first input of the first reactor is penalized much more than its second input, whereas the inputs are weighted equally for the second reactor.
The terminal costs and controllers were computed by solving the LMIs given in Theorem 3. Simulation results for this setup with a prediction horizon of N = 3 can be found in Figures 3 and 4 . It can be seen that the states of the second batch reactor, which have a higher weight, are kept lower and converge faster than those of the first reactor. The first actuator of the first reactor, which features the highest cost, is chosen for transmission many more times than the other inputs. This is due to the fact that the high weight and the set-to-zero strategy make it favorable to send low control values frequently. In contrast, for the lowly weighted second input, there are fewer triggerings which come with a rather high control input. For the equally weighted inputs of the second reactor, the behavior is reversed: the first actuator of the second reactor is triggered much less frequently than the second one and the input levels are higher, respectively lower than those of the first reactor. In summary, the closed loop trajectories resulting from an application of the MPC scheme reflect the behavior expected from the chosen weightings. Despite the fact that one of the actuators is given most of the overall network access, by virtue of the terminal costs used in the MPC, convergence of the state of both plants under the proposed scheduling and control scheme to zero is guaranteed.
Summary and Outlook
In this paper, we proposed the novel approach to use an MPC with time-varying terminal ingredients to co-design the transmission schedule and control inputs in rollout approaches. Compared to the formerly employed multistep MPC formulation, the intended benefit was to lower computational complexity and provide better robustness. The formulation and computation of the required timevarying terminal ingredients is, however, slightly more involved. For two distinct NCS setups, an explicit choice of the terminal regions and costs was provided to ensure convergence of the setup. Eventually, a numerical example demonstrated that indeed, the computational complexity could be drastically lowered in comparison to multi-step MPC formulations.
Possible future work could extend the presented approaches to construct terminal regions and costs to nonlinear plants, as discussed in Remark 5. Further, guaranteed convergence of rollout approaches in the case of incomplete state information would be a highly interesting future topic.
