Various optimization methods and network architectures are used by convolutional neural networks (CNNs). Each optimization method and network architecture style have their own advantages and representation abilities. To make the most of these advantages, evolutionary-fuzzy-integral-based convolutional neural networks (EFI-CNNs) are proposed in this paper. The proposed EFI-CNNs were verified by way of face classification of age and gender. The trained CNNs' outputs were set as inputs of a fuzzy integral. The classification results were operated using either Sugeno or Choquet output rules. The conventional fuzzy density values of the fuzzy integral were decided by heuristic experiments. In this paper, particle swarm optimization (PSO) was used to adaptively find optimal fuzzy density values. To combine the advantages of each CNN type, the evaluation of each CNN type in EFI-CNNs is necessary. Three CNN structures, AlexNet, very deep convolutional neural network (VGG16), and GoogLeNet, and three databases, computational intelligence application laboratory (CIA), Morph, and cross-age celebrity dataset (CACD2000), were used in experiments to classify age and gender. The experimental results show that the proposed method achieved 5.95% and 3.1% higher accuracy, respectively, in classifying age and gender.
Introduction
Image recognition technology has continued to develop chiefly due to deep learning technology. The origins of convolutional neural networks (CNNs) can be traced back to 1998. LeCun et al. [1] proposed the LeNet-5 model and used the back propagation (BP) algorithm to adjust the parameters of the neural networks; this model is a successful convolutional neural network even today. Later, a deeper network architecture, AlexNet [2] , was proposed by Alex Krizhevsky and opened up the development of deep learning.
For the convolutional layers, AlexNet contains 60 million parameters and uses rectified linear unit (ReLU) as the activation function, which is different from LeNet, and it adds dropout, avoiding model overfitting. To enhance the abilities of each convolutional layer, Lin et al. [3] replaced conventional convolutional layers with multilayer perceptron (MLP) convolutional layers. GoogLeNet [4] improved the MLP convolutional layer by using a 1 × 1 convolutional kernel which achieves cross-channel message exchange and reduces dimensions. Due to the degradation problem, these networks cannot learn the features in deeper layer networks. In order to solve this problem, ResNet [5] was proposed to map the low-level features directly to high-level networks, which means that instead of learning from the beginning, the deeper layer networks contain the previous few layers' representation ability.
The latter part of a CNN is a classifier, which includes the most parameters in the CNN. Based on the concept of dropout, Wan et al. [6] proposed DropConnect, which closes neurons randomly, and its performance is slightly better than the dropout method. Network in Network [3] changed fully connected layers to global average pooling. Since global average pooling has no parameters to train, it can reduce the burden of the networks without the problem of overfitting.
For the activation function, sigmoid, tanh, and other saturation functions were used in the early networks. However, gradient disappearance problems occur in the deeper layer networks; rectified linear unit (ReLU) [2] was therefore proposed as the activation function. It reduces the calculation time and makes the model more resistant to overfitting. However, some neurons cannot be triggered using ReLU; thus, some parameters cannot be updated. There are many improved activation functions used in CNNs, such as Leaky ReLU [7] , parametric rectified linear unit (PReLU) [8] , randomized leaky ReLU (RReLU), and Swish [9] .
The most common optimization method in the training process is stochastic gradient descent (SGD), which randomly selects a set of training samples each time for training. This method usually learns effectively; however, it relies on the learning rate setting and the training time is relatively long. Some improved optimization methods [10] [11] [12] have been proposed in order to solve these problems. The adaptive learning rate was proposed by Adam [13] and can predict a result faster.
The aforementioned architectures and optimization methods have different advantages and features in different applications. Kornblith et al. [14] questioned whether the results attained from ImageNet can be used in other problems, and the result was confirmed, which proves that different network architectures have their representation abilities. Therefore, maximizing the performance of systems by combining multiple features or multiple classifiers has become a popular topic. Classifier selection and classifier interaction modules within a Bayesian framework were used to recognize an object [15] . A multiple classifier system that incorporates a global optimization technique based on a genetic algorithm which adopts the weighted majority vote by maximizing the performance of the system was tested on a handwritten digit recognition problem [16] . Based on these ideas, in order to leverage advantages from different CNNs, the integration of multiple convolutional neural networks is proposed in this paper. The fuzzy integral is used to evaluate different CNNs in this paper; however, instead of using the conventional fuzzy integral which sets fuzzy density values by heuristic experiments, an evolutionary fuzzy integral is proposed in the paper which chooses the fuzzy density adaptively by particle swarm optimization (PSO), and the final classification results are computed using both Sugeno's and Choquet's rules. Three CNN structures, AlexNet, very deep convolutional neural network (VGG16), and GoogLeNet, and three databases, computational intelligence application laboratory (CIA), Morph, and cross-age celebrity dataset (CACD2000), were used in experiments to classify age and gender.
In this study, the major contributions of the proposed evolutionary-fuzzy-integral-based CNNs (EFI-CNNs) are as follows:
•
Integrating multiple CNNs is proposed to leverage advantages from different CNNs.
An evolutionary fuzzy integral is proposed to choose optimal fuzzy density values by PSO, avoiding the effects of manual setting.
The experimental results indicate that the proposed method exhibited superior accuracy compared to other methods.
The rest of this paper is organized as follows. Section 2 introduces the conventional CNN structure. The proposed EFI-CNNs are described in Section 3. Section 4 presents the experimental results of three facial databases, and Section 5 gives the conclusions. 
Overview of CNNs
Conventional CNNs consist of two parts, as shown in Figure 1 . The first part contains the steps of convolution and pooling which are used for feature extraction. The second part is a classifier which uses fully connected layers. Conventional CNNs still use feature extraction plus a classifier; however, lately, CNNs have replaced fully connected layers with average pooling. This can reduce the large number of required parameters and lower the degree of overfitting as well. 
Conventional CNNs consist of two parts, as shown in Figure 1 . The first part contains the steps of convolution and pooling which are used for feature extraction. The second part is a classifier which uses fully connected layers. Conventional CNNs still use feature extraction plus a classifier; however, lately, CNNs have replaced fully connected layers with average pooling. This can reduce the large number of required parameters and lower the degree of overfitting as well. In the following sections, the feature extraction steps, convolutional layer, pooling, and activation function will be introduced.
Convolutional Layer
Convolution is the concept of a receptive field in the feature extraction process. It is used by many conventional filters, such as Sobel and Gabor. The convolution kernel is used on the input matrix like a sliding window, as shown in Figure 2 . A two-dimensional convolution operation with a moving step equal to 1 is presented in Equation (1):
where is an output matrix, and and are the width and height of a convolution kernel, respectively. In general, = represents a square convolution kernel, is the input matrix, and is the weight of the convolution kernel which needs to be updated during training. In order to maintain a constant size after convolution, zero-padding is used at the edge of the input matrix. In the following sections, the feature extraction steps, convolutional layer, pooling, and activation function will be introduced.
where Y IJ is an output matrix, and K w and K h are the width and height of a convolution kernel, respectively. In general, K w = K h represents a square convolution kernel, x ij is the input matrix, and k ij is the weight of the convolution kernel which needs to be updated during training. In order to maintain a constant size after convolution, zero-padding is used at the edge of the input matrix.
Pooling
After the convolution operation, the extracted features can theoretically be classified directly. However, this requires a huge number of parametric operations, which makes the training process difficult and prone to overfitting. Pooling is one way to reduce the dimensions.
The pooling process applies a mask operation on the input matrix with a sliding window. During the process, the moving step is equal to the width of the convolution kernel. Each element is calculated only one time. Therefore, an N × N mask can lower the input feature matrix 1/N times to achieve the effect of reducing the dimensions. There are two pooling operations: Max pooling and average pooling. Max pooling takes the maximum value in a region R ij and ignores other values. Average pooling calculates the average value in a region. The max pooling function is expressed as
and the average pooling function is shown by the following equation:
where a kij is the output activation of the kth feature map at (i,j), a kpq is the input activation at (p,q) within R ij , and |R ij | is the size of the pooling region [17] . In order to retain the most prominent features, max pooling is the pooling method most often used during the convolution process. In contrast, global average pooling is usually applied in the output layer, because when classifying a target, average pooling contains physical meaning in the calculation process; therefore, a larger target can get a higher output value in the calculation. 
The pooling process applies a mask operation on the input matrix with a sliding window. During the process, the moving step is equal to the width of the convolution kernel. Each element is calculated only one time. Therefore, an N × N mask can lower the input feature matrix 1/N times to achieve the effect of reducing the dimensions.
There are two pooling operations: Max pooling and average pooling. Max pooling takes the maximum value in a region Rij and ignores other values. Average pooling calculates the average value in a region. The max pooling function is expressed as
where akij is the output activation of the kth feature map at (i,j), akpq is the input activation at (p,q) within Rij , and |Rij| is the size of the pooling region [17] . In order to retain the most prominent features, max pooling is the pooling method most often used during the 
Activation Function
The purpose of the activation function is to get nonlinear outputs from linearly combined networks. The disadvantage of sigmoid is that when the network gets deeper, gradient disappearance problems occur during back propagation. Therefore, rectified linear unit (ReLU) is used herein as the activation function. The definition of ReLU is illustrated as follows:
where if input x is smaller than 0, then the output is 0. If input x is bigger than 0, then the output is x.
The Proposed EFI-CNNs
In order to leverage advantages from different CNNs, the integration of multiple convolutional neural network architectures with different optimal methods through the evolutionary fuzzy integral is proposed in this paper. The flowchart of an EFI-CNN is depicted in Figure 3 . 
In order to leverage advantages from different CNNs, the integration of multiple convolutional neural network architectures with different optimal methods through the evolutionary fuzzy integral is proposed in this paper. The flowchart of an EFI-CNN is depicted in Figure 3 . First, image preprocessing is required based on the dataset in use. Second, we input images to train the CNN models with different CNN architectures or different optimization methods. Third, we choose optimal fuzzy density values based on the best fitness value via the particle swarm optimization (PSO) method. Later, we use the obtained optimal fuzzy density values to calculate the fuzzy measure. Then, we sort the classifiers and define the set A for calculating Sugeno and Choquet, two fuzzy integral rules. At the end, the result with higher accuracy from either Sugeno or Choquet is chosen.
As Figure 3 shows, the outputs are obtained from the CNNs and treated as the inputs of the evolutionary fuzzy integral. The evolutionary fuzzy integral is described as follows.
Assuming X = { } : represents a set of n classifiers (in this study, n was set to 3), the fuzzy measure g { } can be considered as the worth value of subset { }, and its value is between 0 and 1. The fuzzy measure must fit the three following conditions: (1) = 1 represents that the outputs of all classifiers are consistent; the results can be fully trusted.
(2) ∅ = 0 represents that the outputs of all classifiers are not considered; the result has no reference value.
(3) The fuzzy measure is an increasing monotonic function:
When there is only one element in set X, the fuzzy measure g(X) is called the fuzzy density. Before calculating other fuzzy measures, the fuzzy density must be decided first. In the conventional fuzzy integral, the fuzzy density is set by users based on their experience. In general, the fuzzy density represents the worth value of the outputs in each network classifier. Some studies have used the accuracy of non-training data as the fuzzy density [18] ; however, the accuracy of non-training First, image preprocessing is required based on the dataset in use. Second, we input images to train the CNN models with different CNN architectures or different optimization methods. Third, we choose optimal fuzzy density values based on the best fitness value via the particle swarm optimization (PSO) method. Later, we use the obtained optimal fuzzy density values to calculate the fuzzy measure. Then, we sort the classifiers and define the set A for calculating Sugeno and Choquet, two fuzzy integral rules. At the end, the result with higher accuracy from either Sugeno or Choquet is chosen.
Assuming X = {x i } i=1:n represents a set of n classifiers (in this study, n was set to 3), the fuzzy measure g({x i }) can be considered as the worth value of subset {x i }, and its value is between 0 and 1. The fuzzy measure must fit the three following conditions:
(1) g(X) = 1 represents that the outputs of all classifiers are consistent; the results can be fully trusted.
(2) g(∅) = 0 represents that the outputs of all classifiers are not considered; the result has no reference value. (3) The fuzzy measure is an increasing monotonic function:
When there is only one element in set X, the fuzzy measure g(X) is called the fuzzy density. Before calculating other fuzzy measures, the fuzzy density must be decided first. In the conventional fuzzy integral, the fuzzy density is set by users based on their experience. In general, the fuzzy density represents the worth value of the outputs in each network classifier. Some studies have used the accuracy of non-training data as the fuzzy density [18] ; however, the accuracy of non-training data is usually not the optimal fuzzy density. The relation between fuzzy measure and fuzzy density is shown in Figure 4 .
In this paper, the fuzzy density was chosen by particle swarm optimization (PSO) [19] , avoiding the effects of manual setting. PSO was derived from the behavior patterns of birds. Flying birds are interpreted as countless particles moving continuously in the solution space and undergoing multiple iterations to find the best solution. data is usually not the optimal fuzzy density. The relation between fuzzy measure and fuzzy density is shown in Figure 4 . In this paper, the fuzzy density was chosen by particle swarm optimization (PSO) [19] , avoiding the effects of manual setting. PSO was derived from the behavior patterns of birds. Flying birds are interpreted as countless particles moving continuously in the solution space and undergoing multiple iterations to find the best solution.
The fuzzy density of the evolutionary fuzzy integral is n × k floating point numbers, where n is the number of classifiers, i.e., the number of CNNs in the system, and k is the number of categories in a classification problem. The dimension of the solution space is n × k and ranges from 0 to 1. Figure 5 shows the flowchart of the particle swarm optimization (PSO). The PSO is used for determining the fuzzy density in fuzzy integral. Initially, M number of particles p are randomly generated in the solution space, and each particle represents a set of fuzzy densities, as shown in Figure 6 . The fuzzy density of the evolutionary fuzzy integral is n × k floating point numbers, where n is the number of classifiers, i.e., the number of CNNs in the system, and k is the number of categories in a classification problem. The dimension of the solution space is n × k and ranges from 0 to 1. Figure 5 shows the flowchart of the particle swarm optimization (PSO). The PSO is used for determining the fuzzy density in fuzzy integral. Initially, M number of particles p are randomly generated in the solution space, and each particle represents a set of fuzzy densities, as shown in Figure 6 . In this paper, the fuzzy density was chosen by particle swarm optimization (PSO) [19] , avoiding the effects of manual setting. PSO was derived from the behavior patterns of birds. Flying birds are interpreted as countless particles moving continuously in the solution space and undergoing multiple iterations to find the best solution.
The fuzzy density of the evolutionary fuzzy integral is n × k floating point numbers, where n is the number of classifiers, i.e., the number of CNNs in the system, and k is the number of categories in a classification problem. The dimension of the solution space is n × k and ranges from 0 to 1. Figure 5 shows the flowchart of the particle swarm optimization (PSO). The PSO is used for determining the fuzzy density in fuzzy integral. Initially, M number of particles p are randomly generated in the solution space, and each particle represents a set of fuzzy densities, as shown in Figure 6 . The fitness value of each particle is evaluated as follows:
where TP is the number of samples that are predicted correctly, and FP is the number of samples that are prejudged to be wrong. Among the whole particle swarm, the best fitness value among all the particles is denoted , and the best fitness value in one particle during an iteration is denoted for = {1,2 … , }. When updating the position of a particle, the particle's fitness value will be compared with and . If the particle's current location is better than its historical locations, the particle will be updated and recorded. The location update formula for a particle swarm is as follows:
where represents the velocity of the ith particle in the dth dimension at the tth generation, is the location of the ith particle in the dth dimension at the tth generation, and is a random number from 0 to 1. The parameter w is linearly decreasing from 0.8 to 0.2 according to the number of generations, and and are usually both set to 2. In Equations (7) and (8), in order to find the optimal fuzzy density, each particle changes its location according to its past experiences and group experiences. The searching process stops when the maximum generation number is reached. After calculating the fuzzy density, the fuzzy measure can be determined. The fuzzy measure formula is as follows:
The value of λ is equal to the output dimension in the evolutionary fuzzy integral, which means that each output category can calculate one λ , where λ ∈ 1, ∞ and with the following characteristics:
(1) If ∑ = 1 , then = 0 ;
(2) If ∑ 1 , then 0 ;
(3) If ∑ 1 , then 1 ≤ 0 .
There are many methods for calculating the fuzzy integral, such as Sugeno [20] , Choquet [21] , ordered weighted averaging AND operator (OWA-AND) [22] , ordered weighted averaging OR operator (OWA-OR) [23] , and Fuzzy min-max [24] . The Sugeno and Choquet methods were chosen in this study. The steps to calculate Sugeno and Choquet fuzzy integrals are as follows:
First, we sort the n classifiers according to their output: The fitness value of each particle is evaluated as follows:
where TP is the number of samples that are predicted correctly, and FP is the number of samples that are prejudged to be wrong. Among the whole particle swarm, the best fitness value among all the particles is denoted Gbest, and the best fitness value in one particle during an iteration is denoted Pbest i for i = {1, 2 . . . , M}. When updating the position of a particle, the particle's fitness value will be compared with Gbest and Pbest i . If the particle's current location is better than its historical locations, the particle will be updated and recorded. The location update formula for a particle swarm is as follows:
where v id (t) represents the velocity of the ith particle in the dth dimension at the tth generation, p id (t) is the location of the ith particle in the dth dimension at the tth generation, and rand() is a random number from 0 to 1. The parameter w is linearly decreasing from 0.8 to 0.2 according to the number of generations, and c 1 and c 2 are usually both set to 2.
In Equations (7) and (8), in order to find the optimal fuzzy density, each particle changes its location according to its past experiences and group experiences. The searching process stops when the maximum generation number is reached. After calculating the fuzzy density, the fuzzy measure can be determined. The fuzzy measure formula is as follows:
The value of λ is equal to the output dimension in the evolutionary fuzzy integral, which means that each output category can calculate one λ, where λ ∈ (−1, ∞) and with the following characteristics:
First, we sort the n classifiers according to their output: where π j represents the jth largest output belonging to a classifier. For example, π 2 = 3 reveals that the output of the third classifier is the second largest number in all the outputs. h(x π 1 ) indicates the maximum output value of the classifier. Second, we define set A i as follows:
Lastly, we calculate the Sugeno and Choquet fuzzy integrals as follows. Sugeno FI:
Choquet FI:
The two fuzzy integrals are calculated at the same time; the fuzzy integral with higher accuracy is then chosen.
Experimental Results
In order to evaluate the proposed method of EFI-CNNs, three CNNs-AlexNet [2] , VGG16 [25] , and GoogLeNet [4] -were used to experiment on face classification by both gender and age range with three popular gradient descent optimization algorithms-stochastic gradient descent (SGD), adaptive subgradient (Adagrad), and adaptive moment estimation (Adam) [26] . In addition, to prove that the evolutionary fuzzy integral works, the conventional fuzzy integral (FI) was also compared with the experimental results.
To evaluate the recognition rate of fuzzy integrals objectively, the CIA, Morph, and CACD2000 face databases were used in this study. Each database was divided into three parts: Training data, verified data, and test data. Only training data were involved in the convolutional neural networks. Then, the verification data were used to adjust the fuzzy density evolutionally. Finally, we used the test data to compare the final accuracy. In the evolution of the fuzzy density, the maximum number of iterations was set to 1000.
CIA Database
The CIA database is a small Chinese face database collected by a research laboratory. Some examples from the CIA database are shown in Figure 7 . The age distribution is from 6 to 80 years old. The numbers of images per gender and age range are shown in Tables 1 and 2 . Two identified problems, age and gender, were classified using the different CNN architectures and different optimization methods for training. The results are shown in Tables 3 and 4 . Table 5 reveals the results using EFI-CNN to identify age and gender. The results explain that in the examined gender and age ranges, EFI has higher recognition rates. examples from the CIA database are shown in Figure 7 . The age distribution is from 6 to 80 years old. The numbers of images per gender and age range are shown in Tables 1 and 2 . Two identified problems, age and gender, were classified using the different CNN architectures and different optimization methods for training. The results are shown in Tables 3 and 4 . Table 5 reveals the results using EFI-CNN to identify age and gender. The results explain that in the examined gender and age ranges, EFI has higher recognition rates. Figure 7 . Examples from the computational intelligence application laboratory (CIA) face database. Figure 7 . Examples from the computational intelligence application laboratory (CIA) face database. Table 2 . Genders in the CIA database.
Class Male Female
Quantity 1080 1008 Table 5 . Classification results of the CIA database by the different methods.
Methods

Age Gender
AlexNet (SGD) [2] 69.26 84.29 VGG16 (Adam/SGD) [25] 70.57 84.35 GoogLeNet (Adam) [4] 69 
Morph Database
The Morph database is a Western-based face database [27] . It contains 55,000 face photos taken of 13,000 people. Figure 8 displays some photos from the Morph database. The age distribution is between 16 and 77 years old. The average interval between photos of each person is 164 days, and there is no continuous shooting. The data on age ranges and gender are shown in Tables 6 and 7.  Tables 8 and 9 illustrate the age ranges and gender accuracy in classification of the Morph database using various CNNs. Table 10 illustrates the results of EFI-CNN on the Morph database. From the classification results of age ranges, the different CNN architectures with EFI have a better recognition rate, and the gender classification accuracy reached 98.56%. 
Methods
Age
Gender AlexNet (SGD/Adagrad) [2] 70.89 97.57 VGG16 (Adam/SGD) [25] 70.47 97.40 GoogLeNet (SGD/Adagrad) [4] 70 
CACD2000 Database
The CACD2000 database [28] consists of 160,000 photos taken of 2000 celebrities at different times. Five photos from the CACD2000 database are displayed in Figure 9 . Table 11 shows that the age distribution is from 16 to 62 years old. In this database, there is no gender label, so no gender classification was performed in this experiment. The celebrities in the database are mainly non-Asian people. Each photo was taken in different lighting and contains some noise. Table 12 shows the accuracy of CACD2000 database age classification using different CNNs. Since the photo source of the CACD2000 database was not manually filtered, much noise is mixed in, so the age recognition rates were lower than those for the CIA database and Morph. Table 13 reveals the identification results by EFI-CNN on the CACD2000 database. From the age group classification results, CNNs with different architectures combined with EFI had a better identification rate-7% higher than that of GoogLeNet CNNs. Table 10 . Classification results of the Morph database by the different methods.
Methods
Age Gender
AlexNet (SGD/Adagrad) [2] 70.89 97.57 VGG16 (Adam/SGD) [25] 70.47 97.40 GoogLeNet (SGD/Adagrad) [4] 70 The CACD2000 database [28] consists of 160,000 photos taken of 2000 celebrities at different times. Five photos from the CACD2000 database are displayed in Figure 9 . Table 11 shows that the age distribution is from 16 to 62 years old. In this database, there is no gender label, so no gender classification was performed in this experiment. The celebrities in the database are mainly non-Asian people. Each photo was taken in different lighting and contains some noise. Table 12 shows the accuracy of CACD2000 database age classification using different CNNs. Since the photo source of the CACD2000 database was not manually filtered, much noise is mixed in, so the age recognition rates were lower than those for the CIA database and Morph. Table 13 reveals the identification results by EFI-CNN on the CACD2000 database. From the age group classification results, CNNs with different architectures combined with EFI had a better identification rate-7% higher than that of GoogLeNet CNNs. Figure 9 . Examples from the cross-age celebrity dataset (CACD2000) face database. Table 13 . Classification results of the CACD2000 database by the different methods.
Methods
Age AlexNet (Adam) [2] 62.13 VGG16 (Adam) [25] 61.39 GoogLeNet (SGD) [4] 63 Further experiments with the databases UTKFace, face and gesture recognition network (FGNET), internet movie database -Wikipedia (IMDB-WiKi) were also implemented to support the proposed method. Different architectures LeNet, AlexNet, and GoogLeNet were used but with the Table 13 . Classification results of the CACD2000 database by the different methods.
Methods Age
AlexNet (Adam) [2] 62.13 VGG16 (Adam) [25] 61.39 GoogLeNet (SGD) [4] 63 Further experiments with the databases UTKFace, face and gesture recognition network (FGNET), internet movie database -Wikipedia (IMDB-WiKi) were also implemented to support the proposed method. Different architectures LeNet, AlexNet, and GoogLeNet were used but with the same optimization methods mentioned above and the same parameter settings during the experiments. The age range classification results from the three datasets are listed in Table 14 . The gender classification results from the UTKFace database and IMDB-WIKI database are displayed in Table 15 . Both classification results reveal that integrating multiple CNNs with EFI allows for better accuracy than a single CNN. Table 14 . Age classification results in three databases.
Methods
UTKFace FGNET IMDB-WIKI AlexNet (SGD) [2] 69.59 63.63 60.88 GoogLeNet (SGD) [4] 67.06 55.55 65.12 LeNet (SGD) [1] 62.88 54.54 51.84 AlexNet (SGD) + LeNet (SGD) + GoogLeNet (SGD) with EFI 71.74 72.72 65.15 Table 15 . Gender classification results in UTKFace and IMDB-WiKi databases.
UTKFace IMDB-WIKI
AlexNet (Adam) [2] 92.81 91 GoogLeNet (SGD) [4] 92.32 91.78 LeNet (Adagrad) [1] 90.45 85.84 AlexNet (Adam) + LeNet (Adagrad) + GoogLeNet (SGD) with EFI 93.73 91.9
Discussions
From Figure 10 , we can see that the method proposed in this paper can effectively improve age and gender identification. Figures 11-13 illustrate one of the test images from each of the three databases. The results of these images are shown in Tables 16-18 , and there are two wrong CNN predictions. This means that if the system uses a conventional voting concept, the prediction will be wrong. Instead of using a voting concept, the FI mechanism can get the correct prediction. experiments. The age range classification results from the three datasets are listed in Table 14 . The gender classification results from the UTKFace database and IMDB-WIKI database are displayed in Table 15 . Both classification results reveal that integrating multiple CNNs with EFI allows for better accuracy than a single CNN. 
Methods
UTKFace FGNET IMDB-WIKI AlexNet (SGD) [2] 69.59 63.63 60.88 GoogLeNet (SGD) [4] 67.06 55.55 65.12 LeNet (SGD) [1] 62 
UTKFace IMDB-WIKI AlexNet (Adam) [2] 92.81 91 GoogLeNet (SGD) [4] 92.32 91.78 LeNet (Adagrad) [1] 90.45 85.84 AlexNet (Adam) + LeNet (Adagrad) + GoogLeNet (SGD) with EFI 93.73 91.9
Discussions
From Figure 10 , we can see that the method proposed in this paper can effectively improve age and gender identification. Figures 11-13 illustrate one of the test images from each of the three databases. The results of these images are shown in Tables 16-18 , and there are two wrong CNN predictions. This means that if the system uses a conventional voting concept, the prediction will be wrong. Instead of using a voting concept, the FI mechanism can get the correct prediction. Figure 14 illustrates the accuracy of EFI combined with multiple CNNs. However, combining more than three CNNs does not significantly improve accuracy. This means that we cannot continuously increase the number of CNNs to improve the accuracy of the system, which will greatly increase the demand for hardware. Figure 13 . An example photo from the CACD2000 database. Figure 13 . An example photo from the CACD2000 database. Figure 13 . An example photo from the CACD2000 database. Figure 14 illustrates the accuracy of EFI combined with multiple CNNs. However, combining more than three CNNs does not significantly improve accuracy. This means that we cannot continuously increase the number of CNNs to improve the accuracy of the system, which will greatly increase the demand for hardware. 
Conclusions
In this paper, we utilized EFI-CNNs for age and gender classification of faces from the CIA, Morph, and CACD2000 databases based on fuzzy integral theory. The outputs acquired from trained CNNs were used as input to the EFI, and the final fuzzy integral rule was chosen from either Sugeno or Choquet during testing. Particle swarm optimization was applied to automatically search for the optimal fuzzy density value. The experimental results show that the proposed method obtains the best result when compared with the CNNs AlexNet, VGG16, and GoogLeNet. The proposed method improved the accuracy rates of age and gender classification by 5.95% and 3.1%, respectively. To further validate the proposed method, experiments and analysis were performed using more databases UTKFace, FGNET, and IMDB-WiKi. The experimental results show that the proposed method has better accuracy than other methods. In the future work, how to automatically determine the number of CNN and adjust the combination of CNN is a research direction that can effectively improve the classification accuracy. 
