Abstract. Having a precise yet sound abstraction of the inputs of numerical programs is important to analyze their behavior. For many programs, these inputs are probabilistic, but the actual distribution used is only partially known. We present a static analysis framework for reasoning about programs with inputs given as imprecise probabilities: we define a collecting semantics based on the notion of previsions and an abstract semantics based on an extension of Dempster-Shafer structures. We prove the correctness of our approach and show on some realistic examples the kind of invariants we are able to infer.
Introduction
Static analysis of embedded softwares faces the difficulty of correctly and precisely handling the program inputs. These inputs are usually given by sensors that measure a physical value continuously evolving with time. The classical abstraction of such inputs is to assign them with the range of values that the sensor may measure: in this way, we obtain a non-deterministic over-approximation of the values of the inputs which is then propagated through the program.
However, in addition to this non-deterministic abstraction of the values, we often have a probabilistic information on where the inputs lie in the range of possible values. This probabilistic information may be given by some knowledge on the physical environment with which the program interacts, or may be introduced as noise by the sensor. This noise can be very often modeled as a random variable with a Gaussian law; the value of the inputs is then given by V + ε where V is a non-deterministically chosen value and ε is the probabilistic noise.
In this article, we present a framework to analyse deterministic programs with both probabilistic and non-deterministic inputs. In Section 2, we motivate our use of previsions and Probability-boxes. In Section 3, we define our concrete semantics based on previsions and in Section 4, we present our abstract semantics based on probabilistic affine forms. We prove its correctness in Section 5 and show in Section 6 the kind of invariants we are able to compute on realistic examples. Let us remark that to ease the understanding of this article, we have omitted various technical details such as the use of floating-point numbers or the impact of run-time errors on the semantics. We discuss these points in the course of the exposition.
Running example. In this article, we use a linear, order 2 filter to illustrate both our concrete and abstract semantics. This filter is given by the loop:
while(1) { y = 0.7*x -1.3*x0 + 1.1*x1 + 1.4*y0 -0.7*y1; x1 = x0; x0 = x; y1 = y0; y0 = y; x = input(); } Numerical filters are very important for the analysis of embedded softwares as they are present in (almost) every software that must handle data coming from sensors. Computing the range of values reachable by the output variable y is a challenge adressed by many techniques [15] . However, all these methods assume that the inputs x (given by the function input() in the program) are bounded within a certain range and do not assume any distribution of the values within this range. Here, we assume that the input variables follow some probability distribution but we do not know which: we assume that x follows a uniform law on the range [−A, A] for some A ∈ [0, 0.2]. Moreover, we assume that the distribution of the inputs may change during the execution of the filter, i.e. the distribution of input x read at iterate n (represented in the program by x) is not the same as the one of x read at iterate n-1 (represented in the program by x1). We however know that both are uniform distribution on some range [−A, A]. We ran 10 simulations of this filter and show below the 10 distributions in cumulative form (CDF) for the output variable y. Our goal is to compute guaranteed yet precise bounds on this set of distributions. Contribution. In this paper, we present three main results. First, we define a semantics for imperative programs with inputs defined as imprecise probabilities. We define an operational and denotational semantics based on previsions and show their equivalence. Next, we define a new abstract domain based on probabilistic affine forms and especially new join and meet operators. Finally, we prove the correctness of the abstract semantics w.r.t the concrete ones and give some hints on how to adapt it to the analysis of hybrid systems by showing on one example how we can solve ODEs with our domain.
Related Work
One of our goals is to give a concrete semantics to an imperative language with access to imprecise inputs. Typically, these inputs will be numerical values given by physical sensors. Imagine a signal processing software that filters out thermal noise [29] from images given by a digital camera, for example with nonlinear filtering techniques such as median filters [1] . Thermal noise is such that each pixel has an independent Gaussian noise, with zero mean and a standard deviation varying according to Nyquist law [29] . In particular, the standard deviation depends on the temperature, but not on pixels' values. In order to characterize the bounds on the noise after filtering, in all standard operational conditions (say, between -20 and 40 degrees Celsius), one has to consider all potential inputs, sum of a non-deterministic and bounded value (the range of the pixels, which is known) with a Gaussian noise of variance in a given interval, as computed by Nyquist law.
As exemplified above, one of our concerns will be to reason with so-called imprecise probabilities. There is a vast literature on the subject, and there are several mathematical notions that model imprecise probabilities, among which those based on capacities [8] , and those based on previsions [41] . Capacities are simply monotone functions that map each measurable subset to its measure, such that the measure of the empty set is 0; but the measure of the disjoint union of two sets A and B does not necessarily coincide with the sum of their measures.
Previsions [41] , on the other hand, are more abstract objects, but are better suited to giving semantics to programs [24] , in a style akin to continuationpassing. Capacity-based semantics fail because we cannot even define sequential composition there [24] ; sequential composition is defined by complex formulas in other models, such as convex powercones [40] , where this involves unique extensions of maps to sets of non-empty closed convex subsets.
There are variations in what a prevision on a space X of values is. To us, a prevision on X will be any map F :
is the set of all measurable maps from X to [0, 1]. We say that F is ω-continuous if and only if F (sup n∈N h n ) = sup n∈N F (h n ) for every countable chain (h n ) n∈N , and F is ω-cocontinuous iff F (inf n∈N h n ) = inf n∈N F (h n ), where the sups and infs are taken pointwise. Compared to [24] , h is allowed to range over measurable maps, not just the bounded continuous maps, we drop the requirement of Scott-continuity, and the target space is [0, 1], not R + . In this form, previsions are generalized integrals: we write F (h) for the integral of h. Ordinary integrals F (h) = x∈X h(x)dµ along an (additive) measure µ define particular cases of previsions F ; distinctively, such previsions are linear, in the sense that F (h + h ) = F (h) + F (h ), and are ω-continuous and ω-cocontinuous. Previsions do not demand linearity. Dropping linearity allows us to encode imprecise probabilities. For one, every capacity ν gives rise to a prevision, by the formula F (h) = x∈X h(x)dν, where the integral with respect to the nonadditive measure ν is the so-called Choquet integral [8] . E.g., if ν = 1 3 e A1 + 2 3 e A2 (the example capacity e A gives measure 1 to any set that meets A, and 0 to the others), then
. Not all previsions are obtained as integrals from capacities, and this is the key ingredient used in [24] to provide a monad-based semantics to languages with nondeterministic and probabilistic choice. The basic intuition is that while capacities encode measures over sets, previsions encode sets of measures. Precisely, an upper prevision F (i.e. ∀h, h , F (h) + F (h ) ≥ F (h + h ), and F is ω-cocontinuous), encodes the set of all linear previsions G that are pointwise below F . The single functional F therefore encodes the set of all those measures µ such that x∈X h(x)dµ ≤ F (h) for every h. There is also a dual notion of lower prevision F (namely, F (h) + F (h ) ≤ F (h + h ), and F is ω-continuous), which encodes the set of all the measures µ such that x∈X h(x)dµ ≥ F (h) for every h.
Implementations of imprecise probabilities. P-boxes [17] and DempsterShafer structures [36] , which are both related to capacities, are used to propagate both probabilistic and non-deterministic information in numerical simulation for instance. Arithmetic rules on P-boxes were defined in e.g. [42] , and implementations are available, for instance the DSI Toolbox [2] based on Matlab and INTLAB [34] , Statool [4] implementing the arithmetic of [3] and RiskCalc [16] . They were not designed to be used for static analysis of programs (there is no consideration on semantics of programs nor join operators defined, typically) as we do in this paper but are rather designed for making numerical simulations or optimizations [19] for instance for risk assessment [18] . Several recent papers proposed extensions of these arithmetics that either increase the precision or the efficiency of this arithmetic, as in e.g. [7] , [37] , [38] and [5] . Let us mention as well Neumaier's clouds [33] as another way to formalize imprecise probabilities (used in [19] ). A unification of the different uncertainty representations was proposed in [11, 12] with comparisons between P-boxes and clouds.
The domain theoretic foundations of imprecise probabilities were studied by several authors, among which one of the authors of this paper [24, 23, 26, 25] . In particular, the convex powerdomains of spaces of measures on X was studied by Mislove [31] , by Tix et al. [39, 40] , and by Morgan and McIver [30] .
Static analysis of probabilistic systems. There is a large literature in static analysis of probabilistic systems, some in abstract interpretation but most notably in model-checking. Our work is orthogonal to the one in probabilistic model-checking (as implemented in e.g. PRISM [27] ) where probability distributions (but not imprecise probabilities) are considered on transitions of a transition model (and not on data, as we do here). The models used are mostly based on discrete time Markov chains [14] .
In static analysis of programs by abstract interpretation, which is the subject of this paper, several abstract semantics have been considered. Monniaux [32] automatically constructs a probabilistic abstract domain as a collection of abstract elements with an associated weight. This is very similar to Dempster-Shafer structures where focal elements are elements of the underlying abstract domain. Our main advantage with respect to Monniaux' framework is that our arithmetic is efficient, precise and keeps some dependencies between variables, while the construction in [32] is not optimized for a specific abstract domain.
Another choice that has been sometimes made in abstract interpretation is to model imprecise probabilistic choice by random variables instead of probability distributions. The distinction is tenuous but real. Instead of giving a probability distribution over the intended value, one defines a probability distribution π on another, fixed space Ω (of so-called events), and describe the probability over the intended value v as the image measure of π by some measurable map f from Ω to the space of values. This is the approach taken by Cousot and Monereau [10] , where Ω is the space of infinite sequences of coin flips, each coin flip being independent and unbiased. A probability distribution on a space X is then encoded by a measurable map f : Ω → X, and the (image) measure of A ⊆ X is π(f −1 (A)). One can then encode imprecise probabilities as well, as sets of measurable maps f .
The difficulty with this approach is that every probability law has to be described through some measurable map f : Ω → X, and must be implemented by a program [f ] for the analysis to proceed. E.g., to describe the Gaussian distribution on X = R with mean µ and standard deviation σ, one would implement a function [f ] that takes a sequence of independent, unbiased random booleans, and returns a (µ, σ)-normal random real. This is certainly possible, but the static analyzer will have to be sufficiently precise to derive meaningful, precise semantic invariants from the code of [f ]. Our approach, based on P-box approximants to actual sets of distribution laws, is more direct.
Another approach, which is very promising, is taken in [35] that presents an approach for finding interval bounds on the probability of assertions over program variables by examining finitely many paths and performing a standard symbolic execution along each path. The goal of this approach is to use polyhedral volume bounding techniques for summing up the probability of assertion being satisfied along each path. The probability of unexplored paths is computed and added to the overall interval bound. Unlike our work, Sankaranarayanan et al. deal with precisely specified probability distributions whereas our work can handle imprecise probabilities. Furthermore, our approach here can represent the joint distributions of program variables at intermittent program points to potentially answer a larger set of questions about the program behavior. Whereas, their work focuses on queries posed at the end of the program execution. Since their work is unpublished at the time of writing, we provide an indirect comparison by demonstrating our technique on some of the benchmarks used in their paper.
Concrete Semantics
We consider the toy imperative language shown in Figure 1 as the core of languages such as C, to which we add a specific assignment instruction x 1 , . . . , x k := input, which we explain below, and program points : , where is taken from a countably infinite set L of so-called labels. The latter are used to name program points, not as targets of goto statements. All instructions except one are standard. The input construction is meant to read the value of some sensors. Semantically, theses values will be probability distributions, so it may be helpful to visualize them as returning some actual value plus some random noise. We assume k noisy sensors, which may be correlated. If they were uncorrelated, i.e., independently distributed, then a language with k sensor-reading expressions input i , each one returning the distribution of sensor number i, would have been sufficient. Instead, we use one input construction that returns a joint distribution ν inp over all the values of the k sensors. To make the semantics simpler, we reserve k variables x 1 , . . . , x k as destinations of the input instruction, and call them the sensor variables. If one wishes to read, say, the first and the fourth sensor variables only, and in variables x and z instead of the fixed variables x 1 and x 4 , one should write x := x 1 ; z := x 4 after the instruction x 1 , . . . , x k := input. Our concrete semantics is parameterized by the joint sensor distribution ν inp , which we do not necessarily know. Our abstract semantics will abstract the latter by so-called Dempster-Shafer structures.
The variable x in assignments x := e denotes any non-sensor variable; these form a finite set Var. We shall write Var + for Var ∪ {x 1 , . . . , x k }. The set Σ of environments is R Var + , the set of all maps, denoted ρ, from Var + to R. Expressions e and boolean tests b have deterministic semantics e ρ ∈ R and b ρ ∈ B. We shall not describe it in detail, as it is mostly obvious, e.g., e 1 + e 2 ρ = e 1 ρ + e 2 ρ. The maps λρ · b ρ and λρ · e ρ are measurable maps of ρ ∈ Σ, where Σ is equated with R |Var + | , equipped with its standard σ-algebra. We do not consider runtime errors here, and therefore assume division by 0 to return some arbitrary real number. We discuss this choice (and the choice of real numbers) at the end of this section.
We write a sequence of statements, i.e. a program, as Λ. We define an operational semantics of this language that infers judgments of the form Λ, ρ ↓ ± κ a, for ± ∈ {+, −}, where ∈ L, a ∈ [0, 1] and κ : Σ → [0, 1] is a bounded measurable map. When κ is the indicator map χ E of a measurable subset E of Σ, the intended meaning will be: starting from Λ in environment ρ, the probability of reaching label with some environment in E is at least (resp. at most) a if ± is − (resp. +). In general, it is practical to use general measurable maps κ instead of indicator maps χ E , and the meaning of Λ, ρ ↓ − κ a will be: the average value of κ(ρ ) over all environments ρ reached when at label is at least a (at most a for Λ, ρ ↓ + κ a). For lack of space, we won't describe it here, but see Appendix B. We directly proceed to a prevision-based, denotational semantics that will play a role similar to collecting semantics in non-probabilistic settings, and will get us closer to an abstract semantics. For a proof that the prevision-based semantics matches the operational semantics, see Appendix C.
Our prevision-based denotational semantics is in the spirit of [24] , except for the use of measure theory in place of domain theory. This is given in Figure 2 : s ± ,κ hρ is meant to give the sup (if ± is +), resp. the inf (if ± is −) over all possible non-deterministic choices (when to stop and observe κ, which probability distribution ν inp satisfying (6) to choose) of the average values that κ takes when
s1; s2 we reach , running statement s starting from environment ρ. It is helpful to think of h as a continuation, as in [24] , and of κ as another continuation, triggered at certain times where we reach label : − maps all h, ρ to 0, and the top functional ⊥ + maps all h, ρ to 1. This is used in the rule for while loops, where we also agree to write + for sup and − for inf. The semantics of Figure 2 is only defined provided the integral used in the case of noisy (random) inputs is defined. This is ensured by checking that the semantics of any program is measurable. In the case of while loops, this follows from the fact that the pointwise sup of a countable chain of measurable maps is measurable. To prove this in the case of sequential composition, we need to prove the following more general result.
Theorem 1. For every measurable maps
Proof. (Sketch.) By structural induction on s. For assignments x := e, the measurability of x := e ± ,κ h = λρ · h(ρ[x → e ρ]) follows from the fact that λρ · e ρ is measurable, and that h is measurable. For sequences s 1 ; s 2 , we use the fact that composition preserves measurability, monotonicity, being upper, being lower, ω-continuity, and ω-cocontinuity. In the case of while loops, we use the fact that the sup of a countable chain of measurable, resp., ω-continuous maps, is again measurable, resp., ω-continuous. Dually, the inf of a countable chain of measurable, resp., ω-cocontinuous maps, is again measurable, resp., ω-cocontinuous.
We extend the denotational semantics to lists Λ by
• s n coincides with that of the sequence s 1 ; s 2 ; . . . ; s n . Now, given a program Λ, an intial state ρ, a label and a measurable map κ, the denotational semantics computes two values Λ − ,κ h 1 ρ and Λ + ,κ h 0 ρ that enclose the possible value of κ on the program variables when we reach . Here, h 0 (resp. h 1 ) is the constant map associating to each environment ρ h 0 (resp. h 1 ).
We finish this section with a remark on real vs. floating-point numbers. This semantics is what we shall call the ideal semantics of expressions and tests. Actual programs will handle floating-point numbers, not real numbers. At the level of the concrete semantics, that would be easily repaired, as follows. First, there is a finite subset F ⊆ R of so-called floating-point numbers, and a rounding function π F : R → F. Mathematically, π F is a projection, namely π F (v) = v for every v ∈ F. The floating-point semantics e ρ is obtained by rounding back results, as in, e.g., e 1 + e 2 ρ = π F ( e 1 ρ + e 2 ρ). Considering a floatingpoint semantics instead of the ideal semantics would make the statement of our semantics complicated. We would have to take rounding modes into account, and the fact that they can change over the course of a program running; we would need to extend R and F to include non-numerical values such as infinites and NaNs; and we would have to make several cases to define the results of tests such as e 1 < e 2 whenever e 1 ρ or e 2 ρ is non-numerical. Errors would also handle the case of division by zero, which we mentioned earlier.
We consider these issues orthogonal to the present paper, whose main purpose is to give a semantics to numerical programs with uncertain probabilities. Errors incurred by the fact that actual programs use floating-point values instead of real numbers can be handled at the level of the abstract semantics. One can extend probabilistic affine forms to handle rounding errors, as quickly described in [5] , in the same way as for affine forms [22] , and we intend to invest in that direction in the future.
Abstract semantics
We now formally define our abstract semantics. It is based on an abstract domain that extends the probability affine forms of [5] as it introduces a join operator and an order relation. We first recall the notion of Dempster-Shafer structures.
Dempster-Shafer structures
An interval based Dempster-Shafer structure [36] (DSI in short) is a finite set of closed intervals (named focal elements), each associated with a weight (in a more general setting [36] , focal elements are not necessarily closed intervals). DSI structures thus represent real variables whose value can be obtained by first probabilistically picking up an interval, and then non-deterministically picking up a value within this interval. In this article, we write a DSI structure d as d = x 1 , w 1 , x 2 , w 2 , . . . , x n , w n , where x i ∈ I is a closed interval and w i ∈ (0, 1] is the associated probability. For example, the DSI represents a real-valued random variable X whose value is in [−1, 0.25] with probability 0.3, in [−0.5, 0.5] with probability 0.2, and in [0.25, 1] with probability 0.5. We require that all intervals are non-empty, and that n k=1 w k ≤ 1: when the inequality is strict, this means that the variable X is with probability 1 − n k=1 w k > 0 in R\ n k=1 x k . We write DS for the set of all DSI structures over closed intervals.
Remark that there exists another popular model for imprecise probabilities, namely Probability-boxes [17] (P-box in short). We already showed in [5] that finite DSI structures and discrete P-box are equivalent. Intuitively, a P-box is a couple of two increasing functions P , P that pointwise enclose a set of cumulative distribution functions. From a DSI d, we define the P-box We do not define a meet operator on DSI but rather we define the operator lt d (d x , d y ) that reduces a DSI on a variable X to enforce the constraint X ≤ Y . Intuitively, the resulting DSI contains all the focal elements of the form lt I (x i , y j ), when x i , a i is a focal element of d x and y j , b j is a focal element of d y , with: 
Abstract domain: probabilistic affine forms
Clearly, P-boxes or DSI could be chosen as an abstraction of a set of probability distributions, arithmetic rules and an order relation can also be easily defined. However, P-boxes alone cannot be used efficiently for the analysis of programs as the arithmetic between them must differentiate the case when variables are independent or not [3] . And in the case when two variables x and y are not independent, the interpretation of arithmetic operations creates a large overapproximation as any dependency relation between x and y must be assumed. To increase the precision, we present the abstract domain of probabilistic affine forms, for which arithmetic operations were defined in [5] .
Intuitively, a probabilistic affine form encodes both the linear dependency between every program variable and the input (as with classical affine forms, see [21] ), and an abstraction of the inputs as a DSI. We can thus compute the DSI associated with each variable (it is a linear transformation of the inputs), and we use the linear correlations between variables to compute the arithmetic operations. The potential non-linear relations (due to non-linear operations in the program) are over-approximated by an additional linear term.
More formally, perturbed affine forms [20, 21] are an extension of affine forms [9] in which each variable x is over-approximated by an expression of the formx = α
x j η j where the noise symbols ε i or η j are formal variables ranging over [−1, 1] just as in affine forms, but where we differenciate the symbols ε i that are directly related to an (uncertain) input value or parameter, and the symbols η j that express an uncertainty in the analysis (loss of relation due to non linear computations for instance). For probabilistic affine forms, we will also use two kind of symbols, which will be random variables: the ε i that are considered independent from one another, the η j have unknown dependencies to the others. Affine forms are closed under affine transformations: for λ ∈ R,
Multiplication creates a new symbol η m+1 associated with the non-linear part:
(α We next define probabilistic affine forms, an extension of affine forms, and formally define our abstract semantics.
Definition 1 (Probabilistic affine form). We define a probabilistic affine form for variable x, on n independent noise symbols (ε 1 , . . . , ε n ) and m noise symbols (η 1 , . . . , η m ) with unknown dependency to the others, by a form The interest of affine forms is to be able to represent affine relations that hold between uncertain quantities. We still have this representation, except only imprecise affine relations hold, as can be shown in the example below. is 0. But for instance, x 2 + 2x 2 ≤ 1 has upper probability 1 2 and lower probability 0 and is thus an imprecise relation. Given a probabilistic affine formx, we define its enclosing DS structure, denoted γ d (x), by:
, where + and Σ represents the sum of DSI using the independent arithmetic, and ⊕ is the sum of DSI using the unknown dependency arithmetic [5] . In other worlds, γ d (x) computes a DSI by summing the DSI associated with each noise symbol ofx.
Definition 2 (Abstract environment). Given variables Var
+ , an abstract environment ρ is a function mapping each variable x ∈ Var + to a probabilistic affine form over the same set of noise symbols. Let Σ be the set of all abstract environments. For x ∈ Var + , we shall write:
Our abstract semantics is a classical collecting operational semantics on abstract environments. Given a program, equivalently a statement list Λ, and an initial environment ρ 0 , the abstract semantics associates an abstract environment with each label such that : is in Λ. We thus define a function Λ : Σ → Σ . Its value on a variable x is an affine P-box which encodes an upper set of probability distributions on the value that x can take at control point . They are potentially denormalized since this is not describing the conditional probability distributions of x knowing that we are in but rather the probability distributions of reaching with certain values. We will prove in Section 5 that Λ (ρ 0 ) is a correct abstraction of Λ ± ,κ ρ 0 . The abstract semantics depends on various elementary operations on abstract environnments: input, join, meet and expression evaluation. We present them in the rest of this section.
Inputs The concrete semantics is parametrized by probability distribution ν inp for the possible values of the input variables. Equivalently, our abstract semantics is parametrized by a set of DSI d 1 , . . . , d k such that all marginal distributions of ν inp for x i are contained in d i , for i ∈ [1, k]. Then, the abstract semantics x 1 , . . . , x k := input assigns each input variable x i to a new noise symbol (either ε k or η k depending on the assumed dependency between inputs and other variables) and we associate the DSI d i with this noise symbol. For example, if we assume we have one input variable x 1 independent from other variables and uniformely distributed on [a, b], the probabilistic affine formx 1 after the instruction x 1 := input will bex 1 = Join Let ρ 1 and ρ 2 be two abstract environments. We define the join ρ 1 ρ 2 pointwise, i.e. ∀x ∈ Var, ρ 1 ρ 2 (x) = ρ 1 (x) · ρ 2 (x) where · is the join operator between two affine forms defined below.
Let now x ∈ Var and let us write
is computed as an affine transformation of the existing noise symbols plus a new noise symbol η m+1 that is used to over-approximate the error made by the linearization, i.e.x =x l + η m+1 withx l = α 0 + n i=1 α i ε i + m j=1 β j η j where the values of the coefficients are given by Equations (1) to (3).
Intuitively, the central term ofx is the middle of the support of the DSI concretization of both affine forms (we note this m(d) for a DSI d). The argmin function, defined by argmin(x, y) = z with z ∈ [min(x, y), max(x, y)] and |z| is minimal, keeps the best possible relation between on each noise symbol between the affine forms ρ 1 (x) and ρ 2 (x).
The new noise symbol η m+1 is defined to compensate this linearization. So, we define the DSI associated with η m+1 by
Recall that is the join operator on DSI.
Meet As for DSI, we do not define formally the meet over probabilistic affine forms but rather give an operator lt d (x,ŷ) that reduces the DSI of each symbol inx to enforce that the variables x and y verify x ≤ y. It will be used in our abstract semantics to handle boolean expressions of the form X ≤ Y . We here use an approach equivalent to the one over deterministic affine forms as introduced in [20] , in which the meet was interpreted in an abstract domain over noise symbols. To simplify the presentation, let us consider two probabilistic affine formsx andŷ over two noise symbols ε 1 and ε 2 . The generalization to arbitrary many noise symbols is straightforward. Intuitively, we want to enforce that α
, which leads to the following reduction:
These equations can be iterated to reduce the DSI associated with ε 1 and ε 2 , and we define lt(x,ŷ) as the greatest fixpoint of the iteration of these two equations.
Arithmetic operations We defined the arithmetic operations on probabilistic affine forms in [5] . For affine arithmetic operations, there is nothing new compared to the deterministic case and the DSI structures attached to symbols are not modified. For non-linear operations, we can rely on the affine form calculus, but instead of only bounding the non-linear part of the multiplication of the affine forms, we use the available calculus on DSI to form a correct DSI representing this non-linear part. This makes the calculus correct even for denormalized DSI. We carefully alternate between the independent and unknown dependency arithmetic on DSI to have a sound over-approximation.
Correctness proofs
In this section, we relate our notion of probabilistic affine forms with the semantics defined in Section 3. Intuitively, for each label that appears in the program, both semantics compute a set of probability distributions on the program variables when the program reaches . The concrete semantics computes bounds on the probability distributions at each label , they are denoted Λ − ,κ ρ and Λ + ,κ ρ. Our abstract semantics associates a probabilistic affine form with each label of the program, from which we can define a set P of compatible probability distributions, see Section 5.1. We will prove that the bounds one can infer on the probabilities over program variables using P over-approximate the bounds computed by the concrete semantics. We first define the concretization function and then state and prove our soundness theorem.
Concretization
We assume that we have k variables x 1 , . . . , x k , to each of them being attached an affine formx i on n central and m perturbed noise symbols:
Each noise symbol is associated with a DS structure denoted d εi or d ηj . We may represent this abstract element as a matrix M ∈ M d×n+m defined by m+n . In the case of probabilistic affine forms, we proceed in a similar way: the concretization of the abstract element is the set of all probabilities on R d that are obtained as the image under the linear transformation M of some probability on [−1, 1] n+m which is compatible with the DS structures on the noise symbols. In the rest of the section, we formally define these notions of compatibility for probabilities.
We say that a probability P on [−1, 1] is compatible with a DS structure d,
. This means that the cumulative distribution function (CDF, [14] ) associated with the probability P belongs to the P-box constructed from the DSI d.
The collecting semantics that we use relies on sets of probability distributions P on R d . Up to a linear transformation, we must ensure that all probabilities marginals P i are compatible with the DSI d i (or d ηi ). We recall that the marginal probability
k of a probability distribution P on [−1, 1] n+m is defined as follows, for all Borel sets B on [−1, 1] k :
When k = 1, we get the probability marginal on a fixed coordinate. We can thus define the CDF marginal by the simple formula, for all u ∈ [−1, 1]:
Given a probability P on [−1 , 1] n+m and n + m DSI on [−1, 1] denoted ds 1 , . . . , ds n+m , we denote by P (ds 1 , . . . , ds n+m ) if and only if ∀i ∈ [1, n + m], P i ds i .
Finally, we need to recall how we construct a probability distribution [−1, 1] k from a probability on [−1, 1] i and a probability on [−1, 1] j where i + j = k. This will be needed as we will construct i marginal probabilities compatible with the DSI of the ε symbols and j compatible with the DSI of the η symbols, and then construct the probability on [−1, 1] k . Let P i and P j two probability measures on respectively [−1 , 1] i and [−1, 1] j . We define the probability measure P i ⊗ P j as the unique probability measure on
Now, given n central noise symbols ε i and m perturbation symbols η j , we define the probabilities on [−1, 1] n+m compatible with them as the set of probabilities compatible with the DS structures attached to noise symbols and that are coherent with the independency of the noise symbol ε i . Thus the ε-marginal probability is the product of the i-th marginal probabilities for 1 ≤ i ≤ n. This is formally stated in Definition 3.
Definition 3 (Compatible probabilities)
. Let ε 1 , . . . , ε n and η 1 , . . . , η m be noise symbols with attached DS structures d εi and d ηj . We define the set of compatible probabilities, denoted P ε,η , as:
As stated before, the concretization of a probabilistic affine form is the set of all previsions that are expressed as the image via the affine transformation of a prevision compatible with the DS structures of the noise symbols. We thus need to define the notion of image prevision (see Definition 4), then we can formally define the concretization function (see Definition 5). 1] n+m → R d be a measurable map. We define the probability image of P by M , denoted M (P ), as the probability on R d given by M (P )(B) = λB.P (M −1 (B)).
Definition 4 (Probability image
). Let P be a probability on [−1, 1] n+m and M : [−1,
Definition 5 (Concretization function)
. Let ρ be a probabilistic affine form over d variables x 1 , . . . , x d and with n independent noise symbols ε i and m perturbation noise symbols
and let M ρ ∈ M k×m+n be the matrix as defined above. We define the concretization of ρ , denoted γ(ρ ) as:
In other words, γ(ρ ) is the image by the affine transformation M ρ of the set of compatible probabilities P ε,η .
Correctness results
Theorem 2 (Correctness of the abstraction). Let Λ be a program and a label appearing in Λ. Let ρ be an initial environment for program variables and let ρ = Λ (ρ), then we have:
As usual, we prove this theorem by proving the correctness of each syntactic construction of the language. Due to the lack of space, we do not give all the proofs but give the main lemmas that are useful to prove this result. In particular, we show how the composition of programs impact the probabilistic semantics. Lemma 1. We have: s 1 ; :; s 2 ; :
Proof (Proof sketch). We prove it for ± = + and h = 0, the same proof runs easily for ± = − and h = 1. By the rules for ; and l : of Figure 2 we deduce: We use Lemma 1 to prove that the abstract semantics is correct for Λ of the form s 1 ; :; x := e; :. Let thus ρ ∈ Σ be the initial environment and let κ : Σ → [0, 1] be a measurable map. Let ρ 1 = s 1 (ρ) and ρ = Λ (ρ). We have: ρ = x := e (ρ 1 ), i.e. ρ is obtained by evaluating the assignment x := e using probabilistic affine forms. We assume that Equation (4) is true for ρ 1 and show that it remains true for ρ . We thus have (for + and 0) s 1 + ,κ 0ρ ≤ sup P ∈γ(ρ 1 ) y∈R n κ(y)dP . Now, using Lemma 1, we have Λ + ,κ 0h ≤ sup P ∈γ(ρ 1 ) y∈R n x := e; l : + ,κ 0ydP and y∈R n x := e; l : + ,κ 0ydP = y∈R n κ(y[x → e y])dP . Using the image-measure property, we get y∈R n x := e; l : + ,κ 0ydP = y∈R n κ(y)df (P ) where f : R n → R n is the function f (y) is y except for the dimension of x which is changed to e y. According to the rules of our abstract semantics, we know that {f (P ) | P ∈ γ(ρ 1 )} ⊆ γ(ρ ), so we get:
which ends the proof. The proofs for other statements are similar.
Experimentations

Running example
In this section, we describe on our running example the results of our analyzer which implements the abstract semantics we defined in Section 4. To assert the precision of our analysis, we compare these results with simulations of the same example with as inputs probability distributions within the set of possible inputs. Recall that our running example computes the iterations of the filter: where the inputs (x n ) are random variables following a uniform distribution between −x and x, for any x ∈ [0, 0.2]. In other words, the inputs of the filter are the sets of all uniform distribution with support [−x, x]. For our analysis, we use as inputs a DSI that contains all these distributions; its is shown on Figure 4 (a).
We first show the precision of our abstract domain by computing the 100 th iterate of the filter, without computing the union, i.e. we completely unfold the loop. The result is shown on Figure 4 (b) on which we depict both the simulations and the P-box obtained by our abstract semantics. We can see that we obtain a correct over-approximation of all the distributions computed by the simulations. This over-approximation however is large because the input P-box we chose contains many more distributions than just the uniform ones on [−x, x]. We made some other simulations with such distributions (for example, distributions that follow closely the upper and lower functions of the P-box) and obtained the dotted curves of Figure 4 (b) which are much closer to the P-box we computed. We get a distance between the lower and upper probabilities, in the abstract which is about twice as much as in our simulations, which is still quite precise.
Ferson polynomial
We now use an example from [13] to test the precision and performance of our abstract domain on arithmetic operations. The problem is to compute bounds on the solution of the differential equationṡ
under the assumption that the initial values are x 1 (0) = 1.2 and x 2 (0) = 1.1 but the parameters θ 1 and θ 2 are uncertain: they are given by a normal distribution with mean 3 and 1, resp., but with an unknown standard deviation in the range [−0.01, 0.01]. As in [13] , we used VSPODE [28] to obtain a Taylor model polynomial that expresses the solution at t f = 20 as an order 5 polynomial of θ 1 and θ 2 . We then used the probabilistic affine forms to evaluate the Horner form of this polynomial. Figure 5 shows both the input DSI for θ 1 and the output DSI for x 1 at the final time. Our abstract domain is precise enough to correctly bound the output variables and the figure shows that we can also, with high probability, discard some values in the resulting interval. For example, we could show that P (x 1 ≤ 1.13) ≤ 0.0552, which is an even more precise enclosure than the one obtained by RiskCALC [13] . Our analysis took 104s on a 1.6Ghz laptop. 
Tank filling
Our final example is a simple modification of the tank filling program of [35] that can be found at https://sites.google.com/site/probabilisticanalysis/. It consists of a tank of volume V that is filled with water: at each time instant, water is added into the tank but an error is attached to the added volume of water and the measured volume is also equiped with a probabilistic error. The filling stops when the measured volume v m is greater than V , and we are interested in knowing how long the filling process takes. The error on the inputs is as follows: the input volume at each time instant is given by a uniform law with support [0.07, 0.13] and the error on the sensor that measures the volume is also a normal law but with support [−0.03, 0.03], i.e. the sensor is very noisy. We compute the affine form attached to the measured volume v m (i) at each time instant i and can thus bound the probability of the program ending in i time instants: we compute the upper and lower bound of the probability P (v m (i) < V ) at each time instant. Then, we can prove that the program stops in less than 26 steps (with V = 2) as P (v m (26) ≤ V ) = 0. We can also prove that the program ends in more than 20 steps with probability less than 0.63, which seems to be a rather precise estimate. Note that we can still slightly improve the precision of our analysis and decrease the bound 0.63 by increasing the maximal number of focal elements in DSI. This impact the performances (the computations are quadratic in the number of focal elements) but greatly increases precision. With 300 focal elements per DSI, we could prove that the program ends in more than 20 steps with probability less than 0.595.
We also made some experimentations on the EGFR example from [35] which computes the Estimated Globular Filtration Rate and studies the impact of noise on the computed value. Our model of probabilistic affine forms can efficiently handle such a problem as it tracks down the dependency between a variable (the EGFR) and its noisy version.
Conclusion
We have presented a framework for the verification of embedded programs with both probabilistic and non-deterministic inputs. In particular, we have defined a concrete collecting semantics using (higher and lower) previsions to enclose a set of probability distributions and an abstract semantics using probabilistic affine forms to efficiently compute an over-approximation of this set.
Note that our analysis is an extension of the purely non-deterministic case: if we have no information about the probability distribution associated to each noise symbol, we shall use DS structures with only one focal element and a weight of 1 and then get the same results as standard affine forms analysis.
In this work, we focused on numerical programs that usually appear in embedded systems and only treated them as open-loop programs, i.e. we ignored the feedback from the program to its plant. In the future, we shall extend this work to treat hybrid systems as in [6] . This will require to be able to handle ODEs with initial values given as probabilistic affine forms. As shown by our second benchmark, we think that we can extend guaranteed ODE solvers to make them compute with imprecise probabilities.
One may also observe that the latter semantics are unsuited to our purposes, as they only observe the probability of reaching final states. As such, they are probabilistic analogues of big-step semantics. In abstract interpretation, we need to evaluate probabilities (largest, smallest) of reaching states that may not be final, such as those at label in our example above.
Since this is equally easy, and is needed later, we allow the distribution ν inp to vary in some set of probability measures over R k . For our purposes, it is practical to merely give a pair of a lower prevision F − inp and of an upper prevision F + inp on R k , and to consider those distributions ν inp that lie between them:
for every bounded measurable map f :
inp and F + inp will be described through Dempster-Shafer structures.)
The result is given by the derivation rules at the bottom of Figure 6 , which are in a style inspired by 6 . We write ± for ≥ if ± is −, or for ≤ if ± is +. The (Det ± ) rule is simple: if Λ, ρ −→ Λ , ρ , then this is a deterministic computation step, and there is no label to observe κ on when in state Λ, ρ , so the average of κ must be taken on the rest of the execution, starting from Λ , ρ . If this is above a (or below a; see premise), then the average of κ starting from Λ, ρ (conclusion) must also be above/below a. (L ± = ) is explained similarly: we do not observe κ at , since = , and additionally the effect of : is a no-op. (L ± = ) is more interesting, and is the only place where κ is really used. Let us investigate (L − = ), the other case being similar. The possible averages of κ at each time we reach label are exactly the current value κ(ρ) of κ (since we are at label ), and those obtained when we reach later. The first premise states that the latter averages are above a, while the second premise states that κ(ρ) ≥ a. In any case, the possible averages of κ must be above a, and this is the conclusion of the rule.
The (F in ± ) rules state what happens on termination. Since is never reached in a terminated run (of length zero), the possible averages of κ on this run form an empty set: all such averages are below every a ∈ [0, 1] (rule (F in + )) and above every a ∈ [0, 1] (rule (F in − )). The (⊥ ± ) rules express the trivial facts that the average of a map κ with values in [0, 1] must be between 0 and 1.
The (Inp ± ) rule is a bit intimidating, since it has infinitely many premisesat least as many as there are tuples (v 1 , . . . , v k ) in R k -and is parameterized by a bounded measurable map f : R k → [0, 1]. This is mandated by the fact that ν inp may be an arbitrary, not discrete, measure. We should be reassured by looking at (Inp − ) in a simple case, say when k = 1, and ν inp implements a discrete random choice between v 1 = 1.2 with probability 1/6 (= f (1.2)), v 1 = 1.3 with probability 1/2, and v 1 = 1.4 with probability 1/3. (Let us also take the ≤ signs in (6) to be equalities.) Then (Inp − ) specializes to the following rule (up to irrelevant premises): In particular, if you think of a 1 as the (minimal) average value of κ when x 1 is set to 1.2, and similarly for a 2 and a 3 , this states that the values a below the (minimal) average value that κ takes when running x 1 , . . . , x k := input • Λ are exactly those below the average 1/6 a 1 +1/2 a 2 +1/3 a 3 that one should expect.
C Adequacy theorem
We here prove that the operational and denotational semantics are equivalent. On the operational side, note that whenever Λ, ρ ↓ . . whose sup is at least b, then a ≤ b n for n large enough, a property that we shall the Fundamental Property of .) This is proved by double induction on the number of statements in Λ first, and when non-empty, by induction on the structure of the first statement in Λ.
Base case, Λ = . We simply apply rule (F in − ), since a ∈ [0, 1], which follows from the first part of Theorem 1.
In the inductive case, we consider a non-empty list, say of the form s • Λ, and some a s • Λ 
