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logistic regression analysis is much neglected in statistics courses within sociology." He blames this neglect by instructors on their lack of understanding of this statistical technique and on the omission of this topic from basic statistical texts. Although logistic regression has gained popularity in recent years, there remains considerable confusion about its use and interpretation (DeMaris 1993a; Morgan and Teachman 1988) . Roncek (1991) attributes this confusion to inconsistent treatment of the interpretation of logistic models in the sociological methodological literature. The incorrect use of terms and formulas associated with logistic regression aggravates theproblem (DeMaris 1990 (DeMaris , 1993a (DeMaris , 1993b Petersen 1985; Roncek 1993 ). In addition, Hosmer, Taber, and Lemeshow (1991) emphasize that many users of logistic regression fail to report measures that assess the fit of a model to data, and that such omission makes it impossible to determine whether the stated inferences from the model are correct. Liao (1994) lists nearly two dozen books, monographs, and articles on probability models, including logistic regression, which have been published over the last decade. A few of the more recent social statistics texts (e.g., Agresti and Finlay 1986; Knoke and Bohrnstedt 1994; Lunneborg 1994) now include a chapter on logistic regression. The literature, however, offers little advice on how to interpret probability models and their parameters; as a result, some social scientists do not use logistic regression even when it might be more appropriate than other approaches (Liao 1994 ). With few exceptions, we could not find teaching materials with a clear explanatory focus understandable by the typical sociology graduate student and the nonmathematically trained statistics instructor. In short, the literature seems to cover theoretical and mathematical issues related to logistic regression more thoroughly than the practical and applied aspects needed to put this technique to use.
In this paper we define and illustrate dichotomous logistic regression (DLR) concepts, provide examples in the text to facilitate the understanding and interpretation of these concepts, and present strategies for teaching DLR. The teaching strategies include 1) using analogies between ordinary least squares (OLS) regression and DLR; 2) illustrating concepts with contingency tables; 3) focusing first on the "one-independent-variable case," as is usual in teaching OLS; and 4) linking logistic regression concepts to the interpretation of statistics appearing on computer outputs. Since Walsh's (1987) article appeared, changes have been made in logistic regression outputs of SPSS and SAS, the two statistical packages most often used by sociologists. We will update some of the links between conceptual and statistical interpretation by using SPSS logistic regression outputs. If basic concepts are understood thoroughly and are linked to outputs, many of the problems encountered in using and interpreting logistic regression results may be eliminated.
We assume that readers have a basic knowledge of the linear regression model. In addition, we concentrate on the case of a dichotomous response because of its common use in the social sciences. Furthermore, a knowledge of DLR sets the stage for understanding polytomous and ordered logit modeling as well as discrete-time survival analysis. Thus DLR makes a wide range of tools available to researchers. The examples used here are based on a comparative study of attitudes and behaviors related to sexuality among universitywomen in Sweden and the United States; they examine the effect of various independent variables on experiences involving sexual coercion.
PROBABILITY, ODDS, AND ODDS RATIOS
DeMaris (1990, 1992, 1993a 
ODDS (EVENT) = #EVENTS/#NON-EVENTS =

Prob (EVENT/Prob (NON-EVENT) ODDS (NON-EVENT) = #NON-EVENTS/ #EVENTS = Prob (NON-EVENT)/Prob (EVENT).
In Example 1 (see Table 1 ) we calculate the following sample probabilities and Probabilities can range from 0 to 1. ODDS, which is a ratio of two probabilities, can range from 0 to infinity. In that the ODDS is a ratio of probabilities, an ODDS of 2, for example, means that one is twice as 
Because the exponential function (e or EXP) is always nonnegative, the right-hand side of Eq.(2) always falls between 0 and 1. This rather complex function is quite unwieldy; hence we will simplify it by transforming the dependent variable. Before we do so, however, let us say that when the response is written as the probability of event occurrence, as in Eq.(2), the partial slope for any predictor, say Xk, is gLk(n)(1-n). This partial slope is no longer a constant, but varies with the value of it (which in turn depends on the levels of all variables in the model). Moreover, at the extreme values of the response-when n: is close to either 0 or 1--the predictor has its smallest possible effect because nit (1-tn) is near 0. When nt = .01, for example, 1-n = .99 and ?kl (1-ni) = .0099lk. On the other hand, predictors have their maximum effect of (.25)flk whenever it is .5. In this fashion, the DLR model reflects the fact that probabilities are much harder to change when the EVENT is virtually certain either to happen or not to happen than when it has a 50-50 chance of happening.
To (-2LLO) The DLR computer output is presented in Table 1 Country changes from 0 (Sweden) to 1 (U.S.), the ODDS of being physically coerced differ by a factor of 2.7066, as was calculated earlier from the contingency table.
Next we illustrate how to calculate predicted probabilities of Physical Coercion for U.S. and Swedish women by using statistics in the DLR output together with Eqs. (5) and (6) To calculate these probabilities from the DLR output, we use Eqs. (5) and (6) 
These two ODDs ratios are equal to the EXP(b)s reported for the Low and Medium dummy predictor variables in the DLR output (Table 2, Part B). We can also compute an ODDS ratio to compare the Low and the Medium frequency categories: ODDS ratio (Low/Medium)= ODDS(COER)L/ ODDS(COER
INDEPENDENT VARIABLE
In Example 3 (see Table 3 ) Physical Coercion is predicted from the ratio-level independent variable Sex Partners. As stated earlier, we expect that women with more sex partners will be more likely to experience sexual coercion. Next we show how to interpret the DLR model, using both probabilities and ODDS ratios. We can calculate the predicted probabilities for women with two, four, and five Sex Partners from the DLR output by using Eqs. (5) and (6) with K= 1 predictor variables. For Model 3 in Table 3 We compare Models 5A (with country interactions) and 5B (without interactions). The DLR summary in Table 5 
where Nis the sample size and MODEL chis uare = (-2LLo)-(-2LLk For Model 5B (see Table 5 In this paper we have discussed two research issues addressed by DLR-one related to the determination of significant predictors and the other to overall model fit and predictive efficacy. We have also tried to provide a clear explanation of the basic concepts of DLR, and to synthesize aspects of the literature that focus on interpretation or are useful as teaching strategies. We hope this article will serve as a resource for statistics instructors and will also help others learn how to use DLR.5
