Abstract. We present a general approach to derive sampling theorems on locally compact groups from oscillation estimates. We focus on the L 2 -stability of the sampling operator by using notions from frame theory. This approach yields particularly simple and transparent reconstruction procedures. We then apply these methods to the discretization of discrete series representations and to Paley-Wiener spaces on stratified Lie groups.
Introduction
The sampling theorem of Shannon-Whittaker-Kotel'nikov is the prototype of any sampling theorem. It states that a function f ∈ L 2 (R) with supp f ⊆ [−1/2, 1/2] can be reconstructed from its sampled values f | Z by the cardinal series (1) f
with convergence both in the L 2 -norm and uniformly. A related property is the norm equality
In communication theory and signal processing (1) is considered the paradigm of a digital-analog conversion, in applied mathematics the study of sampling and reconstruction theorems has become a independent and very active field (as is documented by the collections [5, 6] ). But the Shannon sampling theorem is also important in investigations that are not primarily motivated by applications. Sampling and interpolation problems form a whole branch of complex analysis [27] . Since by a theorem of Paley and Wiener a function is bandlimited if and only if it possesses an extension to an entire function of exponential type, spaces of bandlimited functions are often called Paley-Wiener spaces.
In this paper, we adapt the point of view that the sampling theorem is a phenomenon in harmonic analysis; the search for generalizations of the cardinal series in (nonabelian) locally compact groups is an interesting problem in itself, and abstract sampling theorems reveal new aspects of the analysis on locally compact groups.
The Shannon-Wittaker-Kotel'nikov sampling theorem (1) and (2) follows directly from the Poisson summation formula and is thus in the realm of locally compact abelian groups. Indeed, a version of the sampling theorem for LCA groups was formulated early on by Kluvanek [23] .
If R is replaced by a nonabelian locally compact group G, one is faced with several fundamental questions:
(a) What is the appropriate concept of a bandlimited function on G? (b) How to formulate and prove sampling theorems in the spirit of (1)? (c) Which sets in G can take the role of Z ⊆ R? What is "uniform" and "nonuniform" sampling in G?
These questions are of course interrelated and depend very much on which notion of bandlimited functions on G is chosen.
A natural attempt consists in replacing the Fourier transform on R by the operatorvalued Fourier-Plancherel transform on G. A function is then said to be be bandlimited, if its Fourier-Plancherel transform is supported in a given (quasi)-compact set of the dual object G. This notion was pursued by Dooley for motion groups, i.e., semidirect products of the form G = R k ⋊ K, for a compact matrix group K [11] . He derived uniqueness theorems for the resulting functions spaces together with reconstruction procedures.
In a different direction, Pesenson [24] investigates sampling problems on stratified nilpotent Lie groups G. In his context, the Fourier transform on R is replaced by the spectral decomposition of the (left-invariant) sub-Laplacian on G. A function is then called bandlimited, if it belongs to the range of a spectral projection of the sub-Laplacian. Using a delicate optimization argument, he proved uniqueness theorems for spaces on bandlimited functions. More generally, in a series of papers [24, 25, 26] Pesenson proposed an abstract notion of bandlimitedness associated to any (unbounded) self-adjoint operator on a Hilbert space and applied this idea to a variety of situations.
Our contribution is threefold. First, we develop the technique of oscillations estimates for sampling in left-invariant closed subspaces of L 2 (G) with a reproducing kernel. This technique has been developed in the early 90's to treat nonuniform sampling of bandlimited functions and of generalized wavelet transforms [15, 22] . Recently oscillation estimates have been rediscovered and adapted to sampling in shift-invariant spaces [1] , in reproducing kernel Hilbert spaces [19] , and sampling in Paley-Wiener spaces on manifolds [16] .
Second, we solve the discretization problem for the continuous wavelet transform with respect to discrete series representations [2] . This is equivalent to a sampling theorem for the generalized wavelet transform and amounts to the construction of frames contained in a single orbit of the group action. Our contribution closes a technical gap in the literature (where the discretization was shown under an additional integrability condition [22] ).
Third, we derive a sampling theorem for bandlimited functions on stratified nilpotent Lie groups. The main theorem is a generalization of a celebrated theorem of Beurling [7] from R n to stratified groups. Though some of the proof ideas are similar in spirit to Pesenson's [24] , our approach yields a significant technical simplification and several new insights. The stability of the sampling procedure is made explicit by formulating an analogue of Shannon's theorem (1) and (2) , and -at least in principle -the reconstruction of a bandlimited function from its samples is stable and constructive.
Notation. In the following, G denotes a second-countable non-compact, locally compact group. Then L 2 (G) is a separable Hilbert space. We denote integration against Haar measure by G · dx, and use |A| to denote the Haar measure of a Borel set A ⊂ G. U e denotes the neighborhood filter at unity. The left
) be the usual involution. In the following, we will use frequently that for f, g ∈ L 2 (G), the convolution f * g * is a well-defined continuous function vanishing at infinity, and that the convolution can be written as the inner product f * g
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Sampling theorems and frames
In this section we recall a few general properties of spaces with sampling expansions and observe their close relationship to reproducing kernel Hilbert spaces. This connection allows us to view reconstruction formulas as a discretization of the reproducing kernel.
The basic notion considered in this respect is that of a sampling set.
Definition 2.1. Let H ⊂ L 2 (G) be a leftinvariant closed subspace consisting of continuous functions. A discrete subset Γ ⊂ G is called sampling set (for H) if the restriction map R Γ : f → f | Γ is a topological embedding H → ℓ 2 (Γ), i.e., if there exist constants 0 < A ≤ B < ∞ such that, for all f ∈ H,
When using the optimal constants in (3), the quantity B/A is called tightness of the sampling set. P
The sampling theorems in [11, 24] are concerned with establishing that R Γ is injective, whereas we are interested in criteria to show that R Γ is a topological embedding.
We first show that for left-invariant spaces the continuity of the sampling process implies the existence of a reproducing kernel for H that is given by convolution with a suitable L 2 -function. 
we obtain for all x ∈ G that
Consequently, if f ∈ H, then f = f * p * , and if f ∈ H ⊥ , then f * p * = 0. Thus the orthogonal projection onto H is indeed given by right convolution with p * and H consists of continuous functions vanishing at infinity.
Inserting f = p, we obtain p = p * p * , and thus p * = (p * p * ) * = p * p * = p. For uniqueness, assume that q ∈ H with q = q * q * , and such that f → f * q * is the projection onto H. Observe that then q = q * and p = p * , and therefore
It has been observed on several occasions that sampling theorems in reproducing kernel Hilbert spaces are closely related to frames. The following result formulates this for the group case. (a) Γ is a sampling set.
Proof. The statement follows from the fact that sampled values and frame coefficients coincide. P Remark 2.4. The previous observations allow us to apply well-known results from frame theory to obtain sampling expansions. In particular, the reconstruction of a function from its samples can be achieved by the frame algorithm [12, 8] . Let
be the frame operator associated to the family {L γ p : γ ∈ Γ}. Then Sf, f = γ∈Γ |f (γ)| 2 ≥ A f 2 for f ∈ H, and so S is invertible on H.
and so we have a sampling expansion that is in complete analogy to the cardinal series (1). The above series (5) converges unconditionally in L 2 (G) by frame theory, but it also converges uniformly. Since f (x) = (f * p * )(x) = f, L x p and thus |f (x)| ≤ f p uniformly in x ∈ G, we obtain the uniform convergence of (5) from the L 2 -convergence.
The reconstruction formula can be simplified in the following two cases. If the sampling set is tight, i.e. A = B in (3), then the frame operator S is A · Id H , and
Furthermore, if the sampling set Γ is a subgroup, then S commutes with the translations L γ , γ ∈ Γ, and so
As a result we obtain the following analog of Shannon's sampling theorem:
This reconstruction formula is in nice correspondence to the continuous formula
Now (6) is easily recognized as a Riemann sum analog of (7). Hence one expects that p ≈ c Γ p, as the tightness of the frame approaches one. P Remark 2.5. In the light of Theorem 2.2, Dooley's definition of bandlimited functions turns out to be too large for the existence of Shannon-type sampling theorems. Using the Plancherel formula for the motion group, one can show that Dooley's spaces have an L 2 −reproducing kernel only if the group G is a finite extension of a vector group. See [21] for more details. P
Sampling and oscillation estimates
The sampling theorems obtained in this paper are derived using L 2 -estimates of the oscillatory behavior of the functions under consideration. Following [22] , we define the modulus of continuity, the so-called oscillation, of a function f on G.
Definition 3.1. For a function f on G and a set U ⊂ G, we define
Moreover, if U is relatively compact and f is continuous, then osc U (f ) is well-defined everywhere and continuous: Indeed, for x, z ∈ G,
If z → x, then the first term tends to zero by continuity of f . The second term goes to zero, because f is (left) uniformly continuous on the relatively compact set xU. We next consider conditions on the sampling set. These requirements are quite intuitive and generalize certain density concepts from R n to G.
Conditions of this type are often encountered in connection with discretization, see e.g. [7, 13] .
(c) Γ is a quasi-lattice if there exists a relatively compact Borel set C, such that Γ is both C-separated and C-dense. Such a set C is called a complement of Γ. P
The main example of a quasi-lattice is a cocompact, discrete subgroup Γ < G (often called a lattice in G). Here any relatively compact fundamental domain of Γ, i.e. a relatively compact set of representatives mod Γ, can be chosen as a complement C. However, the concept of a quasi-lattice is strictly weaker than that of a cocompact discrete subgroup, and quasi-lattices may exist even in groups that do not admit a lattice.
We next collect some technical lemmas in connection with separated and dense sets.
Lemma 3.3. For every U ∈ U e there exists a separated U-dense set.
Choose a V -separated set Γ that is maximal with respect to inclusion. Then by maximality, for every g ∈ G there exists γ ∈ Γ such that gV ∩ γV = 0. But this implies g ∈ γV V −1 ⊂ γU, and so Γ is U-dense. P The following lemma provides a substitute for a uniform partition of G. 
Proof. Since G is σ-compact, the cardinality of disjoint translates of W ∈ U e can be at most countable. Since Γ is W -separated and U-dense, Γ must be countable. We may therefore enumerate Γ using a bijection N → Γ and write Γ = {γ k : k ∈ N}. Now let A = G \ γ∈Γ γW , which is a Borel set. We define recursively
Observe that the union is disjoint, since γ k W ⊂ G \ A, whereas
We claim that the V γ 's have the desired properties. Clearly, W ⊂ V γ ⊂ U and the V γ j 's are measurable by construction. Now suppose that g ∈ γ j V γ j ∩ γ k V γ k for j < k. On the one hand, if g ∈ γ k W , then g ∈ G \ A, whereas g ∈ γ j V j implies g ∈ γ j W . This contradicts the W -separatedness. On the other hand, if g ∈ A, then
Finally, let g ∈ G be arbitrary. If g ∈ ΓW , then W ⊂ V γ shows g ∈ γV γ for a suitable γ. In the other case let k ∈ N be minimal with
By assumption on k, g is contained in γ k U, but not in γ i U, for i < k, which proves the statement. P The next theorem shows how to derive sampling theorems from oscillation estimates.
of continuous functions and assume that there exists
Then Γ is a sampling set for H. More precisely, we have the estimate
Proof. Let (V γ ) γ∈Γ be the family of Borel sets asserted by Lemma 3.4. We introduce the auxiliary operator Q :
Since the sets γV γ are pairwise disjoint and |W | ≤ |V γ | ≤ |U|, Q is a well-defined bounded operator with operator norm Q ∞ = sup γ∈Γ |V γ | ≤ |U|. More importantly, Q has a bounded inverse on its range with operator norm Q
Since Q is an interpolation of the sequence (c γ ) by a step function, it is plausible that Q approximates well the inverse of R Γ . The following estimate makes this precise by introducing osc U to the argument. Since V γ ⊂ U and the γV γ 's are disjoint, we may estimate, for all f ∈ H,
. Consequently, we obtain the upper bound of the sampling inequality (3) for f ∈ H
The decisive lower bound follows similarly by
Thus Γ is a sampling set for H. P Remark 3.6. The theorem allows to estimate the tightness of the sampling estimate from above by |U|
The first quotient |U| 2 /|W | 2 is a measure for the uniformity of the sampling set Γ. For quasi-lattices it is |U| 2 /|W | 2 = 1 and we may therefore call this case uniform sampling. In this case the tightness estimate in Theorem 3.5 depends only on the oscillation.
The second quotient
(1−ǫ) 2 depends on the density of Γ. Since osc U (f ) → 0 as U → {e}, high density (small U) improves the tightness of the sampling procedure. P Theorem 3.5 and Lemma 3.3 yield the following existence result.
Corollary 3.7. Let H be a leftinvariant closed space consisting of continuous functions that satisfy osc U (f ) 2 ≤ ǫ f 2 for ǫ < 1 and a suitable U ∈ U e . Then there exists a sampling set for H.
A simple but useful trick for the derivation of oscillation estimates is the following observation:
This can be combined with Theorem 3.5 to establish sampling theorems for a certain class of leftinvariant spaces. Similar arguments were employed in [14, 22] .
Assume that there exists a continuous g ∈ L 1 (G) satisfying osc W g 1 < ∞ for some W ∈ U e , as well as f = f * g for all f ∈ H. Then there exists U ∈ U e such that every separated U-dense set is a sampling set.
Proof. The continuity of g yields that osc U (g) → 0 pointwise, as U runs through a basis of U e . Since osc W g 1 < ∞, and U e has a countable basis, the dominated convergence theorem applies to yield osc U g → 0 in the L 1 -norm. Pick U with osc U g 1 < 1. Then inserting (10) into Theorem 3.5 yields the desired statement. P
Sampling Theorems and Discrete Series Representations
In this section we consider a particular case of left-invariant closed subspaces of L 2 (G) that arise in the context of the representation theory of G. The reproducing kernel Hilbert spaces described in Theorem 2.2 occur naturally as the range of a (generalized) continuous wavelet transforms. These are obtained by the following procedure. Given a unitary representation (π, H π ) and a vector η ∈ H π , we define the (generalized) wavelet transform
This operator maps vectors φ ∈ H π onto representation coefficients of G. We call η admissible whenever V η is an isometry into L 2 (G). The properties of the regular representation of G lead to the following conclusions: (a) the space
, and (c) the projection from L 2 (G) onto H is given by right convolution with S = V η η. See e.g. [21] and the references therein for details. Now the construction of a sampling set for H is equivalent to the problem of finding Γ ⊂ G such that π(Γ)η is a frame of H π . This question is referred to as the discretization problem for the continuous wavelet transform, and has attracted considerable attention [2, 8] .
A special class of representations for which the construction of frames has been investigated extensively are the so-called discrete series representations, i.e., irreducible square-integrable representations of G. These always possess admissible vectors. The papers [13, 10, 22, 4, 20, 3] are a small, but non-exhaustive list of papers where the discretization problem of discrete series representations has been studied.
To our knowledge, the construction of frames from discrete series representations has been proven rigorously only under the additional assumption that the representation be integrable. The following result shows that all discrete series representations can be discretized and yield a construction of frames. Despite the widespread interest in this question, the result seems to be new (although it has been mentioned in [22] ). Theorem 4.1. Let π be a discrete series representation of G. There exists a vector η ∈ H π and U ∈ U e (depending on η and π) such that (π(γ)η) γ∈Γ is a frame for H π , whenever Γ ⊂ G is separated and U-dense.
Proof. Let ψ be an arbitrary admissible vector, H
Choose h ∈ C c (G) that projects onto a nonzero element of H 0 . This means that P h = V ψ η for some non-zero η ∈ H π . Since V ψ is an isometry and intertwines with the regular representation of G, we obtain
Since π is irreducible and η is nonzero, Schur's lemma implies that V η is a scalar multiple of an isometry and that V η maps H π onto a closed leftinvariant subspace H ⊂ L 2 (G). We can now employ (10) to establish
for a suitable positive constant c η,ψ . Since h ∈ C c (G), the oscillation osc U h * is a bounded and compactly supported for all relatively compact sets U. In particular, osc U h * is integrable, and by choosing U small enough, we obtain c η,ψ osc U h * 1 < 1. This is exactly, what is needed to apply Theorem 3.5. We conclude that every separated and U-dense set Γ ⊂ G is a sampling set for H, and (π(γ)η) γ∈Γ is a frame for H π . P Remark 4.2. It is easy to see that the set of η for which the above argument works, is a dense subspace of H π . If in addition, π is integrable, then a different argument yields the existence of "frame vectors" η [22] . For nilpotent connected Lie groups, all discrete series representations are in fact integrable; this follows by [9, Theorem 4.5.11] . However, the semisimple Lie group SL(2, R) provides an example of a discrete series representation that is not integrable. P
Paley-Wiener spaces on stratified Lie groups
As a second application we use the oscillation method of Section 3 to derive sampling theorems on stratified Lie groups. In the setting of stratified Lie groups, the required oscillation estimates can be formulated and proved with particular ease. The intuition behind this approach is that the control over the sub-Laplacian entails control over all finite order left-invariant differential operators. Hence the oscillation can be controlled.
We first recall some basic facts about stratified Lie groups and then define Paley-Wiener spaces on such groups. We refer to [9, 18, 17] for more details. We assume that G is a simply connected, connected nilpotent Lie group with Lie algebra g of dimension n. The Lie algebra is assumed to be stratified, which means that g is the direct sum of subspaces V 1 , . . . , V m satisfying [V 1 , V j ] = V j+1 for 1 ≤ j ≤ m, where we use V m+1 = {0}. The homogeneous dimension of G is given by Q = m j=1 j·(dimV j ). We will use results from [17] , and therefore we adopt the assumption Q > 2 made in that paper, noting that it only excludes the groups R and R 2 , for which the sampling theorems derived below are known anyway. For the following, we fix a basis X 1 , . . . , X n of g that is composed of bases of the V j , i.e., X k ∈ V j for
If g is stratified, it possesses a one-parameter group of Lie algebra automorphisms defined as
We also fix a homogeneous norm, which is a mapping | · | : g → R + , fulfilling |δ t (X)| = t|X| and | − X| = |X|. Confer [18] for existence.
Since for simply connected, connected nilpotent Lie groups the exponential map exp : g → G is a polynomial diffeomorphism with polynomial inverse, the dilations δ t on g yield a one-parameter group of automorphisms δ t of G, and a homogeneous norm |.| on G. (As is costumary, we use the same notation on g and on G.) The homogeneous norm fulfills |δ t (x)| = t|x|, |x −1 | = |x|, and the triangle inequality
for some constant C △ > 0 [18, Proposition 1.6]. The Haar measure is changed by the dilations δ t according to the formula |δ t (A)| = t Q |A|, A ⊆ G. Consequently, on L 2 (G) we have
Next we consider differential operators on G. C k (G) denotes the space of k times continuously differentiable functions on G. We identify g in the usual manner with the space of leftinvariant differential operators of order one acting on C ∞ (G). We use the multiindex notation X α , for α ∈ N n 0 , to denote the monomial differential operator X
where the X i are the elements of the basis fixed above. Since δ t acts on V j by multiplication with t j , all X i are homogeneous, and
Consequently, all monomial differential operators X α inherit a similar homogeneity property,
where d(α) is a suitable integer ≥ |α|. For the analysis on stratified Lie groups the so-called sub-Laplacian L plays a distinguished role. If ℓ = dim(X 1 ), then X 1 , . . . , X ℓ is a basis of V 1 , and the sub-Laplacian is defined as
. By the spectral theorem, we can associate to L a projection-valued measure (or spectral measure), which we denote by Π L . Following Pesenson [24] , the Paley-Wiener space
are also left-invariant, and therefore E ω is a closed, leftinvariant subspace of L 2 (G).
then the sub-Laplacian is simply the Laplace operator −∆. The Fourier transform yields the spectral representation
, and so the Paley-Wiener space E ω is identical to the space of "bandlimited functions" {f ∈ L 2 (R n ) : suppf ⊆ B √ ω }. This example illustrates that E ω (G) is a reasonable generalization of the usual notion of Paley-Wiener space on R n .
The following theorem summarizes the main property of E ω that is required for the derivation of sampling theorems.
Proof. The domains of the powers of the sub-Laplacian define a scale of Sobolev spaces
. This holds for all k ≥ 0, hence E ω ⊂ C ∞ (G). Now by Corollary 4.13 of [17] the Sobolev norm, for fixed k ∈ N,
is equivalent to the norm
Consequently, the Bernstein inequality implies for all f ∈ E ω
with a constant C independent of f . P Our goal is to establish a sampling theorem for the Paley-Wiener space E ω (G). In view of Theorem 5.2 the basic strategy is to derive a uniform L 2 -estimate for the oscillation of f ∈ E ω . Applying suitable dilations δ t to a U-dense and W -separated set Γ ⊆ G, we can produce a set δ t (Γ) of any required density, while preserving the uniformity. It is then plausible that the tightness of a sampling estimate improves with increasing density.
Therefore we try to derive estimates of osc(U) as a function of the diameter of U. As a tool we will use the mean value theorem, which is the simplest version of Taylor's formula for G, and Sobolev-type estimates. We cite the mean value theorem, which is a left-invariant version of [18, 1.33 ].
Lemma 5.3. Let G be stratified. There exist constants C > 0 and b ≥ 1 such that for all f ∈ C 1 (G) and all x, y ∈ G,
|X j f (xz)| .
Next we state a Sobolev-type estimate for the comparison of a local uniform norm and the L 2 -norm. Given any function f on G, U ⊂ G, we write
For the derivation of oscillation estimates, we will need a local version of this lemma.
Lemma 5.5. Let K ⊂ G be relatively compact, and suppose that U ⊃ K is open and relatively compact. There exists a constant C K,U such that for all f ∈ C ∞ (G)
, the Sobolev estimate of the previous lemma implies the estimate
Applying the (discrete) Cauchy-Schwarz inequality, we find that
, and the latter constant depends only on the dimension of G. P In the following it is understood that C K,U is the optimal constant. The next lemma investigates the behavior of this constant under translations and dilations. 
Proof. (i) is clear, since the differential operators X α are left-invariant. (ii) The inequality follows from
, where we used the homogeneity relation (14) . As r ≤ 1, we continue
, where the last equality is an application of (12) . Since C δr(K),δr(U ) is the optimal constant, the conclusion follows. P The following lemma contains the central estimate for the oscillation of functions in the Paley-Wiener space. We will write B ǫ = {x ∈ G : |x| < ǫ} for the homogeneous ball of radius ǫ centered at e. All oscillation estimates below are formulated with respect to these balls, which are symmetric and relatively compact sets [17, Lemma 1.2].
Lemma 5.7. There exists a constant C G depending only on the group G such that for all f ∈ E 1 and all 0 < r ≤ 1 the oscillation estimate (17) osc
holds. The constant C G > 0 can be chosen to be
where b is the constant from Theorem 5.3.
Proof. We first apply Lemma 5.3 and estimate
Next the Sobolev estimate (15) allows us to continue
Applying the Lemma 5.6, we can continue by
. In the last step we have used the boundedness of differential operators on E 1 by Theorem 5.2. P Now it is easy to prove a sampling theorem for Paley-Wiener spaces. We first give a version for arbitrary nonuniform sets.
Theorem 5.8. Given a band-width ω > 0, choose s < r < min(C
. Then every B s -separated and B r -dense set Γ ⊂ G is a sampling set for E ω . In particular the sampling inequality
holds for every f ∈ E ω .
Proof. Assume first that ω = 1. Then by Lemma 5.7 the r-oscillation of f ∈ E 1 is at most rC G . Choosing r < min(C −1 G , 1), Theorem 3.5 is applicable and yields the sampling inequality (19) .
The extension to arbitrary ω is obtained by a dilation argument. For t > 0 let U t denote the unitary dilation operator f → t −Q/2 f • δ t −1 . We claim that U t (E ω ) = E t 2 ω . To see this, we note that by (13) and (14) the subLaplacian is 2-homogeneous and thus satisfies U t L = t −2 LU t . Since the spectral measure is unique, we conclude that U t Π L (A) = Π L (t −2 A)U t for any Borel set A ⊆ G and t −2 A = {t −2 r : r ∈ A}. As a consequence,
For the reduction of the general case ω > 0 to ω = 1 we choose t = √ ω. If Γ ⊆ G is B sseparated and B r -dense, then δ √ ω Γ is B √ ωs -separated and B √ ωr -dense. Since r √ ω < C −1 G , δ √ ω Γ is a sampling set for E 1 . Now take an arbitrary f ∈ E ω , then by (20) 
By the special case ω = 1 we obtain that
Since U t is unitary, and
we have proved (19) for all ω > 0. P Remark 5.9. At first glance, the dilation property of E ω is unexpected, therefore it is instructive to formulate Theorem 5.8 explicitly on
n/2f (tξ) and supp(U t f ) ⊆ B √ ω/t 2 . For G = R n , Theorem 5.8 contains a celebrated theorem of Beurling [7] . He proved (in our normalization) that if r √ ω < π/2 and Γ ⊆ R n is separated and B r -dense, then Γ is a sampling set for E ω . The beauty of Beurling's Theorem is that the density condition is sharp, whereas our condition r √ ω < C −1 G is weaker. In our experience, oscillation estimates do not lead to sharp density results, their strength lies in the general applicability. P Theorem 5.8 treats the general case of nonuniform sampling in E ω . In this case the tightness of the sampling estimate possesses the upper bound
(1−r √ ωC G ) 2 . Next we treat the case of uniform sampling, i.e., sampling on quasi-lattices, where better estimates can be derived.
First we show that quasi-lattices always exist in a simply connected solvable Lie group. By contrast, a nilpotent Lie group allows the existence of a discrete cocompact subgroup only if it has rational structure constants (see e.g. [9] for this well-known theorem of Malcev). Proof. We proceed by induction over the dimension of G. The one-dimensional case is obvious by taking the lattice Z ⊂ R.
For the induction, choose a (connected) normal subgroup N ¡ G of codimension one. Then we can write G = N ⋊ R, where R acts via a suitable homomorphism α : R → Aut(N) and the group law on G ≡ N ⋊ R is (n, t)(m, s) = (nα t (m), t + s). By induction hypothesis, there exists a quasi-lattice Γ 0 ⊂ N and a (relatively compact) complement C 0 ⊂ N ⊂ G.
We set Γ = {(α ℓ (γ), ℓ) : γ ∈ Γ 0 , ℓ ∈ Z} and C = {(n, t) : n ∈ C 0 , t ∈ [0, 1)} . We claim that Γ is a quasi-lattice in G with complement C.
Let (m, s) ∈ G = N ⋊ R be arbitrary. We can write s = ℓ + t for unique ℓ ∈ Z and t ∈ [0, 1). Likewise, since Γ 0 is a quasi-lattice in N, there are unique γ ∈ Γ 0 and n ∈ C 0 such that γn = α −ℓ (m) ∈ N. Then (m, s) = (α ℓ (γn), ℓ + t) = (α ℓ (γ), ℓ)(n, t) ∈ ΓC. Thus ΓC is a covering of G, and the uniqueness of the factorization implies that the covering is disjoint, in other words, Γ is a quasi-lattice. P The final result of the paper is devoted to regular sampling. We observe that here the tightness of the sampling estimate approaches the optimum as the sampling density increases.
Theorem 5.11. Let Γ < G be a quasi-lattice, and ω > 0. Let C ⊂ G be a complement of Γ satisfying C ⊂ B s for a suitable s > 0. Then δ r (Γ) is a sampling set for E ω , as soon as r satisfies r < min(s −1 ω −1/2 , s −1 ω −1/2 C G ). The tightness of the sampling expansion is
Proof. We only consider ω = 1, the general case follows just as in the proof of the previous theorem. As C is a complement of Γ, δ r (C) is a complement of δ r (Γ), due to the fact that δ r is an automorphism. Moreover C ⊂ B s implies osc δr(C) (f ) ≤ osc Brs (f ). Hence (9) , with U = W = δ r (C), yields the desired statement, including the tightness estimate. P Remark 5.12. We expect that the arguments employed here for the L 2 -case should be adaptable to yield Plancherel-Polya-type results for the L p -setting, for 1 ≤ p < ∞. P
