Aims. In this paper we report electron impact collision strengths and excitation rates for transitions among the lowest 89 levels of Ni xix.
Introduction
Iron group elements (Sc to Zn) are highly useful for the modelling and diagnosing of a variety of plasmas, such as astrophysical, fusion and laser-generated. However, highly accurate atomic data including for energy levels, radiative rates, collision strengths, and excitation rates are normally required for such work. Among iron group elements, Fe is the most abundant and important, and we have already reported calculations for many of its ions (ix-xxvi: see Aggarwal et al. 2008, and references therein) . After Fe, nickel is the most abundant element and many emission lines of its ions, including those from Ni xix, have been observed in the Sun -see, for example, Jupen (1984) and Feldman et al. (2000) . Similarly many transitions, particularly within the n = 3 configurations, have been measured in laboratory plasmas by Feldman et al. (1967) , Swartz et al. (1971) , Boiko et al. (1977) , Buchet et al. (1987) , Biémont et al. (2000) , and more recently by Gu et al. (2004 Gu et al. ( , 2007 . Therefore, to fulfill the requirement of atomic data, we have also reported calculations for Ni xi-xvii (Aggarwal et al. 2003 (Aggarwal et al. , 2007 and Keenan 2007c, 2008) , and in this paper we focus our attention on Ne-like Ni xix.
Ne-like ions, particularly Fe xvii and Ni xix, show a rich spectrum from solar and other astrophysical plasmas. For example, emission lines of Ni xix have been observed by the Chandra X-ray satellite in Galactic black holes (Miller et al. 2005 ) and active galactic nuclei (Krongold et al. 2003) . Additionally, the determination of Ni abundance is important in studies of supernova explosions and gamma ray bursts (Lucy 1995; Reeves et al. 2002) . Similarly, many lines of nickel ions, including Ni xix, have been measured in laboratory plasmas, Table 3 is only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/488/365 particularly in the 9-15 Å wavelength range (Brown et al. 2001; Gu et al. 2004 Gu et al. , 2007 . Of particular recent interest are the six resonance lines of Ni xix, namely 3C (2p 6 1 S 0 -2p 5 3d 1 P
• 1 : 1-27), 3D (2p 6 1 S 0 -2p 5 3d 3 D
• 1 : 1-23), 3E (2p 6 1 S 0 -2p 5 3d 3 P
• 1 : 1-17), 3F (2p 6 1 S 0 -2p 5 3s 3 P
• 1 : 1-5), 3G (2p 6 1 S 0 -2p 5 3s 1 P
• 1 : 1-3), and 3H (2p 6 1 S 0 -2p 5 3s 3 P
• 2 : 1-2), at respective wavelengths of 12. 434 Å, 12.658 Å, 12.810 Å, 13.779 Å, 14 .043 Å, and 14.077 Å -see Table 1 for level indices. The last transition 3H is also referred to as M2 as listed by Gu et al. (2007) . These prominent strong lines have been observed in the Xray spectra of solar and stellar coronae, active galactic nuclei, X-ray binaries, and supernovae from the Chandra and XMMNewton satellites. Furthermore, line intensity ratios have also been measured on EBIT (electron beam ion trap) machines at the Lawrence Livermore National Laboratory (LLNL) by Brown et al. (2001) and Gu et al. (2004 Gu et al. ( , 2007 , and at the National Institute of Standards and Technology (NIST) by Chen et al. (2006b) . To provide theoretical support to experimental work, a few calculations have also appeared recently, such as by Gu et al. (2004) and Chen et al. (2006a,b) . However, these calculations are limited to comparisons between the theoretical and experimental line intensity ratios, and do not report any atomic data.
Considering the importance of Ni xix, there have been a few calculations in the past, particularly for the determination of energy levels and radiative rates (A-values). Aggarwal & Keenan (2006b) have recently reviewed the available data among 89 levels of the (1s  2 ) 2s  2 2p  6 , 2s  2 2p  5 3 , 2s2p  6 3 , 2s  2 2p  5 4 ,  and 2s2p 6 4 configurations, and have reported A-values for four types of transitions, namely electric dipole (E1), magnetic dipole (M1), electric quadrupole (E2), and magnetic quadrupole (M2). These are the most comprehensive sets of radiative rates available to date for transitions in Ni xix.
However, for the other important atomic parameter, namely Article published by EDP Sciences collision strengths (Ω), the notable results available in the literature are by Zhang et al. (1987) , Zhang & Sampson (1989) , and Mohan et al. (1993 Mohan et al. (1993) adopted the configuration interaction (CI) wavefunctions in an R-matrix approach (Berrington et al. 1978) . They performed their calculations in LS coupling and reported values of Ω in a limited energy range below 140 Ryd, but for all transitions among the lowest 15 states of the 2s 2 2p 6 and 2s 2 2p 5 3 configurations. Furthermore, they resolved resonances in thresholds region and reported values of effective collision strengths (Υ) over a wide electron temperature range up to 10 7 K. Since it is the fine-structure transitions which are observed spectroscopically, they extended their calculations to report values of Ω for 10 fine-structure transitions among the levels of the 2s 2 2p 6 and 2s 2 2p 5 3s configurations (Singh & Mohan 2005) . Unfortunately, both their calculations in LS and LS J coupling, for values of Ω as well as Υ, are inaccurate for many transitions, as discussed and demonstrated by Aggarwal & Keenan (2006a , 2007a . Therefore, we will not discuss their results any further in this paper, and will only focus on our present calculations and those available earlier by Zhang & Sampson (1989) .
In the present work, we focus on the lowest 89 levels of the 2s 2 2p 6 , 2s 2 2p 5 3 , 2s2p 6 3 , 2s 2 2p 5 4 , and 2s2p 6 4 configurations of Ni xix, i.e. the same levels as considered by Zhang & Sampson (1989) , and for which we have already reported A-values (Aggarwal & Keenan 2006b ). Additionally, our approach is fully relativistic, as we employ the grasp (generalpurpose relativistic atomic structure package) and Dirac atomic R-matrix code (darc) for the calculations of wavefunctions and scattering process, respectively.
Collision strengths
The 2s 2 2p 6 , 2s 2 2p 5 3 , 2s2p 6 3 , 2s 2 2p 5 4 , and 2s2p 6 4 configurations of Ni xix give rise to 89 fine-structure levels, listed in Table 1 . For our calculations, we have adopted the grasp code, which was originally developed by Grant et al. (1980) but has recently been updated by Dr. Norrington. Additionally, we have used the option of extended average level (EAL), in which a weighted (proportional to 2 j + 1) trace of the Hamiltonian matrix is minimized. This produces a compromise set of orbitals describing closely lying states with moderate accuracy. The calculations also include corrections from the Breit and QED effects. A detailed comparison of our calculated energy levels with the experimental compilations of NIST (http://physics.nist. gov/PhysRefData) and available theoretical results has already been made in our earlier paper (Aggarwal & Keenan 2006b) , and hence will not be repeated here. Energy levels listed in Table 1 were assessed to be accurate to better than 1%, and the reported A-values accurate to better than 20% for a majority of the strong transitions with oscillator strengths ( f -values) ≥0.01. Finally, the inclusion of additional CI with the n = 5 configurations made a negligible effect on the energy levels as well as the Avalues, and therefore our calculations for collision strengths include only the above listed 89 levels. For the calculations of collision strengths, we have employed the darc program of Norrington & Grant (private communication), which includes the relativistic effects in a systematic way, in both the target description and the scattering model. It is based on the j j coupling scheme, and uses the Dirac-Coulomb Hamiltonian in the R-matrix approach. However, because of the inclusion of fine-structure in the definition of channel coupling, the matrix size of the Hamiltonian increases substantially. The R-matrix radius has been adopted to be 3.64 au, and 25 continuum orbitals have been included for each channel angular momentum for the expansion of the wavefunction. This allows us to compute Ω up to an energy of 250 Ryd. The maximum number of channels for a partial wave is 401, and the corresponding size of the Hamiltonian matrix is 10086. In order to obtain convergence of Ω for all transitions and at all energies, we have included all partial waves with angular momentum J ≤ 39.5, although a higher range would have been preferable, particularly for the convergence of allowed transitions. However, to account for higher neglected partial waves, we have included a topup, based on the Coulomb-Bethe approximation (Burgess et al. 1970) for allowed transitions and geometric series for forbidden transitions.
In Figs. 1-3 we show the variation of Ω with angular momentum J at three energies of 150, 200, and 250 Ryd, and for three transitions, namely 1-27 (2s 2 2p 6 1 S 0 -2s 2 2p 5 3d 1 P • 2 ), which are resonance, allowed, and forbidden, respectively. For all resonance transitions, our adopted range of partial waves is sufficient for the convergence of Ω at all energies, as shown in Fig. 1 . However, for many allowed and some forbidden transitions among excited levels, our range of J ≤ 39.5 is insufficient for the convergence of Ω, as shown in Figs. 2 and 3. For such transitions a top-up has been included as stated above. Furthermore, for some transitions, such as the 2-6 (2s 2 2p 5 3s 3 P
• 2 -2s 2 2p 5 3p 3 S 1 ) shown in Fig. 2 , the partial Ω show an unphysical oscillation for some random partial waves. This is due to the fact that the long-range potentials have been omitted for these partial waves and only Coulomb functions have been used. This is done automatically by the program in stage DSTGF whenever there is numerical problem in the convergence of the wavefunction in the outer region of the R-matrix. The solution to this problem is to increase the number of integration points. In the present calculations, we have kept this number to be 2000, and increasing it further makes the program consuming more computational time. This is not currently feasible keeping in view our resources and the fact that Ω have to be computed at a large number of energies. However, as a result of this Ω J is up to 20% lower than what it should be with the inclusion of long-range potentials. Since it happens for only two partial waves, the net effect on Ω J is negligible. For example, for the transition shown in Fig. 2 , Ω are affected (and are lower) by less than 1%, which is much less than the accuracy estimates of the calculations.
In Table 2 we present our results of Ω for all resonance transitions over a wide energy range (110 ≤ E ≤ 250 Ryd), but above thresholds. The indices adopted to represent a transition are given in Table 1 . These results for Ω are not directly applicable in any modelling work, but are very useful in assessing the accuracy of a calculation. Earlier similar results for resonance transitions are available from the DW calculations of Zhang & Sampson (1989) , as stated in Sect. 1. For these transitions there are no discrepancies between our calculations and those of Zhang & Sampson. Since no other similar results for transitions among excited levels are available, we have performed another calculation from the Flexible Atomic Code (fac) of Gu (2003) , which is available from the website http:// kipac-tree.standford.edu/fac. This is also a fully relativistic code like darc, and is based on the DW method. Values of Ω from fac are also included in Table 2 at a single excited (E j ) energy of ∼145 Ryd, which nearly corresponds to the highest (incident) energy of our calculations from darc. Furthermore, similar values of Ω at three more energies of 59, 281, and 813 Ryd have already been listed in our earlier paper (Aggarwal & Keenan 2007a) .
In Fig. 4a Zhang & Sampson (1989) and Chen et al. (2006a) . For both of these (and many other) transitions, there is a complete agreement between our calculations from darc and fac and those of Zhang & Sampson. However, for the 1-27 transition the earlier results of Chen et al. are underestimated by ∼10%, over the entire common energy range. This is an important transition as already discussed and affects the ratio of the 3C and 3D lines. Considering that Chen et al. have also used the same darc code as adopted by us, and have included a comparable range of partial waves (J ≤ 30.5 which is fully sufficient for the convergence of Ω values for the 1-27 transition as shown in Fig. 1) , a difference of 10% between the two calculations, for an important allowed transition, is not expected. The only major difference between our calculations and those of Chen et al. is that they have included levels of the n = 5 configurations whereas we have not. However, this should not affect the calculations of Ω, because the f -values obtained from the n = 4 and n = 5 calculations for the 1-27 transition agree within 1% -see Table 5 of Aggarwal & Keenan (2006b) and Fig. 4 • 2 ). For the 1-2 (3H) transition, there is no discrepancy between our calculations and those of Chen et al. (2006a) .
Similarly values of Ω from our DW calculations from fac and the earlier work of Zhang & Sampson (1989) agree with darc, particularly at higher energies. Differences at lower energies are ∼10%. In general, we may state with confidence that all calculations, from both R-matrix and DW methods, agree within ∼10% for all resonance transitions, and this is also our assessment of accuracy for the values of Ω listed in Table 2 .
In Fig. 5a we compare our values of Ω from the darc and fac codes for three allowed transitions among excited levels, namely 2-13 (2s 2 2p 5 3s 3 P • 2 ). For these three (and many other allowed) transitions, the agreement between the two calculations is better than 10%. A similar comparison is shown in Fig. 5b However, the agreement between the two calculations generally improves with increasing energy, as can be noted for the 6-7 and 10-11 transitions.
Since we have adopted a wide range of partial waves in order to obtain the convergence of Ω for the forbidden as well as the allowed transitions, have included a top-up to account for the contribution of higher neglected partial waves, and do not observe any (major) discrepancy with the DW calculations from fac, the accuracy of our results for Ω for resonance transitions, listed in Table 2 , is judged to be better than 10% as discussed 
Effective collision strengths
Effective collision strengths Υ are obtained after integrating Ω over a Maxwellian distribution of electron velocities, i.e.
where E j is the incident energy of the electron with respect to the final state of the transition, k is Boltzmann's constant, and T e is the electron temperature in K. Once the value of Υ is known for a transition, the corresponding value of the excitation q(i, j) and de-excitation q( j, i) rate coefficients can be easily obtained from the following simple relations:
and q( j, i) = 8.63 × 10
where ω i and ω j are the statistical weights of the initial (i) and final ( j) states, respectively, and E i j is the transition energy. Since the threshold energy region is dominated by numerous resonances, Ω have been computed at a large number of energies in order to delineate these resonances. We have performed our calculations of Ω at ∼21 000 energies in the threshold region. Close to thresholds (∼0.1 Ryd above a threshold) the energy mesh is 0.001 Ryd, and away from thresholds is 0.002 Ryd. Our calculated values of Υ are listed in Table 3 over a wide temperature range of 5.2 ≤ log T e ≤ 7.0 K, suitable for applications in astrophysical and other plasmas. As stated in Sect. 1 there is no other similar calculation available in the literature with which to compare our results.
Line ratios
The intensity of an emission line between the levels i and j is given by
where N j is the relative population of level j, N A,Z is the relative ionic abundance of ion with charge Z of element with atomic number A, N A is the relative (with respect to hydrogen) chemical abundance, N He is the relative chemical abundance of helium, n is the total number density of hydrogen and helium nuclei (in cm −3 ), and L is the path length through the line emitting region (Kafatos & Lynch 1980) . However, it is difficult to know all of these parameters accurately, and therefore the ratio of two lines eliminates many of these parameters i.e.
which is a function of atomic parameters alone and does not depend on specific conditions of ionization and recombination. Level populations N j can be calculated in a collisional-radiative model, using for example the statistical equilibrium code of Dufton (1977) . The additional advantage of taking the ratio of two lines is that it reduces the error of experimental (observational) data in the interpretation. The only excitation rates available in the literature are from the calculations of Chen et al. (2006a) for three transitions, namely 1-2 (3H: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3s 3 P
• 2 ), 1-23 (3D: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3d 3 D
• 1 ), and 1-27 (3C: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3d 1 P
• 1 ). In Table 4 we compare the excitation rates at four common temperatures of 3.0 × 10 6 , 5.0 × 10 6 , 1.0 × 10 7 , and 1.2 × 10 7 K. Also included in this table are the excitation rates for three other transitions, namely 1-3 (3G: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3s 1 P
• 1 ), 1-5 (3F: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3s 3 P
• 1 ), and 1-17 (3E: 2s 2 2p 6 1 S 0 -2s 2 2p 5 3d 3 P
• 1 ). Additionally, the ratios 3C/3D, 3C/3E, and 3C/(3F+3G+3H) are also listed for a ready comparison with other theoretical data. Corresponding experimental results for these line ratios have been shown by Gu et al. (2004) in their Fig. 3 . For the convenience of readers, and to facilitate a ready comparison, we list their ratios in Table 5 , from both spectrometer and calorimeter measurements. The uncertainties in their measurements are 9%, 19%, and 16% for 3C/3D, 3C/3E, and 3C/(3F + 3G + 3H), respectively. However, the uncertainty for the 3C/3E line ratio is 23% for measurements from the calorimeter. Our 3C/3D ratio varies by 10% over the entire temperature range, similar to the variation in the data of Chen et al. (2006a) . This is because both the 3C and 3D lines are allowed, and the effect of resonances on excitation rates is not prominent as seen in Figs. 7 and 8. However, our 3C/3D ratios are higher by ∼10% than those of Chen et al. This is mainly because their values of Ω (and subsequently of excitation rates) are lower for the 3C transition as seen earlier in Fig. 4a . The corresponding ratios from the Ω values of Zhang & Sampson (1989) and fac are ∼2.85, which are up to 17% higher than our results from darc and up to 28% higher than those of Chen et al. A more accurate value of 3C/3D from fac is ∼2.56 as determined by Gu et al. (2004) , who have included the effect of resonances through the isolated resonance approximation as well as of cascading from higher excited levels. This ratio by Gu et al. is closer to our own calculations than those of Chen et al., and the discrepancy with the experimental value of 2.30±0.16 (Brown et al. 2001 ) remains up to 10%, depending on the temperature. The experimental ratio of Brown et al. has been reconfirmed by Gu et al. through measurements with a grating spectrometer. However, their similar measurements from an Xray calorimeter give 3C/3D ratio lower by ∼10%, but Chen et al. (2006b) measure this to be 2.29 ± 0.16 from a microcalorimeter on the EBIT machine. Therefore, considering the upper limits of measurements, i.e. 2.30 with an uncertainty of 9%, we may also state that there is no discrepancy between theory and experiment for the ratio of 3C and 3D lines. However, the corresponding theoretical results of Chen et al. (2006a) , although in agreement with the measurements, are apparently underestimated, and their assessment of 5% accuracy does not appear to be realistic. We discuss this further below. The theoretical ratios discussed above are based on the assumption that the electron velocity distribution in a plasma is Maxwellian. However, the EBIT measurements are carried out with a "monoenergetic" electron beam with an electron distribution function assumed to be "Gaussian", with characteristic beam width between 10 and 30 eV (Chen et al. 2006a,b) . Brown et al. (2001) , on the other hand, have specified that their measurements are equivalent to both Maxwellian and non-Maxwellian plasmas. Nevertheless, calculations performed with a Gaussian distribution yield comparable ratios to the Maxwellian distribution, as demonstrated by Chen et al. Therefore, the choice of electron energy distribution does not affect the line ratios and/or the discrepancy between theory and measurements.
The 3C/3E line ratio has a larger variation of over a factor of two over the temperature range 3.0 × 10 6 ≤ T e ≤ 1.2 × 10 7 K, as shown in Table 4 . Chen et al. (2006a Chen et al. ( , 2006b have not reported their results for this ratio, but the corresponding ratio from the Ω values of Zhang & Sampson (1989) varies between 31 and 57, and from our calculations from fac between 42 and 98. Therefore, the variation factor from the lowest to highest ratio remains around the same in all calculations. We would also like to note here that the 1-17 (3E) transition is an intercombination one, its resonance structure is not very prominent, and therefore the contribution of resonances in the determination of excitation rates is insignificant over the temperature range discussed here. The experimental ratios vary between 9.15 and 18.97 in the energy range 1.04 ≤ E ≤ 1.44 KeV from the spectroscopic measurements, and between 7.98 and 12.04 from the calorimeter measurements (Gu et al. 2004) , and have a higher uncertainty of 19%. Therefore, at higher energies (temperatures) there appears to be an agreement between the spectroscopic measurements and our calculations from darc, but the similar measurements from calorimeter are underestimated by up to ∼40%, particularly at the highest energy, i.e. 1.44 KeV. As for the line ratio 3C/3D, a more accurate determination of 3C/3E, by including the effects of resonances and cascading, is ∼20 (Gu et al.) . This value of 3C/3E is overestimated by up to 70% in comparison to measurements and is underestimated by up to 40% in comparison to our calculations from darc.
As for 3C/3E, the theoretical 3C/(3F + 3G + 3H) ratio also varies by a factor of two over the temperature range 3.0 × 10 6 ≤ T e ≤ 1.2 × 10 7 K, as shown in Table 4 . However, the experimental ratio only varies by ∼15% between 1.0 and 1.44 KeV as can be noted from Table 5 , i.e. it may be considered to be energy independent if we take into consideration the uncertainty of measurements. Over the same energy range, the nonresonant calculations of Gu et al. (2004) show a variation of less than 30%, but the ratio with resonances included varies up to 50%, and the lowest value is at the lowest energy. An average value of 3C/(3F + 3G + 3H) from the calculations of Gu et al., which includes the contribution of resonances and cascading, may be considered to be ∼0.55. This ratio is upto 80% higher at lower temperatures and up to 15% lower at higher temperatures than our corresponding results from darc. Both the spectrometer and calorimeter give a consistent value (∼0.46) for this ratio, which is up to 30% lower (at higher energies/temperatures) than the corresponding theoretical results. The lower values of the 3C/(3F + 3G +3 H) ratio at lower temperatures, particularly from our calculations from darc, are due to the fact that all the three lines (i.e. 3F, 3G, and 3H) show a dominant contribution from resonances, as can be noted from Fig. 6 for the 1-2 (3H) transition.
Conclusions
In the present work, we have reported results for collision strengths and effective collision strengths for transitions among the 89 levels of Ni xix over a wide energy (temperature) range up to 250 Ryd (10 7 K). The relativistic darc code has been adopted for the calculations, and a large range of partial waves has been included in order to achieve converged values of collision strengths. Furthermore, resonances have been resolved in a fine energy mesh in thresholds region in order to account for their contribution in the determination of Υ values. The presently reported results for Υ are the only data available to date for all transitions among the 89 levels of Ni xix. These results, together with our earlier reported (Aggarwal & Keenan 2006b ) radiative rates for four types of transitions, namely E1, E2, M1, and M2, should be highly useful for the modelling of a variety of plasmas.
Based on a variety of comparisons, among different calculations, the accuracy of our Ω and Υ values is assessed to be better than 10% for all resonance transitions. However, the accuracy assessment for other transitions, among the excited levels, is ∼20%. Similarly, there is a general agreement among various calculations for the 3C/3D line intensity ratio, and there is no discrepancy with the experiments either. However, differences between theory and experiment for the 3C/3E and 3C/(3F + 3G + 3H) ratios remain, for which further work may be helpful. Additionally, the energy (temperature) variations between theory and experiments for the 3C/3E line ratios are comparable. However, for the 3C/(3F + 3G + 3H) ratios experimental values are (almost) energy independent, but the theoretical ones show large variations with temperature.
