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The consumption of foods containing environmental contaminants is a potentially significant source of human' exposure to numerous metals and pesticides (1) (2) (3) (7) and is a key element of a federal bill designed to standardize exposure and risk assessments (8) . For these reasons, it is important to understand the magnitude, sources, and variability of dietary exposures to environmental contaminants experienced by members of the population, the precision of dietary exposure estimates possible from existing data, and the prospect of using dietary exposures in epidemiologic studies designed to characterize the human health effects of specific compounds or classes of compounds. In this paper, we present the results of an investigation of these issues in relation to the dietary intakes of 11 The NHS and HPFS are prospective epidemiologic studies that originally included 121,700 female registered nurses who were 30-55 years of age in 1976 (9) and 51,529 male health professionals who were 40-75 years of age in 1986 (10), respectively. The NHS and HPFS participants have been followed up every 4 years with a mailed questionnaire that updates food consumption patterns, major illnesses, and other information (9, 10) . Beginning in 1986, food consumption patterns were measured using a self-administered, 131-item, semiquantitative food frequency questionnaire of the previous year's diet (11) . Food frequency questionnaires are designed to measure long-term average diet rather than to provide a precise estimate of shortterm consumption habits (12, 13) .
The study population consisted of members of the NHS and HPFS cohorts who returned diet questionnaires in 1986 and/or 1990. Individuals who reported daily energy intakes outside the range of 800-4200 kcal for men and 700-3400 kcal for women or who left 70 or more of the food items blank were excluded from the analysis because their diet questionnaire responses were believed to be unreliable. The total number of food consumption records available for this study was 75,542 (1,724 excluded) and 78,882 (1, 454 excluded) from 1986 and 1990, respectively, for the NHS cohort and 49,934 (1,396 excluded) and 38,075 (770 excluded) from 1986 and 1990, respectively, for the HPFS cohort.
The Total Diet Study is a market basket survey conducted annually by the FDA in which levels of selected elements, pesticides, radionuclides, and industrial chemicals are measured in 234 food items (14) . Identical food items are purchased in three cities within each of four geographic regions and sent to an FDA laboratory in Kansas City, where the three samples of each food item from each region are composited, prepared for consumption, and subsequently analyzed for contaminant and nutrient levels (15) . This design yields four residue values (one for each region) for each of the 234 foods each year. The FDA reports residue concentrations in one of three ways: those that exceed the limit of quantification (LOQ) are quantitatively reported, those below the LOQ but above the limit of detection (LOD) are quantitatively reported and identified as "trace," and those that are below the LOD are reported as "not detected" (16) .
We assumed that the mean concentration for a given contaminant in each of the 131 foods listed on the food frequency questionnaire represented the average concentration of the contaminant that a person would be exposed to For foods for which all the sample concentrations were greater than the LOD, the mean concentration was computed directly, and the variance of the estimated mean residue concentration (the square of the standard error) was computed as described by Gilbert (18) for lognormally distributed random variables. This method takes account of the fact that the distribution of sample means obtained from repeated samples of small size from a skewed distribution will be asymmetric.
For foods for which at least 50% but not all the sample concentrations were greater than the LOD (12<n<23), the maximum likelihood estimation method of Cohen, as described by Haas and Scheff (19) , was used to estimate the mean and variance of the log-transformed distributions. In this method, the mean and variance of the log-transformed values of the measured data are used to estimate the parameters of the entire distribution based on the LOD and the fraction of samples below the LOD. The parameters of the lognormal distribution were then estimated from the maximum likelihood estimates of the parameters of the log-transformed data set.
For foods for which at least one but less than 50% of the sample values were above the LOD, the mean residue concentration was computed as the weighted sum of the detected concentrations and onehalf the LOD. The FDA does not directly report LODs; therefore, the LOD for each contaminant was inferred from the residue data as described below. Among all the foods for which at least one sample contained a detectable amount of residue, the minimum trace amount of each chemical (i.e., the LOD) was found to be approximately 10% of the LOQ. Therefore, for foods for which less than half the samples contained detectable contaminant levels, concentrations in food samples containing levels less than the LOD were set to 5% of the LOQ (i.e., 1/2 LOD), which is a common method of treating undetected sample values. For these foods, the geometric standard deviation (GSD) of the residue concentrations was assumed to be 2.0 for metals and 3.0 for pesticides. These assumptions were based on an analysis of the GSDs of residue levels computed for foods with complete data sets (n = 24), which showed that the mean GSDs for metals and pesticides were 1.50 (n = 65 foods) and 2.24 (n = 18 foods), respectively. The mean GSDs for metals and pesticides were found to be highly significantly different (p<0.0001) by a Wilcoxon rank sum test. The 90th percentiles of the metal and pesticide GSDs were 1.88 and 2.91, respectively, approximations of which (2.0 and 3.0) were used to compute the variance of the mean concentration as described above. We used the 90th percentiles of the maetal and pesticide GSDs to provide some assurance that the uncertainty about the mean residue values was not underestimated for these foods. The sensitivity of the results to these choices was later tested.
The 234 Total Diet Study foods were matched with the 131 foods on the diet questionnaire by food item and with an additional 52 ingredient items that are used in standard recipes to estimate exposures from foods such as homemade breads and sweets that may be reported as frequently consumed. The residue concentration for foods on the questionnaire that did not match with a Total Diet Study food were set to 1/2 LOD for each contaminant. In these cases, the uncertainty about the mean concentration was characterized as the standard deviation of a uniform random variable ranging from 0 to 1/2 LOD. Exposures due to consumption of contaminants in water were not considered because the Total Diet Study does not measure contaminant levels in tap water, which was assumed to be the primary source of water for the general population.
The number of Total Diet Study foods that contained a detectable residue concentration in at least one sample, the analytical LOQs, the number of Total Diet Study foods with mean residue concentrations below the LOQ, and the results of the matching procedure are summarized by contaminant in Table 1 . Total daily average contaminant exposures from food (pg/day) for individuals were computed as the sum of the product of the mean residue amount per serving size (pg/serving) and the average daily consumption rate (servings/day) of each food reported by each individual. The mean and standard error of the amount of contaminant per serving size were computed from the corresponding concentrations using standard serving sizes (g) employed in all studies that use the NHS and HPFS food frequency questionnaires (20) . 
Precision of Estimated Contaminant Exposures
The precision of the estimated contaminant exposures was investigated by quantifying the uncertainty about the residue and food consumption components of dietary exposure and using analytical methods to propagate the uncertainty about the inputs through to the estimated exposures. Uncertainty about food consumption rates was estimated by using data collected during a validation study of the 131-item diet questionnaire (11, 21) . In 1986, 127 participants in the HPFS completed food frequency questionnaires 1 year apart and completed two 1-week diet records 6 months apart during the intervening year.
The mean daily consumption of each food was computed from the diet records for each participant and was used as the true measure of average daily food-specific consumption over the year. The daily average consumption rate reported on the second questionnaire for each food, which is designed to represent consumption over the preceding year, was regressed against the corresponding mean consumption rate determined from the diet records:
where i = number of subjects; relative to that reported on the diet questionnaire. The uncertainty about the dietary intake of the 11 contaminants for a hypothetical individual who consumed the mean amount of each of the 131 foods was calculated by decomposing the dietary exposure variance into the absolute and relative contributions of the variances of the food-specific consumption and residue values (22) ; the covariance between the consumption and residue values was assumed to be negligible. For (2) where, P2 IJ = square of the mean daily consumption (I) of food j (servings/day)2;
C,j = variance of the mean As concentration (C) in food j (pg/serving)2. p2c J = square of the mean As concentration (C) in food j (ig/serving)2; S2I, = square of the RMSE of the consumption estimate (I) from the regression equation for food j (serving/day)2. Cumulative density (%) Figure 2 Using the error propagation technique described previously, the uncertainty about the mean daily dietary exposure to arsenic, cadmium, p,p'-DDE, lead, malathion, and mercury was estimated for a hypothetical member of the 1986 HPFS cohort who consumes the mean amount of each food per day reported on the diet questionnaires. The other five chemicals (chlorpyrifos, diazinon, dieldrin, lindane and heptachlor epoxide) were excluded because, as described later, the population exposures for these chemicals were dominated by food items for which the majority of samples contained residue concentrations below the LOD. Therefore, we believe that uncertainty about dietary exposures to those chemicals is dominated by a lack of knowledge about their true average concentrations in food.
The coefficient of variation (CV), computed as the square root of the estimated variance (Eq. 2) for a contaminant divided by the mean exposure for the contaminant, ranged from 21% for cadmium to 49% for malathion, indicating that the exposures to these chemicals estimated for a given individual may be accurate to within approximately a factor of 2 ( while those for lead were canned tuna, skim milk, peaches, coffee, and white wine. To investigate the uncertainty about the estimated mean daily exposure to these chemicals among the study population, uncertainty about food consumption was assumed to be negligible (reflecting the large sample from which the average consumption rate of each food item was obtained). In this scenario, the coefficient of variation ranged from 7% for arsenic to 30% for lead (Table 4 ) and varied inversely with respect to the percentage of the population exposure composed of foods for which at least half of the Total Diet Study samples were above the LOD.
Discussion
We assessed average daily dietary exposures to 11 food contaminants for approximately 120,000 U.S. adult males and females. Because of the large sample size and geographic diversity of the study population, we believe the results are generalizable to the majority of the U.S. adult population. However, because of the age and occupational restrictions on admission to the NHS and HPFS cohorts and the potential for correlations between demographics and diet, the results may not be representative of dietary exposures to members of certain age, ethnic, socioeconomic, and other subpopulations.
The residue levels used to estimate the dietary exposures presented here were based solely on the results of the 1986-1991 Total Diet Studies. While information from more recent Total Diet Studies were not used due to our inability to easily access the data, summary reports indicate that contaminant levels in food have been relatively constant in recent years (5) . The Total Diet Study data represent the best available measures of contaminant levels in table-ready foods; however, they are subject Figures 1-3 . The typical intake for arsenic estimated elsewhere is well within the distribution estimated from the diet questionnaire (23) . The cadmium and lead intakes estimated by Gunderson (23) lie in the upper tail of the NHS distribution, whereas the mercury estimate is equivalent to the 9th percentile of the NHS distribution. In general, typical pesticide exposures estimated by the FDA fall well into the lower tail of the corresponding NHS distribution, except for the malathion and p,p'-DDE estimates, which correspond to the 37th and 21st percentiles of the estimated distribution, respectively.
Differences between the typical estimates made previously and those based on the questionnaire are most likely due to the treatment of residue values that were not detected; the FDA estimates were based solely on foods for which trace or quantifiable residue concentrations were measured (i.e., nondetection samples were set to zero), while in our analysis, residue levels for food samples that contained nondetectable concentrations were set to 1/2 LOD. Comparing the typical pesticide intakes estimated by the FDA to the maximum values obtained from the distribution estimated for the 1990 NHS cohort shows that the combination of using average food consumption patterns for a subpopulation and setting nondetection values to zero may underestimate exposures for some members of the population by a factor of 10-60.
Sensitivity of Results
The sensitivity of the predicted exposure distributions to treatment of residue samples below the LOD was investigated by estimating the distributions for the 1990 NHS respondents under two cases in addition to the current estimates: 1) nondetect samples set to zero and 2) nondetect samples set to the LOD (Fig. 4) . The EPA Integrated Risk Information System (IRIS) was queried on 8 November 1994 for human health-based exposure standards for the 11 chemicals included in our analysis.
We retrieved cancer potency values [ql* (mg/kg/day)Y'] for ingestion of compounds treated by the EPA as carcinogenic in humans and reference doses (RfD; mg/kg/day) for ingestion of the noncarcinogens (Table 5) . Exposures exceeding the RfD and the level estimated to produce an excess lifetime cancer risk (ELCR) of 10-4 are compared to the predicted dietary exposure predictions in Figure 4 . The original exposure estimates (pig/day) were converted to units of pg/kg/day by assuming a uniform body weight of 65 kg for adult females.
The estimated exposure distributions for cadmium, lead, arsenic, mercury, and malathion were relatively insensitive to different assumptions about the true concentration in foods with residues below the LOD. Note the divergence of the lower end of the predicted mercury distributions due to diets primarily composed of foods containing mercury levels below the LOD. Assuming inorganic arsenic accounts for 10% of all arsenic in foods (24) , a substantial fraction of the population was estimated to have dietary exposures to inorganic arsenic that exceed the RfD (13% of the population) and a 10-4 ELCR (80%). The validity of this model result must be evaluated by future research of arsenic speciation in different foods.
The predicted dietary exposure distributions for the remaining six contaminants were sensitive to the treatment of nondetect residue samples (Fig. 4) . For example, median exposure estimates ranged by a factor of 2 for diazinon to a factor of 10 for heptachlor epoxide. This degree of uncertainty is of apparent little consequence in some cases, such as chlorpyrifos, where all predicted exposures are well below the health-based RfD. In contrast, the fraction of the population predicted to be exposed to dieldrin at levels estimated to produce an ELCR greater than 10-4 ranged from approximately 10% to 85% over the three cases, while the fraction of estimated heptachlor epoxide exposures above the RfD and equivalent to an ELCR greater than 10-4 ranged from 0 to approximately 20%.
These results indicate that the number of individuals predicted to bear health risks above what may be considered a tolerable level can change by tens of millions depending on assumptions made about the contaminant concentrations in foods with residues below the LOD. This uncertainty can only be resolved by additional monitoring efforts that use a more sensitive design, which should be a priority for future research.
The sensitivity of the error analysis results to assumptions made regarding the uncertainty about mean residue levels in food items for which less than half of the samples were above the LOD was also investigated. The error analysis was repeated after estimating the variance of the mean residue concentration in food items for which less than half of the samples were above the LOD based on the mean GSD rather than the 90th percentile GSD for metals and pesticides, respectively. The results were found to be virtually identical to those presented above.
Excluding water from the analysis is not expected to have a substantial impact on our results because of the generally low levels of contaminants in drinking water. For example, arsenic is typically present in drinking water at approximately 2 pg/l (25) , which at a consumption rate of 2 1/day would increase the mean arsenic exposure of approximately 55 pg/day by about 7%. Similar results were estimated for cadmium, mercury, and the pesticides based on typical tap water concentrations published in the literature (26) (27) (28) (29) . The EPA (30) This finding suggests that it may be possible to use dietary exposures estimated from diet questionnaires in epidemiological studies. The correlation coefficients presented earlier suggest that a principal components or factor analysis may reveal types or groups of food items that together determine the approximate level of an individual's exposure to compounds with similar toxicological action, which could also be used in epidemiological studies. Prior to such analyses, we recommend that a statistically designed study be conducted to validate these estimates by comparing biological indicators of exposure to the estimated exposures.
The estimated exposure distributions for some of the compounds were shown to be sensitive to valuation of the nondetect residue samples because of the low detection rate observed in the Total Diet Study data for these chemicals. We selected the 11 contaminants considered in this analysis based on their relatively high detection rates in the Total Diet Studies conducted from 1986 to 1991; thus, most other contaminants were detected less frequently. It can be inferred that estimates of dietary exposures to many other food contaminants will also be sensitive to the treatment of nondetect samples and the determinants of dietary exposure to these contaminants may not be readily identifiable. Therefore, we recommend that new monitoring studies be conducted that use a study design more sensitive than that employed by the Total Diet Study. In addition, we recommend that population-based estimates of exposures to contaminants in food be conducted for other subgroups of the United States, such as children and ethnic populations.
