Abstract. Transducers order infinite sequences into natural classes, but permutation transducers provide a finer classification, respecting certain changes to finite segments. We investigate this hierarchy for non-periodic sequences over {0, 1} in which the groups of 0s and 1s grow according to simple functions like polynomials. In this hierarchy we find infinite strictly ascending chains of sequences, all being equivalent with respect to ordinary transducers.
Introduction
Equivalence under transducers organizes infinite sequences into a hierarchy with interesting properties, as ongoing research is revealing, see for example [3, 6] and the conference paper [5] at DLT 2016. In this setting the main definition is that for two sequences σ, τ we have that σ ≥ τ if and only if there exists a transducer T that produces τ when consuming σ. Here a transducer is a deterministic automaton producing output strings on every transition. Two sequences σ, τ are called equivalent, notation σ ∼ τ if both σ ≥ τ and τ ≥ σ. A straightforward construction shows that σ ∼ uσ for any sequence σ and any finite string u, so prepending or removing a finite initial word remains inside the class. The pre-order ≥ gives rise to an order on the equivalences classes of ∼; the bottom element in this order consists of the class of ultimately periodic sequences.
In the current paper we investigate a more fine-grained hierarchy on sequences based on an alternative pre-order ≥ p . Here prepending or removing initial segments may change the class, but other basic properties are kept, like σ ≥ p h(σ) for any morphism h. The idea is that we add the requirement that transducers should be permutation transducers. This means that not only for every state and symbol there is exactly one outgoing arrow (as is required by determinism), but also exactly one incoming arrow: it will thus be a permutation automaton (see [1, 7, 8] ) with output, just like a finite state transducer is a DFA with output. Our original motivation for permutation transducers was to be able to compare and classify two-sided sequences as was elaborated in [2] . There we already made some first investigations on ordering (one-sided) sequences by permutation transducers, raising several issues that we worked out in the current paper.
So we define σ ≥ p τ if and only if a permutation transducer P exists such that P (σ) = τ , and σ ∼ p τ if and only if both σ ≥ p τ and τ ≥ p σ. In [2] we already showed that 0 ω ∼ p 10 ω , a clear illustration that initial segments matter in this context. Again the pre-order ≥ p on sequences gives rise to an order on ∼ pequivalence classes; here the bottom element is the class of all periodic sequences. In [2] we showed that the ultimately periodic sequences that are not periodic form an atomic class. Here the focus is on sequences that are not ultimately periodic. In particular, we look at sequences of the shape
for various functions f : N → N, in particular polynomials. Based on ordinary transducers one has f
and for all linear f, g it holds f ∼ g . A main result of [4] states that the class containing the sequences of the shape f for f linear is atomic, that is, if f ≥ σ for f linear, then either σ ≥ f or σ is ultimately periodic. In [3] it was shown that a similar result holds for quadratic functions, while in [5, 6] it was shown that for higher degree it does not hold. Here we are interested in considering ≥ p and ∼ p instead.
In [2] we already showed that f ∼ p g for f, g linear. Here we show that the corresponding class is not atomic: we show that for ascending f we have
but not the other way around, and we even show that the class containing f for linear f is an upper bound of infinitely many distinct classes, in particular
, and similarly for · . While all f for f quadratic are equivalent under ordinary transduction, we show that this does not hold for ∼ p ; in particular, we obtain the infinite ascending chain
Typically, for proving σ < p τ the easier part is giving an explicit permutation transducer P satisfying P (τ ) = σ. We consider four basic ways to transform functions f : N → N: transforming f (n) to f (n) + k and to f (n + k) for any k ≥ 1, and to kf (n) and to f (kn) for any k > 1. For all of them we investigate how f (n) and [[f (n)]] relate to their transformed variants, both with respect to ordinary transducers and permutation transducers.
The paper is organized as follows. We start by preliminaries in Sect. 2. In Sect. 3 we classify permutation transducts of particular sequences σ, in order to be able to prove σ ≥ p τ for certain τ . In Sect. 4 we investigate the effect of transforming f in the above given four ways. In Sect. 5 we investigate [[f ]] and f for linear functions f ; in particular, we give an infinite strictly ascending chain of them. In Sect. 6 we investigate polynomials of higher degree; in particular, we give an infinite strictly ascending chain of sequences f for quadratic polynomials f . Due to lack of space some proofs are omitted in this paper; they can be found in the full version [9] .
Preliminaries
In the following we assume Σ = {0, 1}.
Definition 1. A finite state transducer
A permutation transducer over Σ is a finite state transducer T = (Q, q 0 , δ, λ) with the additional requirement that for every a ∈ Σ the function q → δ(q, a) is a bijection from Q to Q.
In drawing pictures for transducers we write an arrow from p to q labeled by a|u if δ(p, a) = q and λ(p, a) = u. We use ≥, ∼, > for the similar relations on sequences based on ordinary finite state transducers, that is, without the additional bijectivity requirement. These were studied extensively in [3] [4] [5] [6] . To see the effect of the additional requirement of permutation transducers, throughout the paper in presenting properties of ≥ p , ∼ p , > p we often present the corresponding properties of ≥, ∼, >.
In particular, for choosing h to be the identity we obtain that ≥ p is reflexive. A straightforward construction given in [2] shows that ≥ p is transitive. Hence ≥ p is a pre-order, yielding a partial order on equivalence classes with respect to the equivalence relation ∼ p . By defining h(a) = 0 for all a ∈ Σ we obtain T h (σ) = 0 ω for every σ. Hence the equivalence class of 0 ω is the bottom element in this order; it consists of all (purely) periodic sequences as was shown in [2] .
A partial permutation transducer T = (Q, q 0 , δ, λ) consists of a finite set Q and initial state q 0 ∈ Q, together with a partial function δ : Q × Σ → Q such that for every q ∈ Q, a ∈ Σ there is at most one q ∈ Q such that δ(q , a) = q, and λ : Q × Σ → Σ * is a partial function that is defined on the same pairs that δ is defined for. Thus, in a permutation transducer for every symbol a ∈ Σ there is exactly one incoming and exactly one outgoing a-arrow for every state q ∈ Q, but in a partial permutation transducer 'exactly one' is weakened to 'at most one'. As observed in [2] , just like every partial permutation of a set can be extended to a permutation, every partial permutation transducer can be extended to a permutation transducer. Sometimes we will present a permutation transducer by only giving a partial permutation transducer and leaving the extension implicit.
From the introduction recall the definitions
For the latter it is natural to require f (n) > 0 for all n > 0, to avoid collapsing groups; we will say that f is positive if it satisfies this property. Note that every sequence σ that is not eventually constant has a natural representation [[f ]] for some (positive) function f . The same is true for f if σ(0) = 1, with f usually not positive. Writing f (n) for f , we obtain n = 11010010001 · · · , and n + 1 = 101001000 · · · , so n + 1 = tail( n ). Using similar shorthand notation,
We continue with a fruitful lemma.
Lemma 2. Let P be a permutation transducer over a finite alphabet Σ. Then there exists an integer N > 0 such that for every state q and every u ∈ Σ + it holds that δ(q, u N ) = q.
Proof. Let n be the number of states. Then q → δ(q, u) is a permutation on the n states. Choose N to be the least common multiple of all k with k ≤ n.
N is the identity.
Proposition 3. For every positive function
Proof. This is proved by the following two transducers. ω that starts by u(q, i) 2 for some state q and i ∈ {0, 1}. Beyond a finite initial part, the resulting output g is the concatenation of such prefixes. Assume that one of the occurring strings u(q, i) 2 contains a symbol 1. Then it contains at least two symbols 1 at distance at most m, where m is the maximal size of all u(q, i). Since lim n→∞ g(n) = ∞, the total number of occurrences of u(q, i) 2 in g that contain a symbol 1, is finite. This contradicts the fact that g contains infinitely many 1s.
For proving more claims of the type σ ≥ p τ we typically investigate the shape of sequences P (σ), the transducts of σ: then it remains to show that τ is not of the required shape. In the next section we give a number of results of this type.
Classifying Transducts
We want to classify permutation transducts of sequences of the shape f and [[f ]] for well-known functions f , like polynomials. A key property of polynomials f that will be exploited is that the function n → (f (n) mod m) is periodic for every m > 0. We start by a class of functions for which the analysis is slightly simpler, namely functions like f (n) = n! for which n → (f (n) mod m) is ultimately 0 for every m > 0. 
Then by Theorem 5 we obtain 
Proof. Assume that P ( f ) = σ for a permutation transducer P = (Q, q 0 , δ, λ) .
we obtain the desired result that σ equals
Proof. Suppose that n! ≥ p n! − 1 . Then by Theorem 8 we obtain
Since in n!−1 only increasing groups of 0 s occur between consecutive 1s, every p i contains at most one 1 and every c i only consists of 0s. By possibly doubling k, we may assume that two distinct p i s contain a 1; let p g and p h be the first two containing a 1.
containing exactly two 1s, with exactly C +
(a+g+jk)!di k separating 0s, for some constant C ≥ 0. Choose N > 2C + 2. Then for j large enough all of these groups of 0 s have size C mod N , contradicting the fact that after a finite part n! − 1 only contains groups of 0 s of size −1 mod N .
Next we switch to functions f , like polynomials, for which n → (f (n) mod m) is periodic for every m > 0. For transducts of f under permutation transducers the following characterization was given in [2] . 
with the additional constraint that p i = if f (i) ≡ 0 mod h, and c i is non-empty.
The proof follows the same lines as that of Theorem 8, but slightly more technical; for details we refer to the full version [9] of this paper.
Basic Function Operations
In this section we investigate how f (n) relates to f (n+k) , f (n)+k , kf (n) and f (kn) , and similarly for 
An entry of the form σ ≥ τ indicates that for every f, k a transducer exists transforming σ to τ , while σ ≥ τ indicates that f, k exist for which such a transducer does not exist, and similar for ≤,
The proofs of all claims can be found in the full version of this paper [9] ; for all cases either explicit transducers are given or results from Sect. 3 are applied to show that the transduct does not satisfy the required pattern for a particular function f .
Classes of Linear Functions
For linear polynomial functions f k,l (n) = kn + l, the relations between f k,l were already dealt with in [2] . To complete the proof of Theorem 14 we have to prove that for none of the strict steps a backward transduction is possible. This is immediate from the following stronger result.
