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Uniformity of composition and grain refinement are desirable traits in the
direct chill (DC) casting of non-ferrous alloy ingots. Ultrasonic treatment is a
proven method for achieving grain refinement, with uniformity of composition
achieved by additional melt stirring. The immersed sonotrode technique has
been employed for this purpose to treat alloys both within the launder prior to
DC casting and directly in the sump. In both cases, mixing is weak, relying on
buoyancy-driven flow or in the latter case on acoustic streaming. In this work,
we consider an alternative electromagnetic technique used directly in the
caster, inducing ultrasonic vibrations coupled to strong melt stirring. This
‘contactless sonotrode’ technique relies on a kilohertz-frequency induction coil
lowered towards the melt, with the frequency tuned to reach acoustic reso-
nance within the melt pool. The technique developed with a combination of
numerical models and physical experiments has been successfully used in
batch to refine the microstructure and to degas aluminum in a crucible. In this
work, we extend the numerical model, coupling electromagnetics, fluid flow,
gas cavitation, heat transfer, and solidification to examine the feasibility of
use in the DC process. Simulations show that a consistent resonant mode is
obtainable within a vigorously mixed melt pool, with high-pressure regions at
the Blake threshold required for cavitation localized to the liquidus temper-
ature. It is assumed that extreme conditions in the mushy zone due to cavi-
tation would promote dendrite fragmentation and coupled with strong
stirring, would lead to fine equiaxed grains.
INTRODUCTION
Ultrasonic treatment (UST) of melts has been
shown to lead to degassing and grain refinement.1–3
Grain refinement is necessary in direct chill (DC)
casting to prevent hot tearing,4 shrinkage porosity,5
and cold cracking.6 A fine grain structure gives
improved material properties to the metals, and also
facilitates subsequent mechanical working. Colum-
nar to equiaxed transition (CET)7,8 is required to
achieve a uniform fine grain structure in the core of
the ingot. There are many methods to achieve CET,
with the most common practice relying on grain
refiners.9 Alternative methods used to promote CET
include melt conditioning,10 electric current pulse,11
pulse magneto-oscillation,12 pulse magnetic field,13
electromagnetic (EM) stirring,14 and, as discussed
here, UST.
There have been many investigations of UST of
alloys in DC casting,1,15–18 where the focus is typi-
cally on treating the melt prior to casting, either in a
crucible15 or in the launder.17 Recent investigations
have included a sonotrode inside the sump18 treat-
ing the melt as it is solidifying. In Lebon et al.,18
main observations were a change in flow pattern
due to acoustic streaming leading to a higher tem-
perature gradient in the transition zone, reducing
its size. Although crystallization was not modeled,
parallel experiments demonstrated grain refine-
ment in the cast billet. The primary disadvantage of
an immersed sonotrode is that limited volumes can
be treated, and consequently multiple sonotrodes
were required for large castings, as shown by Eskin
and Eskin.1 The use of an electromagnetic coil as a
contactless source of ultrasound has been demon-
strated to work in aluminum crucibles19,20 contain-
ing up to 10.5 kg of metal. This process, using a
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high-frequency induction coil suspended close to the
liquid-free surface21 resulted in grain refinement
and degassing after 2–4 min of treatment. Given
that the high-frequency field does not penetrate the
melt for more than a few millimeters, acoustic res-
onance is sought to achieve the pressure threshold
required for cavitation in the treatment volume.
The time-averaged component of the Lorentz force
introduces the added benefit of electromagnetic
stirring to aid mixing and prevent macro-segrega-
tion. Since the coil does not contact the metal sur-
face, the risk of contamination and probe erosion
faced by the traditional immersed sonotrode is
avoided and, unlike immersed sonotrode tech-
niques, the active cavitation zone was shown to lie
deep in the melt pool rather than in the immediate
area surrounding the probe, reducing the effects of
gas shielding. Finally, large volumes can be treated
effectively by designing a suitable induction coil and
ensuring that acoustic resonance is reached by
tuning the current frequency. This paper focuses on
numerical modeling efforts to test the feasibility of
using the top-coil in vertical DC casting, taking into
consideration the geometry and the continuous
nature of this process.
Recent work by Kaldre et al.22 used a high-fre-
quency coil combined with a permanent magnetic
field to achieve a similar effect. The use of electro-
magnetic fields in DC casting is, of course, not new,
but their function has been quite different, used, for
example, at a lower frequency for stirring to control
segregation, such as the work by Hatić et al.23
METHODOLOGY
Three separate codes are used in this work. The
first ‘SPHINX’, is an in-house spectral collocation
code, used to calculate the coupling between solidi-
fication, temperature, magnetohydrodynamic flow24
and surface deformation due to the EM force. The
other two models provide alternative solutions of
the sound field. The second uses the finite element
analysis package COMSOL Multiphysics 5.2 to
predict acoustic resonant modes in the frequency
domain, and the third, part of the in-house finite
volume suite Physica, predicts transient acoustic
cavitation and the instantaneous velocity field pro-
duced by soundwaves. Key information, such as the
temperature to calculate the speed of sound and
resonant modes to impose the driving frequency, are
passed between models. It is assumed there is no
feedback between the acoustic flow field and the
mean flow, so the information transport between
SPHINX and Physica is one way only. Figure 1
demonstrates the relationships between them. The
geometry used represents the experimental DC
caster installed at BCAST18 shown in Fig. 2. In both
acoustic models, the speed of sound is assumed to
have a linear relationship with the solid fraction in
the mushy zone, and to be the same as that of pure
aluminum. The liquid fraction and densities were
calculated for AA6060 using Thermo-Calc as seen in
Fig. 3. Material properties used in the models can be
seen in Table I, and a full description for each model
is given in the following subsections.
Fluid Flow and Temperature Model
The time-dependent conservation equations for
mass, momentum, and energy are solved, account-
ing for the effects of electromagnetic interaction and
change of phase. An in-house software SPHINX
solves the equations numerically using a spectral
colocation technique25 on a continuously deformable
mesh coincident with the metal volume, as de-
scribed in Ref. 24. The method allows real-time
deformation of the liquid-free surface based on the
instantaneous balance of the forces acting. The
turbulent time dependent flow is governed by the
momentum conservation and the incompressible
fluid continuity equations:
@tvþ ðv  rÞv ¼ q1rpþr  ðmeðrvþrvTÞÞ þ q1fm þ SD;
(1)
r  v ¼ 0; (2)
where v is the velocity, ρ the density, p the pressure,
νe the effective viscosity (sum of laminar, ν, and
turbulent viscosity, νT, contributions), fm the volu-
metric electromagnetic force, and SD a Darcy flow
resistance term that accounts for the macroscopic
effect of phase change on flow in mushy zones.
Buoyancy has been ignored in this problem since its
effect is small compared to the electromagnetic
force.
The boundary conditions assume no-slip at solid
walls (v=0), and free surface dynamic and kine-
matic conditions when the liquid metal is detached
from any solid surface.26
The temperature variation with the EM coil




þr  ðqCpvTÞ ¼ r  ðkeffrTÞ þ qe þ qL (3)
where T is the temperature, Cp the specific heat,
and keff the effective thermal conductivity account-
ing for the turbulence in the flow. The last two
terms in Eq. 3 represent Joule heating, qe, and la-




; qL ¼  @
@t
qfLLð Þ  r  qvfLLð Þ (4)
where J is the electric current density induced in
the liquid, σ the electrical conductivity of the metal,
and L the solidification latent heat. The coupled
electromagnetic field is computed according to the
dynamic mutual induction algorithm described in
previous publications.27
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The liquid fraction, fS, is approximated from the
data shown in Fig. 3 as a function of temperature T:
fS ¼
0 T >TL liquid
AL þ BLT þ CLT2 þDLT3 TS  T  TL mushyzone




the coefficients AL, BL, CL, and DL are also given in







f 1 fLð Þ2
; (6)
where fL ¼ 1 fS: The heat transfer boundary con-
ditions are stated for free surface radiation and wall
loss, described in Ref 24. The effective heat transfer
at solid walls is then given by:
qCpae@nT ¼ h T  Twð Þ (7)
where h(T) is the heat transfer coefficient (see26 for
experimental validation of the specific values used).
In the spray-cooling zone:
h ¼ 50; T <TS;
h ¼ 50þ 200ðT  TSÞ; T  TS;
(8)
where TS is the metal solidus temperature, and,
above this, h=10 (Wm−2 K−1).
At the free surface, radiation loss is given by:
qCpae@nT ¼ erR T4  T4w
 
(9)
The distribution of effective turbulent thermal
diffusivity, αe, is computed using the k–ω turbulence
model of Wilcox28:
@tkþ v  rk ¼ r  mþ rkmTð Þrk½  þG bxk
@txþ v  rx ¼ r  mþ rxmTð Þrx½  þ a xk G bx2




where ω is the frequency of vorticity fluctuations, k
the turbulence kinetic energy per unit mass, and
the various constants are functions of RT, the local
turbulent Reynolds number (see Wilcox28).
Acoustic Resonance Model
The resonant modes are predicted using a one-
way coupled electromagnetic acoustic model. This
model, developed in COMSOL Multiphysics 5.2, has
been validated for use in crucibles.19 The model
solves both the electromagnetic field and the
acoustic response in the frequency domain. To solve
the electromagnetic field, a 2D axisymmetric model
is used for solving the full Maxwell equations with a
current in the coil approximated by:












Aluminum melt 29106 2375 4560 0.87 0.0013
Aluminum solid 6400
Air 1910−8 1.2 343
Fig. 1. Diagram of the loose coupling between codes.
Fig. 2. Schematic of the geometry.
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Icoil ¼ J  ecoildrdz; Je ¼ rVcoil
2pr
ecoil; (11)
where Icoil is the out-of-plane coil current, ecoil an
out-of-plane unit vector, J the current density in the
coil, Je the external current density and Vcoil the
voltage in the coil. The electromagnetic field is
solved in the coil, the melt, and the surrounding
material (assumed to be air), with far field boundary
conditions set to magnetic and electric insulation.
The magnetic flux density obtained from this model





where pb is the background pressure, B the mag-
netic flux density, and l0 the permeability of free
space. The pressure acoustics are then solved in the
frequency domain using the Helmholtz equation:















where ρ is the density, p the acoustic pressure, pt
the total acoustic pressure, ω the angular frequency,
and c the effective speed of sound in the medium.
The acoustic field is only solved in the melt, with
sound soft boundaries at the melt surface and the
edges of the billet.
Time-Dependent Acoustic Cavitation Model
Based on the direct numerical simulation of sound
waves, the time-dependent acoustic cavitationmodel
meets the objective of predicting the influence of
cavitation on the ultrasound field and, in particular,
the effect cavitation has on resonance in the melt.
That influence occurs during the rarefaction part of
the acoustic cycle, when the bubbles expand to hun-
dreds of times their original size, while during com-
pression, the volume occupied by the bubbles is
negligible and the elasticity of themelt is determined
by the compressibility of the liquid itself. For this
reason (and to avoid computationally intensive res-
olution of very high frequencies), the shock waves
resulting from bubble collapses are not included in
this model, but their overall effect can be taken into
account by adding dissipation into the equations.
Inertial cavitation occurs in high-intensity ultra-
sound processing where the vacuum during the
negative phase of the acoustic cycle is sufficiently
deep to overcome the surface tension on the inter-
face between an existing hydrogen bubble and the
liquid metal, and to cause rapid, explosive expan-
sion of the bubble. Such acoustic amplitudes are
referred to as being above the Blake threshold.29
The growing (and subsequently contracting) voids
act locally as attenuating sources of sound, because
they relax the tension in the liquid during the rar-
efaction half-cycle, diminishing the overall acoustic
amplitude.
Mathematically, this phenomenon can be modeled
by introducing the concept of the time-dependent
bubble volume fraction, β=4/3πR3n, which depends
on the bubble radius, R, and the concentration of
bubbles, n, both considered as field variables in a
continuum model based on acoustic approximations









Fig. 3. The temperature-dependence of the solid fraction and density for A6060.















þrp ¼ 0 (17)
Gas state equation













The bubbles in the above Caflisch equations can
contain vapor or gas (e.g., hydrogen coming out of
solution during ultrasound treatment of liquid alu-
minum) or both (e.g., in water model experiments
aimed at visualizing the process). The state of that
gas mixture can, for most practical cases with
inertial cavitation, be modeled with some form of an
effective ideal gas-law equation, as shown above
with constants, κ, M, and γ, for the initial gas state,
mass of gas in the bubble, and polytropic index,
respectively. The oscillations of the bubble radius,
driven by the time-dependent absolute local pres-
sure, p, and influenced by the inertia of the sur-
rounding liquid, can be described by the Rayleigh–
Plesset equation (Eq. 19) with over-dots represent-
ing ordinary temporal derivatives. Improved bubble
dynamics models, e.g., Keller–Miksis equations,31
result in accurate representation of the after-boun-
ces following a bubble collapse, but show little or no
difference over the period of rapid bubble growth
and contraction until the moment of the main bub-
ble collapse.
A new, practical approach for solving the tightly-
coupled bubble dynamics and acoustic equations in
the Caflisch model is proposed here. The aim is to
adequately represent the influence of inertial cavi-
tation on the sound field in the frequency range of
interest, which includes the driving ultrasound fre-
quency and several of its lowest harmonics, but not
the very high-frequency or broadband noise pro-
duced by stably vibrating bubbles.
The capability of the model to predict the ultra-
sound intensity under the conditions of strong,
inertial cavitation is especially important in cases
where resonance amplification of the acoustic
amplitude is desired, as in an electromagnetic,
contactless generation of ultrasound for liquid metal
processing.
Where estimation of the high-frequency or
broadband noise is also required, additional soft-
ware modules based on the linear propagation of
acoustic waves emitted from the collapsing and
rebounding bubbles can be attached to the imple-
mentation described here. The theoretical expres-
sions for sound waves from point sources in a
Fig. 4. Cavitation model behavior for an acrylic tank.
Contactless Ultrasonic Treatment in Direct Chill Casting
uniform medium can be used with these ‘additional’
high-frequency waves, and the results superim-
posed on the main acoustic field which is strongly
influenced by the cavitation.
The proposed coupled acoustic-bubbles model for
the main acoustic field comprises the following
stages: (1) solve the acoustic partial differential
equations (PDEs) (mass continuity and momentum)
time-dependently, with a time step appropriate for
resolving the highest frequency in the desired
range; (2) at each acoustic step, make an ordinary
differential equation (ODE) step with the Rayleigh–
Plesset equation for all representative bubbles lo-
cated at the centers of the acoustic computational
cells; (3) if, at the ODE step, an imminent bubble
collapse is detected, mark the corresponding bubble
Fig. 5. Temperature (solidus and liquidus line cut-outs) and flow fields obtained using SPHINX: coil current 2000 A at AC frequency 8800 (left)
and 15,000 Hz (right).
Fig. 6. Demonstration of the change in the speed of sound in the
melt pool.
Fig. 7. The frequency response of the frequency domain model.
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center as ‘paused’; no further ODE steps with this
bubble will be made until the pause mark is re-
moved; (4) calculate the Cafisch acoustic source
terms from the discretized temporal derivative of
the bubble volume fractions and apply them to the
acoustic pressure (i.e., mass continuity) equation in
the corresponding computational cells; and (5) check
for cells where the next acoustic rarefaction half-
cycle has begun and remove their pause marks.
The acoustic PDEs are solved via the finite-dif-
ference time-domain method using specialized 4th-
order accurate spatial differencing schemes opti-
mized for acoustic waves, and similarly optimized
3rd-order time-stepping ones.32 The time steps
needed for stable and accurate acoustic computation
with this method are sufficiently small so that the
ODE steps can be implemented as simple Euler 1st-
order forward steps; if needed, more sophisticated
ODE methods can be added into the software
implementation.
Figure 4, taken from a simulation of sonification
of water in an acrylic tank as used in,17 illustrates
the model behavior by superimposing the calculated
local acoustic pressure and bubble radius. The
bubble grows many times its original size, R0, dur-
ing intervals of persistent negative pressure, but is
not allowed to shrink below R0 by the pausing
algorithm, thus avoiding the exceptionally small
time steps that would be needed if the bubble col-
lapse and rebounds were to be resolved in detail.
The bubbles are assumed to have a mean radius of
5 µm and a mean concentration of 1.259108 m−3.
Numerical studies of resonance conditions for
contactless liquid metal sonication typically need
0.1 s simulated intervals in order to achieve 10 Hz
FFT post-processing resolution which would allow
accurate prediction of the required driving fre-
quency. The efficiency of the new method presented
here allows 3-dimensional simulation runs covering
the above requirement to take between 4 and
60 min on 16-core desktop personal computer
Fig. 9. Plots of the first two modes (30,940 and 32,675 Hz) for a billet length of 0.5 m.
Fig. 8. Effect of billet length on the frequency of the first mode.
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depending on mesh density and geometrical fea-
tures of the cases.
RESULTS AND DISCUSSION
With the induction coil lowered towards the melt,
the surface is depressed due to the Lorentz force,
returning to a characteristic cone on the axis where
the force drops to zero.24 The temperature and flow
plot obtained from SPHINX can be seen in Fig. 5.
Three fluid circulations form in the melt, two at the
top and one at the bottom. The highest magnetic
field is located directly below the coil, causing a high
Lorentz force pointing downward. This drives the
flow deep into the melt, which then circulates back
up the edge and center of the billet. The third cir-
culation is primarily in the mushy zone and is much
slower, driven by sheer forces from the top circula-
tion and resisted by the microstructure. Due to the
thermal transport from stirring, the temperature
contours flatten close to the liquidus temperature.
Consequently, the solidification front also becomes
flattened in this region. However, the bottom cir-
culation also pulls the temperature downwards in
the mushy zone, resulting in a large region with a
low but non-zero liquid fraction. The non-linear
dependence of the liquid fraction on temperature
creates a complex spatial variation on the speed of
sound, highlighted in Fig. 6.
The frequency responses for various lengths of
billet are given in Fig. 7 and show that, once the
billet reaches a sufficient length, the first resonant
mode tends towards a constant value; this is
emphasized in Fig. 8. This suggests that this tech-
nique could be used in DC casting to undertake UST
in the sump. Figure 9 shows the first two resonant
modes for a 0.5-m-long billet. The high-pressure
region for these modes is concentrated around the
liquidus temperature (where, coincidentally,
hydrogen is released from solution) and so cavita-
tion is most likely to occur between newly formed
dendrites. This would be beneficial from the process
point of view, as the shattering of dendrites is
identified as one of the mechanisms for grain
refinement due to localized cavitation.33 Electro-
magnetic stirring would then distribute any shat-
tered dendrite fragments into the melt, resulting in
grain refinement. The 31 kHz resonant frequency
predicted with this model is high compared to typ-
ical frequencies currently used in UST (20 kHz);
however, by modifying the DC caster geometry and
inlet temperatures, the frequency of stable resonant
modes can be adjusted.
The cavitation model shows that pressures at the
Blake threshold are possible with this technique.
Acoustic pressures of 200 kPa are obtained within
the melt, and these are then capped due to the en-
ergy lost in the cavitation. The model predicts an
intermittent pulsed resonance, similar to the
behavior experimentally observed in the authors’
previous work.20 Figure 10 shows the dominant
resonant mode obtained at 31 kHz, which compares
favorably with the resonant model results in Fig. 9.
Figure 11 depicts a comparison of the frequency
domain response and a fast Fourier transform of the
Fig. 10. RMS pressure after 0.055 s in the transient cavitation
model.
Fig. 11. Comparison the FFT from the transient cavitation model
with the frequency response from the frequency domain model. The
dominant first mode predicted at 31 kHz (15.5 kHz electrical) by both
methods.
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time-dependent results. As shown, there is a good
match between the models for the first resonant
mode. The resonant modes with natural frequencies
different from the chosen driving frequency of
31 kHz, and predicted by the linear Helmholtz
model, appear to be suppressed in the time-depen-
dent case. This is an expected result, as eigenmodes
only become active when the driving frequency ap-
proaches a corresponding eigenfrequency. Addi-
tionally, the pulsating hydrogen bubbles
represented in the time-dependent cavitation model
cause attenuation of the ultrasound by relieving the
overall tension in the liquid during the rarefaction
stage of the cycle, further weakening the non-reso-
nant modes.
CONCLUSION
This initial modeling work has highlighted the
potential of using a contactless ultrasonic device for
continuous UST in DC casting. A stable resonant
mode is achievable in the melt as the billet gets
longer. This is thought to be due to the change in the
speed of sound as the aluminum solidifies. This will
reflect a percentage of the sound back into the melt,
achieving resonance. This stable resonant mode in
the melt allows for a single excitation frequency to
be used as the billet length increases. The location
of the high-pressure region of the mode is concen-
trated around the liquidus temperature, where
localized cavitation to this region may significantly
enhance the breaking up of dendrites. Combined
with transport of the dendrite fragments through
electromagnetic stirring, this may lead to favorable
conditions for a refined microstructure. As an added
benefit, the vigorous stirring equalizes the temper-
ature in the pool and provides for good mixing of the
alloy elements, preventing macrosegregation.
This is an ongoing project, and work is in progress
to prove the efficacy of this method experimentally
and to validate the numerical findings presented
here; in particular, the necessary assumption made
that the speed of sound varies linearly with the solid
fraction. Further modeling work on the acoustics of
the system will study resonance modes and their
dependencies on key processing parameters. On the
flow side, further planned refinements include the
use of a viscosity change at the coherency limit to
represent a dendritic slurry instead of a Darcy
resistance, coupled with a transport model for free-
flowing equiaxed dendrites.
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uchel, Met. Trans. A. 38 A, 1458 (2007).
9. A.L. Greer, P.S. Cooper, M.W. Meredith, W. Schneider, P.
Schumacher, J.A. Spittle, and A. Tronche, Adv. Eng. Mater.
5, 81 (2003).
10. Z. Fan, Y. Wang, M. Xia, and S. Arumuganathar, Acta
Mater. 57, 4891 (2009).
11. X. Liao, Q. Zhai, J. Luo, W. Chen, and Y. Gong, Acta Mater.
55, 3103 (2007).
12. Y.Y. Gong, J. Luo, J.X. Jing, Z.Q. Xia, and Q.J. Zhai, Mater.
Sci. Eng. A 497, 147 (2008).
13. J.W. Fu and Y.S. Yang, Mater. Lett. 67, 252 (2012).
14. R. Guan, C. Ji, and M. Zhu, Met. Trans. B 51, 1137 (2020).
15. G. Salloum-Abou-Jaoude, D. G. Eskin, C. Barbatti, P. Jarry,
M. Jarrett, and Z. Fan, in TMS Light Met. 2017 (Springer,
2017), pp. 997–1003.
16. G.I. Eskin, Ultrason. Sonochem. 8, 319 (2001).
17. T. Subroto, D. G. Eskin, C. Beckwith, I. Tzanakis, G.
Djambazov, and K. Pericleous, in TMS Light Met. 2020
(Springer, 2020), pp. 981–987.
18. G.S.B. Lebon, G. Salloum-Abou-Jaoude, D. Eskin, I. Tza-
nakis, K. Pericleous, and P. Jarry, Ultrason. Sonochem. 54,
171 (2019).
19. C. E. H. Tonry, G. Djambazov, A. Dybalska, W. D. Griffiths,
C. Beckwith, V. Bojarevics, and K. A. Pericleous, Ultrason.
Sonochem. 63, (2020).
20. K. Pericleous, V. Bojarevics, G. Djambazov, A. Dybalska, W.
D. Griffiths, and C. Tonry, Materials. 12, (2019).
21. V. Bojarevics, G.S. Djambazov, and K.A. Pericleous, Met.
Trans. A 46, 2884 (2015).
22. I. Kaldre and A. Bojarevics, JOM 72, 2892 (2020).
Contactless Ultrasonic Treatment in Direct Chill Casting
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