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Stochastic methods with quantum jumps are often used to solve open quantum system dynamics.
Moreover, they provide insight into fundamental topics, as the role of measurements in quantum
mechanics and the description of non-Markovian memory effects. However, there is no unified frame-
work to use quantum jumps to describe open system dynamics in any regime. We solve this issue
by developing the Rate Operator Quantum Jump (ROQJ) approach. The method not only applies
to both Markovian and non-Markovian evolutions, but also allows us to unravel master equations
for which previous methods do not work. In addition, ROQJ yields a rigorous measurement-scheme
interpretation for a wide class of dynamics, including a set of master equations with negative de-
cay rates, and sheds light on different types of memory effects which arise when using stochastic
quantum jump methods.
Introduction.—Any realistic description of a quantum
system should take into account its interaction with
the surrounding environment [1, 2]. Many different ap-
proaches have thus been developed to characterize the
evolution of open quantum systems, ideally covering dif-
ferent models and regimes, yet keeping the degree of com-
plexity manageable [3–16].
Quantum unravellings yield a practically and concep-
tually useful tool, mapping a given master equation to
one (of the infinitely many possible) pure-state stochas-
tic evolution, which reproduces the given master equation
on average [17, 18]. On the one hand, this leads to a lin-
ear scaling of the simulation cost with the Hilbert space
dimension of the open system, instead of the quadratic
scaling which would affect the direct integration of the
master equation. On the other hand, unravellings might
provide us with a clear physical picture of the environ-
mental influence on the open system evolution. In par-
ticular, the stochastic pure-state evolution can be seen as
the result of a continuous measurement operated on the
open system, so that the master equation would corre-
spond to the continuous action of a non-selective observer
(the environment). This is the case, for example, in the
well-known Monte Carlo wave function (MCWF) method
[19, 20], where the open-system pure state is subjected
to a deterministic evolution interrupted by random and
discontinuous jumps. Such piecewise deterministic evo-
lutions under continuous monitoring have been observed
in several experimental platforms [21–26].
Memory effects pose some relevant challenges to un-
ravelling methods, so that novel strategies need to be
developed to deal with non-Markovian dynamics [27–
33]. Many non-equivalent definitions have been intro-
duced [34–36], but broadly speaking we can say that non-
Markovian dynamics are characterized by a two-fold ex-
change of information between the open system and the
environment, which leads to memory effects and, from
the mathematical point of view, breaks relevant divisi-
bility properties of the dynamical maps fixing the open-
system evolution. The non-Markovian quantum jump
(NMQJ) approach [29, 37] accounts for the informa-
tion flowing back to the open system by means of re-
versed jumps, which generalize the quantum jumps of
the MCWF. However, it is not clear to what extent, if
at all, the continuous-measurement interpretation can be
extended to this and the other non-Markovian unravel-
lings [38, 39]. The basic intuition is that the (continu-
ous) measurements would affect in a non-trivial way the
back-flow of information to the open system and hence
the subsequent dynamics, thus generating an evolution
which is not the same as the one given by the master
equation to be unravelled [36, 38].
Here, first we show that a fully consistent continuous-
measurement interpretation [40] can be formulated for
any positive (P)-divisible dynamics [41–43], via a jump
unravelling approach which relies on the diagonalization
of a proper rate operator, and is named rate operator
quantum jump (ROQJ). The class of P-divisible dynam-
ics includes master equations with negative rates and is
larger than the one where MCWF applies, thus highlight-
ing the subtle border between Markovianity and non-
Markovianity within the context of quantum unravel-
lings. Furthermore, we extend ROQJ to deal with any
open-system dynamics, including those where at least
one master-equation coefficient is negative from the very
beginning of the evolution [44–48], so that other non-
Markovian techniques, such as NMQJ, cannot be used.
Quantum jumps for P-divisible dynamics.— As usual
within the unravelling methods, we start from the master
equation describing the dynamics of the open quantum
system of interest. Any trace and Hermiticity preserving
(time-local) master equation dρ(t)/dt = Lt[ρ(t)] for the
2open-system state ρ(t) can be written as [49]
Lt[ρ(t)] = − i~ [HS(t), ρ(t)] (1)
+
n2−1∑
α=1
cα(t)
(
Lα(t)ρ(t)Lα(t)† − 12
{
L†α(t)Lα(t), ρ(t)
})
,
where n is the finite dimension of the open system,
HS(t) = H†S(t) and L(t) are possibly time-dependent op-
erators on Cn, and cα(t) are real functions of time.
For now we restrict to P-divisible evolutions [41–
43, 46], i.e., the dynamical maps Λt = T exp[
∫ t
0 Lsds)]
(T is the time ordering operator) can be decomposed as
Λt = Φt,s ◦ Λs where Φt,s is positive (P), for any t ≥ s.
Let us stress that P-divisibility is a weaker requirement
than cα(t) ≥ 0 for any α, which is precisely the condi-
tion guaranteeing that MCWF can be applied. In fact,
the positivity of the coefficients coincides, under some
regularity conditions, with the property of completely
positive(CP)-divisibility, i.e., that Φt,s in the decompo-
sition above is CP [35, 50]. The map Φt,s is CP when
(Φt,s ⊗ 1n)ρsa > 0, where 1n is the identity map on the
ancillary Hilbert space Cn and ρsa is any combined open
system and ancilla state [1]. The basic observation, which
we need to define the rate operator quantum jump un-
ravelling, is that the evolution is P-divisible if and only
if the rate operator
W Jψ(t) = (2)
n2−1∑
α=1
cα(t)(Lα(t)− `ψ(t),α) |ψ(t)〉〈ψ(t)| (Lα(t)− `ψ(t),α)†,
where `ψ(t),α = 〈ψ(t)|Lα(t) |ψ(t)〉, is a positive semi-
definite operator for any fixed |ψ(t)〉 [51]. Then, the
eigenvalues of W J are non-negative and we define the
jump operators
Vψ(t),j =
√
λψ(t),j
∣∣ϕψ(t),j〉〈ψ(t)| , (3)
with λψ(t),j and
∣∣ϕψ(t),j〉 eigenvalues and (orthonormal)
eigenvectors of W Jψ(t).
Now, consider the trajectories on the set of the open
system pure states, which are given by the determinis-
tic evolution fixed by the non-Hermitian and nonlinear
Hamiltonian
Hψ(t) = HS(t)− i~2
n2−1∑
α=1
cα(t) (4)
×
(
L†α(t)Lα(t)− 2`∗ψ(t),αLα(t) + |`ψ(t),α|2
)
according to
|ψ(t)〉 7→ |ψ(t+ dt)〉 = (1−
i
~Hψ(t)dt) |ψ(t)〉
‖(1− i~Hψ(t)dt) |ψ(t)〉 ‖
, (5)
interrupted by sudden jumps in the form
|ψ(t)〉 → Vψ(t),j |ψ(t)〉‖Vψ(t),j |ψ(t)〉 ‖ =
∣∣ϕψ(t),j〉 , (6)
where the probability to have a jump j between t and
t+ dt is
pj(t) = ‖Vψ(t),j |ψ(t)〉 ‖2dt = λψ(t),jdt. (7)
As shown in Appendix A, this defines a legitimate unrav-
elling, i.e., the state averaged over the different trajecto-
ries satisfies the master equation (1).
Such construction resembles the standard MCWF. But
now, crucially, the different jump operators and their
occurrence probabilities are fixed by the eigenvectors∣∣ϕψ(t),j〉 and eigenvalues λψ(t),j of the operator W Jψ(t),
rather than by the operators Lα(t) and coefficients cα(t)
as in MCWF. This is why we can have positive prob-
abilities in Eq.(7) also for some dynamics with at least
one negative rate cα(t), where MCWF cannot be applied.
Let us stress that jump-like unravellings for P semigroups
(i.e. under the further assumption that Φt,s = Λt−s) have
been introduced in [52, 53], while diffusive unravellings
were defined in [53, 54] and, for the more general case of
P-divisible dynamics, in [51].
Continuous-measurement interpretation.—To intro-
duce a proper continuous-measurement interpretation
[40], let us consider the following setup. The open sys-
tem of interest is surrounded by n measurement appa-
rata, say n counters, which monitor it continuously and
are parametrized by the index j. In the current case, the
n apparata correspond to the eigenstates of the rate op-
erator in Eq. (2). If a given detector “clicks”, this means
that the state of the system jumps to the correspond-
ing eigenstate, i.e., the detectors count the jumps to the
eigenstates of the rate operator. In the case of no detec-
tion at a given moment of time, the evolution continues
deterministically.
The type and instant of the counts up to time t define
different sequences ωt = (t1, j1; t2, j2; . . . tm, jm), with
t1 ≤ . . . ≤ tm ≤ t. So let O = {∅, j}j=1,...,n be the
set of measurement outcomes, where j indicates that
the counter j clicked, while ∅ that no counter clicked.
For any time t and sequence ωt, we define the instru-
ment [55] which maps any element of O to an open-
system operation, i.e., CP trace non-increasing map,{
Iωt,∅,Iωt,j
}
j=1,...,n. The latter fixes the state trans-
formation ρ 7→ Iωt,j(∅)ρ/Tr
{
Iωt,j(∅)ρ
}
and probability
pj(∅)(t) = Tr
{
Iωt,j(∅)ρ
}
associated with the outcome j
(∅); we restrict to purity-preserving transformations. As
a result of the continuous measurement, the open system,
initially in a pure state |ψ(t0)〉, will follow the evolution
|ψ(ωt)〉 obtained by applying every infinitesimal time dt
one of the operations in
{
Iωt,∅,Iωt,j
}
j=1,...,n (and nor-
malizing the resulting state), according to the count se-
quence ωt.
In particular, for any time t and sequence ωt, we define
the operation associated to the count j between t and
3t+ dt as
Iωt,jρ = Vωt,jρV
†
ωt,j
dt j = 1, . . . n, (8)
which is indeed CP and trace non-increasing; here Vωt,j
is a short-hand notation for Vψ(ωt),j , which is defined as
in Eq. (3), with respect to the state |ψ(ωt)〉 (see also
Appendix B). Moreover, let
Iωt,∅ρ = Fωt,∅ρF
†
ωt,∅ (9)
be the operation associated with the “null-count”. As a
defining property of any instrument, the overall proba-
bility has to be 1. By virtue of Eqs.(2)-(4), one can see
that this is achieved by defining
Fωt,∅ =
(
1− i
~
Hωtdt
)
Πωt , (10)
where Πωt = |ψ(ωt)〉〈ψ(ωt)|, and introducing an auxil-
iary event a, associated with Iωt,aρ = (1 − Πωt)ρ(1 −
Πωt), so that
∑n
j=1 pj(t) + p∅(t) + pa(t) = 1 for any ρ.
Now, when applied to the pure state ρ =
|ψ(ωt)〉〈ψ(ωt)|, the state transformation and occurrence
probability fixed by Eq.(8) coincide with, respectively,
Eq.(6) and Eq.(7), while the state transformation due to
Eqs. (9) and (10) coincides with the deterministic one in
Eq. (5); indeed, the auxiliary event a happens with prob-
ability 0. We can thus conclude that, for any sequence
of counts ωt, the open-system state obtained by applying
Iωt,j and Iωt,∅ every infinitesimal time dt and resulting
in |ψ(ωt)〉 provides us with the same trajectories and as-
sociated probabilities as the unravelling described in the
previous paragraph (identifying ωt with the sequence of
jumps). In Appendix B we also give the description of
the above continuous-measurement evolution in terms of
a stochastic differential equation [40].
Let us stress that Eqs.(8) and (9) define a family of in-
struments, one for every time t and sequence ωt. In the
standard approaches [19, 20, 40] the probabilities to have
a certain count j given the sequence ωt do depend on ωt,
i.e., they are to be understood as conditional probabili-
ties [40]; in rate operator jumps, in addition to this, the
instrument itself, and then the resulting state transfor-
mation, becomes an object conditioned on ωt, in principle
different for any count sequence. This is the key feature
which allows us to introduce consistently and systemati-
cally a measurement interpretation for a class of dynam-
ics, the P-divisible ones, which is strictly larger than the
set of CP-divisible dynamics, where the standard scheme
applies. Later on, we will discuss the meaning of this
dependence of the instrument on ωt in terms of memory
effects in the unravelling.
General open quantum system dynamics: reverse quan-
tum jumps.— We now move on to the second main pur-
pose of the paper, that is, introducing a general version
of the rate operator quantum jump method, able to deal
also with non-P-divisible dynamics.
When P-divisibility is broken, the rate operator W J
in Eq.(2) is not positive definite, but it is still Hermitian
and we can thus write its spectral decomposition as:
W Jψ(t) =
∑
j+
λψ(t),j+
∣∣ϕψ(t),j+〉〈ϕψ(t),j+ ∣∣
−
∑
j−
∣∣λψ(t),j−∣∣ ∣∣ϕψ(t),j−〉〈ϕψ(t),j− ∣∣ , (11)
where λψ(t),j+ (
∣∣ϕψ(t),j+〉) and λψ(t),j− (∣∣ϕψ(t),j−〉) are
the positive and negative eigenvalues (eigenvectors) of
W Jψ(t), respectively. Once again, we define the rate op-
erator jump unravelling as the deterministic evolution
fixed by Eqs.(4) and (5) interrupted by sudden jumps,
associated to the spectral decomposition of W J . For the
positive eigenvalues λψ(t),j+ , we can proceed exactly as in
the P-divisible case, introducing the operators Vψ(t),j+ as
in Eq. (3), which induce the jump in Eq. (6) with prob-
ability as in Eq. (7). On the other hand, for the nega-
tive eigenvalues λψ(t),j− we cannot proceed in the same
way, as we would get negative probabilities (analogously
to what happens in MCWF for negative coefficients in
the master equation). A possible way out is obtained
by relating the different trajectories of the unravelling
to each other [29]. Hence, let us consider the ensemble
Ψ(t) = {|ψi(t)〉}i=1,...,N of the pure states generated by
the N trajectories of the unravelling at time t. We define
a second kind of jump operator, given by
Bψk(t),ψk′ (t),j− =
√∣∣λψk′ (t),j− ∣∣ |ψk′(t)〉〈ψk(t)| , (12)
and we postulate that it acts only if the source and target
states are related by
|ψk(t)〉 =
∣∣ϕψk′ (t),j−〉 , (13)
inducing the state transformation |ψk(t)〉 7→ |ψk′(t)〉,
with probability
p
(k→k′)
j− (t) =
Nk′(t)
Nk(t)
∣∣λψk′ (t),j− ∣∣dt, (14)
where Ni(t) is the number of elements |ψi(t)〉 in Ψ(t).
In Appendix C, we show that the trajectories described
above do provide a valid unravelling, i.e., the average
state
∑
iNi(t) |ψi(t)〉〈ψi(t)| /N satisfies the master equa-
tion (1).
Differently from the jumps in Eq. (3), each of the
jumps in Eq. (12) connects couples of states (|ψk(t)〉 and
|ψk′(t)〉) which must be both in the ensemble Ψ(t) before
the jump, and the associated probability depends on the
number of corresponding ensemble members (Nk(t) and
Nk′(t)), see Eq. (14). The crucial point is that only if the
source state |ψk(t)〉 is related to the target state |ψk′(t)〉
by the relation in Eq. (13) they will be connected by a
jump Bψk(t),ψk′ (t),j− . Note that this also means that this
kind of jump can be interpreted as a reverse jump, with
respect to the “standard” ones. The extension of the rate
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FIG. 1. (color online) (a) Evolution of the real part of the
2-level system coherence, < (ρ12(t)), according to the mas-
ter equation in Eq.(15) (solid line), and as average of 104
trajectories (circels) with dt = 0.002. The decay rates are
γ1(t) = γ2(t) = 1, and γ3 = − tanh(t) < 0 for t > 0. Inset:
Three examples of realizations: Evolution of < (α(t)β∗(t))
with |ψ(t)〉 = α(t) |1〉 + β(t) |0〉. (b) Dissipative 7-coupled-
site system (for more details see the text). The simulation
results for the site populations (circles) show excellent match
with the analytical results (solid lines). The system is ini-
tially in the pure state |ψ〉 = |1〉. We have used ensemble size
3 × 104 and time-step size dt = 0.005. Inset: An example
realization: Evolution of the site populations. In both cases,
the error bars of the simulation results are smaller than the
circles.
operator quantum jump method to non-P-divisible dy-
namics is in fact inspired by the reverse quantum jumps
of the NMQJ method [29, 37], but, as will be shown ex-
plicitly below, ROQJ has a wider range of applicability.
Two case studies.— First, we consider a master equa-
tion where one of the decay rates is negative for all times
t > 0 – while the corresponding dynamical Λt is CP,
not CP-divisible, and still P-divisible for all t > 0. In
this case, one cannot use MCWF nor NMQJ methods.
Take the dynamics of a 2-level system fixed by the mas-
ter equation [45, 48, 56, 57]
d
dtρ(t) =
1
2
3∑
k=1
γk(t) [σkρ(t)σk − ρ(t)] , (15)
where the {σk}k=1,2,3 are the Pauli matrices. Eq.(15)
is exactly solvable and the P-divisibility of the corre-
sponding evolution is equivalent to the conditions [48, 57]
γi(t) +γj(t) ≥ 0, i 6= j; the controlled transition between
P-divisibile and non-P divisible evolutions for the dynam-
ics in Eq.(15) has been realized experimentally in [46].
Let us fix in particular γi(t) = µi(t)−µj(t)−µk(t), with
µi(t) = −(xj+xk)/(xj+xk+e2txi), for i 6= j 6= k = 1, 2, 3
and with x1, x2, x3 non-negative numbers summing up
to 1. P-divisibility holds at any time, but the rates
γi(t) can be negative; even more, there are choices of
the xis such that one of the γi(t) is negative for any
time t > 0, i.e., CP-divisibility is broken at any t > 0.
Dynamics with a perpetually negative master-equation
coefficient have been extensively studied in the litera-
ture [44–48, 58, 59] and are usually referred to as eternal
non-Markovian. This kind of master equations cannot
be unravelled by the standard MCWF [19] since a nega-
tive decay rate leads to a negative quantum jump prob-
ability. NMQJ [29, 37], in turn, is based on cancelling
previously occurred quantum jumps when the decay rate
turns negative. Having a negative rate since the very be-
ginning of the time evolution implies that one should can-
cel something that never happened – which leads to the
mathematical problems in addressing such jumps. On
the other hand, rate operator quantum jumps can easily
treat such a situation, as shown in Fig. 1. By choosing
x1 = x2 = 1/2 and x3 = 0, the corresponding decay
rates in master equation (15) are γ1(t) = 1, γ2(t) = 1,
and γ3 = − tanh(t) < 0 for t > 0. We report in Fig. 1 (a)
the evolution of the 2-level system population averaged
over N = 103 realizations. The excellent agreement with
the exact solution can be seen on the whole time scale.
Moreover, some illustrative trajectories are reported in
the inset of Fig. 1. Indeed, the jumps can be read as
the action of the operations defined in Eq.(8), associated
with the “click” of a detector which is continuously mon-
itoring the 2-level system.
As second example, we consider a 7-site system in-
cluding Hamiltonian interaction between the sites and
also dissipative jumps between them. The open system
Hamiltonian is HS =
∑
i 6=j Ωi,j |i〉〈j|, where Ωi,j = Ωj,i,
and the values for each are chosen uniformly random so
that 0 6 Ωi,j 6 0.6. In other words, all of the sites are
coupled unitarily to all other sites with random coupling
strength. In the dissipator, jumps can happen between
any pair of sites i and j, i.e., we have 49 jump operators
given by c(t)|i〉〈j| for any combination of i and j. Here,
for simplicity, we use for all operators equal rate, which
we choose as c(t) = 0.5[(1− e−0.5t)0.3 + e−0.3t sin(4.5t)].
This also guarantees CP of the dynamical map since
the time integral of the rate remains positive. The rate
oscillates between positive and negative values, and P-
divisibility is broken whenever the rate is negative. By
exploiting the properties of the ROQJ method, we have
in the simulation only
√
49 = 7 decay channels. Fig. 1(b)
shows the excellent match between the analytical and
simulation results while the inset displays an example
realization.
In-between Markovian and non-Markovian.— We now
clarify the different degrees of memory effects present in
rate operator quantum jumps, also in comparison with
5other (jump) unravelling approaches. Let us start from
CP-divisible dynamics, which have been identified with
quantum Markovian dynamics in [35]. Here, MCWF can
be applied and the resulting unravelling is build up via
the same non-Hermitian Hamiltonian and Lindblad op-
erators for any sequence of jumps ωt. On the other hand,
the probability to have a jump j at a time t depends on
the state before the jump, |ψ(ωt)〉, and then on all the
previous sequence of types and instants of jumps which
led to that state. We conclude that the jump probabil-
ities do carry some memory [60], though the averaged
state can follow, e.g., semigroup dynamics.
If we now move to the P-divisible case and the unravel-
ling provided by ROQJ method, we see that the memory
described above gets amplified, since now not only the
probabilities, but also the kind of jump at a given time
depend on the previous sequence of jumps. In terms of
the measurement interpretation, this means that not only
the outcome at time t, but also the measurement appa-
ratus used to realize a certain instrument will have to
depend on the past outcomes.
The strongest form of memory for the unravellings is
certainly the one characterizing the reversed jumps, both
in NMQJ and in the non-P-divisible version of ROQJ
method. Here, the jump probabilities and operators con-
nect different trajectories, in a way that the event at a
time t on a given trajectory will depend on the previous
events also on all the other trajectories. No measurement
interpretation is possible in this case.
Conclusions.— In this paper, we have introduced a
quantum-jump unravelling, named rate operator quan-
tum jumps, which allowed us to define a consistent mea-
surement interpretation for a wider class of dynamics
than those where the standard MCWF interpretation ap-
plies. This includes the case where the master equation
contains negative rates and the corresponding dynami-
cal map is not CP-divisible. Our approach is able to deal
with any open quantum system dynamics – including dy-
namical regions where neither MCWF nor NMQJ can be
used – and provides a unified framework for using quan-
tum jumps to deal with open system dynamics. More-
over, our results highlight the different kinds of memory
effects which arise within the context of quantum unrav-
ellings and will hopefully help further clarify the differ-
ence between Markovianity and non-Markovianity in the
quantum realm.
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7Appendix A: Proof that ROQJ is a proper unravelling of the master equation — P-divisible case
P-divisibility means that the eigenvalues λψ(t),j of the rate operator W Jψ(t) are non-negative, so that we can write
W Jψ(t) =
n∑
j=1
λψ(t),j
∣∣ϕψ(t),j〉〈ϕψ(t),j∣∣
=
n∑
j=1
Vψ(t),j |ψ(t)〉〈ψ(t)|V †ψ(t),j , (A1)
where we have defined [see also Eq.(3) of the main text]
Vψ(t),j =
√
λψ(t),j
∣∣ϕψ(t),j〉〈ψ(t)| , (A2)
which describes a jump from the current state |ψ(t)〉 to one of the orthogonal eigenvectors of W Jψ(t),
∣∣ϕψ(t),j〉; note
that, indeed, both the eigenvalues and the eigenvectors of W Jψ(t) will generally depend on the state |ψ(t)〉; moreover,
it is easy to see that |ψ(t)〉 itself is an eigenvector of W Jψ(t), with respect to the eigenvalue 0.
Given a deterministic evolution governed by the non-Hermitian Hamiltonian [see Eq.(4) of the main text]
Hψ(t) = HS − i~2
n2−1∑
α=1
cα(t)
(
L†α(t)Lα(t)− 2`∗ψ(t),αLα(t) + |`ψ(t),α|2
)
, (A3)
for a small time step dt, |ψ(t)〉 evolves according to
|ψ(t+ dt)〉 = |φ(t+ dt)〉‖ |φ(t+ dt)〉 ‖ , (A4)
where |φ(t+ dt)〉 =
(
1− iHψ(t)dt
~
)
|ψ(t)〉
=
1− iHSdt
~
− dt2
n2−1∑
α=1
cα(t)
(
L†α(t)Lα(t)− 2`∗ψ(t),αLα(t) + |`ψ(t),α|2
) |ψ(t)〉 . (A5)
As defined in the main text, in ROQJ the evolution above is interrupted by sudden jumps of the form [see Eq.(6) of
the main text]
|ψ(t)〉 → Vψ(t),j |ψ(t)〉‖Vψ(t),j |ψ(t)〉 ‖ (A6)
which happen with probability [see Eq.(7) of the main text]
pj(t) = ‖Vψ(t),j |ψ(t)〉 ‖2dt. (A7)
It also follows that the deterministic evolution must occurs with probability 1 − Pjump(t) instead, where Pjump(t) =∑n
j=1 pj(t). Moreover, notice the important relation
1− Pjump(t) = ‖ |φ(t+ dt)〉 ‖2, (A8)
where |φ(t+ dt)〉 is the unnormalized state of Eq. (A5).
To show that ROQJ provides us with a legitimate unravelling of the master equation, we shall consider the value of
the state of the system averaged over the different trajectories of the piecewise deterministic process described above,
weighted by their occurrence probability. Note that if we start from a pure state |ψ(0)〉, since both the deterministic
and the jump part of the evolution preserve the purity, we will have a pure state on any single trajectory at any time;
indeed, the average state will instead be mixed. It is convenient to perform the average in two steps. First, we fix the
state |ψ(t)〉 at time t and we perform the average (denoted as ·) of the state |ξ(t+ dt)〉 which we have at time t+ dt,
conditioned on having |ψ(t)〉 at time t, thus getting
|ξ(t+ dt)〉〈ξ(t+ dt)| =
1− n∑
j=1
pj(t)
 |ψ(t+ dt)〉〈ψ(t+ dt)|+ n∑
j=1
pj(t)
Vψ(t),j |ψ(t)〉〈ψ(t)|V †ψ(t),j
‖Vψ(t),j |ψ(t)〉 ‖2 : (A9)
8|ξ(t+ dt)〉 can be identified with |ψ(t+ dt)〉 if the deterministic evolution occurs, which happens with probability
1 −∑nj=1 pj(t), and with Vψ(t),j |ψ(t)〉 /‖Vψ(t),j |ψ(t)〉 ‖ if the jump j occurs, which happens with probability pj(t).
For what the deterministic part is concerned, using Eqs. (A5) and (A8) and omitting the terms in dt2 we get1− n∑
j=1
pj(t)
 |ψ(t+ dt)〉〈ψ(t+ dt)| = (1− Pjump(t)) |φ(t+ dt)〉〈φ(t+ dt)|‖φ(t+ dt)‖2
=
(
1− iHψ(t)dt
~
)
|ψ(t)〉〈ψ(t)|
(
1− iHψ(t)dt
~
)†
= |ψ(t)〉〈ψ(t)| − i
~
[HS , |ψ(t)〉〈ψ(t)|]dt− 12
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), |ψ(t)〉〈ψ(t)|
}− 2`∗ψ(t),αLα(t) |ψ〉〈ψ|
− 2`ψ(t),α |ψ〉〈ψ|L†α(t) + 2|`ψ(t),α|2 |ψ〉〈ψ| |
)
dt. (A10)
On the other hand, the jump term of Eq. (A9) reads
n∑
j=1
pj(t)
Vψ(t),j |ψ(t)〉〈ψ(t)|V †ψ(t),j
‖Vψ(t),j |ψ(t)〉 ‖2 =
n∑
j=1
‖Vψ(t),j |ψ(t)〉 ‖2
Vψ(t),j |ψ(t)〉〈ψ(t)|V †ψ(t),j
‖Vψ(t),j |ψ(t)〉 ‖2 dt
=
n∑
j=1
Vψ(t),j |ψ(t)〉〈ψ(t)|V †ψ(t),jdt
= W Jψ(t)dt. (A11)
Putting Eqs. (A10) and (A11) together, we have
|ξ(t+ dt)〉〈ξ(t+ dt)| = |ψ(t)〉〈ψ(t)| − i
~
[HS , |ψ(t)〉〈ψ(t)|]dt− 12
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), |ψ(t)〉〈ψ(t)|
}
−2`∗ψ(t),αLα(t) |ψ〉〈ψ| − 2`ψ(t),α |ψ〉〈ψ|L†α(t) + 2|`ψ(t),α|2 |ψ〉〈ψ|
)
+W Jψ(t)dt. (A12)
Finally, we perform a second average, this time with respect to the possible states |ψ(t)〉 over which we conditioned.
At the left hand side of the equation above we thus simply get the state at time t+ dt averaged over all the possible
trajectories, ρ(t + dt), while at the right hand side we get ρ(t) +Lt[ρ(t)]dt, so that we recover exactly the master
equation fixed by Eq.(1) of the main text (together with the fixed initial condition ρ(0) = |ψ(0)〉〈ψ(0)|; of course,
the unravelling for a mixed initial state ρ(0) =
∑
i pi |ψi〉〈ψi| can be obtained by averaging the unravellings for each
initial pure state |ψi〉〈ψi| over the probability distribution given by the pis).
Appendix B: Continuous-measurement interpretation: stochastic differential equation
We give here some further mathematical details about the continuous-measurement interpretation of ROQJ de-
scribed in the main text, especially providing the corresponding stochastic differential equation (SDE); indeed the
reader is also referred to [40].
Let {Nj(t)}j=1...n−1 be a family of independent counting processes defined on a common probability space (Ω,F ,P)
and E[·] the statistical mean with respect to the probability P. Furthermore, the trajectories of the counting processes
up to time t are indicated as ωt = (t1, j1; t2, j2; . . . tm, jm), denoting the types and instants of counts (and thus
identifying with the sequences mentioned in the main text). The counting processes satisfy the following relations:
dNj(t)dt = 0
dNj(t)dNk(t) = δjkdNj(t)
E[dNj(t)|ωt] = ‖Vψ(t),j |ψ(t)〉 ‖2dt, (B1)
9where dNj(t) = Nj(t + dt) − Nj(t) is the (Ito) increment of Nj(t) in a time dt and E[·|ωt] is the expectation value
conditioned on the trajectory up to time t, while |ψ(t)〉 is the state satisfying the SDE
d |ψ(t)〉 =
− i
~
HS − 12
n2−1∑
α=1
cα(t)
(
L†α(t)Lα(t)− 2`∗ψ(t),αLα(t)− 〈ψ(t)|L†α(t)Lα(t) |ψ(t)〉+ 2|`ψ(t),α|2
) |ψ(t)〉dt
+
n∑
j=1
(
Vψ(t),j
‖Vψ(t),j |ψ(t)〉 ‖ − 1
)
|ψ(t)〉dNj(t), (B2)
where `ψ(t),α = 〈ψ(t)|Lα(t) |ψ(t)〉. Such SDE preserves the normalization of the state |ψ(t)〉 and, most importantly,
the latter should now be seen as a function of the trajectory up to time t, so that as a matter of fact |ψ(t)〉 is a
short-hand notation for |ψ(ωt)〉. It is easy to see that the SDE defined by Eqs.(B1) and (B2) is in fact equivalent to
the unravelling fixed by Eqs.(A4)-(A7). For the deterministic part, one has simply to use that
1− κ1dt√
1− κ2dt+ κ3dt2
= 1 +
(κ2
2 − κ1
)
dt+ o(dt2),
while ( Vψ(t),j‖Vψ(t),j |ψ(t)〉‖ − 1) |ψ(t)〉 is indeed the state change induced by the jump in Eq. (A6) and the conditional
expectation values in Eq. (B1) precisely correspond to the event probabilities in Eq. (A7), since the probability of
having more than one count in a time interval dt is of order dt2 [40].
Appendix C: Proof that ROQJ is a proper unravelling of the master equation — General case
We now consider the case of a dynamical map Λt = T exp(
∫ t
0 Lsds)) which needs not be P-divisible. We aim to
simulate the solution of the corresponding master equation in Eq.(1) by averaging the dynamics of the pure states of
the ensemble Ψ(t) = {|ψi(t)〉}i=1,...,N ,
%(t) =
∑
k
Nk(t)
N
|ψk(t)〉〈ψk(t)| , (C1)
where Nk(t) is the number of elements |ψk(t)〉 in the ensemble and indeed N =
∑
kNk(t) at any t. Using the
hermiticity of W J , its spectral decomposition can be divided in the positive and negative parts [see Eq.(11) in the
main text]:
W Jψ(t) =
n∑
j=1
λψ(t),j
∣∣ϕψ(t),j〉〈ϕψ(t),j∣∣
=
∑
j+
λψ(t),j+
∣∣ϕψ(t),j+〉〈ϕψ(t),j+ ∣∣−∑
j−
∣∣λψ(t),j− ∣∣ ∣∣ϕψ(t),j−〉〈ϕψ(t),j−∣∣ , (C2)
where λψ(t),j+ and λψ(t),j− are the positive and negative eigenvalues of W Jψ(t), respectively, and
∣∣ϕψ(t),j+〉 , ∣∣ϕψ(t),j−〉
the corresponding orthonormal eigenvectors.
The ROQJ unravelling is then composed of three parts. First, a deterministic evolution governed by the non-
Hermitian Hamiltonian as in Eq. (A3), so that for an infinitesimal time-step dt the element of the ensemble |ψk(t)〉
evolves according to
|ψk(t+ dt)〉 = |φk(t+ dt)〉‖ |φk(t+ dt)〉 ‖ , (C3)
where |φk(t+ dt)〉 =
(
1− iHψ(t)dt
~
)
|ψk(t)〉
=
1− iHSdt
~
− dt2
n2−1∑
α=1
cα(t)
(
L†α(t)Lα(t)− 2`∗ψk(t),αLα(t) + |`ψk(t),α|2
) |ψk(t)〉 . (C4)
The evolution above is interrupted by sudden jumps which, for positive λj+ , are fixed by the forward jump operator
Vψk(t),j+ =
√
λψk(t),j+
∣∣ϕψk(t),j+〉〈ψk(t)∣∣ , (C5)
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via
|ψk(t)〉 →
Vψk(t),j+ |ψk(t)〉
‖Vψk(t),j+ |ψk(t)〉 ‖
(C6)
and happen with probability
p
(k)
j+ (t) = ‖Vψk(t),j+ |ψk(t)〉 ‖2dt
= λψk(t),j+dt; (C7)
of course, these jumps coincide with those for the P-divisibile case in Eqs.(A6) and (A7). Instead, for those eigenvalues
of the rate-operator arising from the lack of P-divisibility of the master equation, we define the backward jump
operators via Eq.(12) of the main text, which can also be restated as
Bψk(t),ψk′ (t),j− =
√∣∣λψk′ (t),j− ∣∣ |ψk′(t)〉〈ψk(t)| δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) (C8)
to emphasize that the jumps
|ψk(t)〉 → |ψk′(t)〉 (C9)
are constrained by the requirement that the source state has to be of the form |ψk(t)〉 =
∣∣ϕψk′ (t),j−〉. The related
probability is [see Eq.(14) of the main text]
p
(k→k′)
j− (t) =
Nk′(t)
Nk(t)
‖Bψk(t),ψk′ (t),j− |ψk(t)〉 ‖2dt
= Nk
′(t)
Nk(t)
∣∣λψk′ (t),j− ∣∣ δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) dt. (C10)
In order to show the equivalence of this approach with the master equation, as for the P-divisible case, we shall
average over the possible trajectories described above. However, since now the different trajectories are possibly
connected to each other via the reversed quantum jumps, it is convenient to perform one single collective average,
i.e., to consider
%(t+ dt) =
∑
k
Nk(t+ dt)
N
|ξk(t+ dt)〉〈ξk(t+ dt)|
=
∑
k
Nk(t)
N
(1− P (k)jump(t)) |ψk(t+ dt)〉〈ψk(t+ dt)|+∑
j+
p
(k)
j+ (t)
Vψk(t),j+ |ψk(t)〉〈ψk(t)|V †ψk(t),j+
‖Vψk(t),j+ |ψk(t)〉 ‖2
+
∑
j−,k′
p
(k→k′)
j− (t)
Bψk(t),ψk′ (t),j− |ψk(t)〉〈ψk(t)|B†ψk(t),ψk′ (t),j−
‖Bψk(t),ψk′ (t),j− |ψk(t)〉 ‖2
 , (C11)
where we fix a time t and the elements of the ensemble at that time are denoted as |ψk(t)〉, and
• Nk(t+ dt)/N is the probability that the state at time t+ dt is |ξk(t+ dt)〉;
• Nk(t)/N ∗ (1− P (k)jump(t)), where
P
(k)
jump(t) =
∑
j+
p
(k)
j+ (t) +
∑
j−,k′
p
(k→k′)
j− (t),
is the joint probability that the state at time t is |ψk(t)〉 and that there is a deterministic evolution |ψk(t)〉 7→
|ξk(t+ dt)〉 = |ψk(t+ dt)〉;
• Nk(t)/N ∗ p(k)j+ (t) is the joint probability that the state at time t is |ψk(t)〉 and that there is a forward jump
|ψk(t)〉 7→ |ξk(t+ dt)〉 = Vψk(t),j+ |ψk(t)〉 /‖Vψk(t),j+ |ψk(t)〉 ‖;
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• Nk(t)/N ∗ p(k→k
′)
j− (t) is the joint probability that the state at time t is |ψk(t)〉 and that there is a reversed
jump |ψk(t)〉 7→ |ξk′(t+ dt)〉 = Bψk(t),ψk′ (t),j− |ψk(t)〉 /‖Bψk(t),ψk′ (t),j+ |ψk(t)〉 ‖; crucially, now the probabilities
referred to any of these jumps will depend on how many elements of the ensemble coincide with the target
state |ψk′(t)〉 = |ξk′(t+ dt)〉 and how many with the pre-jump state |ψk(t)〉 =
∣∣ϕψk′ (t),j−〉 before the jump, see
Eq. (C10).
For convenience, we treat the terms in Eq. (C11) separately, following the procedure given in [37].
For what the deterministic part is concerned
(
1− P (k)jump(t)
)
|ψk(t+ dt)〉〈ψk(t+ dt)| =
1−∑
j+
p
(k)
j+ (t) +
∑
j−,k′
p
(k→k′)
j− (t)
 |φk(t+ dt)〉〈φk(t+ dt)|
‖φk(t+ dt)‖2 , (C12)
as
|φk(t+ dt)〉〈φk(t+ dt)| = |ψk(t)〉〈ψk(t)| − i~ [HS , |ψk(t)〉〈ψk(t)|]dt−
1
2
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), |ψk(t)〉〈ψk(t)|
}
− 2`∗ψk(t)αLα(t) |ψk(t)〉〈ψk(t)| − 2`ψk(t),α |ψk(t)〉〈ψk(t)|L†α(t) + 2|`ψk(t),α|2 |ψk(t)〉〈ψk(t)|
)
dt,
(C13)
we have three contributions up to dt:(
1− P (k)jump(t)
)
|ψk(t+ dt)〉〈ψk(t+ dt)|
= |ψk(t)〉〈ψk(t)| − i~ [HS , |ψk(t)〉〈ψk(t)|]dt−
1
2
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), |ψk(t)〉〈ψk(t)|
}
− 2`∗ψk(t),αLα(t) |ψk(t)〉〈ψk(t)| − 2`ψk(t),α |ψk(t)〉〈ψk(t)|L†α(t) + 2|`ψk(t),α|2 |ψk(t)〉〈ψk(t)|
)
dt
−
∑
j+
p
(k)
j+ (t) |ψk(t)〉〈ψk(t)| −
∑
j−,k′
p
(k→k′)
j− (t) |ψk(t)〉〈ψk(t)|
+
n2−1∑
α=1
cα(t) 〈ψk(t)| (Lα(t)− `ψk(t),α)†(Lα(t)− `ψk(t),α) |ψk(t)〉 |ψk(t)〉〈ψk(t)|dt
= |ψk(t)〉〈ψk(t)| − i~ [HS , |ψk(t)〉〈ψk(t)|]dt−
1
2
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), |ψk(t)〉〈ψk(t)|
}
− 2`∗ψk(t),αLα(t) |ψk(t)〉〈ψk(t)| − 2`ψk(t),α |ψk(t)〉〈ψk(t)|L†α(t) + 2|`ψk(t),α|2 |ψk(t)〉〈ψk(t)|
)
dt
−
∑
j−,k′
p
(k→k′)
j− (t) |ψk(t)〉〈ψk(t)| −
∑
j−
|λψk(t),j− | |ψk(t)〉〈ψk(t)|dt (C14)
where for the second equality we have used the identity
n2−1∑
α=1
cα(t) 〈ψk(t)| (Lα(t)− `ψk(t),α)†(Lα(t)− `ψk(t),α) |ψk(t)〉 =
∑
j+
λψk(t),j+(t)−
∑
j−
|λψk(t),j−(t)| (C15)
which directly follows from taking the trace in the spectral decomposition of the rate operator in Eq. (C2) (recall
the definition in Eq.(2) of the main text), and the definition of p(k)j+ (t) in Eq. (C7). Note that, as in NMQJ [29, 37],
the differential of the deterministic part generates, besides the commutator and anti-commutator terms of the master
equation, a further contribution related to the negative rates, which will combine with the jump part, giving the
remaining term in the master equation.
For the forward jumps term of Eq. (C11), we have
∑
j+
p
(k)
j+ (t)
Vψk(t),j+ |ψk(t)〉〈ψk(t)|V †ψk(t),j+
‖Vψk(t),j+ |ψk(t)〉 ‖2
=
∑
j+
λψk(t),j+
∣∣ϕψk(t),j+〉〈ϕψk(t),j+ ∣∣dt, (C16)
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while, the negative jumps term reduces to
∑
j−
p
(k→k′)
j− (t)
B†ψk(t),ψk′ (t),j− |ψk(t)〉〈ψk(t)|Bψk(t),ψk′ (t),j−
‖Bψk(t),ψk′ (t),j− |ψk(t)〉 ‖2
= Nk
′(t)
Nk(t)
∑
j−
∣∣λψk′ (t),j− ∣∣ δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) dt. (C17)
All in all, by putting Eqs. (C14), (C16) and (C17) together, we get
%(t+ dt) = %(t)− i
~
[HS , %(t)]dt
− 12
n2−1∑
α=1
cα(t)
({
L†α(t)Lα(t), %(t)
}− 2`∗ψk(t),αLα%(t)− 2`ψk(t),α%(t)L†α + 2|`ψk(t),α|2%(t))dt
+
∑
k,j+
Nk(t)
N
λψk(t),j+
∣∣ϕψk(t),j+〉〈ϕψk(t),j+ ∣∣ dt−∑
k,j−
Nk(t)
N
|λψk(t),j− | |ψk(t)〉〈ψk(t)|dt
+
∑
k,k′,j−
Nk′(t)
N
∣∣λψk′ (t),j− ∣∣ |ψk′(t)〉〈ψk′(t)| δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) dt
−
∑
k,k′,j−
Nk′(t)
N
∣∣λψk′ (t),j− ∣∣ |ψk(t)〉〈ψk(t)| δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) dt. (C18)
Now, second and third terms at the r.h.s. of the previous relation provide the commutator and anti-commutator of
the master equation we aim to, while the eighth and ninth cancel each other, since the sum over k in the latter term
removes the δ and the remaining sum over k′ is of course equivalent to the sum over k of the former term. On the
other hand, the seventh and the last term sum up to∑
k,j+
Nk(t)
N
λψk(t),j+
∣∣ϕψk(t),j+〉〈ϕψk(t),j+ ∣∣dt− ∑
k,k′,j−
Nk′(t)
N
∣∣λψk′ (t),j− ∣∣ |ψk(t)〉〈ψk(t)| δ (|ψk(t)〉 − ∣∣ϕψk′ (t),j−〉) dt
=
∑
k,j+
Nk(t)
N
λψk(t),j+
∣∣ϕψk(t),j+〉〈ϕψk(t),j+ ∣∣ dt− ∑
k′,j−
Nk′(t)
N
∣∣λψk′ (t),j− ∣∣ ∣∣ϕψk′ (t),j−〉〈ϕψk′ (t),j− ∣∣dt
=
∑
k
Nk(t)
N
W Jψk(t), (C19)
where in the last equality we used Eq. (C2). Then by virtue of the definition of W Jψ we obtain also the term∑
α cα(t)Lα(t)(
∑
k
Nk(t)
N |ψk(t)〉〈ψk(t)|)L†α(t) =
∑
α cα(t)Lα(t)%(t)L†α(t) of the master equation, while the terms de-
pending on `ψk(t),α in Eq.(C18) cancel out.
