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Abstract
We solve the massless Schwinger model exactly in Hamiltonian formalism
on a circle. We construct physical states explicitly and discuss the role of the
spectral flow and nonperturbative vacua. Different thermodynamical correla-
tion functions are calculated and after performing the analytical continuation
are compared with the corresponding expressions obtained for the Schwinger
model on the torus in Euclidean Path Integral formalism obtained before.
1 Introduction
It is well-known that systems composed by Dirac fields and gauge fields possess a
very intricate ‘non-perturbative structure’(NPS). An essential part of this NPS is
determined by topological properties of gauge field configurations and spinor field
configurations, and their relations described by ‘Index theorems’. It is the aim of
this paper to describe the non-perturbative structure for a simple example as pre-
cisely and transparently as possible. This model is U(1) gauge theory with massless
fermions in two space-time dimensions, the so-called Schwinger model (SM) [1]. We
consider this model in the Hamiltonian formulation in 1+ 1 dim. Minkowski space-
time and compare obtained results with the corresponding results obtained before
∗e-mail address: azakov s@hotmail.com
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in the path integral formulation in Euclidean space. Our central point will be the
description of the relation of these two approaches. There are many occasions where
a better understanding of this relation is highly desirable. We are convinced that
the necessary preciseness in the description of the NPS can be achieved only if it is
considered in a limit of field theories on compact spaces [2]. We choose as starting
points the Hamiltonian formulation of the SM on a circle S1 = {y|0 ≤ y < L}, and
its path integral formulation on the torus T2 = {xµ|0 ≤ xµ ≤ Lµ;µ = 1, 2}. It is
important that the result of both treatments are explicitely documented in litera-
ture. For the discussion of their relation, one has to show that the thermodynamical
expectation values are related to the corresponding expressions in path integral ap-
proach by analytical continuation. In ordinary field theory, this is generally treated
by methods related to the Osterwalder-Schrader Theorem. Here we want to discuss
this topic for the SM including the topological features of NPS on compact spaces.
In more complex, more physical gauge theories like QCD, such questions are treated
in a less transparent manner under the heading of the ‘vacuum tunneling picture’.
The following Table should give an overview of our progam. It should be un-
derstandable for people familiar with the literature. Otherwise we will quote the
relevant results below.
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Euclidean Path Integral Hamiltonian Formulation
General path integral formula Canonical formalism and
thermodinamical expectation values
Topological quantum number Non-trivial gauge family
Atiyah-Singer Theorem Spectral flow theorem
Effective action for the gauge field Dirac sea construction
Current algebra
Bosonized fermion operator
Regularization, point splitting Regularized charges and Hamiltonian
Invariant gauge field integration Quantum theory of
gauge field in temporal gauge
Manton condition
Gauss constraint
Bogoliubov transformation
Z factor Partition function
Gauge field propagator Thermodynamical expectation values
of the T products of scalar fields
Instanton zero mode contribution Excited nonperturbative
vacuum
Fermionic condensate Thermodynamical expectation values
〈ψ¯(x)ψ(x)〉 → ← 〈ψ¯(x)ψ(x)〉β
Currents correlation function
〈jµ(x)jν(x′)〉 → ← 〈Tjµ(x)jν(x′)〉β
Densities correlation function
〈ψ¯(x)ψ(x)ψ¯(x′)ψ(x′)〉 → ← 〈T ψ¯(x)ψ(x)ψ¯(x′)ψ(x′)〉β
The paper is organized as follows. In Section 2 we briefly review the results ob-
tained before for the SM on a circle in Hamiltonian approach [3],[4],[5] and relevant
for the present consideration. In addition to these results we give some new infor-
mation which concerns gauge invariant states and the expressions for observables
functions in the nontrivial topological sectors. Section 3 is devoted to the canon-
ical calculations of thermodinamical expectation values and important correlation
functions. In section 4 we show how expressions obtained in Hamiltonian and Path
integral approach [6], [7],[8],[9] relate to each other. Some technical details are given
in the Appendices.
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2 Canonical treatment of the SM on a circle
In this section we want to give a compilation of quantum mechanical ingredience of
the SM on a circle. For further details we refer to the quoted literature [3],[4],[5].
The starting point is the Hamiltonian in temporal gauge (A0(y) = 0, A1(y) ≡
A(y), α = γ5 and F (y) is an electric field ):
H =
∫ L
0
dy
{
F 2(y)
2
+
1
i
ψ†(y)α(∂y − ieA(y))ψ(y)
}
= HF +Hq (1)
together with the canonical CR
[F (y), A(y′)]− =
1
i
δ(y − y′), [F (y), F (y′)]− = . . . = 0,
{ψα(y), ψ†β(y′)} = δ(y−y′)δαβ, {ψα(y), ψβ(y′)} = . . . = 0,
and the Gauss law as a constraint ∂yF (y) + eψ
†(y)ψ(y) = 0. L is a circumference
of a circle S1 and δ(y) is Dirac’s δ -function on it.
The Gauss law is implemented by the gauge transformations generated by
G[λ0] = −1
e
∫ L
0
dy (∂y F (y) + eψ
†(y)ψ(y))λ0(y). (2)
The infinitesimal gauge transformation for λ0(0) = λ0(L) follow from the CR
i[G[λ0], A(y)] =
1
e
∂yλ0(y), i[G[λ0], F (y)] = 0, (3)
i[G[λ0], ψ(y)] = iλ0(y)ψ(y), i[G[λ0], ψ
†(y)] = −iλ0(y)ψ†(y).
The topology of S1 induces a classification of gauge transformations Λ[λn(y)] accord-
ing to winding numbers n: Λ[λn(y)] = e
iλn(y) with λn(L)− λn(0) = 2pin, n integer.
If n 6= 0 (n = 0) we call Λ[λn(y)] a large (small) gauge transformation. A general
large gauge transformation is a product of a special large gauge transformation,
i.e. Λn = e
2πiny/L, with a small gauge transformation. In particular Λn transforms
a constant gauge field A =
∫ L
0 A(y)dy:
Λn(A) = A+
2pin
e
. (4)
Therefore eA in the interval 0 ≤ eA < 2pi is a gauge invariant quantity. It represents
a topological non-trivial family in the space of gauge invariants.
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2.1 Spectral flow and vacuum structure
In the following we consider first Hq as the Hamiltonian of fermions in an external
gauge field. For this we regard the expansion of ψ(y), ψ¯(y) in normal modes of the
‘single particle Hamiltonian H’:
Hφk(y) = 1
i
α(∂y − ieA(y))φk(y) = Ekφk(y). (5)
For periodic boundary conditions the solutions of the eigenvalue equation are
φR,k(y) = φk(y)
(
1
0
)
, with ER,k = Ek ≡ 2pi
L
(k − A¯),
φL,k(y) = φk(y)
(
0
1
)
, with EL,k = −Ek,
φk(y) = L
−1/2 exp
(
2pii
y
L
k + ie
∫ y
0
A(y′)dy′ − 2piiA¯ y
L
)
,
A¯ ≡ e
2pi
∫ L
0
A(y)dy, k integer. (6)
The spectrum of H shows the phenomenon of ‘spectral flow’: When A¯ varies
between the gauge equivalent values: 0 → 1, then the positive chirality energy
decreases: ER,k → ER,k−2pi/L , and the negative chirality energy increases: EL,k →
EL,k + 2pi/L [3].
With help of these wave functions the fermion operators are represented by
creation and annihilation (CA) operators
ψ(y) = ψR(y) + ψL(y) =
∑
k
(a(k)φR,k(y) + b(k)φL,k(y)) ,
ψ†(y) = ψ†R(y) + ψ
†
L(y) =
∑
k
(
a†(k)φ∗R,k(y) + b
†(k)φ∗L,k(y)
)
. (7)
Spectral flow leads to an involved ‘Dirac sea construction’ of the vacuum state which
determines the representation of the CR:
{a(k), a†(k′)} = {b(k), b†(k′)} = δk,k′,
{a(k), a(k′)} = {b(k), b(k′)} = . . . = 0. (8)
We define a ‘relative Dirac sea state’ (RDSS) : |N+, N−; A¯〉 in which all energy levels
ER,k < ER,N+(EL,k ≤ EL,N−) with chirality +(−) are occupied, and with the other
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levels empty:
a†(k)|N+, N−; A¯〉 = 0 for k ≤ N+ − 1,
a(k)|N+, N−; A¯〉 = 0 for k ≥ N+,
b(k)|N+, N−; A¯〉 = 0 for k ≤ N− − 1,
b†(k)|N+, N−; A¯〉 = 0 for k ≥ N−. (9)
Gauss law implies that on S1 the total charge is zero. This means N+ = N− as we
will show below.
We introduce the Fourier decomposition for the currents with positive and neg-
ative chirality
j±(y) =
1
2
ψ†(y)(1± α)ψ(y) = Q±
L
+
1
L
∑
k 6=0
j±(k)e2πik
y
L . (10)
In terms of a and b operators j±(k) can be written as follows:
j+(k) =
∑
n
a†(n)a(n+ k),
j−(k) =
∑
n
b†(n)b(n + k). (11)
A careful calculation shows [4], that on the RDSS they satisfy the CR of current
algebra
[j±(k), j
†
±(k
′)] = ±kδk,k′, k, k′ > 0, j±(k) = j†±(−k). (12)
2.2 Regularized charges and regularized Hamiltonian
The chiral charge operators Q±, as well as the fermion part of the Hamilton operator
Hq might be expressed by the CA operators. In order to make them well defined
they must be ‘Wick ordered’ with respect to the RDSS |N+, N−; A¯〉. For example
Q+ =
1
2
∫ L
0
dyψ†(y)(1 + α)ψ(y)
=
∑
k
a†(k)a(k) =
∞∑
k=N+
a†(k)a(k)
−
N+−1∑
k=−∞
a(k)a†(k) +
N+−1∑
k=−∞
1
≡ N+[
∑
k
a†(k)a(k)] + lim
s→0
N+−1∑
k=−∞
|λEk|−s. (13)
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The constant, i.e. the expectation values 〈Q±〉 in the RDSS, must be regularized.
We choose the ζ-function regularization, as we have indicated in the last line. The
result is
〈Q〉 = 〈Q+ +Q−〉 = N+ −N− = 0,
〈Q5〉 = 〈Q+ −Q−〉 = N+ +N− − 1− 2A¯. (14)
In the following we restrict ourself to ‘electro-magnetically neutral’ RDSS: 〈Q〉 = 0,
i.e. N+ = N− = N .
Similarly we get for the fermionic Hamiltonian
Hq =
∑
k
{Eka†(k)a(k)− Ekb†(k)b(k)}
=
∞∑
k=N+
Eka
†(k)a(k)−
N+−1∑
k=−∞
Eka(k)a
†(k) + lim
s→0
N+−1∑
k=−∞
Ek|Ek|−s
−
N−−1∑
k=−∞
Ekb
†(k)b(k) +
∞∑
k=N−
Ekb(k)b
†(k)− lim
s→0
∞∑
k=N−
Ek|Ek|−s
≡ : Hq :N +〈E〉reg, (15)
with 〈E〉reg = 2πL
[
(A¯−N + 1
2
)2 − 1
12
]
. It is the dependence of Q5 on A¯ which leads
to the Heisenberg equation: Q˙5 = i[H,Q5] = − eπLF , where F is the constant part
of the electric field F (y).
This implies that the chiral charge is not conserved (‘chiral anomaly’). It
has its origin in the phenomenon of spectral flow.
It turns out [3], [4] that on the space generated by j±(k) , applied to the RDSS
the following expression describes the same excitations as : Hq :N
: Hq :N=
2pi
L
∑
k>0
(j†+(k)j+(k) + j−(k)j
†
−(k)) . (16)
Thus on this space we identify : Hq :N with this Sugawara form (16).
2.3 Diagonalization of the total Hamiltonian
For the diagonalization of the total Hamiltonian on the sub-space of gauge invari-
ant states we have to include the effect of the part HF of the Hamiltonian Eq.(1)
depending on the gauge fields. First we introduce the Fourier decomposition of the
gauge fields
F (y) = F +
1
L
∑
k 6=0
f(k)e2πik
y
L , f †(k) = f(−k), (17)
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A(y) =
2pi
eL
A¯+
1
L
∑
k 6=0
A(k)e2πik
y
L , A∗(k) = A(−k). (18)
On gauge invariant states we may use the Gauss condition which reads in Fourier
components
2piki
L
f(k) + e(j+(k) + j−(k)) = 0. (19)
It allows for k 6= 0 the elimination of the Fourier component of F (y) in HF , and
leads to the introduction of the Coulomb energy:
HF =
1
2
∫ L
0
F 2(y)dy =
L
2
F 2 +
1
L
∑
k>0
f †(k)f(k)
=
L
2
F 2 +
e2L2
4pi2
∑
k>0
1
k2
(
j†+(k) + j
†
−(k)
)
(j+(k) + j−(k)) . (20)
Adding to HF the fermionic Hamiltonian with vacuum part and Sugawara form of
the excitation, we may write H , Eq.(1) , as
H =
L
2
F 2 +
2pi
L
[(
A¯−N + 1
2
)2
− 1
12
]
+
1
L
∑
k>0
{j†a(k)Mab(k)jb(k)− 2pik}
= Hvac +Hexc, (21)
with M+− =M−+ = e2L2/4pi2k2 M++ =M−− = 2pi + e2L2/4pi2k2.
Let us first treat Hvac. It acts on the RDSS of Eq. (9) with the constant poten-
tial A¯, as a parameter. In quantum mechanical language, we consider A¯ diagonal:
operator A¯ acting on |N, A¯〉 gives c-number A¯ miltiplied |N, A¯〉.
With the ansatz Eqs.(5),(6) we have gauged away space dependent components of
A(y). However, the phenomenon of spectral flow makes these states not invariant
under large gauge transformation
U−1|N, A¯〉 = |N + 1, A¯+ 1〉. (22)
According to Manton, gauge invariant states must be a superposition
|ω〉 =
∫ 1
0
d{A¯}∑
N
ΨN({A¯})|N, {A¯}〉, (23)
where {A¯} is a fractional part of the electromagnetic potential’s global part which we
considered before :A¯ = [A¯] + {A¯}, and [A¯] is an integer part. Note that {A¯} ∈ [0, 1)
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is invariant under large gauge transformations , so it is invariant under all gauge
transformations. We will continue the function ΨN({A¯}) to the whole interval [0, 1]
using so called Manton’s ‘periodicity conditions ’:
ΨN+1(1) = ΨN(0), Ψ
′
N+1(1) = Ψ
′
N(0), (24)
(prime means derivative) because the states |N, A¯ = 0〉 and |N+1, A¯ = 1〉 are gauge
equivalent, and the spectrum flow makes the transition smooth.
According to the Hamiltonian Eq.(21), the wave function ΨN(A¯) which describes
its eigenstate for fixed N and 0 ≤ A¯ ≤ 1 must satisfy the Schroedinger equation{
−e
2L
8pi2
d2
dA¯2
+
2pi
L
[(
A¯−N + 1/2
)2 − 1
12
]}
ΨN(A¯) = EΨN (A¯). (25)
It is of the oscillator type. Its normalized solutions are
ΨN,n(A¯) =
(
ω
pi
)1/4 1
(2nn!)1/2
Hn(
√
ω(A¯−N + 1/2))e−ω2 (A¯−N+1/2)2 , (26)
with ω ≡ 4pi3/2/eL ≡ 4pi/mL, Hn denotes the Hermite polynomial, and the energy
eigenvalues
En = m(n + 1/2)− pi
6L
. (27)
The wave functions (26) obey Manton’s periodicity conditions (24). The physical
gauge invariant ground state of Hvacwhich we call physical vacuum is therefore
|phys.vac.〉 =∑
N
∫ 1
0
dA¯
(
ω
pi
)1/4
e−
ω
2
(A¯−N+1/2)2 |N, A¯〉. (28)
Now we will treat Hexc. We can diagonalize j
†
a(k)Mab(k)jb(k) with the help of a
Bogoliubov transformation
A(k) =
1√
k
(j+(k) coshα(k) + j−(k) sinhα(k)),
B†(k) =
1√
k
(j+(k) sinhα(k) + j−(k) coshα(k)), (29)
with
cosh 2α(k) =
1
E(k)
(2pik/L+ e2L/(4pi2k)),
sinh 2α(k) = e2L/(4pi2E(k)k),
E(k) =
√√√√(2pik
L
)2
+
e2
pi
. (30)
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These operators A(k), B(k) etc. satisfy the usual canonical CR:
[A(k), A†(k′)] = δkk′, . . .
The Bogoliubov transformation can be implemented in the usual manner by the
unitary operator : U = ∏k U(k), with
U(k)(j+(k), j−(k))U−1(k) =
√
k(A(k), B†(k)) ,
U(k) = exp
{
−α(k)
k
(
j†+(k)j−(k)− j+(k)j†−(k)
)}
. (31)
Adding up the partial results of this Section, we get for the transformed total Hamil-
tonian, Eq.(1)
UHU−1 = L
2
F 2 +
pi
L
[
Q25
2
− 1
6
]
+
∑
k>0
{
E(k)
(
A†(k)A(k) +B†(k)B(k)
)
+ E(k)− 2pik
L
}
= Hvac + H˜exc . (32)
This expression contains the main result of the canonical treatment of the SM. The
first term describes an intricate vacuum structure as discussed above. The second
term describes right and left moving massive free particles on the circle.
2.4 The algebra of observables
Of course we should make some remarks on how fermions are described by observ-
ables. There is a general scheme for extending the physical Hilbert space generated
by local observables to a larger space in which field operators relatively local to the
observables are represented [10]. For currents on a circle satisfying an algebra with
CR like above Eq.(12), we get
j±(x) =
Q±
L
∓ 1√
pi
∂xϕ˜±(x) , (33)
where the scalar fields ϕ˜±(x) are defined in Eqs.(A.21) and (A.43).
We have the bosonized expressions for the fermion fields (see Eqs.(A.3) and
(A.13))
ψR(x) =
1√
L
C+U+e
2πi x
L
Q+−iπ xL+ie
∫ x
0
A(x′)dx′e−A
†(x)eA(x)
=
1√
L
C+U+e
2πi x
L
Q+−iπ xL+ie
∫ x
0
A(x′)dx′ : e−i2
√
πϕ˜+(x) : , (34)
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and
ψL(x) =
1√
L
C−U−e
−2πi x
L
Q−+iπ xL+ie
∫ x
0
A(x′)dx′e−B
†(x)eB(x)
=
1√
L
C−U−e
−2πi x
L
Q−+iπ xL+ie
∫ x
0
A(x′)dx′ : e−i2
√
πϕ˜−(x) : , (35)
where the operators C−, U±,A(x) and B(x) are defined in Appendix A (Eqs.(A.46),
(A.12), (A.35) and (A.4), (A.27)) and C+ = 1.
Using bosonization formulae (34),(35) and the relation between operators j±(k)
and operators A(k) and B(k) which are obtained after Bogoliubov transformation
(for (k > 0))
j+(k) =
√
k[A(k) coshα(k)− B†(k) sinhα(k)] ,
j−(k) =
√
k[B†(k) coshα(k)− A(k) sinhα(k)] , (36)
we get for the chiral operator
ψ†R(x)ψL(x) = −
1
L
e−iπ(2
x
L
−1)(Q++Q−)U †+U− (37)
× exp∑
k>0
{
1
k
+ βx(k)A
†(k)− β∗x(k)B†(k)− β∗x(k)A(k) + βx(k)B(k)
}
,
where
βx(k) ≡ 1√
k
[coshα(k)− sinhα(k)] e−2πik xL . (38)
and for the gauge invariant fermionic bilinears (0 < x < y < L):
ψ†R(x)e
ie
∫ x
y
A(x′)dx′
ψL(y) = − 1
L
C−U
†
+U−e
−2πi x
L
Q+−2πi yLQ−e−iπ
x−y
L (39)
× exp∑
k>0
[
1
k
+ βx,y(k)A
†(k)− β⋆y,x(k)B†(k)− β⋆x,y(k)A(k) + βy,x(k)B(k)
]
,
ψ†R(x)e
ie
∫ x
y
A(x′)dx′
ψR(y) =
1
L
e−2πi
x−y
L
Q+eiπ
x−y
L (40)
× exp∑
k>0
[
1
k
+ ρx,y(k)A
†(k)− σ⋆y,x(k)B†(k)− ρ⋆x,y(k)A(k) + σy,x(k)B(k)
]
,
ψ†L(x)e
ie
∫ x
y
A(x′)dx′
ψR(y) = − 1
L
C†−U
†
−U+e
2πi x
L
Q−+2πi yLQ+eiπ
x−y
L (41)
× exp∑
k>0
[
1
k
− βy,x(k)A†(k) + β⋆x,y(k)B†(k) + β⋆y,x(k)A(k)− βx,y(k)B(k)
]
,
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and
ψ†L(x)e
ie
∫ x
y
A(x′)dx′
ψL(y) =
1
L
e2πi
x−y
L
Q−e−iπ
x−y
L (42)
× exp∑
k>0
[
1
k
+ σx,y(k)A
†(k)− ρ⋆y,x(k)B†(k)− σ⋆x,y(k)A(k) + ρy,x(k)B(k)
]
,
where
βx,y(k) ≡ 1√
k
[
e−2πik
x
L coshα(k)− e−2πik yL sinhα(k)
]
, (43)
ρx,y(k) ≡ 1√
k
coshα(k)
(
e−2πik
x
L − e−2πik yL
)
, (44)
σx,y(k) ≡ 1√
k
sinhα(k)
(
e−2πik
x
L − e−2πik yL
)
. (45)
3 Thermodynamical expectation values. Canoni-
cal calculations.
We want to calculate the thermodynamical expectation value (t.e.v.)
〈. . .〉β = 1
Z
Trphys
{
. . . e−βH
}
, (46)
where
Z = Trphys
(
e−βH
)
(47)
is a partition function. The Trace has to be taken with respect to the physical,
gauge invariant states. Since the total Hamiltonian (21) is a sum of the ’vacuum’
Hamiltonian Hvac and ’excited’ Hamiltonian Hexc and [Hvac, Hexc] = 0, the Hilbert
space, where the Hamiltonian H acts, can be expressed as a direct product of the
Hilbert spaces Hvac (with the states with space momentum k = 0) and Hexc (with
the states with k 6= 0) and we have very important factorization
〈. . .〉β = 〈. . .〉β,vac × 〈. . .〉β,exc , (48)
where
〈. . .〉β,vac = 1
Zvac
TrHvac
{
. . . e−βHvac
}
,
Zvac = TrHvac
(
e−βHvac
)
(49)
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and
〈. . .〉β,exc = 1
Zexc
TrHexc
{
. . . e−βHexc
}
,
Zexc = TrHexc
(
e−βHexc
)
. (50)
Let us start with the vacuum sector.
Physical, gauge invariant states in Hvac have a form (23). As we know the Hamil-
tonian Hvac has a discrete spectrum Eq.(27) and its eigenstates |En〉 can be taken
as a basis in the space Hvac. So
TrHvac
(
. . . e−βHvac
)
=
∑
n
〈En| . . . |En〉e−βEn , (51)
where
|En〉 =
∑
N
∫ 1
0
dA¯ΨN,n(A¯)|N, A¯〉 (52)
and the wave function ΨN,n(A¯) is a solution Eq.(26) of the Schroedinger equation
(25).
For the partition function in the vacuum sector we get
Zvac =
∑
n
〈En|e−βHvac|En〉
=
∑
N ′,N,n
∫ 1
0
dA¯
∫ 1
0
dA¯′〈N ′, A¯′|Ψ∗N ′,n(A¯′)ΨN,n(A¯)|N, A¯〉e−βEn
= e−
βm
2
+βπ
6L
∑
N,n
∫ 1
0
dA¯Ψ∗N,n(A¯)ΨN,n(A¯)e
−βmn
= e−
βm
2
+βπ
6L
(
ω
pi
)1/2∑
N
∫ 1
0
dA¯ exp[−ω(A¯−N + 1/2)2]
× ∑
n
e−βmn
2nn!
Hn(
√
ω(A¯−N + 1/2))Hn(
√
ω(A¯−N + 1/2)), (53)
where we have used the orthogonality of the vacuum states
〈N ′, A¯′|N, A¯〉 = δN ′,Nδ(A¯′ − A¯). (54)
and the expression Eq.(27) for the spectrum. From this with help of the Mehler
formula (see e.g. [12]):
e−
1
2
x2e−
1
2
y2
∞∑
n=0
2−nHn(x)Hn(y)
ξn
n!
= (1− ξ2)−1/2 exp
[
4xyξ − (x2 + y2)(1 + ξ2)]
2(1− ξ2)
]
(55)
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and Manton’s periodicity conditions (24), which allows the extension of the integra-
tion interval from [0, 1] to (−∞,∞) we get
Zvac = e
−βm
2
+βπ
6L
(
ω
pi
)1/2
(1− e−2βm)−1/2
∫ ∞
−∞
dA¯e−ωA¯
2 tanh βm
2 (56)
and by evaluating the Gaussian integral the final result
Zvac =
e
βπ
6L
2 sinh(βm
2
)
. (57)
In the same way we can get for the t.e.v. of any gauge invariant (under all (small
and large) gauge transformations) quantity F (A¯)
〈F (A¯)〉β = 〈F (A¯)〉β,vac =
√
ω tanh βm
2
pi
∫ ∞
−∞
dA¯e−ωA¯
2 tanh βm
2 F (A¯) . (58)
Of course, the result Eq.(57) can be obtained just by summation
Zvac =
∞∑
n=0
e−βEn = e−
βm
2
+βπ
6L
∞∑
n=0
e−βmn =
e
βπ
6L
2 sinh(βm
2
)
. (59)
Now let us consider the excited sector. Using the property of Trace we get for
any operator O
TrHexc
(
Oe−βHexc
)
= TrHexc
(
UOU−1Ue−βHexcU−1
)
= TrHexc
(
O˜e−βH˜exc
)
, (60)
where the operators with tilde are those which one obtains after implementation of
the Bogoliubov transformation. Since H˜exc is just an infinite sum of the Hamiltonians
of independent harmonic oscillators the calculation of t.e.v. becomes a simple task,
since O˜ operator will be written in terms of operators A and B and their Hermitian
conjugates. For the calculations one should use straightforward generalizations of
the formulae for one or two harmonic oscillators given in the Appendix B.
3.1 Fermionic condensate
We have
〈ψ¯(x)ψ(x)〉β = 〈ψ†R(x)ψL(x)〉β + 〈ψ†L(x)ψR(x)〉β . (61)
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The vacuum part 〈ψ†R(x)ψL(x)〉β,vac is essentially calculated like Zvac. Using the
bosonization formula (37) we get
TrHvac{ψ†R(x)ψL(x)e−βHvac} = −
1
L
∑
N,N ′,n
∫ 1
0
dA¯
∫ 1
0
dA¯′ (62)
× Ψ∗N ′,n(A¯′)〈N ′, A¯′|U †+U−|N, A¯〉e−βEnΨN,n(A¯)
= − 1
L
(
ω
pi
)1/2
e−
βm
2
+βπ
6L
∑
N ′,N,n
∫ 1
0
dA¯δN ′,N+1
× exp[−(ω/2)(A¯−N ′ + 1/2)2] exp[−(ω/2)(A¯−N + 1/2)2]
× ∑
n
e−βmn
2nn!
Hn(
√
ω(A¯−N ′ + 1/2))Hn(
√
ω(A¯−N + 1/2))
= − 1
L
(
ω
pi
)1/2
e−
βm
2
+βπ
6L (1− e−2βm)−1/2
∫ ∞
−∞
dA¯e−ωA¯
2 tanh(βm
2
)e−
ω
4
coth(βm
2
),
where we have used the equation
〈N ′, A¯′|U †+U−|N, A¯〉 = δN ′,N+1δ(A¯′ − A¯), (63)
which follows from the properties of the U+ and U− operators (see Appendix A).
Calculating the Gaussian integral and using the result Eq.(57), we get finally the
vacuum part
〈ψ†R(x)ψL(x)〉β,vac = −
1
L
e−
π
mL
coth(βm
2
). (64)
In order to calculate the t.e.v. over the states with space momentum k 6= 0, we have
to use the bosonization formula (37) and the formula (B.14) from Appendix B.
〈ψ†R(x)ψL(x)〉β,exc
= 〈exp∑
k>0
[
1
k
+ βx(k)A
†(k)− β∗x(k)B†(k)− β∗x(k)A(k) + βx(k)B(k)
]
〉β,exc
= exp
∑
k>0
(
1
k
− β∗x(k)βx(k) coth
βE(k)
2
)
. (65)
According to Eqs.(38) and (30):
β∗x(k)βx(k) =
1
k
(coshα(k)− sinhα(k))2 = 2pi
E(k)L
. (66)
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So we get our final result
〈ψ†R(x)ψL(x)〉β = −
1
L
e−
π
mL
coth(βm
2
)e
∑
k>0
{ 1
k
− 2π
LE(k)
coth(
βE(k)
2
)}
. (67)
The same result we will get for 〈ψ†L(x)ψR(x)〉β if we use the fact that
〈N ′, A¯′|U †−U+|N, A¯〉 = δN ′,N−1δ(A¯′ − A¯).
So
〈ψ¯(x)ψ(x)〉β = − 2
L
e−
π
mL
coth(βm
2
)e
∑
k>0
{ 1
k
− 2π
LE(k)
coth(
βE(k)
2
)} . (68)
In path integral formulation of the SM on a torus we have the following results for
the chiral fermionic condensate [8], [6], [7], [9]:
〈ψ¯(x)P±ψ(x)〉 = −η
2(τ)
L1
e
2e2G(0)− 2π2
e2L1L2 (69)
where P± = 12(1± γ5), L1 and L2 are lengths of two circumferences of a torus, η(τ)
is Dedekind’s function [11], [12] and τ = iL2
L1
.
The propagator G(x) satisfies the following equation
2(2−m2)G(x− y) = δ(2)(x− y)− 1
L1L2
, (70)
where δ(2)(x− y) is Dirac’s δ-function on the torus.
It can be written as the difference of a massless and massive propagator on the torus
orthogonal to the constant functions: G(x) = 1/m2{G0(x) − Gm(x)}. There is a
closed expression in the massless case written through Jacobi’s θ funcions [11], [12]:
G0(x) = − 1
2pi
log
(
2piη2(τ)e
−π x
2
2
L1L2
|θ1(z|τ)|
|θ′1(0|τ)|
)
, (71)
where z = x1+ix2
L1
. It can also be written as the infinite sum
G0(x) =
1
4pi
∑
n 6=0
1
n
cosh [2πn
L1
(L2
2
− |x2|)]
sinh(pin|τ |) e
2πin
x1
L1 − |x2|
2L1
+
x22
2L1L2
+
|τ |
12
. (72)
In the massive case we use the infinite sum for Gm(x) = Gm(x) + 1/m
2L1L2:
Gm(x) =
1
2L1
∑
n
cosh[E(n)(L2/2− |x2|)]e2πin
x1
L1
E(n) sinh[L2E(n)/2]
,
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=
1
2L1m
(
coth
mL2
2
coshm|x2| − sinhm|x2|
)
+
∑
n>0
cos
(
2pin x1
L1
)
L1E(n)
[
coth
(
E(n)L2
2
)
cosh(E(n)|x2|)− sinh(E(n)|x2|)
]
, (73)
E(n) =
[
4pi2n2
L21
+m2
]1/2
.
From Eqs (73) and (72) we see that G0(x) is a limiting case of Gm(x) when m→ 0.
With the help of the equations (72) and (73) the expression for chiral condnsate
Eq.(69) can be rewritten
〈ψ¯(x)P±ψ(x)〉 = − 1
L1
e
− π
L1m
coth
mL2
2 e
∑
n>0
{
1
n
− 2π
L1E(n)
coth
(
E(n)L2
2
)}
. (74)
which is exactly our equation (67) if we put in it β = L2, L = L1.
3.2 Currents correlation function
Using Eq.(10) we get
〈j+(x, t)j+(x′, t′)〉β = 1
L2
〈Q+(t)Q+(t′)〉β,vac
+
1
L2
∑
k 6=0,k′ 6=0
e2πik
x
L
+2πik′ x
′
L 〈j+(k, t)j+(k′, t′)〉β,exc. (75)
Let us first calculate 〈Q+(t)Q+(t′)〉β,vac . On the physical space Q+ = −Q− =
Q5/2 and the vacuum Hamiltonian has a form (we omit the constant term − π6L
which is inessential for the calculations of the expectation values)
Hvac =
L
2
F 2 +
pi
2L
Q25. (76)
Using a commutation relation:
[F,Q5] = i
e
pi
, (77)
we can introduce creation (a†) and annihilation (a) operators:
a† ≡
√
ω
2
(
Q5
2
+ i
L
2
√
pi
F
)
,
a ≡
√
ω
2
(
Q5
2
− i L
2
√
pi
F
)
, (78)
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which obey the canonical commutation relation
[a, a†] = 1.
Then the Hamiltonian Eq.(76) takes a form
Hvac = m(a
†a+
1
2
), (79)
and with the help of Eq.(78) and Eq.(B.16) we obtain the time dependence of the
axial charge:
Q5(t) = e
itHvacQ5e
−itHvac =
√
2
ω
(
eimta† + e−imta
)
. (80)
Now using the formulae given in the Appendix B we can easily calculate t.e.v.
〈Q5(t)Q5(t′)〉β,vac = 2
ω
[
eim(t−t
′)〈a†a〉β,vac + e−im(t−t′)〈aa†〉β,vac
]
=
2
ω
coshm(β
2
− i(t− t′))
sinh mβ
2
. (81)
So
〈Q+(t)Q+(t′)〉β,vac = 〈Q−(t)Q−(t′)〉β,vac = −〈Q+(t)Q−(t′)〉β,vac
= −〈Q−(t)Q+(t′)〉β,vac = mL
8pi
coshm(β
2
− i(t− t′))
sinh mβ
2
. (82)
Now let us calculate 〈j+(k, t)j+(k′, t′)〉β,exc. To this aim we will use the ex-
pression of currents in terms of operators A,A†, B and B† given in Eqs.(36). The
nonzero contribution comes from the terms, where k and k′ have opposite signs.
E.g. in the case, where k > 0, k′ < 0 :
〈j+(k, t)j+(k′, t′)〉β,exc = kδk,−k′
[
〈A(k, t)A†(k, t′)〉β,exc cosh2 α(k)
+ 〈B†(k, t)B(k, t′)〉β,exc sinh2 α(k)
]
. (83)
Then we have
A(k, t) = eitHexcA(k)e−itHexc = e−iE(k)tA(k) ,
A†(k, t) = eitHexcA†(k)e−itHexc = eiE(k)tA†(k) ,
〈A(k)A†(k)〉β,exc = 1
1− e−βE(k) ,
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〈A(k)†A(k)〉β,exc = −1
1− eβE(k) ,
and the same for B operators. Following this way and using Eq.(30) we finally get
〈j+(x, t)j+(x′, t′)〉β,exc
=
1
i
(∂x¯ − ∂t¯) 1
4piL
∑
k 6=0
e2πik
x¯
L
sinh βE(k)
2
sinh
[
E(k)(
β
2
− it¯)
]
− e
2
8pi2L
∑
k 6=0
e2πik
x¯
L
2E(k) sinh βE(k)
2
cosh
[
E(k)(
β
2
− it¯)
]
, (84)
where x¯ ≡ x− x′, t¯ ≡ t− t′.
We have the following t.e.v. in the theory of the free quantum neutral
massive (m = e/
√
pi) scalar field A(x, t) on the circle (x 6= x′, t 6= t′):
〈A(x, t)A(x′, t′)〉β = 1
2L
∑
k
e2πik
x¯
L
E(k) sinh βE(k)
2
cosh
[
E(k)(
β
2
− it¯)
]
,
≡ Gβ,m(x¯, t¯) = G(0)β,m(t¯) + G˜β,m(x¯, t¯), (85)
where G
(0)
β,m(t¯) is a term with k = 0 :
G
(0)
β,m(t¯) ≡
1
2L
cosh
[
m(β
2
− it¯)
]
m sinh βm
2
(86)
and G˜β,m(x¯, t¯) is the rest:
G˜β,m(x¯, t¯) ≡ 1
2L
∑
k 6=0
e2πik
x¯
L
E(k) sinh βE(k)
2
cosh
[
E(k)(
β
2
− it¯)
]
. (87)
Note that Gβ,m(x¯, t¯) obeys the equation
m2Gβ,m(x¯, t¯) =
(
−∂2t¯ + ∂2x¯
)
Gβ,m(x¯, t¯) . (88)
Then from Eqs.(84) and (82) we get
〈j+(x, t)j+(x′, t′)〉β,exc = 1
2pi
(
∂x¯∂t¯ − ∂2t¯ −
m2
2
)
G˜β,m(x¯, t¯) (89)
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and
1
L2
〈Q+(t)Q+(t′)〉β,vac = 1
2pi
m2
2
G
(0)
β,m(t¯) . (90)
Finally
〈j+(x, t)j+(x′, t′)〉β = 1
2pi
(
∂x¯∂t¯ − ∂2t¯ −
m2
2
)
Gβ,m(x¯, t¯)
=
1
4pi
(
−∂2x¯ − ∂2t¯ + 2∂x¯∂t¯
)
Gβ,m(x¯, t¯) , (91)
where in order to get the second line we used Eq.(88).
Similarly it can be shown that
〈j−(x, t)j−(x′, t′)〉β = 1
4pi
(
−∂2x¯ − ∂2t¯ − 2∂x¯∂t¯
)
Gβ,m(x¯, t¯) (92)
and
〈j+(x, t)j−(x′, t′)〉β = 〈j−(x, t)j+(x′, t′)〉β = − 1
4pi
m2Gβ,m(x¯, t¯) (93)
Now since j±(x, t) = 12(j0(x, t)± j1(x, t)) we will get
〈j0(x, t)j0(x′, t′)〉β = −1
pi
∂2x¯Gβ,m(x¯, t¯) , (94)
〈j1(x, t)j1(x′, t′)〉β = −1
pi
∂2t¯Gβ,m(x¯, t¯) , (95)
〈j0(x, t)j1(x′, t′)〉β = 1
pi
∂x¯∂t¯Gβ,m(x¯, t¯) . (96)
Thus
〈jµ(x, t)jν(x′, t′)〉β = −1
pi
εµρενσ∂ρ∂σGβ,m(x¯, t¯) . (97)
3.3 Correlation function of the electric fields
Now let us calculate the t.e.v.:〈F (x, t)F (x′, t′)〉β, where F (x, t) = eiHtF (x)e−iHt and
F (x) is the electric field. From Eq.(17) we get (for x 6= x′, t 6= t′)
〈F (x, t)F (x, t)〉β = 〈F (t)F (t′)〉β,vac
+
1
L2
∑
k 6=0
∑
k′ 6=0
〈f(k, t)f(k′, t′)〉β,exce2πi(k xL+k′ x
′
L
) (98)
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With the help of Eq.(19) the calculation of 〈f(k, t)f(k′, t′)〉β,exc is reduced to the
calculation of t.e.v. of currents which was done before (see e.g. Eq.(83)). So we
obtain
〈F (x, t)F (x′, t′)〉β = 〈F (t)F (t′)〉β,vac +m2G˜β,m(x¯, t¯) , (99)
where G˜β,m(x¯, t¯) is given in Eq.(87). From Eqs.(78) and (79) it follows that
〈F (t)F (t′)〉β,vac = m2G(0)β,m(t¯) , (100)
where G
(0)
β,m(t¯) is defined in Eq.(86). Finally we get using Eqs.(85) and (88):
〈F (x, t)F (x′, t′)〉β = (−∂2t¯ + ∂2x¯)Gβ,m(x¯, t¯) (101)
3.4 Thermodynamical expectation values of the gauge in-
variant fermion bilinears
From Eq.(39) using Eq.(B.14) we obtain in the excited sector
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψL(y)〉β,exc = e
∑
k>0[
1
k
− 1
2(|βx,y(k)|2+|βy,x(k)|2) coth
βE(k)
2 ]. (102)
Using the explicit form of βx,y given in Eq.(43) and Eq.(30) we get
|βx,y(k)|2 + |βy,x(k)|2 = 2
k
[
cosh 2α(k)− sinh 2α(k) cos 2pikx− y
L
]
= 2
[
1
E(k)
(
2pi
L
+
e2L
4pi2k2
)
− e
2L
4pi2E(k)k2
cos 2pik
x− y
L
]
. (103)
So
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψL(y)〉β,exc = exp


∑
k>0
[
1
k
− 2pi
LE(k)
coth
βE(k)
2
]
+ I(x− y)

 .(104)
where
I(x) ≡ −e
2L
4pi2
∑
k>0
coth βE(k)
2
E(k)k2
(
1− cos 2pik x
L
)
. (105)
The calculations of the expectation value in the vacuum sector are similar to those
of chiral condensate. From Eq.(39) we have
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψL(y)〉β,vac = − 1
L
〈U †+U−e−2πi
(x−y)
L
Q+〉β,vace−iπ
x−y
L . (106)
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From Eq.(52) it follows that
e−2πi
(x−y)
L
Q+ |En〉 =
∑
N
∫ 1
0
dA¯ΨN,n(A¯)e
−2πi (x−y)
L
(N−A¯−1/2)|N, A¯〉 . (107)
Then from Eq.(63) we get
〈En|U †+U−e−2πi
(x−y)
L
Q+ |En〉 =
∑
N
∫ 1
0
dA¯Ψ∗N+1,n(A¯)ΨN,n(A¯)e
−2πi (x−y)
L
(N−A¯−1/2) (108)
and from Eq.(26) and the Mehler formula (55) it follows
∑
n
〈En|U †+U−e−2πi
(x−y)
L
Q+ |En〉e−βEn =
(
ω
pi
)1/2
e−
βm
2
+βπ
6L (1− e−2βm)−1/2e−ω4 coth βm2
×∑
N
∫ 1
0
dA¯e−2πi
(x−y)
L
(N−A¯−1/2)e−ω(N−A¯)
2 tanh βm
2 . (109)
Now again extending the integration from [0,1] to (−∞,∞) we obtain that
〈U †+U−e−2πi
(x−y)
L
Q+〉β,vac = e−ω4 coth
βm
2 eπi
x−y
L e−
π2(x−y)2
ωL2
coth βm
2 (110)
and finally taking into account Eq.(67)
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψL(y)〉β = 〈ψ†RψL〉βe−
πm
4L
(x−y)2 coth βm
2
+I(x−y) . (111)
The same result we will obtain for 〈ψ†L(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β.
Now let us calculate 〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β. Using Eq.(B.14) once more we
obtain from Eq.(40):
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β,exc = e
∑
k>0[
1
k
− 1
2(|ρx,y(k)|2+|σy,x(k)|2) coth
βE(k)
2 ].
From Eqs.(44), (45) and (30) it follows that
|ρx,y(k)|2 + |σy,x(k)|2 = 2
E(k)
(
2pi
L
+
e2L
4pi2k2
) [
1− cos 2pik (x− y)
L
]
(112)
and
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β,exc = 〈ψ†RψL〉βe2πG¯β,m(x−y,0)+I(x−y) , (113)
where in the last step we used definitions of G¯β,m(x, 0) and I(x) given in Eqs.(85)-
(87) and Eq.(105), respectively and Eq.(67).
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In the vacuum sector from Eq.(40) we obtain
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β,vac = 1
L
〈e−2πi (x−y)L Q+〉β,vaceiπ
x−y
L , (114)
where
〈e−2πi (x−y)L Q+〉β,vac = 1
Zvac
∑
n
〈En|e−2πi
(x−y)
L
Q+ |En〉e−βEn
=
1
Zvac
∑
N
∫ 1
0
dA¯e−2πi
(x−y)
L
(N−A¯−1/2)∑
n
e−βEnΨ∗N,n(A¯)ΨN,n(A¯) . (115)
Again using the Mehler formula (55) and extending the integration interval to
(−∞,∞) we get
〈e−2πi (x−y)L Q+〉β,vac = e−πm4L (x−y)2 coth
βm
2 . (116)
Finally
〈ψ†R(x)eie
∫ x
y
A(x′)dx′
ψR(y)〉β
= 〈ψ†RψL〉βeπi
x−y
L
+2πG¯β,m(x−y,0)−πm4L (x−y)2 coth
βm
2
+I(x−y) (117)
Similarly we will get from Eq.(42):
〈ψ†L(x)eie
∫ x
y
A(x′)dx′
ψL(y)〉β
= 〈ψ†RψL〉βe−πi
x−y
L
+2πG¯β,m(x−y,0)−πm4L (x−y)2 coth
βm
2
+I(x−y) (118)
3.5 Densities correlation function 〈ψ¯(x, t)ψ(x, t)ψ¯(0, 0)ψ(0, 0)〉β
The t.e.v. 〈ψ¯(x, t)ψ(x, t)ψ¯(0, 0)ψ(0, 0)〉β is a sum of four t.e.v. 〈(1)〉β, 〈(2)〉β, 〈(3)〉β
and 〈(4)〉β, where
(1) ≡ ψ†R(x, t)ψL(x, t)ψ†R(0, 0)ψL(0, 0) ,
(2) ≡ ψ†L(x, t)ψR(x, t)ψ†R(0, 0)ψL(0, 0) ,
(3) ≡ ψ†R(x, t)ψL(x, t)ψ†L(0, 0)ψR(0, 0) ,
(4) ≡ ψ†L(x, t)ψR(x, t)ψ†L(0, 0)ψR(0, 0). (119)
The dependence of t comes from:
ψ†R(x, t)ψL(x, t) = e
itHψ†R(x)ψL(x)e
−itH , (120)
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where H is the Hamiltonian
H = Hvac +Hexc . (121)
E.g. for 〈(1)〉β we have
〈ψ†R(x, t)ψL(x, t)ψ†R(0, 0)ψL(0, 0)〉β,vac
= Z−1vacTrHvac
{
eitHvacψ†R(x)ψL(x)e
−itHvacψ†R(0)ψL(0)e
−βHvac
}
(122)
and
〈ψ†R(x, t)ψL(x, t)ψ†R(0, 0)ψL(0, 0)〉β,exc
= Z−1excTr
{
eitHexcψ†R(x)ψL(x)e
−itHexcψ†R(0)ψL(0)e
−βHexc
}
(123)
For the calculation of these averages we will use that part of ψ†R(x)ψL(x) which
contributes.
From bosonization formula (37) it follows that for the calculation of 〈· · ·〉β,exc we
may use instead of ψ†R(x)ψL(x) the following expression
e
∑
k>0{ 1k+βx(k)A†(k)−β⋆x(k)B†(k)−β⋆x(k)A(k)+βx(k)B(k)} (124)
Now we will use the formula (B.17) from Appendix B with the result:
〈(n)〉β,exc = exp

2
∑
k>0
(
1
k
− 2pi
LE(k)
coth
βE(k)
2
)

× exp

ζ4pi
∑
k>0
cos
(
2pik x
L
)
LE(k)
[
coth
βE(k)
2
cosh(itE(k))− sinh(itE(k))
]
 ,(125)
where ζ = −1 for n = 1, 4 and ζ = 1 for n = 2, 3.
Now we will prove that
〈(n)〉β,vac = 1
L2
e−
2π
Lm
coth mβ
2 eζ
2π
Lm(coth
mβ
2
cosh(itm))−sinh(itm)) , (126)
Let us calculate e.g. 〈(1)〉β,vac (for other (n)’s the calculations are the same)
〈ψ†R(x, t)ψL(x, t)ψ†R(0, 0)ψL(0, 0)〉β,vac
= Z−1vacTrHvac
{
eitHvacψ†R(x)ψL(x)e
−itHvacψ†R(0, 0)ψL(0, 0)e
−βHvac
}
= Z−1vac
∑
n,n′
e(it−β)nµe−itn
′µ〈En|ψ†R(x)ψL(x)|En′〉〈En′|ψ†R(0)ψL(0)|En〉 , (127)
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where we used the completeness of the states {|En〉} in the space Hvac∑
n
|En〉〈En| = 1. (128)
As a spectrum of the Hamiltonian Hvac we take {nm, n = 0, 1, . . .}, because the
constant terms in the spectrum (27) are not important for the t.e.v..
Again using (27) and the bosonization formula (37) we shall get
〈(1)〉β,vac = Z−1vac
∑
n,n′
e(it−β)nme−itn
′m 1
L2
× ∑
N,N ′
∫ 1
0
dA¯
∫ 1
0
dA¯′Ψ∗N ′,n(A¯
′)ΨN,n′(A¯)〈N ′, A¯′|U †+U−|N, A¯〉
× ∑
N1,N ′1
∫ 1
0
dA¯1
∫ 1
0
dA¯1
′
Ψ∗N ′1,n′(A¯
′
1)ΨN1,n(A¯1)〈N ′1, A¯′1|U †+U−|N1, A¯1〉 (129)
and with the help of (63)
〈(1)〉vac = Z−1vac
∑
n,n′
e(it−β)nme−itn
′m
× 1
L2
∫ 1
0
dA¯
∫ 1
0
dA¯1
∑
N,N1
Ψ∗N+1,n(A¯)ΨN,n′(A¯)Ψ
∗
N1+1,n′(A¯1)ΨN1,n(A¯1). (130)
Using the Mehler’s formula (55) twice in order to do the summations with respect
to n and n′ and using again Manton’s periodicity condition
∑
N
∫ 1
0
dA¯→
∫ ∞
−∞
dA¯
we obtain (126). The details of the calculations are given in the Appendix C.
From Eqs (125),(126),(68) and definitions (85),(86),(87) we obtain
〈(n)〉 = 〈(n)〉β,vac〈(n)〉β,exc = 1
4
(〈ψ¯(x)ψ(x)〉β)2eζ4πG¯β,m(x,t) (131)
and
〈ψ¯(x, t)ψ(x, t)ψ¯(0)ψ(0)〉β = (〈ψ¯(x)ψ(x)〉β)2 cosh 4piG¯β,m(x, t) (132)
3.6 Correlation function for the product of n-chiral scalars
We introduce chiral scalars
Sζ(x) ≡ ψ†ζ(x)ψ−ζ(x) , (133)
25
where ζ = ±1, ψ+1(x) ≡ ψ+(x) ≡ ψL(x) and our aim is to calculate the t.e.v. of the
product of n such operators at arbitrary times. We will prove the following formula:
〈
n∏
α=1
Sζα(xα, tα)〉β = (〈Sζ〉β)n exp

−4pi
∑
α,β,α<β
ζαζβGβ,m(xα − xβ, tα − tβ)

 , (134)
where 〈Sζ〉β is given in Eq.(67) and can be rewritten as
〈Sζ〉β = − 1
L
exp

−2piG(0)β,m(0) +
∑
k>0
1
k
− 2piG˜β,m(0, 0)

 . (135)
Functions Gβ,m(x, t), G
(0)
β,m(t) and G˜β,m(x, t) are defined in Eqs.(85) - (87). Namely
we will prove that
〈
n∏
α=1
Sζα(xα, tα)〉β,vac
=
(−1)n
Ln
exp

−2pinG(0)β,m(0)− 4pi
∑
α,β,α<β
ζαζβG
(0)
β,m(tα − tβ)

 (136)
and
〈
n∏
α=1
Sζα(xα, tα)〉β,exc = exp

n

∑
k>0
1
k
− 2piG˜β,m(0, 0)


−4pi ∑
α,β,α<β
ζαζβG˜β,m(xα − xβ , tα − tβ)

 . (137)
Then due to the general statement expressed by Eq.(48) and using the explicit forms
of the Green functions given in Eqs.(85)- (87) the formula (134)will be obtained.
In order to prove (136) let us first find the representation of the chiral operator
Sζ(x) in the vacuum Hilbert space Hvac which has the basis {|En〉}. From Eqs.(52)
and (37) we have for the matrix element of the chiral operator:
〈En′|Sζ(x)|En〉 = − 1
L
∑
N,N ′
∫ 1
0
dA¯
∫ 1
0
dA¯′Ψ∗N ′,n′(A¯
′)ΨN,n(A¯)〈N ′, A¯′|U †ζU−ζ |N, A¯〉
Since
〈N ′, A¯′|U †ζU−ζ|N, A¯〉 = δN ′,N+ζδ(A¯′ − A¯) (138)
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we obtain
〈En′|Sζ(x)|En〉 = − 1
L
∑
N
∫ 1
0
dA¯Ψ∗N+ζ,n′(A¯)ΨN,n(A¯)
= − 1
L
∑
N
∫ 1
0
dA¯ψ∗n′(A¯−N − ζ + 1/2)ψn(A¯−N + 1/2) , (139)
where we used Eqs.(26) and (B.6). Now we can again extend the integration to the
whole interval (−∞,∞) getting (see Eq.(B.7))
〈En′ |Sζ(x)|En〉 = − 1
L
∫ ∞
−∞
dA¯ψ∗n′(A¯− ζ)ψn(A¯) = −
1
L
〈En′|e−iζPvac|En〉 , (140)
where
Pvac = i
√
ω
2
(a† − a) (141)
is a momentum which corresponds to the vacuum HamiltonianHvac given in Eq.(79).
So we see that the chiral operator Sζ(x) in the vacuum space Hvac can be repre-
sented by the operator − 1
L
e−iζPvac. Using this fact we can rederive the formula (64)
straightforwardly
〈Sζ〉β,vac = − 1
L
〈e−iζPvac〉β,vac = − 1
L
〈eζ
√
2π
Lm
(a†−a)〉β,vac = − 1
L
e−
π
mL
coth(βm2 ) , (142)
where again Eq.(B.14) was used. Then
〈
n∏
α=1
Sζα(xα, tα)〉β,vac =
(−1)n
Ln
〈
n∏
α=1
eiHvactαe−iζαPvace−iHvactα〉β,vac
=
(−1)n
Ln
〈
n∏
α=1
eζα[a
†f(tα)−af∗(tα)]〉β,vac , (143)
where f(tα) =
2π
Lm
eimtα and we used explicit form Eq.(141) of the momentum Pvac
and formula (B.16).
Furthermore with the help of the formula : eAeB = eA+B+
1
2
[A,B] if [A,B] is a
c-number we get
〈
n∏
α=1
Sζα(xα, tα)〉β,vac =
(−1)n
Ln
〈ea†
∑n
α=1
ζαf(tα)−a
∑n
α=1
ζαf∗(tα)〉β,vac
× exp ∑
α,β,α<β
ζαζβ
2pi
Lm
sinh[im(tα − tβ)] . (144)
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Now we can use Eq.(B.14) with the result:
〈
n∏
α=1
Sζα(xα, tα)〉β,vac
=
(−1)n
Ln
exp

− pinLm coth
βm
2
− 2pi
Lm
∑
α,β,α<β
ζαζβ coth
βm
2
cosh[im(tα − tβ)]


× exp ∑
α,β,α<β
ζαζβ
2pi
Lm
sinh[im(tα − tβ)] . (145)
This is the formula (136) if we use Eq.(86).
For the excited sector from Eq.(37) we get
〈
n∏
α=1
Sζα(xα, tα)〉β,exc = exp

n∑
k>0
1
k


×〈
n∏
α=1
eζα
∑
kα>0
[βα(kα)A†(kα)−β∗α(kα)B†(kα)−β∗α(kα)A(kα)+βα(kα)B(kα)]〉β,exc , (146)
where
βα(k) =
1√
k
(coshα(k)− sinhα(k)) e−2πik xαL +iE(k)tα . (147)
Now using Eq.(B.17) and the fact that from Eq.(30)
(coshα(k)− sinhα(k))2 = 2pik
LE(k)
(148)
we get
〈
n∏
α=1
Sζα(xα, tα)〉β,exc = exp

n
∑
k>0
(
1
k
− 2pi
LE(k)
coth
βE(k)
2
)

× exp

−4pi
∑
α,β,α<β
ζαζβ
∑
k>0
cos
(
2pik
(xα−xβ)
L
)
LE(k)
×
[
coth
βE(k)
2
cosh[i(tα − tβ)E(k)]− sinh[i(tα − tβ)E(k)]
]}
(149)
and this is the formula (137) if we use Eq.(87).
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4 Relation between path integral and Hamilto-
nian approaches
In Eq.(85) the t.e.v. of the product of two free quantum neutral massive scalar fields
A(x, t) on a circle at different space-time points was presented. In order to make
a transition to Eucledian space-time (with the space-time coordinates (x1, x2)) we
should make the following substitutions (analytical continuation in time)
x→ x1, L→ L1, t→ −ix2, β → L2 . (150)
Then the propagator of this field on the Eucledian torus will be defined as
〈A(x1, x2)A(x′1, x′2)〉 = θ(x2 − x′2)〈A(x1, t)A(x′1, t′)〉β|t=−ix2, t′=−ix′2
+ θ(x′2 − x2)〈A(x′1, t′)A(x1, t)〉β|t=−ix2, t=−ix′2
= θ(x2 − x′2)Gβ,m(x1 − x′1,−i(x2 − x′2))
+ θ(x′2 − x2)Gβ,m(x′1 − x1,−i(x′2 − x2))
=
1
2L1
∑
k
e
2πik
(x1−x′1)
L1 cosh
[
E(k)
(
L2
2
− |x2 − x′2|
)]
E(k) sinh
(
L2E(k)
2
)
= Gm(x1 − x′1, x2 − x′2) , (151)
where we used Eqs.(85) and (73). Now if in addition to substitutions (150) we make
substitutions
∂x → ∂1, ∂t → i∂2, j0(x, t)→ −ij2(x1, x2), j1(x, t)→ j1(x1, x2),
F01(x, t)→ iF12(x1, x2), Gβ,m(x¯, t¯)→ Gm(x¯1, x¯2) (152)
we will get the results obtained in the results of path integral Lagrangian approach
in Euclidean space-time [6], [7], [9] from the results obtained in this section.
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Appendix A. Bosonization of the fermionic operators on the circle
Let us first consider the bosonization of fermion field with positive chirality (right
movers) described by operators aˆ(m). From Eqs.(8) and (11) we have the following
commutation relations for k > 0
[jˆ+(k), aˆ(m)] = −aˆ(m+ k), (A.1a)
[jˆ†+(k), aˆ(m)] = −aˆ(m− k). (A.1b)
Then for the fermion field with positive chirality ψˆR(x) =
∑
m aˆ(m)φR,m(x) we
get
[jˆ+(k), ψˆR(x)] = −e−2πik xL ψˆR(x), (A.2a)
[jˆ†+(k), ψˆR(x)] = −e2πik
x
L ψˆR(x). (A.2b)
Thus ψˆR(x) field can be represented in the following form
ψˆR(x) = Oˆ+(x)e
−Aˆ†(x)eAˆ(x), (A.3)
where
Aˆ(x) =
∞∑
k=1
1
k
jˆ+(k)e
2πik x
L (A.4)
and Oˆ+(x) commutes with all jˆ+(k) and jˆ
†
+(k)(k > 0). As ψˆR(x) reduces the number
of right movers by one the operator Oˆ+(x) must also have this property. So acting
on the RDSS one gets:
Oˆ+(x)|N+, N−; A¯〉 = C+(x,N+)|N+ − 1, N−; A¯〉, (A.5)
where C+(x,N+) is a c-number, which can be found from the value of the matrix
element
〈N+ − 1, N−; A¯|ψˆR(x)|N+, N−; A¯′〉. (A.6)
Since
〈N+ − 1, N−; A¯|aˆ(k)|N+, N−; A¯′〉 = δk,N+−1δ(A¯− A¯′) (A.7)
we get from (A.3), (A.5) and (A.7) that
C+(x,N+) = φN+−1(x) (A.8)
From (A.5) it follows that the operator
Uˆ+ ≡ Oˆ+(x)C−1+ (x,N+) (A.9)
=
√
LOˆ+(x)e
−2πi x
L
(N+−1)−ie
∫ x
0
A(x′)dx′+2πiA¯ x
L
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is independent of x and has the property
Uˆ+aˆ
†(k)Uˆ−1+ = aˆ
†(k − 1). (A.10)
We see that this ’vacuum changing operator’ Uˆ+ is unitary
Uˆ+Uˆ
†
+ = Uˆ
†
+Uˆ+ = 1 (A.11)
and for an arbitrary function f of the ’number operator” f(Nˆ+) we have
Uˆ+f(Nˆ+) = f(Nˆ+ + 1)Uˆ+. (A.12)
Using the relation Qreg+,v = N+ − A¯− 1/2 we can introduce the (regularized) charge
operator Qˆ+ and
Oˆ+(x) =
1√
L
Uˆ+e
2πi x
L
Qˆ+−iπ xL+ie
∫ x
0
A(x′)dx′ . (A.13)
From (A.12) it follows that
[Uˆ+, Qˆ+] = Uˆ+. (A.14)
Now we may formally introduce the operator Pˆ+ canonically conjugate to Qˆ+
[Qˆ+, Pˆ+] = i. (A.15)
Then Uˆ+ may be represented as
Uˆ+ = e
iPˆ+ (A.16)
and
eiPˆ+ |N+, N−; A¯〉 = |N+ − 1, N−; A¯〉 (A.17)
From (A.3),(A.4) and (A.13) we get the bosonization formula
ψˆR(x) =
1√
L
Uˆ+e
2πi x
L
Qˆ+−iπ xL+ie
∫ x
0
A(x′)dx′ (A.18)
× e−
∑∞
k=1
1
k
jˆ†+(k)e
−2πik x
L e
∑∞
k=1
1
k
jˆ+(k)e
2πik x
L
or
ψˆR(x) =
1√
L
Uˆ+ : e
−i2√πϕˆ+(x) :, (A.19)
where
ϕˆ+(x) = ˆ˜ϕ+(x)−
1
2
√
pi
[
2pi
x
L
Qˆ+ − pi x
L
+ e
∫ x
0
A(x′)dx′
]
(A.20)
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and
ˆ˜ϕ+(x) =
1
2
√
pi
∑
k 6=0
1
ik
jˆ†+(k)e
−2πik x
L (A.21)
The normal ordering :: is taken with respect to the currents jˆ+(k) and jˆ
†
+(k), which
obey the commutation relation Eq.(12). The periodicity of ψˆR(x) given in (A.19)
follows from the equality (see (A.21)
−i2√piϕˆ+(L) = −i2
√
piϕˆ+(0) + 2pii(Qˆ+ − 1/2 + A¯) (A.22)
and the fact that acting on a vacuum state
(Qˆ+ − 1/2 + A¯)|N, A¯〉 = (N − 1)|N ; A¯〉. (A.23)
For the fermion field with negative chirality (left movers) described by the operators
bˆ(m) the calculations are very similar. Since for k > 0
[jˆ−(k), bˆ(m)] = −bˆ(m+ k), (A.24a)
[jˆ†−(k), bˆ(m)] = −bˆ(m− k), (A.24b)
for ψˆL(x) =
∑
m bˆ(m)φL,m(x) we get
[jˆ−(k), ψˆL(x)] = −e−2πik xL ψˆL(x) (A.25a)
[jˆ†−(k), ψˆL(x)] = −e2πik
x
L ψˆL(x) (A.25b)
and ψˆL(x) field can be represented as
ψˆL(x) = Oˆ−(x)e−Bˆ
†(x)eBˆ(x), (A.26)
where
Bˆ(x) =
∞∑
k=1
1
k
jˆ†−(k)e
−2πik x
L (A.27)
Oˆ−(x) commutes with all jˆ−(k) and jˆ
†
−(k) and has the property
Oˆ−(x)|N+, N−; A¯〉 = C−(x,N−)|N+, N−; A¯〉, (A.28)
where C−(x,N−) is a c-number which can be found from
〈N+, N− + 1; A¯|ψˆL(x)|N+, N−; A¯′〉. (A.29)
Since
〈N+, N− + 1; A¯|bˆ(k)|N+, N−; A¯′〉 = δk,N−δ(A¯− A¯′) (A.30)
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we get
C−(x,N−) = φN−(x). (A.31)
From (A.28) it follows that the operator
Uˆ− ≡ Oˆ−(x)C−1− (x,N−) (A.32)
=
√
LOˆ−(x)e
−2πi x
L
Nˆ−−ie
∫ x
0
A(x′)dx′+2πiA¯ x
L
is independent of x and has the property
Uˆ−bˆ†(k)Uˆ−1− = bˆ
†(k + 1). (A.33)
The operator Uˆ− is a unitary operator
Uˆ−Uˆ
†
− = Uˆ
†
−Uˆ− = 1 (A.34)
and for an arbitrary function of the number operator f(Nˆ−) we have
Uˆ−f(Nˆ−) = f(Nˆ− − 1)Uˆ−. (A.35)
Using the relationQreg−,v = −N−+A¯+1/2 we write Oˆ−(x) in terms of the (regularized)
charge operator Qˆ−
Oˆ−(x) =
1√
L
Uˆ−e
−2πi x
L
Qˆ−+iπ xL+ie
∫ x
0
A(x′)dx′ . (A.36)
From (A.35) it follows that
[Uˆ−, Qˆ−] = Uˆ−. (A.37)
Introducing Pˆ− such that
[Qˆ−, Pˆ−] = i (A.38)
we may write Uˆ− as follows
Uˆ− = eiPˆ− (A.39)
and
eiPˆ−|N+, N−; A¯〉 = |N+, N− + 1; A¯〉. (A.40)
So in analogy with (A.19) we may write
ψˆL(x) =
1√
L
Uˆ− : e−i2
√
πϕˆ−(x) :, (A.41)
where
ϕˆ−(x) = ˆ˜ϕ−(x) +
1
2
√
pi
[
2pi
x
L
Qˆ− − pi x
L
− e
∫ x
0
A(x′)dx′
]
(A.42)
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and
ˆ˜ϕ−(x) =
1
2
√
pi
∑
k 6=0
1
ik
jˆ−(k)e2πik
x
L (A.43)
The normal ordering :: is taken with respect to the currents jˆ†−(k) and jˆ−(k), which
obey the commutation relations Eq.(12).
The periodicity of ψˆL(x) given by Eq.(A.41) follows from the equality
−i2√piϕˆ−(L) = −i2
√
piϕˆ−(0)− 2pii(Qˆ− − 1/2− A¯) (A.44)
We know that acting on a vacuum state |N, A¯〉
(Qˆ− − 1/2− A¯)|N, A¯〉 = −N |N, A¯〉. (A.45)
In order to make fields with the different chirality to anticommute we will introduce
for the field ψˆL(x) a so-called Klein factor
Cˆ− = eiπ(Qˆ++Qˆ−) (A.46)
and ψˆL(x) will take a form
ψˆL(x) =
1√
L
Cˆ−Uˆ− : e−i2
√
πϕˆ−(x) : . (A.47)
Introduction of the Klein factor could only change the sign in the matrix element
(A.29) or (A.30). Such a change is permited since different RDSS could have differ-
ent phases which are not fixed a priori.
Appendix B. Thermodynamics of Harmonic Oscillator
In this appendix we present t.e.v. for some operators in the simple theory of a
one-dimensional harmonic oscillator with the Hamiltonian
H = −1
2
d2
dx2
+
ω2x2
2
, −∞ < x <∞ . (B.1)
In terms of creation (a†) and annihilation (a) operators which obey the standard
commutation relation
[a, a†] = 1 (B.2)
it has a form
H = ω(a†a +
1
2
), (B.3)
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and for the coordinate and momentum operators we have
x =
1√
2ω
(a+ + a) , (B.4)
p = i
√
ω
2
(a+ − a) , (B.5)
respectively. Eigenfunctions of the Hamiltonian in the coordinate representation are
〈x|En〉 = ψn(x) =
(
ω
pi
)1/4 1
(2nn!)1/2
Hn(
√
ωx)e−
ω
2
x2 . (B.6)
Note that in this theory∫
ψ∗n′(x− ζ)ψn(x)dx =
∫
〈En′ |x− ζ〉〈x|En〉dx
=
∫
〈En′|e−iζp|x〉〈x|En〉dx = 〈En′ |e−iζp|En〉 (B.7)
since e−iζp|x〉 = |x− ζ〉.
T.e.v. of any operator f(a†, a)
〈f(a†, a)〉β = Z−1Tr
(
f(a†, a)e−βH
)
, (B.8)
where Z = Tr
(
e−βH
)
is a partition function, can be easily calculated with the help
of the formulae
〈(a†)kam〉β = k!(〈a†a〉β)kδkm = k!(n(ω))kδkm , (B.9)
〈a†a〉β = n(ω) = 1
eβω − 1 , (B.10)
〈aa†〉β = 1
1− e−βω . (B.11)
For the partition function Z we have
Z = Tr
(
e−βH
)
=
[
2 sinh
βω
2
]−1
. (B.12)
With the help of (B.8) we obtain e.g.
〈eαa†eγa〉β =
∑
k,m
αkγm
k!m!
〈(a†)kam〉β =
∑
k
(αγ)k
k!
(〈a†a〉β)k = eαγ〈a†a〉β = eαγn(ω) .
(B.13)
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Then
〈eαa†+γa〉β = 〈eαa†eγa〉βe
1
2
αγ = eαγ(n(ω)+
1
2
) = e
1
2
αγ coth(
1
2
βω) , (B.14)
where we have used BH formula: if [A,B] is a c-number
eA+B = eAeBe−
1
2
[A,B] . (B.15)
The following formula
eza
†af(a†, a)e−za
†a = f(eza†, e−za) . (B.16)
can be used for finding time dependence of the operators and in the calculations of
thermodynamical correlators.
For two independent harmonic oscillators with the same frequencies, which are
described by the Hamiltonian H = ωa†a + ωb†b (we omit the constant terms which
are not important for t.e.v.) with the help of Eqs.(B.14)and (B.16) we can get
〈
n∏
α=1
eitαHeγαa
†−γ∗αa−γ∗αb†+γαbe−itαH〉β
= exp
{
−
n∑
α=1
|γα|2 coth βω
2
− ∑
α,δ(α<δ)
(γαγ
∗
δ + γ
∗
αγδ)
[
coth
βω
2
coshω(itα − itδ)
− sinhω(itα − itδ)
]}
(B.17)
The second sum in {. . .} exists only if n ≥ 2.
Appendix C
We have two sums
S1 =
∞∑
n=0
e−(β−it)nmΨ∗N+1,n(A¯)ΨN1,n(A¯1) (C.1)
and
S2 =
∞∑
n=0
e−itnmΨ∗N1+1,n(A¯1)ΨN,n(A¯) (C.2)
Let us first calculate S2. From (26)) we have
S2 =
(
ω
pi
)1/2
e−
x2
2
− y2
2
∞∑
n=0
Hn(x)Hn(y)
ξn
2nn!
, (C.3)
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where
x ≡ √ω(N1 − A¯1 + 1/2), y ≡
√
ω(N − A¯− 1/2), ξ ≡ e−itm
Using the Mehler’s formula (55) we get
S2 =
(
ω
pi
)1/2
(1− ξ2)−1/2 exp[2xyδ − (x2 + y2)γ] , (C.4)
where
γ ≡ 1 + ξ
2
2(1− ξ2) =
1
2
coth(itm), δ ≡ ξ
1− ξ2 =
1
2 sinh(itm)
For the first sum we get the similar expression
S1 =
(
ω
pi
)1/2
(1− ξ˜2)−1/2 exp[2x˜y˜δ˜ − (x˜2 + y˜2)γ˜] , (C.5)
where
x˜ =
√
ω(N − A¯ + 1/2), y˜ = √ω(N1 − A¯1 − 1/2), ξ˜ = e−(β−it)m,
γ˜ ≡ 1 + ξ˜
2
2(1− ξ˜2) , δ˜ ≡
ξ˜
1− ξ˜2
Integrations
Let us first consider the integral with respect to A¯ and the sum with respect to
N . The variables which contain A¯ and N are x˜ and y (x˜ = y +
√
ω). From (130),
(C.5) and (C.4) it follows that we should calculate the sum and the integral
I1 ≡
∑
N
∫ 1
0
dA¯e2xyδ−y
2γ+2x˜y˜δ˜−x˜2γ˜
= e2
√
ωy˜δ˜−ωγ˜∑
N
∫ 1
0
dA¯e−y
2(γ+γ˜)+2y(xδ+y˜δ˜−√ωγ˜)
Using Manton’s perodicity condition (24) we can again substitute
∑
N
∫ 1
0
dA¯→
∫ ∞
−∞
dA¯
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and
I1 =
√
pi
ω(γ + γ˜)
e2
√
ωy˜δ˜−ωγ˜e
(xδ+y˜δ˜−√ωγ˜)2
γ+γ˜ . (C.6)
Now we should do the summation with respect to N1 and integration with respect
to A¯1. The variables which contain N1 and A¯1 are y˜ and x (x = y˜ +
√
ω) and we
must calculate
I =
∑
N1
∫ 1
0
dA¯1I1(x, y˜)e
−x2γ−y˜2γ˜
The result is
I =
√
pi
ω(γ + γ˜)
√
pi
a
e−ω(γ+γ˜)e
b2
a e
ω(δ−γ˜)2
γ+γ˜ , (C.7)
where
a ≡ ω
[
(γ + γ˜)2 − (δ + δ˜)2
]
γ + γ˜
, (C.8)
b ≡ ω[(δ + δ˜)(δ − γ˜)− (γ − δ˜)(γ + γ˜)]
γ + γ˜
. (C.9)
So for 〈(1)〉vac in (130) we finally get
〈(1)〉vac = Z−1vac
1
L2
1√
(γ + γ˜)2 − (δ + δ˜)2
1√
(1− ξ2)(1− ξ˜2)
× exp
[
−ω(γ + γ˜) + ω (δ − γ˜)
2
γ + γ˜
+
b2
a
]
. (C.10)
The rest of the calculations is just to do some simplfications dealing with hyperbolic
functions
δ + δ˜ = A1(γ + γ˜), δ − γ˜ = A2(γ + γ˜), γ − δ˜ = A3(γ + γ˜), (C.11)
where
A1 ≡
cosh
(
β
2
− it
)
m
cosh β
2
m
(C.12)
A2 ≡ sinh(β − it)m− cosh(β − it)m sinh itm
sinh βm
(C.13)
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A3 ≡ cosh itm sinh(β − it)m− sinh itm
sinh βm
(C.14)
Note that
A3 = A2 − A1 + 1 . (C.15)
The expression for a in (C.8) is simple
a = ω tanh
βm
2
, (C.16)
γ + γ˜ =
a
ω(1−A21)
=
sinh βm
2
cosh βm
2
sinh(β − it)m sinh itm (C.17)
For b defined in (C.9) we have
b = ω[A1A2 −A3](γ + γ˜)
and using (C.15)
b = ω(A1 − 1)(1 + A2)(γ + γ˜) (C.18)
and for b2/a we get
b2
a
= ω
(
1−A1
1 + A1
)
(1 + A2)
2(γ + γ˜) (C.19)
and for the whole exponent in (C.10) we get
−ω(γ + γ˜) + ω (δ − γ˜)
2
γ + γ˜
+
b2
a
= 2a
(1 + A2)
(1 + A1)
(A2 −A1)
(1−A21)
= −ω
2
coth
mβ
2
− ω
2
(
coth
mβ
2
coshmit− sinhmit
)
(C.20)
and this is the exponent in (126) when ζ = −1.
For the factor in front of the exponential function in (C.10) we should use
(γ + γ˜)2 − (δ + δ˜)2 = sinh
2 βm
2
sinh(β − it)m sinh itm (C.21)
1√
(1− ξ2)(1− ξ˜2)
=
1√
ξξ˜
(
1
ξ
− ξ
) (
1
ξ˜
− ξ˜
)
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=
e
βm
2√
4 sinh(β − it)m sinh itm
(C.22)
The vacuum partition function in these calculations is
Zvac =
e
βm
2
2 sinh βm
2
(C.23)
since in the Hamiltonian Hvac we omitted the constant terms.
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