Abstract-Considered are -ary bent functions having the form
I. INTRODUCTION

B
OOLEAN bent functions were introduced by Rothaus in 1976 as an interesting combinatorial object with the important property of having the maximum Hamming distance to the set of all affine functions. Later, the research in this area was stimulated by the significant relation to the following topics in computer science: coding theory, sequences, and cryptography (design of stream ciphers and -boxes for block ciphers). Kumar, Scholtz, and Welch in [1] generalized the notion of Boolean bent functions to the case of functions over an arbitrary finite field. Complete classification of bent functions looks hopeless even in the binary case. In the case of generalized bent functions things are naturally much more complicated. However, many explicit methods are proved for constructing bent functions either from scratch or based on other, simpler bent functions.
Given a function mapping GF to GF , the direct and inverse Walsh transform operations on are defined at a point by the following respective identities: and elements of GF are considered as integers modulo . In the sequel, is also used to denote the Walsh transform coefficient of a function that depends on parameter when it is clear from the context which function we mean. Let denote the number of solutions of the equation for GF and GF . Then (1) According to [1] 
where denotes the Legendre symbol that is equal to if divides (in particular, ), equal to if is a square modulo , and to otherwise. Combining (1), (2) , and (3) we get that for any GF Therefore, for a bent function of an odd number of variables and a fixed , the difference between and is equal to for a half of those and is equal to for the rest. In particular,
. Thus, takes on three different values.
Following the definition of a bent function, the standard method for proving that a function is bent would be to evaluate the absolute square of its Walsh coefficients. However, this technique does not help in telling if the function is (weakly) regular. Citing the recent work [2] by Hou, "it appears that all known -ary bent functions are weakly regular." In the current paper, we not only describe new classes of bent functions but also prove a stronger property that they are (weakly) regular. We also give the proof of (weak) regularity for a general quadratic case. An interesting open problem remains to prove that Coulter-Matthews monomial bent functions are (weakly) regular since this claim is currently supported only by the direct computations. Moreover, we have also found an example of a ternary bent function that is not weakly regular, which is the first example of this kind (see Fact 1) .
There are only a few proven cases of monomial bent functions. These are Sidelnikov, Kumar-Moreno [3] , Kasami [5] , Kim et al. [6] , and Coulter-Matthews [7] bent functions. Note that all these functions, except Coulter-Matthews case, are quadratic. In Section II, we describe a new class of ternary (i.e., ) monomial regular nonquadratic bent functions that can be seen as a -ary version of Boolean bent functions first described by Dillon in [8] . Whether such functions exist in the general nonternary case poses an interesting open problem of deciding whether a certain Kloosterman sum can take on the value . The following conjecture describes another new class of ternary nonquadratic bent functions (see [9] for a partial proof where is a primitive 4th root of unity over GF .
In Section III, we prove the general Gold-like form of a monomial quadratic bent function that covers the Sidelnikov, Kumar-Moreno, Kasami, and Kim et al. cases. We also evaluate the exact value of the Walsh transform coefficients for Sidelnikov and Kasami bent functions. Our computations (see Section V) point to the fact that there are no other examples of monomial bent functions that, up to cyclotomic equivalence, are not covered by the previously known classes plus the new families described in this paper and listed in Table I . In Section IV we prove some criteria for quadratic functions to be bent and show that all quadratic bent function are (weakly) regular. A particular class of quadratic bent functions was earlier described in [6] with the proof that contained some inaccuracies and relied on a formidable theoretical background. The results we present here include this known class as a special case while the given proof is self-contained. In Section V, we provide computational results, describe some tricks helping to improve the efficiency of the computer search for generalized bent functions, and give an example of a not weakly regular ternary bent function.
II. NONBINARY DILLON BENT FUNCTIONS
We start by proving the result that is not immediately related to the subject of this paper. It will be used further to describe a new class of bent functions. Moreover, this result is of theoretical interest in itself since it gives an important characterization of the weight distribution of irreducible cyclic codes of a special type.
According to [4 The last identities together with (5) lead to the claimed result. Now, using the result of Theorem 1, we can prove the criterion for a new family of -ary bent functions in terms of the Kloosterman sums. This family can be considered as a -ary version of the known class of Boolean bent functions that was first described by Dillon in [8] . The canonical additive character of GF [4, p. 190 ] is defined by for GF .
Theorem 2:
Let and be an arbitrary positive integer with and for an odd prime . Then for any nonzero GF , the -ary function mapping GF to GF , and given by (6) is bent if and only if the following Kloosterman sum over GF satisfies (7) where is the canonical additive character of GF . Moreover, if (7) (7) holds for and then (7) also holds for and since Finally, if (7) holds then the Walsh transform coefficient of the function evaluated at is equal to Therefore, is a regular bent function. Now prove that condition (7) is necessary for function to be bent. Take a bent function . Then by (2), and by (8) where are integer coefficients at the corresponding powers of . It is well known that is the minimal polynomial of over the rational numbers and thus, all coefficients should be equal. which is a contradiction. We are left with the only possibility when and that leads to which was earlier proved to be equivalent to (7) .
Note that the extreme case when and , i.e., gives two cyclotomic equivalent Dillon exponents and that correspond to the quadratic bent function of the Sidelnikov type (see Corollary 3) .
Let denote the number of coordinates equal to GF in the codeword Then since and for
Corollary 1:
In the ternary case (i.e., when ) and given the conditions of Theorem 2, there exists at least one GF such that function (6) is bent. Moreover, (6) is bent if and only if the Hamming weight of the codeword is equal to , where is a primitive element of GF . In this case, (6) is a regular bent function.
Proof: Note that the set of codewords for all GF makes up a irreducible cyclic code over GF (see [4, p. 484] ). According to the result of Katz [11, Theorem 2.1] (unfortunately, the proof has not yet been published and the result was confirmed through personal communication), the set of Kloosterman sums for all nonzero GF is equal to the set of all integers in the range and equal to modulo . In particular, there exists at least one GF such that (since the norm function maps GF onto GF ). In the ternary case, condition (7) takes on the form , taking into account Theorem 1, since and as was noted above. We also have the second equation
The only solution satisfying these two equations is and .
We were not able to find any examples when condition (7) holds in a nonbinary and nonternary case. Here we want to mention the known conjecture of Helleseth [12, Conjecture 5.1] that if then the periodic correlation of an -sequence and its -decimation contains the value . Note that the set of Kloosterman sums is equal to the periodic correlation of an -sequence and its reverse (so ). Only in the binary and ternary cases and it is known that the Kloosterman sum always takes on the value for these values of (see [13, Theorem 3.4] and [11, Theorem 2.1]). However, the conjecture in the opposite direction is not true (concrete examples can be found, e.g., , , ). But if it were true for then the Kloosterman sum would never be equal to in a nonbinary and nonternary case, which means that there would be no bent functions having the form (6) for .
III. QUADRATIC MONOMIAL BENT FUNCTIONS
In this section, we consider quadratic monomial functions with the exponent of the Gold type. These functions can also be analyzed using a more general result provided by Proposition 2. However, our particular approach to the quadratic monomial bent functions allows to derive more explicit requirements on the value of the coefficient . Moreover, this result provides the generalization for the known monomial cases of -ary bent functions due to Sidelnikov, Kumar-Moreno, Kasami, and Kim et al. We also study closely the property of bent functions to be (weakly) regular. To that end, we prove that some of the known constructions of quadratic bent functions lead to (weakly) regular functions and give the exact value of the Walsh transform coefficients for Sidelnikov and Kasami cases. We start with the following lemmas. Let denote the (additive) -adic valuation of integer (i.e., the maximal power of dividing ). Let be a primitive element of GF and for GF define as the unique integer with and . [14] for the proofs).
Theorem 3:
Let GF be nonzero and a prime be odd. Then for any , the quadratic -ary function mapping GF to GF and given by (9) is bent if and only if (10) where and is a primitive element of GF . Moreover, if (10) holds, then is a (weakly) regular bent function. The magnitude of can be determined using Lemma 2 given the concrete values of and .
Proof: Here we apply the classical squaring method for proving that the function is bent. For instance, the Kumar-Moreno case (see [15, Theorem 7.6] ) is proved similarly.
The Walsh transform coefficient of the function evaluated at is equal to
GF
The absolute square of a complex number is equal to the product of this number and its complex conjugate. [7, Theorem 3.4] ). This case was recently extended in [18] where it was proved that with any GF is a perfect nonlinear function over GF when is odd. Moreover, up to equivalence, these are all currently known perfect nonlinear functions from GF to GF for an odd prime .
IV. QUADRATIC BENT FUNCTIONS
First multinomial -ary bent functions were constructed from the planar function found in [7, Theorem 3.4] . These bent functions are ternary and quadratic having the form with arbitrary nonzero GF when is odd or . Extension of this class is provided in [18] (see Note 2) . Another class of quadratic functions was discovered and presented in [6] with a proof that was based on such a powerful tool as Deligne's theorem. These are the only known examples of multinomial bent functions. In this section, we prove two criteria for an arbitrary quadratic function over GF to be bent and show that all quadratic bent function are (weakly) regular. Results from [6] are covered as a special case while the technique we use here is much easier. At the same time, we point out and fix an inaccuracy found in the proof of Theorem 2 in [6] .
Any function mapping GF to itself has a unique representation as a univariate polynomial over GF of degree smaller than , i.e., Proof: Choose and fix a basis of GF over GF and let be the expansion of in this basis. The boldface GF , where the superscript denotes the transpose of a matrix, is used to denote the coefficients of this expansion. Take a quadratic -ary function represented by its ANF. Then is equal to the sum of a quadratic form and an affine part. Let be the coefficient matrix of the quadratic form associated with . If is odd then can be made symmetric and we can write for some GF and GF . It is obvious that if we take then and is a (weakly regular) bent function if and only if such is function . Therefore, it can be assumed that the affine part of is zero. Consider the set of equations for all GF and a fixed GF . We can write these as follows: (12) This equation has the same number of solutions as (12) . Define
Assume that the quadratic form associated with is nondegenerate, i.e., . Consider separately two cases. First let be even. Then, by [4, Theorem 6 .26], for a fixed , the values of are all equal except for that differs from the rest by , where . Therefore, by (1) since (obviously, is a square modulo if and only if is even, where is a positive integer coprime to ). On the other hand, when is odd then by (1) and [4, Theorem 6.27] where if and otherwise. These identities completely agree with (2) and prove that is a bent function. The sign of does not depend on which means that is a (weakly) regular bent function.
It remains to prove that a quadratic function consisting of a degenerate quadratic form is not bent. Indeed, let be the rank of the quadratic form that is equal to the rank of and . Then the above equations for also hold if we take instead of and multiply the right-hand sides by . This way we get that is never equal unless .
For any quadratic -ary bent function let be the coefficient matrix of the quadratic form associated with . Define the determinant of (denoted as ) being equal to the determinant of . Defined in such a way, is nonzero and depends on the basis of GF over GF that we choose to represent . Changing from one basis to another results in equivalent transformations of the quadratic form of giving a new quadratic form with the coefficient matrix for some nonsingular matrix . Therefore, the value of is independent of the basis since . Thus, can be used instead of in the formulas for in Proposition 1. Comparing these identities with Lemma is equal to the rank of the corresponding matrix (14) or (15) . Particular cases of Proposition 2 provide necessary and sufficient conditions for a quadratic monomial function to be bent. In particular, assuming that in (15) and the rest of the coefficients are all zero leads to the Sidelnikov bent functions (see Corollary 3) . In this case, the corresponding matrix (14) or (15) has a diagonal form and is obviously nonsingular. Assuming that , , and the rest of the coefficients are all zero leads to the Kasami case (see Corollary 4) . Then the corresponding matrix (14) or (15) is nonsingular if and only if . To handle the remaining monomial cases, we need the following lemma giving an expression for the determinant of a two-diagonal cyclic matrix.
Lemma 3: Take a square matrix of size which rows and columns are indexed by integers modulo . Let contain nonzero elements only on the main diagonal so that and on the other diagonal so that for some positive . Then the determinant of is equal to where and all the indices are calculated modulo .
Proof: To prove this fact we apply induction on . Take an integer with and two sets of indices and chosen from . Let denote the submatrix of lying in rows and columns and let denote the submatrix of composed of those rows and columns precisely complementary to and , respectively. First, let . Expanding the determinant of by minors along the th row we get where all the indices are calculated modulo and since each of the considered submatrices contains a row consisting of just one nonzero element. The sign of the second term in the latter sum is equal to the parity of the permutation . Now, assuming that the formula is true for , we prove it for . Expand the determinant of by minors along rows number . It is easy to see that the only nonsingular submatrix of lying in these rows is . It is also clear that this submatrix has a similar two-diagonal structure as and the distance between the diagonals here is which is coprime to the size . Thus, using the basis of induction
On the other hand, is also similar to but has the size and the distance between the diagonals with (14) or (15) together with being odd. Note that in both of these cases, the resulting conditions guaranteeing nonsingular were earlier proved to be equivalent to (10) (see the last two paragraphs in the proof of Theorem 3). Therefore, criteria for quadratic monomial functions to be bent provided by Theorem 3 and Proposition 2 are equivalent.
We have to mention a minor mistake made in the final part of the proof of Theorem 2 in [6] that invalidated Corollary 1 in that paper as well. Instead of the complex primitive root of unity (as stated in [6, Theorem 2]) a primitive root of unity over GF has to be used. Therefore, some additional conditions that guarantee the existence of such a root should be imposed (see the following Corollary 7).
Corollary 7 ([6]):
Given the conditions of Proposition 2, assume that is not divisible by and GF . Then (13) is a (weakly) regular bent function if and only if for all (17) where is a primitive th root of unity over GF . Proof: Note that matrices (14) and (15) (14) and (15) are for .
The question about function (13) being bent can also be approached from the coding theory point of view if the conditions of Corollary 7 hold. Note that the rows of matrices (14) and (15) span a cyclic code having dimension equal to the rank of (14) or (15) . The codewords in can also be represented as polynomials over GF of degree modulo . The first row in (14) and (15) corresponds to the polynomial It is well known (see, for instance, [4] ) that there exists a unique monic polynomial (generator polynomial) such that and in our case . Therefore, function (13) is bent if and only if the corresponding matrix (14) or (15) has a full rank that is equivalent to It is obvious that the latter condition is equivalent to (17) .
Note that factors as . Thus, the necessary condition for function (13) The following proposition imposes another requirement on the exponent of a monomial bent function. In particular, we prove that the exponent of a -ary bent function over GF with odd and even can not be of the Niho type (i.e., be equal to for some integer ). where e. stands for "even" and o. for "odd". Suppose that . If is even then moving to the left-hand side of the last identity we get the polynomial of of degree with integer coefficients that is identically zero. Thus, all its coefficients are equal (since is the minimal polynomial of over the rational numbers) and, in particular, equal are the coefficients at and The remaining coefficients at for are odd and equal to . Thus, is impossible both when is odd or even.
We have found the following ternary bent function that does not fall into any of the known classes. Moreover, this is the first example of a bent function that is not weakly regular. The fact was verified by computer calculations, however, proving this result theoretically and probably finding the whole class of similar functions remains an open problem.
Fact 1:
The ternary function mapping GF to GF and given by where is a primitive element of GF , is bent and not weakly regular bent.
In Table I , we summarize all the proven and conjectured classes of -ary monomial bent functions having the form for an odd . We have run an extensive computer search for ternary monomial bent functions of 15 variables at most (i.e.,
) and all the functions found appear to be cyclotomic equivalent to one of the listed cases. The search over the fields of larger characteristic is much more computationally complicated and allows to cover the functions depending on fewer variables. This limited search did not provide any new exponents in addition to the known ones either. Shortcuts "r" and "wr" are used to denote regular and weakly regular bent functions, respectively. When the value of is not specified in the table it means that is arbitrary. Naturally, all the exponents and coefficients can be replaced with their cyclotomic equivalents. Note that Gold class covers Sidelnikov, Kasami, and Kumar-Moreno cases. Coulter-Matthews, Dillon, and conjectured cases all hold only for . Also note that from Corollaries 3, 4, and Theorem 2 it follows that the dual of Sidelnikov, Kasami, and Dillon functions belong to the same class of bent functions as the original ones. Here denotes a primitive element of GF .
