This article describes a rapid method for the regional measurement of cerebral blood flow using a single breath of C 1502 and positron emission tomography, The technique is based on the bolus distribution principle and utilises a reference table for the calculation of flow, Seven subjects were studied using both this method and the CI502 continuous inhalation steady-state technique. The single-breath method gave flow values 20% higher than those obtained using the steady-state method. A simulation study was performed in an attempt to define the reasons for the difference between the two tech-
The search continues for improved methods for measuring regional cerebral blood flow (rCBF) using techniques based on positron emission to mography (PET). Flow measurements are required to interpret the results of metabolic studies and in particular to define supply-demand relationships within cerebral tissue. In addition, a rapid means for measuring rCBF is needed. This would not only reduce the time scale of combined cerebral flow metabolism studies but is essential for studying the transient cerebral vascular response to vasody namic, chemical, and neurophysiological stimula tion. The more common techniques developed to date for measuring rCBF with PET are the 77Kr clearance method described by Yamamoto et al. (1977) , the CI50 2 continuous inhalation technique developed by Frackowiak et al. (1980) , the H 2 150 clearance method reported by Huang et al. (1982) , the ramp intravenous H 2 150 infusion technique of Ginsberg et al. (1982) , and the intravenous H2150 bolus injection technique (Herscovitch et aI., 1983; Raichle et aI., 1983) initially developed by Raichle et al. (198 1) . The steady-state and clearance tech niques require a condition of steady brain function during a scan period of several minutes. Hence these methods are unsuitable for monitoring rapid changes in cerebral vascular function.
This article describes a method for the rapid mea surement of rCBF using PET and a systemic arterial bolus of H 2 150 produced by a single-breath inhala tion of C150 2 . The measurement used is based on the bolus distribution principle (Landau et aI., 1955) . The method developed in this study differs from that described in previous publications (Raichle et aI., 198 1; Ginsberg et aI., 1982; Her scovitch et aI., 1983; Raichle et aI., 1983) in two respects. First, in our study a single breath of C1502 was used. Raichle and co-workers (Raichle et aI., 198 1, 1983; Herscovitch et aI., 1983) employed an intravenous bolus injection of H 2 150, while Gins-berg et al. (1982) made use of a ramp infusion of HZI50. Second, in contrast to the previous studies flow values were calculated using a reference table, a technique initially described by Kanno and Lassen (1979) .
The uptake approach has been adopted since dif ficulties arise when attempting to use the tissue clearance of HzI50 to measure flow following sys temic administration of tracers. These problems arise because the concentration of the recirculating H2150 rapidly reaches that of the Hz l 50 in the tissue, at which time the recorded signal contains little or no flow information. In the study reported here, the bolus inhalation uptake technique was compared directly with the CI502 continuous inha lation steady-state method (Frackowiak et al., 1980) .
THEORY
The relationship between the time course of the arterial concentration of a diffusible radioactive tracer, a(t) (in j..L Cilml), the cerebral blood flow (CBF) per unit volume, ! (in mlimllmin), and the concentration of the tracer per unit volume of brain tissue, bet) (in j..L Cilml), is given by the convolution integral: b(t) L!a( s )elf/ A) ( t -S) ds a(t)*!e -(j/ A) t 'Aa(t)*ke -kt
where k = f/'A, 'A is the equilibrium partition coef ficient of the tracer between the tissue and the blood (mllml), the asterisk denotes the convolution integral, and s is the time variable of integration.
Integration of both sides of Eq. 1 between tl and t2 gives
When CI50Z is administered as a single breath, the 150 atoms exchange almost instantaneously with the oxygen of the water molecules in the lung under the influence of carbonic anhydrase (West and Dollery, 1962) . With the use of Hzl50 as the in vivo tracer, Eq. 1 can be solved by measuring aCt) and bet) [corrected for the radioactive decay of 150 (T1/2 � 2. 1 min)]. In the application of this model it is assumed that the partition coefficient for water (A) is equal to unity. Values of J; I b(t) dt can be ob tained by measuring the integral concentration of H2150 in the brain with a positron emission tomo graph.
The component IHb(t) dt of Eq. 2 corresponds to the pixel value of the reconstructed tomogram obtained by the PET scanner during the period be tween tl and f2• This assumes that the time integral of the tomogram is given by the time integration of the projection data (Tsui and Budinger, 1978) .
Continuous monitoring of the arterial blood con centration, using a detection system calibrated against the pixel response of the PET scanner, pro vides values of aCt). Hence, values for the right hand side of Eq. 2 can be calculated by inserting values for k between 0.0 1 and 2.00 in steps of 0.01.
This provides a reference table with which the re gionally measured pixel values (i.e., the left-hand side of Eq. 2) can be compared to determine the actual k values and hence the rCBF (Fig. 1 ). This approach is in essence the "early picture" method described by Kanno and Lassen (1979) , which has been modified to scale the integral in absolute units.
METHOD
The subject, while positioned within the PET scanner, exhaled to functional residual capacity and then inhaled J L of air containing between 70 and 100 mCi of Cl502 through a mouthpiece. This was followed up to end ex piration with room air. The J-L anaesthetic bag con taining the radioactive gas was surrounded by a 5-mm-
Graphic representation of the reference table for the C1502 single-breath bolus distribution method. The curve represents the relation between pixel counts (ordinate) and CBF (abscissa). The pixel value was calculated by Eq. 2 using the arterial blood concentration curve measured by "beta counting" the continuously withdrawn arterial blood. The absolute arterial concentration was measured with a well counter calibrated against the positron emission to mo graphic scanner.
thick acrylic cylinder which absorbed the emitted posi trons, thus protecting the skin and eyes. Selection of the period of integration requires special consideration in order to optimise the signal (flow-related counts)-to-noise (tissue volume-related counts) ratio. Given the time course of the tracer in the tissue and the mechanical speed and sensitivity of the PET scanner used, this period was taken to be approximately 1.5 min starting 5 s after inhalation. Although ideally a shorter scanning time would probably be better, this could not be explored with the present relatively insensitive system. From statistical studies (Lammert sma et al., 1982) , it was concluded that a reduction in count density would result in a large reduction in statistical precision.
A fine-gauge catheter was inserted into the radial artery at the beginning of the study and connected to manometer tubing 0.6 mm i.d.) which had been coiled on the surface of a plastic scintillator. This allowed the concentration of H2150 in the arterial blood to be measured by "beta counting" while being sampled using a constant-with drawal pump. The tube length from the catheter to the coil was approximately 60 cm, and the speed of the pump (Harvard Apparatus Model 2206) was set at a constant withdrawal rate of 10 ml/min. After recording the blood activity for 4-5 min, the tube was disconnected and an arterial blood sample withdrawn into a syringe. At this time the blood concentration was reasonably steady (Fig.  2) . The concentration of this sample was measured with 200 a well counter that had been calibrated against the PET scanner as cps/ml in relation to cps/pixel. This sample, with an appropriate decay correction, in turn was used to scale the arterial curve in absolute units. The disper sion in the tube was measured experimentally using ve nous blood mixed with H2150. The tube dispersion func tion d(t) obtained was used to correct the right-hand side of Eq. 2 (see the Appendix).
The plastic scintillator used for the l3-ray detection was a Nuclear Enterprises type 102A, 3 mm thick and 20 mm in diameter. This detector has a high sensitivity for reg istering positrons but a low response to 51l-keV annihi lation photons. A lower energy discrimination threshold was used to reject the low energy continuum of scattered photons that emerged from the subject and penetrated the detector shielding. Only about 2 cm of lead was needed for the primary shielding around the detector. The arterial blood time activity data were recorded in I-s intervals on a multichannel analyser (Hewlett-Packard model 4096).
The PET system used for the study was the whole-body ECAT II (EG&G Ortec). For these investigations, me dium-resolution shadow shields and the medium-resolu tion scan mode were used (Phelps et aI., 1978; Williams et aI., 1979) . This provides a sensitivity of 12 x 103 cps/ !-lCi/ml for a 20-cm-diameter uniform pool of activity. The scanner has a spatial resolution of 17 mm full width at half maximum in both the transverse and axial directions. A net scan time for data acquisition was set to 70 s. How- Both curves were corrected for the decay of 150 (T'/2 = 2.1 min). The arterial curve shows a steep rise and fall and then a steady level of recirculating activity. The head curve shows a very slow clearance, illustrating the difficulty in applying conventional clearance analysis techniques.
ever, this took a total of 90 s because of mechanical mo tion between different scan positions. The scan was started 5 s after the end of the single breath of C1502. In addition to recording the arterial detector counts, the multichannel analyser also recorded the whole slice count rate from the PET scanner. An additional channel in this analyser was used to record the time at which the PET scan commenced. In this way the starting points of the head and blood data could be superimposed. Figure 2 shows a typical example of the arterial curve and PET true coincidence events (totals minus randoms). The total number of counts accumulated with the above procedure varied between 0.8 and 1.0 million per plane. In calcu lating rCBF, a pixel size of 2.5 x 2.5 mm 2 was used on the cathode ray tube (CRT) display and 7.5 x 7. 5 mm 2 on the matrix printout. In addition to the C150, scan a transmission scan was performed using an external 68Ge ring source. The data from this scan were used to correct for attenuation in the C1502 scan.
Subjects
Single-breath C1502 rCBF studies were carried out on three cerebral infarct patients, one brain tumour patient, and three normal volunteers. In all cases, they were fol lowed immediately with the conventional steady-state C1502 rCBF study. The two measurements of rCBF were performed on the same anatomical plane. A total of nine planes in seven subjects were measured. Four planes were studied at a level of 4.5 cm above the orbitomeatal line (OM + 4.5 cm), two at OM + 6.0 cm, two at OM + 6.5 cm, and one at OM + 7.0 cm (Table I) .
Analysis of errors
There are several possible factors which determine the accuracy of the C 1502 single-breath technique: (1) the use of an incorrect value of the partition coefficient for water;
(2) the limited extraction of water in a single pass, re SUlting in nonextracted intravascular (venous) H,150; (3) the contribution of activity contained within the-arterial blood; (4) the inhomogeneity of tissue within the resolved volume; and (5) the imposed statistical error. There are also possible technical errors that arise from (6) an in accurate cross-calibration between the PET scanner and the well counter; (7) a nonlinearity of the count rates (deadtime) of the PET scanner; (8) an inaccurate correc tion for the dispersion of tracer within the tubing through which the arterial blood is withdrawn; and (9) misalign ment, with respect to time, of the PET data and the re corded arterial curve. Of these factors, the first five in trinsic problems of the method were evaluated by simu lation. The other factors will not be discussed here, since they can be avoided by careful selection of the instru mentation used and the design of the studies.
Simulation
In the simulation, the right-hand side of Eq. 2 was ex panded to include the terms involving the partition coef ficient (A), the extraction fraction of water (E), and the fractions of the total volume occupied by the arterial (Va) and venous (V V > blood and the tissue (Vt):
is the permeability-surface area product). Each of the three itemised sources of error were evaluated by con sidering the difference in the values of rCBF obtained using both Eq. 2 and 3. These comparisons were carried out separately by keeping two of the three parameters, A, Va' and E, constant and equal to the values used in Eq. 2.
The effect of the partition coefficient of the water (A)
was examined under the condition that Va = 0, Vv = 0, and E = 1: (4) A(f) was used as a value in the "look-up" reference table based on Eq. 2 to obtain a calculated k value (kJ.
This value was then converted to flow using the relation ship Ie = Ake' The partition coefficient A was varied from 0.8 to 1.1 in steps of 0.05.
The effect of limited extraction of the water in the cap illary was examined under the condition that A = 1 and Va = 0:
II
Similarly, A(f) in Eq. 5 was used as a value in the look up reference table based on Eq. 2. However, instead of the extraction fraction E, the PS product was varied from PS = 100 mlllOO g/min to infinity. The calculation was carried out for two values of the venous fraction (VJ, 0.05 and 0.10, respectively. The contribution of the arterial blood volume was eval uated assuming A = 1 and E = 1. The fraction of the tissue volume occupied by arterial blood was varied from o to 5% in 1% steps. 
where I I and 12 are the flows of each component and W I and W2 are the weighting factors such that W I + W2 = 1. The flows determined for the summed value given by Eq. 7 were compared with the mean flow (f), calculated as f = Wtf l + WJ2' The ratio of W I to W2 was varied from 0 to 1 in steps of 0.05. The flows of each component were taken to be 70 and 20 ml/lOO g/min.
The statistical error in the computation of flow can be determined from the statistical error in the original pixel counts. This approach was previously examined for the steady-state C l 502 study (Lammertsma et aI., 1982) and is also applicable for the single-bolus technique. This pro cedure assumes that changes in the distribution of radio activity during the scan do not influence the statistical error of the tomogram. From the statistical error in the accumulated pixel value, the corresponding error in flow can be determined using Eq. 2 and appropriate values for k.
RESULTS
From the total of nine planes studied it was not possible to obtain mean flow values for both pure J Cereb Blood Flow Metabol, Vol. 4, No.2, 1984 grey and white matter because, for the grey, the OM + 4.5 cm needed to be recorded and, for the white, OM + 6 -OM + 7 cm. Hence, mean hemispheric cerebral blood flow (CBF) values in each plane were considered representative of flow for the present study comparing the two methods. Where possible, mean CBF values for the cortical tissue, the periventricular tissue, and the whole plane were extracted. Mean CBF values were obtained by first calculating rCBF per pixel and then taking the av erage. Comparisons between the single-breath and the steady-state techniques are shown individually in Ta ble 1 and summarised in Ta ble 2. In calculating the mean CBF for the cortical tissue, the data within the frontal and occipital poles were excluded to avoid unknown contributions from the arterial and venous blood. For the cortical and the periven tricular tissue, the single-breath technique gave values for CBF 18.9 and 19.5% higher than those obtained using the steady-state technique. The mean values for the entire planes showed the fol lowing relation between the two methods: CBFsB = 1. 19 CBFss + 3.85 ml/lOO ml/min r = 0.90 (p < 0.00 1)
where CBF SB is the CBF with the single-breath technique and CBFss is the CBF with the steady state technique (Fig. 3) . A statistical test on the slope of this relation in comparison to 1 (the line of identity) showed that the two methods were dif ferent, with a significance level of 0.005. The rCBF data were further analysed by plotting profiles from the printout matrices for rCBF. For each plane, CBF profiles were plotted as cortical strips for each plane for both the left and right hemi spheres (Fig. 4, top left) . Each point of the profile is the mean of pairs of adjacent matrix elements, each element corresponding to an area 7.5 x 7.5 mm 2 • The left and right profiles obtained from the single-breath and the steady-state techniques were superimposed on the same drawing. Similarly rCBF profiles along the coronal lines and the sagittal lines were obtained for the two methods (Fig. 4, left and top right). By comparing corresponding pixel values along the profile, correlation coefficients between the single-breath and the steady-state methods were calculated for each profile (Table 3) . For the cortical profile data, 8 of the 18 profiles gave a correlation of >0.8 for both hemispheres. In the coronal and sagittal profiles, of 36 data sets only 2 had a cor relation of <0.8. One reason for such differences between the cortical contour and the coronal-sag ittal line was that the former was very sensitive to the misalignment in repositioning the head in the two studies. However, these CBF profiles were of use in identifying systematic differences between the two techniques rather than in the direct visual comparison of rCBF images (Fig. 5) .
The results from the simulation of the systematic errors are shown in Figs. 6-9. These figures indi cate that the errors move in directions similar to those in the steady-state method (Lammertsma et al., 1981a) , but in general the range of the error is seen to be smaller. Using a 5% increase in the par tition coefficient gave flow values 1 and 3.5% higher at flow rates of 20 and 70 mlllOO mllmin, respec tively (Fig. 6) . By varying the value of the PS product, the effect of limited water extraction was seen for low PS products (Fig. 7) . With increasing venous blood volume, the effect was reduced. The contribution of the arterial blood volume to the flow signal was almost constant over the wide range of flow values considered and was almost proportional to the blood volume fraction itself. An arterial frac- tion of 5% resulted in an approximate 5% overes timation of flow (Fig. 8 ). An underestimation of mean tissue flow results when mixtures of grey and white matter reside within a resolution element (Fig. 9 ). This effect was found to be smaller than with the steady-state technique. When considering a grey matter flow of 70 mlllOO mllmin and a white matter flow of 20 mlllOO mllmin, a maximum un derestimation of 9% occurred for a white/grey ratio of 0.4. Statistical errors were evaluated using the pixel value of the plane and referring to the experimental statistical response data of Lammertsma et al. (1982) . In the present single-breath CI50 2 study, typical count densities were 3,000 and 1,500 counts per pixel for the cortical tissues and peri ventricular tissues, respectively. Relating these count densities to those in Fig. 2 of the Lammertsma article showed that the corresponding coefficients of variation (CVs) were 4.4-4.7%. From these pixel CVs, the corresponding flow CV s were obtained from the count-flow relationship shown in Fig. 1 .
DISCUSSION
The single-breath CI50 2 procedure is an attrac tive means for pulse-labelling the arterial blood with H 2 150. The instantaneous shift of the 150 from the gas phase to HP in the lung (West and Dollery, 1962) means that the protraction of an intravenous bolus of H 2 150 that results from transit through the right side of the heart is avoided. In addition, ra diochemical sterility problems associated with pro ducing H 2 150 for i.v. injection are avoided.
The general systematic administration of H 2 150 results in a high level of recirculation such that tra ditional "washout" or "clearance" measurements are difficult. The tracer rapidly redistributes be tween the high and low flow tissue with the flow information in the tissue signal rapidly becoming attenuated. We therefore adapted the bolus distri bution principle using only the early uptake phase (Landau et aI., 1955) rather than the clearance anal- ysis using the whole kinetics (Huang et aI., 1982) . The tracer model used for the analysis was based on the early picture method described by Kanno and Lassen (1979) . This technique has been modi-OM + 4.5 OM + 6.5
fied to deal with absolute tissue uptakes. It is dif ferent from procedures in previous reports (Raichle et aI., 1981 (Raichle et aI., ,1983 Ginsberg et aI., 1982; Herscovitch et aI., 1983) in the way the tracer is administered c Errors due to the limited extraction of water, as suming the partition coefficient is 1 and the arterial blood volume is 0, The true CBF (t) is given on the abscissa and the CBF calculated from the reference table (to) on the or dinate, The extraction of water (E) is related to the per meability surface area product (PS) according to E = 1e-PS/F. The value of PS was varied from 100 ml/100 g/min to infinity, Two values of venous blood volume (V.) were used: 5% (dashed lines) and 10% (solid lines). Errors due to the contribution of the arterial blood volume, fixing other parameters, i.e., the partition coeffi cient is 1 and the extraction of water is 1. The true CBF (f) is given on the abscissa and the CBF calculated from the reference table (to) on the ordinate. The fraction of the ar terial blood volume (p) was varied from 0 to 0.2 in increments of 0.05.
Comparison with the steady-state method
In the present study we observed a significantly (p < 0.005) higher value of rCBF using the single breath method than with the steady-state method. One reason for the difference might be that the single-breath procedure requires more cooperation, and hence the subjects are more aroused than in the steady-state study. In addition, a breath hold, even as short as 10 s, immediately after C1502 inhalation might increase Paco2. These states of arousal and the possible elevation of P aco2 would tend to in crease the CBF. In practice the breath hold is not necessary, since most of the inspired C1502 ex changes instantaneously with the water pool.
It is doubtful, however, if these reasons could fully explain why the rCBF values were 20% higher than those obtained by the single-breath method. This was the main motivation in carrying out a sim ulation study for evaluating systematic errors. This analysis showed that most systematic errors were in the same direction as, but smaller than, those of the steady-state method. Only the overestimation due to the presence of arterial activity is higher in the single-breath method, the overestimation in the steady-state technique normally being negligible (Lammertsma and Jones, 1983) .
In particular, the underestimation of mean flow due to the inhomogeneity of components in a res olution element was much lower than that in the Underestimation of CBF due to the mixture of inhom ogeneous tissues in the same pixel. The simulation curve is given by Eq. 7 in the text, where '1 = 70 ml/100 ml/min as grey matter flow and '2 = 20 ml/100 ml/min as white matter flow. The abscissa gives the white/grey ratio. The ordinate represents the difference between the weighted mean and that calculated from the reference table.
steady-state method (Lammertsma et aI., 198 1 b) . A 9% underestimation at maximum was half that of the steady-state method. This possibly explains part of the overestimation of rCBF by the single-breath method in comparison with the steady-state tech mque. An incorrect partition coefficient was shown to induce the same effect as in the steady-state method. Limited extraction of water resulted in less underestimation than in the steady-state method. The results of the simulation indicate that the ob served higher values for flow in the single-breath method imply an underestimation in the steady state method. More experimental clinical studies are necessary to establish this point.
Limitations of the PET device
It is clear from the reported experience with the ECAT II body PET scanner that the sensitivity of this generation of machines (12 kcps/f,LCi/ml) is not optimal for transit studies of this nature. The sen sitivity and mechanical movement should be such that data can be collected over a shorter time window of about 40 s following inhalation, during which the tissue activity reaches maximum (see Fig. 2 ). This would significantly improve the flow signal contained within the emitted data.
Arterial sampling
The dispersion of blood within the sampling tube was found to be insignificant in the present method. In the simulation, the distortion of Eq. A2 in the Appendix caused less than a 2.5% overestimation of flow at flow values greater than 20 mlllOO mIl min. An alternative approach would be to monitor the lung or left ventricular activity externally, as suming that this signal would be proportional to the arterial concentration. Such a possibility awaits "time of flight" techniques for measuring intratho racic activity to avoid the chest wall contribution. APPENDIX Measurement and correction for dispersion in the arterial blood sampling tube
The dispersion effect of the sampling tube on the arterial blood time-activity curve was experimen tally measured under the same conditions as those used for the rCBF studies. A mixture of 20 ml of heparinised blood containing 4 mCi H 2 150 was pre pared. The catheter, sampling tube, and beta de tector were set up as for the human studies. The lines were initially filled with saline. The tip of the catheter was submerged in inactive blood, and the withdrawal pump was switched on. The catheter tip was moved into the active blood after � 30 s. The count rate of the beta detector was recorded using the multichannel analyser. From the build-up phase of the recorded curve, the response function to the step input was determined. We defined the disper sion function d(t) as the time derivative of this func tion. Four experimental determinations of d(t) gave d(t) = 24.7e-3 4 t + 0.82e -3t (AI) where d(l) was normalised such that ffid(t)/dt = 1.
Correction for d(t) in this calculation of Eq. 2 was possible mathematically using the Laplace trans form. The following terms were employed: where r(t) = aet ; a = k1ki(W1 + W2 ) ; 13 1 = k/ (WI + W2 ) ; 132 = (k /k2 ) / (W1 + W2) -131; 13 3 = -131; 134 = 1 -(k -kl -k2)/(W1 + W2); and £ -1 represents the inverse Laplace transform. Equation
A2
was used with Eq. 2 in calculating the reference table. This calculation does not enhance the statis tical noise, unlike the usual deconvolution of d(t) from get).
Finally a simulation study was carried out to eval uate the effect of such a dispersion on the CBF. If we ignore the dispersion in Eq. 2, that is, treat the measured g(t) as the true arterial curve aCt), the integral on the right-hand side of Eq. 2 will decrease more for low values of k. However, it was found that the overestimations of CBF caused by this de crease in the reference table value were quite small, 2. 5 and 1.5% at flows of 20 and 70 mlllOO mllmin, respectively. Thus, the error caused by the disper sion of the sampling tube, even if neglected, was revealed to be a minor factor.
