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Abstract
Motivated by our previous work on hypergeometric functions and the parbelos
constant, we perform a deeper investigation on the interplay among general-
ized complete elliptic integrals, Fourier–Legendre (FL) series expansions, and
pFq series. We produce new hypergeometric transformations and closed-form
evaluations for new series involving harmonic numbers, through the use of the
integration method outlined as follows: Letting K denote the complete elliptic
integral of the first kind, for a suitable function g we evaluate integrals such as∫ 1
0
K
(√
x
)
g(x) dx
in two different ways: (1) by expanding K as a Maclaurin series, perhaps after a
transformation or a change of variable, and then integrating term-by-term; and
(2) by expanding g as a shifted FL series, and then integrating term-by-term.
Equating the expressions produced by these two approaches often gives us new
closed-form evaluations, as in the formulas involving Catalan’s constant G
∞∑
n=0
(
2n
n
)2Hn+ 14 −Hn− 14
16n
=
Γ4
(
1
4
)
8pi2
− 4G
pi
,
∑
m,n≥0
(
2m
m
)2(2n
n
)2
16m+n(m+ n+ 1)(2m+ 3)
=
7ζ(3)− 4G
pi2
.
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1. Introduction
In the history of mathematical analysis, there are many strategies for com-
puting infinite series in symbolic form and it remains a very active area of re-
search. In our present article, we introduce a variety of new results on the closed-
form evaluation of hypergeometric series and harmonic summations through the5
use of new techniques that are mainly based on the use of complete elliptic in-
tegrals and the theory of Fourier–Legendre (FL) expansions.
Inspired in part by our previous work on the evaluation of a 3F2(1) series
related to the parbelos constant [6], which, in turn, came about through the
discovery [4] of an integration technique for evaluating series involving squared10
central binomial coefficients and harmonic numbers in terms of 1pi , in this article
we apply a related integration method to determine new identities for hyperge-
ometric expressions, as well as new evaluations for binomial-harmonic series.
We recall that a hypergeometric series is an infinite series
∑∞
i=0 ci such that
there exist polynomials P and Q satisfying
ci+1
ci
=
P (i)
Q(i)
(1)
for each i ∈ N0. If P and Q can be written as P (i) = (i+ a1)(i+ a2) · · · (i+ ap)
and Q(i) = (i+b1)(i+b2) · · · (i+bq)(i+1), a generalized hypergeometric function
is an infinite series of the form
∑∞
i=0 cix
i, and is denoted by
∞∑
i=0
cix
i = pFq

a1, a2, . . . , ap
b1, b2, . . . , bq
∣∣∣ x

 .
The complete elliptic integrals of the first and second kinds, which are respec-
tively denoted with K and E, may be defined as
K(k) =
pi
2
· 2F1

 12 , 12
1
∣∣∣ k2


2
E(k) =
pi
2
· 2F1

 12 ,− 12
1
∣∣∣ k2

 .
We are interested in evaluating integrals such as∫ 1
0
K
(√
x
)
g(x) dx (2)
for a suitable function g, by expanding K as a Maclaurin series, perhaps after a
manipulation of the expression K, and integrating term-by-term. However, by15
replacing g(x) with its shifted Fourier–Legendre series expansion, integrating
term-by-term and equating the two resulting series, we often obtain new closed-
form evaluations. We illustrate this idea with the example described in Section
2 below that is taken from [6], after a preliminary discussion concerning the
basics of FL theory.20
Legendre functions of order n are solutions to Legendre’s differential equation
(1− x2)d
2y
dx2
− 2xdy
dx
+ n(n+ 1)y = 0
for n > 0 and |x|< 1. For n ∈ N0, Legendre polynomials Pn(x) are examples of
Legendre functions, and may be defined via the Rodrigues formula
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n. (3)
The following equivalent definition for Pn(x) will also be used:
Pn(x) =
1
2n
n∑
k=0
(
n
k
)2
(x− 1)n−k(x+ 1)k. (4)
The Legendre polynomials form an othogonal family on (−1, 1), with∫ 1
−1
Pn(x)Pm(x) dx =
2
2n+ 1
δm,n,
which gives us the Fourier–Legendre series for a suitable function g:
g(x) =
∞∑
n=0
[
2n+ 1
2
∫ 1
−1
g(t)Pn(t) dt
]
Pn(x). (5)
Letting shifted Legendre polynomials be denoted as P˜n(x) = Pn(2x− 1), poly-
nomials of this form are orthogonal on [0, 1], with∫ 1
0
P˜m(x)P˜n(x) dx =
1
2n+ 1
δm,n.
3
By analogy with the expansion from (5), for a reasonably well-behaved func-
tion f on (0, 1), this function may be expressed in terms of shifted Legendre
polynomials by writing
f(x) =
∞∑
m=0
cmPm(2x− 1).
We can determine the scalar coefficient cm in a natural way using the orthogo-
nality of the family of shifted Legendre polynomials. In particular, we see that
if we integrate both sides of
P˜m(x)f(x) =
∞∑
n=0
cnP˜m(x)P˜n(x)
over [0, 1], we get
cm = (2m+ 1)
∫ 1
0
Pm(2x− 1) f(x) dx.
Brafman’s formula states that
∞∑
n=0
(s)n(1 − s)n
(n! )2
Pn(x)z
n = 2F1

s, 1− s
1
∣∣∣ α

 2F1

s, 1− s
1
∣∣∣ β

 , (6)
letting α = 1−ρ−z2 , β =
1−ρ+z
2 , and ρ =
√
1− 2xz + z2 [2]. The canonical
generating function for Legendre polynomials is [12, 13]
1√
1− 2xz + z2 =
∞∑
n=0
Pn(x)z
n. (7)
This gives the following result (see [9] and [13]) which we exploit heavily:
K
(√
k
)
=
∑
n≥0
2
2n+ 1
Pn(2k − 1). (8)
If we make use of the standard moment formula∫ 1
0
xiPn(2x− 1) dx = (i! )
2
(i− n)! (i+ n+ 1)! (9)
for shifted Legendre polynomials, then it is not difficult to see why (8) holds.
Namely, from the Maclaurin series for K, we have that
K
(√
x
)
Pn(2x− 1) = pi
2
∑
i∈N0
(
1
16
)i (
2i
i
)2
xiPn(2x− 1),
4
and by rewriting the right-hand side as
pi
2
∑
i∈N0
(
(2i)!
i!
)2
1
16i(i− n)! (i + n+ 1)! =
2(sin(pin) + 1)
(2n+ 1)2
using the moments for the family {Pn(2x−1)}n∈N0 , we obtain the desired result.
2. A motivating example
Following the integration method from [4], since∫ 1
0
x4n ln
(
1− x2)√
1− x2 dx = −
√
piΓ
(
2n+ 12
)
(H2n + 2 ln(2))
2Γ(2n+ 1)
,
and since ∞∑
n=0
(−1)nx4n( 12n) ln (1− x2)√
1− x2 =
√
x2 + 1 ln
(
1− x2)
we have that the series ∞∑
n=0
(
2n
n
)(
4n
2n
)
H2n
64n(2n− 1)
may be evaluated in terms of the following 3F2(1) series, which was conjectured
by the first author to be equal to the parbelos constant
√
2+ln(1+
√
2)
pi [6]:
3F2

− 12 , 14 , 34
1
2 , 1
∣∣∣ 1

 .
This conjecture is proved in a variety of different ways in [6], where the “palin-
dromic” formula
3F2

14 , 12 , 34
1, 32
∣∣∣ 1

 = 8
pi
tanh−1 tan
pi
8
(10)
is introduced and is used in one proof through an application of Fourier–Legendre
theory that heavily makes use of the complete elliptic integral K.
Many aspects of our present article are directly inspired by the FL-based
proof presented in [6], so it is worthwhile to review it. Adopting notation from
(2), we let g(x) = 1
(2−x)3/2 ; the main integral under investigation is then∫ 1
0
K
(√
x
) 1
(2− x)3/2
dx. (11)
5
Letting (x)n =
Γ(x+n)
Γ(x) denote the Pochhammer symbol, by writing the series in
(10) as
3F2

14 , 12 , 34
1, 32
∣∣∣ 1

 = ∞∑
n=0
(
1
4
)
n
(
1
2
)
n
(
3
4
)
n
(1)n
(
3
2
)
n
n!
=
∞∑
n=0
(
2n
n
)(
4n
2n
)
(2n+ 1)64n
and by noting that
∞∑
n=0
(
2n
n
)(
4n
2n
)
64n
t2n =
2K
(√
2t
t+1
)
pi
√
t+ 1
,
we thus find that
3F2

14 , 12 , 34
1, 32
∣∣∣ 1

 = 2√2
pi
∫ 1
0
K (
√
r)
(2− r)3/2 dr. (12)
Manipulating (7) so as to obtain the generating function for shifted Legendre
polynomials, we find that
1
(2− x) 32 =
∑
n∈N0
(2n+ 1)
√
2
(√
2− 1
)2n+1
P˜n(x),
so that ∫
x∈[0,1]
P˜m(x)
1
(2 − x) 32 dx =
√
2
(√
2− 1
)2m+1
for all m ∈ N0, from the orthogonality relations for shifted FL polynomials. So,
from the important expansion in (8), we have that the integral in (11) equals∫ 1
0
∑
n≥0
2
2n+ 1
P˜n(x)
1
(2− x) 32
dx =
∑
n≥0
2
2n+ 1
√
2
(√
2− 1
)2n+1
=
√
2 ln
(
1 +
√
2
)
.
This, together with equation (12), gives us the desired evaluation in (10).25
It is natural to consider variants and generalizations of this proof technique,
and this serves as something of a basis for our article.
6
3. Summary of main results
In Section 5, we show how manipulations related to the fundamental formula
(8) together with symbolic evaluations of definite integrals of the form given in30
(2) for a function g(x) with a “reasonable” or “manageable” shifted Fourier–
Legendre series may be used to construct new results on hypergeometric series.
Generalized harmonic functions are of the form
H(b)a = ζ(b)− ζ(b, a+ 1), (13)
where ζ(b) denotes the Riemann zeta function evaluated at b, and
ζ (b, a+ 1) =
∑
i∈N0
1
(i+ a+ 1)
b
denotes the Hurwitz zeta function with parameters b and a+1. In the case b = 1,
we often omit the superscript on the left-hand side of (13). We also adopt the
standard convention whereby H
(0)
a = a. If we let cn, c
′
n, . . ., c
(m)
n satisfy the
hypergeometric condition in (1), then we define a twisted hypergeometric series
to be one of the form
∞∑
n=0
(
cnH
(γ)
αn+β + c
′
nH
(γ′)
α′n+β′ + · · ·+ c(m)n H(γ
(m))
α(m)n+β(m)
)
.
The evaluation of such series using our main technique is of central importance
in this paper.
In Section 5.1, we use this technique to prove that
pi
4
=
3F2

−η, 12 , 1
3
2 , 2 + η
∣∣∣ − 1


3F2

12 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


(14)
for η > −1, and we obtain the following identity on the moments of the elliptic-
type function E(
√
x):
∫ 1
0
E(
√
x)xη dx =
pi
2(1 + η)
· 3F2

− 12 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


7
=
4
3(1 + η)
· 3F2

− 12 , 1,−η
5
2 , 2 + η
∣∣∣ − 1

 .
In Section 5.2, we prove the equality
∑
n≥0
(
4n
2n
)(
2n
n
)
Hn −Hn−1/2
64n
=
pi√
2
− 2
√
2
pi
ln2
(√
2 + 1
)
and we also provide a closed-form evaluation for the series
∞∑
n=0
(
2n
n
)(
4n
2n
) 1
2 + nHn− 12 − nHn
64n
.
We offer a new FL-based proof of the 1pi formula
∞∑
n=1
(
2n
n
)2
Hn
16n(2n− 1) =
8 ln(2)− 4
pi
(15)
introduced in [4], along with a new proof of the formula
∑
m,n≥0
(
1
16
)m (2m
m
)2
Hn
(n+ 1)(m+ n+ 2)
=
48 + 32(ln(2)− 2) ln(2)
pi
− 4pi
3
given in [4]. By applying a moment formula that is used to prove the identity
in (14), we prove the new double series result
∑
n,m∈N0
(n+ 1)!n!Hn
(2m+ 1)(n−m+ 1)! (m+ n+ 2)! = 12−
pi2
3
+ 8 ln2(2)− 16 ln(2).
Inspired in part by an integration method given in [4] on the evaluation of series
containing factors of the form H2n +H
(2)
n , we offer a new proof of the formula
∞∑
n=0
(
1
16
)n(
2n
n
)2
H2n +H
(2)
n
n+ 1
=
64 ln2(2)
pi
− 8pi
3
using the machinery of Fourier–Legendre expansions. We also offer a stronger
version of this result by showing how our main technique can be used to evaluate
∞∑
n=0
(
1
16
)n(
2n
n
)2
H
(2)
n
n+ 1
=
32G
pi
+
2pi
3
− 16 ln(2)
which also gives us a symbolic form for its companion
∞∑
n=0
(
1
16
)n(
2n
n
)2
H2n
n+ 1
.
8
We also prove the formula
∞∑
n=0
(
2n
n
)2
H2n
16n(2n− 1) =
6 ln(2)− 2
pi
,
which extends our proof of (15). In Section 5.2, we prove the equality
∞∑
n=0
(
2n
n
)2Hn+ 14 −Hn− 14
16n
=
Γ4
(
1
4
)
8pi2
− 4G
pi
,
and offer a new proof of the equation
∞∑
n=1
(
2n
n
)2
H2n
16n(2n− 1)2 =
4G+ 6− 12 ln(2)
pi
introduced in [7]. Using FL theory, we prove the formula
∑
m,n≥0
(
2m
m
)2(2n
n
)2
16m+n(m+ n+ 1)(2m+ 3)
=
7ζ(3)− 4G
pi2
,
strongly motivating further explorations on our main techniques.35
Recall that the polylogarithm function Lin(z) is defined so that
Lin(z) =
∞∑
k=1
zk
kn
for |z|≤ 1, and in the case n = 2 we obtain the dilogarithm mapping. In
Section 5.4 we use our integration methods to explore connections between
generalized hypergeometric functions and polylogarithmic functions, providing
an evaluation of
∑
n≥1
(
4n
2n
)(
2n
n
)
n 64n
=
3
16
· 4F3

1, 1, 54 , 74
2, 2, 2
∣∣∣ 1


in terms of a dilogarithmic expression, with a similar evaluation being given for
∞∑
n=0
(
2n
n
)2
(2n+ 1)
16n(n+ 1)4
.
In Section 6, we prove a variety of new results on generalized complete elliptic
integrals of the form
J(x) =
∫ pi/2
0
(√
1− x sin2 θ
)3
dθ.
9
Using the moments of this function, we prove that the identity
15pi
32
=
3F2

− 32 , 1,−η
7
2 , 2 + η
∣∣∣ − 1


3F2

− 32 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


holds for η > −1. A generalization Jm(x) of J(x) is introduced in Section 6,
and we introduce formulas for evaluating the moments of Jm(x).
4. Related mathematical literature
Some of our main results are the construction of new formulas for 1pi using
Fourier–Legendre expansions. So, it is natural to consider FL-based techniques
that have previously been applied to derive new infinite series formulas for 1pi .
One of Ramanujan’s most famous formulas for 1pi is
2
pi
=
∞∑
n=0
(
− 1
64
)n
(4n+ 1)
(
2n
n
)3
,
which was proved by Bauer in 1859 in [1] using a Fourier–Legendre expan-
sion. Levrie applied Bauer’s classical FL-based method to functions of the form
(
√
1− a2x2)2k−1 to derive new infinite sums for 1pi , such as the Ramanujan-like
equation [16]
8
9pi
=
∞∑
n=0
(
− 1
64
)n (4n+ 1)(2nn )3
(n+ 1)(n+ 2)(2n− 3)(2n− 1) .
Much of the subject matter in Wan’s dissertation [20] is closely related to
some of our main techniques. One of our key methods is the manipulation of40
generating functions for Legendre polynomials to construct new rational ap-
proximations for 1pi , as is the case with [20]. The section in [20] on Legendre
polynomials and series for 1pi makes use of Brafman’s formula (6), proving many
series for 1pi typically involving summands with irrational powers.
Wan also explored the use of Legendre polynomials to construct new series45
for 1pi in [21] and new results in this area were also introduced by Chan, Wan, and
10
Zudilin in [8]. Brafman’s formula is also applied in [21] to produce new results
on 1pi series, whereas the FL-based methods in our present article mainly make
use of Fourier–Legendre expansions for elliptic-type expressions such asK (
√
x).
New series for 1pi are given in [18] through a generalization of Bailey’s identity for50
generating functions given by componentwise products of Ape´ry-type sequences
and the sequence of Legendre polynomials. The construction of hypergeometric
series identities using expansions in terms of Legendre polynomials has practical
applications in mathematical physics [14] and related areas; a variety of binomial
sum identities given in terms of generalized hypergeometric functions are proved55
in [11] through the use of the family {Pn(x) : n ∈ N0}.
5. Applications of FL expansions
From the ordinary generating function for the binomial sequence((
4n
2n
)
: n ∈ N0
)
,
we have that ∑
n≥0
(
4n
2n
)
x2n
16n
=
1
2
(
1√
1 + x
+
1√
1− x
)
. (16)
From (16), together with Wallis’ formula(
2n
n
)
=
2
pi
∫ pi
2
0
22n sin2n(t) dt, (17)
we may compute the generating function for the sequence
((
4n
2n
)(
2n
n
))
n≥0:
∑
n≥0
(
4n
2n
)(
2n
n
)
yn
64n
= 2F1

14 , 34
1
∣∣∣ y


=
1
pi
∫ pi/2
0
(
1√
1−√y sin θ +
1√
1 +
√
y sin θ
)
dθ
=
2
pi
√
1 +
√
y
K
(√
2
√
y
1 +
√
y
)
.
The identity (16) alone is powerful enough to lead us to the explicit compu-
tation of many hypergeometric 3F2 functions with quarter-integer parameters.
11
Through the use of (17), it is not difficult to evaluate series of the form∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(n+m)η
m ∈ N+, η ∈ {1, 2}
so as to obtain closed-form evaluations for series as in∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(n+m1)η1 · · · (n+mk)ηk mi ∈ N
+, ηj ∈ {1, 2}
via partial fraction decomposition, not to mention the case whereby m ∈ 12 +N
and η = 1; in this case we can also apply Wallis’ identity to obtain closed-form
evaluations. For example, the following equalities hold:∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(2n+ 1)
=
4
pi
ln(1 +
√
2),
∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(2n+ 3)
=
4
√
2
15pi
+
16
15pi
ln(1 +
√
2),
∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(2n+ 5)
=
68
√
2
315pi
+
64
105pi
ln(1 +
√
2).
As Zhou shows in [22], the Legendre functions P−1/2 and P−1/4 are associ-
ated with K(
√
x) and 1√
1+y
K
(√
2y
1+y
)
, which in turn are associated with the
weights
(
2n
n
)2
and
(
4n
2n
)(
2n
n
)
. From the Rodrigues formula, the computation of
the FL expansion of 1√
1+y
K
(√
2y
1+y
)
turns out to be an exercise in fractional
calculus. On the other hand,∫ 1
0
yη√
1 + y
K
(√
2y
1 + y
)
dy =
pi
2
∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n(2n+ η + 1)
=
pi
2(1 + η)
· 3F2

14 , 34 , 1+η2
1, 3+η2
∣∣∣ 1

 .
As illustrated in the following example, the main technique in our paper as
formulated in the Introduction can also be applied to obtain hypergeometric
transformations related to series involving binomial products; we later find that60
the series in (18) arises in our evaluation of a new binomial-harmonic summation.
Example 5.1. From the Rodrigues formula (3), we have that:∫ 1
0
Pn(2x− 1)√
x(1− x) dx =
pi ((−1)n + 1) (nn
2
)2
22n+1
.
12
So, from the fundamental formula (8) for expressing K
(√
k
)
as a shifted FL
expansion, we obtain the following:∫ 1
0
K(
√
x)√
(1− x)x dx =
∫ 1
0
∑
n≥0
2
2n+ 1
Pn(2x− 1)√
(1− x)x dx
=
∑
n≥0
2
2n+ 1
pi ((−1)n + 1) (nn
2
)2
22n+1
dx.
So, the above expressions are equal to
2pi
∞∑
n=0
(
2n
n
)2
16n(4n+ 1)
, (18)
which Mathematica 11 can evaluate directly. On the other hand, by using the
Maclaurin series for K, we see that∫ 1
0
K(
√
x)√
(1− x)x dx =
pi2
2
∞∑
n=0
(
1
64
)n(
2n
n
)3
so that the evaluation as
Γ4( 14 )
8pi follows immediately from the evaluation in terms
of K of the generating function for cubed central binomial coefficients. Variants
of the approach outlined above allow us to compute a wide array of pFq series
with quarter-integer parameters.65
From the equalities
K(
√
x) =
∫ pi/2
0
dθ√
1− x sin2 θ
=
pi
2
∑
n≥0
(
2n
n
)2
xn
16n
,
we see that series of the form
∑
n≥0
(
2n
n
)2
16n(n+ a)2
and summations such as ∑
n≥0
(
2n
n
)2
Hn
16n(n+ a)2
are closely related to the moments of K (
√
x) and K (
√
x) ln(1− x), as we later
explore.
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5.1. On the moments of elliptic-type integrals
The results given in the present subsection are inspired in part by those in
[19] on the moments of products of complete elliptic integrals. We remark that70
the contiguity relations for hypergeometric functions can be applied to obtain
similar results.
Lemma 5.2. For m such that ℜ(m) > −1 we have the equation∫ 1
0
K
(√
x
)
xm dx = 2
∞∑
i=0
(m! )2
(2i+ 1)(m− i)! (m+ i+ 1)! . (19)
Proof. Through the use of the Rodrigues formula, it is not difficult to see that
the identity ∫ 1
0
Pi(2x− 1)xm dx = Γ
2(m+ 1)
Γ(m− i+ 1)Γ(m+ i+ 2)
holds. So, we have that
K
(√
x
)
xm =
∑
i∈N0
(2i+ 1)(m! )2
(m− i)! (m+ i+ 1)!K
(√
x
)
Pi(2x− 1),
and the desired result follows by integrating both sides over [0, 1] and applying
the fundamental formula (8).
Theorem 5.3. For η > −1, we have that
pi
4
=
3F2

−η, 12 , 1
3
2 , 2 + η
∣∣∣ − 1


3F2

12 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


.
Proof. The right-hand side of formula (19) may be evaluated as
2
m+ 1
· 3F2

12 , 1,−m
3
2 ,m+ 2
∣∣∣ − 1

 .
Using the Maclaurin series forK in the integrand in (19), we see that the definite
integral in Lemma 5.2 must be equal to
pi
2
∑
i∈N0
(
1
16
)i (2i
i
)2
i+m+ 1
,
14
which, in turn, is equal to
pi
2m+ 2
3F2

12 , 12 ,m+ 1
1,m+ 2
∣∣∣ 1

 , (20)
giving us the desired result.75
Similar methods may be applied to the complete elliptic integral of the sec-
ond kind, using the FL expansion formula
E(
√
x) = 4
∑
n≥0
Pn(2x− 1) −1
(2n− 1)(2n+ 1)(2n+ 3) , (21)
and this leads us to the following result.
Theorem 5.4. For η > −1, we have the equalities
∫ 1
0
E(
√
x)xη dx =
pi
2(1 + η)
· 3F2

− 12 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


=
4
3(1 + η)
· 3F2

− 12 , 1,−η
5
2 , 2 + η
∣∣∣ − 1

 .
Proof. The first equality follows from the Taylor series expansion for E(x). Re-
calling the FL expansion
xη =
∑
n≥0
Pn(2x− 1)(2n+ 1)(−1)n Γ(n− η)Γ(1 + η)
Γ(−η)Γ(n+ 2 + η) ,
we immediately see that
∫ 1
0
E(
√
x)xη dx =
4
3(1 + η)
· 3F2

− 12 , 1,−η
5
2 , 2 + η
∣∣∣ − 1

 ,
as desired.
5.2. New results involving series containing harmonic numbers and central bi-
nomial coefficients
Inspired in part by the results introduced in [3, 4, 5, 7], we evaluate new bi-80
nomial series for 1pi involving harmonic numbers, but through the use of Fourier–
Legendre theory.
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Theorem 5.5. The following equality holds:
∑
n≥0
(
4n
2n
)(
2n
n
)
Hn −Hn−1/2
64n
=
pi√
2
− 2
√
2
pi
ln2
(√
2 + 1
)
.
Proof. From the FL series
1√
2− x =
∑
k≥0
2(
√
2− 1)2k+1Pk(2x− 1)
for the elementary function 1√
2−x , we have that∫ 1
0
K (
√
x)√
2− x dx = 4
∑
n≥0
(
√
2− 1)2n+1
(2n+ 1)2
.
As noted above, the dilogarithm function Li2(z) is defined so that
Li2(z) =
∑
k∈N
zk
k2
, (22)
whereas the Rogers dilogarithm function L(x) is
L(x) =
∞∑
n=1
xn
n2
+
1
2
ln(x) ln(1− x).
By bisecting the series in (22), we see that
∞∑
n=0
x2n+1
(2n+ 1)2
= Li2(x) − 1
4
Li2
(
x2
)
.
Writing α in place of
√
2− 1, we have that
∞∑
n=0
α2n+1
(2n+ 1)2
= Li2(α)− 1
4
Li2
(
α2
)
. (23)
The evaluation 4L(α)− L (α2) = pi24 is known [15], which shows that
Li2(α) −
Li2
(
α2
)
4
=
pi2
16
− 1
4
ln2
(
1 +
√
2
)
.
So, we have that ∫ 1
0
K (
√
x)√
2− x dx =
pi2
4
− ln2
(√
2− 1
)
,
16
and by enforcing the substitution x = 2y1+y , we obtain the equality∫ 1
0
K
(√
2y
1 + y
) √
2
(1 + y)3/2
dy =
pi√
2
∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n
∫ 1
0
y2n
1 + y
dy.
Now, we claim that the identity∫ 1
0
y2n
1 + y
dy =
Hn −Hn− 12
2
holds for n ∈ N0. Let Hn =
Hn−Hn− 1
2
2 for n ∈ N0, and from (13) we see that
the recursion
Hn+1 −Hn = − 1
2(n+ 1)(2n+ 1)
holds, with H0 = ln(2) as the base case. We see that
∫ 1
0
y2(0)
1+y dy = ln(2), and
we also have the equalities∫ 1
0
y2(n+1)
1 + y
dy −
∫ 1
0
y2n
1 + y
dy =
∫ 1
0
y2(n+1) − y2n
1 + y
dy
=
∫ 1
0
(y − 1)y2n dy
= − 1
2(n+ 1)(2n+ 1)
.
By induction, the desired result follows.
Remark 5.6. In general, the problem of evaluating a series containing cen-
tral binomial coefficients and harmonic-type expressions is difficult. However,
as explored in [4] and [7], there are sometimes ways of obtaining such evalua-
tions through elementary manipulations of generating functions. For example,
consider the following variant of the series in Theorem 5.5:
∞∑
n=0
(
2n
n
)2Hn −Hn−1/2
n+ 1
(
1
16
)n
. (24)
In this particular case, if we observe that
∞∑
n=0
(
2n
n
) (
Hn −H− 12+n
)
xn
16n
=
2 ln(4− x)√
4− x − 2F
(0,0,1,0)
1

12 , 1
1
∣∣∣ x
4


17
and make use of the identity
1
2pi
∫ 4
0
xn
√
4− x
x
dx =
(
2n
n
)
n+ 1
, (25)
it is not difficult to see that the series in (24) equals 4 − 8pi . However, through
the use of our main technique, we can also obtain new evaluations that cannot85
be evaluated in this way, as well as new proofs of known results.
The study of the relationships between definite integrals of the form from
(2) and generalized hypergeometric functions produces many new results, as
further illustrated below.
Theorem 5.7. The harmonic-binomial series
∞∑
n=0
(
2n
n
)(
4n
2n
) 1
2 + nHn− 12 − nHn
64n
is equal to
3pi
16
√
2
+
1
4
√
2pi
(
2 + 2
√
2 ln
(
1 +
√
2
)
− 3 ln2
(
1 +
√
2
))
.
Proof. A shifted FL expansion of
√
2− x is given by
√
2− x =
∑
n≥0
(
2
(1 − 2n)(2n+ 3) +
∫ 2
1
dv
(
√
v +
√
v − 1)2n+1
)
Pn(2x− 1). (26)
Evaluating the integral in (26) using the substitution v 7→ cosh2 θ, we find that
√
2− x =
∑
n≥0
2(
√
2− 1)2n+1(3 +√2 + 2√2n)
(1− 2n)(2n+ 3) Pn(2x− 1),
and we thus obtain the formula∫ 1
0
K(
√
x)
√
2− x dx = 2 +
√
2 ln(
√
2− 1) + 12
∑
n≥0
(
√
2− 1)2n+1
(1 − 2n)(2n+ 1)2(2n+ 3) .
Using partial fraction decomposition, we obtain the evaluation∫ 1
0
K(
√
x)
√
2− x dx = 8 + 3pi
2 + 8
√
2 ln(1 +
√
2)− 12 ln2(1 +√2)
16
.
If we substitute x 7→ 2y1+y , we see that∫ 1
0
K
(√
x
)√
2− x dx = 2
√
2
∫ 1
0
K
(√
2y
1 + y
)(
1
1 + y
)5/2
dy. (27)
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Since
K
(√
2y
1 + y
)
=
1
2
pi
∞∑
n=0
(
2n
n
)(
4n
2n
)
y2n
√
1 + y
64n
,
we see that the integral on the right-hand side in (27) may be rewritten as
pi
√
2
∑
n≥0
(
4n
2n
)(
2n
n
)
1
64n
∫ 1
0
y2n
(1 + y)2
dy,
and we thus obtain the desired closed form.90
The evaluation in Theorem 5.8 below illustrates the power of the integration
method from [4], where it is used to give a one-line proof of (28). Formula (28)
is also proved through a complicated manipulation of the generating function
for (
(
2n
n
) · Hn : n ∈ N0). Through an application of integration by parts with
respect to the known integral formula∫ 1
0
ln(1 − x)K (√x) dx = 8 ln(2)− 8,
we are able to use the resulting formula∫ 1
0
1−E (√x)
1− x dx = 2− 4 ln(2)
to prove (28), by applying the Maclaurin series for E (
√
x). The following proof
complements the final proof of (28) from [4], and highlights the connections
between harmonic-binomial series for 1pi and Fourier–Legendre theory.
Theorem 5.8. The following result holds [4]:
∞∑
n=1
(
2n
n
)2
Hn
16n(2n− 1) =
8 ln(2)− 4
pi
. (28)
Proof. From the Fourier–Legendre series identity
E(
√
x) = 4
∑
n≥0
Pn(2x− 1) −1
(2n− 1)(2n+ 1)(2n+ 3) ,
given in (21), together with the identity∫ 1
0
ln(1− x)Pn (2x− 1) dx = − 1
n(n+ 1)
19
we find that
∫ 1
0
E
(√
x
)
ln(1− x) dx = −4
3
+
∑
n≥1
4
(
1
n +
1
n+1
)
(2n− 1)(2n+ 1)2(2n+ 3) , (29)
with the infintie series in (29) being evaluated as 49 (12 ln 2 − 11). Using the
Maclaurin series for E (
√
x), we get
∞∑
n=0
(
1
16
)n (2n
n
)2
Hn+1
(n+ 1)(2n− 1) =
96 ln(2)− 88
9pi
,
and the desired result follows using partial fraction decomposition.
As a variation on the main lemma from [4], an integration method in [4]
allows us to construct new series for 1pi involving factors of the form H
2
n+H
(2)
n .
For example, the formula
∞∑
n=1
(
2n
n
)2 (
H2n +H
(2)
n
)
16n(2n− 1)2 =
64 + 64 ln2(2)− 96 ln(2)
pi
− 8pi
3
(30)
was proved in [4] following this method. As noted in [4], using the identity∫ 1
0
nxn−1 ln2(1− x) dx = (Hn)2 +H(2)n ,
we find that the formula in (30) is equivalent to the evaluation∫ 1
0
K
(√
x
)
ln2 (1− x) dx = 48− 4pi
2
3
+ 32(ln(2)− 2) ln(2). (31)
As also noted in [4], from (30) and (31), together with the identity
∞∑
n=0
xn+1Hn
n+ 1
=
1
2
ln2(1 − x) (32)
we obtain the double series formula given in Theorem 5.10 below, which we prove95
using the machinery of FL expansions, thereby furthering the main “thesis” of
our article concerning the connections among the evaluation of twisted and non-
twisted hypergeometric series, that of integrals involving elliptic-type integrals,
and Fourier–Legendre theory.
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Lemma 5.9. For n ∈ N we have the identity∫ 1
0
ln2(1− x)Pn(2x− 1) dx = 4n+ 2
n2(n+ 1)2
+
4Hn−1
n(n+ 1)
. (33)
Proof. From (4), we see that the equality in (33) is equivalent to
n∑
k=0
(−1)n−k
(
n
k
)(
(Hn+1 −Hn−k) 2 +H(2)n+1 −H(2)n−k
)
(34)
being equal to 4n+2n2(n+1)+
4Hn−1
n . Expanding the summand in (34) and simplifying
using the binomial theorem, we obtain the sum
n∑
k=0
(−1)n−k+1
(
2
(
n
k
)
Hn+1Hn−k −
(
n
k
)
H2n−k +
(
n
k
)
H
(2)
n−k
)
.
The following basic binomial-harmonic identities are known to hold:
n∑
k=0
(−1)k
(
n
k
)
Hn−k =
(−1)n+1
n
,
n∑
k=0
(−1)n−k
(
n
k
)
H2n−k =
Hn
n
− 2
n2
,
n∑
k=0
(−1)n−k+1
(
n
k
)
H
(2)
n−k =
1 + nHn−1
n2
.
From them, together with the above expansion of (34), we see that the desired100
result holds.
Theorem 5.10. The following equality holds [4]:
∑
m,n≥0
(
1
16
)m (2m
m
)2
Hn
(n+ 1)(m+ n+ 2)
=
48 + 32(ln(2)− 2) ln(2)
pi
− 4pi
3
.
Proof. By Lemma 5.9, we have that∫ 1
0
K
(√
x
)
ln2(1− x) dx = 1 +
∑
n≥1
1
n2(n+ 1)2
+ 2
∑
n≥1
Hn−1
n(n+ 1)(2n+ 1)
, (35)
and we thus find that an application of partial fraction decomposition shows
that (31) holds, giving us a new proof of it. Rewriting the integral in (35) as∫ 1
0
K
(√
x
) ∞∑
n=0
2xn+1Hn
n+ 1
dx,
and from the hypergeometric evaluation in (20) for the moments indicated in
Lemma 5.2, we obtain the desired result.
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On the other hand, if we use the alternative moment formula in Lemma 5.2,
by mimicking the above proof, we obtain the following evaluation.105
Theorem 5.11. The following equality holds:
12− pi
2
3
+ 8 ln2(2)− 16 ln(2) =
∑
n,m∈N0
(n+ 1)!n!Hn
(2m+ 1)(n−m+ 1)! (m+ n+ 2)! .
Proof. This follows almost immediately from Lemma 5.2 and formulas (31) and
(32), in the manner suggested above.
The following evaluation may also be obtained using the latter integration
method from [4], but the following FL proof illustrates the connections between
this evaluation and recent results from [3].110
Theorem 5.12. The following equality holds:
∞∑
n=0
(
1
16
)n(
2n
n
)2
H2n +H
(2)
n
n+ 1
=
64 ln2(2)
pi
− 8pi
3
.
Proof. Expanding the left-hand side of (35), we find that
4
3
(
36− pi2 − 48 ln(2) + 24 ln2(2)) = pi
2
∑
n≥0
(
2n
n
)2H2n+1 +H(2)n+1
16n(n+ 1)
.
By expanding the numerator in the summand, and by evaluating the generalized
hypergeometric expression
4F3

12 , 12 , 1, 1
2, 2, 2
∣∣∣ 1

 = 16(−2G+ 3 + pi(ln(2)− 1))
pi
using the standard integral formula (25) for the Catalan number Cn =
(2nn )
n+1 ,
and by making use of the recently-discovered formula
∞∑
n=0
(
2n
n
)2
Hn
16n(n+ 1)2
= 16 +
32G− 64 ln(2)
pi
− 16 ln(2)
introduced in [3], we obtain the desired result.
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Through the use of our main technique, as applied to the shifted FL expan-
sion for ln(1 − x) ln(x), we obtain the following stronger version of Theorem
5.12, which also allows us to evalate
∑
n∈N0
(
1
16
)n(
2n
n
)2
H2n
n+ 1
in closed form. The proof depends in a non-trivial way on a recent evaluation
provided in [3].
Theorem 5.13. The following equality holds:
∞∑
n=0
(
1
16
)n(
2n
n
)2
H
(2)
n
n+ 1
=
32G
pi
+
2pi
3
− 16 ln(2).
Proof. We find that the equality
− ((−1)
m + 1) (2m+ 1)
m2(m+ 1)2
= (2m+ 1)
∫ 1
0
P (m, 2x− 1) ln(1− x) ln(x) dx
holds for m ∈ N. By expressing the integral in (2) in the two different ways our
main strategy is based upon, letting g(x) = ln(1−x) ln(x) in (2), we obtain the
equality
∞∑
n=0
(
2n
n
)2 (
1 + (1 + n)H1+n − (1 + n)2ψ(1)(1 + n)
)
16n(n+ 1)3
=
96− 64 ln(2)
pi
− 16,
and from the recent evaluation [3]
∑
n∈N
(
2n
n
)2
Hn
16n(n+ 1)2
= 16 +
32G− 64 ln(2)
pi
− 16 ln(2),
we obtain the desired result.
The integration result in the following lemma is especially useful in the115
construction of harmonic-binomial series. We may obtain similar results for
integrals involving expressions such as ln(1+
√
1− x), ln(1+√x), ln(1−√1− x),
etc.
Lemma 5.14. The following identity holds for n ∈ N:∫ 1
0
ln
(
1−√x)Pn(2x− 1) dx = (−1)n − 4n− 2
2n(n+ 1)(2n+ 1)
. (36)
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Proof. It seems natural to make use of the moment formula from (9), together
with a Maclaurin expansion of ln(1−√x). Indeed, since
∞∑
i=0
−x
1+i
2 Pn(2x− 1)
1 + i
= ln
(
1−√x)Pn(2x− 1),
from (9) we see that∫ 1
0
ln
(
1−√x)Pn(2x− 1) dx = − ∞∑
i=0
((
i+1
2
)
!
)2
(i+ 1)
(
i+1
2 − n
)
!
(
i+1
2 + n+ 1
)
!
.
Rewrite the series as
−
∞∑
i=0
Γ2
(
i+3
2
)
(i+ 1)Γ
(
i
2 − n+ 32
)
Γ
(
i
2 + n+
5
2
) .
Bisect this resulting series so as to produce the symbolic form
−2n+ cos(pin)− 1
4n3 + 6n2 + 2n
− pin(n+ 1)− sin(pin)
2pin2(n+ 1)2
,
which is the same as the right-hand side of (36) for the desired integer param-
eters.120
The formula in Lemma 5.14 can be used in conjunction with the identity∫ 1
0 x
n ln(1−√x) dx = −H2n+2n+1 to produce some new results. For example, since∫ 1
0
K
(√
x
)
ln
(
1−√x) dx = −pi
2
∑
n≥0
(
2n
n
)2
H2n+2
16n(n+ 1)
, (37)
by rewriting the integral in (37) as
−3 +
∑
n≥1
[
(−1)n
2
(
1
n
− 1
n+ 1
)
−
(
1
n
+
1
n+ 1
)]
2
(2n+ 1)2
,
through an application of partial fraction decomposition we obtain a new proof
of the known series formula
∞∑
n=0
(
2n
n
)2
H2n
16n(n+ 1)
= 2 +
4− 12 ln(2)
pi
whichMathematica 11 is able to verify. However, if we apply the same approach
with respect to the definite integral obtained by replacing K in the integrand
in (37) with the complete elliptic integral of the second kind, we obtain an
evaluation of a new binomial-harmonic series.
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Theorem 5.15. We have the evaluation
∞∑
n=0
(
2n
n
)2
H2n
16n(2n− 1) =
6 ln(2)− 2
pi
.
Proof. Rewrite the integral∫ 1
0
E
(√
x
) · ln(1−√x) dx (38)
using the Maclaurin series for E, so that the integral is equal to
pi
2
∞∑
i=0
(
1
16
)i (2i
i
)2
H2i+2
(2i− 1)(i+ 1) .
The theorem then follows naturally from Lemma 5.14, as the integral in (38)
may also be written as
−2 +
∑
n≥1
[
(−1)n
2
(
1
n
− 1
n+ 1
)
−
(
1
n
+
1
n+ 1
)]
4
(1− 2n)(2n+ 1)2(2n+ 3) .
Using partial fraction decomposition, we obtain the desired result.125
Theorem 5.16. The following equality holds:
∞∑
n=0
(
2n
n
)2Hn+ 14 −Hn− 14
16n
=
Γ4
(
1
4
)
8pi2
− 4G
pi
.
Proof. By recalling two standard (equivalent) definitions
G =
1
2
∫ pi/2
0
θ dθ
sin θ
, G =
∑
n≥0
(−1)n
(2n+ 1)2
of Catalan’s constant, we may prove (by exploiting the FL expansions ofK(
√
x)
and 1√
x
, together with the substitution θ 7→ arcsin√t) the following identity:
4G =
∫ 1
0
arcsin
√
t√
t
· 1√
t(1− t) dt =
∫ 1
0
K(
√
x)√
x
dx.
From the FL expansion
arcsin
√
x√
x
=
∑
n≥0
Pn(2x− 1)
[
2
2n+ 1
−
∫ 1
0
4x2n+2
1 + x2
dx
]
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together with the evaluation for (18), we find that
4G = 2pi
∑
n≥0
(
2n
n
)2
16n(4n+ 1)︸ ︷︷ ︸
1
8piΓ
2( 14 )
−4pi
∫ 1
0
∑
n≥0
(
2n
n
)2
16n
x4n+2
dx
1 + x2
and that
G =
∫ 1
0
1− x2
1 + x2
K(x2) dx =
1
4
∫ 1
0
1−√x
1 +
√
x
x−3/4K(
√
x) dx
=
pi
4
∑
n≥0
(
2n
n
)2
16n
(
2
4n+ 1
+Hn−1/4 −Hn+1/4
)
as desired.
Given the FL expansion of xK(
√
x), and introducing the notation
W (m) =
1
2m− 1 +
2
2m+ 1
+
1
2m+ 3
+
1
(2m− 1)2 −
1
(2m+ 3)2
for the sake of brevity, we may compute the following integral:∫ 1
0
xK(
√
x)√
1− x dx =
∑
m≥0
W (m)
2m+ 1
=
3pi2
8
= 2pi
∑
n≥0
(
2n
n
)
(n+ 1)
4n(2n+ 1)(2n+ 3)
=
pi
2
∑
n≥0
(
2n
n
)
4n(2n+ 1)
+
pi
2
∑
n≥0
(
2n
n
)
4n(2n+ 3)
.
Using the sequence (W (m) : m ∈ N0), we offer a new proof of the following
evaluation introduced in [7].
Theorem 5.17. The following equality holds [7]:
∞∑
n=1
(
2n
n
)2
H2n
16n(2n− 1)2 =
4G+ 6− 12 ln(2)
pi
.
Proof. Letting W be as given above, we find that∫ 1
0
xK(
√
x) ln(1−√x) dx
= −5
3
+
1
2
∑
m≥1
W (m)
2m+ 1
[
(−1)m
2
(
1
m
− 1
m+ 1
)
−
(
1
m
+
1
m+ 1
)]
.
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Evaluate the right-hand side as
10
3
ln(2)− 7
3
G− 151
54
.
Evaluate the above integral as
−pi
2
∑
n≥0
(
2n
n
)2
H2n+4
16n(n+ 2)
.
It is not difficult to see that it follows that
∞∑
n=1
(
1
16
)n (2n
n
)2
H2n
n+ 2
=
92 + 24pi − 180 ln(2)
27pi
.
Through a re-indexing argument, it is seen that
12G+ 8− 6 ln(2)
9pi
=
1
3
∞∑
n=1
(
2n
n
)2
H2n
16n(2n− 1)2 +
5
9
∞∑
n=1
(
2n
n
)2
H2n
16n(2n− 1)
and the desired result follows from Theorem 5.15.
5.3. Double hypergeometric series130
We prove a transformation formula related to the main results from the
preceding sections, and we apply this formula to arrive at a new evaluation for
a double hypergeometric series.
Lemma 5.18. If g ∈ L1(0, 1), then the definite integral∫ 1
0
E(
√
x)g(x) dx
is equal to∫ 1
0
[pi
2
−
(pi
2
− 1
)√
x
]
g(x) dx +
1
3
∫∫
(0,1)2
(
K(
√
x)− pi
2
)
g(xz2/3) dz dx.
Proof. Write g˜(x) =
∫ x
0 z
2g(z2) dz. We note that
g˜(x)
x
√
x
=
1
x
√
x
∫ √x
0
z2g(z2) dz =
∫ 1
0
z2g(xz2) dz.
Using the Maclaurin series expansion for the complete elliptic integral of the
second kind, we find that∫ 1
0
E(
√
x)g(x) dx =
pi
2
∫ 1
0
g(x) dx − pi
∫ 1
0
∑
n≥1
(
2n
n
)2
x2n−1
16n(2n− 1)x
2g(x2) dx.
27
Using integration by parts, we may rewrite the right-hand side as
pi
2
∫ 1
0
g(x) dx − pi

∑
n≥1
(
2n
n
)2
x2n−1
16n(2n− 1) g˜(x)

1
0
+ pi
∫ 1
0
∑
n≥1
(
2n
n
)2
x2n
16n
· g˜(x)
x2
dx.
Rewriting this as
pi
2
∫ 1
0
g(x) dx − (pi − 2)
∫ 1
0
z2g(z2) dz +
∫ 1
0
(
K(
√
x)− pi
2
) g˜(√x)
x
√
x
dx, (39)
we see that (39) is equal to∫ 1
0
[pi
2
−
(pi
2
− 1
)√
x
]
g(x) dx+
∫ 1
0
(
K(
√
x)− pi
2
)∫ 1
0
z2g(xz2) dz dx
=
∫ 1
0
[pi
2
−
(pi
2
− 1
)√
x
]
g(x) dx +
1
2
∫∫
(0,1)2
(
K(
√
x)− pi
2
)√
zg(xz) dz dx
and this gives us the desired result.
Theorem 5.19. The following formula holds:
∑
m,n≥0
(
2m
m
)2(2n
n
)2
16m+n(m+ n+ 1)(2m+ 3)
=
7ζ(3)− 4G
pi2
.
Proof. We begin with the following:
S =
∑
m,n≥0
(
2n
n
)2(2m
m
)2
16n+m(n+m+ 1)(2m+ 3)
=
∫∫
(0,1)2
∑
m,n≥0
(
2n
n
)2(2m
m
)2
xn+my2m+2
16n+m
dx dy.
Due to the Maclaurin series of K(x) the above expressions are equal to:
4
pi2
∫∫
(0,1)2
y2K(
√
x)K(
√
xy) dx dy.
By integrating with respect to dy first we have
S =
2
3pi
∫ 1
0
K(
√
x) · 3F2

 12 , 12 , 32
1, 52
∣∣∣ x


︸ ︷︷ ︸
g(x)
dx,
with
g(x) =
∑
n≥0
[
1
4n
(
2n
n
)]2
3xn
2n+ 3
.
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Lemma 5.18 gives us that∫∫
(0,1)2
(
K(
√
x)− pi
2
)
y2g(xy2) dx dy
=
∫ 1
0
E(
√
x)g(x) dx −
∫ 1
0
√
xg(x) dx − pi
2
∫ 1
0
(1−√x)g(x) dx.
By considering the instance g(x) = K(
√
x) we have∫∫
(0,1)2
(
K(
√
x)− pi
2
)
y2K(
√
xy) dx dy
=
2 + 7ζ(3)
4
− 1 + 2G
2
− pi(3 − 2G)
4
.
The above evaluation is obtained through the FL-expansions of K(
√
x), E(
√
x),135
and
√
x.
In order to complete the evaluation of S it is enough to compute∫∫
(0,1)2
y2K(
√
xy) dx dy =
pi
6
∫ 1
0
g(x) dx
=
pi
2
∑
n≥0
[
1
4n
(
2n
n
)]2
3
(2n+ 3)(n+ 1)
,
but this is straightforward by partial fraction decomposition, since
pi
2
∑
n≥0
[
1
4n
(
2n
n
)]2
1
2n+ 3
=
∫ 1
0
x2K(x) dx
=
1
2
∫ 1
0
√
xK(
√
x) dx
=
1 + 2G
4
,
and since
pi
2
∑
n≥0
[
1
4n
(
2n
n
)]2
1
n+ 1
=
∫ 1
0
K(
√
x) dx = 2.
We have that∫ 1
−1
xPN (x)PL(x) dx =


2L+2
(2L+1)(2L+3) if N = L+ 1
2L
(2L−1)(2L+1) if N = L− 1,
and hence
∫ 1
0
xPN (2x− 1)PL(2x− 1) dx =


2L+2
4(2L+1)(2L+3) if N = L+ 1
1
2(2L+1) if N = L
2L
4(2L−1)(2L+1) if N = L− 1
29
so the previously computed FL expansions allow us an explicit evaluation of any
integral of the form
∫ 1
0
xK(
√
x)g(x) dx or
∫ 1
0
xE(
√
x)g(x) dx, with g(x) being a
function with a previously computed FL expansion.
5.4. Connections between generalized hypergeometric functions and polyloga-140
rithms
The FL-based techniques explored in our article are powerful enough to
find symbolic expressions for some 4F3 functions with quarter-integer param-
eters, as shown in the proof of the following theorem. Our manipulations of
Fourier–Legendre expansions often allow us to express pFq series in terms of the145
dilogarithm, expanding upon results given in [10].
Theorem 5.20. The hypergeometric series
∑
n≥1
(
4n
2n
)(
2n
n
)
n 64n
=
3
16
· 4F3

1, 1, 54 , 74
2, 2, 2
∣∣∣ 1

 (40)
is equal to 6 ln 2− 2 ln(1 +√2)− 16pi ImLi2
[
(
√
2− 1)i].
Proof. Since
∑
n≥1
(
4n
2n
)(
2n
n
)
n 64n
= 2
∫ 1
0

2K
(√
2y
1+y
)
√
1 + y
− 1

 dy
y
= 4
∫ 1
0
[√
2
pi
K(
√
x)
√
2− x− 1
]
dx
x(2 − x)
we find that
∑
n≥1
(
4n
2n
)(
2n
n
)
n 64n
=
pi√
2
+6 ln 2− 2
√
2
pi
ln2(1+
√
2)− 16
pi
G− 2
pi
∫ 1
0
K(
√
x) dx
1 +
√
1− x2
. (41)
So, the whole problem of evaluating the series in (40) boils down to finding
the FL expansion of 1
1+
√
1− x2
:
1
1 +
√
1− x2
=
∑
n≥0
Pn(2x− 1) · 2
∫ +∞
1
dv
(v + 1)3/2
(√
v +
√
v + 1
)2n+1
=
∑
n≥0
Pn(2x− 1) · 4
∫ (√2−1)2
0
1− x
(1 + x)2
xn dx.
30
Manipulate the above integral so as to obtain the following:
∑
n≥0
Pn(2x− 1) · 8
[
1
2
√
2
(
√
2− 1)2n+1−
∫ √2−1
0
(2n+ 1)x2n+1
dx
1 + x2
]
.
From the FL expansion for K(
√
x), we have that
f(x) =
∑
n≥0
Pn(2x− 1)cn =⇒
∫ 1
0
K(
√
x) f(x) dx = 2
∑
n≥0
cn
(2n+ 1)2
,
letting cn denote a scalar coefficient for n ∈ N0. By taking f(x) = 1
1+
√
1− x2
and
considering the previous line, we find that the definite integral in (41) equals
4
√
2
∑
n≥0
(
√
2− 1)2n+1
(2n+ 1)2
− 16
∫ √2−1
0
arctanhx
1 + x2
dx. (42)
We again encounter the series from (23), and we thus find that the expression
in (42) must be equal to
pi2
2
√
2
−
√
2 ln2(1 +
√
2)− 16
∫ √2−1
0
arctanhx
1 + x2
dx.
The above integral may also be computed through the machinery of diloga-
rithms, yielding the following evaluation of (42):
pi2
2
√
2
−
√
2 ln2(1 +
√
2)− 8G+ pi ln(1 +
√
2) + 8ImLi2
[
(
√
2− 1)i
]
.
We thus obtain the desired result.
Theorem 5.21. The following equality holds:
∞∑
n=0
(
2n
n
)2
(2n+ 1)
16n(n+ 1)4
= 16− 6pi2 − 32 ln(2) + 24 ln2(2) + 64G− 32 + 256 · Im
(
Li3
(
1+i
2
))
pi
.
31
Proof. We have that
∑
n≥0
(
2n
n
)2
(2n+ 1)
16n(n+ 1)4
= − 4
pi
∫ 1
0
d
dx
E(
√
x) ln2(x) dx,
and we may evaluate the right-hand side as
− 4
pi
[
(2 − pi) +
∑
n≥1
(−1)n
(
2
( 2n+ 1
n(n+ 1)
)2
+ 4
2n+ 1
n(n+ 1)
Hn−1
)
(
− 1
2n+ 1
+
∫ 1
0
2x2n+2
1 + x2
dx
)]
.
It is seen that the above expression is equal to
= − 4
pi
[− 4pi + 8− 16G+ 11
12
pi3 + (8pi − 16G) ln 2 + pi ln2 2
− 32 Im Li3( 1+i2 )− 8
∫ 1
0
ln2(1 + x2)
1 + x2
dx].
The desired result follows.
6. Generalized complete elliptic integrals150
The study of the moments of K(
√
x) and E(
√
x) provides us with some new
results on generalized complete elliptic integrals. While the following definition
is not new per se [17], the notation introduced below will be convenient.
Definition 6.1. We define the generalized complete elliptic integral J over [0, 1)
as
J(x) =
∫ pi/2
0
(√
1− x sin2 θ
)3
dθ
=
x− 1
3
K(
√
x) +
4− 2x
3
E(
√
x).
Inspired by the main results in the preceding sections, we are interested in:
• the computation of the Taylor series for J at the origin;155
• the computation of the FL expansion for J; and
• the computation of its moments ∫ 1
0
J(x)xη dx.
32
It is not difficult to see that J(x) may be expanded as
3pi
2
∑
n≥0
(
2n
n
)2
16n(1− 2n)(3− 2n)x
n =
pi
2
· 2F1

− 32 , 12
1
∣∣∣ x

 , (43)
and it is seen that the following equality holds:
J(x) = 48
∑
n≥0
Pn(2x− 1)
(2n+ 5)(2n+ 3)(2n+ 1)(2n− 1)(2n− 3) .
By multiplying the right-hand side of (43) by xη and performing a termwise
integration we immediately have
∫ 1
0
J(x)xη dx =
pi
2(1 + η)
· 3F2

− 32 , 12 , 1 + η
1, 2 + η
∣∣∣ 1

 .
From (9) it follows that the ηth moment of J(x) is equal to
48
∑
n≥0
(−1)n Γ(n− η)Γ(1 + η)
Γ(−η)Γ(n+ 2 + η)(2n+ 5)(2n+ 3)(2n+ 1)(2n− 1)(2n− 3) .
So, we find for η > −1 that
∫ 1
0
J(x)xη dx =
pi
2(η + 1)
· 3F2

− 32 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


=
16
15(η + 1)
· 3F2

− 32 , 1,−η
7
2 , 2 + η
∣∣∣ − 1

 .
Corollary 6.2. The following equality holds for η > −1:
15pi
32
=
3F2

− 32 , 1,−η
7
2 , 2 + η
∣∣∣ − 1


3F2

− 32 , 12 , 1 + η
1, 2 + η
∣∣∣ 1


.
Proof. This follows from the expansions of
∫ 1
0 J(x)x
η dx given above.
Definition 6.3. The generalized complete elliptic integral Jm is given for all
x ∈ [0, 1) by
Jm(x) =
∫ pi/2
0
(
1− x sin2 θ)m− 12 dθ.
33
We observe that J0(x) = K(
√
x) and that J1(x) = E(
√
x). Also, we have
that J2(x) = J(x).160
By considering the FL expansions of J0, J1, J2 and by performing induction
on m, we obtain many by-products.
Theorem 6.4. For any η > −1, the moment of Jm(x) of order η satisfies all
of the properties
∫ 1
0
Jm(x)x
η dx =
2 · 4m(
2m
m
)
(2m+ 1)
· 3F2

−η, 1,m+ 1
3
2 ,
3
2 +m
∣∣∣ 1


=
pi
2(1 + η)
· 3F2

12 −m, 12 , 1 + η
1, 2 + η
∣∣∣ 1


=
2 · 4m(
2m
m
)
(2m+ 1)(η + 1)
· 3F2

 12 −m, 1,−η
3
2 +m, 2 + η
∣∣∣ − 1

 .
Proof. This follows by termwise integration of a function of the form xη · 2F1,
and by exploiting the “trigonometric definition” of Jm(x) along with Fubini’s
Theorem, and by using FL expansions.165
Corollary 6.5. The following equality holds for m ≥ 0 and η > −1:
pi =
4m+1(
2m
m
)
(2m+ 1)
·
3F2

12 −m, 1,−η
3
2 +m, 2 + η
∣∣∣ − 1


3F2

 12 −m, 12 , 1 + η
1, 2 + η
∣∣∣ 1


. (44)
Proof. This follows immediately from Theorem 6.4.
By applying parameter derivatives to the equality (44), we often end up
with results on harmonic summations for 1pi . For example, if we apply the
operator ∂∂n · |n=0 to both sides of (44) and then let the parameter η approach
a natural number j, we obtain an explicit evaluation of the infinite series
∞∑
i=0
(
2i
i
)2
(2H2i −Hi)
16i(i+ j + 1)
=
8(j! )2
pi
j∑
i=0
(2i+ 1)
(
Hi− 12 + ln(2)
)
+ 1
(2i+ 1)2(j − i)! (i+ j + 1)! .
34
It seems worthwhile to consider the evaluation of integrals of the form∫ 1
0
xa(1− x)b Jm(x)2 dx ∈ Q+ ζ(3)Q
for m, a, b ∈ N. For instance, in the case m = 0 and n = 2, from the FL
expansion of x(1 − x)K(√x)
x(1− x)K(√x) =
∑
n≥0
8(9− 4n− 4n2)
(2n+ 1)(4n2 + 4n− 15)2 Pn(2x− 1)
we have: ∫ 1
0
x2(1− x)2K2(√x) dx = 7
214
(251 ζ(3)− 18) .
The following formulas can also be obtained from our FL-based technique:∫ 1
0
xK2(
√
x) dx = 14 (7 ζ(3) + 2) ,∫ 1
0
x2K2(
√
x) dx = 164 (77 ζ(3) + 34) .
Let us state in an explicit way the structure of the Taylor series and the
FL expansions of our generalized complete elliptic integrals, together with their
special values at x = 12 . The following results may be proved by considering
the information about J0, J1, J2 collected so far and by applying induction on
m ∈ N:
Jm(x) =
pi
2 · 2F1

− 2m+12 , 12
1
∣∣∣ x


=
pi
2
(2m+ 1)! !
∑
n≥0
(
2n
n
)2
xn
16n(1− 2n) · · · (2m+ 1− 2n)
= 2(2m)!
∑
n≥0
Pn(2x− 1)
(2m+ 1 + 2n)(2m− 1 + 2n) · · · (2m− 1− 2n) ,
Jm
(
1
2
)
= 2(2m)!
∑
n≥0
(
2n
n
)
(−1)n
4n(2m+ 1 + 4n)(2m− 1 + 4n) · · · (2m− 1− 4n)
=
2 · 4m(
2m
m
)
(2m+ 1)
· 3F2

1−2m4 , 3−2m4 , 12
2m+3
4 ,
2m+5
4
∣∣∣ − 1


=
∫ pi/2
0
(
1− 12 sin2 θ
) 2m−1
2 dθ
35
=
1
2
∫ 1
0
(
1− u
2
) 2m−1
2 du√
u(1− u)
= 2
1−2m
2
∫ 1
0
(1 + u2)2m du√
1− u4
= emE
(
1√
2
)
+ kmK
(
1√
2
)
, em, km ∈ Q.
A generalization of Legendre’s relation for the Jm functions has already been
proved by Shingo Takeuchi in [17]. By FL expansions, the computation of the
integrals
∫ 1
0
Jm(x)
2 dx boils down to the computation of the partial fraction
decomposition of
q(m)n =
1
(2n+ 2m+ 1)2
· · · 1
(2n+ 3)2
· 1
(2n+ 1)3
· · · 1
(2n− 2m+ 1)2 ,
which, regarded as a meromorphic function of the n variable, has a triple pole
at n = − 12 and double poles at n ∈
{−m− 12 , . . . ,− 32 , 12 , . . . ,m− 12}. We have
2(2m)!
(−1)m(2n− 2m− 1)! !
(2n+ 2m+ 1)! !
=
2
4m
2m∑
k=0
(
2m
k
)
(−1)k
2n+ 2m+ 1− 2k
and by squaring both sides, multiplying them by 12n+1 and applying
∑
n≥0(. . .),
we obtain an evaluation of
∫ 1
0
Jm(x)
2 dx in terms of Ape´ry’s constant ζ(3). By
the same argument, the integral
∫ 1
0
Ja(x)Jb(x) dx has a similar structure.
7. Conclusion170
We have investigated the relationships between classical hypergeometric
sums and twisted hypergeometric series, FL series, and the K and E map-
pings. Our article may lead to new areas of research into generalizing our main
theorems. In particular, from the results presented in Section 6, we are espe-
cially interested in generalizing the Jm transformation as much as possible in a175
meaningful way, through a suitable modification of our methods.
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