This paper describes a novel approach for signature verification and identification in an offline environment based on a quasi-multiresolution technique using GSC (Gradient, Structural and Concavity) features for feature extraction. These features when used at the word level, instead of the character level, yield promising results with accuracies as high as 78% and 93% for verification and identification, respectively. This method was successfully employed in our previous theory of individuality of handwriting developed at CEDAR -based on obtaining within and between writer statistical distance distributions. In this paper, exploring signature verification and identification as offline handwriting verification and identification tasks respectively, we depict a mapping from the handwriting domain to the signature domain.
Introduction
Research on online signature verification systems is widespread while those on offline are not many. Offline signature verification is not a trivial pattern recognition problem when it comes to skilled forgeries. This is because, as opposed to the online case, offline signatures lack any form of dynamic information. Also, the performance of the two systems is not directly comparable due to this difference. In the past some authors have worked on simple forgeries while others have dealt with the verification of skilled forgeries. Our present work deals with the verification of skilled forgeries.
The field of offline signatures and automatic writer verification and identification based on offline handwriting has been studied for several years now. Forensic document examiners, e.g. Robertson, 1991 , Russell, et al., 1992 , Hilton, 1993 , Huber and Headrick, 1999 , have cited this methodology in their textbooks. A correspondence can be drawn between this writer identification process and offline signature verification, identification due to the fact that individuality analysis of words is similar to signature verification. The theory of individuality of words has been delved into and the method of statistical distance distributions has been developed and experimented at CEDAR.
Signature verification, a behavioral biometric, is characterized by a behavioral trait that is learnt and acquired over a period of time rather than a physiological characteristic. This is true of handwriting too. Moreover, performing cursive handwriting verification or signature verification is subjective rather than being objective. 28 A signature is a unique identity of a person. No two signatures can be identical, unless one of them is a forgery or a copy of the other. Also however hard one may try, no two signatures will be exactly identical. This gives rise to intrapersonal variation, that is, the variation within a class of genuine signature samples of an individual. At the same time, we also need to consider another type of variability -interclass variability, which can be defined as the variation between classes of genuine signature samples of two different individuals. To classify two signatures as belonging to the same class or two different classes, the intraclass scatter should be as low as possible, whereas the interclass scatter should be as high as possible. Capturing this variability is the function of the feature extraction process in any verification system.
Many approaches based on neural networks, 4 Hidden Markov Models and other structural algorithms 3,27 regional correlation 21 have been discussed earlier. The paper by Lee and Pan gives a summary to feature selection 13 broadly classifying them into global, statistical and topological features. In this paper, we extract global features as well as statistical features and verify the results using statistical distance distribution. We focus on a naive approach to offline signature verification. The feature extraction process and classification process used here are different from the ones discussed previously. They involve GSC features, which take into account the global as well as the local information of a signature. The verification and identification problem are solved using distance statistics such as the Bayes classifier and the k-nearest neighbor (k-nn) classifier techniques. The uniqueness of this system is described in the following sections followed by the experiments conducted and the results obtained.
Steps
The steps performed to implement the signature verification and identification system are listed below. 
Data acquisition
We performed experiments on two different databases, namely databases A and B. Database A was built by us at CEDAR. This consisted of 55 writers with 24 genuine signature samples per writer. To obtain forgeries, we asked some other arbitrary people to skillfully forge the signatures of the writers in our database. In this fashion, we collected 24 forgery samples per writer from about 20 skillful forgers. The input signatures were scanned at 300 dpi in 8-bit gray scale (that is, 256 shades of gray) and stored in Portable Network Graphics (PNG) format. Writers were asked to sign in a predefined space of 2 × 2 inches. We also tested our system on another database, which we termed as database B. This was a publicly available database from http://www.vision.caltech.edu/ mariomu/research/data. This database comprised of two sets, sets 1 and 2, with a total of 106 writers and 3,960 samples of signatures.
12,16
To obtain forgeries, some writers were asked to forge the signatures of other writers. There was no overlap between the writers of set 1 and those of set 2. The data for each writer was collected in three sessions that took place on different days so as to provide some variability in the signatures of a writer and at the same time to overcome the distortion due to boredom in such a repetitive task.
The database built at CEDAR (database A), was a pure offline database. The signatures were scanned and were lacking any dynamic information. On the other hand, database B was a camera captured database that had been collected for visual identification by signature tracking. 16 So the results presented here for the database A, more closely represent the truly offline signature verification, identification case. We can summarize the contents of our databases as shown in Table 1 . the xy co-ordinate space. This step was followed by interpolation to get a continuous curve of the signature. The next step in this preprocessing stage was to make the signature rotation invariant. The technique described in the work of Munich and Perona 16 was used here.
Rotation normalization
To perform rotation normalization, the signature curve was rotated until the axis of least inertia coincided with the horizontal axis. To achieve this the following procedure was followed. We represented the given signature curve, C as shown in Eq. (1).
where C = Signature curve, N = Number of pixels in the signature, X(i) = Vector consisting of x-and y-coordinates of the ith pixel in the signature, u(i) = x-coordinate of the ith pixel in the signature curve, v(i) = y-coordinate of the ith pixel in the signature curve.
Next, we found the coordinates, u and v of the center of mass of the signature.
We then calculated the second order moments u 2 and v 2 of the signature by Eq. (3).
The orientation of the axis of least inertia was then given by the orientation of the least eigen vector of the matrix in Eq. (4).
Once this angle was obtained, all the points in the signature curve under consideration were rotated with this angle. Figure 3 shows the effect of rotation normalization on a signature sample. 
Feature extraction
Features for offline signature verification using scanned images can be divided into three types 7,13 :
(i) Global features that are extracted from every pixel that lies within a rectangle circumscribing the signature. These features do not reflect any local, geometrical, or topological properties of the signature, but include transformations, 6, 18 series expansions, 15 image gradient analysis 23 etc. Although global features are easily extractable and insensitive to noise, they are dependent upon the position alignment and highly sensitive to distortion and style variations.
(ii) Statistical features that are derived from the distribution of pixels of a signature, e.g. statistics of high gray-level pixels to identify pseudo-dynamic characteristics of signatures. This technique includes the extraction of high pressure factors with respect to vertically segmented zones (for example, upper, middle and lower zones) 2 and the ratio of signature width to short-or long-stroke height. 17 The statistical features take some topological and dynamic information into account and consequently can tolerate minor distortions and style variations. (iii) Geometrical and topological features that describe the characteristic geometry and topology of a signature and thereby preserve the signatures global and local properties, e.g. local correspondence of stroke segments to trace signature.
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Geometrical and topological features have a high tolerance to distortion and style variations, and they can also tolerate a certain degree of translation and rotation variations.
In our system, we are using a combination of three types of features, known as the Gradient, Structural and Concavity or GSC features, which measure the image characteristics at local, intermediate and large scales and hence approximate a heterogeneous multiresolution paradigm to feature extraction. The gradient features detect local features of the image and provide a great deal of information about stroke shape on a small scale. The structural features extend the gradient features to longer distances and give useful information about stroke trajectories. The concavity features are used to detect stroke relationships at long distances which can span across the image. The GSC feature vector length for this implementation is 512 bits. This GSC vector is compact because it is binary. The GSC feature extraction algorithm works with binarized images. First, size normalization of the image is accomplished by imposing a 4×4 grid on it by partitioning the image horizontally and vertically into four equal pixel mass partitions. Then the GSC features are computed. The gradient features are the ones at the finest scale. A gradient is the angle perpendicular to the local direction of the contour boundary and is computed at every pixel. The gradient features are computed by convolving two 3 × 3 Sobel operators on the binary image. The 3×3 Sobel operator was chosen to approximate the gradient of a two-dimensional image, because of its computational simplicity and also early tests indicated that it performed better than other approximations. After computing the gradient, it is quantized to 12 different ranges of angles. The histogram of occurrences of angles (ranges) for each of the 16 regions in the 4×4 grid is computed and those that cross a threshold are turned "on". Here the 12-bit feature vector for each region corresponds to 12 bins of direction, thus giving 12 × 4 × 4 = 192 bits of the total feature vector. The structural features work at the intermediate scale.
They capture certain patterns embedded in the gradient map. These patterns are "mini-strokes" of the image. A set of 12 rules that operate on the eight nearest neighbors of the pixel is applied to each pixel. Each rule examines a particular pattern of neighboring pixels for allowed gradient changes. If any pixel falling in the 4 × 4 region satisfies the rule for a mini-stroke, the feature is turned "on". Thus there is a 12-bit feature vector for each region, signifying the 12 rules. These features contribute 12 × 4 × 4 = 192 bits to the total feature vector. The concavity features can be broken down into three subclasses of features: 16 pixel density features, 32 large stroke features and 80 concavity features. The pixel density feature determines whether the percentage of "on" pixels in the 4 × 4 region exceed a threshold. The large stroke features determine whether the 4 × 4 region contains a horizontal or vertical run of "on" pixels greater in length than a threshold. The concavity features determine if there is a concavity pointing in the region. The total contribution of these features is 4 × 4 × 8 = 128 bits. Figure 4 shows the gradient, structural and concavity maps for the numeral 5. A detailed description of the GSC feature vector can be found in the work of Favata and Srikantan. As cited earlier, 28 characters usually inhabit in words and segregation of a word into allographs is more subjective than objective. Especially for cursive handwriting, use of handwritten words for studying handwriting individuality is a natural choice. Signature verification is similar to the individuality analysis of words. The degree to which handwriting is individual has been explored in the context of handwritten words. 28 Here in our approach, we termed each signature to be a word and the word feature extraction algorithm was used. This algorithm is an extension of the GSC algorithm 9 for handwritten characters mentioned above. The algorithm works as follows. To begin with, the signature image, S is divided into 4 × 8 subregions as follows. First the image, S, is divided into four subregions along the vertical direction, such that each subregion contains the same number of black pixels; then S is divided into eight subregions along the horizontal direction in a similar way, giving 4 × 8 subregions in all. Then for each subregion, we use the GSC word algorithm to extract the 12-bit gradient, 12-bit structural features and 8 concavity features, thus giving a 1,024-bit feature vector. Figures 5(a) and 5(b) show a sample signature and the corresponding 1,024-bit GSC feature vector.
Comparison process

Classifier design
A methodology for handwriting verification and identification has been recently described 24 and a complete system for handwriting examination known as CEDAR-FOX system has been recently developed. 29 On the same lines, the present signature identification and verification system can be used in two modes of operation:
(i) Verification, where the goal is to provide a level of confidence as to whether a questioned document and a known document are from the same writer. (ii) Identification, where the goal is to identify the writer of a questioned document given a repository of writing exemplars of several known writers.
Central to both identification and verification is the need for associating a quantitative measure of similarity between two samples. Such a quantitative measure brings in an assurance of repeatability and hence a degree of objectivity. Several
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In the identification model, a binary feature vector is associated with each signature sample and then the proximity of a sample to all other samples is calculated using the similarity measure mentioned below, whereas, in the verification model, a real-valued distance vector (where each component represents the distance between two signature samples) is used to describe the difference between a pair of signature samples. The weighted Euclidean distance measure (weighted by the standard deviations of features) is used to measure the distance between any two distance vectors.
Classification technique
For the verification model, we formed the same writer and different writer probability distributions to classify any unknown sample. We used the Bayes classifier to form these distributions with mean and variance measures to classify a new instance. This used the similarity metric described below.
A binary vector Z with N dimensions is defined as:
where
Let Ω be the set of all N -dimensional binary vectors, then the unit binary vector I ∈ Ω, is a binary vector with every element equal to 1. The complement of a binary vector Z ∈ Ω is given by,
To measure the similarity between two binary images, we use the Correlation measure. 26 Let S ij (i, j ∈ {0, 1}) be the number of occurrences of matches with i in the first pattern and j in the second pattern at the corresponding positions. Given two binary feature vectors X ∈ Ω and Y ∈ Ω, each similarity measure S(X, Y ) above uses all or some of the four possible values, i.e. S 00 , S 01 , S 10 , S 11 . We define a similarity measure S(X, Y ) corresponding to the Correlation measure in Eq. (8).
S(X, Y ) =
s 11 s 00 − s 10 s 01 ((s 10 + s 11 )(s 01 + s 00 )(s 11 + s 01 )(s 00 + s 10 )) 1/2 .
where S(X, Y ) = correlation similarity measure. s 00 = the first binary vector has a 0 and the second vector too has a 0 in the corresponding positions. s 11 = the first binary vector has a 1 and the second vector too has a 1 in the corresponding positions. s 01 = the first binary vector has a 0 while the second vector has a 1 in the corresponding positions. s 10 = the first binary vector has a 1 while the second vector has a 0 in the corresponding positions.
This similarity measure is not normalized. The range for this similarity measure is [−1, 1]. The assumption underlying this range is, S(I, I) = S(I, I) = 1 and S(I, I) = S(I, I) = −1 For the identification model we use the weighted k-nearest neighbor classification. Weighted k-nearest neighbor algorithm is a refinement to the k-nearest neighbor algorithm. In this, the contribution of each of the k-neighbors is weighted according to their distance to the query point, giving greater weight to closer neighbors. In our case, we weight the vote of each neighbor according to the inverse square of its distance from the query signatures feature vector. This distance is computed using the similarity measure mentioned above. Tables 2 and 3 illustrate the experimental setup for database A for signature verification and identification respectively. Testing Set 1540 3520 Table 3 . Experimental setup for identification for database A.
Number of Signatures Training Set 880
Testing Set 440
Verification
To perform verification, we first formed the same writer and different writer probability distributions. The same writer and different writer probability density functions (pdfs) are shown in Fig. 6 . This involved forming the same writer and different writer sets. The testing and training sets were built so as to consist of within-writer and between-writer distance vectors. The training set consisted of two-third signatures of each writer, while the testing set consisted of the remaining one-third signatures of each writer. Thus the training and testing sets were disjoint. Since for each writer we had 24 genuine and 24 forged signature samples, we used 16 samples for training and the remaining 8 for testing for both same writers and different writers. To form the training set, 55.
16 C 2 = 6,600 same writer signature pairs and 55. 16 C 1. 16 C 1 = 14,080 different writer signature pairs were used. Here n C r = n!/(r!.(n − r)!). For testing, we used 55.
8 C 2 = 1,540 same writer signature pairs and 55. 8 C 1. 8 C 1 = 3,520 different writer signature pairs.
Identification
Two-thirds (16 signatures) of the available signatures for each writer were used for training, while the remaining one-third (8 signatures) was used for testing. Forgeries were not considered for the identification process. The training set comprised of 880 genuine signatures (55 writers with 16 samples per writer), whereas the testing set consisted of 440 genuine signatures (55 writers with 8 samples per writer). Tables 4 and 5 illustrate the experimental setup for database B for verification and identification respectively. 
Experimental setup for database B
Verification
Similar to the setup for database A, the same writer and different writer probability distributions were formed here for each of the two sets in database B. The pdfs are plotted in Figs. 7(a) and 7(b) .
Offline Signature Verification 1351 Fig. 7(a) . PDF for Database B -set 1 (a) For set 1, 56. 15 C 2 = 5,880 same writer signature pairs and 56. 15 C 1. 6 C 1 = 5,040 different writer signature pairs were used for training. To test for same writers and different writers, 56.
10 C 2 = 2,520 same writer signature pairs and 56. 10 C 1. 4 C 1 = 2,240 different writer signature pairs were used respectively. For set 2, 50.
20 C 2 = 9,500 same writer signature pairs and 50. 20 C 1. 6 C 1 = 6,000 different writer signature pairs were used for training. To test for same writers and different writers, 50.
10 C 2 = 2,250 same writer signature pairs and 50. 10 C 1. 4 C 1 = 2,000 different writer signature pairs were used respectively.
Identification
Identification tests were carried out individually for sets 1 and 2. The available genuine signature samples in each set were divided into training and testing sets. Some samples were missing and so were not considered in the experiments.
Training set 1 consisted of 839 genuine signature samples (56 writers with about 15 genuine samples each), whereas testing set 1 consisted of 560 genuine signature samples (56 writers with 10 genuine samples each).
Training set 2 consisted of 991 genuine signature samples (50 writers with about 20 genuine samples each), whereas testing set 2 consisted of 500 genuine signature samples (50 writers with 10 genuine samples each).
Results
Results for database A
Verification results
Here the probabilities of the signature distance being acceptable as genuine or a forgery are determined. The distance between the two binary feature vectors is computed using the correlation distance measure described above. The mean and variance of distance as a function of the writers is shown in Figs. 8(a) and 8(b) .
Here the x-axis has the number of writers n, varied from 10 to 55. For each n, there are two values in each plot corresponding to the mean and variance of n × 16 C 2 pairs of same writer (or genuine-genuine pair) distances and n× 16 C 1 × 16 C 1 pairs of different writers (or genuine-forgery pair) distances. The average value of the mean for same writers and different writers is µ same = 0.76 and µ diff = 0.72 respectively, with corresponding variances 0.055 and 0.05. Since the variances are roughly the same, the Bayes classifier reduces to classifying as a forgery if the similarity is less than 0.74 and as genuine otherwise.
The threshold depending fraction of the falsely accepted patterns divided by the number of all impostor patterns is the False Acceptance Rate (FAR) and the fraction of the number of rejected client patterns divided by the total number of client patterns is called the False Rejection Rate (FRR). To plot the FAR versus FRR graph we need different values for the decision threshold. To obtain these values, we vary the ratio of the same writer probability to the different writer probability. Here our distance implies the similarity between the two samples under consideration.
The verification results for different values of the threshold were noted and the graphs were plotted. As seen from the graph in Fig. 9 , as the threshold increases, the FAR decreases, while the FRR increases, Table 6 shows the corresponding results. The FAR for this database is 23.18% while the FRR is 20.62%. Therefore, the average error rate or Equal Error Rate (EER), that is, the point at which FAR and FRR are equal is 21.90%. Figure 10 shows the identification performance of the system. The system was tested for different values of k and the graph was plotted. As seen from the results summarized in Table 7 , the optimal or the best performance of the system, giving an identification accuracy of 93.18%, is noted for k = 3 (neglecting the 1-nearest neighbor case). To plot the FAR versus FRR graph we need different values for the decision threshold. To obtain these values, we vary the allowable difference between the same writer probability and the different writer probability. As expected, FAR decreases with increasing threshold, while FRR increases. Figure 11 shows the FAR versus FRR graph for set 1. 
Identification results
As seen from the results summarized in Table 9 , the optimal performance of the system for data set 1 is 93.33% noted for k = 3 and for data set 2, it is 91.6% at k = 4 (neglecting the 1-nearest neighbor case). Figure 12 displays these results graphically for set 1. The overall performance of the signature verification and identification system is summarized in Table 10 .
Comparison with other offline methods
It is difficult to compare the performance of different signature verification systems because different systems use different signature databases. 8 Hence, here we just list the performance achieved by some of the other systems and that achieved by our system. The novel approach to offline tracing and representation of signatures, 13 could achieve about 97% recognition rate for the test patterns derived from the training patterns. The average error rates for verification in the work of Ammar and Sabourin 22 were 22.8% and 17.8% respectively. For our approach, in the case of verification the average error rate for verification on database A is 21.9% and that on database B is 31.62% for set 1 and 32.67% for set 2. The average error rate for identification for database A is 6.82% and that for set 1 is 6.67% while that for set 2 is 8.4%.
Summary and Conclusions
We used a combination of Gradient, Structural and Concavity (GSC) features here to extract the significant features of a signature at the local, intermediate and large scales for object recognition. These features captured the global, statistical and geometrical features of the signature. The experiments listed here demonstrate the usefulness of statistical measures like the Bayes and k-nearest neighbor classifier in the offline signature verification and identification domain respectively. The performance of this system is comparable to other offline signature verification and identification systems as indicated by the results. We achieve accuracy as high as 78.1% for verification and 93.18% for identification on a pure offline database using GSC word features. This approach could be combined with Dynamic Plane Warping algorithm to improve the performance of the system. Dynamic plane warping (DPW) 14 algorithm has been applied in the field of optical character recognition (OCR), which solves plane alignment problem. With DPW, dynamic features can be extracted from offline signatures and combined with the framework we presented in this paper.
