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Resumo
O principal objectivo deste trabalho e´ o estudo da estabilidade assimp-
to´tica local e global de equil´ıbrios positivos de uma classe de modelos pop-
ulacionais retardados de n espe´cies de tipo Lotka-Volterra. Analisaremos
dois sistemas de tipo Lotka-Volterra e um sistema de redes neuronais, todos
com atrasos discretos sendo que um dos sistemas na˜o tem atrasos nos termos
“diagonais” e os outros dois teˆm. Assumimos, em todos os casos, condic¸o˜es
de dominaˆncia diagonal sobre a matriz de interacc¸a˜o traduzidas em termos
de M-matrizes, e o estudo da estabilidade absoluta sera´ feito recorrendo a`
construc¸a˜o de funcionais de Liapunov.
Palavras-chave: Sistema de tipo Lotka-Volterra, equac¸o˜es diferenciais
funcionais retardadas, estabilidade assimpto´tica local, estabilidade assim-
pto´tica global.
Abstract
The main subject of this work is the study of local and global asymptotic
stability of positive equilibria of a populational retarded model of n species
of Lotka-Volterra type. We shall analyse two kinds of Lotka-Volterra type
systems and a neural network system, all with discrete delays, one of them
with no delays in the “diagonal” terms and the others allowing delays on
these terms. We assume, in all cases, diagonal dominance conditions for
the interaction matrix, translated in terms of M-matrices, and the absolute
stability study shall be adresssed by constructing Liapunov functionals.
Key words: Lotka-Volterra type system, retarded functional differential
equation, local asymptotic stability, global asymptotic stability.
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Introduc¸a˜o
Nas u´ltimas de´cadas, o estudo de Equac¸o˜es Diferenciais Funcionais (EDF’s)
tem constitu´ıdo uma a´rea fe´rtil da Matema´tica. Um grande nu´mero de es-
pecialistas tem-se dedicado a esse estudo levando a que, actualmente, exista
uma vasta literatura sobre a sua teoria qualitativa e sobre as suas aplicac¸o˜es.
A teoria das EDF’s retardadas (ou seja, as EDF’s com atrasos no tempo)
assume uma importaˆncia particular por ser u´til em diversas a´reas cient´ıficas.
Esta teoria e´ aplicada, a t´ıtulo de exemplo, na modelac¸a˜o de problemas em
dinaˆmica populacional, redes neuronais, epidemiologia e teoria do controlo.
Um problema central no estudo qualitativo de equac¸o˜es diferenciais e´
conhecer o comportamento das soluc¸o˜es, nomeadamente a estabilidade de
soluc¸o˜es estaciona´rias. Um dos me´todos cla´ssicos para estudar a estabili-
dade de soluc¸o˜es de EDF’s retardadas, e em particular a estabilidade de
pontos de equil´ıbrio, consiste em supor que existem termos na˜o retardados
(os chamados termos instantaˆneos de feedback negativo) que, em certo sen-
tido, dominam e cancelam o efeito dos atrasos.
O principal objectivo deste trabalho e´ o estudo da estabilidade assim-
pto´tica local e global de equil´ıbrios positivos de uma classe de modelos po-
pulacionais retardados de n espe´cies de tipo Lotka-Volterra.
No Cap´ıtulo 1 sa˜o apresentadas as principais definic¸o˜es e resultados da
teoria ba´sica de EDF’s retardadas, onde se da´ particular atenc¸a˜o a` teoria de
estabilidade de EDF’s lineares auto´nomas, equac¸o˜es estas que sera˜o objecto
de estudo em cap´ıtulos subsequentes. Ale´m disso, e´ introduzido o me´todo
dos funcionais de Liapunov, instrumento com o qual se fara´ a ana´lise da
estabilidade global dos equil´ıbrios das equac¸o˜es estudadas neste trabalho,
e tambe´m algumas noc¸o˜es importantes de ana´lise matricial, com especial
incideˆncia nas propriedades das M-matrizes. Em seguida, e´ feita uma intro-
duc¸a˜o aos sistemas de Lotka-Volterra do ponto de vista biolo´gico, abordando,
com algum detalhe, situac¸o˜es simples modeladas por equac¸o˜es diferenciais
ordina´rias e envolvendo apenas duas populac¸o˜es. Finalmente, e´ introduzida
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a modelac¸a˜o com EDF’s retardadas como uma tentativa de melhor modelar
a realidade biolo´gica.
No Cap´ıtulo 2 faz-se o estudo de um sistema de tipo Lotka-Volterra com
atrasos discretos e sem atrasos nos termos “diagonais”. Como exemplo, um
sistema deste tipo pode ser utilizado para modelar uma comunidade de n
populac¸o˜es em competic¸a˜o ou cooperac¸a˜o. Para este sistema de equac¸o˜es sa˜o
estabelecidas condic¸o˜es necessa´rias e suficientes para a estabilidade global
absoluta (isto e´, independente do tamanho dos atrasos) do seu equil´ıbrio po-
sitivo, caso este exista. Com o objectivo de obter essas condic¸o˜es, e´ imposta
uma condic¸a˜o de dominaˆncia diagonal dos termos sem atrasos com feedback
negativo sobre a matriz de competic¸a˜o da comunidade, traduzida em termos
das chamadas M-matrizes. Este estudo e´ feito recorrrendo a` construc¸a˜o de
funcionais de Liapunov, te´cnica utilizada em [16], refereˆncia principal deste
cap´ıtulo.
O Cap´ıtulo 3 tem por objectivo completar o estudo iniciado no Cap´ıtulo
2. Comec¸a por ser feito um estudo semelhante ao que foi feito no Cap´ıtulo
2 para a estabilidade de uma equac¸a˜o linear, embora a equac¸a˜o linear do
Cap´ıtulo 3 seja mais geral que a do Cap´ıtulo 2 por apresentar atrasos nos
termos “diagonais”. Segue-se a ana´lise da estabilidade global de um sistema
de EDF’s retardadas, representando uma rede neuronal, e de um sistema
de tipo Lotka-Volterra, mais geral que o do Cap´ıtulo 2, onde tambe´m se
estabelecem condic¸o˜es necessa´rias e suficientes para a estabilidade global
absoluta, embora sob condic¸o˜es de dominaˆncia diagonal da matriz de inter-
acc¸a˜o mais fortes. Para o estudo da estabilidade global no caso do sistema
da rede neuronal recorre-se novamente a` construc¸a˜o de funcionais de Lia-
punov, seguindo o que e´ feito em [2]. Para o sistema de tipo Lotka-Volterra
usam-se te´cnicas utilizadas em [5] e em [6].
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo daremos um conjunto de definic¸o˜es e resultados pre´vios
nas a´reas de Equac¸o˜es Diferenciais Funcionais e de Ana´lise Matricial que
sera˜o usados nos cap´ıtulos que se seguem.
1.1 Teoria Ba´sica de Equac¸o˜es Diferenciais Fun-
cionais
Nesta secc¸a˜o faremos uma introduc¸a˜o a`s Equac¸o˜es Diferenciais Fun-
cionais, desde as definic¸o˜es ba´sicas, passando pela teoria de existeˆncia, uni-
cidade e continuac¸a˜o de soluc¸o˜es, ate´ a` dependeˆncia cont´ınua dos dados
iniciais. As definic¸o˜es, resultados e respectivas demonstrac¸o˜es desta secc¸a˜o
podem ser encontradas em [14].
1.1.1 Definic¸o˜es
Suponhamos que r > 0 e´ um dado nu´mero real, R = (−∞,+∞), Rn
e´ um espac¸o vectorial linear de dimensa˜o n sobre os reais munido de uma
norma |.|, C([a, b],Rn) e´ o espac¸o de Banach das func¸o˜es cont´ınuas de [a, b]
em Rn munido da norma da convergeˆncia uniforme.
Se [a, b] = [−r, 0] seja C = C([−r, 0],Rn) e designemos a norma de um
elemento φ de C por |φ| = sup−r≤θ≤0 |φ(θ)|. Se
σ ∈ R, A ≥ 0 e x ∈ C([−σ − r, σ +A],Rn),
para qualquer t ∈ [σ, σ + A] seja xt ∈ C definido por xt(θ) = x(t + θ),
−r ≤ θ ≤ 0.
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Sejam D um subconjunto de R × C, f : D −→ Rn uma dada func¸a˜o e
represente-se por x˙(t) a derivada a` direita de uma func¸a˜o x(t) com valores
em Rn.
Definic¸a˜o 1.1. Dizemos que a relac¸a˜o,
x˙(t) = f(t, xt) (1.1)
e´ uma equac¸a˜o diferencial funcional retardada em D e denotaremos
esta equac¸a˜o por EDFR. Se quisermos evidenciar que a equac¸a˜o e´ definida
por f escreveremos EDFR(f).
Definic¸a˜o 1.2. Dizemos que uma func¸a˜o x e´ uma soluc¸a˜o da equac¸a˜o (1.1)
em [σ−r, σ+A) se existirem σ ∈ R e A > 0 tais que x ∈ C([σ−r, σ+A),Rn),
(t, xt) ∈ D e x(t) satisfaz a equac¸a˜o (1.1) para t ∈ [σ, σ +A).
Definic¸a˜o 1.3. Dados σ ∈ R, φ ∈ C, dizemos que x(σ, φ, f) e´ uma soluc¸a˜o
da equac¸a˜o (1.1) com valor inicial φ em σ ou simplesmente uma soluc¸a˜o
que passa por (σ,φ) se existir um A > 0 tal que x(σ, φ, f) e´ uma soluc¸a˜o
da equac¸a˜o (1.1) em [σ − r, σ +A) e xσ(σ, φ, f) = φ.
Definic¸a˜o 1.4. Dizemos que a equac¸a˜o (1.1) e´ linear se
f(t, φ) = L(t)φ+ h(t), t ∈ I
onde I e´ um intervalo de R e L(t) : C → Rn e´ linear, para qualquer t ∈ I.
Se h ≡ 0 dizemos que a equac¸a˜o e´ linear homoge´nea e se h 6= 0 dizemos
que a equac¸a˜o e´ linear na˜o homoge´nea.
Definic¸a˜o 1.5. Dizemos que a equac¸a˜o (1.1) e´ auto´noma se
f(t, φ) = g(φ)
onde g na˜o depende de t.
Uma equac¸a˜o da forma (1.1) sujeita a uma condic¸a˜o inicial pode ser
transformada numa equac¸a˜o integral.
Lema 1.6. Se σ ∈ R, φ ∈ C sa˜o dados e f(t, φ) e´ cont´ınua, enta˜o encontrar
uma soluc¸a˜o da equac¸a˜o (1.1) que passe por (σ, φ) e´ equivalente a resolver
a equac¸a˜o integral
x(t) = φ(0) +
∫ t
σ
f(s, xs)ds, t ≥ σ,
sujeita a` condic¸a˜o inicial xσ = φ.
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1.1.2 Existeˆncia, unicidade e dependeˆncia cont´ınua
Nesta subsecc¸a˜o, enunciamos um teorema de existeˆncia para problemas
de valor inicial da equac¸a˜o (1.1), supondo a continuidade de f . Tambe´m sera´
dado um resultado geral sobre dependeˆncia cont´ınua e unicidade de soluc¸o˜es.
As ideias usadas nas demonstrac¸o˜es destes teoremas sa˜o uma extensa˜o dos
argumentos usados para equac¸o˜es diferenciais ordina´rias (ver e.g. [12]), no
entanto a notac¸a˜o e´ algo complexa. Aqui apenas apresentaremos os resulta-
dos de existeˆncia, unicidade e dependeˆncia cont´ınua de soluc¸o˜es e uma ideia
da demonstrac¸a˜o de alguns deles pois a teoria qualitativa de EDF’s na˜o e´ o
objectivo desta tese. As demonstrac¸o˜es de todos os resultados apresentados
podem ser encontrados em [14].
Antes de apresentarmos os teoremas ja´ mencionados, comecemos com
uma observac¸a˜o.
Lema 1.7. Se x ∈ C([σ− r, σ+α],Rn), enta˜o xt e´ uma func¸a˜o cont´ınua de
t para t em [σ, σ + α].
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.40].
Teorema 1.8. (Existeˆncia) Suponhamos que Ω e´ um subconjunto aberto
de R × C e f0 ∈ C(Ω,Rn). Se (σ, φ) ∈ Ω, enta˜o existe uma soluc¸a˜o da
EDFR(f0) que passa por (σ, φ). Mais geralmente, se W ⊆ Ω e´ compacto
e e´ dada f0 ∈ C(Ω,Rn), enta˜o existe uma vizinhanc¸a V ⊆ Ω de W tal
que existe uma vizinhanc¸a U ⊆ C0(V,Rn) de f0 e um α > 0 tal que para
qualquer (σ, φ) ∈W , f ∈ U , existe uma soluc¸a˜o x(σ, φ, f) da EDFR(f) que
passa por (σ, φ) e esta´ definida em [σ − r, σ + α].
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.43].
Para provar a existeˆncia da soluc¸a˜o que passa por um ponto (σ, φ) ∈ Ω ⊂
R × C, consideramos um α > 0 e todas as func¸o˜es x em [σ − r, σ + α] que
sa˜o cont´ınuas e coincidem com φ em [σ − r, σ]; isto e´, xσ = φ. Os valores
destas func¸o˜es em [σ, σ + α] sa˜o restritos a` classe das func¸o˜es x tais que
|x(t)− φ(0)| ≤ β para t ∈ [σ, σ + α]. E´ definida a aplicac¸a˜o usual T obtida
da correspondente equac¸a˜o integral,
T :W × U ×A(α, β) → C([−r, α],Rn)
T (σ, φ, y)(t) = 0, t ∈ [−r, 0],
T (σ, φ, y)(t) =
∫ t
0
f(σ + s, φ˜σ+s + ys)ds, t ∈ Iα
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onde W e U sa˜o vizinhanc¸as de σ e φ, respectivamente, e onde se definem
Iα = [0, α], Bβ = {ψ ∈ C : |ψ| ≤ β},
A(α, β) = {y ∈ C([−r, α],Rn) : y0 = 0, yt ∈ Bβ , t ∈ Iα} e
φ˜ ∈ C([σ − r,∞),Rn) por
φ˜σ = φ, φ˜(t+ σ) = φ(0), para t ≥ 0 e (σ, φ) ∈ R× C
Depois mostra-se que α e β podem ser escolhidos de modo a que T aplique
esta classe de func¸o˜es em si mesma e que seja completamente cont´ınuo.
Assim o Teorema do Ponto Fixo de Schauder implica a existeˆncia de uma
soluc¸a˜o.
Teorema 1.9. (Dependeˆncia cont´ınua) Suponhamos que Ω ⊆ R × C e´
aberto, (σ0, φ0) ∈ Ω, f0 ∈ C(Ω,Rn), e x0 e´ uma soluc¸a˜o da EDFR(f0)
que passa por (σ0, φ0) que existe e e´ u´nica em [σ0 − r, b], com b > σ0. Seja
W 0 ⊆ Ω o conjunto definido por
W 0 = {(t, x0t ) : t ∈ [σ
0, b]}
e seja V 0 uma vizinhanc¸a de W 0 na qual f0 e´ limitada, sendo W0 compacto.
Se (σk, φk, fk), k = 1, 2, . . ., satisfaz σk → σ0, φk → φ0, e |fk − f0|V 0 → 0
quando k → ∞, enta˜o existe um k0 tal que a EDFR(fk) para k ≥ k0 e´
tal que cada soluc¸a˜o xk = xk(σk, φk, fk) que passa por (σk, φk) existe em
[σk − r, b] e xk → x0 uniformemente em [σ0 − r, b]. Visto que nem todos os
xk estara˜o definidos em [σ0 − r, b], pela convergeˆncia uniforme xk → x0 em
[σ0−r, b] o que queremos dizer e´ que para qualquer ǫ > 0, existe k1(ǫ) tal que
xk(t), k ≥ k1(ǫ), esta´ definida em [σ
0 − r + ǫ, b], e xk → x0 uniformemente
em [σ0 − r + ǫ, b].
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.43].
A prova da dependeˆncia cont´ınua em relac¸a˜o aos dados iniciais e´ ligeira-
mente mais complexa porque a aplicac¸a˜o T , atra´s definida, depende dos
paraˆmetros e e´ necessa´rio discutir a dependeˆncia dos pontos fixos de T em
relac¸a˜o a estes paraˆmetros. Para provar a dependeˆncia cont´ınua de um
paraˆmetro num valor λ0, o procedimento usual e´ assumir um u´nico ponto
fixo em λ0 e depois provar que a propriedade de “compacidade” de T e´ uni-
forme com respeito a conjuntos compactos contendo λ0 usando o princ´ıpio
da contracc¸a˜o de Banach.
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Teorema 1.10. (Unicidade) Suponhamos que Ω e´ um conjunto aberto em
R×C, f : Ω→ Rn e´ cont´ınua e f(t, φ) e´ lipchitziana em φ em cada conjunto
compacto de Ω. Se (σ, φ) ∈ Ω, enta˜o existe uma u´nica soluc¸a˜o da equac¸a˜o
(1.1) que passa por (σ, φ).
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.44].
1.1.3 Continuac¸a˜o de soluc¸o˜es
Definic¸a˜o 1.11. Suponhamos que f na equac¸a˜o (1.1) e´ cont´ınua. Se x e´
uma soluc¸a˜o da equac¸a˜o (1.1) num intervalo [σ − r, a), a > σ, dizemos que
xˆ e´ uma continuac¸a˜o de x se existir um b > a, com b ∈ R ou b = +∞, tal
que xˆ esta´ definido em [σ − r, b), coincide com x em [σ − r, a), e x satisfaz
a equac¸a˜o (1.1) em [σ, b).
Uma soluc¸a˜o x diz-se maximal se na˜o existe tal continuac¸a˜o; isto e´, o
intervalo [σ, a) e´ o intervalo maximal de existeˆncia da soluc¸a˜o x.
A prova da existeˆncia de uma soluc¸a˜o maximal segue do Lema de Zorn
e o intervalo maximal de existeˆncia tem de ser aberto.
Teorema 1.12. Suponhamos que Ω e´ um conjunto aberto em R× C e f ∈
C(Ω,Rn). Se x e´ uma soluc¸a˜o maximal da equac¸a˜o (1.1) em [σ−r, b), enta˜o
para qualquer conjunto compacto W em Ω, existe um tW tal que (t, xt) /∈W
para tW ≤ t < b.
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.45].
Teorema 1.13. Suponhamos que Ω e´ um conjunto aberto em R×C, f : Ω→
R
n e´ completamente cont´ınua: isto e´, f e´ cont´ınua e transforma conjuntos
limitados de Ω em conjuntos limitados de Rn, e x e´ uma soluc¸a˜o maximal da
equac¸a˜o (1.1) em [σ−r, b). Enta˜o para qualquer conjunto fechado e limitado
U em R× C, U em Ω, existe um tU tal que (t, xt) /∈ U para tU ≤ t < b.
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.46].
1.1.4 Estabilidade
Suponhamos que f : R×C → Rn e´ cont´ınua e consideremos a EDFR(f)
dada por (1.1). Nesta subsecc¸a˜o vamos supor que a func¸a˜o f e´ completa-
mente cont´ınua e que satisfaz condic¸o˜es de regularidade adicionais de modo
a garantir que a soluc¸a˜o x(σ, φ)(t) que passa por (σ, φ) seja cont´ınua em
(σ, φ, t) para qualquer t ≥ 0. A teoria que se segue e´ va´lida para func¸o˜es
f : (α,∞) × Ω → Rn, onde Ω e´ um conjunto aberto em C, e e´ apenas por
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propo´sitos notacionais que consideramos o domı´nio de definic¸a˜o de f como
sendo R × C. Todas as definic¸o˜es e resultados desta subsecc¸a˜o podem ser
encontrados em [14].
No que se segue
B(x, δ) = {φ ∈ C : |φ− x| < δ}
Definic¸a˜o 1.14. Suponhamos que f(t, 0) = 0 para todo t ∈ R. A soluc¸a˜o
x = 0 da equac¸a˜o (1.1) diz-se:
i) esta´vel se para qualquer σ ∈ R, ǫ > 0, existe um δ = δ(ǫ, σ) tal que
φ ∈ B(0, δ) implica que xt(σ, φ) ∈ B(0, ǫ) para t ≥ σ.
ii) assimptoticamente esta´vel se e´ esta´vel e existe um b0 = b0(σ) > 0
tal que φ ∈ B(0, b0) implica que x(σ, φ)(t)→ 0 quando t→∞.
iii) uniformemente esta´vel se o nu´mero δ da definic¸a˜o de soluc¸a˜o es-
ta´vel for independente de σ.
iv) uniformemente assimptoticamente esta´vel se e´ uniformemente
esta´vel e existe b0 > 0 tal que para todo η > 0, existe um t0(η) tal que
φ ∈ B(0, b0) implica que xt(σ, φ) ∈ B(0, η) para t ≥ σ+ t0(η) para todo
σ ∈ R.
v) (localmente) exponencialmente assimptoticamente esta´vel se
existem b, k, α > 0 tais que se φ ∈ B(0, b) enta˜o |x(σ, φ)(t)| ≤ Ke−α(t−σ),
para qualquer t ≥ σ.
vi) insta´vel se na˜o e´ esta´vel.
Se y(t) e´ qualquer soluc¸a˜o da equac¸a˜o (1.1), enta˜o y diz-se esta´vel se a
soluc¸a˜o z = 0 da equac¸a˜o
z˙(t) = f(t, zt + yt)− f(t, yt)
e´ esta´vel. Os outros conceitos sa˜o definidos de modo semelhante.
Lema 1.15. Se f(t, φ) e´ perio´dica em relac¸a˜o a t, enta˜o a soluc¸a˜o x = 0
e´ esta´vel (assimptoticamente esta´vel) se e so´ se e´ uniformemente esta´vel
(uniformemente assimptoticamente esta´vel).
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.131].
Definic¸a˜o 1.16. Uma soluc¸a˜o x(σ, φ) de uma EDFR(f) e´ limitada se
existe β(σ, φ) tal que |x(σ, φ)(t)| < β(σ, φ) para t ≥ σ − r.
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Tal como em EDO’s (ver e.g. [1,12]) podemos estender o conceito de
estabilidade para EDFR’s auto´nomas a conjuntos J ⊂ C. Relembremos
que, dado δ > 0, definimos da seguinte forma a bola de raio δ e centro em J
B(J, δ) = {φ ∈ C : dist(φ, J) < δ} = {φ ∈ C : min
ψ∈J
|ψ − φ| < δ}
Definic¸a˜o 1.17. Seja f ∈ C(Ω;Rn) cont´ınua e em condic¸o˜es de garantir a
existeˆncia e unicidade de soluc¸o˜es x(0, φ0, f) de x˙t = f(xt) definidas para
t ∈ R e continuamente dependentes dos dados iniciais. Diz-se que J e´
esta´vel para x˙t = f(xt) se
∀ǫ > 0,∃δ > 0 : φ0 ∈ B(J, δ)⇒ x(0, φ0, f) ∈ B(J, ǫ),∀t ≥ 0
Caso contra´rio, J diz-se insta´vel.
1.2 Equac¸o˜es Diferenciais Funcionais Retardadas
Lineares Auto´nomas
1.2.1 Generalidades e decomposic¸a˜o do espac¸o de fase C a-
trave´s da teoria adjunta
Esta secc¸a˜o baseia-se no estudo feito em [20] que tem como principal
refereˆncia [13]. Ao longo desta secc¸a˜o, vamos considerar L ∈ L(C;Rn), o
espac¸o dos funcionais lineares cont´ınuos de C em Rn, e a seguinte EDFR
linear auto´noma notada por EDFR(L):
x˙t = L(xt) (1.2)
Sendo L uma aplicac¸a˜o linear cont´ınua, tem-se que L e´ lipshitziana.
Consequentemente, pelos teoremas de existeˆncia e unicidade, para cada φ ∈
C existe uma u´nica soluc¸a˜o maximal, x(0, φ, L), em [−r, α) com α > 0, de
x˙(t) = L(xt) que passa em (0, φ).
Pelo facto de L ser uma aplicac¸a˜o linear cont´ınua, prova-se que a soluc¸a˜o
x(0, φ, L) pode ser extendida a [−r,+∞). Para simplificar a notac¸a˜o, usa-
se x(φ) = x(0, φ, L). O facto de x(φ) estar definida em [−r,+∞) permite
introduzir a seguinte definic¸a˜o:
Definic¸a˜o 1.18. Para cada t ≥ 0, chama-se operador soluc¸a˜o associado
a` equac¸a˜o diferencial (1.2) a` aplicac¸a˜o
T (t) : C −→ C
φ 7−→ xt(φ)
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Proposic¸a˜o 1.19. Para cada t ≥ 0, a aplicac¸a˜o T (t) e´ linear.
Demonstrac¸a˜o. Resulta da linearidade de (1.2).
Antes do pro´ximo resultado relembra-se a definic¸a˜o de C0-semigrupo de
operadores lineares.
Definic¸a˜o 1.20. Dizemos que a famı´lia de operadores (T (t))t≥0 e´ um C0-
semigrupo de operadores lineares se:
i) T (0) = I.
ii) T (t+ τ) = T (t)T (τ) para quaisquer t, τ ≥ 0.
iii) T (t) e´ um operador linear cont´ınuo para qualquer t ≥ 0.
iv) limt→0+ T (t)φ = φ, para qualquer φ ∈ C.
Proposic¸a˜o 1.21. A famı´lia dos operadores soluc¸a˜o (T (t))t≥0, possui as
seguintes propriedades:
1. E´ um C0-semigrupo de operadores lineares em C.
2. Para t ≥ r, o operador T (t) e´ compacto.
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.27] ou em [13, pa´g.166].
Assim, (T (t))t≥0 e´ um C0-semigrupo em C. O gerador infinitesimal da
famı´lia (T (t))t≥0, dado por
A : D(A) −→ C
φ 7−→ lim
t→0+
1
t
(T (t)φ− φ)
com
D(A) =
{
φ ∈ C : existe lim
t→0+
1
t
(T (t)φ− φ)
}
e´ um operador linear fechado com domı´nio denso em C.
O objectivo do pro´ximo resultado e´ caracterizar os elementos de C que
pertencem a D(A) e determinar Aφ para qualquer φ ∈ D(A).
Proposic¸a˜o 1.22. Seja A o gerador infinitesimal do C0-semigrupo de ope-
radores soluc¸a˜o associados a` equac¸a˜o diferencial (1.2). Enta˜o, φ ∈ D(A)
se e so´ se φ tem derivada cont´ınua em [−r, 0] e φ˙(0) = L(φ). Ale´m disso
tem-se
Aφ(θ) =
{
dφ
dθ (θ), −r ≤ θ < 0
L(φ), θ = 0
(1.3)
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Demonstrac¸a˜o. Ver e.g. em [20, pa´g.30] ou em [13, pa´g.167].
Como L ∈ L(C;Rn), pelo Teorema da Representac¸a˜o de Riesz, conclui-se
que existe
µ : [−r, 0] −→Mn(R)
θ 7−→ [µij(θ)]i,j
onde Mn(R) e´ o conjunto das matrizes reais quadradas de ordem n e µij :
[−r, 0]→ R e´ uma func¸a˜o de variac¸a˜o limitada, para cada i, j ∈ {1, . . . , n},
tal que
L(φ) =
∫ 0
−r
φ(θ)dµ(θ) =
∫ 0
−r
[dµ(θ)]φ(θ)
Portanto a equac¸a˜o (1.2) pode ser escrita na forma
x˙(t) =
∫ 0
−r
[dµ(θ)]x(t+ θ) (1.4)
Vejamos agora algumas propriedades do espectro, dos operadores soluc¸a˜o
e do gerador infinitesimal. O teorema que se segue caracteriza o espectro do
gerador infinitesimal associado ao C0-semigrupo dos operadores soluc¸a˜o.
Teorema 1.23. Seja A o gerador infinitesimal do C0-semigrupo dos opera-
dores soluc¸a˜o associados a` equac¸a˜o (1.2), (T (t))t≥0. Enta˜o σ(A) = σP (A)
e
λ ∈ σ(A) se e so´ se det∆(λ) = 0
onde
∆(λ) = λI −
∫ 0
−r
eλθ[dµ(θ)] = λI − L(eλ.I)
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.31] ou em [13, pa´g.168].
Procuremos soluc¸o˜es na˜o triviais de (1.2) da forma exponencial, isto e´,
da forma
x(t) = eλtv, λ ∈ C, v ∈ Rn, v 6= 0. (1.5)
Temos
xt(θ) = x(t+ θ) = e
λ(t+θ)v = eλteλθv
xt(·) = e
λteλ.v
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ex(t) e´ soluc¸a˜o de (1.2) ⇔
λeλtv = L
(
eλteλ.v
)
⇔
λeλtv = eλtL(eλ.I)v ⇔[
λI − L
(
eλ.I
)]
v = 0.
A equac¸a˜o
det
(
λI − L
(
eλ·I
))
= 0, (1.6)
e´ chamada a equac¸a˜o caracter´ıstica de (1.2) onde
L
(
eλ·I
)
=
[
L
(
eλ·e1
)
. . . L
(
eλ·en
) ]
=
[
Li
(
eλ.ek
)]
i,k
onde os ek, k = 1, . . . , n, representam os vectores da base cano´nica de R
n e
onde usamos a notac¸a˜o ∆(λ) = λI − L
(
eλ·I
)
.
Resumindo, (1.5) e´ soluc¸a˜o de (1.2) se e so´ se det∆(λ) = 0 e v e´ vector
pro´prio associado ao valor pro´prio 0 da matriz ∆(λ).
Definic¸a˜o 1.24. Seja (T (t))t≥0 o C0-semigrupo dos operadores soluc¸a˜o as-
sociados a` equac¸a˜o (1.2) e A o seu gerador infinitesimal. Diz-se que λ ∈ C
e´ um valor pro´prio, ou valor caracter´ıstico, de (1.2) se λ ∈ σ(A).
O espac¸o pro´prio generalizado de (1.2) associado a λ denota-se por Mλ(A).
Das propriedades espectrais de operadores compactos e de C0-semigrupos,
tem-se:
Teorema 1.25. Para (T (t))t≥0 e A como no teorema anterior, sa˜o va´lidas
as seguintes propriedades:
1. Para t ≥ r e η ∈ C\{0} tem-se
η ∈ σ(T (t))⇐⇒ η ∈ σP (T (t))
2. Para qualquer α ∈ R, o conjunto σ(A) ∩ {λ ∈ C : Reλ ≥ α} e´ finito.
3. Para qualquer λ ∈ σ(A), tem-se dim(Mλ(A)) < +∞.
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.32].
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Tendo em vista o estudo da estabilidade de EDFR’s lineares da forma
(1.2), apresenta-se de seguida um breve resumo da chamada teoria adjunta
formal, desenvolvida por Hale. Comece-se por indroduzir alguma notac¸a˜o.
Representa-se por C∗ o espac¸o de Banach C([0, r];Rn
∗
) munido da norma
do supremo, onde Rn
∗
e´ o conjunto dos vectores linha 1×n com coordenadas
em R,
R
n∗ = {[x1 . . . xn] : xi ∈ R}.
Dados σ ∈ R, A ∈ R+0 e y ∈ C([σ − A, σ + r];R
n∗), para cada τ ∈
[σ −A, σ], denota-se por yτ o elemento de C∗ definido por
yτ (s) = y(τ + s), s ∈ [0, r].
A aplicac¸a˜o
(·, ·) : C∗ × C −→ R (1.7)
(α, φ) 7−→ α(0)φ(0)−
∫ 0
−r
∫ θ
0
α(ξ − θ)[dµ(θ)]φ(ξ)dξ
e´ chamada dualidade formal associada a` equac¸a˜o (1.2). Facilmente se verifica
que a dualidade formal e´ bilinear cont´ınua.
A definic¸a˜o que se segue introduz a noc¸a˜o de equac¸a˜o adjunta formal.
Definic¸a˜o 1.26. Define-se a equac¸a˜o diferencial adjunta formal as-
sociada a` equac¸a˜o (1.4) como sendo a equac¸a˜o:
y˙(τ) = −
∫ 0
−r
y(τ − θ)[dµ(θ)] (1.8)
Pelos teoremas de existeˆncia e unicidade no espac¸o C∗, em vez de C,
conclui-se que existe uma u´nica soluc¸a˜o y em (−∞, r] da equac¸a˜o diferencial
(1.8) que passa em (0, ϕ), para cada ϕ ∈ C∗. Assim e´ poss´ıvel introduzir
a definic¸a˜o de operador soluc¸a˜o para a equac¸a˜o diferencial adjunta formal
(1.8).
Definic¸a˜o 1.27. Para cada τ ≤ 0, define-se o operador soluc¸a˜o associ-
ado a` equac¸a˜o (1.8) da seguinte forma:
T ∗(τ) : C∗ −→ C∗
ϕ 7−→ yτ (ϕ)
onde y e´ a u´nica soluc¸a˜o de (1.8) que passa em (0, ϕ).
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Considere-se S(τ) := T ∗(−τ), τ ≥ 0. Pode concluir-se que (S(τ))τ≥0 e´
um C0-semigrupo em C
∗, com gerador infinitesimal
A∗ : D(A∗) ⊆ C∗ −→ C∗
α 7−→
{
−dαds (s), 0 < s ≤ r∫ 0
−r α(−θ)[dµ(θ)], s = 0
onde
D(A∗) =
{
α ∈ C∗ : existe α˙ ∈ C∗ e α˙(0) = −
∫ 0
−r
α(−θ)[dµ(θ)]
}
.
Proposic¸a˜o 1.28. Os espectros dos operadores A e A∗ coincidem, isto e´,
σ(A) = σ(A∗)
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.37] ou em [13, pa´g.175].
A∗ possui as mesmas propriedades que o gerador infinitesimal A de
(T (t))t≥0. Sa˜o portanto va´lidos os seguintes resultados:
Proposic¸a˜o 1.29. O operador A∗ possui as seguintes propriedades:
1. σ(A∗) = σP (A
∗)
2. Para qualquer λ ∈ σP (A
∗), tem-se dim(Mλ(A
∗)) < +∞. Ale´m disso,
dim(Mλ(A
∗)) = dim(Mλ(A)).
3. Para qualquer λ ∈ σP (A
∗), tem-se A∗(Mλ(A
∗)) ⊆Mλ(A
∗).
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.36] ou, para ii), [13, pa´g.175].
Proposic¸a˜o 1.30. (A∗α, φ) = (α,Aφ), ∀α ∈ D(A∗),∀φ ∈ D(A).
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.36].
A Proposic¸a˜o 1.30 justifica a seguinte definic¸a˜o:
Definic¸a˜o 1.31. O operador A∗ e´ designado por adjunto (formal) de A.
Posto isto, e´ poss´ıvel provar que o espac¸o de fase C para a equac¸a˜o (1.2)
pode decompor-se numa soma directa de dois subespac¸os P e Q, invariantes
para os operadores soluc¸a˜o T (t), por forma a reduzir o estudo de uma soluc¸a˜o
da equac¸a˜o (1.2) que passa em (0, φ) com φ = φP + φQ ∈ C, ao estudo das
soluc¸o˜es em P e Q que passam em (0, φP ) e em (0, φQ), respectivamente. E´
isto que afirma o seguinte resultado:
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Teorema 1.32. Seja Λ = {λ1, . . . , λp} um conjunto finito e na˜o vazio de
valores caracter´ısticos da equac¸a˜o (1.2).
Considerem-se os espac¸os
PΛ := ⊕
p
i=1Mλi(A); P
∗
Λ := ⊕
p
i=1Mλi(A
∗).
Sejam Φ e Ψ bases de PΛ e de P
∗
Λ respectivamente, tais que (Ψ,Φ) = IN ,
N := dimPΛ = dimP
∗
Λ.
Enta˜o
C = PΛ ⊕QΛ;
PΛ = {φ ∈ C : φ = Φb, b ∈ R
n};
QΛ = {φ ∈ C : (Ψ, φ) = 0},
onde QΛ e´ um subespac¸o fechado.
Ale´m disso, para qualquer φ ∈ C, tem-se φ = φPΛ+φQΛ, com φPΛ = Φ(Ψ, φ).
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.43] ou em [13, pa´g.178].
Definic¸a˜o 1.33. A decomposic¸a˜o do espac¸o C como soma directa dos es-
pac¸os PΛ e QΛ, presente no teorema anterior, chama-se decomposic¸a˜o de
C por Λ.
1.2.2 Teoria de estabilidade local
Nesta subsecc¸a˜o apresentamos estimativas para o fluxo das soluc¸o˜es da
equac¸a˜o diferencial (1.2) com condic¸a˜o inicial, para t = 0, em cada um dos
subespac¸os, PΛ e QΛ, que compo˜em a decomposic¸a˜o de C por Λ, sendo Λ um
determinado subconjunto finito na˜o vazio de σ(A). De seguida, analisamos
a estabilidade de equac¸o˜es lineares auto´nomas com pequenas perturbac¸o˜es
(ver [18]).
Pelo ponto 2 do Teorema 1.25, tem-se que, para qualquer β ∈ R, o
conjunto
Λ := Λ(β) := {λ ∈ σ(A) : Reλ ≥ β}
e´ finito.
O resultado que se segue desempenha um papel importante no estudo
da estabilidade de soluc¸o˜es da equac¸a˜o diferencial (1.2).
Teorema 1.34. Sejam β ∈ R e Λ = {λ ∈ σ(A) : Reλ ≥ β}. Considere-se a
decomposic¸a˜o de C por Λ,
C = PΛ ⊕QΛ.
Enta˜o existem constantes positivas k e γ tais que
||T (t)φQΛ || ≤ ke(β−γ)t||φQΛ ||, t ≥ 0,∀φQΛ ∈ QΛ;
||T (t)φPΛ || ≤ ke(β−γ)t||φPΛ ||, t ≤ 0,∀φPΛ ∈ PΛ;
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.44] ou em [13, pa´g.181].
O resultado que se segue refere-se ao caso em que β = 0 acima e, conse-
quentemente Λ = ∅, pelo que PΛ = {0}.
Corola´rio 1.35. Se todas as ra´ızes da equac¸a˜o caracter´ıstica da equac¸a˜o
diferencial (1.2), isto e´, da equac¸a˜o det∆(λ) = 0, tiverem parte real nega-
tiva, enta˜o existem constantes positivas k e γ tais que
||T (t)φ|| ≤ ke−γt||φ||, t ≥ 0,∀φ ∈ C.
Demonstrac¸a˜o. Ver e.g. em [20, pa´g.45] ou em [13, pa´g.182].
Tendo em conta as definic¸o˜es de estabilidade ja´ apresentadas na secc¸a˜o
anterior, tal como em EDO’s tem-se que se
max{Reλ : det∆(λ) = 0} < 0,
enta˜o a soluc¸a˜o nula de (1.2) e´ uniformemente e exponencialmente assimpto-
ticamente esta´vel. Se Reλ > 0 para algum λ satisfazendo ∆(λ) = 0, enta˜o
a equac¸a˜o (1.2) e´ insta´vel. Ale´m disso, se det∆(λ) = 0 tem uma raiz nula
ou imagina´ria pura na˜o simples, enta˜o a equac¸a˜o (1.2) e´ tambe´m insta´vel.
Vemos pois que, quando todas as ra´ızes caracter´ısticas da EDF linear
(1.2) teˆm parte real negativa, enta˜o a soluc¸a˜o nula e´ exponencialmente as-
simptoticamente esta´vel. De facto, esta propriedade mante´m-se quando se
consideram pequenas perturbac¸o˜es (na˜o lineares) de (1.2), como veremos de
seguida.
Consideremos a seguinte equac¸a˜o perturbada
x˙t = L(xt) + F (xt) (1.9)
onde L e´ como na equac¸a˜o (1.2) e F : C → Rn e´ continuamente diferencia´vel,
F (0) = 0, DF (0) = 0.
Teorema 1.36. Suponhamos que L : C → Rn e´ um funcional linear e
cont´ınuo e a soluc¸a˜o nula de EDFR(L) e´ uniformemente localmente expo-
nencialmente assimptoticamente esta´vel. Enta˜o a soluc¸a˜o nula da equac¸a˜o
(1.9) e´ tambe´m uniformemente localmente exponencialmente assimptotica-
mente esta´vel. Se Reλ > 0 para algum λ satisfazendo det∆(λ) = 0, enta˜o
a soluc¸a˜o nula da equac¸a˜o (1.9) e´ insta´vel.
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Demonstrac¸a˜o. Ver o Teorema 1.4.2 de [18] ou o Teorema 9.5.2 de [14].
O que este u´ltimo resultado nos diz e´ que a estabilidade uniforme e
exponencial assimpto´tica local de uma soluc¸a˜o de equil´ıbrio de uma equac¸a˜o
na˜o linear auto´noma segue da estabilidade da sua equac¸a˜o linearizada em
torno do ponto de equil´ıbrio. Para determinarmos a estabilidade de uma
equac¸a˜o linear auto´noma teremos de analisar a sua equac¸a˜o caracter´ıstica.
1.3 Sistemas Dinaˆmicos e Invariaˆncia
Nesta secc¸a˜o vamos expor algumas propriedades fundamentais de EDFRs
auto´nomas.
Considere-se a EDFR(f) auto´noma
x˙(t) = f(xt) (1.10)
e suponha-se que estamos em condic¸o˜es de existeˆncia e unicidade de soluc¸o˜es
definidas para t ≥ 0.
Defina-se o operador integral
T (t)(φ) = xt(φ), t ≥ 0.
A famı´lia de transformac¸o˜es (T (t))t≥0 e´ um semi-sistema dinaˆmico con-
t´ınuo no espac¸o de Banach X = C([−r, 0];Rn), ou seja, T (t)x, t ≥ 0, x ∈ X,
e´ cont´ınuo em t, x e satisfaz as propriedades
T (0) = I, T (t+ s) = T (t)T (s), t, s ≥ 0.
Para qualquer conjunto B ⊂ X, a o´rbita positiva γ+(B) e´ definida como
γ+(B) = ∪t≥0T (t)B e o conjunto ω-limite, ω(B) e´ definido como
ω(B) =
⋂
s≥0
⋃
t≥s
T (t)B.
Uma o´rbita negativa que passa por um ponto x e´ uma func¸a˜o φ : (−∞, 0]→
X tal que φ(0) = x e, para qualquer s≤ 0, temos T (t)φ(s) = φ(t + s) para
0 ≤ t ≤ −s. De uma maneira o´bvia, definimos o conjunto α-limite de uma
o´rbita negativa, mas no que se segue na˜o precisaremos deste conceito.
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Lema 1.37. Se (T (t))t≥0 e´ um semi-sistema dinaˆmico em X e se a o´rbita
γ+(x) e´ pre´-compacta, enta˜o ω(x) e´ na˜o-vazio, compacto, conexo e invari-
ante. A mesma conclusa˜o e´ va´lida para qualquer conjunto conexo H ⊆ X
para o qual γ+(H) seja pre´-compacta. Finalmente tem-se, T (t)H → ω(H)
quando t→ +∞.
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.105].
Definic¸a˜o 1.38. Diz-se que um conjunto K ⊂ X atrai um conjunto H ⊂ X
se, para qualquer ǫ > 0, existe um t0 = t0(H, ǫ) tal que T (t)(H) ⊂ B(K, ǫ)
para t ≥ t0. Diz-se que T (t), t ≥ 0, e´ dissipativo pontualmente se existe
um conjunto limitado K ⊂ X tal que K atrai pontos de X. Diz-se que K e´
um atractor global se K for invariante e atrair os conjuntos limitados de
X.
Um ponto de equil´ıbrio de T (t), t ≥ 0, e´ um ponto x ∈ X tal que T (t)x =
x.
Teorema 1.39. Suponha-se que (T (t))t≥0 e´ um semi-sistema dinaˆmico em
X e que existe um conjunto compacto K ⊂ X que atrai conjuntos compactos
de X, e seja J = ω(K). Enta˜o as seguintes concluso˜es verificam-se:
i) J = ω(K) e´ independente de K, e´ um conjunto na˜o vazio, compacto
e invariante, e e´ maximal no que respeita a estas propriedades.
ii) J e´ conexo.
iii) J e´ esta´vel.
iv) Para qualquer conjunto compacto H ⊂ X, J atrai H.
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.109].
Teorema 1.40. Se existe t1 ≥ 0 tal que T (t) e´ completamente cont´ınuo para
t ≥ t1 e T (t), t ≥ 0, e´ dissipativo pontualmente, enta˜o existe um atractor
global conexo e compacto A e existe um ponto de equil´ıbrio de T (t).
Demonstrac¸a˜o. Ver e.g. em [14, pa´g.113].
1.4 O Me´todo dos Funcionais de Liapunov
Como vimos na secc¸a˜o 1.2 para determinar a estabilidade de uma equac¸a˜o
linear auto´noma temos de analisar a sua equac¸a˜o caracter´ıstica. Ora, esta
ana´lise revela-se, geralmente, muito complicada, mesmo para EDFR’s com
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apenas dois atrasos discretos ou para sistemas de EDFR’s com um atraso
discreto.
Para ultrapassar esta dificuldade usa-se, por vezes, o me´todo dos fun-
cionais de Liapunov para obter condic¸o˜es suficientes para a estabilidade e
instabilidade de equil´ıbrios de EDFR’s. Ale´m disso, os resultados de esta-
bilidade obtidos deste modo sa˜o, geralmente, globais, em contraste com os
resultados de estabilidade local obtidos pela ana´lise da equac¸a˜o caracter´ısti-
ca. Todas as definic¸o˜es, resultados e respectivas demonstrac¸o˜es desta secc¸a˜o
podem ser encontradas em [18].
No que se segue, apresentamos o me´todo dos funcionais de Liapunov no
contexto de uma EDFR(f) como (1.1)
x˙(t) = f(t, xt)
onde f : R× C → Rn e´ completamente cont´ınua e f(t, 0) = 0.
Seja V : R× C → R cont´ınua e x(σ, φ) a soluc¸a˜o de (1.1) que passa em
(σ, φ). Denotamos
V˙ = V˙ (t, φ) = lim
h→0+
1
h
[V (t+ h, xt+h(t, φ))− V (t, φ)]
O pro´ximo resultado conte´m resultados de estabilidade gerais do me´todo
dos funcionais de Liapunov.
Teorema 1.41. Sejam u(s), v(s), w(s) : R+ → R+ cont´ınuas e na˜o decres-
centes, u(s) > 0, v(s) > 0 para s > 0, e u(0) = v(0) = w(0) = 0. As
seguintes afirmac¸o˜es sa˜o verdadeiras:
i) Se existe V : R× C → R tal que
u(|φ(0)|) ≤ V (t, φ) ≤ v(||φ||)
V˙ (t, φ) ≤ −w(|φ(0)|)
enta˜o x = 0 e´ uniformemente esta´vel.
ii) Se, ale´m de i), lims→+∞ u(s) = +∞, enta˜o as soluc¸o˜es de (1.1) sa˜o
uniformemente limitadas, isto e´, para qualquer α > 0, existe um β =
β(α) > 0 tal que, para σ ∈ R e φ ∈ C, ||φ|| < α, se tem |x(σ, φ)(t)| ≤ β
para todo t ≥ σ.
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iii) Se, ale´m de i), w(s) > 0 para s > 0, enta˜o x = 0 e´ uniformemente
assimptoticamente esta´vel.
Demonstrac¸a˜o. Ver e.g. em [18, pa´g.27].
Consideremos agora uma EDFR auto´noma
x˙(t) = f(xt) (1.11)
onde f : C → Rn e´ completamente cont´ınua e as soluc¸o˜es de (1.11) sa˜o
u´nicas e continuamente dependentes dos dados iniciais, definidas para t ≥ 0.
Denotamos por x(φ) a soluc¸a˜o de (1.11) que passa por (0, φ).
Para um funcional cont´ınuo V : C → R, definimos
V˙ (φ) = lim
h→0+
1
h
[V (xh(φ))− V (φ)]
ou seja, a derivada superior direita de V ao longo de uma soluc¸a˜o de (1.11).
Precisamos da seguinte definic¸a˜o:
Definic¸a˜o 1.42. Dizemos que V : C → R e´ um funcional de Liapunov
num conjunto G em C para a equac¸a˜o (1.11) se for cont´ınuo em G¯ e V˙ ≤ 0
em G. Definimos tambe´m os seguintes conjuntos
E = {φ ∈ G¯ : V˙ (φ) = 0}
M = maior subconjunto de E que e´ invariante com respeito a` equac¸a˜o (1.11).
Teorema 1.43. Se V e´ um funcional de Liapunov em G e xt(φ) e´ uma
soluc¸a˜o limitada de (1.11) que permanece em G, enta˜o ω(φ) ⊂ M , isto e´,
xt(φ)→M quando t→∞.
Demonstrac¸a˜o. Ver e.g. em [18, pa´g.30].
Definic¸a˜o 1.44. Dada a equac¸a˜o (1.11), suponha-se que x∗ e´ um seu equi-
l´ıbrio. Diz-se que x∗ e´ globalmente assimptoticamente esta´vel (num
conjunto S de soluc¸o˜es de (1.11)) se x∗ e´ esta´vel e x(t) → x∗ quando
x→ +∞, para qualquer soluc¸a˜o x(t) em S.
Corola´rio 1.45. Suponhamos que a(.) e b(.) sa˜o func¸o˜es na˜o negativas e
cont´ınuas, a(0) = b(0) = 0, lims→∞ a(s) = +∞ e que V : C → R e´ cont´ınua
e satisfaz
V (φ) ≥ a(|φ(0)|), V˙ (φ) ≤ −b(|φ(0)|)
Enta˜o a soluc¸a˜o x = 0 da equac¸a˜o (1.11) e´ uniformemente esta´vel e toda
a soluc¸a˜o e´ limitada. Se, ale´m disso, b(s) > 0 para s > 0, enta˜o x = 0 e´
globalmente assimptoticamene esta´vel.
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Demonstrac¸a˜o. Ver e.g. em [18, pa´g.30].
A ideia para provar este u´ltimo corola´rio e´ observar que a estabilidade
uniforme de x = 0 segue directamente do Teorema 1.43 porque (1.11) e´
auto´noma e depois, usando o facto de V (φ) ≥ a(|φ(0)|) e lims→∞ a(s) =
+∞, prova-se que as soluc¸o˜es sa˜o limitadas. Com a condic¸a˜o adicional
b(s) > 0 conclui-se que o conjunto M da definic¸a˜o 1.42 se reduz a zero e a
estabilidade global segue do Teorema 1.43.
1.5 Ana´lise Matricial
1.5.1 O Teorema de Laplace
O objectivo desta subsecc¸a˜o e´ formular o Teorema de Laplace, que da´
um algoritmo para calcular o determinante de uma matriz quadrada por
meio da expansa˜o nos chamados cofactores, definidos de seguida. Todos os
resultados desta secc¸a˜o podem ser encontrados em [19].
Se A e´ uma matriz quadrada n×n, enta˜o o determinante de uma subma-
triz de A, p× p com 1 ≤ p ≤ n, obtida de A tirando n− p linhas e colunas,
e´ chamado um menor de ordem p de A. Em mais detalhe, se as linhas e as
colunas que ficam sa˜o dadas por ı´ndices
1 < i1 < i2 < . . . < ip < n, 1 < j1 < j2 < . . . < jp < n (1.12)
respectivamente, enta˜o o correspondente menor p× p e´ denotado por
A
(
i1 i2 . . . ip
j1 j2 . . . jp
)
= det[aikajk ]
p
k=1 (1.13)
Os menores para os quais ik = jk para k = 1, . . . , p, sa˜o chamados os
menores principais de A de ordem p. Chamamos menor complementar do
menor de ordem p de A ao determinante da submatriz da matriz quadrada
A resultante da supressa˜o das linhas e das colunas listadas em (1.12). E´
denotado por:
A
(
i1 i2 . . . ip
j1 j2 . . . jp
)C
O cofactor complementar de (1.13) e´ enta˜o definido por:
AC
(
i1 i2 . . . ip
j1 j2 . . . jp
)
= (−1)sA
(
i1 i2 . . . ip
j1 j2 . . . jp
)C
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onde s = (i1 + . . .+ ip) + (j1 + . . .+ jp).
Apresentamos, finalmente, o Teorema de Laplace que nos permite calcu-
lar o determinante de uma matriz quadrada A utilizando os seus menores e
respectivos cofactores complementares.
Teorema 1.46. (Teorema de Laplace) Seja A uma matriz n×n arbitra´ria e
escolha-se quaisquer p linhas (ou colunas) de A. Enta˜o detA e´ igual a` soma
de todos os Cnp menores que esta˜o nessas linhas com os seus correspondentes
cofactores complementares:
detA =
∑
j
A
(
i1 i2 . . . ip
j1 j2 . . . jp
)
AC
(
i1 i2 . . . ip
j1 j2 . . . jp
)
onde a soma se estende sobre todos os Cnp conjuntos distintos de ı´ndices
(coluna), j1, . . . , jp (1 ≤ j1 ≤ . . . ≤ jp ≤ n). Ou equivalentemente, usando
colunas,
detA =
∑
i
A
(
i1 i2 . . . ip
j1 j2 . . . jp
)
AC
(
i1 i2 . . . ip
j1 j2 . . . jp
)
onde 1 ≤ i1 ≤ . . . ≤ ip ≤ n.
Demonstrac¸a˜o. Ver e.g. em [19, pa´g.37].
1.5.2 O Teorema de Gerschgorin
O objectivo desta subsecc¸a˜o e´ fazer uma pequena ana´lise da questa˜o da
localizac¸a˜o, no plano complexo, dos valores pro´prios de uma dada matriz
A (ver [9]). Um primeiro resultado de localizac¸a˜o resulta da estimativa
seguinte:
max
λ∈σ(A)
|λ| ≤ ||A||,
qualquer que seja a norma matricial escolhida. Esta estimativa significa
que todos os valores pro´prios de A se encontram no disco de C de centro
na origem e raio ||A||. Um resultado mais preciso e´ dado pelo Teorema de
Gerschgorin.
Dada uma matriz A = [aij ] de ordem n, defina-se
ri =
n∑
j=1,j 6=i
|aij |, i = 1, . . . , n
e seja
Di = {z ∈ C : |z − aii| ≤ ri}
o disco de centro aii e raio ri.
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Teorema 1.47. (Teorema de Gershgorin) Seja λ um valor pro´prio de A.
Enta˜o
λ ∈
n⋃
i=1
Di
Ale´m disso, se m < n discos Di formam um conexo S ⊂ C, disjunto dos
restantes n − m discos, enta˜o S conte´m precisamente m valores pro´prios,
contando com as suas multiplicidades como zeros do polino´mio caracter´ıs-
tico.
Nota 1.48. Se dois discos D1 e D2 se intersectam num so´ ponto e a sua
unia˜o e´ disjunta dos restantes, os dois valores pro´prios que existem em D1∪
D2 um esta´ em D1 e o outro esta´ em D2.
1.5.3 Propriedades das M-matrizes
Nesta secc¸a˜o introduzimos os conceitos deM -matriz e matriz fracamente
diagonalmente dominante e enunciamos algumas das suas propriedades. To-
dos os resultados apresentados nesta secc¸a˜o podem ser encontrados em [8].
Seja Mn,m o conjunto das matrizes reais com n linhas e m colunas e
Mn o conjunto das matrizes reais quadradas de ordem n. Comec¸amos por
introduzir a classe Zn (n ≥ 1) que e´ o conjunto de todas as matrizes deMn
cujas entradas na˜o diagonais sa˜o todas na˜o positivas:
Zn = {A = [aik] ∈Mn : aik ≤ 0 para i 6= k}
Vamos denotar a unia˜o de todas as classes Zn por Z :=
⋃
n Zn, n ∈ N.
Definic¸a˜o 1.49. Sejam v ∈ Rn um vector de ordem n e A,B ∈Mn, ou seja,
matrizes quadradas reais de ordem n. Diz-se que v e´ um vector positivo,
v > 0, se vi > 0 para i = 1, . . . , n; diz-se que A e´ uma matriz positiva,
A > 0, se aij > 0 para i, j = 1, . . . , n. Ale´m disso, diz-se que A ≥ B se
A−B ≥ 0.
Matrizes de classe K ou M-matrizes na˜o singulares
Antes de apresentarmos a definic¸a˜o de M-matriz na˜o singular ou matriz
de classe K vejamos o seguinte teorema fundamental:
Teorema 1.50. Seja A uma matriz de Zn. Enta˜o as seguintes propriedades
sa˜o equivalentes:
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1. Existe um vector x ≥ 0 tal que Ax > 0.
2. Existe um vector x > 0 tal que Ax > 0.
3. Existe uma matriz diagonal D de entradas diagonais positivas, tal que
as entradas da matriz AD = [wik] satisfazem a condic¸a˜o
wii >
∑
k 6=i
|wik|, i = 1, . . . , n
ou seja, sendo di, i = 1, . . . , n, as entradas na˜o nulas da matriz D,
tem-se
diaii >
∑
j 6=i
dj |aij |, i = 1, . . . , n
4. Sempre que B ∈ Zn e B ≥ A, enta˜o B e´ na˜o singular.
5. Todo o valor pro´prio real de qualquer submatriz principal de A e´ posi-
tivo.
6. Todos os menores principais de A sa˜o positivos.
7. Para cada k = 1, . . . , n, a soma de todos os menores principais de
ordem k da matriz A e´ positiva.
8. Todo o valor pro´prio real da matriz A e´ positivo.
9. A parte real de qualquer valor pro´prio de A e´ positiva.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.114].
Definic¸a˜o 1.51. Diz-se que uma matriz de Z e´ uma M-matriz na˜o sin-
gular ou uma matriz de classe K se satisfizer (para o n correspondente)
uma das condic¸o˜es do Teorema 1.50 e logo todas elas.
Matrizes de classe K0 ou M-matrizes
Comec¸amos por apresentar o seguinte resultado:
Teorema 1.52. Seja A uma matriz de Zn. Enta˜o as seguintes propriedades
sa˜o equivalentes.
1. A+ ǫ e´ de classe K para qualquer ǫ > 0.
2. Qualquer valor pro´prio real de qualquer submatriz principal de A e´ na˜o
negativo.
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3. Todos os menores principais de A sa˜o na˜o negativos.
4. Para cada k = 1, . . . , n, a soma de todos os menores principais de
ordem k da matriz A e´ na˜o negativa.
5. Todo o valor pro´prio real de A e´ na˜o negativo.
6. Todo o valor pro´prio da matriz A tem parte real na˜o negativa.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.121].
Este teorema motiva a pro´xima definic¸a˜o.
Definic¸a˜o 1.53. Diz-se que uma matriz de Z e´ uma M-matriz ou uma
matriz de classe K0 se satisfizer (para o n correspondente) uma das
condic¸o˜es do Teorema 1.52 e logo todas elas.
Observe-se o seguinte:
Teorema 1.54. Uma matriz de classe K0 e´ uma matriz de classe K se e
so´ se e´ na˜o-singular.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.122].
Os pro´ximos resultados esta˜o relacionados com certas propriedades das
matrizes de classe K e de classe K0.
Teorema 1.55. Se A e´ uma matriz de classe K, enta˜o AT e´ uma matriz
de classe K. Se A e´ uma matriz de classe K0, enta˜o A
T e´ uma matriz de
classe K0.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.123].
Teorema 1.56. Se A e´ uma matriz de classe K, B ∈ Z e B ≥ A, enta˜o
B e´ uma matriz de classe K. Se A e´ uma matriz de classe K0, B ∈ Z e
B ≥ A, enta˜o B e´ uma matriz de classe K0.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.123].
Definic¸a˜o 1.57. Uma matriz A ∈Mn diz-se redut´ıvel se se tem uma das
seguintes situac¸o˜es:
1. n = 1 ou A = 0.
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2. Se n ≥ 2, existe uma matriz de permutac¸a˜o P ∈ Mn e um inteiro r
com 1 ≤ r ≤ n− 1 tal que
P TAP =
[
B C
0 D
]
onde B ∈Mr, D ∈Mn−r, C ∈Mr,n−r e 0 ∈Mn−r.
Uma matriz que na˜o seja redut´ıvel diz-se irredut´ıvel.
Desta definic¸a˜o resulta que A e´ uma matriz redut´ıvel se e so´ se existir
uma permutac¸a˜o, ou seja, uma troca de linhas e colunas em simultaˆneo, que
transforme a matriz A numa matriz da forma:

A11 A12 . . . . . . A1k
0 A22 . . . . . . A2k
... 0
. . .
...
...
...
. . .
. . .
...
0 . . . . . . 0 Akk


com Aii irredut´ıvel ou zero para i = 1, . . . , k.
Teorema 1.58. Se A e´ uma matriz de classe K0 e e´ irredut´ıvel, enta˜o existe
um vector x > 0 tal que Ax ≥ 0.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.124].
Teorema 1.59. Se A ∈ Z e se existe um vector positivo x tal que Ax ≥ 0,
enta˜o A e´ uma matriz de classe K0.
Demonstrac¸a˜o. Ver e.g. em [8, pa´g.124].
Note-se no entanto que, em geral, a rec´ıproca do Teorema 1.59 na˜o e´
verdadeira.
Teorema 1.60. Seja A ∈ Z uma matriz irredut´ıvel. Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
1. Existe um vector x > 0 tal que Ax > 0.
2. Existe um vector x > 0 tal que Ax ≥ 0, Ax 6= 0.
3. A e´ uma matriz de classe K.
4. A−1 > 0.
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Demonstrac¸a˜o. Ver e.g. em [8, pa´g.124].
Finalmente introduzimos o conceito base do Cap´ıtulo 2, o de matriz
fracamente diagonalmente dominante, e relacionamos este mesmo conceito
com o conceito de M -matriz desenvolvido anteriormente.
Definic¸a˜o 1.61. Dada uma matriz A ∈ Mn, seja A˜ = [a˜ij ] a matriz de
entradas
a˜ij =
{
aii, se i = j
|aij |, se i 6= j
A matriz A diz-se fracamente diagonalmente dominante se todos
os menores principais de −A˜ sa˜o na˜o-negativos.
Note-se que, de acordo com a definic¸a˜o deM -matriz dada anteriormente,
dizer que A e´ uma matriz fracamente diagonalmente dominante e´ equivalente
a dizer que a matriz −A˜ correspondente e´ uma M -matriz.
1.6 Sistemas de Lotka-Volterra: uma introduc¸a˜o
biolo´gica
Nesta secc¸a˜o introduzimos alguns conceitos usados em dinaˆmica popula-
cional e motivamos o estudo de certas interacc¸o˜es entre organismos existentes
na natureza que podem ser modeladas por sistemas de Lotka-Volterra. As
principais refereˆncias desta secc¸a˜o sa˜o [15], [7], [10] e [4].
1.6.1 A ecologia das populac¸o˜es
A Ecologia estuda as relac¸o˜es entre os organismos e o seu meio ambiente,
incluindo, em particular, as interacc¸o˜es entre diferentes espe´cies.
Comec¸amos por observar que nenhuma populac¸a˜o pode crescer indefinida-
mente a uma taxa constante, ou seja, ter um crescimento exponencial do
tipo:
x˙ = rx (1.14)
onde x representa a densidade populacional da espe´cie considerada e r > 0
a taxa de crescimento. O crescimento incontrolado das populac¸o˜es na˜o e´
realista pois atinge rapidamente os limites dos recursos naturais. Assim
vamos partir do pr´ıncipio que as populac¸o˜es crescem segundo a Equac¸a˜o
Log´ıstica:
x˙ = rx
(
1−
x
K
)
(1.15)
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onde x representa a densidade populacional da espe´cie considerada, r a taxa
de crescimento e K > 0 e´ a “carrying capacity” do meio. As populac¸o˜es que
apresentam este tipo de crescimento regulam a sua densidade em func¸a˜o dos
recursos do meio.
Num ecossistema existe uma rede de dependeˆncias entre organismos
com centenas de componentes que sa˜o bastante dif´ıceis de modelar. Numa
primeira aproximac¸a˜o podemos distinguir treˆs situac¸o˜es ba´sicas:
• Competic¸a˜o: Duas espe´cies sa˜o rivais na explorac¸a˜o de um recurso
comum e limitado. Quanto maior e´ a densidade de uma das espe´cies,
mais prejudicial e´ para a outra espe´cie. Devido a` importaˆncia da
competic¸a˜o como um factor limitante na evoluc¸a˜o, esta situac¸a˜o tem
atra´ıdo uma atenc¸a˜o considera´vel.
• Cooperac¸a˜o: Esta situac¸a˜o e´ inversa da competic¸a˜o pois ambas as es-
pe´cies beneficiam da presenc¸a da outra. Quanto maior e´ a densidade de
uma das espe´cies, melhor e´ para a outra espe´cie. E´ um exemplo desta
relac¸a˜o, o l´ıquen, que e´ uma associac¸a˜o entre uma alga e um fungo.
Estas relac¸o˜es de mutualismo teˆm recebido pouca atenc¸a˜o em ecologia
teo´rica comparativamente com a competic¸a˜o mas sa˜o extremamente
importantes na comunidade bio´tica.
• Parasitismo: Esta e´ uma relac¸a˜o assime´trica em que os parasitas beni-
ficiam da presenc¸a do hospedeiro mas este na˜o e´ beneficiado pela pre-
senc¸a do parasita. A Predac¸a˜o, cujo estudo iremos aprofundar nas
pro´ximas secc¸o˜es, pode ser considerado um caso extremo de para-
sitismo em que o predador e´ parasita da presa.
1.6.2 Sistemas de Lotka-Volterra para duas populac¸o˜es
As interacc¸o˜es entre duas populac¸o˜es de que falaremos nesta subsecc¸a˜o
sa˜o geralmente modeladas por sistemas de Lotka-Volterra.
Predac¸a˜o
Motivado pelo aumento inesperado de peixes predadores no Mar Adria´ti-
co nos anos que se seguiram a` Primeira Guerra Mundial, Volterra estudou e
apresentou o primeiro modelo de um sistema presa-predador. Assumuiu que
a taxa de crescimento da populac¸a˜o de presas, x, na auseˆncia de predadores,
e´ dada por uma constante positiva a, mas decresce linearmente como func¸a˜o
da densidade do predador y. Na auseˆncia de presas, os predadores na˜o
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sobrevivem, o que se traduz numa taxa de crescimento negativa, mas a
sua densidade cresce com o aumento da densidade de presas. Isto leva ao
seguinte sistema: {
x˙ = x(a− by)
y˙ = y(−c+ dx)
(1.16)
onde a, b, c, d > 0.
Podemos escrever imediatamente treˆs soluc¸o˜es deste sistema:
i) x(t) = y(t) = 0
ii) x(t) = 0 y(t) = y(0)e−ct (para qualquer y(0) > 0)
iii) y(t) = 0 x(t) = x(0)eat (para qualquer x(0) > 0)
a que correspondem as treˆs o´rbitas:
i) a origem (0, 0) que e´ um equil´ıbrio.
ii) o semi-eixo positivo dos y.
iii) o semi-eixo positivo dos x.
Juntas, estas treˆs o´rbitas formam a fronteira do octante positivo
R
2
+ = {(x, y) ∈ R
2 : x ≥ 0, y ≥ 0} (1.17)
Visto que as densidades populacionais teˆm de ser na˜o-negativas, vamos
apenas considerar a restric¸a˜o da equac¸a˜o (1.16) a R2+. Este conjunto e´
invariante no sentido em que qualquer soluc¸a˜o que comece neste conjunto
permanece nele para qualquer instante (positivo ou negativo) em que estiver
definida.
Existe um u´nico equil´ıbrio em intR2+. Este equil´ıbrio, que vamos denotar
por F = (x¯, y¯), satisfaz as equac¸o˜es
x¯(a− by¯) = 0
y¯(−c+ dx¯) = 0
Visto que x¯ > 0 e y¯ > 0, isto implica
x¯ =
c
d
y¯ =
a
b
(1.18)
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Figura 1.1: Representac¸a˜o das o´rbitas de (1.16) em R2.
e e´ poss´ıvel provar que F e´ circundado por o´rbitas perio´dicas, ou seja, F e´
um centro. Como podemos ver na Figura 1.1, as densidades de predador
e presa va˜o oscilar periodicamente, com ambas amplitude e frequeˆncia das
oscilac¸o˜es dependendo das condic¸o˜es iniciais. F e´ assim um equil´ıbrio esta´vel
mas na˜o assimptoticamente esta´vel.
Vimos que a equac¸a˜o (1.16) tem a particularidade de, na auseˆncia de pre-
dadores, a populac¸a˜o de presas estar sujeita a crescimento exponencial: x˙ =
ax. Esta caracter´ıstica do modelo na˜o e´, de todo, realista por isso passamos
a considerar a competic¸a˜o dentro da populac¸a˜o de presas e assumimos o
crescimento log´ıstico da mesma: x˙ = x(a−ex). Tambe´m podemos considerar
o crescimento log´ıstico da populac¸a˜o de predadores embora esta nunca cresc¸a
indefinidamente. As equac¸o˜es de Lotka-Volterra para a predac¸a˜o passam a
ser: {
x˙ = x(a− ex− by)
y˙ = y(−c+ dx− fy)
(1.19)
com a, b, c, d, e > 0 e f ≥ 0. Mais uma vez, R2+ e´ invariante. A sua fronteira
consiste em cinco o´rbitas: os dois equil´ıbrios O = (0, 0) e P = (ae , 0), os dois
intervalos (0, ac ) e (
a
c ,+∞) do semi-eixo positivo dos x e o semi-eixo positivo
dos y.
Para termos uma ideia do que se passa em intR2+ na presenc¸a das duas
populac¸o˜es, vamos analisar as isoclinas, que sa˜o os conjuntos onde o campo
vectorial e´ vertical, a x-isoclina e onde o campo vectorial e´ horizontal, a
y-isoclina. Estes conjuntos satisfazem as seguintes equac¸o˜es
ex+ by = a (1.20)
dx− fy = c (1.21)
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Figura 1.2: Representac¸a˜o das o´rbitas de (1.19) em R2.
respectivamente. Dependendo dos paraˆmetros, estas linhas podem ou na˜o
intersectar-se em intR2+. Os gra´ficos da Figura 1.2 ilustram os dois casos.
No primeiro caso, os predadores ira˜o desaparecer e a populac¸a˜o de presas
converge para o limite ae , que corresponde a` “carrying capacity” da equac¸a˜o
log´ıstica x˙ = x(a − ex) que, na auseˆncia do predador, regula o seu cresci-
mento.
No segundo caso as isoclinas intersectam-se num ponto F = (x¯, y¯) em
intR2+, este ponto e´ um equil´ıbrio e as suas coordenadas satisfazem o sistema
linear formado pelas equac¸o˜es (1.20) e (1.21). A ana´lise dos valores pro´prios
da matriz associada a` equac¸a˜o linearizada de (1.19) em torno de F revela
que as o´rbitas descrevem espirais que se aproximam de F , ou seja, este e´ um
equil´ıbrio assimptoticamente esta´vel.
Competic¸a˜o
Pretendemos modelar a interacc¸a˜o de duas espe´cies competidoras. Se x
e y denotarem as suas densidades, enta˜o as suas taxas de crescimento x˙/x
e y˙/y va˜o ser func¸o˜es decrescentes de ambos x e y, visto que a competic¸a˜o
pode ocorrer entre indiv´ıduos de espe´cies diferentes, denominando-se intere-
spec´ıfica, ou entre indiv´ıduos da mesma espe´cie, denominando-se intraespe-
c´ıfica. Assumindo que este decrescimento e´ linear e que as duas populac¸o˜es
em competic¸a˜o teˆm crescimento log´ıstico, o modelo Lotka-Volterra para a
competic¸a˜o entre duas espe´cies e´ o seguinte:{
x˙ = x(a− bx− cy)
y˙ = y(d− ex− fy)
(1.22)
onde a, b, c, d, e, f > 0, a e d representam as taxas intr´ınsecas de crescimento,
a/b e d/e representam as “carrying capacities” das espe´cies x e y, respecti-
vamente, enquanto que as razo˜es c/b e f/e representam os coeficientes de
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competic¸a˜o da espe´cie y sobre a espe´cie x e da espe´cie x sobre a espe´cie y,
respectivamente. Mais uma vez, visto que a fronteira de R2+ e´ invariante,
tambe´m o e´ R2+. De facto, na auseˆncia de uma das populac¸o˜es, a outra segue
o crescimento log´ıstico.
As x- e y- isoclinas satisfazem
a− bx− cy = 0
d− ex− fy = 0
em intR2+. Estas sa˜o rectas de declive negativo. Da ana´lise das isoclinas
podem ocorrer as treˆs situac¸o˜es ilustradas na Figura 1.3.
Figura 1.3: a), b) e c): Representac¸o˜es do campo vectorial de (1.22) em R2.
Na situac¸a˜o a) as duas rectas na˜o se intersectam e na˜o e´ poss´ıvel a
coexisteˆncia. Se assumirmos que a/b = d/e, ou seja, que as espe´cies sa˜o
ecologicamente muito parecidas, verificamos que uma espe´cie elimina a outra
se a primeira ultrapassar a competic¸a˜o intraespec´ıfica dentro da segunda, por
exemplo, no caso em que a espe´cie x elimina a espe´cie y tem-se f/e > 1 e
c/b < 1.
Nas situac¸o˜es b) e c) as duas isoclinas intersectam-se num ponto F =
(x¯, y¯) cujas coordenadas sa˜o positivas e satisfazem as equac¸o˜es acima.
A matriz de linearizac¸a˜o de (1.22) dada por
A =
[
df1
dx (F )
df1
dy (F )
df2
dx (F )
df2
dy (F )
]
onde f1(x, y) = x(a − bx − cy) e f2(x, y) = y(d − ex − fy), em torno do
equil´ıbrio F =
(
af−cd
bf−ce ,
bd−ae
bf−ce
)
e´ a seguinte:
A =
[
−bx¯ −cx¯
−ey¯ f y¯
]
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Na situac¸a˜o b) os valores pro´prios de A teˆm todos parte real negativa
logo F e´ um equil´ıbrio assimptoticamente esta´vel. Na pra´tica, este e´ o u´nico
caso em que a coexisteˆncia entre as duas espe´cies e´ poss´ıvel, na˜o obstante o
facto de competirem.
Na situac¸a˜o c) tem-se detA = x¯y¯(bf − ce) < 0 e consequentemente F
e´ um ponto de sela. Neste caso, matematicamente a coexisteˆncia e´ poss´ıvel
pois existe um ponto de equil´ıbrio mas, como este equil´ıbrio e´ insta´vel, na
realidade biolo´gica a coexisteˆncia na˜o e´ poss´ıvel. A espe´cie que acaba por
ser eliminada depende das condic¸o˜es iniciais do sistema, chamando-se por
isso competic¸a˜o contingente. Se assumirmos novamente a/b = d/e, neste
caso em particular tem-se f/e > 1 e c/b > 1, ou seja, a competic¸a˜o interes-
pec´ıfica e´ mais forte que a competic¸a˜o intraespec´ıfica. Este caso e´ um dos
modelos matema´ticos mais simples que preveˆ a existeˆncia de comunidades
esta´veis alternativas que sa˜o espe´cies que eliminaram no passado outras es-
pe´cies competidoras e agora vivem sozinhas.
1.6.3 Sistemas de Lotka-Volterra para mais de duas popu-
lac¸o˜es
Nesta subsecc¸a˜o vamos considerar n espe´cies diferentes vivendo juntas
num mesmo “habitat” onde a taxa de crescimento de cada uma das espe´cies
depende da quantidade de todas as outras. Denotando a quantidade da i-
e´sima espe´cie por xi, (i = 1, 2, . . . , n) a dinaˆmica e´ traduzida pelo sistema
de equac¸o˜es diferenciais de tipo Kolmogorov,
x˙i = xifi(x1, x2, . . . , xn), i = 1, 2, . . . , n. (1.23)
O espac¸o de fase para este tipo de sistema e´:
R
n
+ = {x = (x1, . . . , xn) ∈ R
n : xi ≥ 0 para i = 1, . . . , n}
Os pontos fronteira de Rn+ esta˜o nos hiper-planos coordenados xi = 0,
que correspondem aos estados onde a espe´cie i esta´ ausente. Estas “faces”
sa˜o invariantes, visto que xi(t) = 0 e´ a u´nica soluc¸a˜o da i-e´sima equac¸a˜o de
(1.23) satisfazendo xi(0) = 0. Assim, a fronteira frR
n
+, e consequentemente
todo o Rn+, sa˜o invariantes sob (1.23). Logo, tambe´m e´ invariante intR
n
+ o
que significa que se xi(0) > 0 enta˜o xi(t) > 0 para todo t. A densidade xi(t)
pode, no entanto, aproximar-se de zero o que significa a extinc¸a˜o da espe´cie.
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O cara´cter da relac¸a˜o entre a espe´cie j e a espe´cie i e´ determinada pela res-
posta da taxa de crescimento per capita x˙j/xj ao aumento de xi e vice versa
trocando os ı´ndices j e i, ou seja, a relac¸a˜o depende do sinal da derivada de
fj com respeito a xi, e vice versa. Existem treˆs casos especiais importantes:
i) Se para cada j 6= i e em todo o octante positivo se tem f ′jxif
′
ixj
≤ 0,
enta˜o dizemos que (1.23) representa um sistema presa-predador ; se
f ′jxi < 0 e f
′
ixj
> 0 enta˜o a espe´cie j e´ presa da espe´cie i.
ii) Se para cada j 6= i e em todo o octante positivo se tem f ′jxi < 0, enta˜o
dizemos que (1.23) representa um sistema de competic¸a˜o.
iii) Se para cada j 6= i e em todo o octante positivo se tem f ′jxi > 0, enta˜o
dizemos que (1.23) representa um sistema de cooperac¸a˜o.
Naturalmente pode acontecer que o sistema de equac¸o˜es (1.23) na˜o traduza
nenhum dos treˆs casos mencionados anteriormente podendo conter relac¸o˜es
presa-predador entre algumas espe´cies e de competic¸a˜o e de cooperac¸a˜o entre
algumas das outras espe´cies.
A equac¸a˜o geral de Lotka-Volterra
A equac¸a˜o auto´noma geral de tipo Lotka-Volterra para n populac¸o˜es e´
da forma
x˙i = xi

ri + n∑
j=1
aijxj

 i = 1, . . . , n. (1.24)
Os xi denotam as densidades das espe´cies, os ri sa˜o as taxas de cresci-
mento (ou de decrescimento) instr´ınsecas, e os aij descrevem o efeito da
j-e´sima populac¸a˜o sobre a i-e´sima populac¸a˜o, que e´ positivo, se incentiva o
crescimento, ou negativo, se inibe o crescimento. Todos os tipos de inter-
acc¸a˜o podem ser modelados desta maneira, se assumirmos que a influeˆncia
de todas as espe´cies nas taxas de crescimento e´ linear e auto´noma. A matriz
A = [aij ] e´ chamada a matriz de interacc¸a˜o. Assim, o sistema (1.24) e´ de
presa-predador, de competic¸a˜o ou de cooperac¸a˜o, consoante se tem, para
todo j 6= i, (i) ajiaij ≤ 0; (ii) aji > 0; e (iii) aji < 0; respectivamente.
A simulac¸a˜o nume´rica mostra que, mesmo no caso de treˆs populac¸o˜es,
esta equac¸a˜o pode gerar um movimento cao´tico: o comportamento assimpto´-
tico das soluc¸o˜es consiste em oscilac¸o˜es muito irregulares e teˆm uma grande
sensibilidade em relac¸a˜o a`s condic¸o˜es iniciais. O comportamento a longo
prazo e´ imprevis´ıvel, como ilustra a Figura 1.4.
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Figura 1.4: Representac¸a˜o das o´rbitas de (1.24) em R3.
Os pontos de equil´ıbrio de (1.24) em intRn+ sa˜o as soluc¸o˜es das equac¸o˜es
lineares
ri +
n∑
j=1
aijxj = 0 i = 1, . . . , n
cujas componentes sejam positivas. O pro´ximo teorema relaciona a estabili-
dade de um equil´ıbrio interior positivo de (1.24) com a matriz de interacc¸a˜o
A.
Teorema 1.62. Considere-se (1.24) com aij ≥ 0 para todo i 6= j e suponha-
-se que esta admite um equil´ıbrio interior x∗. Enta˜o as seguintes afirmac¸o˜es
sa˜o equivalentes:
1. Todas as o´rbitas em Rn+ sa˜o uniformemente limitadas quando t→ +∞;
2. A matriz −A e´ uma M-matriz na˜o singular.
3. O equil´ıbrio x∗ e´ globalmente assimptoticamente esta´vel.
Demonstrac¸a˜o. Ver e.g. em [15, pa´g.191].
Nos pro´ximos cap´ıtulos o nosso objectivo sera´ chegar a um resultado
semelhante a este mas para equac¸o˜es de Lotka-Volterra de n populac¸o˜es
com atrasos discretos.
1.6.4 Equac¸o˜es de Lotka-Volterra com atrasos discretos
Nesta subsecc¸a˜o vamos introduzir modelos traduzidos por sistemas de
EDF’s retardadas. Estas equac¸o˜es teˆm sido usadas como modelos em di-
versas a´reas da cieˆncia tais como na dinaˆmica populacional, na modelac¸a˜o
de redes neuronais ou na epidemiologia e o seu uso tem como objectivo
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tornar os modelos mais pro´ximos da realidade biolo´gica que tentam descre-
ver. De facto a introduc¸a˜o de atrasos temporais nas equac¸o˜es diferenciais
surge naturalmente nos modelos matema´ticos em biologia de modo a incluir,
por exemplo, os per´ıodos de maturac¸a˜o das espe´cies, as transmisso˜es sina´pti-
cas entre os neuro´nios ou o tempo de incubac¸a˜o em modelos epidemiolo´gicos.
No cap´ıtulo 2 desta tese, estudamos o sistema para n espe´cies de tipo
Lotka-Volterra com atrasos discretos da forma:
y˙i = yi

ri + n∑
j=1
aijyj(t− τij)

 , i = 1, . . . , n
O atraso tem um papel particularmente importante neste tipo de modelo
em dinaˆmica populacional, na medida em que temos de ter em conta que a
descendeˆncia tem de atingir uma certa maturidade antes de tomar parte no
processo reprodutivo e no processo de obtenc¸a˜o de alimento.
Se considerarmos que este modelo traduz uma situac¸a˜o presa-predador,
por exemplo entre a espe´cie k (presa) e a espe´cie j (predador), podemos in-
trepertar os atrasos nos termos yj(t−τkj), na k-e´sima equac¸a˜o, e yk(t−τjk),
na j-e´sima equac¸a˜o, como um atraso de cac¸a e como um atraso na matu-
rac¸a˜o do predador, respectivamente.
No cap´ıtulo 3 analisaremos dois sistemas n-dimensionais de equac¸o˜es
com atrasos. O primeiro deles modela uma rede neuronal consistindo em n
elementos com conexo˜es arbitra´rias da forma:
u˙i(t) = −biui(t) +
n∑
j=1
aijgj(uj(t− τij)) + Ji
Os atrasos sa˜o na˜o-negativos e aqui sa˜o interpretados como o tempo das
transmisso˜es sina´pticas entre os neuro´nios, visto que estas transmisso˜es na˜o
sa˜o instantaˆneas. A matriz A = [aij ] e´ chamada a matriz de conexa˜o em que
as entradas aij podem ser nu´meros reais arbitra´rios, com nu´meros positivos
a representarem conexo˜es excitato´rias e nu´meros negativos a representarem
conexo˜es inibito´rias, as constantes bi sa˜o chamadas constantes de decresci-
mento RC e sa˜o positivas, as constantes Ji representam os inputs neuronais e
podem ser nu´meros reais arbitra´rios. Neste caso consideramos que a func¸a˜o
de transfereˆncia g e´ na˜o linear.
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O segundo e´ um sistema de Lotka-Volterra da forma
y˙i(t) = yi(t)

ri − biyi(t) + n∑
j=1
aijyj(t− τij)


onde ri, bi, aij ∈ R, τij ≥ 0, i, j = 1, . . . , n. Aqui os atrasos podem ser
interpretados como tempos de maturac¸a˜o da presa ou tempos de cac¸a do
predador.
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Cap´ıtulo 2
Estabilidade de Sistemas de
Lotka-Volterra com atrasos
discretos
2.1 Introduc¸a˜o
Neste cap´ıtulo, o nosso objectivo e´ estudar a estabilidade assimpto´tica
local e global de sistemas de Lotka-Volterra com atrasos discretos. Estes
sistemas sa˜o muito importantes em estudos de dinaˆmica de populac¸o˜es. Para
analisar a estabilidade local do sistema de equac¸o˜es na˜o lineares de Lotka-
Volterra em estudo faz-se a sua linearizac¸a˜o. Na Secc¸a˜o 2.2 e´ feita a ana´lise
da estabilidade local da equac¸a˜o linearizada em torno de um equil´ıbrio posi-
tivo que se supo˜e, a` partida, existir. Na Secc¸a˜o 2.3, prova-se a estabilidade
assimpto´tica global do equil´ıbrio da equac¸a˜o na˜o linear inicial. Este estudo
baseia-se em [16].
Considere-se o seguinte sistema de equac¸o˜es de Lotka-Volterra:
y˙i = yi

ri + n∑
j=1
aijyj(t− τij)

 , i = 1, . . . , n, (2.1)
com
τij ≥ 0 para 1 ≤ i 6= j ≤ n e τii = 0 para i = 1, . . . , n, (2.2)
e suponha-se que existe um vector de coordenadas positivas y∗ com
r +Ay∗ = 0, (2.3)
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onde r = [r1, . . . , rn] e A = [aij ]. Este vector y
∗ = (y∗1, . . . , y
∗
n) e´ um equi-
l´ıbrio para (2.1), i.e., y(t) = y∗ e´ uma soluc¸a˜o (constante) de (2.1). Note-se
que para (2.1) e´ assumido que os atrasos “diagonais” τii sa˜o nulos.
O principal objectivo deste cap´ıtulo e´ mostrar que o equil´ıbrio y∗ de
(2.1) e´ globalmente assimptoticamente esta´vel se e so´ se a matriz A verificar
determinadas condic¸o˜es dadas no resultado central do cap´ıtulo, que sera´
enunciado no in´ıcio da secc¸a˜o 2.3.
Vamos comec¸ar por encontrar a linearizac¸a˜o da equac¸a˜o (2.1) em torno
do equil´ıbrio y∗. Para isso fazemos a mudanc¸a de varia´vel x(t) = y(t) − y∗
em (2.1):
x˙i(t) = (xi + y
∗
i )

ri + n∑
j=1
aij(xj(t− τij) + y
∗
j )


=
n∑
j=1
y∗i aijxj(t− τij)︸ ︷︷ ︸
termo linear
+xi
n∑
j=1
aijxj(t− τij)
︸ ︷︷ ︸
termo na˜o linear
(2.4)
A linearizac¸a˜o de (2.1) em torno do equil´ıbrio y∗ e´ enta˜o:
x˙i =
n∑
j=1
y∗aijxj(t− τij), i = 1, . . . , n (2.5)
2.2 Estabilidade Assimpto´tica Local
O objectivo desta secc¸a˜o e´ encontrar condic¸o˜es sobre a matriz A para
que a soluc¸a˜o trivial de (2.5) seja assimptoticamente esta´vel, para qualquer
escolha de atrasos satisfazendo (2.2).
Para isso, de modo a simplificar a notac¸a˜o, escreva-se a equac¸a˜o linear
(2.5) na forma
x˙i =
n∑
j=1
bijxj(t− τij), para i = 1, . . . , n, (2.6)
com τij satisfazendo (2.2) e em que notamos por B a matriz cuja entrada ij
e´ dada por bij = y
∗
i aij , para y
∗ = (y∗1, . . . , y
∗
n), i, j = 1, . . . , n.
O principal resultado desta secc¸a˜o e´:
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Teorema 2.1. A equac¸a˜o (2.5) e´ assimptoticamente esta´vel para todas as
escolhas de atrasos da forma (2.2) se e so´ se aii < 0 para i = 1, . . . , n,
detA 6= 0 e A e´ fracamente diagonalmente dominante.
No que se segue notaremos por −A˜ a matriz definida por
a˜ij =
{
aii, i = j
|aij |, i 6= j
Observac¸a˜o 2.2. Notemos que as condic¸o˜es impostas no Teorema 2.1 sa˜o
va´lidas para a matriz A se e so´ se sa˜o va´lidas para a matriz B. Com efeito,
visto que por hipo´tese y∗i > 0 para i = 1, . . . , n, temos
• aii < 0⇔ bii < 0, ∀i ∈ {1, . . . , n}
• detA = (y∗1)
−1 . . . (y∗n)
−1 detB, logo detA 6= 0 se e so´ se detB 6= 0.
• os menores principais de −A˜ de ordem i, i = 1, . . . , n, que notamos
det(−A˜i), escrevem-se como
det(−A˜i) = (y
∗
1)
−1 . . . (y∗i )
−1 det(−B˜i)
logo, para cada i ∈ {1, . . . , n}, det(−A˜i) ≥ 0 se e so´ se det(−B˜i) ≥ 0,
pelo que se conclui que A e´ fracamente diagonalmente dominante se e
so´ se B o e´.
Assim, tendo em conta a observac¸a˜o anterior, provaremos o Teorema 2.1
estabelecendo as condic¸o˜es necessa´rias e suficientes para a matriz B, em vez
de para a matriz A.
Como se viu na secc¸a˜o 1.2.1, a equac¸a˜o caracter´ıstica de uma EDFR
linear do tipo
x˙ = L(xt), (2.7)
onde L(φ) = (L1(φ), . . . , Ln(φ)) e Li : C = C([−h, 0],R
n) −→ R e´ um
operador linear limitado, i = 1, . . . , n, φ ∈ C, escreve-se como
det
(
λI − L
(
eλ·I
))
= 0, (2.8)
onde
h = max
1≤i,j≤n
τij e L
(
eλ·I
)
=
[
L
(
eλ·e1
)
. . . L
(
eλ·en
) ]
=
[
Li
(
eλ.ek
)]
i,k
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em que os ek, k = 1, . . . , n, representam os vectores da base cano´nica de R
n.
A equac¸a˜o (2.6) tem a forma (2.7) com cada componente i do operador linear
L dada por Li(φ) =
∑n
j=1 bijφj(−τij), para φ = (φ1, . . . , φn). A entrada ik
de L
(
eλ·I
)
e´
Li
(
eλ·ek
)
= bike
−τik se i 6= k,
Lk
(
eλ·ek
)
= bkk se i = k.
Assim, a equac¸a˜o (2.8) e´ dada por
det


b11 − λ b12e
−λτ12 . . . b1ne
−λτ1n
b21e
−λτ21 b22 − λ . . . b2ne
−λτ2n
...
...
. . .
...
bn1e
−λτn1 bn2e
−λτn2 . . . bnn − λ


︸ ︷︷ ︸
∆(B)(λ,τ)
= 0, (2.9)
em que denotamos por ∆(B)(λ, τ) a matriz de entrada ij igual a (bij −
λδij)e
−λτij e τ = [τij ].
Por resultados de estabilidade de EDFR’s lineares ja´ abordados no cap´ı-
tulo anterior sabemos que x(t) = ceλt e´ uma soluc¸a˜o de (2.6) para algum
c 6= 0 se e so´ se λ satisfaz (2.9). Ale´m disso, a soluc¸a˜o x = 0 de (2.6) e´
assimptoticamente esta´vel se e so´ se todas as ra´ızes de (2.9) teˆm parte real
negativa.
Para provar o Teorema 2.1 sera˜o estabelecidos alguns resultados auxili-
ares.
Lema 2.3. Se B e´ fracamente diagonalmente dominante, enta˜o todas as
ra´ızes de (2.9) teˆm parte real negativa, com a poss´ıvel excepc¸a˜o de λ = 0.
Demonstrac¸a˜o. Vamos primeiro considerar o caso em que B e´ uma matriz
irredut´ıvel.
Comecemos por observar que se B e´ fracamente diagonalmente domi-
nante e irredut´ıvel, a matriz −B˜ e´ uma M-matriz irredut´ıvel. Assim segundo
o Teorema 1.58 se a matriz −B˜ e´ uma M-matriz irredut´ıvel, enta˜o existe um
vector c > 0 (c ∈ Rn) tal que: −B˜c ≥ 0, ou seja, B˜c ≤ 0, o que implica que
existem ci > 0, i = 1, . . . , n, tais que
∑n
j=1 b˜ijcj ≤ 0, ou seja,
biici +
n∑
j 6=i
|bij |cj ≤ 0 para i = 1, . . . , n. (2.10)
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Suponha-se, com vista a um absurdo, que para algum conjunto de atrasos
τij satisfazendo (2.2), existe uma raiz λ de (2.6) com Reλ ≥ 0. Considerando
a matriz Q = [qij ], onde qij = bije
−λτij , tem-se que λ e´ um valor pro´prio
de Q. Observemos que qii = bii ≤ 0 e |qij | = |bij |e
−Reλτij ≤ |bij | porque
Re(λ) ≥ 0. Assim, (2.10) implica
qiici +
n∑
j 6=i
|qij |cj ≤ 0 para i = 1, . . . , n. (2.11)
Consideremos agora a matriz Qˆ = [c−1i qijcj ] semelhante a Q. Multi-
plicando cada desigualdade em (2.11) por c−1i , i = 1, . . . , n, e aplicando o
Teorema de Gershgo¨rin a` matriz Qˆ, conclu´ımos que o valor pro´prio λ de Qˆ
esta´ contido num c´ırculo com centro c−1i qiici ≤ 0 e raio quanto muito igual
a
∑
j 6=i c
−1
i |qij |cj ≤ |qii| (para algum i). Assim temos Reλ < 0 ou λ = 0, o
que vai contra a hipo´tese de que partimos.
Suponha-se agora que B e´ uma matriz redut´ıvel. Neste caso, sabemos
que existe uma matriz de permutac¸a˜o P tal que:
P TBP = K =

 K11 . . . K1m. . . ...
0 Kmm

 ,
onde os blocos diagonais Kjj , j = 1, . . . ,m sa˜o irredut´ıveis ou zero e a soma
das dimenso˜es dos blocos diagonais Kjj , j = 1, . . . , n e´ igual a n.
O nosso objectivo e´ aplicar o que foi anteriormente provado para ma-
trizes irredut´ıveis aos blocos diagonais de K. Para isso, vejamos que os
blocos diagonais sa˜o fracamente diagonalmente dominantes. Vamos fazeˆ-lo
utilizando a caracterizac¸a˜o alternativa de matriz fracamente diagonalmente
dominante dada no Teorema 1.52 que afirma que uma matriz A e´ fracamente
diagonalmente dominante se todo o valor pro´prio de −A˜ tem parte real na˜o
negativa, ou seja, Re(−A˜) ≥ 0.
Visto que as matrizes B e K sa˜o semelhantes, as matrizes −B˜ e −K˜
tambe´m o sa˜o, donde teˆm os mesmos valores pro´prios. Por outro lado, λ e´
valor pro´prio de K se e so´ se existe i ∈ {1, . . . ,m} tal que λ e´ valor pro´prio
de Kii. Logo, Re(−K˜ii) ≥ 0, para i = 1, . . . ,m.
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Como a equac¸a˜o (2.9) e´ equivalente a` equac¸a˜o
det

 ∆(K11)(λ, τ) . . . ∆(K1m)(λ, τ). . . ...
0 ∆(Kmm)(λ, τ)


︸ ︷︷ ︸
∆(K)(λ,τ)
= 0, (2.12)
tem-se
det∆(K)(λ, τ) = 0 ⇔
m∏
j=1
det∆(Kjj)(λ, τ) = 0
⇔ ∃j ∈ {1, . . . ,m} : det(∆(Kjj)(λ, τ)) = 0.
Como Kjj e´ irredut´ıvel para qualquer j ∈ {1, . . . ,m}, pelo resultado
anterior para matrizes irredut´ıveis, as ra´ızes na˜o nulas de (2.9) teˆm parte
real negativa, o que conclui a demonstrac¸a˜o.
Lema 2.4. Se detB 6= 0 e B e´ fracamente diagonalmente dominante, enta˜o
a equac¸a˜o (2.6) e´ assimptoticamente esta´vel para todas as escolhas de atrasos
da forma (2.2).
Demonstrac¸a˜o. Pelo Lema 2.3 conclu´ımos que as ra´ızes de (2.9) teˆm sempre
parte real negativa a na˜o ser que sejam zero. Por outro lado, ∆(B)(0, τ) = B,
logo a soluc¸a˜o λ = 0 de (2.9) e´ poss´ıvel so´ se detB = 0, portanto esta
hipo´tese fica exclu´ıda. Assim, (2.6) e´ assimptoticamente esta´vel.
Antes de continuarmos, relembramos um importante resultado da Ana´lise
Complexa, o Teorema de Rouche´, cuja demonstrac¸a˜o pode ser encontrada
em [3].
Teorema 2.5. (Rouche´) Sejam f e g func¸o˜es anal´ıticas num domı´nio Ω
simplesmente conexo e γ uma curva de Jordan contida em Ω, onde
|g(z)| < |f(z)|, z ∈ γ.
Enta˜o as func¸o˜es f e f + g teˆm o mesmo nu´mero de zeros no interior
de γ.
Lema 2.6. Se bii < 0 para qualquer i = 1, . . . , n e det(−B˜) < 0, enta˜o
existem atrasos τij satisfazendo (2.2), tais que a equac¸a˜o (2.9) tem uma
soluc¸a˜o λ com Reλ > 0.
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Demonstrac¸a˜o. Consideremos a func¸a˜o
Fǫ(z) = det


b11 − zǫ b12e
−zη12 . . . b1ne
−zη1n
b21e
−zη21 b22 − zǫ . . . b2ne
−zη2n
...
...
. . .
...
bn1e
−zηn1 bn2e
−zηn2 . . . bnn − zǫ

 (2.13)
onde,
ηij =
{
1
2 , para bij < 0
1, para bij ≥ 0
Para z = x+2πi, onde x e´ real, vamos calcular F0(z). Para isso observe-
mos que:
bije
−zηij = bije
−(x+2πi)ηij
= bije
−xηije−2πiηij
=
{
−|bij |e
−xηij (−1) se bij < 0
bije
−xηij .1 se bij ≥ 0
= |bij |e
−xηij .
Assim,
D(x) := F0(x+ 2πi) = det


b11 |b12|e
−xη12 . . . |b1n|e
−xη1n
|b21|e
−xη21 b22 . . . |b2n|e
−xη2n
...
...
. . .
...
|bn1|e
−xηn1 |bn2|e
−xηn2 . . . bnn

 .
Em particular, tem-se F0(0) = D(0) = det B˜.
Consideremos enta˜o a func¸a˜o real de varia´vel real G : R −→ R tal que
G(x) = (−1)nD(x),∀x ∈ R. Calculemos o valor desta func¸a˜o no ponto x = 0
e em ∞:
G(0) = (−1)nD(0) = (−1)n det B˜ = det(−B˜) < 0,
G(∞) = (−1)nD(∞) = (−1)n lim
x→∞
D(x)
= (−1)ndet


b11 0 . . . 0
0 b22 . . . 0
...
...
. . .
...
0 0 . . . bnn


= (−1)nb11 . . . bnn = |b11| . . . |bnn| > 0.
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Visto que temos G(0) < 0 e G(∞) > 0, pelo Teorema do Valor Inter-
me´dio, podemos concluir que existe xˆ ∈ R+ tal que G(xˆ) = 0, pelo que
zˆ = xˆ+ 2πi e´ um zero de F0.
Utilizando o Teorema de Rouche´, provaremos de seguida que Fǫ tem um
zero zˆ(ǫ) perto de zˆ, para ǫ > 0 pequeno.
Observemos que Fǫ e´ dada por,
Fǫ(z) =
∑
σ∈Sn
sgn(σ)
n∏
i=1
ciσi onde cij =
{
bij − zǫ, se i = j
bije
−zηij , se i 6= j
onde Sn representa o grupo das permutac¸o˜es do conjunto {1, . . . , n}. Con-
sideremos as func¸o˜es anal´ıticas F0, Fǫ : C −→ C. Ja´ sabemos que zˆ = xˆ+2πi
e´ um zero de F0. Como F0 e´ uma func¸a˜o anal´ıtica (na˜o constante) o zero
zˆ e´ isolado. Assim e´ poss´ıvel encontrar uma curva de Jordan γ em que zˆ e´
o u´nico zero de F0(z) em γ ∪ int(γ). Como Fǫ(z) → F0(z) quando ǫ → 0
+
uniformemente em γ, para ǫ > 0 pequeno tem-se
max
z∈γ
|gǫ(z)| < min
z∈γ
|F0(z)|
onde gǫ(z) = Fǫ(z) − F0(z). Logo, pelo Teorema de Rouche´ Fǫ e F0 teˆm o
mesmo nu´mero de zeros no interior de γ, o que implica que Fǫ tem um zero
zˆ(ǫ) perto de zˆ, para ǫ pequeno.
Fac¸a-se ηii = 0, i = 1, . . . , n. Claramente τij =
ηij
ǫ satisfazem (2.2)
e para λ = ǫzˆ(ǫ) tem-se que λ e´ uma raiz de (2.9) com Reλ > 0 para ǫ
pequeno, o que termina a demonstrac¸a˜o.
Lema 2.7. Seja f(λ) um polino´mio real de grau n com n zeros reais, in-
cluindo zero. Enta˜o a equac¸a˜o
f(λ) = e−λν (2.14)
tem uma soluc¸a˜o λ com Reλ > 0 para algum ν > 0.
Demonstrac¸a˜o. Escreva-se f(λ) como
f(λ) = α
n∏
i=1
(λ− λi),
onde, α 6= 0, α ∈ R e λi ∈ R com λ1 = 0.
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i) Comec¸amos por mostrar que (2.14) tem uma raiz imagina´ria pura
λ = iω, onde ω > 0, para algum ν > 0.
Seja ω > 0. Se f(iω) = e−iων tem-se |f(iω)| = |e−iων | = 1; reciprocamente,
se |f(iω)| = 1 enta˜o o nu´mero z = f(iω) tem a forma z = eiθ para algum
aˆngulo θ. Escolhendo, ν = |θ|ω , temos f(iω) = e
−i
|θ|
ω
ω = e−iων . Acaba´mos
de mostrar que, escolhendo convenientemente ν > 0, se tem
f(iω) = e−iων se e so´ se |f(iω)| = 1. (2.15)
Tem-se:
f(0) = 0,
lim
ω→+∞
|f(iω)| = lim
ω→+∞

|α| n∏
j=1
√
λ2i + ω
2

 = +∞.
Pelo Teorema do Valor Interme´dio, existe ωˆ > 0 tal que |f(iωˆ)| = 1. Por
(2.15), isto mostra que, para ν = νˆ > 0 convenientemente escolhido, λˆ = iωˆ
e´ raiz de (2.14).
ii) Sejam λ e λˆ = iωˆ, com ωˆ > 0, duas ra´ızes da equac¸a˜o (2.14), para ν
e νˆ ≥ 0 respectivamente, onde λˆ e´ a raiz imagina´ria pura cuja existeˆncia se
provou na parte i). Vamos mostrar que para ν perto de νˆ, a soluc¸a˜o λ cruza
o eixo imagina´rio. Considere-se a func¸a˜o g(λ, ν) = f(λ)− e−λν e calcule-se
a sua derivada em ordem a λ no ponto (λˆ, νˆ). Para λ 6= λi, i = 1, . . . , n,
tem-se
gλ(λ, ν) =
d
dλ
f(λ)−
∂
∂λ
(e−λν) =
n∑
i=1
f(λ)
(λ− λi)
+ νe−λν
pelo que
gλ(λˆ, νˆ) = e
−λˆνˆ
[
n∑
i=1
1
(λˆ− λi)
+ νˆ
]
= e−λˆνˆ(z+νˆ) com z =
n∑
i=1
1
(λˆ− λi)
∈ C,
e
z =
n∑
j=1
1
(λˆ− λj)
=
n∑
j=1
1
(iωˆ − λj)
.
Logo,
Im(z) = −ωˆ
n∑
j=1
1
ωˆ2 + λ2j
< 0.
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Em particular, tem-se
gλ(λˆ, νˆ) 6= 0.
Aplicando o Teorema das Func¸o˜es Impl´ıcitas a (2.14), λ escreve-se como
func¸a˜o impl´ıcita de ν numa vizinhanc¸a de (λˆ, νˆ), com λ(νˆ) = λˆ e dλdν (νˆ) =
− gν(λˆ,νˆ)
gλ(λˆ,νˆ)
. Assim, λ(ν) escreve-se como
λ(ν) = λ(νˆ) +
dλ
dν
(νˆ)(ν − νˆ) +O((ν − νˆ)2)
= λˆ+ c(ν − νˆ) +O((ν − νˆ)2)
onde c = − gν(λˆ,νˆ)
gλ(λˆ,νˆ)
.
De seguida verificamos que Re(c) > 0 pelo que Reλ(ν) > 0 para ν > νˆ perto
de νˆ, o que termina a demonstrac¸a˜o. Com efeito,
c = −
gν(λˆ, νˆ)
gλ(λˆ, νˆ)
= −
λˆe−λˆνˆ
e−λˆνˆ [z + νˆ]
= −
λˆ
Rez + iImz + νˆ
= −
iωˆ(Rez + νˆ − iImz)
(Rez + νˆ)2 + Imz2
⇒
Re(c) = −
ωˆImz
(Rez + νˆ)2 + Imz2
> 0.
Lema 2.8. Se bii = 0 para algum i e detB 6= 0, enta˜o existem atrasos τij
satisfazendo (2.2) tais que (2.9) tem uma raiz λ com Reλ > 0.
Demonstrac¸a˜o. Sem perda de generalidade, suponha-se que b11 = 0. Escre-
va-se detB na forma
detB =
∑
µ∈Sn
sgn(µ)
n∏
i=1
biµ(i)
Por hipo´tese, detB 6= 0, pelo que existe pelo menos uma permutac¸a˜o
σ de {1, . . . , n} tal que o termo
∏n
i=1 biσ(i) e´ na˜o nulo. Observando de
novo a equac¸a˜o caracter´ıstica (2.9), seja ∆(B)(λ, τ) := [cij ]. A expansa˜o
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de det∆(B)(λ, τ) e´
det∆(B)(λ, τ) =
n∏
i=1
cii + sgn(σ)
n∏
i=1
ciσ(i) +
∑
µ∈Sn,µ6=σ,Id
sgn(µ)
n∏
i=1
ciµ(i)
=
n∏
i=1
(bii − λ) + sgn(σ)
n∏
i=1
(biσ(i) − λδiσ(i))e
−λ
∑n
i=1 τiσ(i) +
+
∑
µ∈Sn,µ6=σ
sgn(µ)
n∏
i=1
ciµ(i),
onde a segunda parcela e´ o termo na˜o nulo correspondente a` permutac¸a˜o σ
na expansa˜o de det∆(B)(λ, τ) e onde Id ∈ Sn designa a permutac¸a˜o identi-
dade. Truncando a terceira parcela (correspondente a n!− 2 permutac¸o˜es),
considere-se a equac¸a˜o
n∏
i=1
(bii − λ) + sgn(σ)
n∏
i=1
(biσ(i) − λδiσ(i))e
−λ
∑n
i=1 τiσ(i) = 0. (2.16)
Note-se que
∏n
i=1 biσ(i) 6= 0, pelo que, em particular σ(1) 6= 1, ja´ que,
por hipo´tese b11 = 0. Para a permutac¸a˜o σ fixada, defina-se o conjunto
Ω = {i ∈ {1, . . . , n} : σ(i) = i}. A equac¸a˜o (2.16) e´ dada por
n∏
i=1
(bii − λ) + sgn(σ)
∏
i∈Ω
(bii − λ)
∏
i/∈Ω
biσ(i)e
−λ
∑n
i=1 τiσ(i) = 0 ⇔
∏
i∈Ω
(bii − λ)
[∏
i/∈Ω
(bii − λ) + sgn(σ)
∏
i/∈Ω
biσ(i)e
−λ
∑n
i=1 τiσ(i)
]
= 0
Para λ 6= bii, i ∈ Ω, a equac¸a˜o (2.16) tem a forma
f(λ) = e−λ
∑n
i=1 τiσ(i) ,
onde f(λ) = −
[
sgn(σ)
∏
i/∈Ω biσ(i)
]−1∏
i/∈Ω(bii − λ). Note-se que f e´ um
polino´mio de grau p = n − #Ω ≤ n com p ra´ızes reais incluindo zero. Es-
tamos nas condic¸o˜es do Lema 2.7, pelo que conclu´ımos que existe uma raiz,
λˆ, de (2.16) com Reλˆ > 0, para algum ν =
∑n
i=1 τiσ(i) conveniente e ta˜o
grande quanto se queira.
Consideremos enta˜o as func¸o˜es det∆(B)(λ, τ) e Gτ (λ) =
∏n
i=1(bii − λ) +
sgn(σ)
∏n
i=1(biσ(i)−λδiσ(i))e
−λ
∑n
i=1 τiσ(i) . ComoGτ (λ) e´ uma func¸a˜o anal´ıtica
na˜o constante o seu zero λˆ e´ isolado, logo e´ poss´ıvel encontrar uma curva de
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Jordan γ tal que λˆ e´ o u´nico zero de Gτ (λ) em γ ∪ int(γ) e tal que, para τij
suficientemente grandes, se tem
max
λ∈γ
|gτ (λ)| < min
λ∈γ
|Gτ (λ)|,
onde gτ (λ) = det∆(B)(λ, τ)−Gτ (λ). Logo |gτ (z)| < |Gτ (z)|,∀z ∈ γ, e pelo
Teorema de Rouche´ as func¸o˜es det∆(B)(λ, τ) e Gτ (λ) teˆm o mesmo nu´mero
de zeros no interior de γ, o que implica que (2.9) tem uma raiz λ, perto de
λˆ para τij grande; logo Re(λ) > 0, o que termina a demonstrac¸a˜o.
Lema 2.9. Se (2.6) e´ assimptoticamente esta´vel para todas as escolhas de
atrasos da forma (2.2) enta˜o bii < 0 para i = 1, . . . , n, detB 6= 0 e B e´
fracamente diagonalmente dominante.
Demonstrac¸a˜o. Tem-se B = ∆(B)(0, τ). Se detB = 0, enta˜o λ = 0 seria
soluc¸a˜o de (2.9), o que na˜o e´ poss´ıvel ja´ que (2.6) e´ assimptoticamente es-
ta´vel, logo todas as ra´ızes caracter´ısticas de (2.9) teˆm parte real negativa.
Assim, detB 6= 0.
Suponhamos agora, com vista a um absurdo, que ∃k ∈ {1, . . . , n} tal
que bkk > 0. Observemos que quando τij → +∞, ∆(B)(λ, τ) → diag(b11 −
λ, . . . , bnn − λ) :=M(λ).
Se bkk > 0, a equac¸a˜o detM(λ) = 0 tem uma raiz λˆ = bkk > 0. Con-
sideremos enta˜o as func¸o˜es det∆(B)(λ, τ) e detM(λ). Como detM(λ) e´
uma func¸a˜o anal´ıtica na˜o constante o seu zero λˆ = bkk e´ isolado. Aplicando
novamente o Teorema de Rouche´ tem-se que as func¸o˜es det∆(B)(λ, τ) e
detM(λ) teˆm o mesmo nu´mero de zeros no interior de γ, o que implica que
(2.9) tem uma raiz λ perto de λˆ = bkk para τij grande; logo Reλ > 0, o que
contradiz a hipo´tese de (2.6) ser assimptoticamente esta´vel.
Exclu´ıda a hipo´tese de existir k ∈ {1, . . . , n} tal que bkk > 0, vamos
agora mostrar que tambe´m na˜o podemos ter bkk = 0 para algum k. Supo-
nhamos enta˜o que ∃k ∈ {1, . . . , n} tal que bkk = 0. Como detB 6= 0, o Lema
2.8 permite concluir que, nestas condic¸o˜es, existiria uma raiz λ de (2.9) com
Reλ > 0, o que contradiz novamente a hipo´tese de (2.6) ser assimptotica-
mente esta´vel. Assim, bii < 0 para i = 1, . . . , n.
Para provar que B e´ fracamente diagonalmente dominante, suponha-se
por absurdo que algum dos menores principais de −B˜ e´ negativo. Sem perda
de generalidade, podemos escolher k ∈ {1, . . . , n} e considerar a submatriz
principal de −B˜ de ordem k, que vamos notar por −B˜k, Bk = [bij ]1≤i,j≤k,
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com det(−B˜k) < 0. Aplicando o Lema 2.6 a esta submatriz principal, con-
clu´ımos que existem τˆij (i, j = 1, . . . , k) satisfazendo (2.2) tais que existe
uma raiz λˆ, com Re(λˆ) > 0, da equac¸a˜o caracter´ıstica (2.9) correspondente
a Bk.
Observemos que, quando τij → +∞ para i > k ou j > k, a matriz
∆(B)(λ, τ) da equac¸a˜o caracter´ıstica (2.9) tende para a seguinte matriz:
D(λ, τ) :=


b11 − λ . . . b1ke
−λτ1k 0 . . . 0
...
. . .
...
...
. . .
...
bk1e
−λτk1 . . . bkk − λ 0 . . . 0
0 . . . 0 bk+1k+1 − λ . . . 0
...
. . .
...
...
. . .
...
0 . . . 0 0 . . . bnn − λ


,
tendo-se detD(λ, τ) = det∆(Bk)(λ, τ)
∏n
i=k+1(bii−λ). Consideremos enta˜o
as func¸o˜es det∆(B)(λ, τ) e detD(λ, τ). Tem-se detD(λˆ, τ) = 0.
Como detD(λ, τ) e´ uma func¸a˜o anal´ıtica na˜o constante, λˆ e´ um zero
isolado de detD(λ, τ) e, usando um argumento de aplicac¸a˜o do Teorema de
Rouche´ semelhante aos usados anteriormente, chegamos a` conclusa˜o de que
a equac¸a˜o caracter´ıstica (2.9) tem uma raiz λ perto de λˆ, consequentemente
com Re(λ) > 0, o que contradiz a hipo´tese de (2.6) ser assimptoticamente
esta´vel.
Assim prova´mos que B tem de ser fracamente diagonalmente dominante,
o que conclui a demonstrac¸a˜o.
Demonstrac¸a˜o. (do Teorema 2.1) Os Lemas 2.9 e 2.3 da˜o as condic¸o˜es
necessa´ria e suficiente, respectivamente, do Teorema 2.1 com A substitu´ıda
por B. Da Observac¸a˜o 2.2 segue o teorema.
2.3 Estabilidade Assimpto´tica Global
O objectivo desta secc¸a˜o e´ provar o teorema enunciado de seguida, que
da´ condic¸o˜es necessa´rias e suficientes sobre a matriz A para que o equil´ıbrio
y∗ de (2.1) seja globalmente assimptoticamente esta´vel para todos os valores
de atrasos τij satisfazendo (2.2).
Teorema 2.10. Suponhamos que existe um vector de coordenadas positivas
y∗ satisfazendo (2.3). Enta˜o y∗ e´ globalmente assimptoticamente esta´vel para
(2.1) no conjunto de soluc¸o˜es positivas para todos os atrasos τij satisfazendo
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(2.2) se e so´ se aii < 0 para i = 1, . . . , n, detA 6= 0 e A e´ fracamente
diagonalmente dominante.
Note-se que este resultado e´ extremamente forte por dar condic¸o˜es ne-
cessa´rias e suficientes para a estabilidade assimpto´tica global de y∗ inde-
pendentemente dos atrasos. A` semelhanc¸a do que acontece em EDO’s essa
estabilidade e´ dada apenas atrave´s da ana´lise da matriz A.
Primeiramente, apresenta-se um lema, que da´ a condic¸a˜o necessa´ria do
Teorema 2.10. Depois apresenta-se um conjunto de resultados auxiliares
para a prova da condic¸a˜o suficiente. Para isso, trata-se separadamente as
situac¸o˜es de matrizes irredut´ıveis e de matrizes redut´ıveis.
Comec¸amos por fazer uma observac¸a˜o em relac¸a˜o a` demonstrac¸a˜o do
Lema 2.9, relembrando que B = [y∗i aij ].
Observac¸a˜o 2.11. Sob a hipo´tese detB 6= 0, a equac¸a˜o caracter´ıstica (2.9)
tem uma raiz com parte real positiva (para uma certa escolha de τij satis-
fazendo (2.2)), desde que se tenha bii ≥ 0 para algum i ∈ {1, . . . , n} ou B
na˜o seja fracamente diagonalmente dominante.
Lema 2.12. Suponhamos que existe um vector com coordenadas positivas
y∗ satisfazendo (2.3). Se y∗ e´ globalmente assimptoticamente esta´vel para
(2.1) (para soluc¸o˜es com condic¸o˜es iniciais yi(0) > 0) para todos os atrasos
τij satisfazendo (2.2) enta˜o aii < 0 para i = 1, . . . , n, detA 6= 0 e A e´
fracamente diagonalmente dominante.
Demonstrac¸a˜o. Comecemos por observar que detA 6= 0 pois, caso contra´rio,
a equac¸a˜o (2.1) teria infinitas soluc¸o˜es de equil´ıbrio perto de y∗ e este na˜o se-
ria um equil´ıbrio assimptoticamente esta´vel, contrariando a hipo´tese. Daqui
conclu´ımos ainda que detB 6= 0, pela Observac¸a˜o 2.2.
Vamos agora provar que nenhuma das ra´ızes de (2.9) tem parte real po-
sitiva. Suponhamos que existe λ satisfazendo (2.9), tal que Reλ > 0. Pelo
Teorema 1.36, a soluc¸a˜o nula da equac¸a˜o (2.4) e´ insta´vel o que implica que
y∗ e´ um equil´ıbrio insta´vel contrariando novamente a hipo´tese.
Como ja´ prova´mos que detB 6= 0 e que na˜o existem ra´ızes caracter´ısticas
de (2.9) com parte real positiva, por contra-rec´ıproco da Observac¸a˜o 2.11
conclu´ımos finalmente que bii < 0, ∀i ∈ {1, . . . , n} e que B e´ fracamente
diagonalmente dominante. Pela Observac¸a˜o 2.2, resulta que detA 6= 0,
aii < 0, ∀i ∈ {1, . . . , n} e que A e´ fracamente diagonalmente dominante,
como quer´ıamos.
52
Tal como no in´ıcio deste cap´ıtulo vamos notar x(t) = y(t) − y∗ para
reescrever a equac¸a˜o (2.1) na forma
y˙i(t) = yi(t)
n∑
j=1
aijxj(t− τij) (2.17)
cujo equil´ıbrio e´ y∗.
Defina-se o conjunto G = C([−h, 0];Rn+), onde h = maxi,j τij , e o
seguinte funcional V : G×R −→ R, onde a escolha das constantes αi > 0 e
βij > 0 sera´ efectuada mais a` frente:
V (y(.), t) =
n∑
i=1
αi(yi(t)−y
∗
i log yi(t))+
n∑
i,j=1
βij
∫ t
t−τij
(yj(s)−y
∗
j )
2ds. (2.18)
Lema 2.13. Se A e´ uma matriz irredut´ıvel e fracamente diagonalmente
dominante, enta˜o existem constantes αi, βij > 0 tais que o funcional (2.18)
definido acima e´ um funcional de Liapunov em G.
Demonstrac¸a˜o. Para que (2.18) seja um funcional de Liapunov para a equa-
c¸a˜o (2.1), temos de mostrar que V˙ ≤ 0 ao longo das soluc¸o˜es de (2.1). Para
calcular a derivada de V ao longo da soluc¸a˜o y(t) de (2.1) escreve-se (2.18)
denotando y(t)− y∗ por x(t):
V (y(.), t) =
n∑
i=1
αi(yi(t)− y
∗
i log yi(t)) +
n∑
i,j=1
βij
∫ t
t−τij
xj(s)
2ds
Derivando em ordem a t, tem-se por (2.17)
d
dt
V (y(.), t) =
n∑
i=1
αiy˙i(t)
(
1−
y∗i
yi(t)
)
+
n∑
i,j=1
βij
[
x2j (t)− x
2
j (t− τij)
]
=
n∑
i=1
αi

yi(t) n∑
j=1
aijxj(t− τij)

(1− y∗i
yi(t)
)
+
+
n∑
i,j=1
βij
[
x2j (t)− x
2
j (t− τij)
]
=
n∑
i=1
αi
n∑
j=1
aijxj(t− τij)[yi(t)− y
∗
i ] +
n∑
i,j=1
βij
[
x2j (t)− x
2
j (t− τij)
]
=
n∑
i,j=1
αixi(t)aijxj(t− τij) +
n∑
i,j=1
βij
[
x2j (t)− x
2
j (t− τij)
]
(2.19)
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Sendo A uma matriz irredut´ıvel fracamente diagonalmente dominante,
pelo Teorema 1.58, existem ci > 0 ∀i ∈ {1, . . . , n} tais que
aiici +
n∑
j 6=i
|aij |cj ≤ 0 para i = 1, . . . , n. (2.20)
Ale´m disso, A e´ fracamente diagonalmente dominante se e so´ se AT tam-
be´m o e´, pois as matrizes −A˜ e −A˜T = −A˜T teˆm os mesmos valores pro´prios.
Portanto, tambe´m podemos dizer que existem di > 0 ∀i ∈ {1, . . . , n} tais
que:
diiaii +
∑
j 6=i
dj |aji| ≤ 0 para i ∈ {1, . . . , n}. (2.21)
Escolhendo αi = 2
di
ci
e βij =
di
cj
|aij | e substituindo em (2.19), obte´m-se
V˙ =
n∑
i,j=1
2
di
ci
xi(t)aijxj(t− τij) +
n∑
i,j=1
di
cj
|aij |
[
x2j (t)− x
2
j (t− τij)
]
,
e visto que a parcela
[
x2j (t)− x
2
j (t− τij)
]
se anula sempre que i = j pois
τii = 0 por hipo´tese, (2.19) fica na forma
V˙ =
n∑
i,j=1
i6=j
di
cj
|aij |x
2
j (t)+2
n∑
i,j=1
di
ci
aijxi(t)xj(t− τij)−
n∑
i,j=1
i6=j
di
cj
|aij |x
2
j (t− τij). (2.22)
Juntando alguns termos em (2.22)
V˙ =
n∑
j=1

 n∑
i=1,i 6=j
di
cj
|aij |

x2j (t) + 2 n∑
j=1
(
n∑
i=1
di
ci
aijxi(t)
)
xj(t− τij)−
−
n∑
j=1

 n∑
i=1,i 6=j
di
cj
|aij |

x2j (t− τij)
=
n∑
j=1



 n∑
i=1,i 6=j
di
cj
|aij |+ 2
dj
cj
ajj

x2j (t) + 2 n∑
i=1,i 6=j
di
ci
aijxi(t)xj(t− τij)−
−

 n∑
i=1,i 6=j
di
cj
|aij |

x2j (t− τij)

 , (2.23)
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verificamos que o coeficiente de x2i (t), para i fixo, e´ dado por
n∑
j=1,j 6=i
dj
ci
|aji|+ 2
di
ci
aii. (2.24)
De (2.20) e de (2.21) tem-se
1
ci

diiaii +∑
j 6=i
dj |aji|

+ di
c2i

aiici +∑
j 6=i
|aji|cj

 ≤ 0 (2.25)
⇔
di
ci
aii +
∑
j 6=i
dj
ci
|aji|+
di
ci
aii +
∑
j 6=i
di
c2i
|aij |cj ≤ 0
⇔ 2
di
ci
aii +
∑
j 6=i
dj
ci
|aji| ≤ −
∑
j 6=i
di
c2i
cj |aij |.
Assim, de (2.23), (2.24) e (2.25), tem-se
V˙ ≤ −
n∑
i,j=1
dj
c2j
ci|aji|x
2
j (t) +
n∑
i,j=1
2
di
ci
aijxi(t)xj(t− τij)−
n∑
i,j=1
di
cj
|aij |x
2
j (t− τij)
= −
n∑
i,j=1
[
di
c2i
cj |aij |x
2
i (t)− 2
di
ci
aijxi(t)xj(t− τij) +
di
cj
|aij |x
2
j (t− τij)
]
,
e esta desigualdade reduz-se a
V˙ ≤ −
∑
i6=j
di
cj
|aij |
(
cj
ci
xi(t)sgn(aij)− xj(t− τij)
)2
≤ 0, (2.26)
o que prova que V e´ um funcional de Liapunov.
Note-se que V e´ limitado superiormente ao longo de uma soluc¸a˜o posi-
tiva. Com efeito, a func¸a˜o t 7→ V (y(.), t) e´ decrescente ao longo de soluc¸o˜es
positivas y(t), logo tem-se
V (y(.), t) ≤ V (y(.), 0) para t ≥ 0.
Lema 2.14. Seja y(t), t ≥ 0, uma soluc¸a˜o positiva de (2.1). Se A e´ uma ma-
triz irredut´ıvel e fracamente diagonalmente dominante, enta˜o existem cons-
tantes l, L > 0 tais que l ≤ yi(t) ≤ L, para i ∈ {1, . . . , n} e t ≥ 0.
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Demonstrac¸a˜o. Dada uma soluc¸a˜o positiva y(t) de (2.1), defina-se a seguinte
aplicac¸a˜o:
F (y(t)) = F (y1(t), . . . , yn(t)) =
n∑
i=1
αi(yi(t)− y
∗
i log yi(t)).
Por V ser um funcional de Liapunov, sabemos que V (y(.), t) ≤ K, para
alguma constante K > 0. Da definic¸a˜o de V resulta que
F (y(t)) =
n∑
i=1
αi(yi(t)− y
∗
i log yi(t)) ≤ V (y(.), t) ≤ K.
Definam-se:
mi = lim inf
t→+∞
yi(t) e Mi = lim sup
t→+∞
yi(t);
a questa˜o e´ agora provar que 0 < mi ≤Mi < +∞, i = 1, . . . , n.
Fac¸a-se
m = min
1≤i≤n
mi e M = max
1≤i≤n
Mi
e provemos que m > 0 e M < +∞.
Suponhamos que M = +∞. Enta˜o existe i ∈ {1, . . . , n} e existe {tm} ⊂
R
+
0 com tm → +∞ tal que yi(tm)→ +∞. Consideremos as func¸o˜es reais
fj(x) = x− y
∗
j log x, x > 0
e observemos que f ′j(x) = 1 −
y∗j
x < 0 se e so´ se x < y
∗
j o que implica que
a func¸a˜o fj tem em y
∗
j um ponto de mı´nimo. O mı´nimo de fj e´ fj(y
∗
j ) =
y∗j (1− log y
∗
j ). Tem-se
F (y(tm)) = αi(yi(tm)− y
∗
i log yi(tm)) +
n∑
j 6=i
αjfj(yj(tm))
≥ αi(yi(tm)− y
∗
i log yi(tm)) +
n∑
j 6=i
αjfj(y
∗
j )
Como, por hipo´tese, yi(tm)→ +∞, tem-se
lim
m→+∞
F (y(tm)) = +∞.
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Por outro lado,
lim
m→+∞
F (y(tm)) ≤ K < +∞
o que e´ absurdo. Logo, M < +∞.
De forma ana´loga, supondo que m = 0 prova-se que existe i ∈ {1, . . . , n}
e existe {tm} ⊂ R
+
0 com tm → +∞ com yi(tm)→ 0 e
F (y(tm)) ≥ αi(yi(tm)− y
∗
i log yi(tm)) +
n∑
j 6=i
αjfj(y
∗
j ) −→ +∞
o que e´ um absurdo. Logo, m > 0.
Prova´mos enta˜o que existem constantes l, L > 0 tais que l ≤ yi(t) ≤ L
para i ∈ {1, . . . , n} como quer´ıamos.
Lema 2.15. Se y(t) e´ uma soluc¸a˜o positiva de (2.1) e existem constantes
l, L > 0 com l ≤ yi(t) ≤ L para i ∈ {1, . . . , n}, t ≥ 0, enta˜o a sua semi-o´rbita
positiva e´ pre´-compacta e o seu conjunto ω − limite e´ na˜o vazio, compacto
e invariante.
Demonstrac¸a˜o. Se a semi-o´rbita γ+(y(t)) for pre´-compacta enta˜o, pelo Lema
1.37, o seu conjunto ω − limite e´ na˜o vazio, compacto e invariante. Vamos
usar o Teorema de Ascoli-Arzela` para provar que as o´rbitas γ+(y(t)) sa˜o
pre´-compactas (totalmente limitadas). Primeiro provamos que γ+(y(t)) e´
um conjunto equicont´ınuo. Sejam t1, t2 ∈ R
+. Com yt = (y1t, . . . , ynt),
tem-se
yit(t1)− yit(t2) = yi(t+ t1)− yi(t+ t2) = y
′
i(t+ θ(t1 − t2))(t1 − t2),
para algum θ ∈ (0, 1), onde na segunda passagem se aplica o Teorema do
Valor Me´dio. Isto implica que existe uma constante K > 0 tal que
|yt(t1)− yt(t2)| ≤ K|t1 − t2| para t ≥ 0
pois a limitac¸a˜o uniforme de y(t) em [0,+∞) implica, pela equac¸a˜o (2.1),
que y˙(t) tambe´m e´ uniformemente limitada. Daqui conclu´ımos que a famı´lia
(yt)t≥0 = γ
+(y(t)) e´ equicont´ınua o que prova, em conjunto com o facto
de γ+(y(t)) ser limitada, que a semi-o´rbita γ+(y(t)) e´ pre´-compacta, pelo
Teorema de Ascoli-Arzela`.
Defina-se agora o conjunto E = {φ ∈ G¯ : V˙ (φ) = 0} onde V e´ o funcional
dado por (2.18) e sejaM o seu subconjunto na˜o vazio, maximal e invariante.
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Lema 2.16. Suponhamos que existe um vector com coordenadas positivas
y∗ satisfazendo (2.3). Se A e´ uma matriz irredut´ıvel tal que detA 6= 0 e A
e´ fracamente diagonalmente dominante, enta˜o y∗ e´ globalmente assimptoti-
camente esta´vel para (2.1) (para soluc¸o˜es com condic¸o˜es iniciais yi(0) > 0)
para todos os atrasos τij satisfazendo (2.2).
Demonstrac¸a˜o. Consideremos o funcional V definido por (2.18). Pelo Lema
2.13 sabemos que V e´ um funcional de Liapunov no conjunto G. Seja y(t)
uma soluc¸a˜o positiva de (2.1). Pelo Lema 2.14 sabemos que y(t) e´ limitada
para t ≥ 0, ou seja, ∃l, L > 0 : l ≤ yi(t) ≤ L, para i ∈ {1, . . . , n} e t ≥ 0,
e pelo Lema 2.15 conclu´ımos que o conjunto ω(y(.)) e´ na˜o vazio, compacto
e invariante. Nestas condic¸o˜es, podemos aplicar o Teorema 1.43 e concluir
que ω(y(.)) esta´ contido emM , ondeM e´ o subconjunto maximal invariante
de E = {φ ∈ G¯ : V˙ (φ) = 0}.
Vejamos o que sa˜o os conjuntos E e M neste caso. Observemos que, a
partir das desigualdades (2.25) e (2.26), a igualdade V˙ ≡ 0 e´ poss´ıvel para
y(.) 6= 0 so´ se houver lugar a`s igualdades em (2.20) e (2.21) e xj(t − τij) =
cj
ci
xi(t)sgn(aij) for va´lido para todo t ≥ 0 e todo i, j ∈ {1, . . . , n} com i 6= j
e aij 6= 0. Inserindo estas informac¸o˜es em (2.17) obtemos, para xi = yi− y
∗
i ,
y˙i(t) = yi(t)

aiixi(t) + n∑
j=1,j 6=i
aijxj(t− τij)


= yi(t)

aiixi(t) + n∑
j=1,j 6=i
|aij |
cj
ci
xi(t)


= yi(t)

xi(t)
ci

aiici + n∑
j=1,j 6=i
|aij |cj



 i = 1, . . . , n
= 0
Logo, y(t) tem de ser uma soluc¸a˜o constante da equac¸a˜o diferencial (2.1).
Visto que detA 6= 0, por hipo´tese, y(t) ≡ y∗ e´ a u´nica soluc¸a˜o constante po-
sitiva de (2.1). Portanto conclu´ımos que E =M = {y∗}. Como ω(y(.)) ⊂M
e ω(y(.)) e´ na˜o vazio, ω(y(.)) = {y∗}.
Logo podemos dizer que limt→+∞ y(t) = y
∗, pelo que y∗ e´ um equil´ıbrio
globalmente assimptoticamente esta´vel da equac¸a˜o (2.1).
Dos Lemas 2.12 e 2.16 podemos concluir o seguinte resultado:
58
Teorema 2.17. Suponhamos que existe um vector com coordenadas posi-
tivas y∗ satisfazendo (2.3). Enta˜o, se A for uma matriz irredut´ıvel, y∗ e´
globalmente assimptoticamente esta´vel para (2.1) (para condic¸o˜es iniciais
yi(0) > 0) para todos os atrasos τij satisfazendo (2.2) se e so´ se aii < 0 para
i = 1, . . . , n, detA 6= 0 e A e´ fracamente diagonalmente dominante.
O Teorema 2.10 esta´ enta˜o provado para o caso em que a matriz A e´
irredut´ıvel. A partir daqui trataremos o caso em que a matriz A e´ redut´ıvel.
Para isso estabelecem-se alguns resultados auxiliares, alguns ainda relativos
a matrizes irredut´ıveis.
Lema 2.18. Seja A uma matriz irredut´ıvel e fracamente diagonalmente
dominante tal que detA 6= 0. Enta˜o existe um atractor global, A, para
o operador soluc¸a˜o T (t) da equac¸a˜o (2.1) dado por T (t)φ = y(t)(φ), φ ∈
X = C([−τ, 0];Rn+). Ale´m disso, tem-se A = {y
∗}.
Demonstrac¸a˜o. Consideremos o operador T (t) dado por T (t)φ = y(t)(φ),
com φ ∈ X = C([τ, 0];Rn+) e onde y(t)(φ) e´ a soluc¸a˜o de (2.1) com condic¸a˜o
inicial y(0) = φ.
Comecemos por mostrar que T (t) e´ completamente cont´ınuo para t ≥ 0.
Para provar que T (t) e´ completamente cont´ınuo temos de mostrar que
T (t) transforma conjuntos limitados em conjuntos relativamente compactos.
Seja enta˜o B ⊂ X limitado. Exactamente do mesmo modo que fizemos na
demonstrac¸a˜o do Lema 2.14 e´ fa´cil ver que o facto de B ser limitado implica
que os conjuntos Bt = {y(t)(φ) : φ ∈ B} ⊂ G, t ≥ 0, sa˜o uniformemente
limitados, superiormente e inferiormente por constantes positivas l e L, ou
seja, que existem constantes l e L tais que l ≤ yi(t)(φ) ≤ L, para φ ∈ B,
i = 1, . . . , n, t ≥ 0.
O mesmo racioc´ınio do Lema 2.15, tendo em conta que da equac¸a˜o (2.1)
se tem que as derivadas y˙i(t)(φ) = y˙i(t, φ) sa˜o uniformemente limitadas,
permite concluir que o conjunto Bt e´ equicont´ınuo. Visto que o conjunto Bt
e´ limitado e equicont´ınuo, pelo Teorema de Ascoli-Arzela´ Bt e´ relativamente
compacto. Logo, T (t) e´ completamente cont´ınuo.
Agora provamos que o conjunto {T (t)}t≥0 e´ dissipativo pontualmente.
Para isso, na definic¸a˜o de operador dissipativo pontualmente dada no Cap´ı-
tulo 1, consideramos o conjunto K = {y∗}. Este conjunto K atrai todos
os pontos de X, pelo facto de M = {y∗} (ver Lema 2.16). Portanto T (t) e´
dissipativo pontualmente.
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Assim, pelo Teorema 1.40 conclu´ımos que existe um atractor global A
compacto.
Para terminarmos a prova resta mostrar que A = {y∗}. Da demonstra-
c¸a˜o do Lema 2.16 ja´ sabemos que ω(y(.)) = {y∗} sendo y(t) uma qualquer
soluc¸a˜o positiva e limitada de (2.1). Portanto,
ω(A) =
⋃
γ∈A
ω(γ) = {y∗}
Como A e´ o atractor global, em particular, atrai conjuntos compactos de
X. No Teorema 1.39 podemos tomar K = A e conclu´ımos que ω(A) = {y∗}
e´ um conjunto na˜o vazio compacto e invariante e e´ maximal com respeito a
estas propriedades. Logo {y∗} e´ o atractor global como quer´ıamos demons-
trar.
Proposic¸a˜o 2.19. Se A e´ uma matriz na˜o singular, irredut´ıvel e fracamente
diagonalmente dominante e y(t) e´ uma soluc¸a˜o de (2.1) em R, uniforme-
mente limitada em R, enta˜o y(t) ≡ y∗.
Demonstrac¸a˜o. Do Lema 2.18 sabemos que existe o atractor globalA = {y∗}
para a equac¸a˜o (2.1).
Seja y(t) uma soluc¸a˜o de (2.1) nas condic¸o˜es do enunciado. Temos que
o conjunto
γ(y(t)) = {y(t) : t ∈ R}
e´ na˜o vazio, invariante e compacto, pelo racioc´ınio usado na demonstrac¸a˜o
do Lema 2.15. Logo γ(y(t)) ⊂ A = {y∗}, e conclu´ımos que γ(y(t)) = {y∗}.
Assim y(t) ≡ y∗.
Suponhamos que A e´ uma matriz triangular superior por blocos da forma
A =
[
A11 A12
0 A22
]
(2.27)
onde dim(A11) = p, e os blocos A11 e A22 sa˜o irredut´ıveis. Sendo assim, a
equac¸a˜o (2.17) fica na forma
u˙i(t) = ui(t)
p∑
j=1
aijxj(t− τij) + ui(t)
n∑
j=p+1
aijxj(t− τij) (2.28)
para i ∈ {1, . . . , p}
z˙i(t) = zi(t)
n∑
j=p+1
aijxj(t− τij) para i ∈ {p+ 1, . . . , n} (2.29)
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onde u(t) = (y1(t), . . . , yp(t)) e z(t) = (yp+1(t), . . . , yn(t)).
Lema 2.20. Se a matriz A22 de (2.27) e´ irredut´ıvel e fracamente diagonal-
mente dominante tal que detA22 6= 0 e aii < 0, i = p+ 1, . . . , n, enta˜o para
qualquer soluc¸a˜o positiva, z(t), de (2.29) tem-se
lim
t→+∞
z(t) = z∗ = (y∗p+1, . . . , y
∗
n)
Ale´m disso, para cada soluc¸a˜o z(t) > 0,
|z(t)− z∗| ≤ Ce−ǫt (2.30)
para algumas constantes positivas C, ǫ e para t ≥ T para algum T > 0.
Demonstrac¸a˜o. A equac¸a˜o (2.29) e´ uma equac¸a˜o do tipo (2.17) com A subs-
titu´ıda por A22 irredut´ıvel. Estamos portanto nas condic¸o˜es do Lema 2.16,
sendo z∗ = (z∗1 , . . . , z
∗
n) o equil´ıbrio de (2.29). Assim, conclu´ımos que
lim
t→+∞
z(t) = z∗ = (y∗p+1, . . . , y
∗
n).
A linearizac¸a˜o de (2.29) em torno do equil´ıbrio z∗ e´ dada por
z˙i(t) =
n∑
j=1
cijzj(t− τij) (2.31)
onde C e´ a matriz com entradas ij iguais a cij = z
∗
i aij . A equac¸a˜o caracte-
r´ıstica para (2.31) e´ dada por (2.9), com B substitu´ıda pela matriz C. As
suas ra´ızes teˆm parte real negativa pelo Teorema 2.1. Assim, sendo (2.31)
uma EDF linear cujos valores caracter´ısticos teˆm parte real negativa, pelo
Teorema 1.36 aplicado a` equac¸a˜o (2.29), tem-se
∃C0, ǫ > 0,∃b > 0 : ||φ− z
∗|| < b⇒ |z(t)(φ)− z∗| ≤ C0e
−ǫt, t ≥ 0
A soluc¸a˜o z(t) de (2.29) esta´ fixada. Por outro lado, z(t) → z∗ quando
t→ +∞. Logo, existe T > 0 tal que |zT − z
∗| < b. Mas, como (2.29) e´ uma
equac¸a˜o auto´noma tem-se
|z(t)− z∗| ≤ C0e
−ǫ(t−T ), para t ≥ T ,
donde
|z(t)− z∗| ≤ C1e
−ǫt, t ≥ T
para alguma constante C1 > 0.
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Lema 2.21. Suponhamos que A dada por (2.27) e´ uma matriz fracamente
diagonalmente dominante tal que detA 6= 0 e aii < 0. Seja p < n um
natural que representa a dimensa˜o do bloco irredut´ıvel A11 de (2.27). Seja
V o funcional dado por (2.18), com n substitu´ıdo por p. Enta˜o, ao longo de
uma soluc¸a˜o y(t) = (u(t), z(t)) de (2.1) tem-se
V˙ ≤ C1(V (t) + C2)e
−ǫt (2.32)
para constantes C1 e C2 > 0 e para t ≥ T para algum T > 0.
Demonstrac¸a˜o. Escreva-se (2.1) na forma (2.28)-(2.29) e seja y∗ = (u∗, z∗),
com u∗ = (y∗1, . . . , y
∗
p) e z
∗ = (y∗p+1, . . . , y
∗
n). Usando os ca´lculos na demons-
trac¸a˜o do Lema 2.13, substitu´ındo n por p, tem-se
V˙ =
p∑
i=1
αiy˙i(t)
(
1−
y∗i
yi(t)
)
+
p∑
i,j=1
βij [x
2
j (t)− x
2
j (t− τij)]
=
p∑
i=1
αixi(t)

 p∑
j=1
aijxj(t− τij) +
n∑
j=p+1
aijxj(t− τij)

+
+
p∑
i,j=1
βij [x
2
j (t)− x
2
j (t− τij)]
=
p∑
i,j=1
αixi(t)aijxj(t− τij) +
p∑
i,j=1
βij [x
2
j (t)− x
2
j (t− τij)] +
+
p∑
i=1
αixi(t)

 n∑
j=p+1
aijxj(t− τij)

 .
Tendo em conta que A11 = [aij ]i,j∈{1,...,p} e´ irredut´ıvel, utilizando (2.26)
na demonstrac¸a˜o do Lema 2.13, tem-se
p∑
i,j=1
αixi(t)aijxj(t− τij) +
p∑
i,j=1
βij [x
2
j (t)− x
2
j (t− τij)] ≤
≤ −
p∑
i6=j
di
cj
|aij |
(
cj
ci
xi(t)sgn(aij)− xj(t− τij)
)2
≤ 0.
Logo,
V˙ ≤
p∑
i=1
αixi(t)

 n∑
j=p+1
aijxj(t− τij)

 . (2.33)
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Como
xi(t) ≤ max
j∈{1,...,p}
|xj(t)| = |u(t)− u
∗| para i ∈ {1, . . . , p}
e
xj(t− τij) ≤ max
i∈{p+1,...,n}
|xi(t− τij)| = |z(t)− z
∗| ≤ Ce−ǫt,
para j ∈ {p+ 1, . . . , n} e t ≥ T , onde a u´ltima desigualdade vem de (2.30),
podemos fazer a seguinte majorac¸a˜o:
p∑
i=1
αixi(t)

 n∑
j=p+1
aijxj(t− τij)

 ≤ |u(t)− u∗||z(t)− z∗| n∑
i=1
αi
n∑
j=p+1
aij
donde
V˙ ≤ |u(t)− u|CD1e
−ǫt = D2|u(t)− u|e
−ǫt, t ≥ T , (2.34)
onde D1 e D2 = CD1 sa˜o constantes positivas. Agora vamos provar que
|u(t)− u|e−ǫt ≤ C1(V (t) + C2)e
−ǫt para algumas constantes C1 e C2.
Seguindo a notac¸a˜o das func¸o˜es fi e F da demonstrac¸a˜o do Lema 2.14,
mas restringindo as varia´veis a`s primeiras p componentes de y(t), temos:
V (t) ≥
p∑
i=1
αi(yi(t)− y
∗
i log yi(t)) = F (y(t)).
Na demonstrac¸a˜o do Lema 2.14 mostrou-se que cada func¸a˜o fi tem mı´-
nimo dado por fi(y
∗
i ). Definindo,
gi(xi) = fi(xi + y
∗
i ),
obte´m-se a func¸a˜o
gi(xi) = xi + y
∗
i − y
∗
i log(xi + y
∗
i ) ≥ mi := fi(y
∗
i ).
Para cada i ∈ {1, . . . , p}, considerem-se constantes ci > 0 e di < mi tais
que o gra´fico da func¸a˜o hi = ci|xi|+ di esta´ abaixo do gra´fico de gi. Tem-se
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portanto,
V (t) ≥
p∑
i=1
αifi(yi) =
p∑
i=1
αigi(xi)
≥
p∑
i=1
αi(ci|xi|+ di)
≥ D3 max
i∈{1,...,p}
|xi|+D4 = D3|u(t)− u
∗|+D4
pelo que,
D3|u(t)− u
∗| ≤ V (t)−D4, (2.35)
onde D3 e D4 sa˜o constantes que verificam
D3 ≤ min
i∈{1,...,p}
αici,
D4 ≤
p∑
i=1
αidi.
De (2.33), (2.34) e (2.35) conclu´ımos que:
V˙ ≤ C1(V (t) + C2)e
−ǫt, t ≥ T ,
para constantes C1 e C2 como quer´ıamos provar.
Lema 2.22. Se o funcional V dado por (2.18), com n substitu´ıdo por p,
verifica a desigualdade diferencial (2.32) enta˜o V (t) e´ limitado.
Demonstrac¸a˜o. Consideremos a desigualdade diferencial
V˙ ≤ C1(V (t) + C2)e
−ǫt t ∈ [0,+∞[
e o problema de valor inicial (PVI){
w˙ = C1(w + C2)e
−ǫt
w(0) = V (0).
(2.36)
Resolvendo a EDO w˙ = C1(w+C2)e
−ǫt verificamos que a u´nica soluc¸a˜o
e´
w(t) = (V (0) + C2)e
C1
ǫ (1−e
−ǫt) − C2.
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Temos enta˜o, pelo Corola´rio 1.62 de [12], V (t) ≤ w(t) ∀t ∈ [0,+∞).
Como,
lim
t→+∞
w(t) = lim
t→+∞
(V (0) + C2)e
C1
ǫ (1−e
−ǫt) − C2 = (V (0) + C2)e
C1
ǫ < +∞
tem-se que V (t) e´ limitado em [0,+∞).
Lema 2.23. Seja A uma matriz redut´ıvel e fracamente diagonalmente do-
minante tal que detA 6= 0 e aii < 0, i = 1, . . . , n. Enta˜o:
a) Para qualquer soluc¸a˜o positiva y(t) de (2.1), existem constantes po-
sitivas l e L tais que l ≤ yi(t) ≤ L para todo t ≥ 0 e para todo
i ∈ {1, . . . , n}.
b) Se y(t) e´ uma soluc¸a˜o positiva de (2.1) definida para todo t ∈ R tal
que existem constantes positivas l e L tais que l ≤ y(t) ≤ L para todo
t ∈ R e para todo i ∈ {1, . . . , n}, enta˜o y(t) ≡ y∗.
c) Para qualquer soluc¸a˜o positiva y(t) de (2.1) tem-se limt→+∞ y(t) = y
∗.
Demonstrac¸a˜o.
Como ja´ foi observado, se A e´ redut´ıvel, depois de uma permutac¸a˜o de linhas
e colunas (a que corresponde trocar a ordem das componentes da soluc¸a˜o
y(t) = (y1(t), . . . , yn(t))), podemos escreveˆ-la na forma:

A11 A12 . . . A1k
0 A22 . . . A2k
... 0
. . .
...
0 . . . 0 Akk


onde
∑k
i=1 ni = n com ni = dim(Aii) e cada um dos blocos diagonais
Aii, i = 1, . . . , k, ou e´ zero (que neste caso na˜o e´ poss´ıvel porque detA 6= 0)
ou e´ irredut´ıvel.
Vamos provar as afirmac¸o˜es no enunciado por induc¸a˜o em k (nu´mero de
blocos irredut´ıveis de A).
Caso k = 1: Neste caso a matriz A reduz-se a um u´nico bloco irredut´ıvel,
ou seja, a matriz A e´ irredut´ıvel. Assim, pelo Lema 2.14 temos a), pela
Proposic¸a˜o 2.19 temos b) e pelo Teorema 2.17 temos c).
Para completar a induc¸a˜o basta considerar o caso k = 2. Com efeito,
fazendo a induc¸a˜o em k temos, como hipo´tese de induc¸a˜o, que a), b) e c)
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sa˜o va´lidas para A com k blocos irredut´ıveis. Agora para provarmos as treˆs
afirmac¸o˜es do lema para A com k + 1 blocos irredut´ıveis, consideramos a
equac¸a˜o (2.17) desdobrada nas seguintes k + 1 equac¸o˜es:
w˙si (t) = w
s
i (t)
ns∑
j=ns−1+1
aijxj(t− τij) + . . .+ w
s
i (t)
nk+1∑
j=nk+1
aijxj(t− τij)
para i = ns−1 + 1, . . . , ns e s = 1, . . . , k + 1
onde ws(t) = (yns−1+1(t), . . . , yns(t)), para s = 1, . . . , k + 1.
Considere-se a soluc¸a˜o y(t) = (w1(t),W (t)) de (2.1), onde notamos
W (t) = (w2(t), . . . , wk+1(t)). Pela hipo´tese de induc¸a˜o a), b) e c) sa˜o va´lidas
para W (t). Argumentando como para o caso k = 2 conclu´ımos que a), b) e
c) sa˜o va´lidas para y(t) = (w1(t),W (t)).
Provemos enta˜o a), b) e c) no caso em que A tem dois blocos irredut´ıveis,
ou seja, e´ da forma,
A =
[
A11 A12
0 A22
]
onde dim(A11) = p, e os blocos A11 e A22 sa˜o irredut´ıveis. Esta matriz e´ do
tipo (2.27) e consequentemente, como ja´ foi visto, a equac¸a˜o (2.1) desdobra-
se nas equac¸o˜es (2.28) e (2.29).
Consideremos enta˜o o funcional V definido por (2.18), com n substitu´ıdo
por p, dimensa˜o do bloco A11. Os dois lemas anteriores garantem-nos que
este funcional e´ limitado. Logo por um racioc´ınio ana´logo ao que fizemos
no Lema 2.14 podemos concluir que o vector u(t) e´ uniformemente limitado,
ou seja, as primeiras p componentes de y(t) sa˜o limitadas. Visto que, pelo
Lema 2.14, o vector z(t) tambe´m e´ uniformemente limitado, podemos dizer
que existem constantes positivas l e L tais que l ≤ yi(t) ≤ L para todo
i ∈ {1, . . . , n} e t ≥ 0 o que termina a prova de a).
Agora considere-se uma soluc¸a˜o global y(t) = (u(t), z(t)) de (2.1), i.e.,
definida para todo t ∈ R, e suponha-se que existem constantes positivas l e
L tais que l ≤ yi(t) ≤ L para todo i ∈ {1, . . . , n} e t ∈ R.
Considere-se a soluc¸a˜o z(t) de (2.29). Como o bloco A22 e´ irredut´ıvel
e fracamente diagonalmente dominante, estamos em condic¸o˜es de aplicar a
Proposic¸a˜o 2.19 a A22 e concluir que z(t) ≡ z
∗. Enta˜o (xp+1(t), . . . , xn(t)) ≡
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0 logo u(t) satisfaz a equac¸a˜o
u˙i(t) = ui(t)
p∑
j=1
aijxj(t− τij) para i ∈ {1, . . . , p}.
Como A11 e´ irredut´ıvel e tambe´m fracamente diagonalmente dominante
podemos concluir, novamente usando a Proposic¸a˜o 2.19, que u(t) ≡ u∗ .
Logo y(t) ≡ y∗ o que prova b).
Para provar c) teremos de mostrar que ω(y(t)) = {y∗} para y(t) uma
qualquer soluc¸a˜o positiva de (2.1). Seja y(t) (t ≥ 0) uma soluc¸a˜o positiva de
(2.1). Por a) sabemos que y(t) e´ uniformemente limitada, logo pelo Lema
2.15 a sua o´rbita e´ pre´-compacta e o seu conjunto ω − limite, ω(y(t)), e´
na˜o vazio, compacto e invariante. Sendo φ ∈ ω(y(t)), enta˜o a o´rbita y(t)(φ)
passando por φ, e´ uma o´rbita completa contida em ω(y(t)). Por b), tem-se
y(t)(φ) ≡ y∗. Donde se conclui que ω(y(t)) = {y∗}.
Demonstrac¸a˜o. (do Teorema 2.10) A condic¸a˜o necessa´ria segue do Lema
2.12. A condic¸a˜o suficiente segue do Lema 2.23.
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Cap´ıtulo 3
Sistemas n-dimensionais com
atrasos discretos. Modelos
de Redes Neuronais e de
Lotka-Volterra.
O objectivo deste cap´ıtulo e´ fazer o estudo da estabilidade de equil´ıbrios
de equac¸o˜es diferenciais que incluem modelos de Lotka-Volterra e de redes
neuronais com atrasos discretos, num caso mais geral do que o do cap´ıtulo
anterior. Nomeadamente, na secc¸a˜o 3.3, estudamos a estabilidade global de
sistemas de Lotka-Volterra com atrasos discretos sem a restric¸a˜o dos atrasos
“diagonais” serem zero.
3.1 Estabilidade Linear
Nesta secc¸a˜o estudamos a estabilidade da equac¸a˜o linear
x˙i(t) = −bixi(t) +
n∑
j=1
cijxj(t− τij), (3.1)
onde bi, cij ∈ R e τij ≥ 0, i, j = 1, . . . , n, que e´ mais geral do que a do Cap´ı-
tulo 2, porque sa˜o permitidos atrasos ”diagonais”. Para isso analisamos as
ra´ızes λ da equac¸a˜o caracter´ıstica, que correspondem a soluc¸o˜es na˜o-triviais
de (3.1) da forma x(t) = eλtv, com v ∈ Rn, v 6= 0.
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Analogamente ao que foi feito no cap´ıtulo anterior, a equac¸a˜o (3.1) tem
a forma (2.7), onde o operador linear L(φ) = (L1(φ), . . . , Ln(φ)) e´ dado por
Li(φ) = −biφi(t) +
n∑
j=1
cijφj(−τij)
para φ = (φ1, . . . , φn) ∈ C = C([−h, 0],R
n) sendo h = maxi,j τij . A sua
equac¸a˜o caracter´ıstica escreve-se na forma
det(L(eλ.I)− λI) = 0.
Sendo Li(e
λ.ek) a entrada ik de L(e
λ.I), onde denotamos por ek o k-
e´simo vector da base cano´nica de Rn, tem-se
Li(e
λ.ek) = cike
−τikλ se k = i.
Li(e
λ.ei) = −bie
λteii + ciie
−τiiλ se k 6= i.
Assim, a equac¸a˜o caracter´ıstica para (3.1) e´ dada por
det


−b1 + c11e
−λτ11 − λ c12e
−λτ12 . . . c1ne
−λτ1n
c21e
−λτ21 −b2 + c22e
−λτ22 − λ . . . c2ne
−λτ2n
...
...
. . .
...
cn1e
−λτn1 cn2e
−λτn2 . . . −bn + cnne
−λτnn − λ


︸ ︷︷ ︸
∆n(C,b)(λ,τ)
= 0
(3.2)
em que denotamos por ∆n(C, b)(λ, τ) a matriz [Li(e
λ.ej)]i,j obtida e τ = [τij ].
Consideremos as matrizes B = diag(b1, b2, . . . , bn), C = [cij ] e |C| =
[|cij |] associadas a (3.2) e definamos as matrizes
K = −B + C e Kˆ = −B + |C|.
No que resta desta secc¸a˜o vamos determinar condic¸o˜es necessa´rias e su-
ficientes sobre as matrizes K e Kˆ para que todas as ra´ızes de (3.2) tenham
parte real negativa, independentemente do tamanho dos atrasos τij .
As condic¸o˜es obtidas nesta secc¸a˜o sa˜o uma ligeira generalizac¸a˜o daque-
las presentes na secc¸a˜o 2.2 sendo a prova dos resultados semelhante a` que
fizemos nessa mesma secc¸a˜o. A principal diferenc¸a e´ que permitimos atrasos
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nos termos “intraespe´cies”, no caso de sistemas Lotka-Volterra, e de “auto-
conexa˜o”, no caso de redes neuronais, i.e., os atrasos “diagonais” τii na˜o sa˜o
necessariamente zero.
Comec¸amos por apresentar o seguinte lema:
Lema 3.1. λ = 0 e´ uma soluc¸a˜o da equac¸a˜o (3.2) se e so´ se detK = 0.
Demonstrac¸a˜o. A conclusa˜o segue imediatamente do facto de ∆(C, b)(0, τ) =
detK.
Para a prova da estabilidade local, estabelecemos de seguida alguns
lemas.
Lema 3.2. Se −Kˆ e´ uma M-matriz e detK 6= 0 enta˜o todas as ra´ızes de
(3.2) teˆm parte real negativa para todos os τij ≥ 0, 1 ≤ i, j ≤ n.
Demonstrac¸a˜o. Primeiro considere-se o caso em que −Kˆ e´ irredut´ıvel.
Pelo Teorema 1.58, existem γi > 0, i = 1, . . . , n tais que
kˆiiγi +
∑
j 6=i
kˆijγj ≤ 0 para i = 1, . . . , n,
onde Kˆ = [kˆij ]. Isto e´,
(−bi + |cii|)γi +
∑
j 6=i
|cij |γj ≤ 0 para i = 1, . . . , n. (3.3)
Seja λ uma raiz de (3.2). Enta˜o λ e´ um valor pro´prio da matrizD = [dij ],
onde dii = −bi + ciie
−λτii e dij = cije
−λτij , i 6= j. Aplicando o Teorema de
Gershgorin a` matriz Dˆ = [γidijγj ], sabemos que cada valor pro´prio, λˆ, de Dˆ
satisfaz
|λˆ− dii| ≤
∑
j 6=i
γ−1i |dij |γj
para pelo menos um i ∈ {1, . . . , n}. Como D e´ semelhante a Dˆ, teˆm os
mesmos valores pro´prios. Enta˜o para cada valor pro´prio λ de D existe um
i ∈ {1, . . . , n}, tal que
Re(λ) ≤ Re(dii) +
∑
j 6=i
γ−1i |dij |γj .
Suponhamos que Re(λ) ≥ 0. Enta˜o,
Re(dii) ≤ −bi + |ciie
−λτii | = −bi + |cii|e
−Re(λ)τii ≤ −bi + |cii|
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pois e−Re(λ)τii ≤ 1 visto que, por hipo´tese, Re(λ) ≥ 0. Tambe´m
|dij | = |cij |e
−Reλτij ≤ |cij |,
logo tem-se
Re(λ) ≤ −bi + |cii|+
∑
j 6=i
γ−1i |cij |γj (3.4)
Assim,
γiRe(λ) ≤ (−bi + |cii|)γi +
∑
j 6=i
|cij |γj ≤ 0
por (3.3), o que implica que Re(λ) ≤ 0. Agora ocorre igualdade em (3.4)
so´ quando λ e´ real e, o facto de termos detK 6= 0 impede que λ = 0, logo
chegamos a uma contradic¸a˜o. Portanto conclu´ımos que Re(λ) < 0 para to-
dos os valores pro´prios λ de D.
Considere-se agora o caso em que −Kˆ e´ redut´ıvel. Enta˜o existe uma
matriz de permutac¸a˜o P tal que:
P (−Kˆ)P T =


Kˆ11 0 0 . . . 0
Kˆ21 Kˆ22 0 . . . 0
...
...
. . .
. . .
...
...
...
. . . 0
Kˆn1 Kˆn2 . . . . . . Kˆnn


onde cada Kˆii e´ quadrada e irredut´ıvel ou nula. Como ja´ justifica´mos no
cap´ıtulo anterior, dado que −Kˆ e´ uma M-matriz, cada Kˆii e´ uma M-matriz.
Seja λ uma raiz de (3.2) e definamosD como acima. Enta˜o PDP T e´ tambe´m
uma matriz triangular inferior por blocos, com blocos D˜ii correspondentes
aos blocos Kˆii. Como
∆n(C, b)(λ, τ) = det(D − λI)
= ±det(PDP T − λI)
= ±
∏
i
det(D˜ii − λI)
λ sera´ raiz de det(D˜ii − λI), para algum i ∈ {1, . . . , n}. O resto da prova
segue de aplicarmos o argumento para o caso irredut´ıvel a cada bloco Kˆii.
Lema 3.3. Se det(−Kˆ) < 0, com bi > 0, enta˜o existem atrasos τij ≥ 0 tais
que (3.2) tem uma raiz λ com Re(λ) > 0.
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Demonstrac¸a˜o. A demonstrac¸a˜o deste resultado e´ ana´loga a` do Lema 2.6 do
Cap´ıtulo 2 por isso daremos so´ os passos principais da mesma. Comec¸amos
por considerar a func¸a˜o:
Fǫ(z) = det


−b1 + c11e
−zη11
− zǫ c12e
−zη12 . . . c1ne
−zη1n
c21e
−zη21
−b2 + c22e
−zη22
− zǫ . . . c2ne
−zη2n
...
...
. . .
...
cn1e
−zηn1 cn2e
−zηn2 . . . −bn + cnne
−zηnn
− zǫ


(3.5)
onde
ηij =
{
1
2 , para cij < 0
1, para cij ≥ 0
.
Para z = x+ 2πi, onde x e´ real, calculemos F0(z):
D(x) := F0(x+ 2πi)
= det


−b1 + c11e
−xη11 c12e
−xη12 . . . c1ne
−xη1n
c21e
−xη21 −b2 + c22e
−xη22 . . . c2ne
−xη2n
...
...
. . .
...
cn1e
−xηn1 cn2e
−xηn2 . . . −bn + cnne
−xηnn


= det


−b1 + |c11|e
−xη11 |c12|e
−xη12 . . . |c1n|e
−xη1n
|c21|e
−xη21 −b2 + |c22|e
−xη22 . . . |c2n|e
−xη2n
...
...
. . .
...
|cn1|e
−xηn1 |cn2|e
−xηn2 . . . −bn + |cnn|e
−xηnn


Por hipo´tese, (−1)nD(0) = det(−Kˆ) < 0. Ale´m disso
(−1)n lim
x→+∞
D(x) = b1b2 . . . bn > 0.
Assim, pelo Teorema do Valor Interme´dio, existe xˆ > 0 tal que D(xˆ) = 0
e zˆ = xˆ+ 2πi e´ um zero de F0. Como F0 e´ uma func¸a˜o anal´ıtica (na˜o cons-
tante) o zero zˆ e´ isolado. Assim e´ poss´ıvel encontrar uma curva de Jordan
γ em que zˆ e´ o u´nico zero de F0(z) em γ ∪ int(γ). Como Fǫ(z) → F0(z)
quando ǫ→ 0+ uniformemente em γ, para ǫ > 0 pequeno tem-se
max
z∈γ
|gǫ(z)| < min
z∈γ
|F0(z)|
onde gǫ(z) = Fǫ(z) − F0(z). Logo, pelo Teorema de Rouche´ Fǫ e F0 teˆm o
mesmo nu´mero de zeros no interior de γ, o que implica que Fǫ tem um zero
zˆ(ǫ) perto de zˆ, para ǫ pequeno. Claramente, λ = zˆ(ǫ) e τij =
ηij
ǫ satisfazem
(3.2) com Re(λ) > 0.
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Lema 3.4. Se bi > 0, i = 1, . . . , n e −Kˆ na˜o e´ uma M-matriz, enta˜o existem
atrasos τij ≥ 0 tais que (3.2) tem uma raiz com Re(λ) > 0.
Demonstrac¸a˜o. Dado que −Kˆ na˜o e´ uma M-matriz, segue-se que algum
menor principal, −Kˆm, de ordem m de −Kˆ e´ negativo. Por convenieˆncia de
notac¸a˜o, vamos assumir que det(−Kˆm) < 0 onde Kˆm e´ a submatriz m×m
obtida de Kˆ mantendo as primeiras m linhas e colunas; este argumento e´
va´lido para qualquer menor principal.
Aplicando o Lema 3.3 a Kˆm, conclu´ımos que a equac¸a˜o caracter´ıstica
correspondente a esta submatriz, dada por
det


−b1 + c11e
−λτ11 − λ c12e
−λτ12 . . . c1me
−λτ1m
c21e
−λτ21 −b2 + c22e
−λτ22 − λ . . . c2me
−λτ2m
...
...
. . .
...
cm1e
−λτm1 cm2e
−λτm2 . . . −bm + cmme
−λτmm − λ


︸ ︷︷ ︸
∆m(C,b)(λ,τ)
= 0
tem uma raiz λˆ com Re(λˆ) > 0. Sendo S = {j = (j1, . . . , jm) : ji ∈
{1, . . . , n}, i = 1, . . . ,m} tem-se que o cardinal deste conjunto S e´ Cnm. De-
signando por J0 = (1, 2, . . . ,m) e por Pn−m o conjunto das permutac¸o˜es dos
ı´ndices m + 1,m + 2, . . . , n, aplicando o Teorema de Laplace (ver Teorema
1.46) a ∆n(C, b)(λ, τ) := [αij(λ)], podemos escrever o determinante desta
mesma matriz como
det∆n(C, b)(λ, τ) =
∑
j∈S
∆n(C, b)(λ, τ)
(
1 2 . . . m
j1 j2 . . . jm
)
∆n(C, b)(λ, τ)
C
(
1 2 . . . m
j1 j2 . . . jm
)
= ∆n(C, b)(λ, τ)
(
1 2 . . . m
1 2 . . . m
)
(−1)(1+...+m)+(1+...+m)∆n(C, b)(λ, τ)
(
m+ 1 m+ 2 . . . n
m+ 1 m+ 2 . . . n
)
+
∑
j∈S\{J0}
∆n(C, b)(λ, τ)
(
1 2 . . . m
j1 j2 . . . jm
)
∆n(C, b)(λ, τ)
C
(
1 2 . . . m
j1 j2 . . . jm
)
= det∆m(C, b)(λ, τ) det

 αm+1m+1(λ) . . . αm+1n(λ)... ...
αnm+1(λ) . . . αnn(λ)

+R(λ, e−λτij )
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= det∆m(C, b)(λ, τ)

 ∑
σ∈Pn−m
sgn(σ)
n∏
i=m+1
αiσ(i)(λ)

+R(λ, e−λτij )
= det∆m(C, b)(λ, τ)

 n∏
i=m+1
αii(λ) +
∑
σ∈Pn−m\{Id}
sgn(σ)
n∏
i=m+1
αiσ(i)(λ)

+
+R(λ, e−λτij )
= det∆m(C, b)(λ, τ)
[
n∏
i=m+1
(
−bi + ciie
−λτii
)
+Q(λ, e−λτij )
]
+R(λ, e−λτij )
= det∆m(C, b)(λ, τ)
[
P (λ, e−λτij ) +Q(λ, e−λτij )
]
+R(λ, e−λτij )
onde notamos por αij a entrada i, j da matriz ∆n(C, b)(λ, τ) e,
P (λ, e−λτij ) =
n∏
i=m+1
(
−bi + ciie
−λτii − λ
)
Q(λ, e−λτij ) =
∑
σ∈Pn−m\{Id}
sgn(σ)
n∏
i=m+1
αiσ(i)(λ)
R(λ, e−λτij ) =
∑
j∈S\{J0}
∆n(C, b)(λ, τ)
(
1 2 . . . m
j1 j2 . . . jm
)
∆n(C, b)(λ, τ)
C
(
1 2 . . . m
j1 j2 . . . jm
)
e |Q| e |R| podem ser tomadas arbitrariamente pequenas para Re(λ) > 0
tomando τij suficientemente grandes para m + 1 ≤ i, j ≤ n. Utilizando o
Teorema de Rouche´, pode concluir-se que (3.2) tambe´m tem uma raiz com
parte real positiva. Com efeito, as func¸o˜es anal´ıticas det∆n(C, b)(λ, τ) e
Gτ (λ) = det∆m(C, b)(λ, τ)P (λ, e
−λτij )teˆm o mesmo nu´mero de zeros numa
vizinhanc¸a de λˆ, o que implica que (2.9) tem uma raiz, λ, perto de λˆ, para τij
grande, para i > m ou j > m logo Re(λ) > 0 como quer´ıamos demonstrar.
Teorema 3.5. A soluc¸a˜o trivial da equac¸a˜o (3.1) e´ assimptoticamente es-
ta´vel para todos os atrasos τij ≥ 0 se e so´ se −Kˆ e´ uma M-matriz e
detK 6= 0.
Demonstrac¸a˜o. Por resultados gerais de EDF’s vistos no Cap´ıtulo 1, sabe-
mos que a soluc¸a˜o trivial de (3.12) e´ assimptoticamente esta´vel se e so´ se
todas as ra´ızes λ de (3.2) tiverem partes reais negativas.
A condic¸a˜o suficiente segue do Lema 3.2.A condic¸a˜o necessa´ria e´ justifi-
cada pelos Lemas 3.1 e 3.4.
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Observac¸a˜o 3.6. Se aij ≥ 0 para todo o i, j enta˜o as condic¸o˜es do Teorema
3.5 reduzem-se a −K = −Kˆ e´ uma M-matriz na˜o singular.
3.2 Estabilidade Global para sistemas de Redes
Neuronais
O objecto de estudo desta secc¸a˜o e´ a seguinte equac¸a˜o diferencial fun-
cional retardada, que representa uma rede neuronal:
u˙i(t) = −biui(t) +
n∑
j=1
aijgij(uj(t− τij)) + Ji (3.6)
onde bi > 0, τij ≥ 0, aij , Ji ∈ R, para i, j = 1, . . . , n, e as func¸o˜es na˜o
lineares gj satisfazem:
gj ∈ C
1(R), g′j(u) > 0, sup
u∈R
g′j(u) = g
′
j(0) = 1 (3.7)
gj(0) = 0, lim
u→±∞
gj(u) = ±1 (3.8)
Nota 3.7. A func¸a˜o g(u) = tanh(u), que e´ usada geralmente quando o
modelo (3.6) retrata um sistema de redes neuronais satisfaz as condic¸o˜es
(3.7) e (3.8).
Os resultados desta secc¸a˜o podem ser encontrados em [2]. A raza˜o da
inclusa˜o do estudo de estabilidade global de sistemas retardados de redes
neuronais (3.6) neste trabalho prende-se com o facto de as te´cnicas utilizadas
em [2] serem inspiradas nos argumentos de [16], expostos no Cap´ıtulo 2.
Vamos considerar problemas de valor inicial consistindo em (3.6) sujeita
a`s condic¸o˜es:
ui(θ) = φi(θ), −h ≤ θ ≤ 0, (3.9)
onde h = maxi,j τij e φi sa˜o cont´ınuas. A existeˆncia e unicidade local das
soluc¸o˜es e´ assim garantida pelos Teoremas 1.8 e 1.10.
Pretendemos estudar a estabilidade local dos pontos de equil´ıbrio de (3.6)
que sa˜o soluc¸o˜es do tipo u(t) = u∗ para t ≥ −h, cuja existeˆncia sera´ estudada
no pro´ximo resultado. Assumindo que existe um ponto de equil´ıbrio u∗
e efectuando a sua translac¸a˜o para a origem pela transformac¸a˜o u(t) =
u∗ + x(t), obte´m-se
x˙i(t) = −bixi(t) +
n∑
j=1
aij
[
gj(xj(t− τij) + u
∗
j )− gj(u
∗
j )
]
. (3.10)
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Comecemos por encontrar a linearizac¸a˜o de (3.10). Para isso usamos a
hipo´tese (3.7) sobre g para fazermos o seu desenvolvimento de Taylor:
gj(xj(t− τij) + u
∗
j ) = gj(u
∗
j ) + g
′
j(u
∗
j )xj(t− τij) +O(xj(t− τij)) (3.11)
e substituindo (3.11) em (3.10) ficamos com
x˙i(t) = −bixi(t) +
n∑
j=1
aijg
′
j(u
∗
j )xj(t− τij) +
n∑
j=1
O(xj(t− τij))
Assim, a linearizac¸a˜o de (3.10) em torno do equil´ıbrio u∗ e´ dada por
x˙i(t) = −bixi(t) +
n∑
j=1
cijxj(t− τij), (3.12)
onde cij = aijg
′
j(u
∗
j ). O estudo desta equac¸a˜o linear ja´ foi feita na secc¸a˜o
anterior.
Sendo as matrizesK = −B+C e Kˆ = −B+|C| como na secc¸a˜o anterior,
enunciamos de seguida o resultado para a estabilidade local de u∗.
Corola´rio 3.8. Suponhamos que detK 6= 0. Enta˜o a soluc¸a˜o de equil´ıbrio
u∗ de (3.6) e´ localmente assimptoticamente esta´vel para todos os atrasos
τij ≥ 0 se e so´ se −Kˆ e´ uma M-matriz.
Demonstrac¸a˜o. A condic¸a˜o suficiente segue directamente do Teorema 3.5 e
do Teorema 1.36 e a condic¸a˜o necessa´ria vem pelo Lema 3.4.
No que se segue vamos mostrar que condic¸o˜es ligeiramente mais fortes
do que aquelas do Teorema 3.5 implicam a existeˆncia e estabilidade global
de um ponto de equil´ıbrio da equac¸a˜o na˜o linear (3.6).
Consideremos as matrizes B = diag(b1, b2, . . . , bn) e A = [aij ] associada
a (3.6). Definimos as matrizes
K = −B +A e Kˆ = −B + |A|,
onde |A| = [|aij |].
Proposic¸a˜o 3.9. Suponhamos que (3.7) e (3.8) sa˜o va´lidas. Se −Kˆ e´ uma
M-matriz na˜o singular enta˜o (3.6) tem um u´nico ponto de equil´ıbrio.
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Demonstrac¸a˜o. Comecemos por observar que se −Kˆ e´ uma M-matriz a sua
transposta tambe´m o e´. Enta˜o pelo Teorema 1.50 existem constantes γj > 0,
j = 1, . . . , n tais que:
−bjγj +
n∑
i=1
|aij |γi < 0, j = 1, . . . , n (3.13)
Em particular, tem-se bj > 0, j = 1, . . . , n. Defina-se
β = max
1≤j≤n
(
1
γjbj
n∑
i=1
|aij |γi
)
e divida-se ambos os membros de (3.13) por γjbj , ficando com:
−1 +
1
γjbj
n∑
i=1
|aij |γi < 0⇔ β < 1.
Observemos que a equac¸a˜o (3.6) tem um ponto de equil´ıbrio, u∗ =
(u∗1, . . . , u
∗
n), se os u
∗
i satisfizerem
biui =
n∑
j=1
aijgj(uj) + Ji, i = 1, . . . , n, (3.14)
o que e´ equivalente a
γibiui =
n∑
j=1
aijgj(uj) + γiJi, i = 1, . . . , n. (3.15)
Definindo vi = γibiui, enta˜o, para cada i = 1, . . . , n, ui satisfaz (3.14) se
e so´ se vi satisfaz
vi =
n∑
j=1
γiaijgj
(
vj
γjbj
)
+ γiJi
:= Gi(v1, . . . , vn)
Assim procuramos os pontos fixos da func¸a˜o G : Rn −→ Rn, definida
por G(v) = (G1(v), . . . , Gn(v)) onde v = (v1, . . . , vn). Sob as hipo´teses (3.7)
e (3.8) tem-se
−1 ≤ gj(u) ≤ 1,
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pelo que podemos escrever,
Gi(v) =
n∑
j=1
γiaijgj
(
vj
γjbj
)
+ γiJi
= γi

 n∑
j=1
aijgj
(
vj
γjbj
)
+ Ji


≤ γi

 n∑
j=1
aij + Ji

 := ζ+i
e
Gi(v) = γi

 n∑
j=1
aijgj
(
vj
γjbj
)
+ Ji


≥ γi

 n∑
j=1
−aij + Ji


≥ γi

− n∑
j=1
|aij |+ Ji

 := ζ−i
Logo, para cada i = 1, . . . , n, tem-se:
ζ−i ≤ Gi(v) ≤ ζ
+
i
Podemos dizer enta˜o que G aplica o conjunto,
S = {(v1, . . . , vn)|ζ
−
i ≤ vi ≤ ζ
+
i , i = 1, . . . , n}
nele pro´prio.
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Ale´m disso,
||G(v)−G(w)|| =
n∑
i=1
|Gi(v)−Gi(w)|
=
n∑
i=1
∣∣∣∣∣∣
n∑
j=1
γiaijgj
(
vj
γjbj
)
+ γiJi −
n∑
j=1
γiaijgj
(
wj
γjbj
)
+ γiJi
∣∣∣∣∣∣
≤
n∑
i=1
n∑
j=1
γi|aij |
∣∣∣∣gj
(
vj
γjbj
)
− gj
(
wj
γjbj
)∣∣∣∣
≤
n∑
i=1
n∑
j=1
γi|aij |g
′
j(ξj)
∣∣∣∣ vjγjbj − wjγjbj
∣∣∣∣ (3.16)
≤
n∑
i=1
n∑
j=1
γi|aij |
γjbj
|vj − wj | (3.17)
onde a desigualdade (3.16) e´ justificada pela aplicac¸a˜o do Teorema de Valor
Me´dio e a desigualdade (3.17) segue da condic¸a˜o (3.7). Rearranjando os
ı´ndices, vemos que
||G(v)−G(w)|| ≤
n∑
j=1
(
1
γjbj
n∑
i=1
γi|aij |
)
|vj − wj |
≤ β
n∑
j=1
|vj − wj |
= β||v − w||
onde β < 1. Enta˜o G e´ uma contracc¸a˜o em S e, pelo Princ´ıpio da Con-
tracc¸a˜o, G tem um u´nico ponto fixo o que implica que (3.6) tem um u´nico
ponto de equil´ıbrio como quer´ıamos demonstrar.
Antes de enunciarmos o u´ltimo teorema desta secc¸a˜o, apresentamos o
seguinte resultado:
Lema 3.10. Seja f uma func¸a˜o na˜o-negativa definida em [0,∞) tal que f
e´ integra´vel em [0,∞) e uniformemente cont´ınua em [0,∞). Enta˜o
lim
t→∞
f(t) = 0
Demonstrac¸a˜o. Suponhamos que f na˜o se aproxima de zero quando t→∞.
Isto significa que existe um nu´mero positivo α e uma sucessa˜o {tn} → ∞
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quando n → ∞ tal que f(tn) > α > 0 para ∀n ≥ 1. A continuidade
uniforme de f assegura a existeˆncia de um β positivo com a propriedade
que f(t) >
(
α
2
)
para |t− tn| ≤ β, n ≥ 1.
Podemos, sem perda de generalidade, assumir que os intervalos (tn −
β, tn + β) na˜o se sobrepo˜em. Assim∫ ∞
0
f(t)dt ≥
N∑
n=1
∫ tn+β
tn−β
f(t)dt ≥ Nαβ
para qualquer inteiro positivo N e isto contradiz a integrabilidade de f em
[0,∞).
Teorema 3.11. Suponhamos que (3.7) e (3.8) sa˜o va´lidas. Se −Kˆ e´ uma
M-matriz na˜o singular enta˜o o ponto de equil´ıbrio de (3.6) e´ globalmente
assimptoticamente esta´vel.
Demonstrac¸a˜o. Sejam γi > 0 como na demonstrac¸a˜o da Proposic¸a˜o 3.9 e
defina-se,
µ = min
1≤j≤n
{
bjγj −
n∑
i=1
|aij |γi
}
.
De (3.13), tem-se µ > 0. A mudanc¸a de varia´veis xi(t) = ui(t) − u
∗
i ,
i = 1, . . . , n, transforma a equac¸a˜o diferencial retardada (3.6) em (3.10).
Consideremos o funcional V (t) = V (x)(t) definido por
V (x)(t) =
n∑
i=1
γi|xi(t)|+
n∑
i=1
γi
n∑
j=1
|aij |
∫ t
t−τij
|xj(s)|ds. (3.18)
O nosso objectivo e´ provar que este funcional e´ de Liapunov. Mas, em
primeiro lugar observe-se que, notando Bi(t) =
∑n
j=1 aij [gj(uj(t − τij) +
u∗j )gj(u
∗
j )], tem-se
D+(|xi(t)|) =
{
x˙i(t) = −bixi(t) +Bi(t), se xi(t) ≥ 0
−x˙i(t) = bixi(t)−Bi(t), se xi(t) < 0
(3.19)
De (3.19),
se xi(t) ≥ 0, −bixi(t) +Bi(t) = −bi|xi(t)|+Bi(t) ≤ |Bi(t)| − bi|xi(t)|
se xi(t) < 0, bixi(t)−Bi(t) = −bi|xi(t)| −Bi(t) ≤ |Bi(t)| − bi|xi(t)|
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Em qualquer dos casos tem-se
D+(|xi(t)|) ≤ −bi|xi(t)|+ |Bi(t)| (3.20)
Agora a derivada a` direita ao longo de uma soluc¸a˜o x(t) do funcional
definido por (3.18) e´ dada por
V˙ (t) =
n∑
i=1
γiD
+|xi(t)|+
n∑
i=1
γi
n∑
j=1
|aij |
d
dt
∫ t
t−τij
|xj(s)|ds
≤
n∑
i=1
γi|D
+xi(t)|+
n∑
i=1
γi
n∑
j=1
|aij | (|xj(t)| − |xj(t− τij |)
≤
n∑
i=1
γi

−bi|xi(t)|+ n∑
j=1
|aij ||gj(xj(t− τij) + u
∗
j )− gj(u
∗
j )|

 (3.21)
+
n∑
i=1
γi
n∑
j=1
|aij | (|xj(t)| − |xj(t− τij |)
≤
n∑
i=1
γi

−bi|xi(t)|+ n∑
j=1
|aij ||xj(t− τij)|

 (3.22)
+
n∑
i=1
γi
n∑
j=1
|aij | (|xj(t)| − |xj(t− τij |)
=
n∑
i=1
−γibi|xi(t)|+
n∑
i=1
n∑
j=1
γi|aij ||xj(t)|
=
n∑
j=1
(
−γjbj +
n∑
i=1
γi|aij |
)
|xj(t)|
≤ −µ
n∑
j=1
|xj(t)| (3.23)
≤ 0
onde usa´mos (3.20), o teorema do Valor Me´dio e a hipo´tese (3.7). Como
V˙ (t) ≤ 0 ao longo de uma soluc¸a˜o x(t), o funcional V definido por (3.18)
e´ um funcional de Liapunov. Assim podemos dizer que V (t) e´ decrescente
ao longo das soluc¸o˜es de (3.6) o que implica que V (t) ≤ V (0), para t ≥ 0.
Portanto temos
n∑
i=1
γi|xi(t)| ≤ V (x)(t) ≤ L,∀t ≥ 0 para algum L,
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o que implica que
∑n
i=1 |xi(t)| e´ limitada para t ≥ 0. Pelos resultados de
continuac¸a˜o de soluc¸o˜es, as soluc¸o˜es de (3.10) existem para todo t ≥ 0.
Tem-se ainda
V˙ (x)(t) ≤ −µ
n∑
j=1
|xj(t)| ⇒
V (x)(t)− V (x)(0) ≤ −µ
∫ t
0
(
n∑
i=1
|xi(s)|
)
ds,
logo
V (x)(t) + µ
∫ t
0
(
n∑
i=1
|xi(t)|
)
ds ≤ V (x)(0).
Segue-se que
n∑
i=1
|xi(t)| ∈ L1(0,+∞). (3.24)
A limitac¸a˜o de xi(t) em (0,+∞) implica o mesmo da derivada de xi(t)
em (0,+∞) logo xi(t) e´ uniformemente cont´ınua em (0,+∞).
A continuidade uniforme de
∑n
i=1 |xi(t)| em (0,+∞) juntamente com
(3.24) implica que
n∑
i=1
|xi(t)| −→ 0 quando t→ +∞.
Esta u´ltima asserc¸a˜o e´ consequeˆncia do Lema 3.10.
3.3 Estabilidade Global para sistemas de tipo Lotka-
Volterra
Nesta secc¸a˜o vamos estudar a estabilidade do equil´ıbrio positivo de uma
equac¸a˜o de Lotka-Volterra com atrasos discretos mas num caso mais geral
que no cap´ıtulo anterior, usando te´cnicas apresentadas em [5] e em [6]. A
equac¸a˜o e´ a seguinte:
y˙i(t) = yi(t)

ri − biyi(t) + n∑
j=1
aijyj(t− τij)

 (3.25)
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onde ri, bi, aij ∈ R, τij ≥ 0, i, j = 1, . . . , n.
Suponha-se que existe um equil´ıbrio positivo y∗ de (3.25). Fazendo a
mudanc¸a de varia´vel x(t) = y(t)− y∗ obte´m-se a equac¸a˜o
x˙i(t) = (xi(t) + y
∗
i )

−bixi(t) + n∑
j=1
aijxj(t− τij)

 (3.26)
No que se segue, sejam
K = −B +A e Kˆ = −B + |A|
onde B = diag(b1, . . . , bn), A = [aij ] e |A| = [|aij |].
Fazendo a linearizac¸a˜o da equac¸a˜o (3.26) em torno do equil´ıbrio y∗
obte´m-se a seguinte equac¸a˜o:
x˙i(t) = −biy
∗
i xi(t) +
n∑
j=1
aijy
∗
i xj(t− τij) (3.27)
que e´ uma EDF linear do tipo da equac¸a˜o (3.12) que foi estudada na secc¸a˜o
3.1, donde se conclui a sua estabilidade assimpto´tica global no seguinte re-
sultado
Teorema 3.12. Supondo que existe um equil´ıbrio positivo y∗ de (3.25), este
equil´ıbrio e´ localmente assimptoticamente esta´vel para todos os τij ≥ 0 se
detK 6= 0 e −Kˆ e´ uma M-matriz.
Observac¸a˜o 3.13. Observe-se que em (3.27) as entradas das matrizes B e
A esta˜o multiplicadas por y∗i > 0, i = 1, . . . , n. Ja´ foi provado no cap´ıtulo
anterior que −Kˆ1 = diag(y
∗
1b1, . . . , y
∗
nbn)+[y
∗
i |aij |] e´ tambe´m uma M-matriz
na˜o singular e detK1 6= 0 onde K1 = diag(y
∗
1b1, . . . , y
∗
nbn) + [y
∗
i aij ]. Logo
pode aplicar-se o Teorema 3.5 a` equac¸a˜o (3.27).
Consideremos uma EDF geral
y˙(t) = f(t, yt), t ≥ t0 (3.28)
com f : D ⊂ R×C → Rn cont´ınua. Para estas equac¸o˜es fixamos geralmente
um conjunto S ⊂ C, com [t0,∞) × S ⊂ D, como o conjunto das condic¸o˜es
iniciais admiss´ıveis. Naturalmente, uma soluc¸a˜o y(t) com uma condic¸a˜o
inicial admiss´ıvel yt0 = φ ∈ S diz-se admiss´ıvel se yt ∈ S para t > t0 sempre
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que yt esteja definida. Sob a hipo´tese de unicidade de soluc¸o˜es, a soluc¸a˜o de
(3.28) com condic¸a˜o inicial yt0 = φ, φ ∈ S, e´ denotada por y(t, t0, φ).
Apresentamos agora um conjunto de resultados (ver [5,6]) que conduzem
a` prova da estabilidade assimpto´tica global do equil´ıbrio y∗ de (3.25).
Lema 3.14. Escolha-se um conjunto S ⊂ C como o conjunto de condic¸o˜es
admiss´ıveis para a equac¸a˜o
y˙(t) = f(t, yt), t ≥ t0 (3.29)
onde f : [t0,∞) × S → R
n e´ cont´ınua, f = (f1, . . . , fn). Considere-se R
n
com a norma |.|∞ e suponha-se que f satisfaz a condic¸a˜o
(H1) Para todo t ≥ t0 e φ ∈ S tal que |φ(θ)|∞ < |φ(0)|∞ para θ ∈ [−τ, 0),
enta˜o φi(0)fi(t, φ) < 0, para algum i ∈ {1, . . . , n} tal que |φ(0)|∞ =
|φi(0)|∞.
Enta˜o todas as soluc¸o˜es admiss´ıveis de (3.29) esta˜o definidas e sa˜o limitadas
para t ≥ t0. Ale´m disso, se y(t) = y(t, t0, φ) (φ ∈ S) e´ uma soluc¸a˜o admis-
s´ıvel de (3.29) e |y(t)|∞ ≤ K para t ∈ [t0 − τ, t0] enta˜o |y(t)|∞ ≤ K para
t ≥ t0.
Demonstrac¸a˜o. Seja y(t) uma soluc¸a˜o admiss´ıvel de (3.29) em [t0 − τ, a),
para algum a > t0, com |y(t)|∞ ≤ K para t ∈ [t0 − τ, t0]. Suponhamos que
existe t1 > t0 tal que |y(t1)|∞ > K, e defina-se
T = min
{
t ∈ [t0, t1] : max
s∈[t0,t1]
|y(s)|∞ = |y(t)|∞
}
Temos |y(T )|∞ > K e
|y(t)|∞ < |y(T )|∞ para t ∈ [t0, T ),
logo |yT (θ)|∞ = |y(T + θ)|∞ < |y(T )|∞ para −τ ≤ 0. Por (H1) existe
i ∈ {1, . . . , n} tal que |y(T )|∞ = |yi(T )| e yi(T )fi(t, yT ) < 0 para todo
t ≥ t0. Suponhamos que yi(T ) > 0 (o caso yi(T ) < 0 e´ ana´logo). Visto que
yi(t) ≤ |yi(t)| ≤ |y(t)|∞ ≤ |y(T )|∞ = |yi(T )| = yi(T )
enta˜o y˙i(T ) ≥ 0. Por outro lado, de (3.29) temos y˙i(T ) = fi(T, yT ) < 0
pois yi(T ) > 0 e, por (H1), yi(T )fi(t, yT ) < 0, o que e´ uma contradic¸a˜o.
Isto prova que y(t) e´ extens´ıvel a [t0 − τ,∞), com |y(t)|∞ ≤ K para todo
t ≥ t0.
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Note-se que a equac¸a˜o (3.26) tem a forma (3.29), com
f = (f1, . . . , fn),
fi(t, φ) = fi(φ) = (φi(0) + y
∗
i )

−biφi(0) + n∑
j=1
aijφ(−τij)


Proposic¸a˜o 3.15. Suponha-se que detK 6= 0 e −Kˆ e´ uma M-matriz na˜o
singular. Enta˜o a equac¸a˜o (3.26) satisfaz a condic¸a˜o (H1).
Demonstrac¸a˜o. Como −Kˆ e´ uma M-matriz na˜o singular, pelo Teorema 1.50,
existe um vector d = (d1, . . . , dn) > 0 tal que (−Kˆ)d > 0, ou seja,
bidi −
n∑
j=1
|aij |dj > 0, i = 1, . . . , n. (3.30)
Fazendo o escalamento xi 7→
1
di
xi = zi, i = 1, . . . , n, na equac¸a˜o (3.26)
obte´m-se a equac¸a˜o
z˙i(t) =
(
zi(t) +
1
di
y∗i
)−bidizi(t) + n∑
j=1
aijdjzj(t− τij)

 . (3.31)
Isto prova que, sem perda de generalidade, pode supor-se que (3.30) e´
verdadeira com d1 = . . . = dn = 1, ou seja, tem-se
bi −
n∑
j=1
|aij | > 0, i = 1, . . . , n. (3.32)
Para (3.26) o conjunto S das condic¸o˜es iniciais admiss´ıveis e´ o conjunto
S = {φ = (φ1, . . . , φn) : φi(θ) > −y
∗
i , θ ∈ [−h, 0], i = 1, . . . , n}
Para φ ∈ S com ||φ||∞ = |φ(0)|∞ > 0, seja i tal que ||φ||∞ = |φi(0)|.
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Suponha-se φi(0) > 0 (para φi(0) < 0 e´ ana´logo). Enta˜o,
φi(0)fi(φ) = φi(0)(φi(0) + y
∗
i )

−biφi(0) + n∑
j=1
aijφj(−τij)


≤ φi(0)(φi(0) + y
∗
i )

−biφi(0) + n∑
j=1
|aij ||φj(−τij)|


≤ φi(0)(φi(0) + y
∗
i )φi(0)

−bi + n∑
j=1
|aij |

 (3.33)
< 0 (3.34)
onde a passagem para (3.33) se justifica por |φj(θ)| ≤ |φi(0)| = φi(0) e a
passagem para (3.34) justifica-se pelo facto de se ter φi(0) > 0, (φi(0)+y
∗
i ) >
0, por hipo´tese, e −bi +
∑n
j=1 |aij | < 0, por (3.32). Daqui se conclui que a
equac¸a˜o (3.26) satisfaz (H1).
Agora enunciamos e demonstramos o teorema que da´ a estabilidade as-
simpto´tica global da equac¸a˜o (3.25).
Teorema 3.16. Para a equac¸a˜o (3.25) suponha-se que existe um equil´ıbrio
positivo y∗ = (y∗1, . . . , y
∗
n) e que detK 6= 0 e −Kˆ e´ uma M-matriz na˜o
singular. Enta˜o y∗ e´ globalmente assimptoticamente esta´vel no conjunto das
soluc¸o˜es positivas.
Demonstrac¸a˜o. Depois de transladarmos y∗ para a origem, consideremos a
equac¸a˜o (3.26). Do Lema 3.14 e da Proposic¸a˜o 3.15, todas as soluc¸o˜es de
(3.26) esta˜o definidas e sa˜o limitadas em [0,∞) e a origem e´ uniformemente
esta´vel. Resta enta˜o provar que x(t) → 0 quando t → ∞, para todas as
soluc¸o˜es admiss´ıveis de (3.26). Depois de fazermos um escalamento xi(t) 7→
1
di
xi(t) = zi(t), i = 1, . . . , n, podemos assumir que (3.30) e´ va´lida para
d = (1, . . . , 1), ou seja, tem-se (3.32). Seja x(t) = (x1(t), . . . , xn(t)) uma
soluc¸a˜o para (3.26) e definam-se
−vi = lim inf
t→∞
xi(t), ui = lim sup
t→∞
xi(t), i = 1, . . . , n
v = max
1≤i≤n
vi, u = max
1≤i≤n
ui.
Note-se que −y∗i ≤ −vi ≤ ui < ∞, i = 1, . . . , n. E´ suficiente provar que
max(u, v) = 0. Suponha-se enta˜o que |v| ≤ u, de modo que max(u, v) = u
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(o caso |u| ≤ v e´ ana´logo). Seja i tal que ui = u, e fixe-se ǫ > 0 pequeno.
Mostre-se que existe um sucessa˜o tk →∞ tal que
xi(tk)→ u, bixi(tk)−
n∑
j=1
aijxj(tk− τij)→ 0 e ||xtk ||∞ ≤ u+ ǫ. (3.35)
Para isso consideram-se dois casos separados: o caso de xi(t) ser mono´-
tona, para t suficientemente grande, e o caso de na˜o o ser. Note-se ja´ que,
por definic¸a˜o de u e v, para t grande tem-se ||xt|| ≤ u+ ǫ.
Caso 1: Suponha-se que xi(t) na˜o e´ mono´tona. Considere-se (tk) com
tk →∞ uma sucessa˜o de pontos de ma´ximos locais tais que xi(tk)→ ui = u.
Claramente, x˙i(tk) = 0 = bixi(tk)−
∑n
j=1 aijxj(tk − τij).
Caso 2: Suponha-se que xi(t) e´ mono´tona, para t suficientemente grande.
Neste caso
lim
t→∞
xi(t) = u (3.36)
e para t grande, tem-se x˙i(t) ≤ 0 ou x˙i(t) ≥ 0.
Se x˙i(t) ≥ 0 para t grande, enta˜o de (3.26) tem-se bixi(t)−
∑n
j=1 aijxj(t−
τij) ≤ 0 logo
lim sup
t→∞
(bixi(t)−
n∑
j=1
aijxj(tk − τij)) := c ≤ 0
Se c < 0, enta˜o existe t1 > 0 tal que bixi(t)−
∑n
j=1 aijxj(t− τij) < c/2
para t ≥ t1 implicando que x˙i(t) ≥ −c(xi(t) + y
∗
i )/2 e
xi(t) + y
∗
i ≥ (xi(t1) + y
∗
i )e
− c
2
(t−t1) → +∞, t ≥ 0
o que e´ absurdo. Logo c = 0 o que prova (3.35).
Se x˙i(t) ≤ 0 para t grande, de modo semelhante obtemos
lim inf
t→∞
(bixi(t)−
n∑
j=1
aijxj(t− τij)) := d ≥ 0
Suponhamos que d > 0. Para qualquer ǫ > 0, existe t2 tal que para
t ≥ t2 temos bixi(t)−
∑n
j=1 aijxj(t− τij) > d/2 e ||xt|| ≤ u+ ǫ. Enta˜o para
t ≥ t2
0 < xi(t) + y
∗
i ≤ (xi(t2) + y
∗
i )e
− d
2
(t−t2) → 0, t→∞
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assim conclui-se que
y∗i + lim
t→∞
xi(t) = 0⇔ u = −y
∗
i < 0.
Mas enta˜o viria, para t ≥ t2
0 <
d
2
≤ bixi(t) +
n∑
j=1
|aij ||xj(t− τij)|
≤ bixi(t) + u
n∑
j=1
|aij | −→

−bi + n∑
j=1
|aij |

u, t→∞
Como −bi +
∑n
j=1 |aij | < 0 e u ≤ 0 por (3.30), conclui-se que d = 0, o que
prova (3.35).
Por (3.26), a limitac¸a˜o de x(t) implica que x˙(t) e´ tambe´m limitada em
[0,∞). Logo a sucessa˜o (xtk) em C e´ uniformemente limitada e equicont´ınua.
Tomando uma subsucessa˜o, pode supor-se que xtk → φ em C, para algum
φ ∈ S¯. De (3.35), fazendo k →∞ e ǫ→ 0 obtemos
φi(0) = u, biu−
n∑
j=1
aijφj(−τij) = 0 e ||φ||∞ = u (3.37)
De (3.37) deduz-se que
0 = biu−
n∑
j=1
aijφj(−τij) ≥ u

bi − n∑
j=1
|aij |

 ≥ 0
e de (3.32) conclui-se que u = 0, mostrando que x(t) → 0 quando t → ∞ e
completando a prova.
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