An analysis of the effects of right-to-carry laws on crime requires particular distributional and structural considerations. First, because of the count nature of crime data and the low number of expected instances per observation in the most appropriate data, least-squares methods yield unreliable estimates. Second, use of a single dummy variable as a measure of the nationwide effect of right-to-carry laws is likely to introduce geographical and intertemporal aggregation biases into the analysis. In this paper, we use a generalized Poisson process to examine the geographical and dynamic effects of right-to-carry laws on reported homicides, rapes, and robberies. We find that the effects of such laws vary across crime categories, U.S. states, and time and that such laws appear to have statistically significant deterrent effects on the numbers of reported murders, rapes, and robberies.
I. Introduction
Atheoretical economic model of crime gives an ambiguous answer to the question of the expected effect of the right to carry concealed handguns on crime. On the one hand, making it easier to carry a gun lowers the cost of defending potential victims against attack, which implies that the expected cost of committing a crime rises for the offender because of the increased probability of encountering an armed victim or bystander. On the other hand, the presence of a gun might transform a game or an otherwise nonviolent dispute into a situation with a deadly ending, and a right to carry guns also reduces the risk to an offender of preparing to commit crimes that are facilitated by carrying guns. As in all economic scenarios in which the demand and supply schedules shift downward, the direction of change in equilibrium depends on the magnitudes of the changes in both schedules. An empirical model assumes the effect to be identical across all states that passed such laws during the span of time that is analyzed (the geographic aggregation assumption), and second, such a model assumes the effect to be constant over time (the intertemporal aggregation assumption).
To relax the geographic aggregation assumption, Black and Nagin determine state-specific least-squares estimates of the dummy coefficients that measure the effects of right-to-carry laws on murder, rape, aggravated assaults, and robberies. Very few of their estimates are statistically significantly different from zero, and they conclude that the significance of Lott and Mustard's estimates of aggregate average effects is partly due to an aggregation bias. However, to avoid the bias that is caused by excluding observations on the basis of the dependent variable being zero, they restrict their analysis to large counties (those with populations of at least 100,000 persons), which are likely to report positive numbers of murders, rapes, and robberies in any given year. This practice reduces the number of usable observations by about 85 percent, to 6,009 for murder and 6,173 for robbery. We argue that the lack of statistical significance of Black and Nagin's findings is a result of their restriction of the data to large counties. We repeat their analysis of state-specific effects with the Poisson-lognormal model using all available observations and find state-specific effects of right-to-carry laws to be statistically significantly different from zero in most cases.
To relax the intertemporal aggregation assumption, Black and Nagin use five lead and five lag dummies in place of Lott and Mustard's single dummy that indicates whether a state has adopted right-to-carry laws. In Black and Nagin's least-squares analysis, the coefficients of these dummies and their standard errors are such that they do not indicate any statistically significant impact of right-to-carry laws on any of the four crime categories.
8 John Lott 9 includes two time trends for the pre-and postlaw periods and reports that for linear as well as for quadratic trends, his least-squares estimates of the two time trends for murder, rape, and robbery are significantly different from zero at the 10 percent level. Because neither of these two analyses takes the count nature of the crime data into account, we argue that these results are likely to be unreliable. In this paper, we estimate a more general model that relaxes the geographical and the intertemporal aggregation assumptions simultaneously, and we show that there is substantial variation of the effects of right-to-carry laws across states and across the three crime categories of murder, rape, and robbery. Our analysis suggests that right-to-carry laws have statistically significant deterrent effects on crimes in these categories in at least half of the 10 states that have adopted such laws, but it also indicates that in some states the effect of adopting a right-to-carry law may be an increase in crimes in some categories. Section II of this paper motivates the use of count-data models and of a Poisson-lognormal model in particular for analyzing the effects of right-tocarry laws on the numbers of various crimes. Section III summarizes and discusses our model specifications and our estimation results, and Section IV presents our conclusions. Table 1 shows distributions over county-years of the numbers of reported murders, rapes, robberies, aggravated assaults, and burglaries between 1977 and 1992. For murder, more than 40 percent of all observations are zero, and more than half are either zero or one. For rape, 25 percent of all observations are zero, and almost half of the observations are not above two. Robbery has a similar distribution: about 25 percent of the observations are zero, and half are not more than three. For aggravated assaults, however, only 5 percent of all observations are zero and only about 30 percent are below 11, and for burglary, less than 1 percent of all observations are zero and only 6 percent are below 11. The very large proportions of zeros in the cases of murders, rapes, and robberies imply that valid distributions of these data sets will have substantial mass points at zero for many counties, and an adequate statistical analysis of these data must take this into account.
II. The Need for a Count Model to Analyze Infrequent Crimes
One might think that a model that excludes all county-years without any crime in the category being analyzed circumvents this problem. But this only prevents the problem from becoming visible. The exclusion would not bias the results if zero-crime observations were as likely under a right-to-carry law as without one. However, this is not true if right-to-carry laws make a difference; the fact that a county does not experience a certain crime during a year is a piece of information in itself, and eliminating such observations, especially in cases where nearly half of the observations fall into this category, yields unreliable results. 10 Lott and Mustard 11 acknowledge this problem and repeat their least-squares analysis with a Tobit model, which assumes that the distribution of the data is censored normal (that is, the data are normally distributed for values larger than zero, and everything that would be to the left of zero is assigned to a mass point at zero). Their Tobit analysis suffers from the problem that their computer estimation program (STATA) does not permit the use of dummy variables for all 3,054 counties in a Tobit analysis. Because their least-squares results indicate that counties are sufficiently heterogeneous to warrant the use of such a model as long as sufficient information about possible determinants of the number of crimes is not available on the county level, the results of their Tobit analysis are unreliable.
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It is more promising to accommodate the fact that county-level data for important crimes are mostly small nonnegative integers by undertaking statistical analyses in which the dependent variable is the actual number of crimes rather than the crime rate. 13 The distribution of the dependent variable is then modeled as a series of mass points at nonnegative integers instead of a continuous distribution or a continuous distribution plus a single mass point. The statistical analysis of such models is called count-data analysis.
The standard approach to count-data analysis is to use a maximumlikelihood estimation technique together with the (discrete) Poisson distribution.
14 Although the Poisson distribution describes only data with a variance equal to its mean (null dispersion), the Poisson regression model has the advantage that, even if the assumption of null dispersion is incorrect, (quasi) maximum-likelihood methods yield consistent estimates of the model co-10 Even if it were true that the zero-crime county-years were otherwise typical, in cases where about half of the county-years do not show a single occurrence of the crime, the explanatory power of such a model would be lower than that of a valid analysis that uses these observations. 11 Lott & Mustard, supra note 1. 12 Even a fixed-effects Tobit model would be misspecified in this case, because the Tobit model assumes that the data are censored (meaning that, while in principle the dependent variable can have any value, values below a certain threshold value are recorded as this threshold value), whereas the crime data can at best be interpreted as truncated (it is not possible to have a negative number of crimes). Applying the Tobit model to truncated data yields biased estimates, even when the assumption of normality is valid (see G. S. Maddala, Introduction to Econometrics 341-42 (2d ed. 1992)). 13 Although it would be possible to attempt to estimate the impact of right-to-carry laws on crime as an ordered probit or logit model, we do not consider such models to be a viable alternative to a count analysis in the present case. Ordered probit or logit models are used to describe latent dependent variables that are theoretically continuous but are coded as ordered integers for convenience, and we find it difficult to motivate the idea that the number of crimes is analyzed best as the discrete outcome of an otherwise continuous choice process.
14 See, for example, Rainer Winkelmann & Klaus F. Zimmermann, Recent Developments in Count Data Modeling: Theory and Application, 9 J. Econ. Surveys 1 (1995); and Adrian Colin Cameron & Pravin K. Trivedi, Regression Analysis of Count Data (1998). efficients as long as the conditional mean is correctly specified. If the true data-generating process is Poisson, the maximum-likelihood estimates are efficient.
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To illustrate the importance of the distributional assumptions in this case, and to demonstrate that the problem of distributional misspecification does not disappear as the sample becomes very large, we simulated data that are similar to the data on crime and estimated the coefficients of the generating process, using different methods. 16 Because the expected number of crimes cannot be negative, we generated our simulated data by a Poisson process 17 and used
as the expected value of observation i. In this expression, a is an intercept term and b is the coefficient of a dummy variable x that takes values of either one or zero (that is, right-to-carry laws either have or have not been adopted). We set and and sampled 50,000 observations from a p 0 b p .5 a Poisson distribution, using equation (1) 17 Although the use of other data-generating processes is possible, the Poisson process is the standard process used in count-data analyses. 18 In specifications that do not include the arrest rate, Lott & Mustard treat 0 crimes as .1 crimes to avoid taking the logarithm of zero. See supra note 1. Tobit model again using all 50,000 observations (column 5); the estimate of b is 25 standard deviations from the true value. The probit model yields a better estimate of b, but it is still 2 standard errors from the true value (column 6). 19 Not surprisingly, the Poisson model yields the most precise estimate of b (column 7). 20 The exercise provides evidence that the models used by previous researchers who have undertaken statistical analyses of county-level murder, rape, and robbery rates are unreliable for determining whether rightto-carry laws have a statistically significant impact on the numbers of these crimes.
The assumption that the crime data are Poisson distributed is equivalent to assuming that the probability of a crime in a small interval of time is constant in a county during a year and that this probability depends on a county-specific constant, a year-specific constant, and on several independent variables whose impacts on the expected number of crimes have the same functional form across counties. But it is also possible that the probability of a crime in a small interval of time in a county fluctuates and thus follows 19 The use of the probit model as an alternative specification was suggested to us by Glen Harrison. 20 In interpreting these results, one needs to keep in mind that the simulated data represent one single realization of a sample of 50,000 observations from a Poisson distribution and that different samples from the same distribution will yield different estimates. It is therefore not so relevant whether the estimation method is able to exactly estimate the true coefficient (because different samples drawn from the same distribution will yield different estimates of the coefficients), but rather whether the 95 percent confidence interval includes the true value and, if that criterion is met, whether the standard error of estimate is small. Ordinary least squares and the Tobit model both fail with respect to the first criterion. This exercise does not prove that estimation methods that assume a continuous distribution will generally fail to yield reliable estimates for count-data problems with many zeros, because we have created only a single sample of simulated data; a more rigorous analysis would compare the reliability of the different methods over a variety of samples with different values of a and b. a county-specific distribution, which would mean that the parameter of the Poisson distribution is not deterministic but a random variable itself.
The standard model for such cases is the negative binomial model, which corresponds to the assumption that the Poisson parameter varies according to a gamma distribution and implies that the data have a variance that is larger than their mean (the data are overdispersed). 21 However, the asymmetry of the log of the gamma distribution implies that, if the Poisson parameter is assumed to be gamma distributed, an increase by a factor of x is less likely than a decrease by a factor of x. In the context of the current problem, this means that a county in which, for example, 20 murders per year are expected on average is more likely to have a year in which 16 murders are expected than one in which 25 are expected. In the absence of further information about the variation of the number of murders, this assumption of log asymmetry is rather arbitrary, and it is more intuitive to assume that an increase and a decrease by a factor of x are equally likely.
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This can be achieved by assuming that the Poisson parameter follows a lognormal distribution, which has the log symmetry that the gamma distribution lacks. While a maximum-likelihood analysis of a model with this distribution would be fairly complex, it is nevertheless possible to estimate the coefficients of this model with alternative estimation methods. A Markov chain Monte Carlo method, the Gibbs sampler, lends itself naturally to this kind of problem. Because the Poisson-lognormal model takes the overdispersion of the data explicitly into account, one can expect that it will yield smaller standard errors than a Poisson model whose standard errors have been corrected with the standard methods. In a previous analysis of count data, we found that implementing a Poisson-lognormal model with a Gibbs sampler yielded estimates of the standard errors of coefficients that were significantly smaller than those estimated for a Poisson model by a maximumlikelihood method.
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While least-squares and maximum-likelihood methods assume that the coefficients in a statistical model are deterministic numbers, Markov chain Monte Carlo methods are based on the more realistic assumption that these coefficients are random variables themselves, which means that not only the 21 Although the Poisson estimates of the coefficient means are consistent for overdispersed data, the correction of the standard deviation does not take the information about dispersion into account. When there is overdispersion, a model that uses this additional information can improve on the estimated standard deviation of the misspecified Poisson model. 22 The Poisson and gamma distributions have a natural relationship: if the number of events follows a Poisson distribution, the time intervals between these events are gamma distributed. Without further motivation, however, this does not justify the assumption that the Poisson parameter itself is gamma distributed, and the assumption is usually made for computational convenience only.
23 Florenz Plassmann & T. Nicolaus Tideman, A Markov Chain Monte Carlo Analysis of the Effect of Two-Rate Property Taxes on Construction, 47 J. Urb. Econ. 216 (2000) . data but also the coefficients are samples drawn from specific distributions.
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In the present example, we assume that the numbers of crimes are generated by a Poisson process whose single parameter follows a lognormal distribution, which is equivalent to assuming that the coefficients of the exponential regression equation-a and b in equation (1)-follow normal distributions.
25
Besides their capacity to model nonstandard distributions, Markov chain Monte Carlo methods have another advantage for the estimation problem at hand. Standard computer estimation packages make it difficult, and in some cases impossible, to estimate nonlinear models with many dummy variables. Markov chain Monte Carlo methods do not require the maximization of a likelihood function and are therefore very attractive for the analysis of models with several thousand explanatory variables and observations.
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III. The Empirical Evidence
A. Selection of Variables
John Lott and David Mustard's data set contains information for 3,054 counties in the United States for the years 1977-92. Their most widely quoted 24 The assumption that the coefficients are random variables transforms what would otherwise be a fixed-effects model into a random-effects model. 25 The function that would be required by maximum-likelihood methods is the joint density function of the Poisson-distributed data and the normally distributed coefficients of the regression equation. Although a closed-form solution for this joint density has not been discovered yet (and might not even exist), it can be described through the full conditional distributions of all coefficients in the model (the distributions of individual coefficients, conditional on the values of all other coefficients and on the data), which can easily be determined in this case. These full conditional distributions provide sufficient information for the Gibbs sampler to approximate numerically the unknown joint distribution by creating Markov chains of samples that are drawn from the full conditional distributions. Because of their Markov properties, these chains of samples ultimately converge to samples that are drawn from the true marginal (that is, unconditional) distributions of the coefficients, and these samples can be used to draw inferences about these distributions, for example, about the means and the variances of the coefficients. Practice (1996) . 26 One might question the consistency of the estimators of our random-effects count model because of the incidental parameters problem. Cameron & Trivedi, supra note 14, at 281-82, shows that it is possible to derive consistent maximum-likelihood estimators for fixed-effects Poisson models. However, we are not aware of any work that formally addresses the consistency of Gibbs sampler estimates in nonlinear random-effects models. We undertook another Monte Carlo experiment for which we sampled 48,000 observations from a model with 3,000 groups and 16 observations per group. In terms of equation (1), we assumed that each group had a different intercept a (which we sampled from a normal distribution with mean and variance equal to one) and an identical . We then estimated all random effects and b using our b p .5 Gibbs sampler model. We repeated this experiment 100 times; the average value of b was .49992 with an estimated standard error of .0087. This experiment suggests that the Gibbs sampler estimates of the right-to-carry dummy in our random-effects model are consistent. a The demographic variables describe the percentage composition of the county population in terms of all possible combinations of gender, race (white, black, neither white nor black), and age over 10 (10-19, 20-29, 30-39, 40-49, 50-64 , and over 64 years of age).
b The data set contains another category, "neither black nor white," so no multicollinearity problem arises if both the percentage black and the percentage white are included in the analysis. model specification uses the logarithm of the ratio of crimes to population as the dependent variable, treating 0 crimes as .1 crimes to avoid taking the logarithm of zero. The independent variables that they use in their analysis are shown in column 1 of Table 3 . One of these independent variables is the arrest rate. For any crime category in any county-year, the arrest rate is calculated as the ratio of the number of arrests to the number of crimes in that category in that county-year and is therefore not defined whenever the county does not experience any crimes in that category during that year. In the case of murder, using the arrest rate as an independent variable results in the elimination of 44 percent of all observations, and the significance of the right-to-carry dummy in Lott and Mustard's least-squares analyses of murder depends on this elimination of all county-years without murders. However, for rape, the use of the arrest rate leads to the elimination of only 27 percent of the data, and for robbery of only 25 percent of the data. The effects of eliminating the arrest rate in the analyses of murder, rape, and robbery are shown in the first three columns of Table 4 . Column 1 is a replication of Lott and Mustard's most widely quoted estimates as reported Table 3 (1)
Repeat (1) without the Arrest Rate (2) Repeat (2) with All Observations
Repeat (3) with Fewer Independent Variables
Repeat (4) Using Counties with at Least One Crime (5) Repeat (5) Note.-Least-squares estimates in columns 1-5 are weighted by county population to accommodate heteroskedasticity. Estimated standard errors are shown in parentheses.
in their table 4. 27 Column 2 shows the effects of omitting the arrest rate if the same numbers of observations as in column 1 are used, and column 3 shows the estimates of the right-to-carry coefficient if the arrest rate is excluded and all available observations are used. For rape, the estimate does not change, remaining significantly less than zero, but for murder and robbery the estimate increases by more than two of column 1's standard errors; the estimate for murder remains negative but becomes insignificant, and the estimate for robbery remains insignificant and becomes positive. This indicates that in the cases of murder and robbery, the elimination of 56 and 25 percent of all observations that are zero leads to a sample selection bias but that no such bias is introduced into the analysis of rape if the corresponding 27 percent of all observations are excluded.
In a Gibbs sampler analysis of a Poisson-lognormal distribution, adding dummy variables does not increase the running time of the algorithm by very much, but adding nondummy independent variables is very time consuming for a data set with more than 45,000 observations.
28 To obtain estimates of the impact of right-to-carry laws for the Poisson-lognormal model with the Gibbs sampler within a reasonable amount of time, we needed to reduce the number of independent nondummy variables by as much as possible. To prevent the exclusion of variables that are correlated with the right-to-carry dummy, we tried to find combinations of independent variables that yielded weighted least squares estimates of the coefficients of the right-to-carry dummy that were as close as possible to the estimates of the full model shown in column 3 of Table 4 . 29 For the categories of robbery and murder, we were able to replicate the estimate with only three and four, respectively, nondummy variables, while the category of rape required the full set of 27 It has been suggested to us that this model will be not yield reliable results because it does not account for the probability of being arrested and convicted and for the severity of punishment if convicted. However, the omission of the arrest rate as well as the omission of the (entirely unknown) conviction rates and severity of punishment will introduce a bias only if these omitted variables vary in ways that differ among counties and are correlated with the right-to-carry dummy.
28 This is explained in greater detail in a supplemental paper, which is available from the authors on request and which shows the distributions from which one needs to sample. 29 The specifications in the first three columns use the log of the number of crimes per 100,000 persons as the dependent variable but do not use log transformations of any of the independent variables, which implies exponential relationships between the crime rates and the independent variables. This relationship is unsatisfying for the county population because if two counties were to be combined into a single county, the expected number of crimes in the new larger county should be equal to the sum of the expected numbers of crimes in the two smaller counties. This additivity can be achieved only when population enters the regression equation multiplicatively with a coefficient of 1, or, equivalently, if the dependent variable number of crimes is divided by the county population and the county population is not included again among the independent variables. We therefore excluded the county population from the subsequent least-squares analyses. To provide for the possibility that population is correlated with omitted variables, we included the log of population density with an unrestricted coefficient in the regression equation. demographic variables. The sets of independent variables that were included in the analyses for each crime category are shown in columns 2-4 of Table  3 , and our weighted least squares estimates of the coefficient of the rightto-carry dummy with the reduced sets of independent variables are shown in column 4 of Table 4 ; the estimates of the coefficients of the right-to-carry dummies are virtually unchanged compared with those in column 3.
B. Aggregate and State-Specific Effects of Right-to-Carry Laws on Murder, Rape, and Robbery
Instead of using the crime rate as the dependent variable, we use the numbers of murders, rapes, and robberies each as dependent variables and assume that these numbers were drawn from Poisson-lognormal distributions. Because the expected numbers of crimes cannot be negative, we express the expected number of crimes in any given category in county c in year t as
where POP ct is population, RTCD ct is the right-to-carry dummy, X ct is the vector of the logarithms of the independent nondummy variables, g is a vector of the coefficients of these variables, YD t is the coefficient of the tth year dummy, and CD c is the coefficient of the cth county dummy. The multiplicative treatment of POP ct is equivalent to introducing the log of POP ct in an exponential equation with a coefficient restricted to be 1. This restriction is plausible, because if two counties were to be combined into a single county, the expected number of murders in the new larger county should be equal to the sum of the expected numbers of murders in the two smaller counties; this can be achieved only when population enters the regression equation multiplicatively. An estimated coefficient different from 1 would indicate that population is correlated with omitted variables; to account for this possibility, we include the log of population density with an unrestricted coefficient in the regression equation.
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The multiplicative form of the regression equation makes it necessary to eliminate all observations from counties that did not report any crimes in the examined category for any of the years from 1977 to 1992. The coefficients of the county dummies measure the average expected numbers of crimes in this category for each county, and introducing the county dummies in exponential form implies that the best estimate of the coefficients of the dummies of counties without any reported crimes in a given category would be minus infinity, resulting in perfect prediction of crime rates for these counties. Thus, the inclusion of these counties would not contribute anything 30 Because density is defined as POP ct /Area ct , and Area ct is constant for a county, the substitution of the log of population for the log of density as a variable would affect only the coefficients of this variable and of the county dummies. It would not affect the coefficients of the other independent variables or the coefficient of the right-to-carry dummy.
to the analysis, but the effort to reach minus infinity would prevent convergence. We therefore eliminated all counties without any reported crimes, which resulted in the elimination of data from 141 counties for the analysis of murder, 77 counties for the analysis of rape, and 102 counties for the analysis of robbery. To ensure that the elimination of these data does not bias our analysis, we repeated our least-squares analysis with the reduced data sets; column 5 of Table 4 reports the estimates of the coefficients of the right-to-carry dummies. Comparison between columns 4 and 5 indicates that the elimination of counties without any crimes in the examined category has only a very minor impact on the estimates of the coefficients of the rightto-carry dummies, which means that it is unlikely to introduce a sample selection bias into the analysis.
The estimation results of our Poisson-lognormal model are reported in column 6 of Table 4 . The coefficient of Ϫ.1115 for murder means that we estimate that right-to-carry laws reduce the number of murders by a factor of e Ϫ.1115 , which is a reduction of 1.55 percent. Similarly, our estimates indicate a decrease of the number of reported rapes by a factor of e Ϫ.0410 (a reduction of 4.02 percent) and an increase in the number of robberies by a factor of e .0559 (an increase of 5.70 percent). For murder, the estimated effect is about five times as large as the least-squares estimate in column 5, and the standard error of estimate has been reduced by one-half. 31 For rape, the estimated effect is about 20 percent smaller than the least-squares estimate in column 5, and the standard error of estimate has been reduced fourfold. Like the least-squares estimate, the Poisson-lognormal estimate suggests that there is a negative average effect of right-to-carry laws on the number of reported rapes, but because the standard error of estimate is only one-fourth of the standard error of the least-squares model, the estimate is more precise. For robbery, the estimated effect is about four times larger than the leastsquares estimate in column 5, and statistically significant, where the leastsquares estimate was not.
We next consider Black and Nagin's suggestion that a model that estimates the impact of right-to-carry laws as a nationwide aggregate might be subject to a geographical aggregation bias and that a disaggregate analysis that estimates state-specific effects will yield more reliable results. We extend our 31 For comparison purposes, we estimated equation (2) with maximum likelihood under the assumption that the number of murders follows a Poisson process and corrected the standard error of estimate using White's method (see White, supra note 15; and Winkelmann & Zimmermann, supra note 14). The maximum-likelihood estimate of the right-to-carry coefficient was Ϫ.1167 with a standard error of .0110, which suggests that our Gibbs sampler estimates are reasonable. Because of the difficulty involved with the maximization of a likelihood function over several thousand dimensions, we assumed for all subsequent analyzes that the Poissonlognormal model is a suitable approximation of the true underlying model and estimated the coefficients only with the Gibbs sampler. model to include state-specific coefficients of the right-to-carry dummy and all nondummy variables, respecifying the regression equation as
For each state, we estimated a different intercept and different values of the coefficients of the independent variables; an s subscript indicates that the coefficient is state specific. The estimates of the b coefficients for murder, rape, and robbery for the 10 states that adopted right-to-carry laws between 1977 and 1992 are reported in Table 5 , together with Black and Nagin's estimates.
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Our estimates indicate that the effects of right-to-carry laws vary across states and crime categories. Florida is the only state with significantly negative estimates of the coefficients of the right-to-carry dummies for all three crime categories; for all other states, either some of the coefficients are insignificantly different from zero or the coefficients vary in sign. For murder, the coefficients of three states (Florida, Georgia, and Oregon) are significantly negative, and only for Virginia does the analysis suggest that a right-to-carry law led to a significant increase in the number of murders. For rape, the coefficients are statistically significantly negative for Florida and Georgia only and significantly positive for Idaho, Mississippi, and Pennsylvania. For robbery, all but Georgia's and Mississippi's coefficients indicate a statistically significant decrease in the number of robberies.
The eleventh and twelfth rows in Table 5 show weighted means of the coefficients of all states, weighting each state by its 1984 population, and the estimated aggregate effects over all states from column 6 of Table 4 . For rape, the difference between the mean and the aggregate effect is less than the mean's standard error, which suggests that there is no aggregation bias in the estimate of the aggregate effect of right-to-carry laws on these crimes. For murder, this difference is still less than 2 of the mean's standard errors, which also does not permit the conclusion that the estimate of the aggregate is subject to aggregation bias. The mean for robbery, however, is almost 8.5 standard errors below the estimated aggregate effect, which implies that the undifferentiated model is misspecified and that, at least for robbery, the hypothesis that an aggregate effect can be estimated without bias must be rejected.
Comparison of Black and Nagin's results with the estimates obtained from the Poisson-lognormal model shows the advantage of using all available observations and of using a model that is more suited for the data at hand, because all of the 30 estimated standard errors of the Poisson-lognormal model are below those of Black and Nagin's model. It is interesting to note similarities between the two models: for 23 of the 30 estimates, the 95 percent confidence interval of Black and Nagin's model includes the estimate of the Poisson-lognormal model. This indicates that while the exclusion of small counties (those with a population below 100,000 persons-more than 70 percent of the observations, mostly at the left end of the distribution of crimes) makes it possible to avoid some of the difficulties posed by the integer nature of the data, this greatly reduces the precision of the estimates.
C. Relaxing the Intertemporal Aggregation Assumption
The two models in the previous subsection used a single dummy variable to describe the nationwide and the state-specific effects of right-to-carry laws. This dummy variable measures the difference between the average expected numbers of crimes before and after a right-to-carry law had been implemented. However, the use of averages might mask the presence of trends or cycles that could provide a better insight into the effects of the laws. Lott and Mustard 33 report that use of pre-and postlaw trends indicates a deterrent effect of right-to-carry laws on most violent crimes, but they do not report the results of their regressions; Lott 34 reports estimates of trend dummies for violent crimes that suggest that the postlaw trends are significantly more negative that the prelaw trends.
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The use of a single coefficient to describe a trend requires the guess of a specific functional form of the trend (usually either linear or quadratic), but the actual trend might be less systematic. A more general approach is therefore to use several dummies for the years around the implementation of the law. Black and Nagin 36 introduced lead and lag dummies for the 5 years before and the 5 years after a state had implemented a right-to-carry law. Again, they restricted their analyses to counties with populations of more than 100,000 persons to reduce the sample selection bias that is caused by using the arrest rate as an independent variable, thereby eliminating all county-years with zero crimes in the category examined, and they used first differences of all variables to eliminate the need for fixed-effects county dummies. Their analyses did not show a consistent pattern that would indicate deterrent effects of right-to-carry laws.
Comparison between Black and Nagin's and our estimates in Table 5 indicates that eliminating small counties reduces the possibility of finding such effects, because reduction of the number of observations increases the estimates of the standard errors. We therefore used the Poisson-lognormal 33 Lott & Mustard, supra note 1. 34 John R. Lott, Jr., The Concealed-Handgun Debate, 27 J. Legal Stud. 221, 239-41 (1998) . 35 Results of a similar analysis are reported in Lott, supra note 9, at 72. 36 Black & Nagin, supra note 5. model and all possible observations to estimate the coefficients of the lead and lag dummies.
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The results of our analyses for murder, rape, and robbery, together with Black and Nagin's estimates, are reported in Table 6 . For murder and rape, the preadoption trends are similar: for both crimes, the lead dummies are not significantly different from each other, although the estimates suggest that the number of murders seems to have peaked 3 years before adoption of right-to-carry laws, while the trend for rapes was slightly increasing. The estimates for robbery, on the other hand, indicate the presence of a trend that had peaked 2 years before the adoption of the laws.
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For none of the categories is the dummy for the year 0 (the year during which right-to-carry laws were adopted) significantly different from that of the preceding year. That is not surprising if the laws were adopted in the middle of the year, so that any effect of such laws would not have affected crime rates for the whole year. There is often a delay of 2-3 months between the adoption of the law and the time when the first permits are issued, which might also explain why the year 0 coefficient is not statistically significant.
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In addition, the estimates suggest that it took about 1 year until criminals had learned that committing a crime had become more costly, because for the first year after implementation of the law only the estimate for rape is (barely) significantly below that of the preceding year. However, for all three crime categories the levels in years 2 and 3 after adoption of a right-to-carry law are significantly below the levels in the years before the adoption of the law, which suggests that there is generally a deterrent effect and that it takes about 1 year for this effect to emerge. 40 37 If a dependent variable is normally distributed, a model that is expressed in first differences is normal as well, because the difference of two normally distributed random variables is also normally distributed. The difference between two Poisson-lognormally distributed variables, however, is not Poisson-lognormally distributed but follows an unbounded discrete distribution whose closed-form solution is not known and which is difficult to approximate. Instead of expressing the regression equation in first differences, we therefore continued to use the number of crimes in a category as the dependent variables, and we undertook the analysis with county dummies, yearly dummies, and the independent nondummy variables that are described in Table 3 . 38 Note that it is irrelevant whether the estimates are significantly different from zero; what is relevant is whether the dummies for years after the adoption of right-to-carry laws are significantly different from the dummies before the adoption of such laws.
39 John Lott, e-mail correspondence with the authors, November 19, 1999. 40 Among the 10 states that adopted right-to-carry laws between 1977 and 1992, Maine was the only state that adopted such a law before 1987, which implies that the estimates of the coefficients of the lags for years 4 and 5 are obtained from data of a single state only. The standard errors of estimate of these coefficients are therefore much larger than the standard errors for the other years, and it is difficult to interpret these estimates together with the other estimates. 
D. Combination of the Intertemporal and the Geographical Models
The results of the two preceding subsections indicate that there is enough geographical as well as intertemporal variation in the effects of the right to carry concealed handguns that an analysis requires a model that introduces both forms of variation simultaneously. We attempted to estimate state-specific lead and lag dummies but discovered that there are not enough data to estimate 11 dummies per state with adequate precision. We therefore decided to estimate a single pattern of lead and lag dummies and to include two additional dummies per state for nine of the 10 states to describe state-specific exponentially additive factors for the lead and lag dummies, using the following regression equation:
where d 1s and d 2s are the two dummy variables for state s.
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The results of our analyses of murders, rapes, and robberies are reported in Tables 7, 8 , and 9, respectively. For each state, the tables show estimates of the coefficients of the lead and lag dummies as well as the estimates of the coefficients of the two dummy variables for every state except Florida. For Florida, the reported leads and lags are the original estimates (and no dummies for the pre-and postlaw periods were estimated); for every other state, the reported leads and lags are calculated as the sum of the estimate for Florida and the dummy for that state for the respective period. The first two columns in each table summarize the information by showing the averages of the 5 years before right-to-carry laws were adopted and the averages for the first 4 years during which right-to-carry laws were effective.
Florida, Oregon, and Montana are the only states with statistically significant decreases in the averages of the coefficients for all three crime categories; Georgia also had significant decreases in murders and robberies, but the decrease in the number of rapes is not statistically significant. For Idaho, the estimates indicate statistically significant decreases of murders and robberies, but the estimated effect on rapes is statistically significantly positive. For West Virginia, the change in rapes is significantly negative; for Mississippi, the changes in rapes and robberies are positive and statistically significant; and for Virginia, the change in robberies is significantly positive. Note.-Estimated standard errors are shown in parentheses. a Significant decrease between the two averages (statistically significant at the 95% confidence level). b Significant increase between the two averages (statistically significant at the 95% confidence level). c Significant increase between the two averages (statistically significant at the 90% confidence level).
Maine and Pennsylvania are the only states for which none of the estimates is statistically significantly different from zero.
Comparison of the results of this combined analysis with the earlier results provides some interesting insights. The estimates in Table 7 for Florida, Idaho, Mississippi, and Montana have identical signs and the same degrees of statistical significance as the estimates in the combined analysis. For Maine, Oregon, and West Virginia, the estimated effects have identical signs in both analyses, although the degrees of significance vary. For Georgia and Virginia, the two analyses suggest different effects for robbery. For Pennsylvania, the analysis reported in Table 5 yielded significant effects for rape and robbery, while in the combined analysis, none of the effects is significantly different from zero, and the signs of the effects on all three crimes are reversed. This indicates that a model that describes only geographical variation will work quite well on average for these data but that its estimates will still not be completely reliable. Unlike the intertemporal analysis in Table 6 , the combined analysis indicates that the numbers of murders and rapes had already changed significantly in the year during which a right-to-carry law was adopted and that the number of robberies changed in the first year after adoption. The combined analysis also shows that the deterrent effect of rightto-carry laws on murder and rape does not peak in the second year after adoption but that the effect increases even in the third year. This indicates that an intertemporal analysis that ignores geographical variation is subject to the same geographical aggregation bias as an analysis that estimates the effect of right-to-carry laws with a single dummy variable.
IV. Summary and Conclusion
In this paper, we use a Poisson-lognormal model to analyze intertemporal and geographical variations in the effects of right-to-carry laws on murders, rapes, and robberies. For each of these crime categories, our estimates suggest the existence of statistically significant deterrent effects of right-to-carry laws for the majority of the 10 states that have adopted such laws between 1977 and 1992, but we also find that some of these states experienced statistically significant increases in the numbers of certain crimes.
On the one hand, this indicates that right-to-carry laws do not always have the deterrent effects on crime that are envisaged by legislators and that the adoption of such laws is not without risk. On the other hand, our analysis suggests that it would be imprudent to make it generally more difficult for law-abiding citizens to carry concealed handguns as long as there exist large numbers of weapons that can and will be used by criminals to commit crimes, because right-to-carry laws do help on average to reduce the number of these crimes.
While this ambiguous result is somewhat discouraging, because it indicates that a right to carry concealed handguns is unlikely to be the ultimate weapon against crime, it is not very surprising. Whenever the theoretically possible and in-practice plausible effects of public policy are ambiguous, it can be expected that the effects of such a policy will differ across localities that are different from each other. It is rather remarkable that these effects differ so clearly and that our analysis produced so many statistically significant and consistent results.
After having found that right-to-carry laws do have measurable effects on crimes, the next step is to examine why states differ in their responses to these laws. What makes Mississippi and Virginia, two states with general increases in crime rates, so different from the other states? In what respect is Idaho, a state with significant decreases in murders and robberies but significant increases in the number of rapes, different from Florida, Montana, and Oregon, which experienced significant decreases in all three crime categories? Answers to these questions will enhance our understanding of why right-to-carry laws lead to fewer crimes in many but not all states and will make it easier to decide when the adoption of such laws should be recommended.
