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Investigating Multisensory Integration in Emotion
Recognition through Bio-inspired Computational
Models
Esma Mansouri Benssassi and Juan Ye
Abstract—Emotion understanding represents a core aspect of human communication. Our social behaviours are closely linked to
expressing our emotions and understanding others’ emotional and mental states through social signals. The majority of the existing
work proceeds by extracting meaningful features from each modality and applying fusion techniques either at a feature level or decision
level. However, these techniques are incapable of translating the constant talk and feedback between different modalities. Such
constant talk is particularly important in continuous emotion recognition, where one modality can predict, enhance and complement the
other. This paper proposes three multisensory integration models, based on different pathways of multisensory integration in the brain;
that is, integration by convergence, early cross-modal enhancement, and integration through neural synchrony. The proposed models
are designed and implemented using third-generation neural networks, Spiking Neural Networks (SNN). The models are evaluated
using widely adopted, third-party datasets and compared to state-of-the-art multimodal fusion techniques, such as early, late and deep
learning fusion. Evaluation results show that the three proposed models have achieved comparable results to the state-of-the-art
supervised learning techniques. More importantly, this paper demonstrates plausible ways to translate constant talk between
modalities during the training phase, which also brings advantages in generalisation and robustness to noise.
Index Terms—Spiking neural network, mutilsensory integration, emotion recognition, neural synchrony, graph neural network
F
1 INTRODUCTION
HUMANS perceive emotions in a multisensory manner,where information from different sensory modalities
such as facial expression, verbal, non-verbal signals, and
body languages expresses our emotional states. Multisen-
sory emotional percept is driven through a constant cross-
talk between various sensory modalities.
Understanding emotions from multiple modalities is
crucial for human-computer interaction (HCI) and affec-
tive computing with various applications such as gaming,
mental health or car driving. Multisensory social signals of
emotion recognition do not only provide more effective and
efficient human-computer interaction but also facilitate the
enhancement and efficiency of assistive technologies or so-
cial robots for individuals facing challenges in interpreting
complex and subtle social cues; for example, in the area of
autism, schizophrenia and dementia [1], [2]. Therefore, it is
crucial to analyse and focus on the multisensory relationship
between different modalities to get more accurate interpre-
tation of emotions.
State-of-the-art multisensory fusion approaches offer a
wide range of abilities. Recently, with the advances of deep
learning techniques, research has turned towards applying
deep learning architectures in social signals or emotions and
social interaction recognition [3], [4], [5] for both unisensory
and multisensory recognition tasks. However, they focus
on feature extraction and are often combined with data
fusion techniques such as feature concatenation or decision
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level fusion [6], [7]. No sufficient attention has been paid to
translating constant interaction, cross-modal prediction [8],
and full integration of multisensory social signals as well
as how it occurs in the human brain [9], where prediction,
interaction and integration play a significant role in trans-
lating multisensory information.
Recently bio-inspired approaches have started to emerge
in the artificial intelligence field in general and machine
learning in particular. Applying bio-inspired architectures
in multisensory integration of social signals of emotions
can represent a potential alternative to more classical data
fusion techniques. These new methods can answer the key
challenges faced by existing systems, such as the generali-
sation and robustness to noise [10]. They help not only in
the fusion of information but in a more practical perceptual
understanding of emotions.
This paper aims to explore novel biologically inspired ar-
chitectures for multisensory integration. These novel meth-
ods are directly inspired by neuro-computational models
and recent studies in neuroscience for multisensory inte-
gration in the brain [11]. To do so, we design and im-
plement three multisensory integration models based on
different pathways of multisensory integration in the brain:
integration by convergence [12] (named Convergence), early
cross-modal enhancement [13], [14] (named Enhancement),
and integration through neural synchrony [15], [16] (named
Synchrony). These three represent the main theories of multi-
sensory integration in neuronsicence. Our key contributions
and novelty are listed as follows.
1) We have designed and implemented three bio-inspired
approaches that not only model social signals in visual
and audio modalities but also model their interaction
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and integration to enable more biologically plausible sig-
nal integration1. These approaches can perform emotion
recognition in both unsupervised and semi-supervised
manners.
2) We have evaluated these architectures on two real-world,
public datasets and demonstrated the effectiveness of
these architectures over the state-of-the-art techniques in
emotion recognition.
3) We have shown that these approaches exhibit better
generalisation capability; that is, they can maintain high
recognition accuracy when trained on one dataset and
tested on the other completely different dataset.
4) We have run the sensitive-to-noise experiments, where
different types of noise have been injected to signals.
The evaluation results have shown that the bio-inspired
approaches are robust to noise and can still achieve high
recognition accuracy.
The rest of the paper is organised in the following.
Section 2 reviews the state of the art of multisensory in-
tegration models in early fusion, late fusion, and hybrid
fusion, and identifies the limitation of the existing work.
Section 3 briefly introduces the neuroscience theory on mul-
tisensory integration and Section 4 describes the design and
implementation of the three main pathways of multisensory
integration happening in the brain. Section 5 describes the
setup and configuration of our models, base on which
Section 6 presents and discusses the experiments. Section 7
summarises the findings and points out the future work.
2 RELATED WORK
Multisensory emotion recognition consists of evaluating
emotional states from various modalities such as facial
expression, body gesture, verbal and non verbal speech.
This section will briefly introduce different types of fusion
techniques.
2.1 Early Feature Fusion
Early fusion or feature level fusion is one of the most
straightforward methods for fusing features extracted from
each modality. It works by concatenating extracted features
together into one vector, then feeding them to classifiers for
estimation and recognition. This fusion method often results
in a high dimensional feature vector, to which dimension
reduction techniques such as autoencoder are often applied.
Feature level fusion remains the most adopted technique for
data fusion in multisensory emotion recognition.
Liu et al. [17] have designed deep learning approaches
for multimodal feature extraction in physiological data.
They employ a Restricted Boltzmann Machine (RBM) [18]
to extract features from EEG and eye movement data. They
then extract intermediate features from the hidden layers,
which are concatenated and fed to a supervised Support
Vector Machine (SVM) classifier.
Lingenfelser et al. [19] have combined features extracted
from audiovisual data to the Long Short-Term Memory
(LSTM) network for continuous emotion recognition. They
use short-timed events through a vector of space. Similarly,
1. The implementation will be accessible at:
https://github.com/esmam-ai/MultisensoryEmotions.
Chao et al. [20] also use LSTM for temporal feature extrac-
tion on both audio and video. Then they concatenate the
feature vectors and feed them to a SVM model for the final
emotion recognition. Zhang et al. [21] and Ma et al. [22]
have used Convolutional Neural Network (CNN) and 3D-
CNN [23] to extract meaningful features from audio and
visual modalities. Then features are concatenated using a
Deep Belief Network (DBN) and then fed to a linear SVM
model for the final emotion classification.
These early fusion techniques are useful when data from
different modalities are completely synchronised; that is
with no temporal overlap, or delay. This is particularly
hard for audio-visual data, as usually visual information
is perceived earlier [24]. Another disadvantage of early
fusion is that the correlation between features from different
modalities is ignored and it is very challenging and difficult
to learn any relation among modalities [25].
2.2 Late Decision Fusion
Late fusion, referred to as decision level fusion, is vastly
used in multimodal emotion recognition, as it provides
some answers some of the early fusion challenges by em-
phasising the uniqueness and individuality of each modal-
ity. In these fusion techniques, emotion classification is
performed on individual modality first and then the clas-
sification results will be combined to form a final decision.
One of the most used decision level fusion techniques
is Kalman filter [26]; that is, video is considered as a time
series problem, and scores from individual classifiers are
fused. The algorithm is based on Markov model, with the
goal to reduce noise by taking several measurements and
each step’s estimation into account.
Felipe et al. [27] have proposed a real-time multimodal
system based on decision level approaches. The primary
system consists of two parallel models for facial and speech
recognition respectively. The outcome of the two subsystems
is then integrated in a Dynamic Bayesian Network.
Schels et al. [28] have created a classifier that fuses
decisions inferred from video and physiological EEG data.
A classifier for each module is created to learn features. Then
a final classifier is built using different weights according to
the model performance on each modality. The authors have
applied more weights to the audio and physiological data,
as they have produced higher accuracy individually. Sun
et al. [29] have adopted a weighted product rule for fusing
results from audio and visual modalities. SVM is applied for
classification in each modality. Fusion is achieved by mul-
tiplying the weights in the fusion network by the posterior
probabilities obtained on each class from each modality.
Nojavanasghari et al. [30] have compared late and early
fusion for the prediction of persuasiveness in multime-
dia data where data from multiple modalities are used
to predict a person’s persuasiveness. They have explored
two techniques for late fusion, averaging confidence scores
obtained from each classifier. They have also experimented
deep fusion where they have used these confidence scores
as an input for a deep network classifier.
Duan et al. [31] have developed a novel approach based
on kernel extreme learning (ELM) [32] for classification of
multi-modal physiological and audio visual data. The kernel
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ELM consists of one hidden layer feed-forward network,
where the hidden layer does not need to be tuned and the
kernel ELM is applied for each classier. Then a final Kernel
ELM is applied on the result from each classifier.
Decision level approaches work by fusing decisions on
each modality based on their confidence, while the main
challenge is the lack of correlation between modalities.
They assume complete independence between modalities’
features [33]. This can result in loosing crucial information
about the interdependence and interaction between modal-
ity such as audio and visual in emotion recognition.
2.3 Hybrid Fusion
Hybrid fusion consists of combining both feature and de-
cision level fusion. A hybrid approach has been designed
for multi modal emotion recognition for E-learning envi-
ronment [34], where a decision level fusion is applied and
features are extracted from each modality.
Wolmer et al. [35] have proposed a hybrid technique for
sentiment analysis from Youtube videos dataset. Audio and
visual features are extracted from video, and a bidirectional
long short term memory (BLSTM) [36] is used to fuse data
at feature level. Text data is classified with a SVM. Results
from BLSTM and SVM are combined based on a decision
level fusion approach for estimating sentiments. More re-
cently, Amer et al. [37] have proposed a novel hybrid fusion
approach for multimedia data fusion. They first apply a
Discriminative Continuous Restrictive Botlzmann Machine
(DCRBM) [38] to account for the temporal dimension for
each modality. Then a Multimedia DCRBM is applied for
fusing multiple DCRBMs combining multiple modalities.
More recently deep learning techniques have also been
applied to fusion tasks, not only in feature extraction but
also for multimodal or multisensory learning. Zhang et
al. [39] use Deep Convolutional Neural Network (DCNN)
for multimodal emotion recognition. They design two DC-
NNs to extract features from visual and auditory modalities.
They then integrate the obtained features in a fusion net-
work to obtain a multimodal feature representation. Poria
et al. [40] introduce a CNN for sentiment and emotion
prediction in visual, audio and text data. They use features
extracted from all modalities and input them in a Multiple
Kernel Learning [41] classifier. Ghaleb et al. [42] have used
deep metric learning and fused visual and audio data with
a gating mechanism.
Nguyen et al. [43] have proposed a novel approach
using 3D convolutional neural network (C3D) [44] to model
spatio-temporal video information, along with Deep Belief
Network (DBNs) representing audio and video streams.
Bhandar et al. [45] employ a modified stacked autoen-
coder in addition to a multilayer perceptron-based regres-
sion model. Experiments are conducted on the RECOLA
dataset [46] by comparing unisensory against multimodal
models. Ortega et al. [47] have proposed a novel DNN
architecture by integrating three modalities: audio, visual
and text. First, the network extracts features on individual
modalities from hidden layers. Then extracted features are
merged, followed by a fully connected layer and a regres-
sion layer.
The above hybrid fusion techniques are presented as
specialised architectures for different modalities of interest.
We are looking for generic integration models that simulate
pathways in the brain when combining signals in decision
making.
3 THEORY OF BIO-INSPIRED MULTISENSORY IN-
TEGRATION
Social signals of emotions processing, understanding and
perception involve various areas of the brain and a complex
network [48]. Human brain proceeds by parsing inputs
from different sensory modalities through segmentation,
and then works on constructing meaningful representations
through integration [49]. There exist four main steps in
assessing and integrating social signals:
• Attention: The brain uses attention to select the emotional
information for observation.
• Detection: This stage involves sensory modality-specific
detection, where information is processed through differ-
ent brain regions. All essential features from each modal-
ity are extracted in early sensory regions such as visual or
audio cortices.
• Integration: A new percept is created, comprising multi-
sensory features. Integration is not only achieved by fus-
ing extracted sensory features but through a more elabo-
rate mechanism. At this state, each modality is in constant
interaction with others. Integration happens mainly in
the Superior Temporal Sulcus (STS) of the brain, which
includes a sub-region for each modality. In this region,
there exists an overlapping sub-region as well as linking
modality-specific regions.
• Evaluation: This final stage involves the evaluation of the
affective state in the Inferior Frontal Gyrus region of the
brain. Decisions are made on the interpretation of the
social signal and emotional states.
Literature identifies three main pathways of multisen-
sory integration happening at various areas in the brain [50].
These pathways start as soon as the brain receives sensory
information. It starts by an early cross-modal integration
and enhancement between modalities. Then an integration
happens in higher order areas such as STS, which contain
multisensory neuron groups facilitating integration. Multi-
sensory integration is also driven through neural synchrony,
where information is driven by synchronised spikes.
3.1 Integration Through Convergence
The most classical theory for multisensory integration is
through convergence in higher order areas such as STS.
Multisensory integration through convergence develops hi-
erarchically through a progressive convergence of different
sensory signals. Sensory signals get integrated in higher
order areas such as Superior Colliculus (SC) [51]. This kind
of area includes a higher number of multisensory neurons,
which are usually seen as a way to multisensory integration.
3.2 Early Cross-Modal Enhancement
Early cross-modal enhancement describes the interaction
between visual and auditory cortices; that is, activity in the
auditory cortex is closely affected by visual information. It
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represents one possibility of cross-modal prediction and in-
teraction, especially for audio and visual pathways in emo-
tion processing [52]. Visual information usually precedes
auditory information, leading to a facilitation of auditory
processing by visual information [48].
3.3 Neural Synchrony
Neural synchrony is defined as the simultaneous neural
oscillations of different neuron groups in various brain
cortical regions connected by synapses. It is considered as
the main means of transferring information in the brain
and drives the perception of multisensory emotions from
auditory and visual stimuli. Audiovisual stimuli without
delay provokes oscillatory activity changes during multi-
sensory emotion processing, where the integration of facial
and voice information is achieved through the increase in
activity within the alpha and theta frequency band within
the STS area [53].
3.4 Summary
TABLE 1: Bio-inspired multisensory integration models
Model Brain Pathway Characteristics
Integration through 
convergence Superior Colliculus (SC)
Unisensory modalities converging 
into one multisensory area
Early cross-modal 
enhancement Auditory and Visual cortex
Visual modality connected directly 
to the auditory one
Neural synchrony Auditory and Visual cortex
Constant cross-talk between 
modalities,  decentralised, temporal 
coherence, stimulus driven 
Table 1 summarises the three pathways of multisensory
integration. Multisensory information is gathered follow-
ing specific rules such as temporal alignment, spatial and
semantic congruence. Studies have identified various re-
gions where multisensory integration happens, such as the
temporal frontal and primary sensory areas [54]. They are
not exclusive from each other, but happening at different
stages [55]. Multisensory integration through convergence
relies on firing rate changes in different cortical regions in
a hierarchical and progressive manner. The integration hap-
pens in a convergence manner, where the response to multi-
sensory information is compared to the sum of response to
each unisensory input. However, multisensory integration
does not solely happen in a convergence way [55], but can
also occur through a constant cross-modal talk between
various unisensory areas including at an early level [56].
Neural synchrony refers to simultaneous neural oscillations
of different neuron groups in various brain cortical regions
connected by synapses. It is considered as the main means
of transferring information in the brain. In the next section,
we will illustrate our design and implementation of these
three models.
4 DESIGN AND IMPLEMENTATION OF BIO-
INSPIRED MULTISENSORY INTEGRATION MODELS
All three integration models are implemented on top of
spiking neural networks (SNN), which are composed of
spiking neurons inspired by biological neurons behaviours.
In the following, we will first briefly introduce SNN (in Sec-
tion 4.1), and then the design and implementation of three
integration models, namely Convergence (in Section 4.2),
Enhancement (in Section 4.3) and Synchrony (in Section 4.4).
4.1 Spiking Neural Network
Spiking neural network represents the third generation of
neural networks and is an attempt to model how the brain
processes information [57] [58]. Information in the brain
is transmitted between neurons using action potentials via
synapses. When a membrane potential reaches a certain
threshold a spike is generated [59]. The computation of
SNNs is based on the timing of spikes rather than their
shape, where spikes that fire together get a stronger con-
nection. SNNs have been extensively used for translating
neuro-computational processes in the brain and successfully
applied to machine vision tasks and lately for speech sig-
nals [60]. We have identified SNN as the best candidate to
simulate and translate bio-inspired models for multisensory
integration [10], [61], [62]. Neurons communicate through a
series of spikes, which defines the unique patterns to dis-
tinguish different emotional states. To model the interaction
between modalities, SNN consists of three main layers:
1) An input layer receives unisensory signals in both
visual and auditory modalities;
2) An excitatory layer comprising two excitatory neuron
groups translates information from auditory and visual
inputs into spike patterns;
3) An inhibitory layer with two neuron groups linked to
the excitatory layer for each modality with a lateral
inhibition; that is, a neuron in the inhibitory layer is
connected to all neurons in the excitatory layer apart
from the one it receives signal from.
4.1.1 Interactions and Dynamics of Neurons
Neurons in a SNN communicate through spikes, enabling
them to learn specific features at the excitatory layer. Each
neuron behaviour is modelled through Leaky-Integrate-




= (Erest − V ) + ge(Ee − V ) + gi(Ei − V ). (1)
V is the membrane voltage and Erest represents the mem-
brane potential in the resting phase. Ei and Ee represent
the equilibrium potential for both inhibitory and excitatory
synapses. ge and gi are the conductance value of synapses
at the excitatory and inhibitory layers respectively.
Neurons fire when they reach a certain threshold and
then enter a resting phase Erest for an interval of 5ms. At
this moment neurons cannot spike as they are in a refractory
phase. τ is a time constant representing the time a synapse
reaches its potential. This is set at 200ms and 100ms for
excitatory and inhibitory neurons respectively. This delay
between the excitatory and inhibitory layer is motivated by
the learning process happening mainly in the brain.
In order to have a more stable network, homeostasis [63]
is often applied through an adaptive membrane threshold to
refrain some neurons from spiking for all the inputs [64]. At
the inhibitory layer, all neurons are inhibited apart from the
one they receive information, referred to as lateral inhibition.
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This is used to encourage competition between neurons.
That is, synapses conductance increases when pre-synaptic
reaches the synapse before post-synaptic; otherwise, they
decrease exponentially. The dynamics is ruled by a time





where τge is a time constant of post-synaptic potential. The
time constant is set to 1ms for the inhibitory conductance
and to 2ms for the excitatory conductance.
4.1.2 Unsupervised Learning Through Spike Timing De-
pendent Plasticity
Learning in SNN is achieved in an unsupervised manner
through Spike Timing Dependent Plasticity (STDP) [63].
STDP has been successfully used in facial expression recog-
nition [61] and speech emotion recognition tasks [65]. It is
a form of Hebbian learning, where connections between
neurons are created and strengthened when they fire at the
same time. The main learning is influenced by the time of
spiking of pre-synaptic and post-synaptic neurons. Weights
are updated by the following equation:
∆w = η(xpre − xtar)(wmax − w)µ (3)
η is the learning rate. wmax is the maximum weight and
xtar is the target value of the pre-synaptic trace when
the post-synaptic spike fires. This is used to enable the
disconnection of neurons that seldom lead to firing, when
the post-synaptic neuron is rarely active. µ determines the
dependence of updates on previous weight. xpre is the pre-
synaptic trace left every time pre-synaptic spike reaches a
synapse. That is, weights are increased if pre-synaptic spikes
fire prior to post-synaptic spikes. Otherwise, they decrease.
The change of weights in STDP learning is computed by a
function tracking differences in timing between pre-synaptic
and post-synaptic spikes. STDP learning proves to be a
simple and advantageous method compared to classical
supervised learning such as back-propagation [66].
4.2 The Convergence Model
We design the integration through convergence model
(named Convergence) by simulating the process of passing
information from lower sensory areas to higher-order mul-
tisensory areas for integration. As depicted in Figure 1 (a),
the convergence model consists of three layers:
• Input layer, which receives features from each modality.
For bimodal integration, the network comprises two dis-
tinct neuron groups representing input from each modal-
ity. After feature extraction from each modality, spike
trains will be generated from the features.
• Excitatory layer, where groups of neurons with excita-
tory ability are created. The layer comprises three main
groups for bimodal integration. The first two groups
define modalities such as audio and visual. The final
group represents a higher-order multisensory region. The
whole learning occurs in the excitatory layer. Excitatory
neuron groups receive input from the input layer for each
modality. The multisensory group receives information
from each excitatory modality group. The recurrent con-
nections between the unisensory neurons groups and the
multisensory neuron group permit learning of distinctive
patterns features for each class label.
• Inhibitory layer, which enables the network stability. The
inhibitory layer comprises three main neuron groups rep-
resenting unisensory modalities and a multisensory area.
Network stability is achieved through lateral connections
where each neuron in the inhibitory layer is connected to
all other neurons, apart from the ones that receive input.
The main characteristic of the convergence model is
the simulation of higher-order multisensory regions, where
unisensory information converges to a multisensory area.
Learning of multisensory patterns happens in two main
stages. Firstly, unisensory excitatory neuron groups receive
information from the input layer. Each group starts learn-
ing unisensory patterns where neurons spike for the same
class label. Then, multisensory neuron group receives in-
formation through connection from both unisensory excita-
tory groups. Learning in the convergence group happens
through STDP where neurons spiking for the same class
label get a stronger connection. The connection between
these neurons happens regardless of signals’ origin. Training
in the convergence model happens by presenting inputs
from each modality with a delay, which simulates biolog-
ically realistic delay between visual and auditory sensory
information reaching the brain.
4.3 The Enhancement Model
We use SNN to translate the cross-modal enhancement
(named Enhancement) where spiking patterns in the visual
modality affect the auditory part. This translates early
multisensory integration in the brain; that is, influencing
auditory processing with visual neurons spikes. Figure 1
(b) describes the workflow. The auditory excitatory layer
receives input from both the auditory input layer and the
visual excitatory layer. Following the same pattern in the
brain, visual information precedes by few milliseconds the
auditory processing. It is different from the recent cross-
model learning [6] where a cross-modal transfer from the
visual to auditory data is applied. The Enhancement model
is more biologically plausible, where the auditory part does
not use prediction from the visual part but learns from the
spiking patterns. This represents a multisensory learning,
which helps propagate spikes from the visual group to the
auditory group [67].
4.4 The Synchrony Model
Neural synchrony (named Synchrony) allows cross-talk be-
tween modalities by setting recurrent connections at the
excitatory layer between audio and visual neuron groups.
This is achieved by connecting neurons that spike together
between both modalities with the same temporal window,
as shown in Figure 1 (c). This facilitates the integration
of information from different sensory sources [50]; that is,
learning and extracting relevant and crucial features from
sensory inputs such as heterogeneous neuronal popula-
tions [68].
Different from the previous two models, neural syn-
chrony focuses on cross-talk between neuron groups. SNN
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Fig. 1: Computational models and workflow of three integration models: Convergence, Enhancement, and Synchrony. Their
workflow all starts with pre-processing both visual and audio inputs, extracting features, and feeding features to spiking neural networks (SNN).
Each SNN is composed of an input layer, a feature layer, an excitatory layer and an inhibitory layer.
itself is not sufficient and therefore we propose to learn these
complex patterns through a graph convolutional network
(GCN). A neural synchrony graph network is defined as an
un-directed graph: G = (V,E), where V is a set of nodes
representing neurons and E defines edges of relations be-
tween nodes. The edges include two types of relations: tem-
poral and stimuli based. Edges are added between nodes
which spike within a temporal window of integration.
We define emotion recognition as a subgraph classi-
fication problem; that is, assigning a class label to each
subgraph. It stacks up multiple convolution layers. We use a
deeper architecture compared to the one introduced in [69]
by adding a hidden layer. Having a deeper network helps
aggregate and translate the complex relationship between
nodes to sub-graphs.
At each layer a GCN produces an output in the form of
a feature matrix ZN×D , where D represents the dimension
of output features for each graph and N is the number of
nodes. Each layer can be represented by:
H(l+1) = f(H(l), A), (4)
H(l) represents the activation matrix at the lth layer and the
activation matrix for the first layer is the feature matrix X .
f is the propagation function that aggregates features at the
lth layer with the adjacency matrix A, leading to features at
the subsequent layer l + 1.
Spectral graph convolution is applied to the graphs by
applying Eigen-decomposition of the graph Laplacian. The
spectral convolutions are defined by the multiplication of
graph signal x ∈RN (which is a scalar value for every node)
with a filter gθ = diag(θ) where θ ∈ RN is in the Fourier
domain [69]. The spectral convolution can be translated by:
gθ ∗ x = UgθUTx (5)
U represents the matrix of eigenvectors of the normalised




2 = UΛUT , where Λ
is the diagonal matrix of the eigenvalues. gθ is a function of
the eigenvalues of L. UTx is the graph Fourier transform of
the graph signal x.
The input to the network consists of multiple sub-graphs
each representing neural activities of a video input. The
network consists of three layers followed by a pooling layer
over graph [70] in order to combine features from all sub-
graphs and enable the classification of subgraph. The main
learning model and propagation rule can be defined as
follows:
Z = f(X,A) = softmax(Âσ(Âσ(ÂW (0))W (1))W (2)), (6)
where weights are defined by weight matrices with W (0)
representing the input to hidden layer weight matrix, W (1)
is the weight matrix from hidden layer 1 to hidden layer
2 and W (2) is the hidden to output weight matrix. Â =
A+ IN is the adjacency matrix of the graph with added self
connection and IN is the identity matrix. The loss function





yD is a set of neurons that are labelled and C represents the
dimension of the output classes; i.e., six basic emotions. The
networks weights W (0), W (1), and W (2) are trained with
gradient descent, where the full training set is used in each
iteration [69].
5 EXPERIMENT AND EVALUATION METHODOLOGY
This section introduces the datasets and the model configu-
ration details for these datasets.
5.1 Datasets
We use two open-source datasets to evaluate our model.
The first dataset is the eNTERFACE’05 dataset [71] with
42 participants composed of 81% male and 19% female
participants. The video resolution is 720× 576 and the audio
is recorded at 48000HZ in 16 bit format. There are 1166
videos recorded and there are 6 emotional classes: ‘Angry’
(17%), ‘Disgusted’ (16%), ‘Fear’ (16%), ‘Happy’ (18%), ‘Sad’
(17%), and ‘Surprised’ (16%). The second dataset is the
Ryerson Audio-Visual Database of Emotional Speech and
Song (RAVDESS) [72]. The dataset consists of a balanced
gender with 24 participants. The participants are actors
reading a sentence in 6 emotional states, which are the same
as eNTERFACE’05. Each emotion has the same number of
recordings from each participant, leading to 4320 (= 24 × 6
× 30) videos in total. The video resolution is 1920×1080 and
the audio is recorded at 480000HZ in 16 bit format.
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5.2 Input Configuration
First of all, we use SNN to extract neuron features for the
integration models. Each integration model will take the
learnt spiking neurons as input.
For each audio sequence, we adopt 128 mel-filter bands
up to 8000 Hz to extract mel-scale spectrogram using Fast
Fourier Transform (FFT) [73] with the FFT window length
of 128. MFCCs are then extracted from the mel-scale spec-
trogram by applying logs of power which are calculated
for each mel frequency. Then Discrete Cosine Transform is
applied on the mel log powers. The log mel spectrum is
then converted back to temporal signal. The Cseptral repre-
sentation of the speech enables the identification of local
spectral properties of the audio signal for each temporal
frame. The number of energies of filter banks is set at 40.
All audio features are unified to have a temporal length of
388. Poisson distribution is used to encode MFCC into spike
train. In the end, the audio neuron input to SNN has a size of
40 × 388. The mel-scale features are computed using using
Librosa python library [74].
For the visual input we extract frames at each segment
and convert them to a grey scale. We then identify and
crop the face area of each frame, and resize them to 100
× 100. We apply Laplacian of Gaussian (LoG) to extract
contours and edges of facial expression. LoG is selected for









where ∇2 is the Laplacian operator, σ is the smoothing








Each filtered image is then encoded into a Poisson spike
train where the firing rate is proportional to the intensity of
each pixel. The Poisson spike train with a size of 100 × 100
will be input for a SNN for learning, which is described in
Figure 2.
5.3 Convergence Model Setup
The input layer of the network architecture consists of two
groups of neurons each representing a modality. The num-
ber of neurons for each input neuron group is proportional
to the size of the input; that is, the size of the audio features
and video frame features. We use 40×388 and 100×100
input neurons for the auditory and visual input respectively.
Each input is divided into convolution features where a
stride window moves through the input. The convolution
window in the audio modality moves along the tempo-
ral axis. Convolutional windows are applied separately to
each modality. That is, visual and audio modalities have
different configurations in terms of convolutional window
and the number of features and the total excitatory neu-
rons. We have experimented with various configurations on
the validation data and have chosen the best performing
ones which set the window size and the stride size for











excitatory and inhibitory 
layer
Input neurons for 
each feature are 
connected to a 
group of neurons 
in excitatory layer
Inhibitory neurons 
are connected in a 
lateral fashion to 
excitatory neurons
Fig. 2: SNN workflow for FER: LoG filters are applied to raw
input, then the input is processed to create Poisson spikes train, as an
input to the excitatory layer of SNN. The neurons are connected in a
lateral fashion between the excitatory and inhibitory layers.
features is set to 60 for the auditory modality and 60 for the
visual modality. For the SNN network of each modality, the
number of neurons for both excitatory and inhibitory layer
is set as 4000.
The excitatory layer comprises three distinct neuron
groups. The first two groups correspond to each modality.
The third is a multisensory group where integration hap-
pens. The inhibitory layer contains three distinct neuron
groups. Two neuron groups are connected laterally to each
excitatory group for each modality. A third set of connec-
tions is set between excitatory neurons in each modality
to the multisensory excitatory group. There is no direct
link between neurons from unisensory modalities. The main
learning happens in the multisensory convergence area,
receiving inputs from both modalities. We adopt the same
parameter settings for SNN as [63], including the input
firing rates, membrane threshold, and the resting phase
duration.
5.4 Enhancement Model Setup
The input layer is similarly set as the Convergence model
and then connected to a convolution excitatory layer which
is connected to an inhibitory layer with a lateral inhibition,
where neurons are connected to all neurons in the excitatory
layer apart from the one receiving information from. After
processing the visual frames, the audio input is fed to
the network. Both visual and audio layers are connected
through their excitatory layers through a recurrent con-
nection. Speech features, visual features and cross-modal
connections are learned using STDP unsupervised learning.
5.5 Synchrony Model Setup
The input layer is also similarly set as the Conver-
gence model. The only difference is that the convolution
parameters are set differently; that is, for each modality,
the window size is 40 and the number of features is 20.
Although setting feature number to a higher value and
smaller convolutional window would increase the accuracy,
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we have chosen the above setting due to computational
power limitations.
The audio input is fed to the network after a 5ms delay.
This is to model the natural temporal lag between visual
and auditory sensory inputs in the brain [76]. Recurrent
connections between modalities are applied at the excitatory
layer. This enables the cross-talk between audio and vi-
sual modalities and help simulate multisensory interaction
where modalities influence each other during the learning
process. For example in Figure 3, we can see that excita-
tory neurons for visual and auditory modalities that spike
together within the same temporal window are connected
and thus their recurrent connection will be strengthened.



















Excitatory spikes per neuron (Audio)
Fig. 3: Example of neuron output response and spike plot,
showing cross-talk interaction between excitatory neurons
of visual and auditory modalities
Taking the excitatory neurons with their location, time
of spiking and modality, we construct a neural synchrony
graph. The constructed graph on RAVDESS dataset consists
of 814 sub-graphs and 130008 nodes in total. On the eNTER-
FACE’0 5 dataset we have obtained 1260 sub-graphs and
201600 nodes in total. After obtaining the basic structure
for each graph we prepare the input for the GCN. We have
trained a three-layer GCN with semi-supervised learning
and have initialised the weights randomly [69]. We use
Adam optimisation and a learning rate of 0.0001. These
hyper-parameters are chosen after experimenting with vari-
ous learning rate starting from 0.01. We use hidden layers of
64 units in the second and third layer. We train the network
for 500 epochs with a dropout rate of 0.5.
There exists various evaluation methodologies such
as stratified train-test data split [77], n-fold cross valida-
tion [78], and leave-one-user-out [39]. In this work, we
opt for the first approach; that is, randomly shuffling and
splitting the data into 60% for training, 20% for validation
and 20% for testing. We run the process 10 times and report
the averaged accuracy.
6 RESULTS AND DISCUSSION
In this section, we seek to answer the following three ques-
tions:
• Which integration model is most effective for multisen-
sory integration?
• Does the bio-inspired multisensory integration exhibit
better generalisation capability compared to the state-
of-the-art machine learning and/or deep learning tech-
niques; that is, training on one dataset and test on another
dataset?
• Does the bio-inspired multisensory integration present
better robustness to noise; that is, the accuracy of recog-
nising emotions will not be compromised when noise is
introduced in each signal modality?
6.1 Effectiveness in Multisensory Emotion Recognition
Our first experiment is to assess the effectiveness of our
three integration models in multisensory emotion recogni-
tion. First a baseline CNN is designed for visual and audio
signal respectively. Each network is designed with three
convolution layers, followed by a max pooling layer. Then
we develop both early and late fusion models. In the early
fusion model, features from both modalities are concate-
nated and represented as an input to a three-layer multi-
perceptron classifier using a simple cross-entropy loss. In the
late fusion model, the decisions (i.e, the confidence outputs
from each modality) are used as input to a fully connected
layer for prediction in a stacked manner [79].
TABLE 2: Comparison of accuracy on emotion recognition
on the RAVDESS dataset.
RAVDESS eNTERFACE'05
Model Feature Extraction Fusion Accuracy (%) Model Feature Extraction Fusion Accuracy (%)
Synchrony LoG, MFCC, SNN Synchrony with GCN 98.3 Synchrony LoG, MFCC, SNN Synchrony with GCN 96.8
Enhancement LoG, MFCC, SNN Cross-modal enhancement with SNN 73.3 Enhancement LoG, MFCC, SNN Cross-modal enhancement with SNN 83.3
Convergence LoG, MFCC, SNN Convergence with SNN 81.3 Convergence LoG, MFCC, SNN Convergence with SNN 83.3
CNN (Early) CNN CNN 81.0 CNN (Baseline) CNN CNN 79.0
CNN (Late) CNN Majority voting at decision level 81.0 CNN (Late) CNN Majority voting at decision level 83.0
TABLE 3: Comparison of accuracy on emotion recognition
on the eNTERFACE’05 dataset.
RAVDESS eNTERFACE'05
Model Feature Extraction Fusion Accuracy (%) Model Feature Extraction Fusion Accuracy (%)
Synchrony LoG, MFCC, SNN Synchrony with GCN 98.3 Synchrony LoG, MFCC, SNN Synchrony with GCN 96.8
Enhancement LoG, MFCC, SNN Cross-modal enhancement with SNN 73.3 Enhancement LoG, MFCC, SNN Cross-modal enhancement with SNN 83.3
Convergence LoG, MFCC, SNN Convergence with SNN 81.3 Convergence LoG, MFCC, SNN Convergence with SNN 83.3
CNN (Early) CNN CNN 81.0 CNN (Early) CNN CNN 79.0
CNN (Late) CNN Majority voting at decision level 81.0 CNN (Late) CNN Majority voting at decision level 83.0
Table 2 and 3 compare the accuracy on emotion recogni-
tion between convergence, enhancement, and synchrony mod-
els with the above two CNN baselines. On the RAVDESS
dataset, the Synchrony, Enhancement, and Convergence mod-
els have achieved an overall accuracy of 98.3%, 73.3%, and
81.3% respectively. GCN has demonstrated as a powerful
tool of learning synchrony patterns of neuron activities,
which has resulted in the highest accuracy. Even as an
unsupervised learning technique, the convergence and en-
hancement has achieved higher and comparable accuracy
to the other supervised learning techniques. For example,
Ghaleb et al. [42] employed the 10-fold cross validation
and reported an accuracy of 67.7% with a sequence-based
classification.
On the eNTERFACE’05 dataset, the Synchrony, Enhance-
ment, and Convergence models have achieved an accuracy
of 96.8%, 86.3% and 80.1%. Zhang et al. [21] employed the
leave-one-subject-out evaluation and achieved an accuracy
of 85.9% on a frame-based classification. Their approach
enables feature learning in a multisensory way and quickly
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translates the non-linear relationship between both modali-
ties. However, the input data is segmented into several tem-
poral intervals, which could lead to missing information.
Noroozi et al. [80] reported 99.9% on the eNTERFACE’05
dataset, however, the accuracy is only measured on a small
number of selected representative frames and thus their
result is not comparable with ours and other techniques pre-
sented. They use supervised learning approach to perform
late fusion on the decisions and confidence scores obtained
from the visual and audio modalities.
In summary, we consider the three proposed integration
models perform better and comparable to the state-of-the-
art techniques, as they capture the dynamics and interac-
tions between different modalities. The Synchrony model
works best as it is supervised learning and also more im-
portantly, it captures the most complex interactions between
signals. Each modality influences the other during the learn-
ing process using connections between them. SNN enables
capturing of multisensory learning through connections be-
tween audio and visual neuron groups. The Convergence and
Enhancement models produce similar accuracy, and both
are unsupervised learning and do not focus on learning
interactions. With the help of GCN, Synchrony is able to
model and learn synchrony patterns of neuron groups and
enable multisensory emotion recognition across them. How-
ever, different from Convergence, Enhancement, and the other
state-of-the-art models [39] that employ end-to-end train-
ing, Synchrony decouples the feature extraction via SNN
from the classification via a GCN. This is necessary in our
current design in that it would be difficult to build and
converge the graph when both visual and auditory features
are keeping updating. However, end-to-end training might
help improve the accuracy further and we will look into
ways to do so.
6.2 Cross-Dataset Generalisation Experiments
To assess the generalisation capability, we run cross-dataset
experiments; that is, we train on one dataset and test on the
other. Table 4 compares the accuracy between 3 integration
models and a CNN baseline on 4 settings: train on RAVDESS
and test on RAVDESS and eNTERFACE’05 respectively; and
train on eNTERFACE’05 and test on eNTERFACE’05 and
RAVDESS respectively. When the train and test datasets are
the same, we adopt the random stratified train/test split
evaluation methodology and use the results reported in
Table 2 and 3.
TABLE 4: Generalisation results (accuracy in %) on cross-
dataset experiments
Train
Test RAVDESS eNTERFACE'05 eNTERFACE'05 RAVDESS
Synchrony 98.3 90.0 96.8 77.8
Enhancement 83.3 43.2 86.3 65.7
Convergency 81.3 44.9 80.1 77.4
CNN (Early) 81.0 19.0 79.0 20.0
CNN (Late) 81.7 18.6 83.0 18.0
 RAVDESS eNTERFACE'05
Neural synchrony exhibits a superior generalisation ca-
pability than the other models. When training on RAVDESS
and testing on eNTERFACE’05, the Synchrony model
achieves the highest accuracy of 90%, in comparison to
the Enhancement model (43.2%), the Convergence model
(44.9%), and the CNN baselines (19% and 18.6%). When
training on eNTERFACE’05 and testing on RAVDESS, the
Synchrony model also achieves the highest accuracy of
77.8%, while the Enhancement model (65.7%), the Conver-
gence model (77.4%), and the CNN baselines (20.0% and
18.0%). The big difference between the Synchrony model
and the baseline models shows that having constant cross-
talk drives better performance compared to the CNN base-
lines with feature concatenation and decision integration.
The baseline models are unable to generalise learnt features
to a completely different dataset. The Synchrony model
performs very well in generalisation tasks compared to
the other presented models. Exploiting constant cross-talk,
temporal synchrony and semantic similarity enables better
feature learning.
Figure 4 presents the confusion matrices on the Syn-
chrony, Enhancement, Convergence, and CNN models when
trained on RAVDESS and tested on eNTERFACE’05. The
performance of the CNN baselines drop significantly. For
example, the highest accuracy achieved by the early fusion
model is only 33.6% on the class ‘surprised’, and most
classes are misclassified as ‘surprised’. A potential reason
could be that this class exhibits more distinctive facial
features than the other emotional states. The accuracy on
the Enhancement model degrades as well as they tend to
bias towards the ‘angry’ class. Both Convergence and Syn-
chrony models behave more stably. In particular, the Syn-
chrony model can still maintain 100% accuracy on 3 classes
and less diverse false positive rates on the other classes.
In summary, the bio-inspired integration models exhibit
good generalisation capability through these cross-dataset
evaluation. Here each dataset presents different subjects,
ethnic groups, facial dimensions and characteristics; for
example, different shapes and sizes of key facial regions
like eyes or mouth or even data acquisition conditions [81].
The proposed models can learn inherent features and in
particular the Synchrony model on characterising cross-talk
between modalities enhances the generalisation capabilities
to learn more robust features. The performance of cross-
dataset experiments might be further improved via transfer
learning; that is, fine-tuning the model previously trained on
on dataset with a small number of data in the other dataset.
6.3 Robustness Experiments
Here we have experimented the sensitivity and robustness
of the proposed three models compared to the state-of-the-
art models to add noise for both audio and visual data.
Various types of noise have been used in the literature
to assess the sensitivity of models for image recognition
tasks, including colours changing, salt and pepper noise and
Gaussian noise [82]. Noise degradation is also used to assess
the sensitivity of different CNN models (ALexNet, VGG,
and Googlenet) [82]. We have experimented with different
intensity parameters of salt and pepper noise degradation
ranging from 0 to 0.5. Salt and pepper noise represent in-
tensity and sparse disturbances to an image where original
pixels are randomly replaced with black and white pixels.
After 0.5 noise intensity, we have noticed that the image is
completely covered, thus not useful to get more insight of
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Fig. 4: Comparison of confusion matrices on the Synchrony, Enhancement, Convergence, and CNN models when trained on
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Fig. 5: Comparison of accuracy on emotion recognition in
video noise experiments
the performance. However, we did not see much change on
the recognition accuracy from 0.3 to 0.5 therefore a higher
level of noise is chosen to demonstrate and evaluate the
robustness to visual noise.
Figure 5 compares the accuracy of emotion recognition
in video noise experiments. The CNN baselines obtain the
lowest accuracy for all degrees of noise with the lowest
accuracy for the noise probability of 0.8 with only 22% and
18% on RAVDESS and 27% and 25% on eNTERFACE’05.
The Convergence model has a drop in accuracy compared
to the Enhancement and Synchrony models. Although the
drop in accuracy is not as big as in the baseline models, it
still performs less than the other two models. Enhancement is
less affected by visual noise than the other models, as its
accuracy remained stable with the largest drop only being
0.6% on RAVDESS and 10% on eNTERFACE’05. This is
because of the architecture type of the model and type
of connections between the auditory and visual neurons
group. Connection from visual to auditory are set at an
early level. The noise applied on visual modality alone
did not affect the overall accuracy and the network, as the
classification decision relied mainly on the auditory part.
For the audio data, we experiment three levels of audio
noise with different power spectrum noises such as white,
pink and brown noise. The white noise is characterised by
a flat frequency spectrum, where the noise has an equal
power spectrum. Thus the white noise represents a flat
power. The pink noise has equal power in bands that are
proportionally wide and the brown noise has higher energy
at lower frequencies. These three levels of noise are used
in speech recognition tasks to test the effect of noise in
real-word error rate [83]. Figure 6 compares the accuracy
of emotion recognition in audio noise experiments. All
model accuracy decreases when applying white, pink and
brown noise to the test data. The pink noise triggers more
degradation than the other two types of noise, where the
CNN baselines experience the worst drop (63%) and the
integration models follow the same pattern. This is inline
with the other findings [84].
Concerning individual labels, confusion matrices in Fig-
ure 7 show a sample of individual class accuracy when
Brown noise is applied. Again the CNN baselines are
significantly affected by the noise; i.e., the best accuracy
on the early fusion model that can be achieved is 48%
and on the ‘surprised’ class. In comparison, the three pro-
posed models can still maintain high accuracy, especially
the Convergence and Enhancement models that achieve the
averaged accuracy 78.1% and 76.6% respectively. The Syn-
chrony model is biased towards ‘surprised’ class and fails to
recognise ‘sad’.
In addition, we experiment on a mixed noise experiment.
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Fig. 6: Comparison of accuracy on emotion recognition in
audio noise experiments
Figure 8 presents the accuracy when 0.2 salt and pepper
noise is added on image frames and white noise is added
on audio. The result is consistent with the previous results
that our models outperform the CNN baseline models and
the accuracy of Synchrony can degrade more than the other
two integration models.
In summary, multisensory integration through neural
synchrony does not produce the best accuracy for the three
types of noise applications with a shallow drop in overall
accuracy compared to the other models. This is mainly due
to the nature of its implementation and being based in graph
and adjacency matrix. Testing on noisy data is computa-
tionally costly as a new graph architecture is created for
each new type of noise dataset. Creating a new graph when
adding new subgraphs or nodes is due to the limitation of
graph network with spectral learning, where it is needed to
reload the whole graph when adding new subgraphs.
7 CONCLUSION AND FUTURE WORK
This paper describes novel bio-inspired architectures and
methods for multisensory integration with applications in
audio-visual social signals of emotions. The evaluation re-
sults show that by adopting bio-inspired models with un-
supervised and semi-supervised learning, we can achieve
more accurate multisensory integration. Translating the in-
teractions between modalities facilitates the interpretation
of multisensory integration, thus producing better accuracy,
generalisation and robustness to noise.
The proposed models focus on emotional state classi-
fication in an unsupervised learning manner. It would be
beneficial to extend them to predict numerical emotional
states; i.e., a score in the circumplex model [85]. We will
explore ways to design the models for the regression prob-
lem. In the future, we will also look into how to combine
these three models in a similar way that the brain does.
This operation is particularly useful for integrating various
sensory modalities as opposed to bimodal integration. Also
the model can be extended to include other modalities
such as body gesture or verbal speech information. Then
more complex permutations of interaction will need to be
explored. The high complexity has been a concern for using
SNN in real-time applications [10], [86], and we will explore
solutions to improve the computational efficiency.
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Comparison of accuracy on mixed audio-visual noise experiments
Synchrony Early enhancement Convergence CNN (Early) CNN (Late)
Fig. 8: Comparison of accuracy of Synchrony, Enhancement,
Convergence and CNN baseline models on a mixed noise
experiment (0.2 salt and pepper noise and white audio
noise)
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