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Kurzdarstellung
Wir wenden die Zufallsmatrixtheorie auf den Lindblad-Superoperator L, d.h. den linearen
Superoperator der Lindblad-Gleichung an und untersuchen die Verteilung und die Kor-
relationen der Eigenwerte von L zur Charakterisierung der Dynamik komplexer offener
Quantensysteme. Zufallsmatrixensembles für L werden über Ensembles hermitescher und
positiver Matrizen definiert, die alle freien Koeffizienten der Lindblad-Gleichung enthal-
ten. Wir bestimmen Mittelwert und Breiten der Verteilung der von Null verschiedenen
Eigenwerte von L in der komplexen Ebene und zeigen, wie diese Verteilung von den Ver-
teilungen und Korrelationen der Eigenwerte der Koeffizientenmatrizen abhängt. In vielerlei
Hinsicht ähneln die Ensembles für L dem Ginibreschen orthogonalen Ensemble. Beispiels-
weise finden wir das gleiche Abstoßungsverhalten zwischen benachbarten Eigenwerten. Alle
Ergebnisse werden mit denen einer früheren Zufallsmatrixanalyse von Ratengleichungen
verglichen.
Abstract
Random matrix theory is applied to the Lindblad superoperator L, i.e., the linear superope-
rator of the Lindblad equation. We study the distribution and correlations of eigenvalues
of L to characterize the dynamics of complex open quantum systems. Random matrix
ensembles for L are given in terms of ensembles of hermitian and positive matrices, which
contain all free coefficients of the Lindblad equation. We determine mean and widths of
the distribution of the nonzero eigenvalues of L in the complex plane and show how this
distribution depends on the distributions and correlations of eigenvalues of the matrices of
coefficients. In many respects the ensembles for L resemble the Ginibre orthogonal ensem-
ble. For instance, we find the same repulsion characteristics for neighboring eigenvalues.
All results are compared to an earlier work on random matrix theory for rate equations.
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1 Einleitung
Die Theorie offener Quantensysteme ist zentral für unser Verständnis physikalischer Ge-
setzmäßigkeiten. Zum einen bildet die Quantentheorie gemeinsam mit der Allgemeinen
Relativitätstheorie das Fundament der gegenwärtigen theoretischen Physik, zum anderen
steht letztlich jedes Quantensystem in Wechselwirkung mit seiner Umgebung und muss
folglich als offen betrachtet werden. Die Effekte dieser Wechselwirkung sind vielfältig und
spielen für viele Anwendungen der Quantentheorie eine Rolle [1].
Da eine mikroskopische Beschreibung der Freiheitsgrade der Umgebung i.A. nicht oder
nur teilweise möglich ist, hat man seit Mitte des 20. Jahrhunderts versucht, effektive Be-
schreibungen der Dynamik offener Quantensysteme zu finden. Als vielfach nützlich hat sich
der Zugang über eine Zeitentwicklungsgleichung für den Dichteoperator des offenen Sys-
tems erwiesen. In dieser sogenannten Quantenmastergleichung äußert sich die Kopplung
von System und Umgebung in dissipativen Beiträgen. Zudem führt die Wechselwirkung
zum Auftreten von Gedächtniseffekten. Vernachlässigt man diese, d.h. nimmt man an, dass
die Zeitentwicklung des Zustands des offenen Quantensystems Markovsch ist, dann nimmt
die Quantenmastergleichung eine relativ einfache Form an, die 1976 von Lindblad [2] für
separable und von Gorini et al. [3] für endlichdimensionale System-Hilberträume bestimmt
wurde und als Lindblad-Gleichung bekannt ist. Anwendungen findet man in vielen Berei-
chen der Physik [4–7]; in jüngerer Zeit wurden beispielsweise der elektronische Transport
durch Quantenpunkte [8] und die Funktionsweise photosynthetischer Komplexe [9] mithilfe
von Lindblad-Gleichungen untersucht.
Die in der Lindblad-Gleichung vorkommenden Koeffizienten sind durch die Wechselwir-
kung des Systems mit dessen Umgebung bestimmt. Für komplizierte Gesamtsysteme kann
die Berechnung dieser Koeffizienten aus mikroskopischen Modellen selbst bei niedriger Di-
mension des System-Hilbertraums praktisch unmöglich sein [10]. Diese Ausgangslage erin-
nert an jene für Hamilton-Operatoren schwerer Atomkerne, die sich aufgrund ihrer Komple-
xität nicht explizit bestimmen und auch nicht durch für schwach wechselwirkende Systeme
entwickelte Näherungsverfahren vereinfachen lassen. Um zumindest statistische Eigenschaf-
ten der gemessenen Anregungsspektren der Kerne wie die Verteilung der Abstände benach-
barter Niveaus zu verstehen, kam Wigner 1955 auf die Idee, die Hamilton-Operatoren der
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Kerne durch zufällige hermitesche, die Symmetrien des Systems respektierende Matrizen
zu modellieren [11]. Die statistischen Eigenschaften der Eigenwerte dieser Matrizen sollten
dann jene der gemessenen Spektren widerspiegeln und tatsächlich ergaben sich, insbeson-
dere für die erwähnten Abstandsverteilungen, beachtliche Übereinstimmungen [12, 13]. In
der mathematischen Statistik wurden Zufallsmatrizen bereits 1928 durch Wishart einge-
führt [14], größere Aufmerksamkeit wurde ihnen allerdings erst durch die beschriebene
Anwendung in der Kernphysik zuteil. Später hat die Zufallsmatrixtheorie Anwendung in
vielen Bereichen gefunden, so beispielsweise in der Theorie des Quantenchaos [15–17], der
Quantenchromodynamik [18, 19] oder beim Studium dynamischer Netzwerke [20, 21] und
auch als eigenständige mathematische Disziplin ist sie ein aktuelles Forschungsfeld [22–24].
Wir wollen die Lindblad-Gleichung mithilfe der Zufallsmatrixtheorie untersuchen. Dazu
sei Folgendes vorangestellt. Die Lindblad-Gleichung hat die abstrakte Form _ = L , wo-
bei  den Dichteoperator des offenen Quantensystems und  7! L  eine lineare Abbildung
darstellt; L ist der sogenannte Lindblad-Superoperator. Hat der Hilbertraum des Systems
die Dimension N , dann lässt sich  als komplexe N N -Matrix darstellen. Schreibt man
die N2 Elemente dieser Matrix als Vektor, betrachtet  also als Element von CN2 , so lässt
sich L als komplexe N2N2-Matrix darstellen. Die Eigenwerte dieser Matrix charakterisie-
ren die Zeitentwicklung des Zustands des Systems, denn sie beschreiben die exponentielle
Dämpfung und die Oszillationen verschiedener Anteile eines gegebenen Anfangszustands:
Ist  ein solcher Anteil und Eigenvektor von L zum Eigenwert , so gilt _ = L  = ,
d.h. (t) = et (0). Fundamentale Gesetze der Quantentheorie schränken die mögliche
Form von L ein [2, 3], die verbleibenden freien Parameter sind allerdings, wie gesagt, i.A.
nicht bekannt. Um für den Fall eines unbekannten Lindblad-Superoperators zu wissen, wie
die Zeitentwicklung von  typischerweise aussieht, wählen wir die freien Parameter zufällig,
d.h. wir machen einen Zufallsmatrixansatz für L und bestimmen statistische Eigenschaften
der Eigenwerte von L.
Die Idee dieses Vorgehens stammt aus [10], wo Systeme von Ratengleichungen zufalls-
matrixtheoretisch untersucht wurden. Letztere beschreiben im quantentheoretischen Kon-
text die Zeitentwicklung der Besetzungswahrscheinlichkeiten eines Satzes reiner Zustände
des System-Hilbertraums und lassen sich unter bestimmten Bedingungen aus Lindblad-
Gleichungen herleiten. Wir bemühen uns also um eine Erweiterung der Erkenntnisse aus
[10] und werden unsere Ergebnisse auch stets mit den entsprechenden Ergebnissen für
Ratengleichungen vergleichen.
Die Arbeit ist folgendermaßen gegliedert. Im zweiten Kapitel befassen wir uns detailliert
mit der Lindblad-Gleichung. Wir besprechen mit Quantenmastergleichungen und quanten-
dynamischen Halbgruppen den theoretischen Hintergrund der Gleichung und erläutern die
3Markov-Eigenschaft der Lindbladschen Dynamik. Anschließend beleuchten wir die Glei-
chung selbst und ihre Beziehung zu Ratengleichungssystemen. Das dritte Kapitel dient zur
Einführung in die Zufallsmatrixtheorie. Hier diskutieren wir wichtige Begriffe der Spek-
tralstatistik und die Eigenschaften einiger Zufallsmatrixensembles. Im vierten Kapitel be-
reiten wir die Anwendung der Zufallsmatrixtheorie auf den Lindblad-Superoperator vor.
Dazu bestimmen wir eine explizite Darstellung von L als Tensor vierter Stufe, (Lmnpq), und
formalisieren die Transformation dieses Tensors in eine Matrix (L). Für (L) definie-
ren wir verschiedene Zufallsmatrixensembles und studieren die Spektralstatistik von deren
Grundbausteinen – Zufallsmatrixensembles hermitescher und positiver Matrizen. Zudem
zeigen wir, welche generellen Eigenschaften das Spektrum von L hat. Im fünften Kapitel
schließlich studieren wir die Spektralstatistik der zuvor definierten Zufallsmatrixensembles
für den Lindblad-Superoperator. Das sechste Kapitel dient zur Zusammenfassung unserer
Ergebnisse und zur Diskussion sich aufdrängender, unbeantworteter Fragen.
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2 Offene Quantensysteme und
Lindblad-Gleichung
In diesem Kapitel führen wir zunächst die Begriffe des offenen Quantensystems und der eng
damit verknüpften Quantenmastergleichungen ein, um uns anschließend den quantendyna-
mischen Halbgruppen zuzuwenden. Letztere bilden die Grundlage der Lindblad-Gleichung,
die wir am Ende des Kapitels einführen und diskutieren wollen.
2.1 Quantenmastergleichungen
Abb. 2.1: Schematische Darstellung eines offenen Quantensystems.
Dieser Abschnitt folgt im Wesentlichen den Ausführungen von Breuer und Petruccio-
ne [1]. Beginnen wollen wir mit dem Begriff des offenen Quantensystems. Als solches be-
zeichnet man ein physikalisches System, das quantentheoretisch beschrieben wird und das
offen ist, d.h. das mit einer Umgebung in Wechselwirkung steht. Die Bezeichnung „of-
fen“ ist dabei so weit zu verstehen, wie dies in der Thermodynamik üblich ist, d.h. es ist
jegliche Art von Wechselwirkung bzw. Austausch mit der Umgebung zugelassen. Letzte-
re wird üblicherweise ebenfalls als Quantensystem beschrieben und bildet gemeinsam mit
dem offenen Quantensystem ein abgeschlossenes Quantensystem (siehe Abbildung 2.1).
Der (separable) Hilbertraum H des Gesamtsystems ist als Tensorprodukt H = Hs
Hu
von System-Hilbertraum Hs und Umgebungs-Hilbertraum Hu gegeben. Eine mikroskopi-
sche Beschreibung der Dynamik des offenen Systems startet beim Hamilton-Operator H
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des Gesamtsystems
H = Hs 
 Iu + Is 
Hu +Hww; (2.1)
wobei Hs und Hu die freien Hamilton-Operatoren von System und Umgebung bezeichnen
und Hww deren Wechselwirkung beschreibt. Während die Dynamik des (abgeschlossenen)
Gesamtsystems unitär ist, d.h. über eine Schrödingergleichung oder allgemeiner eine von-
Neumann-Gleichung
_ =  i[H; ] (2.2)
für den Dichteoperator  des Gesamtsystems gegeben ist,1 kann man für den reduzierten
Dichteoperator
s = Tru  (2.3)
nicht von einer solchen Zeitentwicklung ausgehen;2 siehe dazu die Diskussion zu Beginn
des nächsten Abschnitts. Hier und im Folgenden bezeichnet Tru die partielle Spur über
die Freiheitsgrade der Umgebung. Sie bildet Dichteoperatoren auf H, d.h. Zustände des
Gesamtsystems, auf Dichteoperatoren auf Hs, d.h. Zustände des offenen Systems ab. Mit
der Spurklasse von H (für eine Definition siehe Abschnitt 2.2.1) als Definitionsbereich ist
sie als lineare Abbildung eindeutig durch die Eigenschaft
Tr[(A
 Iu)] = Tr[ATru ] (2.4)
für beschränkte Operatoren A auf Hs bestimmt. (Auf der rechten Seite der Gleichung wird
nur über Hs gespurt.) Gleichung (2.4) zeigt die Relevanz von s, denn jede Observable
A des Systems hat als Operator auf dem Gesamt-Hilbertraum die Gestalt A 
 Iu und
Tr[(A 
 Iu)] ist der Erwartungswert der Observablen für ein Gesamtsystem im Zustand
, d.h. die Kenntnis von s erlaubt die Berechnung der Erwartungswerte aller Observablen
des Systems. Somit ist die Zeitentwicklung des reduzierten Dichteoperators – die reduzierte
Dynamik – von zentralem Interesse für die Theorie offener Quantensysteme. Man erhält
sie beispielsweise, indem man auf beiden Seiten der von-Neumann-Gleichung partiell über
die Umgebung spurt:
_s =  iTru[H; ]: (2.5)
In praxi kann man es jedoch nicht bei dieser Beziehung belassen, denn auf der rechten
Seite steht der Gesamtzustand, d.h. zur Bestimmung der reduzierten Dynamik auf diese Art
muss das Gesamtsystem zeitentwickelt werden, was typischerweise unmöglich und auch gar
1Wir setzten stets ~ := 1.
2Man betrachtet von vornherein Dichteoperatoren, d.h. gemischte Zustände, da s selbst bei einem reinen
Gesamtzustand i.A. gemischt ist.
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nicht von Interesse ist. Folglich haben sich viele Wissenschaftler mit dem Problem befasst,
obige exakte Gleichung geschickt umzuformulieren oder durch verschiedene Näherungen
zu vereinfachen – insbesondere mit dem Ziel, eine dynamische Gleichung zu finden, in
die nur s eingeht [25–27]. Solche Gleichungen heißen Quantenmastergleichungen und die
Lindblad-Gleichung ist ein Beispiel dafür [2,3]. Im folgenden Abschnitt diskutieren wir ihre
Grundlagen.
2.2 Markov-Prozesse und Halbgruppentheorie
Eine wesentliche Eigenschaft der reduzierten Dynamik ist, dass sie i.A. nicht Markovsch
ist [1]. Das bedeutet insbesondere, dass die Änderung des Systemzustands zu einem be-
stimmten Zeitpunkt nicht allein durch den Systemzustand zu diesem Zeitpunkt gegeben
ist. Stattdessen führt die Wechselwirkung des Systems mit der Umgebung i.A. zu einer re-
duzierten Zeitentwicklung mit „Gedächtnis“, d.h. jede Zustandsänderung ist abhängig von
der gesamten Vergangenheit des Zustands. Man kann sich das wie folgt vorstellen. Ändert
sich der Systemzustand, so hat diese Änderung Auswirkungen auf die Umgebung, d.h. die
Umgebung ändert sich aufgrund der Änderung des Systems. Diese Änderung der Umge-
bung hat nun wiederum (bei einer echten Wechselwirkung) zu allen späteren Zeitpunkten
Auswirkungen auf das System. Effektiv entsteht also eine Feedbackschleife.
Man kann diese Gedächtniseffekte genau studieren. Mithilfe einer Projektionsoperator-
technik lässt sich eine exakte Quantenmastergleichung gewinnen, die lokal in der Zeit ist
– die sogenannte time-convolutionless master equation [28]. Sie lässt sich nach der Stärke
der Kopplung zwischen System und Umgebung entwickeln. In jeder Ordnung der Kopp-
lungsstärke ist die Dynamik durch einen lokalen, aber zeitabhängigen Generator gegeben.
Diese Zeitabhängigkeit ist der Ursprung der nicht-Markovschen Dynamik [1].
Ist die Umgebung allerdings sehr vergesslich, d.h. sind dessen Autokorrelationszeiten
klein im Vergleich mit den typischen Zeitskalen des Systems, kann näherungsweise auf die
Beachtung der Gedächtniseffekte verzichtet und die reduzierte Dynamik als Markovsch an-
genommen werden. Dann spricht man von Quanten-Markov-Prozessen, deren theoretische
Grundlage die quantendynamischen Halbgruppen bilden [29–31], mit denen wir uns nun
befassen wollen.
2.2.1 Quantendynamische Halbgruppen
Um die Lindblad-Gleichung herzuleiten, benötigen wir das Konzept der quantendynami-
schen Halbgruppen und dazu das der dynamischen Abbildung. Letztere ist aus der Theorie
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dynamischer Systeme bekannt. Wir wollen ab sofort von einer homogenen, d.h. zu allen
Zeiten gleichen Zeitentwicklung des reduzierten Dichteoperators ausgehen, können als An-
fangszeit also o.B.d.A. t = 0 wählen. Es sei s(t) der Systemzustand zum Zeitpunkt t.
Dann ist die Familie dynamischer Abbildungen  t, t  0 über
s(0) 7! s(t) =:  t[s(0)] (2.6)
definiert. Sie lässt sich über die Zeitentwicklung des Gesamtsystems explizit gewinnen:
Da sich letzteres gemäß einer von-Neumann-Gleichung zeitentwickelt, gibt es eine Familie
unitärer Abbildungen Ut, t 2 R, sodass
(t) = Ut (0)U
y
t (2.7)
gilt. Diese Familie hat (im angenommenen zeithomogenen Fall) eine Gruppenstruktur,
d.h. es gilt U0 = I, U t = U 1t und Us+t = Us Ut für s; t 2 R. Nehmen wir an, dass (0)
unkorreliert, also als Produktzustand (0) = s(0) 
 u vorliegt. Dann folgt aus (2.7) die
Beziehung
s(t) = Tru
h
Ut(s(0)
 u)U yt
i
; (2.8)
woraus sich für ein festes u die Familie dynamischer Abbildungen  t ergibt. Offenbar sind
diese linear und bilden Dichteoperatoren auf Dichteoperatoren ab.
Anders als die Familie der Ut trägt die der  t keine natürliche Gruppenstruktur. Die
Annahme einer solchen bzw. genauer der Halbgruppeneigenschaft
 s+t =  s  t; s; t  0 (2.9)
definiert die Markov-Näherung und macht die Ausprägung eines Gedächtnisses unmöglich
[1]. Die Annahme einer Halbgruppe statt einer Gruppe entspricht dem Wunsch, irreversible
Prozesse zu beschreiben. Die Halbgruppeneigenschaft ist offenbar eine stärkere Eigenschaft
als zeitliche Homogenität, denn aus (2.9) folgt, dass die Zeitentwicklung ab einem beliebigen
Zeitpunkt t > 0 der ab t = 0 gleicht. Fordert man nun noch eine gewisse Stetigkeit der
Dynamik, so lässt sich diese mit der Axiomatik quantendynamischer Halbgruppen nach
Ingarden und Kossakowski [32] beschreiben, in die wir nun einführen wollen.
Dazu benötigen wir einige Notationsfestlegungen. Wir verzichten ab jetzt auf die Sub-
skripte, da wir uns nur noch mit dem (offenen) System beschäftigen werden. Es ist al-
so H der separable Hilbertraum des Systems mit Skalarprodukt h  j  i und induzierter
Norm k  k,  der Dichteoperator des Systems und mit Tr ist eine Spurbildung über H ge-
meint. Es sei B(H) die Menge der beschränkten Operatoren auf H mit der Operatornorm
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kAk1 = inffc  0: 8' 2 H : kA'k  c k'kg und T (H) = f 2 B(H) : kk1 < 1g die
Spurklasse, wobei kAk1 = Tr
p
AyA die Spurnorm3 und
p  die (eindeutige) Wurzel eines
positiven Operators bezeichnet. A 2 B(H) heißt positiv, kurz A  0, wenn für alle ' 2 H
die Ungleichung h' jAj'i  0 gilt.4 Weiter sei L1(H) = f 2 T (H) :  = yg als Vektor-
raum über R definiert5 und L1+(H) = f 2 L1(H) :   0g sei die Menge der positiven
Spurklasseoperatoren auf H. Den Zuständen entsprechen dann die Elemente von L1+(H)
mit Spur Eins. Nun können wir eine Vorstufe der quantendynamischen Halbgruppen ein-
führen, auf denen die Lindbladgleichung basiert.
Definition 2.1: Eine Familie ( t)t0 linearer Abbildungen auf L1(H) heißt quantendyna-
mische Halbgruppe, wenn gilt:
(i) 8t  0:  t(L1+(H))  L1+(H),
(ii) 8 2 L1+(H); t  0: k tk1 = kk1,
(iii) 8t; s  0:  t s =  t+s,
(iv) 8 2 L1(H) : 8A 2 B(H) : lim
t!0+
Tr[A( t)] = Tr[A].
Die Definition stammt aus [32]. Sie ist, was den Definitionsbereich der  t betrifft, minimal
für eine lineare Axiomatik, die alle Zustände umfasst. Die einzelnen Punkte legen die
verschiedenen Eigenschaften der Markovschen reduzierten Dynamik fest, die wir zuvor
angesprochen hatten: (i) und (ii) sorgen dafür, dass ein Dichteoperator im Laufe der Zeit
ein Dichteoperator bleibt, (iii) ist die Markov-Eigenschaft und (iv) sichert eine stetige
Zeitentwicklung von Erwartungswerten (sogenannte schwache Stetigkeit). Es reicht, die
schwache Stetigkeit bei t = 0 zu fordern, denn durch (iii) setzt sie sich zu allen Zeiten fort.
Man kann nun zeigen, dass die Abbildungen der quantendynamischen Halbgruppe ste-
tig auf (L1(H); k  k1) sind [32, Theorem 1] und diese Eigenschaft bleibt bei einer linearen
Fortsetzung von ( t)t0 auf T (H) genauso wie alle Eigenschaften aus Definition 2.1 er-
halten.6 Diese Fortsetzung ist wichtig, um die quantendynamischen Halbgruppen weiter
zu charakterisieren (siehe nächste Definition), denn damit erhält man den Zugriff auf die
duale Halbgruppe ( t )t0, die die Dynamik im Heisenbergbild, d.h. die Zeitentwicklung
von beschränkten Operatoren auf H beschreibt. Der Zusammenhang der beiden Halbgrup-
pen ist über die Dualität von T (H) und B(H) gegeben: Jedes (bezüglich der Spurnorm)
3(T (H); k  k1) ist ein Banachraum.
4Dies ist auch definierend für die später auftretenden positiven Matrizen.
5Das ist der kleinste Vektorraum, der die Zustände enthält.
6Jeder Operator C 2 T (H) lässt sich als C = A+iB mit A;B 2 L1(H) darstellen und es gilt kAk1  kCk1
und kBk1  kCk1.
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stetige lineare Funktional auf T (H) lässt sich als Tr[A  ] mit einem A 2 B(H) schreiben;
umgekehrt ist Tr[A  ] für jedes A 2 B(H) ein stetiges lineares Funktional auf T (H) [33].
Dies suggeriert eine Identifikation von T (H)0 (dem topologischen Dualraum von T (H),
d.h. dem Raum der stetigen linearen Funktionale auf T (H)) mit B(H) und man kann
zeigen, dass diese Identifikation isometrisch ist, d.h. dass die Funktionalnorm von Tr[A  ]
der Operatornorm von A gleicht. Wir identifizieren also ab sofort T (H)0 mit B(H). Nun
ist  t, wenn fortgesetzt, eine stetige Abbildung auf T (H), d.h. wir können die zu ihr duale
Abbildung  t auf B(H) betrachten. Es gilt der Zusammenhang
Tr[( tA)] = Tr[A( t)]; A 2 B(H);  2 T (H); t  0 (2.10)
und wir erkennen, dass  t die Heisenbergdynamik des Systems beschreibt: Auf der linken
Seite wird durch  t der Operator zeitentwickelt und der Systemzustand bleibt konstant
(Heisenbergbild); rechts wird der Zustand durch  t zeitentwickelt und der Operator bleibt
konstant (Schrödingerbild).
Bleibt man bei der Annahme, dass der Anfangszustand des Gesamtsystems ein Pro-
duktzustand ist, dann kann man zeigen, dass die Abbildungen  t eine weitere Eigenschaft
haben: Sie sind dann nicht nur positiv, sondern vollständig positiv. Zur Erklärung dieses
Begriffes führen wir mit M(N) die Menge der komplexen N  N -Matrizen ein.  t heißt
vollständig positiv, wenn die Abbildung0BB@
A11    A1N
... . . .
...
AN1    ANN
1CCA 7!
0BB@
 tA11     tA1N
... . . .
...
 tAN1     tANN
1CCA ; Aij 2 B(H) (2.11)
auf B(H)
M(N) (das ist das Algebren-Tensorprodukt der C-Algebren B(H) undM(N))
für alle N = 1; 2; : : : positiv ist, d.h. positive Elemente auf positive Elemente abbildet.
Für eine Diskussion des Begriffs siehe [3] und dort angegebene Referenzen. Als erstes
gefunden wurde diese Eigenschaft der reduzierten Heisenbergdynamik von Kraus über das
Konzept der operations [29]; für einen schönen Überblick siehe [1]. Damit können wir nun
die Halbgruppen einführen, die die Grundlage der Lindblad-Gleichung bilden:
Definition 2.2: Sei ( t)t0 eine Halbgruppe gemäß Definition 2.1, fortgesetzt auf T (H).
( t)t0 heißt vollständig positive quantendynamische Halbgruppe, wenn  t für alle t  0
vollständig positiv ist.
Bevor wir mit der Lindblad-Gleichung fortfahren, wollen wir wichtige Eigenschaften
dieser Halbgruppen festhalten und einige Probleme der Axiomatik benennen.
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Satz 2.3: Sei ( t)t0 eine Halbgruppe gemäß Definition 2.2. Dann gilt für alle t  0
(i)  t I = I und  tAy = ( tA)y,
(ii) k tk1 = 1. (Gemeint ist die Operatornorm bezüglich der Spurnorm auf T (H).)
Beweis: Wir benötigen (i) zum Beweis von (ii), der aus [3, Fußnote 4] stammt.
(i) Es sei j'i 2 H beliebig und  := j'i h'j. Da  positiv ist, ist nach Definition 2.1(ii)
auch  t positiv. Weiterhin gilt für  2 L1+(H) die Identität kk1 = Tr , d.h. wir
haben
h' j t Ij'i = Tr[( t I)]
(2.10)
= Tr[ t]
Def. 2.1(ii)
= Tr  = h'j'i = h' jIj'i (2.12)
und


'
 tAy' = Tr[( tAy)] (2.10)= Tr[Ay( t)] = Tr[( t)yA] Def. 2.1(i)= Tr[( t)A]
= Tr[A( t)]
 (2.10)= Tr[( tA)]
 = Tr[( tA)
y]
=


'
( tA)y' ; (2.13)
was zum Beweis der Aussagen reicht, da beschränkte Operatoren auf einem komple-
xen Hilbertraum betrachtet werden.
(ii) Da  t eine per Definition positive und laut (i) unitale *-Abbildung ist, gilt nach [34,
Theorem 3.3] k tk1 = 1. Weil  t dual zu  t ist, gilt k tk1 = k tk1 und damit folgt
die Behauptung.
Probleme der Axiomatik aus Definition 2.2
 Die reduzierte Dynamik wird durch die Markov-Näherung, d.h. die Halbgruppenei-
genschaft der dynamischen Abbildung vereinfacht. Für eine präzise Diskussion der
sie rechtfertigenden physikalischen Bedingungen siehe z.B. [1].
 Die Eigenschaft der vollständigen Positivität der reduzierten Heisenbergdynamik
muss im Falle eines korrelierten Anfangszustands i.A. fallen gelassen werden [35].
In diesem Fall ist das Halbgruppenkonzept aber schon an sich fragwürdig, da in
dessen Rahmen Korrelationen zwischen System und Umgebung grundsätzlich nicht
berücksichtigt werden können.
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 Die Spurerhaltung ist eine Näherung, wenn der volle System-Hilbertraum z.B. zur
numerischen Behandlung beschnitten wird, da dann ein möglicher Wahrscheinlich-
keitsfluss zwischen den berücksichtigten und den vernachlässigten reinen Zuständen
außer Acht bleibt [36].
2.3 Lindblad-Gleichung
Nachdem wir mit den vollständig positiven quantendynamischen Halbgruppen die integra-
le Form jeder zeitlich homogenen, schwach stetigen und Markovschen reduzierten Dynamik
für einen unkorrelierte Anfangszustand eingeführt haben, kommen wir nun zu deren diffe-
renzieller Form. Dazu muss man wissen, dass jede besagter Halbgruppen einen Generator L
besitzt [3], d.h. einen linearen Operator L : T (H)! T (H) mit dichtem Definitionsbereich
D(L), für den gilt
lim
t!0+
L   t 1( t  )1 = 0;  2 D(L) (2.14)
oder in Kurzform
_ = L : (2.15)
Bei der Verwendung letzterer Form darf nicht vergessen werden, dass nur die durch sie
gegebene Vorwärtszeitentwicklung physikalisch ist. Für dimH = N 2 N haben wir die
Identifikation T (H) = B(H) = M(N) und es gilt der Zusammenhang
 t = e
L t (2.16)
mit der Matrixexponentialfunktion, wenn L als Element von M(N2) aufgefasst wird (siehe
auch Kapitel 4).
Die explizite Form von L im endlichdimensionalen Fall wurde von Gorini et al. [3] be-
stimmt:
Theorem 2.4: Ein linearer Operator L : M(N) ! M(N) ist der Generator einer voll-
ständig positiven quantendynamischen Halbgruppe, falls er als
L =  i[H;  ] + 1
2
N2 1X
;=1
c ([L; Ly] + [L  ; Ly]) (2.17)
mit H = Hy, TrH = 0, TrL = 0, TrLyL =  (;  = 1; : : : ; N2  1) und c := (c) 2
M+(N
2   1) geschrieben werden kann. Für ein gegebenes L ist H durch TrH = 0 und die
Matrix c durch die Wahl der L eindeutig bestimmt.
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Hier und im Folgenden bezeichnetM+(N) die Menge aller positiven Elemente vonM(N),
d.h. jener Matrizen P , für die vyPv  0 für alle v 2 CN gilt. Die Gleichung (2.15) mit L
aus Theorem 2.4 ist die Lindblad-Gleichung für N -Niveau-Systeme. Benannt ist sie nach
dem schwedischen Physiker Göran Lindblad, der etwa zeitgleich mit Gorini et al. eine
allgemeinere Version des Theorems 2.4 bewiesen hat [2].
Wir bemerken, dass die Lindblad-Gleichung für c = 0 in die von-Neumann-Gleichung
übergeht. Darum definieren wir mit U :=  i[H;  ] den unitären Teil des Lindblad-Super-
operators7 (LSO) L und mit R := L U dessen Relaxationsteil. Die in R auftauchen-
den spurlosen Operatoren L nennt man Lindblad-Operatoren. Man beachte, dass H i.A.
verschieden vom freien System-Hamilton-Operator Hs ist: Die Wechselwirkung mit der
Umgebung kann zu einer Änderung der Eigenzustände oder einer Verschiebung der Ener-
gieniveaus führen; ein prominentes Beispiel ist die Lamb-Verschiebung für Atome in einem
thermischen Strahlungsfeld [1, 6].
2.3.1 Symmetrie des Lindblad-Superoperators
Der LSO aus Theorem 2.4 unterliegt einer besonderen Forminvarianz [1]: Beachtet man,
dass M(N) 3 A;B 7! TrAyB =: hA;Bi ein Skalarprodukt auf M(N) definiert8 und
dass die Menge der spurlosen Matrizen aus M(N) einen Untervektorraum von M(N)
der Kodimension 1 bildet (als Kern eines von Null verschiedenen linearen Funktionals),
dann ist zu erkennen, dass die Lindblad-Operatoren eine Orthonormalbasis (ONB) dieses
Untervektorraums darstellen. Folglich kann man sich fragen, wie sich der LSO unter einer
(unitären) Transformation zu einer anderen ONB verhält. Es bezeichne Mu(N) die Menge
der unitären Matrizen aus M(N). Sei U 2Mu(N2   1) und sei über
L0 :=
N2 1X
=1
L U , L =
N2 1X
=1
L0 U
y
 =
N2 1X
=1
U L
0
 (2.18)
eine Basistransformation definiert. Dann folgt
N2 1X
;=1
c ([L; Ly]+[L  ; Ly]) =
N2 1X
;;;=1
U y c U ([L
0
;  (L0)y]+[L0  ; (L0)y]): (2.19)
7Man nennt ihn so, da seine Argumente und Bilder bereits Operatoren sind.
8Dies ist das sogenannte Hilbert-Schmidt-Skalarprodukt. Es ist gemäß der Identifikation M(N) = CN2
das Standardskalarprodukt in M(N), denn TrAyB =
PN
i;j=1A

ijBij . Zur Unterscheidung vom Skalar-
produkt in H schreiben wir es mit einem Komma zwischen den Argumenten.
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Somit ist der Relaxationsteil des LSO forminvariant unter simultaner unitärer Transfor-
mation der Lindblad-Operatoren L und der Koeffizientenmatrix c. Da letztere positiv ist,
kann sie diagonalisiert werden, d.h. es existiert stets ein Satz von Lindblad-Operatoren L,
mit dem
L =  i[H;  ] + 1
2
N2 1X
=1
 ([L; Ly] + [L  ; Ly]); (2.20)
mit nichtnegativen Koeffizienten  gilt. Dies ist die „Standardform“ des Lindblad-Super-
operators.
2.3.2 Zusammenhang mit Ratengleichungen
In vielen konkreten Lindblad-Gleichungen wie z.B. der quantenoptischen Mastergleichung
im Falle eines System-Hamilton-Operators, für den weder die Energien noch die Ener-
giedifferenzen entartet sind, hat der LSO die folgende Form [1, 37]: Sind (jni)n=1;:::;N die
Eigenzustände von H, so ist c diagonal bezüglich der Lindblad-Operatoren Dmn := jmi hnj
(nur solche mit m 6= n tauchen auf), d.h. es ist
L =  i[H;  ] + 1
2
X
m 6=n
mn ([Dmn; Dnm] + [Dmn  ; Dnm]): (2.21)
Dieses L führt nun auf ein geschlossenes Zeitentwicklungsgleichungssystem für die Be-
setzungswahrscheinlichkeiten pn := hn jjni der Eigenzustände von H. Die Gleichungen
dieses Systems sind im quantenphysikalischen Kontext als Pauli-Mastergleichungen bzw.
allgemein als Ratengleichungen bekannt und lauten
_pn =
X
m
(nm pm   mn pn); n = 1; : : : ; N: (2.22)
Wir sehen, dass mn die Übergangsrate vom Zustand jni zum Zustand jmi darstellt.
Pauli-Mastergleichungen für die Zeitentwicklung von Niveaubesetzungswahrscheinlich-
keiten können auch aus allgemeineren Lindblad-Gleichungen hergeleitet werden; allerdings
ist dann der Zusammenhang zwischen den Raten in ersteren und den Koeffizienten in letzte-
ren weniger direkt [1]. In jedem Fall jedoch sind sie proportional zueinander. Abschließend
halten wir fest, dass Ratengleichungen als Spezialfälle von Lindblad-Gleichungen angese-
hen werden können; somit versucht sich diese Arbeit an einer Erweiterung der Erkenntnisse
aus [10].
3 Zufallsmatrixtheorie
Da diese Arbeit methodisch auf der Zufallsmatrixtheorie beruht, wollen wir uns nun etwas
mit dieser befassen. Zunächst besprechen wir den Begriff der Zufallsmatrix und erläutern
die wesentlichen Fragen der Theorie. Anschließend stellen wir einige bekannte Zufallsma-
trixensembles vor, auf die wir uns im Weiteren berufen werden.
3.1 Einführung
Als Zufallsmatrix bezeichnet man eine matrixwertige Zufallsvariable. Durch die Festlegung
einer Menge von Matrizen und eines Wahrscheinlichkeitsmaßes auf dieser Menge wird ein
Zufallsmatrixensemble definiert. Üblicherweise, wie auch in dieser Arbeit, werden quadra-
tische Zufallsmatrizen im Hinblick auf ihre Spektren untersucht, d.h. man fragt nach den
statistischen Eigenschaften der Eigenwerte der Matrizen eines Ensembles. Die volle Infor-
mation liefert die mehrdimensionale Verteilung aller Eigenwerte. Sie beschreibt, für ein
Ensemble auf M(N), die Wahrscheinlichkeit, mit der die jeweils N Eigenwerte (gezählt
mit ihren algebraischen Vielfachheiten) der Matrizen des Ensembles N vorgegebene Werte
annehmen und enthält insbesondere sämtliche Korrelationen der Eigenwerte. Meist gefragt
sind jedoch die folgenden beiden eindimensionalen Verteilungen:
1. Die Eigenwertverteilung, in die alle Eigenwerte derselben Matrix mit gleicher Wich-
tung eingehen. Sie beschreibt, wo die Eigenwerte der Matrizen eines Ensembles ty-
pischerweise liegen.
2. Die Abstandsverteilung, in die alle Abstände benachbarter Eigenwerte derselben Ma-
trix mit gleicher Wichtung eingehen, wobei die genaue Definition vom Ensemble
abhängt: Sind die Spektren rein rell, so meint man die euklidischen Abstände aufein-
ander folgender Eigenwerte (N   1 Stück bei N Eigenwerten); bei unitären Matrizen
meint man die Bogenlängen zwischen benachbarten Eigenwerten auf dem Einheits-
kreis (N Stück bei N Eigenwerten); bei Spektren, die statistisch zweidimensionale
Teile der komplexen Ebene füllen, ist der euklidische Abstand zum jeweils nächs-
ten Nachbarn gemeint (N Stück bei N Eigenwerten). Die Abstandsverteilung liefert
16 Zufallsmatrixtheorie
einen Einblick in die Korrelationen der Eigenwerte der Matrizen eines Ensembles.
Je nach Ensemble und Anwendungshintergrund ergeben sich darüberhinaus weitere zu un-
tersuchende Größen. Interessant bei allen ist das Verhalten im Grenzfall unendlich großer
Matrizen. Dieses kann für verschiedene Ensembles übereinstimmen. Vermutlich steht da-
hinter eine Art zentraler Grenzwertsatz/Gesetz der großen Zahl [13].
3.2 Ausgewählte Ensembles
Wir wollen uns nun mit einigen Zufallsmatrixensembles befassen, die für die weitere Arbeit
von Bedeutung sind.
3.2.1 Ginibre-Ensembles komplexer und reeller Matrizen
GinUE
Das unitäre Ensemble nach Ginibre (GinUE) [38] ist das Standardensemble für allgemei-
ne Matrizen aus M(N). Die Real- und Imaginärteile aller Matrixelemente werden dabei
unabhängig und identisch normalverteilt mit Mittelwert Null und Standardabweichung 
angesetzt. Es hat eine wichtige Eigenschaft, die das folgende Lemma aus [39] benennt.
Lemma 3.1: Das Maß des GinUE ist invariant unter Links- und Rechtsmultiplikation
beliebiger unitärer Matrizen, d.h.
8A 2M(N); U; V 2Mu(N) : dGinUE(UA) = dGinUE(AV ) = dGinUE(A): (3.1)
Die Dichtefunktion der Eigenwertverteilung hat im Limes N ! 1 eine einfache Form
[38]: Sie ist konstant innerhalb ihres Trägers – eines Kreises in der komplexen Ebene um
Null mit Radius RGinUE =
p
22N . Abbildung 3.1 (a) zeigt eine numerische Simulation
für N = 20. Dort erkennt man einen stetigen Abfall der Dichte für Radien um RGinUE.
Tatsächlich ist der Anteil der Eigenwerte mit Betrag größer RGinUE für endliche N  1
nach [38] als (2N) 
1
2 gegeben. Später werden wir noch die Verteilung der Singulärwerte
von A, d.h. der (nichtnegativen) Eigenwerte von
p
AyA benötigen. Asymptotisch ist sie
durch ein Viertelkreisgesetz gegeben [40], d.h. ihre Dichtefunktion für N !1 lautet
pviertel(x) =
4
r
r
1 
x
r
2
; 0  x  r (3.2)
mit r = 2RGinUE =
p
82N (3.3)
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Abb. 3.1: GinUE: Wahrscheinlichkeitsdichten der (a) Eigenwertverteilung für N = 20 und
 2 = 2N , (b) Abstandsverteilung für verschiedene N . Die Abstände wurden dabei auf
den Mittelwert 1 skaliert, um einen Vergleich mit N = 1 gemäß (3.4) zu ermöglichen. Die
numerischen Ergebnisse für endliche N resultieren aus je 107 Eigenwerten.
Auch die Abstandsverteilung der Eigenwerte des GinUE ist bekannt. Skaliert man ihre
asymptotische Dichtefunktion auf einen mittleren Abstand von 1, so lautet selbige [16,19]
pGinUE(s) = c p(c s) mit p(s) = 2s lim
N!1
 
N 1Y
n=1
en(s
2)e s
2
! 
N 1X
n=1
s2n
n! en(s2)
!
; (3.4)
wobei c =
R1
0
s p(s) ds = 1; 1429 und en(x) =
Pn
i=0 x
i=i! definiert wurden. Für kleine
s zeigt pGinUE ein kubisches Verhalten. Die Konvergenz in (3.4) erfolgt glücklicherweise
schnell, sodass ein Vergleich mit numerischen Ergebnissen möglich ist; siehe dazu Abbil-
dung 3.1(b).
GinOE
Das orthogonale Ensemble nach Ginibre (GinOE) [38] ist das reelle Analogon des GinUE,
d.h. in ihm setzt man die Matrixelemente als reelle, unabhängig und identisch normal-
verteilt Zufallszahlen mit Mittelwert Null und Standardabweichung  an. Es wird uns
als eingehend untersuchte Referenz dienen. Seine Spektralstatistik bei endlichen N un-
terscheidet sich wesentlich von der des GinUE: Da das charakteristische Polynom jeder
Matrix rein reelle Koeffizienten hat, sind alle Eigenwerte reell oder tauchen als komplex
konjugierte Paare auf. Das hat Auswirkungen auf die Eigenwertverteilung in der Nähe und
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Abb. 3.2: GinOE: Wahrscheinlichkeitsdichten der (a) Eigenwertverteilung und (b) Vertei-
lung der Imaginärteile der Eigenwerte mit positivem Imaginärteil für N = 20 und  2 = N ,
numerisch ermittelt aus 107 Eigenwerten. In (a) wurde die Farbskala beschnitten, da die
reellen Eigenwerte einen Dirac-Beitrag in imaginärer Richtung liefern.
auf der reellen Achse, wie Abbildung 3.2(a) zeigt: Für Im! 0 geht die Wahrscheinlich-
keitsdichte gegen Null; auf der reellen Achse wiederum liegt ein makroskopischer Anteil der
Eigenwerte. Die Verteilung der Imaginärteile der Eigenwerte in Abbildung 3.2(b) zeigt ein
lineares Verhalten für kleine jImj [41]. Reelle und nicht reelle Eigenwerte stoßen einander
also linear ab, wie wir ab jetzt schreiben werden. Über den Anteil der reellen Eigenwerte
am Spektrum weiß man, dass er für große N im Mittel als (N=2) 
1
2 gegeben ist [42];
es ist sogar die genaue Verteilung für beliebige N bekannt [23]. Die reellen Eigenwerte
liefern also einen Dirac-Beitrag zur Verteilung in der komplexen Ebene, der in Abbildung
3.2(a) durch die grobe Rasterung mit Bins ausgeschmiert erscheint. Für N !1 allerdings
vereinfacht sich die Dichtefunktion der Eigenwertverteilung wie für das GinUE zu einem
Kreisgesetz [43,44] – mit einem Radius von RGinOE =
p
2N . Auch die Abstandsverteilun-
gen sind bekannt: Die reellen Eigenwerte stoßen einander linear, die komplexen einander
kubisch ab [41].
3.2.2 Unitäre Matrizen und Haar-Maß – das CUE
Das CUE (circular unitary ensemble) ist ein Ensemble auf Mu(N), dessen Wahrscheinlich-
keitsmaß CUE invariant unter Links- und Rechtsmultiplikation beliebiger unitärer Matri-
zen ist, d.h. wir haben
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Abb. 3.3: CUE: Wahrscheinlichkeitsdichten der (a) Eigenwertphasenverteilung und (b) Pha-
senabstandsverteilung für N = 20, numerisch ermittelt aus 106 Eigenwerten. Die Abstände
wurden dabei für einen Vergleich mit dem Wigner-Gesetz (3.6) (glatte Linie) auf den Mit-
telwert 1 skaliert.
Definition 3.2: Für das Maß des CUE gilt
8U; V;W 2Mu(N) : dCUE(V U) = dCUE(UW ) = dCUE(U): (3.5)
Um die besondere Bedeutung von CUE und den Fakt zu erkennen, dass CUE durch
(3.5) bereits eindeutig definiert ist, ist etwas Gruppentheorie von Nöten [39]: Mu(N) ist
isomorph zu einer kompakten Lie-Gruppe, deren Gruppenstruktur von der Matrixmulti-
plikation herrührt. Auf jeder kompakten Lie-Gruppe wiederum existiert ein bis auf eine
Konstante eindeutiges links- und rechtsinvariantes Maß – das sogenannte Haar-Maß. Soll
dieses Maß ein Wahrscheinlichkeitsmaß sein, legt das die Konstante fest. Wir sehen also:
CUE ist das (normierte) Haar-Maß auf Mu(N). Es ist ein natürliches Maß, denn aufgrund
seiner Invarianzeigenschaft trägt jeder Bereich von Mu(N) das gleiche Gewicht.
Eine explizite Definition des CUE über lokale Koordinaten (N2 Euler-Winkel) ist zwar
möglich [45], aber aufwendig. Wir werden im Folgenden, wann immer eine numerische Ge-
nerierung von Matrizen des CUE nötig ist, den Algorithmus aus [39] verwenden, der auf
dem GinUE und einer QR-Zerlegung basiert. Abbildung 3.3 zeigt die wesentlichen spek-
tralstatistischen Eigenschaften des CUE: Die Eigenwerte sind für alle N (aufgrund der
Uniformität des Haar-Maßes) uniform auf dem Einheitskreis verteilt. Die Wahrscheinlich-
keitsdichte der auf den Mittelwert 1 skalierten Abstände s der Phasen  der Eigenwerte
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kann für N !1 gut durch das Wigner-Gesetz
pWigner,CUE(s) =
32
2
s2 e 4s
2= (3.6)
beschrieben werden. Für einen Vergleich von dieser mit der exakten asymptotischen Ver-
teilung verweisen wir auf [17].
4 Zufallsmatrixtheorie und
Lindblad-Gleichung – Grundlagen
Wir kommen nun zum eigentlichen Inhalt dieser Arbeit: Die Anwendung der Theorie der
Zufallsmatrizen zur Untersuchung der durch die Lindblad-Gleichung generierten Dynamik.
Dieses Kapitel behandelt die Grundlagen dieser Anwendung. Wir werden die Lindblad-
Gleichung für die Komponenten der Dichtematrix schreiben und die Bedeutung der Eigen-
werte des LSO klarstellen. Zur Vorbereitung führen wir eine Indextransformation ein und
schreiben den Relaxationsteil des LSO in eine praktischere Form um. Dann definieren wir
verschiedener LSO-Ensembles und befassen uns mit deren Grundbausteinen - Ensembles
hermitescher und reeller Matrizen. Anschließend zeigen wir allgemeine Eigenschaften des
Spektrums von L und im letzten Abschnitt beweisen wir ein Lemma, das im nächsten
Kapitel wiederholt zum Einsatz kommen wird.
4.1 Indextransformation
Im Folgenden werden Tensoren vierter Stufe (Amnpq) mit Amnpq 2 C auftreten, deren
vier Indizes jeweils von 1 bis N laufen. Es wird sich als sinnvoll erweisen, die ersten und
die letzten beiden Indizes in der gleichen Art zu jeweils einem Index zusammenzufassen,
(m;n)
7! , (p; q) 7! , der dann je von 1 bis N2 läuft. So entsteht eine Matrix (A),
deren Eigenwerte von Interesse sein werden.
Da die Indextransformation auf verschiedene Arten erfolgen kann, wollen wir uns davon
überzeugen, dass die Eigenwerte der entstehenden Matrix unabhängig von der gewählten
Transformation  sind, solange man das vordere und das hintere Indexpaar gleich transfor-
miert. Dazu erinnern wir uns daran, dass ähnliche Matrizen das gleiche Spektrum besitzen
und beobachten: Seien A;A0 2 M(N2) zwei durch verschiedene Indextransformationen
;0 aus (Amnpq) entstandene Matrizen. Dann ist A ähnlich zu A0, denn einer Änderung
der Reihenfolge beim Abzählen der Indizes entspricht eine Permutation von Elementen
einer Basis in CN2 (also ein Basiswechsel), wenn man die Matrizen als lineare Abbildungen
in CN2 bezüglich bestimmter Basen betrachtet.
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Eine rechnerisch günstige Abzählweise ist das zeilenweise Abzählen (lexikalische Ord-
nung), wenn man jeweils bei 0 zu zählen beginnt; diese Indextransformation werden wir
ab jetzt stets verwenden:
: (m;n) 7! mN + n;
 1 :  7! ( divN;modN);
(4.1)
wobei  divN den zur Null hin gerundeten Quotienten =N und modN den Rest der
Division =N bezeichnet.
Um die Unterscheidung der Komponenten von A als Tensor zweiter bzw. vierter Stufe
leichter zu machen, halten wir folgende schon implizit eingeführte Konvention fest:
1. A als Tensor zweiter Stufe habe Komponenten A – griechische Indizes.
2. A als Tensor vierter Stufe habe Komponenten Amnpq – lateinische Indizes.
3. Sollte es einmal günstig sein, eine gemischte Schreibweise zu verwenden, möge ein
Komma zur Trennung dienen: A;pq oder Amn;.
4.2 Zum Relaxationsteil des LSO
In Kapitel 2 haben wir die Lindblad-Gleichung in ihrer allgemeinen Form kennen gelernt;
insbesondere wurde der Relaxationsteil des LSO als R = L+ i[H;  ] mit L gemäß (2.17)
definiert. Um ihn explizit auszuwerten, benötigt man eine explizite ONB im Raum der
spurlosen NN -Matrizen bezüglich des Hilbert-Schmidt-Skalarprodukts hA;Bi = TrAyB.
Sei (jni)n=1;:::;N eine ONB des System-Hilbertraums. Dann ist (für eine Herleitung siehe
Anhang A.1) eine ONB der spurlosen Matrizen aus M(N) durch die Lindblad-Operatoren
(Lmn)m;n=1;:::;N;:(m=n=N) mit
Lmn =
8<:jmi hnj für m 6= n;1p
n(n+1)
(j1i h1j+   + jni hnj   n jn+ 1i hn+ 1j) für m = n (4.2)
gegeben. Diese haben die schöne Eigenschaft Lymn = Lnm.
Setzt man sie in (2.17) ein und versucht eine komponentenweise Auswertung der Lindblad-
Gleichung, wie sie der folgende Abschnitt beschreibt, erhält man ein recht längliches Er-
gebnis (siehe Anhang A.3), das für die kommenden analytischen Überlegungen ungeeignet
ist. Als wesentlich praktischer erweist sich der folgende Zugang: Wir ergänzen zum einen
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die ONB (4.2) mit LNN := 1pN I zu einer ONB von M(N) und zum anderen die Matrix
c 2M+(N2   1) zu
b :=
0BBBB@
0
c
...
0
0    0 0
1CCCCA 2M+(N2): (4.3)
Die Spektren der Matrizen b und c hängen über (b) = (c) [ f0g zusammen. Nun lässt
sich R schreiben als
R =
N2X
;=1
b
2
([L; Ly] + [L  ; Ly]) =
NX
m;n;p;q=1
bmnpq
2
([Lmn; Lypq] + [Lmn  ; Lypq]); (4.4)
wobei wir die im vorangegangenen Abschnitt definierte Indextransformation verwendet
haben. Man beachte, dass die Summe nun von 1 bis N2 bzw. N geht.9 In Abschnitt 2.3.1
haben wir gezeigt, dass R (in seiner ursprünglichen Form mit N2 1 Lindblad-Operatoren)
forminvariant unter unitären Transformationen der Lindblad-Operatoren ist. Das gleiche
gilt auch für R gemäß (4.4) und unitäre Transformationen der (Lnm)n;m=1;:::;N . Wir können
also auf die einfache, dyadische Basis (Dmn)m;n=1;:::;N , d.h.
Dmn := jmi hnj (4.6)
wechseln – bei simultaner Transformation von b: Es möge gelten
Dmn =
NX
p;q=1
Lpq Upqmn , Lmn =
NX
p;q=1
Dpq U
y
pqmn =
NX
p;q=1
UmnpqDpq: (4.7)
9Eine allgemeine Anmerkung hierzu: Wenn man den Lindblad-Operatoren-Satz um 1p
N
I und c analog
zu (4.3) hermitesch, d.h. um cN2 und cN2 = cN2 erweitert, erzeugt das in der Lindblad-Gleichung
die zusätzlichen Terme
1
2
p
N
N2 1X
=1
cN2( IL   IL+ 2LI) + 1
2
p
N
N2 1X
=1
cN2( LyI   LyI+ 2ILy)
=
1
2
p
N
N2 1X
=1
cN2(L  L) + 1
2
p
N
N2 1X
=1
cN2(L
y
   Ly)
=  i
24 1
2
p
N
N2 1X
=1
i (cN2L   cN2Ly) ; 
35 : (4.5)
Da die Operatoren i (cN2L  cN2Ly) hermitesch sind, können diese Terme sämtlich in U absorbiert
werden.
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In Anhang A.2 zeigen wir, dass sich
Umnpq = (1  mn)mpnq + mnpqOmp (4.8)
mit
O =
0BBBBBBBB@
1p
2
  1p
2
0    0
1p
6
1p
6
  2p
6
0    0
...
...
1p
N(N 1)   
1p
N(N 1)  
N 1p
N(N 1)
1p
N
   1p
N
1p
N
1CCCCCCCCA
(4.9)
ergibt. Man beachte den Zusammenhang der ersten N   1 Zeilen von O mit den Lindblad-
operatoren Lnn nach (4.2). Nutzen wir die Indextransformation aus (4.1), so erhalten wir
die Matrix (leer heißt Null und IN ist die Einheitsmatrix aus M(N))
(U) =
0BBBBBBBBBBBB@
O11 O12    O1N
IN
O21 O22    O2N
IN
...
... . . .
...
IN
ON1 ON2    ONN
1CCCCCCCCCCCCA
: (4.10)
Nun können wir L =
P
D U
y
 in (4.4) einsetzen und erhalten
R =
N2X
;=1
a
2
([D; Dy ] + [D  ; Dy ]) (4.11)
mit a := U ybU: (4.12)
Die Matrix a hat eine besondere Eigenschaft, die wir in Abschnitt 4.6 zeigen werden. Zu-
nächst wollen wir jedoch mit der expliziten Auswertung der Lindblad-Gleichung fortfahren.
4.3 Explizite Form der Lindblad-Gleichung
Die abstrakte Form der Lindblad-Gleichung
_ = L  (4.13)
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kann (da L linear ist) über eine Darstellung des Dichteoperators als Dichtematrix bezüglich
einer festen ONB (jni)n=1;:::;N des Systemhilbertraums gemäß
 =
NX
m;n=1
jmi mn hnj (4.14)
zu einem System von Differentialgleichungen in den Komponenten der Dichtematrix, d.h.
d
dt
mn =
NX
p;q=1
Lmnpq pq (4.15)
mit Konstanten Lmnpq ausgeschrieben werden. Um das explizit zu sehen, erinnern wir uns
daran, dass in der Quantentheorie Zeitableitungen von Operatoren wie in (4.13) schwach
definiert sind, d.h. es gilt
hm j _jni = d
dt
hm jjni = d
dt
mn: (4.16)
Dies nutzend leiten wir einmal (4.15) aus (4.13) her – für R in der Form (4.11) mit
Dmn = jmi hnj. Wir nutzen dabei die Darstellung (4.14) und eine analoge für H. Es ist
d
dt
mn = hm jL jni = hm jU jni+ hm jR jni (4.17)
und wir berechnen
hm jU jni =  i hm j[H; ]jni
=  i
NX
s=1
(Hms sn   msHsn) =  i
NX
p;q=1
(Hmp nq   mpHqn) pq; (4.18)
hm jR jni =
NX
k;l;r;s=1
aklrs
2
(2 hm jDkl Dsrjni   hm jDsrDkljni   hm jDsrDkl jni)
=
NX
k;l;r;s=1
aklrs
2
(2 mk ls rn   ms rk ln   ms rk ln)
=
NX
l;s=1
amlns ls   1
2
NX
k;s=1
aknks ms   1
2
NX
k;l=1
aklkm ln
=
NX
p;q=1
 
ampnq   1
2
NX
s=1
(asnsq mp + aspsm nq)
!
pq: (4.19)
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Wir erhalten also Lmnpq = Umnpq +Rmnpq mit
Umnpq =  i (Hmp nq   mpHqn) ; (4.20)
Rmnpq = ampnq   1
2
NX
s=1
(asnsq mp + aspsm nq) : (4.21)
Man beachte die Reihenfolge der Indizes in (4.21). Dieses Resultat für Rmnpq werden wir
im Folgenden für analytische Überlegungen verwenden. Führt man die gleiche Rechnung
für R in seiner ursprünglichen Form nach Theorem 2.4 mit Lmn gemäß (4.2) durch, erhält
man ein weitaus umfangreicheres Ergebnis, das in Anhang A.3 aufgeführt ist und in nume-
rischen Rechnungen verwendet wird, da die unitäre Transformation von c zu a für große
N numerisch sehr aufwendig wird.
Nutzen wir schließlich die in Abschnitt 4.1 eingeführte Indextransformation für L und
, so kann (4.15) in
d
dt
 =
N2X
=1
L  (4.22)
verwandelt werden und wir halten fest: Die Lindblad-Gleichung stellt für die Komponenten
der Dichtematrix ein System gewöhnlicher, homogener, linearer Differentialgleichungen
erster Ordnung mit einer quadratischen Matrix aus konstanten Koeffizienten L dar. Die
Lösungstheorie solcher Systeme besagt [46]:
Satz 4.1: Sei A 2M(n) und seien 1; : : : ; k die paarweise verschiedenen Eigenwerte von
A mit den algebraischen Vielfachheiten n1; : : : ; nk. Dann hat die allgemeine Lösung von
_x = Ax die Form
x(t) =
kX
i=1
eit Pi(t): (4.23)
Hierbei ist jedes Pi ein Vektor, bestehend aus Polynomen in t vom Grad  ni   1.
Wir sehen also, dass den Eigenwerten von L eine besondere Rolle für das
(Langzeit-) Verhalten von Lösungen zukommt:10 Ihre Imaginärteile führen zu Oszillatio-
nen, ihre Realteile zu einer exponentiellen Verstärkung (wenn positiv) bzw. Dämpfung
(wenn negativ) der zugehörigen Anfangszustandsanteile; die zum Eigenwert Null gehöri-
gen Eigenvektoren sind stationäre Lösungen des Systems.
10Es sei hier nochmals darauf hingewiesen, dass nur die durch (4.22) gegebene Zeitentwicklung in die
Zukunft physikalisch ist. Die Vorwärtszeitentwicklung eines Anfangszustands fällt aber natürlich mit
der mathematischen Gesamtlösung des entsprechenden Anfangswertproblems zusammen, womit der
zitierte Satz auch im Falle der Lindblad-Gleichung seine Aussagekraft behält.
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4.4 Zufallsmatrixensembles für den LSO
Wir kennen jetzt den Weg von der abstrakten Form des Lindblad-Superoperators aus
Theorem 2.4 zur Koeffizientenmatrix (L) des Lindblad-Gleichungssystems (4.22) für die
Komponenten der Dichtematrix des offenen Quantensystems. Wir haben außerdem die
Bedeutung der Eigenwerte von L bzw. (L) für die Lindbladsche Dynamik herausgear-
beitet. Für eine zufallsmatrixtheoretische Analyse dieser Dynamik müssen nun Ensembles
zufälliger L definiert werden.
Da die Lindblad-Dynamik in dieser Arbeit unseres Wissens nach zum ersten Mal zufalls-
matrixtheoretisch untersucht wird, wollen wir die Zufallsmatrixensembles für L möglichst
allgemein ansetzen; sie sollten also alle nach Theorem 2.4 erlaubten L umfassen. Der LSO
ist durch die Angabe einer hermiteschen Matrix H, einer positive Matrix c und eines Satzes
von Lindblad-Operatoren eindeutig definiert. (Man könnte vermuten, dass sich H durch
eine Transformation ins Wechselwirkungsbild formal aus der Lindblad-Gleichung entfernen
lässt. In Anhang A.4 zeigen wir jedoch, dass dem nicht so ist.) Ein Zufallsmatrixensemble
für L lässt sich also definieren, indem man einen bestimmten Satz (L) von Lindblad-
Operatoren festlegt und H und c zufällig wählt. Die Ensembles für H bzw. c sollten dabei
auf ganz Mh(N) = fH 2 M(N) : H = Hyg bzw. M+(N2   1) definiert sein, damit alle
nach Theorem 2.4 zulässigen L abgedeckt sind. Bei diesem Ansatz stellt sich die Frage, in-
wiefern das Ensemble vom gewählten Lindblad-Operatoren-Satz abhängt. Wünschenswert
wäre ein von dieser Wahl unabhängiges Ensemble. Ein solches ist gegeben, wenn wir als
Ensemble für c eines wählen, das invariant unter unitären Transformationen c ! U ycU
ist, denn eine solche Transformation kompensiert einen Wechsel des Satzes (L), wie wir
in Abschnitt 2.3.1 gezeigt haben. Schließlich ließen sich die Ensembles für H und c korre-
lieren; wir wollen sie hier jedoch der Einfachheit halber als unabhängig ansetzen. Damit
sind wir bei folgender Definition.
Definition 4.2: Die von uns studierten Zufallsmatrixensembles für den Lindblad-Super-
operator aus Theorem 2.4 sind definiert durch den Satz (4.2) von Lindblad-Operatoren und
unabhängige Zufallsmatrixensembles für H und c. Mögliche Ensembles für H müssen ganz
Mh(N) und jene für c ganz M+(N2  1) abdecken. Letztere müssen zudem invariant unter
unitären Ähnlichkeitstransformationen sein.
Es gilt nun, Ensembles zufälliger hermitescher und positiver Matrizen mit den genannten
Eigenschaften zu finden. Weiterhin sind diese Ensembles spektralstatistisch zu untersuchen,
da Relationen zwischen den Spektren vonH und c auf der einen und L auf der anderen Seite
zu erwarten sind. Diesen Aufgaben gehen wir in den folgenden beiden Unterabschnitten
nach. Im dritten Unterabschnitt zeigen wir eine wichtige Gemeinsamkeit der Ensembles.
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Allgemein ist die Frage nach einer sinnvollen Skalierung der Matrizen H und c mit der
Systemgröße zu beantworten. Die Eigenwerte der hermiteschen Matrix in der Lindblad-
Gleichung sind die Energieniveaus des offenen Quantensystems. Sieht man das von uns
betrachtete N -Niveau-System als Teil eines unendlichdimensionalen Hilbertraums an, er-
scheint es sinnvoll, eine (zumindest asymptotisch) konstante Niveaudichte anzunehmen,
d.h. einen von N unabhängigen mittleren Niveauabstand von, sagen wir, Eins. Die Eigen-
werte der positiven Matrix in der Lindblad-Gleichung dagegen stellen nach den Überlegun-
gen in Abschnitt 2.3.2 Übergangsraten zwischen einzelnen Niveaus dar. Eine Veränderung
von deren Mittelwert mit einer Veränderung der Systemgröße erscheint unnatürlich; folg-
lich werden wir unsere Ensembles positiver Matrizen so wählen, dass deren Eigenwerte im
Mittel unabhängig von N sind. Beide Eigenschaften lassen sich durch eine entsprechende
Skalierung der Matrizen der Ensembles erreichen.
4.4.1 Ensembles hermitescher Matrizen
Wir benötigen Ensembles, die ganz Mh(N) abdecken. Von den bekannten Ensembles nach
Wigner [13] kommt daher das GUE (Gaussian unitary ensemble) in Betracht. Darüberhi-
naus werden wir ein unitär invariantes Ensemble mit unabhängig und identisch normalver-
teilten Eigenwerten betrachten; wir nennen es UNHUE (uncorrelated normal Hermitian
unitary ensemble). Wir tun dies, um über den Vergleich mit dem GUE den Einfluss von
Korrelationen der Eigenwerte von H auf das Spektrum von L zu untersuchen. Die Nor-
malverteilung wählen wir vor allem aus zwei Gründen: Zum einen sollte sich die Verteilung
über ganz R erstrecken, damit das Ensemble Mh(N) abdeckt; zum anderen sollte sie eine
endliche Varianz besitzen, um den vorgegebenen mittleren Niveauabstand gewährleisten zu
können. Der Mittelwert ist eigentlich egal, da H über einen Kommutator in L eingeht. Da
die Normalverteilung für diese Vorgaben die größtmögliche Entropie besitzt, d.h. maximal
unvoreingenommen ist, fällt unsere Wahl auf sie. Schließlich werden wir ein drittes En-
semble betrachten, das nicht ganz Mh(N) abdeckt: Wie im UNHUE sollen die Eigenwerte
als unabhängig und identisch verteilt angesetzt werden – hier jedoch mit der asymptoti-
schen Verteilung der Eigenwerte des GUE, sprich nach einem Halbkreisgesetz (siehe den
folgenden Unterabschnitt). Wir nennen es USHUE (uncorrelated semicircular Hermitian
unitary ensemble). Die Untersuchung dieser drei Ensembles ermöglicht es, den Einfluss der
Verteilung und der Korrelationen der Eigenwerte von H auf die Spektralstatistik von L
getrennt zu untersuchen: Das GUE und das USHUE haben asymptotisch die gleiche Ei-
genwertverteilung aber verschiedene Eigenwertkorrelationen, die Eigenwerte von USHUE
und UNHUE dagegen sind gleich (un)korreliert und verschieden verteilt.
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Abb. 4.1: Eigenwertverteilung des GUE für verschiedene endliche N und  2 = 8N nach [13]
im Vergleich mit N =1, d.h. dem Halbkreisgesetz (4.24) für r = 1.
Für jedes Ensemble stellt sich die Frage, durch welche Skalierung sich ein von N unab-
hängiger mittleren Niveauabstand realisieren lässt. Dazu sei Folgendes vorangestellt. Der
mittlere Niveauabstand ergibt sich aus der Summe der Differenzen aufeinanderfolgender
Energien, geteilt durch die Anzahl dieser Differenzen, also N   1. Diese Summe gleicht der
Differenz von größter und kleinster Energie. Somit muss lediglich die mittlere Spannweite
der Eigenwerte von H kontrolliert werden.
GUE
Das GUE ist das Standardensemble komplexer hermitescher Matrizen. Es wird zur Model-
lierung von Quantensystemen verwendet, deren Hamilton-Operatoren keiner Symmetrie
unterliegen. Die reellen Diagonalelemente und die Real- und Imaginärteile der Elemente
der strengen oberen Dreiecksmatrix sind für das GUE als unabhängig und identisch nor-
malverteilt mit Mittelwert Null und Standardabweichung  definiert. Die Wahrscheinlich-
keitsdichte der Eigenwertverteilung ist für N !1 durch ein Halbkreisgesetz gegeben [13]:
phalb(x) =
2
r
r
1 
x
r
2
;  r  x  r (4.24)
mit r =
p
82N: (4.25)
Für endliche N dagegen weicht die Verteilung von diesem Gesetz ab; sie kann über hermi-
tesche Polynome explizit angegeben werden [13]. Abbildung 4.1 zeigt einen Vergleich der
tatsächlichen Verteilung für verschiedene, endliche N mit dem Halbkreisgesetz. Bemer-
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kenswert ist, dass die Dichtefunktionen kein scharfes Ende besitzen. Für hinreichend große
N erkennt man die Kurven als Oszillationen um das Halbkreisgesetz mit N Maxima. Diese
Dichteoszillationen sind auf die quadratische Abstoßung benachbarter Eigenwerte zurück-
zuführen; die Abstandsverteilung der Eigenwerte der Matrizen des GUE stimmt asympto-
tisch mit der des CUE überein [13]. Das asymptotische Halbkreisgesetz (4.24) macht eine
Kontrolle der Spannweite der Eigenwerte einfach. Wir müssen lediglich den Radius des
Halbkreises auf r = N=2 setzen, um asymptotisch eine mittlere Niveaudichte von Eins zu
erreichen. Folglich definieren wir die Standardabweichung im von uns verwendeten GUE
als GUE =
p
N=32.
UNHUE
Wie eingangs beschrieben, ist dieses Ensemble wie folgt definiert: Die N Eigenwerte werden
unabhängig und identisch normalverteilt gezogen und bilden die Diagonale einer Diago-
nalmatrix ; für die unitären Transformationen sorgen Matrizen V aus dem CUE; die
Matrizen des UNHUE sind dann als V yV gegeben. Da die Eigenwerte statistisch un-
abhängig sind, gilt für deren Abstandsverteilung ein Exponentialgesetz [13]. Eine solche
Abstandsverteilung wird bei den Energieniveaus quantenmechanischer Systeme beobach-
tet, deren klassische Pendants integrabel sind [17]. Schwieriger als für das GUE ist es, die
Spannweite der Eigenwerte zu kontrollieren. Da die Eigenwertverteilung für alle N eine
Gaußverteilung ist, besitzt sie asymptotisch keinen kompakten Träger. Die Frage nach der
mittleren Differenz von größter und kleinster von N unabhängig gleich normalverteilten
Zufallszahlen ist eine aus dem Gebiet der Extremwertstatistik. Glücklicherweise ist sie so
alt, wie dieses Gebiet selbst. Tippett hat den gefragten Erwartungswert für N = 2; : : : ; 1000
und die Standardnormalverteilung bereits im Jahre 1925 berechnet und tabelliert [47, Ta-
belle X]. Wir werden auf seine Tabelle zurückgreifen. Seien die von Tippett berechneten
Werte als rN bezeichnet, so setzen wir UNHUE = (N   1)=rN als Standardabweichung
der Normalverteilung für die Eigenwerte des UNHUE an. Zu beachten ist, dass rN streng
monoton mit N wächst.
USHUE
Analog zum UNHUE setzen sich die Matrizen des USHUE als V yV mit einer Matrix
V aus dem CUE und einer Diagonalmatrix  zusammen. Die Diagonalelemente letzterer
werden unabhängig und identisch nach dem Halbkreisgesetz (4.24) gezogen – mit dem Ra-
dius rUSHUE = N=2, um eine Vergleichbarkeit mit dem GUE gewährleisten zu können. Für
spätere numerische Aufgaben stellt sich die Frage, wie sich n unabhängige Zufallszahlen
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dieser Verteilung ziehen lassen. Versucht man, eine Abbildung zu finden, die uniform ver-
teilte Zufallszahlen in Halbkreiszufallszahlen verwandelt, muss man feststellen, dass sich
zwar die entsprechende Umkehrabbildung angeben lässt, die Abbildung selbst aber nicht
durch elementare Funktionen darstellbar ist. Wir möchten darum hier einen Algorithmus
vorstellen, der sich am Box-Muller-Verfahren zur Erzeugung normalverteilter Zufallszahlen
orientiert [48, §7.2]:
 Wähle x1, x2 unabhängig uniform auf [0; 1).
 Bilde
y1 = a
p
x1 cos 2x2;
y2 = b
p
x1 sin 2x2:
(4.26)
Die so erzeugten Punkte (y1; y2) 2 R2 sind innerhalb einer Ellipse mit den Halbachsen
a, b uniform verteilt, denn
py(y1; y2) =
px(x1; x2) @(y1;y2)@(x1;x2)  =
 a2px1 cos 2x2  2a
p
x1 sin 2x2
b
2
p
x1
sin 2x2 2b
p
x1 cos 2x2

 1
=
1
ab
: (4.27)
Folglich sind y1 und y2 (korreliert) nach einer Halbkreisdichte mit Radien a und b
verteilt.
Mithilfe der Transformation (4.26) kann man also aus 2n unabhängig uniform verteilten
Zufallszahlen (aufgrund der Korrelation von y1 und y2 lediglich) n unabhängige Halbkreis-
zufallszahlen generieren.
4.4.2 Ensembles positiver Matrizen
Wir benötigen Ensembles, die ganz M+(N) abdecken und deren Maß  invariant unter
unitären Transformationen ist, d.h. es soll d(U yPU) = d(P ) für alle P 2 M+(N),
U 2 Mu(N) gelten. Unsere Ensembles werden wir auf Grundlage des folgenden Satzes
definieren (für einen Beweis siehe [49]).
Satz 4.3: Sei P 2M(N). Dann sind äquivalent
(i) P 2M+(N),
(ii) 9A 2M(N) : P = AyA,
(iii) P 2Mh(N) und (P )  [0;1).
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Die zweite Charakterisierung wird zur Definition eines Ensembles mit korrelierten Ei-
genwerten führen. Über die dritte können wir analog zum Vorgehen bei den hermiteschen
Matrizen ein Ensemble mit unkorrelierten Eigenwerten definieren und schließlich werden
wir wieder ein Ensemble einführen, dass zwischen den beiden angesiedelt ist – mit dem
gleichen Ziel wie im hermiteschen Fall. Alle Ensembles werden so skaliert, dass ihre Eigen-
wertmittel zumindest asymptotisch übereinstimmen und unabhängig von N sind.
WPUE
Mithilfe von Satz 4.3(ii) lässt sich ein Ensemble mit den gewünschten Eigenschaften über
das GinUE einführen: Man ziehe A 2 M(N) nach den Regeln des GinUE und bilde
P := AyA. Jedes solche P ist positiv und nach Aussage des Satzes deckt das so definierte
Ensemble ganz M+(N) ab. Da weiterhin
U yPU = U yAyAU = (AU)y(AU); U 2Mu(N) (4.28)
gilt und das GinUE nach Lemma 3.1 invariant unter Rechtsmultiplikationen beliebiger uni-
tärer Matrizen ist, hat das Ensemble die geforderte Invarianzeigenschaft. Tatsächlich ist es
im Prinzip so alt wie die Zufallsmatrixtheorie; Wishart hat sich in seiner 1928 veröffent-
lichten Arbeit mit dessen reeller Variante befasst [14]. Aus diesem Grund nennen wir es
WPUE (Wishart positive unitary ensemble). In Abschnitt 3.2.1 haben wir erwähnt, dass
die Singulärwerte von Matrizen des GinUE asymptotisch nach einem Viertelkreisgesetz
verteilt sind. Die Eigenwerte von AyA sind die Quadrate der Singulärwerte von A. Zieht
man die Real- und Imaginärteile von A mit Standardabweichung , so erhält man für die
Eigenwertverteilung des WPUE und N !1 nach Gleichung (3.2) also
pWPUE() =
2
r
r
r

  1; 0    r (4.29)
mit r = 82N: (4.30)
Abbildung 4.2(a) zeigt einen Vergleich mit einer empirischen Verteilung bei N = 10. Wie
für das GUE sind Oszillationen um das asymptotische Verhalten und ein fehlendes schar-
fes Ende zu beobachten. Wir können also wieder Korrelationen zwischen den Eigenwerten
vermuten und finden diese Vermutung in Abbildung 4.2(b) bestätigt. Dort ist die Ab-
standsverteilung des entfalteten Spektrums zu sehen. Was hat es mit diesem Begriff auf
sich? Eine Enfaltung des Spektrums macht die Abstandsverteilung in verschiedenen Be-
reichen des Spektrums vergleichbar: Da der mittlere Abstand benachbarter Eigenwerte
indirekt proportional zur Wahrscheinlichkeitsdichte der Eigenwertverteilung ist, variiert er
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Abb. 4.2: WPUE: Wahrscheinlichkeitsdichten der (a) Eigenwertverteilung und (b) Ab-
standsverteilung für N = 10 und  2 = 8N , numerisch ermittelt aus 106 Eigenwerten (His-
togramme), im Vergleich mit (a) der Asymptotik (4.29) und (b) dem Wignergesetz (3.6).
Die Abstände resultieren dabei aus entfalteten Eigenwerten und wurden auf den Mittelwert
1 skaliert; die Entfaltung wurde mithilfe von (4.29) mit r = 1 als Approximation der Dich-
tefunktion durchgeführt.
über das Spektrum, wenn die Dichte nicht konstant ist (kurz: Wo mehr Eigenwerte vorkom-
men, ist deren Abstand im Mittel kleiner). Man kann diese Ungleichheit beheben, indem
man das Spektrum lokal so verzerrt (bei hoher Dichte strecken, bei niedriger stauchen),
dass die Dichte des transformierten Spektrums auf ihrem Träger konstant ist. Eine solche
Prozedur nennt man Entfaltung. Sie ist sinnvoll, wenn die Abstandsverteilung auf dem
gesamten Spektrum vom gleichen Typ ist und sich lediglich im mittleren Abstand, d.h. der
Skalierung unterscheidet. Sei die Dichtefunktion der Eigenwertverteilung mit p bezeichnet;
dann zeigt man leicht, dass die Transformation x 7! R x 1 p(y)dy das Spektrum entfaltet.
Im konkreten Fall der Spektren der Matrizen des WPUE ist die Entfaltung notwendig,
da die Eigenwertverteilung nach (4.29) sehr unterschiedliche Dichten aufweist; wir haben
sie hier über (4.29) als Approximation der Dichtefunktion durchgeführt. Abbildung 4.2(b)
zeigt eine gute Übereinstimmung der Dichtefunktion der Abstandsverteilung der entfalte-
ten Spektren mit dem Wigner-Gesetz (3.6). Benachbarte Eigenwerte stoßen einander also
quadratisch ab. Wir werden in der Folge bei der Skalierung aus Abbildung 4.2 bleiben:
Wir setzen  2 = 8N , was einem asymptotischen Eigenwertmittel von 1=4 entspricht.
UEPUE
Über Satz 4.3(iii) können wir ein Ensemble positiver Matrizen mit unkorrelierten Eigenwer-
ten definieren. Wie im hermiteschen Fall setzen wir die Matrizen des Ensembles als V yV
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mit einer Matrix V aus dem CUE und einer Diagonalmatrix  an. Die Diagonalelemente
letzterer seien unabhängig und identisch verteilt. Es stellt sich die Frage, welche Verteilung
angemessen ist. Sie sollte sich über ganz [0;1) erstrecken, damit das EnsembleM+(N) ab-
deckt und sie sollte einen definierten Mittelwert besitzen. Für diese Anforderungen besitzt
die Exponentialverteilung die größtmögliche Entropie, ist also am wenigsten voreingenom-
men und darum die Verteilung der Wahl. Das Ensemble nennen wir UEPUE (uncorrelated
exponential positive unitary ensemble). Es ist per Konstruktion unitär invariant, denn
U y(V yV )U = (V U)y(V U); U 2Mu(N) (4.31)
und das CUE ist nach Definition 3.2 invariant unter Rechtsmultiplikationen beliebiger
unitärer Matrizen. Als Mittelwert der Exponentialverteilung wählen wir 1=4.
USQPUE
Das USQPUE (uncorrelated squared quartercircular positive unitary ensemble) ist wie das
UEPUE definiert; der einzige Unterschied liegt in der Verteilung der Eigenwerte. Diese ist
für das USQPUE über die Wahrscheinlichkeitsdichte (4.29) mit r = 1 definiert. Nume-
risch lassen sich Zufallszahlen mit dieser Verteilung erzeugen, indem man entsprechende
Halbkreiszufallszahlen nach dem in Abschnitt 4.4.1 vorgestellten Algorithmus zieht und
quadriert.
4.4.3 Maßzerlegung für unitäre Ensembles
Eine wichtige Eigenschaft aller eingeführten Ensembles beschreibt das folgende Lemma.
Lemma 4.4: Sei ein Ensemble von Matrizen M 2 M(N) gegeben, das folgende Eigen-
schaften besitzt:
(i) Es ist invariant unter unitären Ähnlichkeitstransformationen.
(ii) Jede Matrix M ist einer Diagonalmatrix  unitär ähnlich: 9V 2Mu(N):
M = V yV: (4.32)
(iii) Die Eigenwerte der Matrizen sind fast sicher nicht entartet und lassen sich ordnen.
Dann lässt sich das Ensemble-Maß  im Sinne von (4.32) als Produktmaß  =   V
darstellen, wobei  ein Maß auf den N geordneten Eigenwerten und V das normierte
Haar-Maß auf Mu(N) ist.
Universelle Eigenschaften des Spektrums des LSO 35
Beweis: Man findet ihn bis auf 3. in [13].
1. Wählt man als vollständigen Satz von Matrix-Parametern einen Teil der (nicht not-
wendigerweise statistisch unabhängigen) Matrixelemente von M , so kann die Wahr-
scheinlichkeitsdichte f(M) in diesen Variablen wegen (i) als Funktion einer endlichen
Anzahl von Spuren von Potenzen von M geschrieben werden [13, Lemma 2.6.1].
2. Transformiert man von diesem Variablensatz vermöge (ii) und (iii) zu einem Satz,
bestehend aus den Eigenwerten i und den Parametern pj einer unitären Transforma-
tion, so ergibt sich die Wahrscheinlichkeitsdichte in (i; pj) zu einem Produkt einer
Funktion der i und einer der pj, weil die Funktionaldeterminante der Variablen-
transformation in ein Produkt dieser Art zerfällt und sich f nach 1. als Funktion der
i schreiben lässt [13, Formel (3.3.5)].
3. Über die pj ist ein Ensemble auf denMu(N) definiert. Dessen Maß muss das normierte
Haar-Maß sein, denn wäre es nicht unitär invariant, wäre auch das Ensemble der
Matrizen M nicht unitär invariant – im Widerspruch zu (i).
Interessant ist diese Aussage natürlich nur für das GUE (für einen Beweis der unitären
Invarianz siehe [13]) und das WPUE. Wir werden sie an späterer Stelle ausnutzen.
4.5 Universelle Eigenschaften des Spektrums des LSO
Bevor wir uns der Spektralstatistik der just definierten L-Ensembles zuwenden, wollen
wir fragen, welche Eigenschaften das Spektrum jedes Lindblad-Superoperators unabhängig
vom Ensemble, d.h. per definitionem hat. Antworten gibt der folgende Satz.
Satz 4.5: Sei L der in Theorem 2.4 definierte Operator auf M(N). Dann gilt für dessen
Spektrum:
(i)  2 (L))  2 (L),
(ii) 0 2 (L),
(iii)  2 (L)) Re  0 oder kurz Re((L))  0.
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Beweis: (i) Bekanntermaßen [3] ist L aufgrund der Hermitizität von H und c involutiv:
(LA)y = i[H;A]y + 1
2
N2 1X
;=1
c ([L; AL
y
]
y + [LA;L
y
]
y)
=  i[H;Ay] + 1
2
N2 1X
;=1
c ([L; A
yLy] + [LA
y; Ly]) = L(Ay) (4.33)
gilt für alle A aus M(N). Ist nun  2 (L), d.h. 9B 2 M(N) : LB = B, so folgt
daraus By = (LB)y = L(By), sprich  2 (L).
(ii) Wir zeigen, dass die Einheitsmatrix Eigenvektor von LT zum Eigenwert Null ist; Null
ist dann auch Eigenwert von L. Dazu benutzen wir die Tensordarstellung Lmnpq mit
(4.20) und (4.21):
(LT I)pq =
NX
m;n=1
mn Lmnpq
=  i
NX
m;n=1
mn (Hmp nq   mpHqn)
+
NX
m;n=1
mn ampnq   1
2
NX
m;n;s=1
mn (asnsq mp + aspsm nq)
=  i
NX
m=1
(Hmp mq   mpHqm) +
NX
m=1
ampmq   1
2
NX
m;s=1
(asmsq mp + aspsm mq)
=  i (Hqp  Hqp) +
NX
m=1
ampmq   1
2
NX
s=1
(aspsq + aspsq)
= 0: (4.34)
(iii) Laut Satz 2.3(ii) ist die Operatornorm von eL t für alle nichtnegativen t gleich Eins,
insbesondere ist also
eL1 = 1. Nehmen wir einmal an 9 2 (L) : Re > 0. Für
dieses  würde gelten jej = eRe > 1. Das hieße aber 9 2 (eL) : jj > 1 und
folglich
eL1 > 1. (Die Idee dieses Beweises stammt aus [50].)
Zu den Aussagen möchten wir einiges bemerken. Nach (i) ist das Spektrum von L men-
genmäßig symmetrisch bezüglich der reellen Achse. In gleicher Weise kann man zeigen,
dass die geometrischen Vielfachheiten zueinander konjugierter Eigenwerte gleich sind. Un-
klar ist, ob L stets diagonalisierbar ist (numerisch zeigt sich, dass L i.A. nicht normal
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ist). Wäre das der Fall, so würden auch die algebraischen Vielfachheiten zueinander kon-
jugierter Eigenwerte übereinstimmen. Physikalisch wäre es plausibel, ein in jeglicher Hin-
sicht symmetrisches Spektrum zu finden. Später werden wir sehen, dass diese Frage für
unsere Ensembles nicht von Bedeutung ist, da diese Entartungen mit Maß Null produ-
zieren. Bezüglich (ii) stellt sich die Frage, ob der Eigenwert Null physikalisch ist, d.h. ob
es einen Zustand 0 gibt, für den gilt _0 = L 0 = 0, d.h. wir fragen nach der Existenz
eines stationären Zustands. Die Antwort ist positiv; sie lässt sich über die der Lindblad-
Gleichung zugrunde liegenden Halbgruppen und das Markov-Kakutani-Fixpunkttheorem
finden [51, Beweis von Theorem 13]. Letzteres lautet:
Theorem 4.6: Sei K eine kompakte konvexe Teilmenge eines lokalkonvexen Hausdorff-
Raums E und (Ti)i2I eine kommutierende Familie stetiger affiner Endomorphismen auf
K. Dann besitzt diese Familie einen gemeinsamen Fixpunkt.
Es lässt sich anwenden, dennM(N) besitzt als Hilbertraum die Eigenschaften von E, die
Elemente von ( t)t0 kommutieren und die Menge der Zustände f 2M(N) :   0;Tr  =
1g ist eine kompakte und konvexe Teilmenge von M(N), die von allen  t affin und stetig
in sich abgebildet wird. Das Theorem sagt nun die Existenz eines Zustands 0 voraus, für
den  t0 = 0 für alle t  0 gilt, d.h. _0 = L 0 = 0. Die Aussage (iii) charakterisiert den
relaxierenden Charakter der Lindbladschen Dynamik. Wir halten fest, dass, anders als für
die Ratengleichung [10], i.A. nicht Re((L)nf0g) < 0 gilt. Damit dieser Fall eintritt, muss
die Kopplung an die Umgebung hinreichend stark sein. Er ist verbunden mit der Existenz
eines eindeutigen stationären Zustands [50].
4.6 Zur Koeffizientenmatrix des Relaxationsteils des
LSO
Zur Vorbereitung einiger Rechnungen im nächsten Kapitel betrachten wir den Zusammen-
hang der Matrizen a und c einmal genauer und zeigen eine wichtige Eigenschaft von a.
Laut (4.3) und (4.12) haben wir
a = U y
0BBBB@
0
c
...
0
0    0 0
1CCCCAU (4.35)
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mit U gemäß (4.10). Da c positiv ist, gilt
c = V ycV mit c = diag(1; : : : ; N2 1) und V 2Mu(N2   1): (4.36)
Wenn wir nun V über
~V =
0BBBB@
0
V
...
0
0    0 1
1CCCCA (4.37)
zur unitären Matrix ~V erweitern, gilt insgesamt
a = W yaW mit a = diag(1; : : : ; N2 1; 0) und W = ~V U (4.38)
oder in Komponenten
a =
N2 1X
=1
W  W : (4.39)
Damit können wir die folgende schöne Aussage beweisen.
Lemma 4.7: Sei a 2M+(N2) die in (4.12) definierte Matrix. Dann gilt
8 p; q = 1; : : : ; N :
NX
m=1
apqmm = 0 und
NX
m=1
ammpq = 0: (4.40)
Beweis: Wegen der Hermitizität von a folgt die zweite Gleichung aus der ersten, die wir
zeigen werden. Zunächst nutzen wir (4.39):
NX
m=1
apqmm =
N2 1X
=1
W ;pq 
NX
m=1
W;mm: (4.41)
Laut (4.8) gilt
Uijmm = (1  ij)imjm + ijmmOim = ijOim (4.42)
mit O nach (4.9), d.h.
NX
m=1
W;mm =
NX
i=1
~V;ii
NX
m=1
Oim: (4.43)
Beachten wir weiter, dass
NX
m=1
Oim =
p
NiN (4.44)
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gilt, erhalten wir
NX
m=1
W;mm =
p
N ~V;NN : (4.45)
Nun verschwindet ~V;NN nach (4.37) aber für die ersten N2   1 Werte von  und damit
folgt die Aussage.
Entscheidend für den Beweis ist Gleichung (4.44), d.h. die Nullsummen in den ersten
N   1 Zeilen von O. Diese resultieren aus der Spurfreiheit der Lindblad-Operatoren in der
ursprünglichen Lindblad-Gleichung nach Theorem 2.4, welche ihrerseits darauf zurückzu-
führen ist, dass die von der Lindblad-Gleichung generierte Dynamik Hermitizität und Spur
erhält [3, Lemma 2.3].
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5 Zufallsmatrixtheorie und
Lindblad-Gleichung – Ergebnisse
In diesem Kapitel wollen wir die zuvor eingeführten LSO-Ensembles spektralstatistisch
untersuchen. Da wir den unitären und den Relaxationsteil des LSO in unseren Ensembles
als statistisch unabhängig annehmen, bietet es sich an, diese beiden Superoperatoren zu-
nächst isoliert zu betrachten. Anschließend werden wir das volle Problem, d.h. die vollen
LSO-Ensembles untersuchen. In jedem Fall fragen wir nach den Eigenwert- und Abstands-
verteilungen der LSO-Spektren.
5.1 Notationskonventionen für Spektralstatistik
Im Folgenden werden die Eigenwertstatistiken von Zufallsmatrixensembles für H, c und
L miteinander in Verbindung gebracht. Um die Eigenwerte verschiedener Herkunft unter-
scheiden zu können, werden wir in einem Subskript auf letztere hinweisen; z.B. ist mit hiH
der Ensemble-Mittelwert der Eigenwerte der Matrix H gemeint, d.h. hiH = hTrHi =N für
H 2M(N). In all unseren Ensembles mitR 6= 0 besitzt L fast sicher genau einen Eigenwert
Null. Da lediglich die Verteilung der anderen Eigenwerte interessant ist, schließen wir diesen
aus und machen das durch einen Strich deutlich: hi0L bezeichnet den Ensemble-Mittelwert
der von Null verschiedenen Eigenwerte von L. Weiterhin bezeichnen wir mit einer Tilde
um ihren Mittelwert zentrierte Zufallsvariablen, d.h. h~ni0L steht für h(  hi0L)ni0L.
5.2 Grenzfall rein unitärer Dynamik
Wir wollen in diesem Abschnitt den Fall L = U studieren. Er lässt sich physikalisch wie
folgt motivieren. Setzt man den Wechselwirkungs-Hamilton-Operator in (2.1) auf Null,
so entwickeln sich Produktzustände des Gesamtsystems nach der von-Neumann-Gleichung
(2.2) gemäß
d
dt
(s 
 u) =  i[Hs 
 Iu + Is 
Hu; s 
 u] =  i([Hs; s]
 u + s 
 [Hu; u]); (5.1)
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d.h.
d
dt
s = Tru
d
dt
(s 
 u) =  i[Hs; s]: (5.2)
In diesem Grenzfall ist die reduzierte Dynamik also unitär. Im Rahmen der traditionel-
len mikroskopischen Herleitung der Lindblad-Gleichung über Born-Markov- und rotating-
wave-Näherung kann man ihn auch im Limes schwacher Kopplung erhalten [1]: Führt man
durch die Ersetzung Hww ! k Hww in (2.1) den Kopplungsparameter k ein, so ergeben sich
alle bezogen auf (5.2) zusätzlichen Terme in der Lindblad-Gleichung als zu k2 proportional
und verschwinden folglich für k ! 0.
In Abschnitt 4.3 haben wir den Superoperator U =  i[H;  ] bereits komponentenweise
ausgewertet und
(U )mn =
NX
p;q=1
Umnpq pq mit Umnpq =  i (Hmp nq   mpHqn) (5.3)
gefunden. Besonders einfach wird dieser Ausdruck, falls als Bezugssystem die Eigenzustän-
de jni von H verwendet werden. In dieser Basis gilt
Hmn = Em mn ) (U )mn =  i(Em   En)mn (5.4)
und man kann direkt alle Eigenwerte von U ablesen: Es sind die N2 Differenzen aller N
Eigenwerte von H, multipliziert mit der imaginären Einheit. Im Grenzfall verschwindender
Kopplung liegen also alle Eigenwerte des LSO symmetrisch zu Null auf der imaginären
Achse. Dies charakterisiert die Unitarität der Zeitentwicklung. Erwartungsgemäß ergeben
sich die N Eigenzustände von H als stationär.
5.2.1 Eigenwertverteilung
Wir betrachten nun zufällige H, d.h. Zufallsmatrixensembles für U . Hat H fast sicher N
verschiedene Eigenwerte (für H aus den in Abschitt 4.4.1 beschriebenen Ensembles ist dies
der Fall), so sind fast sicher N Eigenwerte von U gleich Null, d.h. ist der Anteil der reellen
Eigenwerte am Spektrum von U ist gleich 1=N .
Der Mittelwert der Eigenwertverteilung von U verschwindet wegen der Symmetrie des
Spektrums. Formal ergibt er sich aus der Summe aller Eigenwerte, also der Spur von U ,
geteilt durch deren Anzahl. Wir berechnen erwartungsgemäß
TrU =
NX
m;n=1
Umnmn =  i
NX
m;n=1
(Hmm  Hnn) = 0: (5.5)
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Interessanter ist die Breite der Eigenwertverteilung auf der imaginären Achse. Sie ergibt
sich aus der Summe der Quadrate der Imaginärteile der Eigenwerte, geteilt durch N2 und
gemittelt über das H-Ensemble. Es gilt
Tr(iU)2 =  
NX
m;n;p;q=1
Umnpq Upqmn =
NX
m;n;p;q=1
(Hmp nq   mpHqn)(Hpm qn   pmHnq)
= 2(N TrH2   (TrH)2); (5.6)
d.h. wir können mit den Eigenwerten n von H
Tr(iU)2
2N2
=
TrH2
N
 

TrH
N
2
=
1
N
NX
n=1
2n  
 
1
N
NX
n=1
n
!2
=
1
N
NX
n=1
 
n   1
N
NX
m=1
m
!2
(5.7)
schreiben. Der letzte Ausdruck ist die Varianz der N Eigenwerte von H; auf dieses Zwi-
schenergebnis werden wir später noch zu sprechen kommen. Im Ensemblemittel ergibt sich
h(i~)2iU
2
=
hTr(iU)2i
2N2
=
hTrH2i
N
  h(TrH)
2i
N2
=
 
hTrH2i
N
  hTrHi
2
N2
!
 
 
h(TrH)2i
N2
  hTrHi
2
N2
!
= h~2iH   h(
]TrH)2i
N2
: (5.8)
Um den zweiten Term zu verstehen, schreiben wir ihn einmal mithilfe der Eigenwerte n
von H: Es ist hTrHi = N hiH , d.h. TrH   hTrHi =
P
n (n   hiH) und somit haben
wir
h(TrH   hTrHi)2i
N2
=
1
N2
NX
m;n=1
h(m   hiH) (n   hiH)iH : (5.9)
Die Korrelationen der Eigenwerte von H gehen also in die Breite der Eigenwertverteilung
von U ein. Liegt keine Korrelation vor, so vereinfacht sich (5.9) zu
h(TrH   hTrHi)2i
N2
=
h~2iH
N
: (5.10)
Sind die Eigenwerte dagegen im Mittel antikorreliert, wie im Fall sich abstoßender Ei-
genwerte des GUE, so verringert dies den Wert aus (5.10), da dann die nichtdiagonalen
Summanden in (5.9) im Mittel negativ (statt Null) sind. Man kann dieses Verhalten auch
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direkt am ursprünglichen Ausdruck erkennen: Stoßen sich die Eigenwerte von H ab, so ist
TrH „steifer“ als ohne die Abstoßung (da die Eigenwerte durch ihre Abstoßung eher be-
strebt sind, die Verteilung gleichmäßig auszufüllen – analog zu einer Menge von Teilchen,
deren Aufenthaltsdichte in einem ihnen gegebenen Raum im Fall einer abstoßenden Wech-
selwirkung im Zeitmittel homogener als im Fall ohne Wechselwirkung ist) und das führt
zu einer kleineren Varianz der Zufallsvariable TrH. Um unkorrelierten und korrelierten
Anteil besser zu trennen, können wir
h(i~)2iU
2
=

1  1
N

h~2iH   1
N2
X
m 6=n
h~m~niH (5.11)
schreiben. Für im Mittel antikorrelierte Eigenwerte von H haben wir
0  h(
~TrH)2i
N2
(5.9)
 h
~2iH
N
(5.9))
 1N2 X
m 6=n
h~m~niH
  h~2iHN : (5.12)
Antikorrelationseinflüsse skalieren also bestenfalls mit 1=N . Asymptotisch sind sie vernach-
lässigbar und man erhält als Breite der Verteilung der Imaginärteile der Eigenwerte von U
das
p
2-fache der Breite der Eigenwertverteilung von H. Für endliche N sorgen einander
abstoßende Eigenwerte von H für eine Erhöhung der Breite der Eigenwertverteilung von
U . Das ist plausibel, da eine Abstoßung die Beträge von Differenzen benachbarter Eigen-
wert erhöht. Eine Skalierung mit 1=N ist plausibel, da der Effekt nur bei benachbarten
Eigenwerten ins Gewicht fallen dürfte.
Wir vergleichen nun die Eigenwertverteilungen von U für die in Abschnitt 4.4.1 definier-
ten H-Ensembles. Die Dichtefunktion der Imaginärteile setzt sich aus einem Dirac-Beitrag
für den Eigenwert Null und einem kontinuierlichen Beitrag für alle anderen Eigenwerte
zusammen, d.h. sie hat die Form
pU(Im) =
1
N
(Im) +

1  1
N

p 6=0U (Im): (5.13)
Wir interessieren uns für die (symmetrische) Funktion p 6=0U . Für die H-Ensembles mit
unkorreliertem Spektrum lässt sie sich aus der Dichtefunktion pH der Eigenwerte von H
berechnen. Es gilt
p 6=0U (y) =
ZZ
pH(x1) pH(x2) (x1   x2   y) dx1 dx2 =
Z
pH(x+ y) pH(x) dx: (5.14)
Ist pH wie im UNHUE eine Gauß-Funktion, so ergibt sich für p 6=0U ebenfalls eine Gauß-
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Abb. 5.1: Wahrscheinlichkeitsdichten der Verteilung der von Null verschiedenen Eigenwerte
von U für verschiedenen H-Ensembles und verschiedene N . Verglichen werden (a) GUE und
USHUE sowie (b) UNHUE und USHUE. Für das USHUE ergibt sich bei der gegebenen
Skalierung ein von N unabhängiges Verhalten. Die Kurven für das GUE resultieren aus
Monte-Carlo-Simulationen von nr Matrizen, sodass nrN2  107. Jene zum UNHUE sind
Gaußkurven mit verschiedenen Breiten (siehe Text).
Funktion – nach Vergleich von (5.11) und (5.13) mit verdoppelter Varianz. Für eine Halb-
kreisverteilung wie im USHUE erhält man für einen Halbkreisradius von Eins
p 6=0U (y) =
4
2
1 y=2Z
 (1 y=2)
s
x2  

1 +
y
2
2 
x2  

1  y
2
2
dx; 0  y  2 (5.15)
und symmetrisch für y < 0. Für andere Radien muss die Funktion entsprechend skaliert
werden. Das Integral lässt sich numerisch leicht lösen. Im Falle des GUE machen wir Monte-
Carlo-Simulationen, d.h. wie generieren eine Anzahl nr von Realisierungen von Matrizen
des GUE für verschiedene N , berechnen deren Eigenwerte und davon die Differenzen. Zum
Vergleich der Verteilungen zu unterschiedlichen N werden die Differenzen durch N geteilt.
Schließlich erzeugen wir Histogramme mit 100 Bins.
Abbildung 5.1(a) zeigt den Vergleich von GUE und USHUE für verschiedene N . Die Ver-
teilung für das USHUE ist bei besagter Reskalierung der Eigenwerte von N unabhängig.
Für H aus dem GUE erkennen wir für N = 2 das Wigner-Gesetz (3.6). Das verwundert
nicht, da die Verteilung der positiven Eigenwertdifferenzen von H für N = 2 identisch mit
der Abstandsverteilung der Eigenwerte von H ist und diese für das GUE und N = 2 exakt
durch das Wigner-Gesetz (3.6) gegeben ist [17]. Für N !1 schmiegt sich die Verteilung
erwartungsgemäß der des USHUE an; lediglich das quadratische Verhalten für kleine Diffe-
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renzbeträge bleibt aufgrund der Abstoßungscharakteristik der GUE-Eigenwerte bestehen.
Wir sehen hier also konkret, wie sich die Korrelationen der Eigenwerte des GUE auf die
Eigenwertverteilung von U auswirken: Im Wesentlichen bestimmen sie das Verhalten nahe
Null. Was hier an statistischem Gewicht gegenüber dem unkorrelierten Fall fehlt, ist zu
absolut größeren Werten hin verschoben und dies sorgt für die zuvor berechnete Erhö-
hung der Verteilungsbreite. In Abbildung 5.1(b) sehen wir den Vergleich von UNHUE und
USHUE. Auffällig ist der unterschiedliche Funktionstyp (für das USHUE hat die Funktion
einen kompakten Träger, für das UNHUE nicht) und die N -Abhängigkeit der Breite der
Verteilung für das UNHUE. Der Grund dieser Abhängigkeit ist die gewählte Skalierung des
Ensembles, d.h. letztlich die mit N wachsende mittlere Spannweite von N unabhängig und
identisch normalverteilten Zufallszahlen; siehe die Definition des Ensembles in Abschnitt
4.4.1.
Insgesamt lässt sich vermuten: Im Limes N ! 1 beinflussen die Korrelationen der
Eigenwerte von H das Verhalten der Eigenwertverteilung von U nahe Null; das sonstige
Verhalten wird durch die Eigenwertverteilung von H bestimmt.
5.2.2 Eigenwertkorrelationen
Bereits beobachtet haben wir eine quadratische Abstoßung der reellen von den nicht reellen
Eigenwerten für das GUE und keine Abstoßung für die unkorrelierten H-Ensembles. Fragen
können wir außerdem nach der Abstandsverteilung der Eigenwerte von U mit positivem
Imaginärteil. Hier gehen Korrelationen der Eigenwerte von H höherer Ordnung ein, denn
die Abstände von Eigenwerten von U sind Differenzen von Differenzen von Eigenwerten
von H, was bis zu vier verschiedene Eigenwerte von H einschließt.
Abbildung 5.2(a)–(c) zeigt Abstandsverteilungen der positiven Eigenwerte von U für
die drei H-Ensembles und verschiedene N aus Monte-Carlo-Simulationen. Für H aus dem
GUE und dem USHUE zeigt sich ein asymptotisch übereinstimmendes Verhalten; für klei-
ne N dagegen sind deutliche Unterschiede zu erkennen. Diese lassen sich leicht für den
Fall N = 3 verstehen; siehe Abbildung 5.2(d): Hier hat H drei Eigenwerte n, woraus drei
positive Differenzen und zwei Abstände zwischen benachbarten positiven Differenzen re-
sultieren. Einer dieser Abstände gleicht dem kleineren der beiden Abstände benachbarter
Eigenwerte von H. Die Abstandsverteilung der Eigenwerte von H trägt bei N = 3 also grob
gesprochen zur Hälfte der Abstandsverteilung der Eigenwerte von U bei und dies sorgt für
die sichtbaren Unterschiede zwischen GUE und USHUE. Mit wachsendem N nimmt das
Gewicht dieses Beitrags ab; es werden zunehmend entfernt benachbarte Eigenwerte von H
miteinander in Beziehung gesetzt, was zu im Mittel abnehmender statistischer Abhängig-
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Abb. 5.2: Wahrscheinlichkeitsdichten der Abstandsverteilung der positiven Eigenwerte von
U für verschiedenen H-Ensembles (a)–(c) und verschiedene N . Alle Kurven resultieren aus
Monte-Carlo-Simulationen von nr Matrizen, sodass nrN2  107. Den Fall N = 3 veranschau-
licht (d). Im Unterschied zu (a)–(c) bezeichnet hier  Eigenwerte von H,  Imaginärteile
von Eigenwerten von U und  Abstände von benachbarten Eigenwerten von U .
keit führt. Für N !1 ergibt sich eine Signatur wie von unkorrelierten Eigenwerten. Für
H aus dem UNHUE zeigen die Eigenwerte von U qualitativ das gleiche Abstandsverhalten
wie für H aus dem USHUE, was verständlich ist, da die Eigenwerte beider H-Ensembles
statistisch unabhängig sind.
5.3 Grenzfall reiner Relaxation
Wir wollen uns nun dem Fall L = R zuwenden. Anders als im vorangegangenen Ab-
schnitt ist dieser nicht physikalisch motiviert. Man könnte vermuten, ihn als Grenzfall
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starker Kopplung zu erhalten, in dem der Einfluss des freien System-Hamilton-Operators
vernachlässigbar ist; allerdings vergäße man dann, dass auch die Wechselwirkung mit der
Umgebung einen Beitrag zur unitären Dynamik leistet, der nicht vernachlässigt werden
kann. Die Motivation rührt eher von der in Abschnitt 2.3.2 vorgestellten Korrespondenz
zur Ratengleichung, denn für diese spielt der unitäre Teil der Lindblad-Dynamik keine
Rolle [1]. Wir können also erwarten, dass unsere Ensembles für R ähnliche Eigenschaften
wie das in [10] studierte EGRE (exponential general rate-matrix ensemble) besitzen.
Aus Abschnitt 4.3 kennen wir die Komponenten von R als
Rmnpq = ampnq   1
2
NX
s=1
(asnsq mp + aspsm nq) : (5.16)
Sie ergeben sich aus R = L+ i[H;  ] und L nach Theorem 2.4 für den in (4.2) definierten
Satz von Lindblad-Operatoren und den in (4.35) beschriebenen Zusammenhang zwischen
a 2 M+(N2) und c 2 M+(N2   1). Unsere Zufallsmatrixensembles für R sind nun durch
(5.16) und die in Abschnitt 4.4.2 eingeführten Ensembles für c definiert. Somit genügen
wir der in Abschnitt 4.4 aufgestellten Forderung nach einem festen Satz von Lindblad-
Operatoren plus unitär invarianten Zufallsmatrixensembles für c.
Aus Abschnitt 4.5 wissen wir, dass Null stets Eigenwert von R ist. Numerische Versuche
zeigen, dass R für die just definierten Ensembles fast sicher N2 verschiedene Eigenwerte
besitzt, d.h. es ist fast sicher genau ein Eigenwert von R gleich Null. Wir interessieren uns
für die Statistik der N2   1 übrigen Eigenwerte.
5.3.1 Eigenwertverteilung
Wir beginnen mit der Berechnung des Mittelwerts der Verteilung der von Null verschiede-
nen Eigenwerte von R. Da der Eigenwert Null nichts zur Spur von R beiträgt, ergibt sich
der Mittelwert zu
hi0R =
hTrRi
N2   1; (5.17)
der Strich signalisiert den Ausschluss des Eigenwertes Null. Mit (5.16) berechnen wir
TrR =
NX
m;n=1
Rmnmn =
NX
m;n=1
ammnn   1
2
NX
m;n;s=1
(asnsn + asmsm)
=
NX
m;n=1
ammnn  N Tr a Lemma 4.7=  N Tr a (5.18)
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und mit Tr a = Tr c ergibt sich
hi0R =  N hic : (5.19)
Wir werden dieses Ergebnis in Abschnitt 5.4 physikalisch interpretieren. Es ist unabhängig
vom Ensemble der positiven Matrix c; ja es gilt sogar ohne Mittelung über das Ensemble,
d.h. für jede einzelne Matrix c, wie Gleichung (5.18) zeigt. Bemerkenswert ist die forma-
le Übereinstimmung mit dem entsprechenden Ausdruck für das EGRE, den man erhält,
indem man hic in (5.19) durch die mittlere Rate ersetzt.
Fragen wir nun nach der Breite der Verteilung der von Null verschiedenen Eigenwerte
von R. Wir werden sehen, dass sich die Eigenwerte über die komplexen Ebene verteilen.
Am besten wäre es also, wir hätten die Varianzen der Verteilungen von Re und Im für
 6= 0. Leichter ist jedoch die Berechnung von h~2i0R = h(  hi0R)2i0R, denn es gilt
h~2i0R = h2i0R hi02R =


TrR2
N2   1  
 hTrRi
N2   1
2
=
1
N2   1
 

TrR2  hTrRi2
N2   1
!
: (5.20)
Zwischen dieser Größe und den Varianzen von Re und Im besteht der Zusammenhang
h~2i0R = h(Re ~+ i Im ~)2i0R = h(Re ~)2i0R + 2ihRe ~ Im ~i0R   h(Im ~)2i0R (5.21)
und da der zweite Term aufgrund der Symmetrie des Spektrums verschwindet, haben wir
h~2i0R = h(Re ~)2i0R   h(Im ~)2i0R: (5.22)
Dies behalten wir im Hinterkopf und machen uns an die Auswertung von (5.20). Es gilt,

TrR2 zu berechnen. Nach (4.21) gilt
TrR2 =
NX
m;n;p;q=1
Rmnpq Rpqmn
=
NX
m;n;p;q=1
 
ampnq   1
2
NX
s=1
(asnsq mp + aspsm nq)
!

 
apmqn   1
2
NX
r=1
(arqrn pm + armrp qn)
!
=
NX
m;n;p;q=1
ampnq apmqn  
NX
m;n;p;q;r=1
ampnq (arqrn pm + armrp qn)
+
1
4
NX
m;n;p;q;r;s=1
(asnsq mp + aspsm nq) (arqrn pm + armrp qn)
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=
NX
m;n;p;q=1
ampnq apmqn  
NX
m;n;q;r=1
ammnq arqrn| {z }
= 0 (Lemma 4.7)
 
NX
m;n;p;r=1
ampnn armrp| {z }
= 0 (Lemma 4.7)
+
N
2
NX
n;q;r;s=1
asnsq arqrn +
1
2
NX
m;n;r;s=1
asnsn armrm
=
NX
m;n;p;q=1
ampnq apmqn| {z }
=: ()
+
N
2
NX
n;q;r;s=1
asnsq arqrn| {z }
=: ()
+
1
2
(Tr a)2: (5.23)
Da wir unitär invariante Ensembles für c betrachten, können wir erwarten, dass sich dieser
Ausdruck, wenn gemittelt, zu einer Form vereinfachen lässt, die nur die Eigenwerte von
c enthält. Der letzte Term ist wegen Tr a = Tr c bereits ohne Mittelung in einer solchen
Form; für () und () müssen wir noch etwas arbeiten. Setzen wir die Form von a aus
(4.39) in die in (5.23) definierten Größen ein, so erhalten wir
() =
N2 1X
;=1
 
NX
m;n;p;q=1
W ;mpW;nqW

;pmW;qn| {z }
=:S
; (5.24)
() =
N2 1X
;=1
 
NX
m;n;p;q=1
W ;mnW;mqW

;pqW;pn| {z }
=:T
; (5.25)
d.h. Bilinearformen in den Eigenwerten von c mit Koeffizientenmatrizen S; T 2M(N2 1),
die über U und V gegeben sind. Man überzeugt sich leicht davon, dass beide Matrizen reell
und symmetrisch sind. Nun erinnern wir uns an die eigentliche Aufgabe: Es gilt


TrR2 zu
berechnen. Dies ist ein Mittelwert über unsere c-Ensembles, die sämtlich die Vorraussetzun-
gen von Lemma 4.4 erfüllen. Somit können wir die Gesamtmittelung in zwei Teile zerlegen:
Wir können zunächst über die mit einem Haar-Maß verteilten Matrizen V 2 Mu(N2   1)
und anschließend über die Eigenwerte mitteln. Auf diese Weise lässt sich das Gemeinsame
aller Ensembles (die unitäre Invarianz) vom sie Unterscheidenden (der Spektralstatistik)
trennen. In Anhang A.5 zeigen wir, dass man in obigem Ausdruck für S W durch ~V
ersetzen kann. Das bedeutet, dass zum einen hSi für  6=  unabhängig von  und 
und zum anderen hSi unabhängig von  ist, denn ein Indexwechsel ist gleichbedeutend
mit einem Zeilenwechsel in V und da das Maß von V invariant unter Multiplikationen
mit Permutationsmatrizen ist, sind alle Zeilen von V statistisch gleichwertig. Weiterhin
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wird dort gezeigt, dass die Zeilensummen von S gleich Eins sind. Für ein analytisches
Ergebnis für hSi fehlt also lediglich das Ensemblemittel eines Diagonal- oder eines Nicht-
diagonalelements von S. Die Bestimmung dieser Mittel ist uns jedoch nicht gelungen. Sie
ist kompliziert, da die Matrixelemente von V nichttrivial korreliert sind (Zeilen und Spalten
von V bilden Orthonormalsysteme). Für T sind nicht einmal die just für S beschriebenen
Vereinfachungen möglich, da sich die Summationsindizes m;n; p; q in (5.25) nicht paarwei-
se auf je zwei der vier Faktoren verteilen. Wir kommen also nicht umhin, eine numerische
Berechnung zu versuchen; in Anhang A.6 werden die Resultate diskutiert. Es zeigt sich,
dass auch hT i jeweils auf und neben der Diagonalen konstant ist. Im Rahmen der statisti-
schen Unsicherheit finden wir eine Übereinstimmung der numerischen Ergebnisse mit dem
Ansatz
hSi = 1
N2
X; hT i = N
2   1
N3
X mit X =
0BB@
1    1
... . . .
...
1    1
1CCA+ I: (5.26)
Man beachte, dass hSi die analytisch vorhergesagten Eigenschaften besitzt. Nehmen wir
(5.26) als Hypothese, so können wir mit der Berechnung von


TrR2 fortfahren. Es folgt


TrR2 = 1
N2
*
N2 1X
;=1
X 
+
+
1
2
 
N2   1
N2
*
N2 1X
;=1
X 
+
+


(Tr c)2
!
=
1
N2
 

(Tr c)2

+


Tr(c2)

+
1
2

2N2   1
N2


(Tr c)2

+
N2   1
N2


Tr(c2)

=
h(Tr c)2i+ hTr(c2)i
2N2
+


(Tr c)2

+
1
2


Tr(c2)

(5.27)
und mit
hTrRi2
N2   1 =
N2
N2   1 hTr ci
2 =

1 +
1
N2   1

hTr ci2 (5.28)
zunächst
h~2i0R =
1
2
 
hTr(c2)i
N2   1  
 hTr ci
N2   1
2!
+
h(Tr c)2i   hTr ci2
N2   1
+
h(Tr c)2i   N2
N2 1 hTr ci2
2N2(N2   1) +
hTr(c2)i
2N2(N2   1) : (5.29)
Sortiert man die Terme um, ergibt sich schließlich
h~2i0R =
h~2ic
2

1 +
1
N2

+
h(gTr c)2i
N2   1

1 +
1
2N2

: (5.30)
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Wir sehen also, dass h~2i0R unabhängig vom c-Ensemble für alle N positiv ist. Wegen
(5.22) heißt das, dass die Eigenwertverteilung von R in reeller Richtung stets breiter als
in imaginärer Richtung ist. Der zweite Term in (5.30) zeigt, dass die Korrelationen der
Eigenwerte von c in die Eigenwertverteilung von R eingehen (man vergleiche mit Formel
(5.8) und der sich anschließenden Diskussion). Ein Unterschied zum Fall L = U liegt in
der Skalierung der Korrelationseinflüsse. Wie in Abschnitt 5.2 können wir unkorrelierten
und korrelierten Anteil trennen und erhalten
h~2i0R =

3
2
+
1
N2

h~2ic +

1 +
1
2N2

1
N2   1
X
6=
h~~ic: (5.31)
Für im Mittel antikorrelierte Eigenwerte wie für das WPUE zeigt man wie in Abschnitt
5.2  1N2   1 X
6=
h~~ic
  h~2ic: (5.32)
Anders als aus der entsprechenden Abschätzung (5.12) im Falle L = U können wir hieraus
nicht schließen, dass die Korrelationseinflüsse asymptotisch vernachlässigbar sind; statt-
dessen sind sie möglicherweise für alle N von Bedeutung. Weiterhin bemerken wir, dass
h~2i0R für unsere c-Ensembles asymptotisch konstant sein dürfte, da für h~2ic entsprechen-
des gilt. Hier liegt ein Unterschied zum EGRE, denn für dieses skaliert h~2i0 nicht nur
mit der Varianz der Verteilung der Raten, sondern auch mit der Systemgröße N . Es fragt
sich, inwiefern die berechnete Varianz vom Ensemble für c abhängt, insbesondere was das
Skalenverhalten mit N betrifft. In der Berechnung ausgenutzt haben wir die unitäre Inva-
rianz unserer Ensembles für die Mittelung der Matrizen S und T . In Anhang A.5 sehen wir
allerdings, dass nicht nur die Matrixelemente von hSi, sondern auch jene von S mit 1=N2
skalieren. Würde analogerweise das für hT i ermittelte Skalenverhalten auch für T gelten
(Abbildung A.1(b) spricht dafür), dann wäre die ermittelte N -Unabhängigkeit für jede ein-
zelne Matrix c gültig (als statistischer Zusammenhang zwischen den N2   1 Eigenwerten
von c und den N2   1 von Null verschiedenen Eigenwerten von R).
Wir präsentieren nun numerische Ergebnisse für die Verteilung der von Null verschie-
denen Eigenwerte von R für die drei in Abschnitt 4.4.2 definierten Ensembles positiver
Matrizen und verschiedene N . Abbildung 5.3 zeigt als generisches Beispiel die Verteilung
für c aus dem WPUE und N = 3. Wir haben die Eigenwerte um ihren Mittelwert zentriert
und anschließend die Achsen mit hic skaliert, da der zuvor berechnete Ausdruck für h~2i0R
ein solches Skalenverhalten vermuten lässt.
Nach Satz 4.5 sind die Eigenwerte von R entweder reell oder bilden komplex konjugierte
Paare. Wir erkennen nun, dass tatsächlich beide Arten von Eigenwerten vorkommen. Wie
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Abb. 5.3: Wahrscheinlichkeitsdichte der Verteilung der von Null verschiedenen Eigenwerte
von R für c aus dem WPUE und N = 3, numerisch ermittelt aus 108 Eigenwerten. Die
Farbskala wurde beschnitten, da die reellen Eigenwerte einen Dirac-Beitrag in imaginärer
Richtung liefern.
zu erwarten war, ist die Verteilung symmetrisch zur reellen Achse und ihre Breite in reeller
Richtung übertrifft jene in imaginärer Richtung.
In der Nähe der reellen Achse erkennen wir ein Verhalten, wie es auch das in Abschnitt
3.2.1 vorgestellte GinOE zeigt, d.h. einen makroskopischen Anteil reeller Eigenwerte und
eine für jImj ! 0 gegen Null gehende Dichte der komplexen Eigenwerte. Das verwundert
auf den ersten Blick, da die Matrizen des GinOE reell sind, Rmnpq dagegen i.A. komplex
ist. Ein Zufallsmatrixensemble für R sollten demnach eher Merkmale des GinUE zeigen.
Allerdings treten die komplexen Eigenwerte von R ja in konjugierten Paaren auf und
im Weiteren wird sich zeigen, dass in unseren Ensembles für R Entartungen mit Maß
Null vorkommen. Folglich hat das charakteristische Polynom von R in unseren Ensembles
fast sicher nur reelle Koeffizienten. (Wüsste man, dass die algebraischen Vielfachheiten
zueinander konjugierter Eigenwerte von R bzw. L generell übereinstimmen, dann wäre
gesichert, dass die entsprechenden charakteristischen Polynome nur reelle Koeffizienten
haben. Deshalb ist diese in Abschnitt 4.5 aufgeworfene Frage interessant.) Es ist also
plausibel, dass sich die Eigenwerte – als Nullstellen des charakteristischen Polynoms – so
verhalten, als gehörten sie zu einer reellen Matrix. Wir werden demnach ab jetzt reelle
und komplexe Eigenwerte getrennt untersuchen und unsere Ensembles nicht nur mit dem
EGRE, sondern auch mit dem GinOE vergleichen.
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Abschließend wollen wir auf die erstaunliche Ähnlicheit der reskalierten Dichte in Ab-
bildung 5.3 mit einer entsprechenden Dichte des EGRE hinweisen [10, Abbildung 4]. Letz-
tere besitzt nicht nur alle zuvor aufgeführten Merkmale, sondern zeigt darüberhinaus eine
analoge Schiefe der Verteilung in reeller Richtung und grob das gleiche Verhältnis der
Verteilungsbreiten in reeller und imaginärer Richtung.
Wir wollen nun nach dem Anteil der reellen Eigenwerte an (R) n f0g bzw. genauer
nach dessen mit f 6=0R bezeichneten Ensemblemittel fragen. Abbildung 5.4(a) stellt die Ab-
hängigkeit von N für die drei c-Ensembles dar. Für alle zeigt sich das gleiche Verhalten;
die Punkte liegen allerdings nur fast aufeinander, wie eine genauere Betrachtung ergibt.
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Abb. 5.4: (a) Mittlerer Anteil der reellen Eigenwerte an (R) n f0g für verschiedene En-
sembles positiver Matrizen in Abhängigkeit von N ; die glatte Linie zeigt zum Vergleich das
entsprechende asymptotische Verhalten des GinOE, d.h. f 6=0R =
p
2=N2. (b)–(c) Wahr-
scheinlichkeitsdichten der Verteilung der reellen, von Null verschiedenen Eigenwerte von R
für verschiedene N und verschiedene Ensembles positiver Matrizen. Alle Kurven resultieren
aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  108.
Grenzfall reiner Relaxation 55
Tab. 5.1: Exponent  des asymptotischen Potenzgesetzes f 6=0R  N  für unsere Ensem-
bles für R, ermittelt durch eine lineare Interpolation der Punkte f 6=0R (32) und f 6=0R (45) für
f 6=0R (N) in doppelt-logarithmischer Darstellung aus Monte-Carlo-Simulationen von nr Ma-
trizen mit nrN2  108. Die angegebenen Fehler (eine Standardabweichung) resultieren aus
den statistischen Fehlern der beiden Punkte.
c-Ensemble WPUE USQPUE UEPUE
Exponent  0,9875(18) 0,9893(19) 0,9948(19)
Für N = 2 ist f 6=0R = 1, d.h. alle Eigenwerte von R sind reell; für große N scheint sich ein
Potenzgesetz abzuzeichnen. Für N2  1 ist das Gewicht des Eigenwerts Null am Spektrum
von R vernachlässigbar und wir können f 6=0R mit dem mittlere Anteil der reellen Eigenwer-
te am Spektrum von Matrizen des GinOE der linearen Matrixdimension N2 vergleichen
(da (R) aus M(N2) ist). Asymptotisch skaliert dieser mit 1=N ; in Abbildung 5.4(a) ist
die entsprechende Gerade zu sehen. Auf den erste Blick scheint auch f 6=0R asymptotisch
mit 1=N zu skalieren; eine genauere Untersuchung lässt allerdings Zweifel aufkommen:
Nimmt man die Punkte für N = 32 und N = 45 als Grundlage einer linearen Interpolation
in doppelt-logarithmischer Auftragung, so erhält man für f 6=0R  N  einen Exponenten
 < 1, wie Tabelle 5.1 zeigt. Das Verhalten von f 6=0R im in Abbildung 5.4(a) abgedeck-
ten Parameterbereich lässt außerdem vermuten, dass die Funktion log f 6=0R (logN) konvex
ist; d.h. ihre Steigung sollte sich für größer werdendes N erhöhen. Demnach wären die in
Tabelle 5.1 genannten Werte als obere Schranken von  zu verstehen. Auch das EGRE
zeigt ein anomales Skalenverhalten von f 6=0R mit   0;460 [10]. Insofern überrascht ein
Abweichen von  = 1 nicht. Da die Ratenmatrix aus M(N) und (R) aus M(N2) ist,
könnte man vermuten, dass die Exponenten der beiden Ensembles durch einen Faktor 2
verknüpft sind. Die in Tabelle 5.1 angeführten oberen Schranken für  in unseren Ensem-
bles (wenn es denn welche sind) sprechen nicht dagegen. Für eine Überprüfung wäre f 6=0R
bei größeren N zu untersuchen. Offen bleibt auch die Frage, ob der Exponent unabhängig
vom gewählten Ensemble für c ist. Für das EGRE wurde für verschiedene Wahrscheinlich-
keitsverteilungen der Raten (inklusiver solcher, die negative Raten zulassen) der gleiche
Exponent gefunden [10].
Betrachten wir nun die Verteilung der reellen, von Null verschiedenen Eigenwerte von R.
Die Abbildungen 5.4(b)–(d) zeigen die numerisch ermittelten Dichtefunktionen für unsere
drei c-Ensembles und verschiedene N . Die Ergebnisse suggerieren, dass die asymptoti-
schen Verteilungen in allen drei Fällen symmetrisch bezüglich ihres Mittelwertes sind und
eine von N unabhängige Breite besitzen. Für c aus dem USQPUE scheint sich die glei-
che asymptotische Verteilung zu ergeben wie für c aus dem UEPUE. Grund dafür ist
vermutlich eine Art zentraler Grenzwertsatz: Die Eigenwertverteilungen dieser beiden c-
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(a) WPUE, N = 3 (b) WPUE, N = 8
(c) USQPUE, N = 3 (d) USQPUE, N = 8
(e) UEPUE, N = 3 (f) UEPUE, N = 8
Abb. 5.5: Wahrscheinlichkeitsdichten der Verteilung der Eigenwerte von R mit positivem
Imaginärteil für verschiedene Ensembles positiver Matrizen und verschiedene N , numerisch
ermittelt aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  108.
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Abb. 5.6: (a), (c), (e): Fortsetzung von Abbildung 5.5. (b), (d), (f): Projektionen der Daten
aus den links stehenden Abbildungen auf die imaginäre Achse.
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Ensembles besitzen den gleichen Mittelwert und die gleiche Varianz und dieser Umstand
führt für N ! 1 zu einem verschwindenden Unterschied der resultierenden Ensembles
für R. In [10] wurde eine entsprechende Aussage für die Eigenwertverteilung des EGRE
bewiesen. Für c aus dem WPUE scheint sich eine andere Asymptotik zu ergeben. Die Ent-
wicklung der Schwänze der Verteilung mit N erinnert an jene für die Eigenwertverteilung
des GUE in Abbildung 4.1. Die asymptotische Dichtefunktion könnte also wie im Falle des
GUE einen kompaktem Träger haben und an den Rändern des Trägers nicht analytisch
sein; eine Konstanz auf dem Träger, analog zum GinOE [23,42], zeichnet sich jedoch nicht
ab. Abschließend sei gesagt, dass sich die asymptotischen Verteilungen für alle drei Ensem-
bles von der entprechenden asymptotischen Verteilung des EGRE unterscheidet, denn die
Dichtefunktion letzterer entwickelt asymptotisch Knicke, ohne dass die Entwicklung eines
kompakten Trägers auszumachen ist [10].
Wenden wir uns nun den komplexen Eigenwerten zu. Da die in Abbildung 5.3 erkennbare
Symmetrie der Verteilung bezüglich der reellen Achse für alle c-Ensembles und alle N gilt,
beschränken wir uns auf die Darstellung der Verteilung der Eigenwerte mit positivem
Imaginärteil. In den Abbildungen 5.5 und 5.6(a), (c), (e) sehen wir numerische Ergebnisse
für die drei c-Ensembles und jeweils N = 3; 8; 45. Wie schon bei den Verteilungen der
reellen Eigenwerte erkennen wir für zunehmendes N eine Abnahme der Schiefe in reeller
Richtung. Ebenfalls beobachten wir, dass sich die Verteilungen der Ensembles mit c aus
dem USQPUE und dem UEPUE mit steigendem N ähnlicher werden, während sich für c
aus dem WPUE eine andere asymptotische Verteilung zu ergeben scheint.
Da f 6=0R für N !1 verschwindet, ergibt sich h~2i0R in (5.30) asymptotisch allein aus der
Verteilung der komplexen Eigenwerte von R. Die numerischen Ergebnisse unterstreichen,
dass h~2i0R nicht mit N skaliert; sie zeigen darüber hinaus, dass die Breiten der Verteilung
in reeller und imaginärer Richtung dies nicht tun.
Für die c-Ensembles mit unkorrelierten Eigenwerten suggerieren die Histogramme für
N ! 1 die Entwicklung eines scharfen Randes der Dichtefunktion parallel zur reellen
Achse und ein analytisches Verhalten in reeller Richtung ohne Ausprägung eines kom-
pakten Trägers. Für c aus dem WPUE scheint die asymptotische Dichtefunktion dagegen
einen kompakten Träger zu besitzen, der die Form eines Zuckerhuts hat, wenn man sich
auf die Eigenwerte mit positivem Imaginärteil beschränkt; insbesondere scheint der Rand
des Trägers die reelle Achse nicht senkrecht zu schneiden, d.h. er ist keine Halbellipse, was
dem Verhalten des GinOE nahe käme (siehe Abschnitt 3.2.1). Für das EGRE beobachtet
man eine ähnliche Entwicklung; allerdings hat der vermeintliche Träger dort einen glocken-
förmigen Rand [10]. Unter Beachtung der Ergebnisse für die reellen Eigenwerte halten wir
fest, dass WPUE und USQPUE zu verschiedenen asymptotischen Eigenwertverteilungen
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für R führen. Da die Eigenwertverteilungen von c aus dem WPUE und dem USQPUE für
N !1 identisch sind, liegt die Ursache dafür allein bei den verschiedenen Eigenwertkor-
relationen der Ensembles für c. Dass letztere Einfluss haben, war nach der Berechnung von
h~2i0R in (5.30) zu erwarten; wie weitreichend diese Einflüsse sein können, sehen wir jedoch
erst hier.
In den Abbildungen 5.6(b), (d), (f) wird der Verlauf der Verteilungen nahe der reellen
Achse genauer untersucht. Für das EGRE [10] ist, genau wie für das GinOE [41], eine
lineare Abstoßung von der reellen Achse bekannt. Um zu überprüfen, ob auch unsere
Ensembles für R diese Eigenschaft haben, ist hier die Projektion der Eigenwertverteilung
auf die imaginäre Achse dargestellt und tatsächlich beobachten wir einen lineares Verhalten
für kleine jImj. Wir sehen, dass der Anstieg für kleine N stark vom Ensemble abhängt,
asymptotisch jedoch für alle Ensembles gleich zu sein scheint.
5.3.2 Eigenwertkorrelationen
Wir wollen nun die Korrelationen der Eigenwerte von R aus unseren Ensembles unter-
suchen. Wir betrachten die reellen und komplexen Eigenwerte wieder getrennt. Bereits
untersucht haben wir die Korrelationen zwischen diesen beiden Sorten von Eigenwerte; sie
stoßen einander linear ab.
Beginnen wir mit der Abstandsverteilung der reellen, von Null verschiedenen Eigenwerte.
Im vorangegangenen Abschnitt haben wir festgestellt, dass die Verteilung dieser Eigenwerte
eine asymptotisch von N unabhängige Breite besitzt. Weiterhin haben wir für den mittle-
ren Anteil der reellen Eigenwerte an (R) n f0g für große N ein Potenzgesetz f 6=0R  N 
gefunden, d.h. R hat asymptotisch im Mittel N2f 6=0R  N2  reelle, von Null verschiedene
Eigenwerte. Dementsprechend skaliert deren mittlerer Abstand hi mit N 2, d.h. etwa
mit 1=N , da  nahe Eins ist. Die Abbildungen 5.7(a), (c), (e) zeigen numerisch ermittelte
Verteilungen der mit N= hic skalierten Abstände für die drei c-Ensembles und verschiede-
nen N . Wir sehen die erwartet schwache Abhängigkeit des Mittelwerts von N . Während
sich die Verteilungen für kleine N noch je nach c-Ensemble unterscheiden, scheint das
asymptotische Verhalten vom Ensemble unabhängig zu sein. Für kleine  ist die Dichte-
funktion proportional zu . Wir beobachten also ein lineares Abstoßungsverhalten, wie
es auch das EGRE [10] und das GinOE [41] zeigt.
Als nächstes untersuchen wir die Korrelationen der komplexen Eigenwerte, wobei wir
uns wieder auf die Eigenwerte mit positivem Imaginärteil beschränken können. Korrelatio-
nen zwischen Eigenwerten der oberen und unteren komplexen Halbebenen werden von der
Abstoßung von der reellen Achse und dem Auftreten komplex konjugierter Paare domi-
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Abb. 5.7: Korrelationen der Eigenwerte von R für verschiedene Ensembles positiver Matri-
zen und verschiedene N , numerisch ermittelt aus Monte-Carlo-Simulationen von nr Matri-
zen mit nrN2  108: Zu sehen sind Dichtefunktionen von Verteilungen der (links) Abstän-
de benachbarter reeller, von Null verschiedener Eigenwerte und (rechts) Nächste-Nachbar-
Abstände von Eigenwerten mit positivem Imaginärteil. Die gestrichelte Linie in den rechten
Plots ist das asymptotische Verhalten des GinUE in passender Skalierung.
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(a) (b)
Abb. 5.8: Wahrscheinlichkeitsdichte der Verteilung komplexer Differenzen  benachbarter
Eigenwerte mit positivem Imaginärteil vonR für c aus demWPUE für (a)N = 4, (b)N = 45,
numerisch ermittelt aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  108.
niert und hier nicht weiter betrachtet. In Abbildung 5.8 ist die Verteilung der Differenzen
benachbarter Eigenwerte für c aus dem WPUE und (a) N = 4, (b) N = 45 abgebil-
det. Zur Erzeugung der Histogramme aus Monte-Carlo-Simulationen haben wir für jeden
Eigenwert  mit positivem Imaginärteil denjenigen Eigenwert 0 mit positivem Imaginär-
teil derselben Matrix bestimmt, der j0   j minimiert und die entsprechenden Differenzen
 := 0  gesammelt. Wir beobachten, dass die Verteilung für große N rotationssymme-
trisch wird und kleine Differenzen unterdrückt sind. Dieses Verhalten beobachtet man auch
beim EGRE [10, Abbildung 11]. Die Verteilungen für die anderen c-Ensembles zeigen keine
qualitativen und kaum quantitative Unterschiede zu denen für c aus dem WPUE, weshalb
wir sie hier nicht abbilden. Da f 6=0R für N !1 gegen Null geht, die Anzahl der komplexen
Eigenwerte asymptotisch also mit N2 skaliert, und h~2i0R asymptotisch unabhängig von
N ist, können wir hjji  1=N für große N erwarten, was in den Abbildungen 5.8 und
5.7(b), (d), (f) bestätigt wird. In letzteren haben wir die Verteilungen von jj dargestellt,
um einerseits zu belegen, dass sich asymptotisch für alle c-Ensembles des gleiche Verhalten
ergibt und andererseits zu erfahren, wie sich die Verteilung von jj bei kleinen Differenzen
verhält. Die Kurven erinnern an die entsprechenden des GinUE (siehe Abbildung 3.1(b)).
Deshalb haben wir die asymptotische Dichtefunktion des GinUE eingetragen – so skaliert,
dass sie durch den (grob) gemeinsamen Schnittpunkt der Kurven für N = 8; 16; 45 geht –
und dem Augenschein nach könnten die asymptotischen Abstandsverteilungen tatsächlich
übereinstimmen. Klar erkennbar ist das kubische Verhalten für kleine jj. Wir finden also
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auch für die komplexen Eigenwerte ein Abstoßungsverhalten, dass mit dem des EGRE [10]
und dem des GinOE [41] übereinstimmt.
Abschließend wollen wir zwei Dinge festhalten. Erstens zeigen die Abstandsverteilungen,
dass R tatsächlich, wie eingangs behauptet, fast sicher N2 verschiedene Eigenwerte hat,
denn wir haben bei der numerischen Ermittlung der Abstandsverteilungen alle N2 Zahlen
eingeschlossen, die von der benutzten Eigenwertroutine (siehe Anhang A.7) geliefert wur-
den, d.h. alle Eigenwerte mit ihren algebraischen Vielfachheiten; somit wären Entartungen
als Null-Abstände aufgefallen. Zweitens sehen wir, dass die Korrelationen der Eigenwerte
von R im Wesentlichen unabhängig vom gewählten Ensemble für c sind und mit denen
des EGRE und des GinOE übereinstimmen, während die Eigenwertverteilungen vom En-
semble für c abhängen und sich von denen des EGRE und des GinOE unterscheiden. Als
vermutlichen Ursprung für die Übereinstimmungen im Korrelationsverhalten haben wir
bereits ausgemacht, dass das charakteristische Polynom von (R) aus unseren Ensembles
fast sicher nur reelle Koeffizienten hat. Man kann sich die Eigenwerte von R also als von
reellen Matrizen herrührend denken. Für Ensembles reeller Matrizen beobachtet man nun
typischerweise die Abstoßungsverhalten des GinOE, denn die Wahrscheinlichkeitsdichte
der mehrdimensionalen Verteilung aller Eigenwerte p(1; : : : ; N2) enthält dann den Fak-
tor
Q
< j   j und die Eigenwertkorrelationen sind im Wesentlichen durch „lokale“
Eigenschaften von p gegeben [10, 13, 17]. Im Gegensatz dazu wird die Eigenwertvertei-
lung durch das globale Verhalten von p bestimmt, d.h. sie hängt vom konkreten Maß des
Ensembles ab [10,13].
5.4 Voller Lindblad-Superoperator
Wir untersuchen nun Zufallsmatrixensembles für den vollen Lindblad-Superoperator. Im
letzten Abschnitt haben wir festgestellt, dass sich, was Eigenwert- und Abstandsverteilun-
gen betrifft, für c aus dem USQPUE asymptotisch das gleiche R-Ensemble ergibt wie für
c aus dem UEPUE. Die gleiche Beobachtung haben wir im vorletzten Abschnitt bei den
U -Ensembles für H aus dem GUE und dem USHUE gemacht. Es sollte also sowohl für c als
auch für H genügen, nur zwei statt drei Ensembles zu untersuchen. Aus den Ensembles für
c streichen wir das USQPUE, da es, im Gegensatz zum UEPUE, nicht alle möglichen posi-
tiven Matrizen erfasst und das UEPUE die natürlichere Eigenwertverteilung besitzt. Aus
den H-Ensembles streichen wir das USHUE – auch wegen dessen künstlicher Eigenwert-
verteilung und dem Umstand, dass es nicht ganz Mh(N) abdeckt. Aus den verbliebenen
jeweils zwei Ensembles ergeben sich durch Kombination vier L-Ensembles, die wir im Fol-
genden betrachten wollen. Die Matrizen dieser Ensembles haben, wie die der R-Ensembles,
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fast sicher N2 verschiedene Eigenwerte und davon einen Eigenwert Null, d.h. wir fragen
wieder nach den statistischen Eigenschaften der N2   1 übrigen Eigenwerte.
5.4.1 Eigenwertverteilung
Als erstes untersuchen wir die Verteilung der von Null verschiedenen Eigenwerte der Ma-
trizen unserer LSO-Ensembles. Der Mittelwert der Verteilung ist durch
hi0L =
hTrLi
N2   1 (5.33)
gegeben. Es ist TrL = TrU + TrR und wegen TrU = 0 (Formel (5.5)) ergibt sich mit
(5.19)
hi0L =  N hic : (5.34)
Wir erkennen, dass es nur für c 6= 0, d.h.R 6= 0 zu Relaxationsprozessen kommt; der unitäre
Teil der Dynamik spielt für solch inkohärente Entwicklungen keine Rolle. Zur Skalierung
der mittlere Relaxationsrate mit hic und der Systemgröße N bemerken wir:
 Nach den Überlegungen zu Beginn des Abschnitts 5.2 ist hic ein Maß für die Stärke
der Kopplung des Systems an die Umgebung. Eine Skalierung von hi0L mit hic
bedeutet also schlicht, dass die Relaxation bei stärkerer Kopplung schneller abläuft.
 In Abschnitt 2.3.2 haben wir dargelegt, dass sich die Eigenwerte von c als Über-
gangsraten zwischen paarweise orthogonalen reinen Zuständen des Systems interpre-
tieren lassen; von letzteren gibt es N Stück; die mittlere Übergangsrate sei mit hRi
bezeichnet. Bei N Zuständen ergibt sich an jedem Zustand im Mittel eine Gesamt-
wahrscheinlichkeitsdurchflussrate von (N   1) hRi  N hRi, da jeder Zustand, als
Knoten in einem Flussnetz betrachtet, N   1 Zuflüsse und N   1 Abflüsse hat. Diese
mittlere Durchflussrate bestimmt die mittlere Geschwindigkeit der Relaxation, d.h.
die mittlere Relaxationsrate. So lässt sich nicht nur (5.34) verstehen, sondern auch,
dass sich für das entsprechende Ratengleichungsproblem Analoges ergibt [10].
Wenden wir uns nun der Berechnung von h~2i0L als Maß der (quadrierten) Breite der
Verteilung der von Null verschiedenen Eigenwerte von L zu. Es gilt
h~2i0L = h2i0L   hi02L =


TrL2
N2   1  
 hTrLi
N2   1
2
; (5.35)
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wir müssen also


TrL2 berechnen. Wir haben L2 = U2 +U R+RU +R2, d.h. TrL2 =
TrU2 +2 TrU R+ TrR2 und wegen
TrU R =
NX
m;n;p;q=1
UmnpqRpqmn
=  i
NX
m;n;p;q=1
(Hmp qn   mpHqn)
 
apmqn   1
2
NX
s=1
(asqsn pm + asmsp qn)
!
=  i
NX
m;n;p;q=1
(Hmp qn   mpHqn) apmqn
=  i
"
NX
m;p=1
Hmp
 
NX
n=1
apmnn
!
 
NX
n;q=1
Hqn
 
NX
m=1
ammqn
!#
Lemma 4.7
= 0 (5.36)
folgt mit (5.5)
h~2i0L =


TrU2
N2   1 +


TrR2
N2   1  
 hTrRi
N2   1
2
: (5.37)
Nach (5.8) und (5.30) für unitär invariante c-Ensembles ergibt sich schließlich
h~2i0L =  2
 
h~2iH   h(
]TrH)2i
N2
!
1 +
1
N2   1

+
h~2ic
2

1 +
1
N2

+
h(gTr c)2i
N2   1

1 +
1
2N2

: (5.38)
Wir erhalten also im Wesentlichen eine Summe von Termen, die wir in den Abschnitten
5.2 und 5.3 diskutiert haben.
Wir zeigen nun Resultate für die Verteilung der von Null verschiedenen Eigenwerte von
L = U +R aus Monte-Carlo-Simulationen. Schauen wir uns zunächst ein typisches Beispiel
an. Wir wählen N = 8, für U H aus dem GUE mit der in Abschnitt 4.4.1 beschriebenen
Skalierung (d.h. mit einem asymptotischen mittleren Niveauabstand von Eins) und für R
c aus dem WPUE. Die Skalierung von c wählen wir so, dass U und R etwa gleich viel zur
Breite der Verteilung der von Null verschiedenen Eigenwerte von L beitragen. Nach (5.38)
sollte dies der Fall sein, wenn wir
2h~2iH = h
~2ic
2
(5.39)
wählen. Asymptotisch gilt h~2iH = N2=16 und h~2ic = hi2c für die genannten Ensembles
für H und c, d.h. wir können (5.39) grob erfüllen, indem wir hic = N=2 wählen.
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Abb. 5.9: Wahrscheinlichkeitsdichte der Verteilung der von Null verschiedenen Eigenwerte
von L für N = 8, c aus dem WPUE mit hic = N=2 und H aus dem GUE mit der in Ab-
schnitt 4.4.1 beschieben Skalierung. Das Histogramm wurde numerisch aus 108 Eigenwerten
bestimmt. Die Farbskala wurde beschnitten, da die reellen Eigenwerte einen Dirac-Beitrag
in imaginärer Richtung liefern.
Das Ergebnis zeigt Abbildung 5.9. Wir erkennen viele Ähnlichkeiten zur Verteilung in
Abbildung 5.3: Die Symmetrie zur reellen Achse, die Schiefe in reeller Richtung, einen
makroskopischen Anteil reeller Eigenwerte (s.u.) und eine Abstoßung der komplexen Ei-
genwerte von der reellen Achse. Ein Unterschied liegt in der gewählten Skalierung der
Achsen, der folgende Überlegung zugrunde liegt. Im Grenzfall L = U haben wir für unsere
H-Ensembles eine in reeller Richtung verschwindende und in imaginärer Richtung mit N
skalierende Breite gefunden, für L = R skalierten beiden Breiten mit hic und schließ-
lich suggeriert (5.38), dass sich die entsprechenden Varianzen für L = U +R in beiden
Richtungen addieren.
Wie bei den U - und R-Ensembles können wir nun fragen, wie die Spektralstatistik eines
L-Ensembles vom konkreten Maß des Ensembles und von der Systemgröße abhängt. Da sich
die L-Ensembles als Summe von Matrizen aus zwei (hier unabhängigen) Matrixensembles
ergibt, stellt sich darüberhinaus die Frage, wie sich eine Änderung der relativen Skalierung
dieser beiden Ensembles auf das resultierende L-Ensemble auswirkt. (Eine globale Skalie-
rung ist uninteressant, da sie lediglich das Spektrum von L streckt.) Zur Beantwortung
untersuchen wir das soeben eingeführte L-Ensemble für verschiedene hic. Es ist zu ver-
muten, dass sich für hic ! 0 der Grenzfall L = U und für hic ! 1 der Fall L = R
ergibt. Außerdem ist nach der Diskussion rund um (5.39) davon auszugehen, dass sich der
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Übergang zwischen den Extremen etwa bei hic = N=2 abspielt.
Abbildung 5.10 zeigt die Verteilungen der Eigenwerte von L mit positivem Imaginärteil
für verschiedene hic. Wir sehen, dass sich für große hic=N tatsächlich die entsprechende
Verteilung von R (siehe Abbildung 5.5(b)) ergibt. Für kleine hic=N dagegen nimmt die
Verteilung neue Formen an. Um einen Vergleich mit hic = 0, d.h. L = U zu ermögli-
chen, betrachten wir die Verteilung der Imaginärteile der Eigenwerte von L in Abbildung
5.11(a). Wir beobachten für kleine hic=N , wie schon in Abbildung 5.10(a), die Entwick-
(a) 2hic=N = 0;2 (b) 2hic=N = 0;5
(c) 2hic=N = 2 (d) 2hic=N = 5
Abb. 5.10: Wahrscheinlichkeitsdichten der Verteilung der Eigenwerte von L mit positivem
Imaginärteil für N = 8, H aus dem GUE mit der in Abschnitt 4.4.1 beschieben Skalierung,
c aus dem WPUE und verschiedenen Werten für hic, numerisch ermittelt aus Monte-Carlo-
Simulationen von nr Matrizen mit nrN2  108.
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Abb. 5.11: (a) Wahrscheinlichkeitsdichten der Verteilung der Imaginärteile der Eigenwerte
von L und (b) Mittelwert der Imaginärteile der Eigenwerte im Bereich des Peaks, der in (a)
für 2hic=N  0;2 nahe Im = 0 zu sehen ist – jeweils für N = 8, H aus dem GUE mit
der in Abschnitt 4.4.1 beschieben Skalierung, c aus dem WPUE und verschiedene Werten für
hic, numerisch ermittelt aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  108.
hic = 0 entspricht dem Extremfall L = U . Die Vergrößerung der Kurve für 2hic=N = 0;02
in (a) zeigt ein lineares Verhalten für kleine jImj.
lung von zwei Dichtemaxima im Bereich Im > 0. Aus der Kurve für 2hic=N = 0;02
und Abbildung 5.11(b) lässt sich das Verhalten für hic ! 0 ablesen: Bis auf einen Be-
reich der Größenordnung hic um Null fällt die Dichtefunktion mit derjenigen für hic = 0
zusammen; in diesem Bereich gibt es (für Im > 0) einen Peak, dessen Zentrum gemäß
Abbildung 5.11(b) wie hic gegen Null geht. Verstehen lässt sich das Auftreten des Peaks
für kleine hic vermutlich als Effekt der Störung von U durch R, denn auch R skaliert mit
hic. In Abbildung 5.11(a) sehen wir, dass die Dichte für Im! 0 linear gegen Null geht
– für jedes hic > 0 und im Gegensatz zum Fall hic = 0 (siehe Abschnitt 5.2).
Wenden wir uns nun den reellen Eigenwerten zu. Als Erstes fragen wir nach der Ent-
wicklung des mit fR bezeichneten mittleren Anteils der reellen Eigenwerte an (L) mit
hic. Für einen Vergleich mit dem Fall hic = 0 ist es günstig, den Eigenwert Null mit
einzubeziehen, denn in diesem Fall gilt fR = 1=N . Im Grenzfall hic ! 1, d.h. L = R,
kennen wir f 6=0R und haben den Zusammenhang
fR =
1
N2
+

1  1
N2

f 6=0R : (5.40)
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Abb. 5.12: (a) Mittlerer Anteil der reellen Eigenwerte an (L) und (b) Wahrscheinlich-
keitsdichten der Verteilung der reellen, von Null verschiedenen Eigenwerte von L – jeweils
für N = 8, H aus dem GUE mit der in Abschnitt 4.4.1 beschieben Skalierung und c aus dem
WPUE, in Abhängigkeit von hic und numerisch ermittelt aus Monte-Carlo-Simulationen
von nr Matrizen mit nrN2  107. hic = 0 bzw. hic = 1 entsprechen den Extremfällen
L = U bzw. L = R. Die Höhe der grünen Linie in (a) wurde aus den Werten von fR für
2hic=N  10 3 bestimmt.
Wie Abbildung 5.12(a) zeigt, ist fR im Grenzfall L = R am größten; für endliche hic ist fR
kleiner. Wir vermuten dahinter folgenden Mechanismus: Der unitäre Teil von L verursacht
kohärente Änderungen des Systemzustands, die sich in rein imaginären Eigenwerten von
U manifestieren. Addiert man U 6= 0 zu R, so werden die Prozesse, die R ermöglicht
(kohärente und dissipative), durch zusätzliche kohärente Prozesse überlagert, was sich für
die Eigenwertverteilung von L darin äußert, dass es weniger reine Relaxationsprozesse als
für U = 0 gibt, d.h. fR sinkt. Abbildung 5.12(a) zeigt weiterhin, dass fR für 2hic=N . 1
kleiner als 1=N ist. Die entsprechend erhöhte Häufigkeit nichtreeller Eigenwerte für kleine
hic manifestiert sich in der Fläche unter dem Peak, den wir in Abbildung 5.11(a) für
2hic=N = 0;02 beobachtet haben. Für hic ! 0 konvergiert fR gegen einen konstanten
Wert kleiner 1=N . Daraus lässt sich schließen, dass die Fläche unter besagtem Peak für
hic ! 0 gegen einen konstanten, von Null verschiedenen Wert geht.
Wie verändert sich die Verteilung der reellen Eigenwerte mit hic? In Abbildung 5.12(b)
sehen wir für hic ! 1 eine stetige Entwicklung zur Verteilung des Extremfalls L = R.
Für kleiner werdende hic zeigt sich eine stärker als mit hic abnehmende Verteilungsbreite.
Auch bei den komplexen Eigenwerten haben wir diese Entwicklung für die Breite in reeller
Richtung ausmachen können (siehe Abbildung 5.10). Die eingangs formulierte Vermutung
zu den Verteilungsbreiten ist also nur grob richtig; die Breite der Verteilung der von Null
verschiedenen Eigenwerte von L in reeller Richtung, d.h. die Breite der Verteilung der
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Relaxationsraten, ist nach den bisherigen Ergebnissen durch die Breite der Verteilung der
Eigenwerte von c lediglich nach oben beschränkt. Im Weiteren werden wir untersuchen, ob
diese Eigenschaft unter Änderungen des Ensembles und der Systemgröße Bestand hat.
Abschließend diskutieren wir nochmals den Übergang zu den Grenzfällen L = U und
L = R. Für hic ! 1 beobachten wir eine gleichmäßige Konvergenz der Dichtefunktion
der Eigenwertverteilung von L zu der von R. Für hic ! 0 dagegen zeigt fR ein unstetiges
Verhalten (siehe Abbildung 5.12(a)). Ist der Übergang von L zu U also unstetig? Mit dem
passenden Konvergenzbegriff vermutlich nicht: Wir haben gesehen, dass die Eigenwerte
von L für hic ! 0 zur imaginären Achse wandern und dass die Breite ihrer Verteilung
in reeller Richtung gegen Null geht. Die Dichtefunktion der Verteilung der Imaginärteile
der Eigenwerte ist bis auf einen Bereich der Größenordnung hic um  = 0 bereits für
2hic=N = 0;02 mit dem Auge nicht mehr von jener für hic = 0 zu unterscheiden, wie
Abbildung 5.12(a) zeigt; dass die Größe des Ausnahmebereichs mit hic skaliert, zeigt
Abbildung 5.12(b). Folglich können wir vermuten: Das Maß L der Eigenwertverteilung
von L konvergiert für hic ! 0 schwach gegen das Maß U der Eigenwertverteilung von
U , d.h. für jede beschränkte und stetige Funktion f : C! R giltZ
f() dL()!
Z
f() dU() für L ! U via hic ! 0: (5.41)
Wir wollen nun verschiedene Ensembles für L bei verschiedenen N betrachten. Zu Beginn
von Abschnitt 4.4 haben wir physikalisch argumentiert, dass eine Skalierung h~2i1=2H  N
und hic  N0 sinnvoll wäre. Aus Sicht der Zufallsmatrixtheorie ist diese Skalierung jedoch
ungünstig, da für N ! 1 der unitäre Teil von L überwiegen würde, d.h. wir würden
qualitativ im soeben bei festem N untersuchten Limes hi2c=h~2iH ! 0 landen. Besser ist
ein asymptotisch konstantes Verhältnis hi2c=h~2iH , das einen bei allen N gleichgewichtigen
Beitrag von U und R zu L sichert. Nach den gemachten Erfahrungen wählen wir die in
Abschnitt 4.4.1 beschriebene Skalierung des GUE nebst hic = N=2 für die c-Ensembles,
was hi2c=h~2iH ! 4 für N !1 entspricht. Im Sinne der Vergleichbarkeit der L-Ensembles
wäre es angebracht, h~2iH in beiden H-Ensembles gleich zu wählen. Für das GUE gilt
asymptotisch h~2iH = r2=4 (r ist der Radius der Halbkreisverteilung (4.24)) mit r = N=2
in unserer Skalierung, d.h. wir wählen die Standardabweichung der Eigenwertverteilung
des UNHUE als  = N=4.
Wir beginnen mit der Untersuchung der Verteilung der Eigenwerte mit positivem Ima-
ginärteil. Die Abbildungen 5.13 und 5.14 zeigen diese für die vier L-Ensembles und jeweils
N = 3; 8; 32. Wir erkennen eine mit wachsendem N abnehmende Schiefe der Verteilung in
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(a) UNHUE, UEPUE, N = 3 (b) UNHUE, WPUE, N = 3
(c) UNHUE, UEPUE, N = 8 (d) UNHUE, WPUE, N = 8
(e) UNHUE, UEPUE, N = 32 (f) UNHUE, WPUE, N = 32
Abb. 5.13: Wahrscheinlichkeitsdichten der Verteilung der Eigenwerte von L mit positi-
vem Imaginärteil für verschiedene N , H aus dem UNHUE und verschiedene c-Ensembles
mit hic = N=2 und asymptotisch hi2c=h~2iH = 4, numerisch ermittelt aus Monte-Carlo-
Simulationen von nr Matrizen mit nrN2 = 108.
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(a) GUE, UEPUE, N = 3 (b) GUE, WPUE, N = 3
(c) GUE, UEPUE, N = 8 (d) GUE, WPUE, N = 8
(e) GUE, UEPUE, N = 32 (f) GUE, WPUE, N = 32
Abb. 5.14: Analogon zu Abbildung 5.13 für H aus dem GUE. In (f) haben wir, um die
Form des Randes der Verteilung zu bestimmen, eine Ellipse mit passenden Halbachsen ein-
gezeichnet.
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Abb. 5.15: Mittlerer Anteil der reellen Eigenwerte an (L) n f0g für verschiedene En-
sembles des Lindblad-Superoperators in Abhängigkeit von N , bestimmt aus Monte-Carlo-
Simulationen von nr Matrizen mit nrN2  107; die glatte Linie zeigt zum Vergleich das
entsprechende asymptotische Verhalten des GinOE, d.h. f 6=0R =
p
2=N2.
reeller Richtung und Verteilungsbreiten, die für alle N und alle vier Ensemble mit hic in
reeller und
phi2c +N2 in imaginärer Richtung skalieren. Außerdem ist die zum Fall L = R
analoge Abstoßung von der reellen Achse zu beobachten. Interessant ist das asymptotische
Verhalten, dass sich bei N = 32 andeutet: Für H aus dem GUE beobachtet man die Aus-
prägung eines scharfen Randes der Dichtefunktion in imaginärer Richtung, für H aus dem
UNHUE dagegen nicht; für c aus dem WPUE sind scharfe Ränder in reeller Richtung zu
erkennen, für c aus dem UEPUE wiederum nicht. Letztere Beobachtung hatten wir bereits
im Extremfall L = R gemacht und sie auf die verschiedenen Eigenwertkorrelationen der
c-Ensembles zurückgeführt. Wir können nun vermuten, dass auch die bei L beobachtete
Abhängigkeit vom H-Ensemble diesen Ursprung hat, denn die Eigenwerte der Matrizen des
GUE sind korreliert und die der Matrizen des UNHUE nicht, während die Eigenwertver-
teilungen beider Ensembles für N ! 1 in Mittelwert und Varianz übereinstimmen. Für
H aus dem GUE und c aus dem WPUE scheint die asymptotische Dichtefunktion einen
kompakten Träger zu besitzen. Um die Form des Randes des Trägers zu bestimmen, haben
wir in Abbildung 5.14(f) eine Ellipse mit Mittelpunkt hi0L und passenden Halbachsen über
das Histogramm zu N = 32 gelegt. (Da die Verteilungsbreite in reeller Richtung nur von c,
in imaginärer Richtung aber von H und c abhängt, lassen sich beliebige Breitenverhältnis-
se realisieren, d.h. eine Kreisform ist i.A. nicht zu erwarten.) Das Ergebnis spricht dafür,
dass der hypothetische asymptotische kompakte Träger die Form einer Ellipse hat – im
Unterschied zur Kreisform des GinOE (siehe Abschnitt 3.2.1), dem gespiegelten Zucker-
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Tab. 5.2: Exponent  des asymptotischen Potenzgesetzes f 6=0R  N  für unsere Ensembles
für L, ermittelt durch eine lineare Interpolation der Punkte f 6=0R (32) und f 6=0R (45) für f 6=0R (N)
in doppelt-logarithmischer Darstellung aus Monte-Carlo-Simulationen von nr Matrizen mit
nrN
2  2  107. Die angegebenen Fehler (eine Standardabweichung) resultieren aus den
statistischen Fehlern der beiden Punkte.
H UNHUE GUE
c WPUE UEPUE WPUE UEPUE
Exponent  1,017(5) 1,016(6) 1,010(5) 1,012(5)
hut für R mit c aus dem WPUE (siehe Abschnitt 5.3) und der gespiegelten Glocke des
EGRE [10]. Wir beobachten weiterhin, dass die asymptotische Eigenwertverteilung größ-
tenteils vom c-Ensemble bestimmt wird; das H-Ensemble scheint lediglich die Form des
Randes parallel zur reellen Achse zu beeinflussen. Anders gesagt, bestimmt das c-Ensemble
einen zweidimensionalen Teil der Verteilung (C als R2 betrachtet), das H-Ensemble einen
eindimensionalen Teil. Das ist plausibel, da c rund N4, H dagegen nur N2 Komponenten zu
L beisteuert und die Komponenten beider Matrizen in den hier untersuchten L-Ensembles
mit N skalieren.
Kommen wir nun zu den reellen, von Null verschiedenen Eigenwerten von L. Abbildung
5.15 zeigt f 6=0R , d.h. deren mittleren Anteil an (L)nf0g, in Abhängigkeit von N . Im Unter-
schied zum Extremfall L = R ist f 6=0R < 1 bereits bei N = 2. Für große N beobachten wir
ein Potenzgesetz mit negativem Exponenten, f 6=0R  N . Durch eine lineare Interpolation
der Punkte bei N = 32 und N = 45 für f 6=0R (N) in doppelt-logarithmischer Darstellung
können wir den Exponenten  schätzen; die Ergebnisse zeigt Tabelle 5.2. Analog zum Fall
L = R ist aufgrund des Funktionsverlaufs davon auszugehen, dass die ermittelten Wer-
te lediglich obere Schranken für das tatsächliche  darstellen. Dies und die statistischen
Fehler der Ergebnisse beachtend vermuten wir  = 1 wie beim GinOE.
Abbildung 5.16 zeigt die Verteilung der reellen, von Null verschiedenen Eigenwerten von
L. Die Dichtefunktionen werden mit steigendem N zunehmend symmetrisch und scheinen
in zunehmendem Maße durch das c-Ensemble bestimmt zu werden; beide Eigenschaften
zeigte auch die Verteilung der komplexen Eigenwerte von L. Die Dichten für große N sind
jenen des Extremfalls L = R sehr ähnlich; auch die Skalierung der Breite mit hic ist
gleich.
Zum Abschluss der Untersuchung der Verteilung der von Null verschiedenen Eigenwerte
von L wollen wir nochmals auf den Mittelwert und die Breiten der Verteilung eingehen, da
sie physikalisch die größte Relevanz haben. Die mittlere Relaxationsrate ist nach (5.34) als
Nhic gegeben; die Breite der Verteilung der Relaxationsraten (also die Breite der Vertei-
lung der Realteile der von Null verschiedenen Eigenwerte von L) skaliert den numerischen
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Abb. 5.16: Wahrscheinlichkeitsdichten der Verteilung der reellen, von Null verschiedenen
Eigenwerte von L für verschiedene N und verschiedene Ensembles hermitescher und posi-
tiver Matrizen H und c mit einer Skalierung, die asymptotisch hi2c=h~2iH = 4 garantiert,
numerisch ermittelt aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  107.
Ergebnissen zufolge mit etwa h~2i1=2c . Nun sind die Eigenwerte von c nichtnegativ und für
eine Verteilung nichtnegativer Zahlen (wie die Exponentialverteilung) gilt typischerweise
h~2i1=2c = hic, d.h. das Verhältnis Mittelwert zu Breite der Verteilung der Relaxationsra-
ten skaliert typischerweise mit der Systemgröße (und nicht mit deren Wurzel wie für das
EGRE [10]). Für große N entwickeln sich also, analog zum EGRE, praktisch alle möglichen
Startzustände mit der gleichen Geschwindigkeit ins Gleichgewicht. Die Verteilung der Fre-
quenzen der auftretenden Oszillationen ist durch die Verteilung der Imaginärteile der von
Null verschiedenen Eigenwerte von L gegeben. Deren Varianz ist den numerischen Ergeb-
nissen zufolge gleich der Summe der Varianzen der Eigenwertverteilungen von H und von
c – modulo Faktoren der Größenordnung Eins. Die Oszillationen resultieren also sowohl
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aus kohärenten Prozesse im System (Einfluss von H) als auch aus der Wechselwirkung des
Systems mit der Umgebung (Einfluss von c). Der Weg der Berechnung von h~2i0L deutet
darauf hin, dass ein Zusammenhang der Art
h~2i0L =  2h~2iH +
h~2ic
2
(5.42)
qualitativ auch für jeden einzelnen Lindblad-Superoperator gilt – als statistischer Zusam-
menhang zwischen den N2   1 von Null verschiedenen Eigenwerten von L auf der einen
und den N bzw. N2   1 Eigenwerten von H bzw. c auf der anderen Seite. Für den Zu-
sammenhang hi0L =  Nhic ist dies wegen TrL =  N Tr c sicher. Es gibt also Anzeichen
dafür, dass die zufallsmatrixtheoretischen Ergebnisse für Mittelwert und Breiten der Ei-
genwertverteilung von L qualitativ auch für einzelne, konkrete Systeme mit Lindbladscher
Dynamik gültig sind.
5.4.2 Eigenwertkorrelationen
Wir fragen nun wieder nach den Korrelationen zwischen den Eigenwerten von L. Beginnen
wollen wir mit jenen zwischen reellen und komplexen Eigenwerten, genauer mit dem Absto-
ßungsverhalten der komplexen Eigenwerte von der reellen Achse. In den Abbildungen 5.13
und 5.14 erkennen wir eine Abstoßung bei verschiedenen Ensembles, verschiedenen N und
einem festen Verhältnis hi2c=h~2iH . Abbildung 5.11(a) zeigt für N = 8, H aus dem GUE,
c aus dem WPUE und verschiedene Verhältnisse hi2c=h~2iH , dass die Abstoßung linear
ist. Nach den Erfahrungen mit R vermuten wir, dass sich dieses Verhalten auch für andere
Ensembles und andere N zeigt. (Dort haben sich die Korrelationen als robust unter solchen
Änderungen erwiesen.) Der Grund für die von Ensembles reeller Zufallsmatrizen bekann-
te lineare Abstoßung ist wohl wie bei R, dass L fast sicher N2 verschiedene Eigenwerte
besitzt, die symmetrisch zur reellen Achse verteilt sind, d.h., dass das charakteristische
Polynom von L fast sicher nur reelle Koeffizienten besitzt.
Wir können also auch für die Korrelationen der reellen und komplexen Eigenwerte un-
tereinander zum Fall L = R Analoges erwarten und beschränken uns auf die Betrachtung
der zuletzt bei verschiedenen N untersuchten L-Ensembles. Abbildung 5.17 zeigt die Ab-
standsverteilungen der reellen, von Null verschiedenen Eigenwerte von L. Wir haben die
Abstände mit N= hic skaliert, da die Breiten der entsprechenden Eigenwertverteilungen
mit hic skalieren (siehe Abbildung 5.16) und f 6=0R  N  mit  = 1 gilt (siehe Abbildung
5.15); der mittlere skalierte Abstand ist somit nur schwach von N abhängig. Die Unter-
schiede der Verteilungen für die verschiedenen Ensembles verringern sich mit wachsendem
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Abb. 5.17: Wahrscheinlichkeitsdichten der Verteilung der Abstände benachbarter reeller,
von Null verschiedener Eigenwerte von L für verschiedene N und verschiedene Ensem-
bles hermitescher und positiver Matrizen H und c mit einer Skalierung, die asymptotisch
hi2c=h~2iH = 4 garantiert, numerisch ermittelt aus Monte-Carlo-Simulationen von nr Ma-
trizen mit nrN2  107.
N ; das asymptotische Verhalten scheint vom Ensemble unabhängig zu sein. Für kleine 
beobachten wir das erwartete lineares Abstoßungsverhalten.
Bei den komplexen Eigenwerten beschränken wir uns wieder auf jene mit positivem
Imaginärteil und fragen nach der Verteilung der Differenzen  benachbarter Eigenwerte.
Abbildung 5.18 zeigt exemplarisch die Dichtefunktion der Verteilung in der komplexen
Ebene für H aus dem UNHUE, c aus dem UEPUE und (a) N = 3, (b) N = 32. Wie bei
R geht die Dichte für  ! 0 gegen Null und wird die Verteilung für große N isotrop.
In den Abbildungen 5.18(c)–(f) zeigen wir die Verteilungen von jj, d.h. den Nächste-
Nachbar-Abständen, für die vier L-Ensembles bei verschiedenen N – mit dem erwarteten
kubischen Verhalten für kleine Abstände. Wie bei den reellen Eigenwerten verringern sich
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Abb. 5.18: Verteilung komplexer Differenzen  benachbarter Eigenwerte mit positivem
Imaginärteil von L für verschiedene N und verschiedene Ensembles hermitescher und posi-
tiver Matrizen H und c mit einer Skalierung, die asymptotisch hi2c=h~2iH = 4 garantiert,
numerisch ermittelt aus Monte-Carlo-Simulationen von nr Matrizen mit nrN2  107: Wahr-
scheinlichkeitsdichte von (a), (b)  und (c)–(f) jj.
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die Unterschiede der Verteilungen für die verschiedenen Ensembles mit wachsendem N .
Wir beobachten für L also insgesamt die gleichen Abstoßungscharakteristiken wie für
R, d.h. jene des GinOE. Die Hintergründe dazu haben wir am Ende von Abschnitt 5.3
diskutiert.
6 Zusammenfassung und Ausblick
In dieser Arbeit wurde die Zufallsmatrixtheorie auf den Lindblad-Superoperator L, d.h.
den linearen Superoperator der Lindblad-Gleichung _ = L  angewandt, die ihrerseits die
Markovsche Zeitentwicklung des Zustands  eines offenen Quantensystems beschreibt [2,3].
Die Eigenwerte von L charakterisieren die Zeitentwicklung, denn sie beschreiben die expo-
nentielle Dämpfung und die Oszillationen verschiedener Anteile eines gegebenen Anfangs-
zustands. Wir haben statistische Eigenschaften der Eigenwerte für mehrere Zufallsmatrix-
ensembles für L untersucht. Eine ähnliche Studie zu Ratengleichungen [10] diente dabei
als Vorbild und Referenz.
Wählt man einen festen Satz der sogenannten Lindblad-Operatoren, so lassen sich alle
freien Koeffizienten von L in Form zweier Matrizen H 2Mh(N) und c 2M+(N2   1) fas-
sen, wobei N die Dimension des System-Hilbertraums ist. H ist der Hamilton-Operator des
offenen Systems und c 6= 0 ermöglicht Relaxationsprozesse; die nichtnegativen Eigenwerte
von c entsprechen Übergangsraten zwischen reinen Zuständen des Systems. Die natürliche
explizite Darstellung des Lindblad-Superoperators ist die als Tensor vierter Stufe, (Lmnpq),
wobei alle Indizes von 1 bis N laufen. Für L als Funktion von H und c erhält man sehr
unhandliche Ausdrücke für Lmnpq, die sich entsprechend schlecht für weitere analytische
Arbeit eignen. Wir haben eine Transformation von c auf eine Matrix a 2M+(N2) gefunden
(Formel (4.35)), die eine wesentlich kompaktere Darstellung von Lmnpq als Funktion der
Matrixelemente von H und a ermöglicht; zudem haben wir a eine nützliche Summations-
eigenschaft nachgewiesen (Lemma 4.7).
Zufallsmatrixensembles für L lassen sich durch Ensembles hermitescher Matrizen H und
positiver Matrizen c definieren. Die von uns betrachteten Ensembles decken ganz Mh(N)
undM+(N2 1) ab; somit ist sichergestellt, dass die Ensembles für L alle theoretisch erlaub-
ten Lindblad-Superoperatoren enthalten. Wir haben uns für c auf Ensembles beschränkt,
deren Maß invariant unter unitären Transformationen c ! U ycU ist. Damit ist sicher-
gestellt, dass die resultierenden Zufallsmatrixensembles für L unabhängig vom gewählten
Satz von Lindblad-Operatoren sind. Sowohl für H als auch für c wurden Ensembles mit
unkorrelierten und mit korrelierten Eigenwerten sowie mit verschiedenen Eigenwertvertei-
lungen angesetzt. Für die numerische Eigenwertberechnung ist eine Abbildung von (Lmnpq)
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auf (L) 2 M(N2) erforderlich; eine entsprechende Indextransformation haben wir in
Abschnitt 4.1 eingeführt; für (L) ist dann auch der Begriff des Zufallsmatrixensembles
gerechtfertigt.
Das Spektrum von L ist stets symmetrisch bezüglich der reellen Achse, enthält den zu
(möglicherweise mehreren) stationären Zuständen gehörenden Eigenwert Null und liegt in
der abgeschlossenen linken Halbebene, d.h. alle Abweichungen von einem stationären Zu-
stand oszillieren oder werden exponentiell gedämpft. Für unsere Zufallsmatrixensembles
von L haben wir gezeigt, dass die von Null verschiedenen Eigenwerte um den Mittelwert
 Nhic verteilt sind, wobei hic den Ensemble-Mittelwert der Eigenwerte von c bezeichnet.
Numerische Untersuchungen haben ergeben, dass die Varianz dieser Verteilung in imagi-
närer Richtung mit einer Summe der Varianzen der Eigenwertverteilungen von H und c
und ihre Breite in reeller Richtung mit der Breite der Eigenwertverteilung von c skaliert.
Da letztere Breite typischerweise in der Größenordnung von hic liegt, heißt das, dass
für große N praktisch alle Abweichungen von einem stationären Zustand auf der gleichen
Zeitskala 1=Nhic zerfallen. Die mit N0 skalierenden Eigenwertverteilungsbreiten unserer
Ensembles unterscheiden sich von den zu N1=2 proportionalen Breiten des EGRE [10]; eine
dieses Verhalten untermauernde, größtenteils analytische Berechnung des Erwartungswer-
tes h~2i0L = h(  hi0L)2i0L des Quadrats der von Null verschiedenen, zu ihrem Mittelwert
verschobenen Eigenwerte von L liegt vor.
Da der Lindblad-Superoperator die Form L =  i[H;  ] +R mit dem durch die Matrix
c gegebenen Ralaxationsteil R hat, sind wir der Frage nachgegangen, wie sich die relative
Skalierung der Matrizen H und c auf die Spektralstatistik von L auswirkt. Gefunden haben
wir eine gleichmäßig stetige Entwicklung der Dichtefunktion der Eigenwertverteilung von
L mit der relativen Skalierung zwischen den Extremfällen L = R und L =  i[H;  ]. Der
Übergang zu den Extremfällen selbst ist unterschiedlich: Während die Dichtefunktion der
Eigenwertverteilung von L für c H gleichmäßig gegen jene von R konvergiert, zeigt sich
für c H nur eine schwache Konvergenz des Maßes der Eigenwertverteilung von L gegen
jenes von  i[H;  ].
Für eine fixe relative Skalierung von H und c, die so gewählt wurde, dass beide Matrizen
etwa gleich viel zur Eigenwertverteilungsbreite von L in imaginärer Richtung beitragen,
haben wir die Wahrscheinlichkeitsdichte der Verteilung als Funktion von N numerisch un-
tersucht. Hierbei ergaben sich interessante Abhängigkeiten des Verhaltens für N ! 1
von den Korrelationen der Eigenwerte von H bzw. c: Wählt man H aus dem GUE und
c aus dem WPUE (in beiden Ensembles stoßen sich benachbarte Eigenwerte quadratisch
ab), so scheint die Dichtefunktionen asymptotisch einen kompakten Träger zu entwickeln.
Der Rand des vermuteten Trägers hat die Form einer Ellipse, ist also eng verwandt mit
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dem entsprechenden Kreis des GinOE [43, 44] und unterscheidet sich von der Glocke des
EGRE [10]. Sind die Eigenwerte nur einer Matrix korreliert, entwickelt die Dichtefunktio-
nen teilweise scharfe Ränder: Für H aus dem GUE und c mit unkorrelierten Eigenwerten
nur parallel zur reellen Achse, für H mit unkorrelierten Eigenwerten und c aus dem WPUE
nur parallel zur imaginären Achse. Sind die Eigenwerte beider Matrizen statistisch unab-
hängig, so entwickeln sich keinerlei scharfe Ränder. Verschiedene Eigenwertverteilungen für
H bzw. c scheinen dagegen keinen Einfluss auf die asymptotische Eigenwertverteilung von
L zu haben, solange sie in Mittelwert und Varianz übereinstimmen. Eine entsprechende
Eigenschaft des EGRE ist bekannt [10]; die gefundenen Korrelationseffekte sind dagegen
neu, denn in den in [10] untersuchten Zufallsmatrixensembles wurden die den Eigenwerten
von c entsprechenden Übergangsraten grundsätzlich als unkorreliert angesetzt. Der mittle-
re Anteil der reellen, von Null verschiedenen Eigenwerte am Spektrum von L ist für große
N proportional zu N . Wir können nicht sicher sagen, ob  natürlich ist (für das EGRE
ist  anomal [10]). Die numerischen Ergebnisse deuten allerdings in Richtung  = 1 wie
für das GinOE [42].
Die Korrelationen der Eigenwerte unserer Ensembles für L folgen den vom GinOE be-
kannten Gesetzen [41]: Benachbarte reelle Eigenwerte stoßen einander linear ab, die Dich-
tefunktion der Verteilung der Abstände benachbarter komplexer Eigenwerte ist kubisch
für kleine Argumente und die komplexen Eigenwerte werden von der reellen Achse linear
abgestoßen. Das GinOE-Verhalten erstaunt, da Lmnpq i.A. komplex ist. Wir vermuten den
Grund darin, dass das charakteristische Polynom von (L) aus unseren Ensembles fast
sicher nur reelle Koeffizienten besitzt. Diese Eigenschaft leiten wir aus der Symmetrie des
Spektrums von L zur reellen Achse und daraus ab, dass L aus unseren Ensembles fast
sicher N2 verschiedene Eigenwerte besitzt.
Alles in Allem sind die Ergebnisse dieser Arbeit aus zwei Blickrichtungen zu betrachten.
Aus Sicht der Zufallsmatrixtheorie liefern sie Einblicke in die Eigenschaften von bis dato
unbekannten Ensembles komplexer Matrizen. Diese zeichnen sich dadurch aus, dass sie in
vielerlei Hinsicht Ensembles reeller Matrizen ähneln und dass sie sich aus Ensembles zwei-
er kleinerer Matrizen ergeben. Die Beziehungen zwischen den Spektralstatistiken dieser
Eingangsensembles auf der einen und dem Ausgangsensemble auf der anderen Seite haben
sich als reichhaltig erwiesen. Ungeklärt geblieben ist neben dem Wert des erwähnten Ex-
ponenten , ob das charakteristische Polynom von (L) generell nur reelle Koeffizienten
besitzt; wir wissen nicht, ob die asymptotische Dichtefunktion der Eigenwertverteilung von
L im beschriebenen Fall tatsächlich einen kompakten Träger besitzt und ob die ermittelte
elliptische Form des vermuteten Trägers vom Verhältnis der Skalierungen von H und c
abhängt. Zur Beantwortung dieser Fragen wäre weitere analytische Arbeit nötig. Weiter-
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hin wäre es interessant, zu untersuchen, wie sich eine Korrelation der Ensembles für H
und c auswirkt. Physikalisch motivierend dafür können Systeme im Wärmebad sein, denn
in diesen hängt die Übergangsrate zwischen zwei Zuständen von der Energiedifferenz der
Zustände ab. Unsere Berechnungen von hi0L und h~2i0L deuten allerdings auf keine großen
Auswirkungen auf die Ensembles von L hin, denn beide Größen bleiben bei einer Kor-
relation von H und c unverändert. Schließlich ließe sich untersuchen, wie sich h~2i0L und
damit die Breiten der Verteilung der von Null verschiedenen Eigenwerte von L ändern,
wenn man für c Zufallsmatrixensembles ansetzt, deren Maß nicht invariant unter unitären
Ähnlichkeitstransformationen ist, bzw. noch schärfer, was sich für h~2i0L für jedes einzelne
L ergibt.
Damit sind wir bei der Frage, welche physikalischen Erkenntnisse man aus den zufallsmat-
rixtheoretischen Ergebnissen für Ensembles von Lindblad-Superoperatoren ziehen kann;
dies ist die zweite Blickrichtung auf die Resultate. Lassen sich die gefundenen Beziehungen
zwischen den Eigenwertverteilungen von H und c einerseits und L andererseits auf den
Fall eines konkreten Lindblad-Superoperators übertragen – als statistischer Zusammen-
hang zwischen den N2 Eigenwerten von L und den N , N2   1 Eigenwerten von H, c?
Für die Relation hi0L =  Nhic können wir die Frage bejahen; ansonsten ist die Ant-
wort unklar, auch wenn wir Hinweise darauf gefunden haben, dass die Abwesenheit einer
expliziten N -Abhängigkeit von h~2i0L universell ist. Die daraus folgenden, mit steigendem
N immer ähnlicheren Relaxationsraten aller Abweichungen vom stationären Zustand soll-
ten in Experimenten zu beobachten sein. N ließe sich z.B. über die Zahl der Teilchen in
einem Vielteilchensystem oder die Tiefe eines Potentialtopfes kontrollieren. In diesem Sin-
ne wäre ein experimenteller und theoretischer Vergleich unserer zufallsmatrixtheoretischen
Ergebnisse mit den Eigenschaften realer Syteme wünschenswert.
A Anhang
A.1 Explizite ONB der spurlosen Matrizen
Wir suchen eine ONB des Raums der spurlosen Matrizen aus M(N) bzgl. des Hilbert-
Schmidt-Skalarprodukts. Eine Basis des Raums erhält man für eine ONB (jni)n=1;:::;N von
H über
m 6= n : ~Lmn = jmi hnj ;
m = n 6= N : ~Lnn = jni hnj   jn+ 1i hn+ 1j (spurfreie Diagonalmatrizen).
(A.1)
Leider ist das noch keine ONB (Problem liegt bei m = n). Um eine solche zu erhalten,
müssen wir auf die ~Lnn noch ein Orthonormierungsverfahren anwenden. Zur Vereinfachung
der Notation rechnen wir im CN und definieren die Vektoren
vn := en   en+1; n = 1; : : : ; N   1; (A.2)
wobei die ei die Standardbasisvektoren in CN seien. Zur Orthonormierung nehmen wir das
Gram-Schmidt-Verfahren und erhalten die orthonormierten Vektoren (un)n=1;:::;N 1 als
u1 =
w1
kw1k =
1p
2
(e1   e2) aus w1 = v1;
u2 =
w2
kw2k =
1p
6
(e1 + e2   2e3) aus w2 = v2   hv2ju1i u1
= e2   e3 + 1
2
(e1   e2);
u3 =
w3
kw3k =
1p
12
(e1 + e2 + e3   3e4) aus w3 = v3   hv3ju1i| {z }
=0
u1   hv3ju2i u2
= e3   e4 + 1
3
(e1 + e2   2e3);
...
un =
1p
n(n+ 1)
(e1 +   + en   nen+1) : (A.3)
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Als eine mögliche Orthonormalbasis des Raums der spurlosen Matrizen aus M(N) ergibt
sich also (Lnm)n;m=1;:::;N;:(n=m=N) mit
Lmn =
8<:jmi hnj für m 6= n ;1p
n(n+1)
(j1i h1j+   + jni hnj   n jn+ 1i hn+ 1j) für m = n : (A.4)
A.2 Transformation von Lindblad-Operatoren
Als Grundlage benötigen wir die orthogonale Transformation der Basis (un)n=1;:::;N mit
un<N nach (A.3), uN := (e1 +    + eN)=
p
N auf die Standard-ONB (en)n=1;:::;N . Einfach
anzugeben ist die Inverse und wir sehen
um =
NX
n=1
Omn en , em =
NX
n=1
unOnm (A.5)
mit O =
0BBBBBBBB@
1p
2
  1p
2
0    0
1p
6
1p
6
  2p
6
0    0
...
...
1p
N(N 1)   
1p
N(N 1)  
N 1p
N(N 1)
1p
N
   1p
N
1p
N
1CCCCCCCCA
: (A.6)
Dieses Ergebnis lässt sich für die Transformation der Lmn nach (A.4) inklusive LNN = 1pN I
auf die Dmn = jmi hnj nutzen. Es sei
Dmn =
NX
p;q=1
Lpq Upqmn , Lmn =
NX
p;q=1
Dpq U
y
pqmn =
NX
p;q=1
UmnpqDpq: (A.7)
Für m 6= n gilt Dmn = Lmn. Für m = n muss es eine Mischung der Diagonalelemente
durch O geben:
Umnpq = (1  mn)mpnq + mnpqOmp: (A.8)
A.3 Explizite Form der Lindblad-Gleichung für R(c)
Nach Theorem 2.4 gilt für den Relaxationsteil R des LSO
R  =
NX
i;j;k;l=1
:(i=j=N_k=l=N)
cijkl
2
(2LijLlk   LlkLij   LlkLij) (A.9)
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mit den Lindblad-Operatoren Lmn gemäß (A.4). Mit  =
P
p;q jpi pq hqj ergibt sich
(R )mn =
NX
p;q=1
"
NX
i;j;k;l=1
:(:::)
cijkl
2
hm j(2Lij jpi hqjLlk   jpi hqjLlkLij   LlkLij jpi hqj)jni
| {z }
=Rmnpq
#
pq:
(A.10)
Wir teilen auf
Rmnpq =
X
i 6=j;k 6=l
  | {z }
=:Amnpq
+
X
i 6=j;k=l 6=N
  | {z }
=:Bmnpq
+
X
i=j 6=N;k 6=l
  | {z }
=: Cmnpq
+
X
i=j 6=N;k=l 6=N
  | {z }
=:Dmnpq
(A.11)
und können nun die einzelnen Anteile wie in Abschnitt 4.3 berechnen, indem wir die auf-
tretenden Skalarprodukte durch Kronecker-Symbole ersetzen und die Summen soweit wie
möglich auswerten. Da das trivial ist, erlauben wir uns, lediglich das Ergebnis anzugeben:
Amnpq = (1  mp)(1  nq) cmpnq   mp 1
2
X
i 6=n; 6=q
ciniq   nq 1
2
X
i 6=m; 6=p
cipim; (A.12)
Bmnpq = nq(1  mp)
 
 
r
n  1
n
cmp(n 1)(n 1) +
X
nk<N
cmpkkp
k(k + 1)
!
  mp(1  nq) 1
2
 
 
r
q   1
q
cqn(q 1)(q 1) +
X
qk<N
cqnkkp
k(k + 1)
!
  nq(1  mp) 1
2
 
 
r
m  1
m
cmp(m 1)(m 1) +
X
mk<N
cmpkkp
k(k + 1)
!
; (A.13)
Cmnpq = mp(1  nq)
 
 
r
m  1
m
c(m 1)(m 1)nq +
X
mi<N
ciinqp
i(i+ 1)
!
  mp(1  nq) 1
2
 
 
r
n  1
n
c(n 1)(n 1)nq +
X
ni<N
ciinqp
i(i+ 1)
!
  nq(1  mp) 1
2
 
 
r
p  1
p
c(p 1)(p 1)pm +
X
pi<N
ciipmp
i(i+ 1)
!
; (A.14)
Dmnpq = mp nq
(r
(m  1)(n  1)
mn
c(m 1)(m 1)(n 1)(n 1) +
X
mi<N
nk<N
ciikkp
i(i+ 1)k(k + 1)
 
r
n  1
n
X
mi<N
cii(n 1)(n 1)p
i(i+ 1)
 
r
m  1
m
X
nk<N
c(m 1)(m 1)kkp
k(k + 1)
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  1
2
 
m  1
m
c(m 1)(m 1)(m 1)(m 1) +
X
mi;k<N
ciikkp
i(i+ 1)k(k + 1)
 
r
m  1
m
X
mk<N
c(m 1)(m 1)kkp
k(k + 1)
 
r
m  1
m
X
mi<N
cii(m 1)(m 1)p
i(i+ 1)
!
  1
2
 
  
!
m!n
)
; (A.15)
wobei für die Gültigkeit der Formeln die Indexzählung bei 1 beginnen muss. Außerdem
entfallen alle Terme, denen ein
p
Index  1 voran geht, falls der Index minimal ist.
A.4 Lindblad-Gleichung im Wechselwirkungsbild
Die Lindblad-Gleichung mit dem Generator L aus Theorem 2.4 beschreibt die reduzierte
Dynamik (t) im Schrödingerbild. Sie hängt mit derjenigen im Wechselwirkungsbild w(t)
über
w(t) = eiHt(t)e iHt (A.16)
zusammen, wobei H der Hamilton-Operator des unitären Teils von L ist. Es gilt also
_w(t) = i[H; w(t)] + eiHt _(t)e iHt: (A.17)
Setzen wir für _(t) die Lindblad-Gleichung ein, so folgt
_w(t) =
1
2
N2 1X
;=1
c e
iHt([L; (t)L
y
] + [L (t); L
y
])e
 iHt
=
1
2
N2 1X
;=1
c ([L
w
(t); 
w(t) (Ly)
w(t)] + [Lw(t) 
w(t); (Ly)
w(t)]); (A.18)
wobei für die Transformation aller Operatoren ins Wechselwirkungsbild Gleichung (A.16)
definierend ist. Der unitäre Teil der Lindblad-Gleichung ist also verschwunden; dafür sind
nun die Lindblad-Operatoren zeitabhängig. Um letztere Zeitabhängigkeit etwas expliziter
zu sehen, können wir wie in Abschnitt 4.2 beschrieben die Matrix c erweitern und auf
dyadische Lindblad-Operatoren Dmn = jmi hnj mit Eigenzuständen jni von H wechseln (c
wird dabei nach (4.12) zu a). Dann folgt wegen
Dwmn(t) = e
iHt jmi hnj e iHt = eiEmt jmi hnj e iEnt = ei(Em En)tDmn (A.19)
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mit der Energie En im Zustand jni die Beziehung
_w(t) =
1
2
NX
m;n;p;q=1
amnpq ([D
w
mn(t); 
w(t) (Dypq)
w(t)] + [Dwmn(t) 
w(t); (Dypq)
w(t)])
=
1
2
NX
m;n;p;q=1
amnpq e
i(Em En Ep+Eq)t| {z }
=: awmnpq(t)
([Dmn; 
w(t)Dpq] + [Dmn 
w(t); Dpq]): (A.20)
Wir erhalten also für die Zeitentwicklung des reduzierten Zustands imWechselwirkungsbild
eine der Schrödingerdynamik formal ähnliche Gleichung ohne unitären Teil, dafür aber mit
einer zeitabhängigen Koeffizientenmatrix aw(t). Letztere ist für alle Zeiten positiv, wie man
leicht zeigt. Insgesamt sehen wir, dass sich der Einfluss von H auf die Dynamik durch eine
Transformation ins Wechselwirkungsbild nicht eliminieren lässt.
A.5 Eigenschaften der Matrix S
Nach (5.24) gilt für die Matrixelemente von S 2M(N2   1)
S =
NX
m;n;p;q=1
W ;mpW;nqW

;pmW;qn: (A.21)
Dabei ist nach (4.38) und (A.8)
W;pq =
NX
m;n=1
~V;mn Umnpq =
NX
m;n=1
~V;mn [(1  mn)mpnq + mnpqOmp]
=
X
m 6=n
~V;mn mpnq| {z }
= (1 pq) ~V;pq
+ pq
NX
m=1
~V;mmOmp: (A.22)
Diese Darstellung können wir ausnutzen, indem wir zerlegen
S =
NX
m;n=1
W ;mmW;nnW

;mmW;nn
+
NX
m=1
X
n 6=q
W ;mmW;nqW

;mmW;qn + c.c.
+
X
m 6=p;n 6=q
W ;mpW;nqW

;pmW;qn (A.23)
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und einsetzen
S =
NX
m;n;i;j;k;l=1
~V ;iiOim ~V;jj Ojn ~V

;kk Okm ~V;llOln
+
NX
m;i;j=1
X
n 6=q
~V ;iiOim ~V;nq ~V

;jj Ojm ~V;qn + c.c.
+
X
m 6=p;n 6=q
~V ;mp ~V;nq ~V

;pm
~V;qn: (A.24)
Da O orthogonal ist, können in der ersten Zeile über m und n und in der zweiten über m
summieren. Nach Ausnutzung der entstehenden Kronecker-Symbole ergibt sich
S =
NX
i;j=1
~V ;ii ~V;jj ~V

;ii
~V;jj
+
NX
i=1
X
n 6=q
~V ;ii ~V;nq ~V

;ii
~V;qn + c.c.
+
X
m 6=p;n 6=q
~V ;mp ~V;nq ~V

;pm
~V;qn
=
NX
m;n;p;q=1
~V ;mp ~V;nq ~V

;pm
~V;qn: (A.25)
Das ist der ursprüngliche Ausdruck, nur mit ~V statt W . Nach der Definition von ~V in
(4.37) können wir auch schreiben
S =
NX
m;n;p;q=1
:(m=p=N_n=q=N)
V ;mpV;nqV

;pmV;qn (A.26)
und daraus folgt mit der Unitarität von V
N2 1X
=1
S =
NX
m;n;p;q=1
:(m=p=N_n=q=N)
N2 1X
=1
V ;mpV;nqV

;pmV;qn
=
NX
m;n;p;q=1
:(m=p=N_n=q=N)
mnpqV

;pmV;qn =
NX
m;p=1
:(m=p=N)
V ;pmV;pm
= 1: (A.27)
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Tab. A.1: Numerische Ergebnisse für hSi und hT i bei N = 8 und nM = 104. Die Größen
2mel, k und m ergeben sich durch bereichsweise Mittelungen und  aus den ersten beiden
über (A.30).
Matrixelement von X m  mel k
(S) auf Diagonale 2,001 2,4 10 3 1,9 3,5 10 4
(S) neben Diagonale 0,99998 3,5 10 5 1,0 -5,0 10 4
(T ) auf Diagonale 2,0000 2,2 10 4 0,17 2,5 10 4
(T ) neben Diagonale 0,999999 4,2 10 6 0,12 -5,0 10 4
A.6 Numerische Berechnung der Matrizen hSi und hT i
Zur Bestimmung der Breite der Eigenwertverteilung des Lindblad-Superoperators in Ab-
schnitt 5.3 sind die Matrizen S und T über die Matrizen V aus dem CUE zu mitteln
(siehe Formeln (5.24), (5.25) und (4.38)). Die Ergebnisse seien mit hSi und hT i bezeichnet
und lassen sich numerisch bestimmen. Schauen wir uns zunächst einmal die Resultate für
N = 8 an. Die Abbildungen A.1(a), (b) zeigen einzelne skalierte S; T , d.h. solche aus einer
Ziehung von V . Die Elemente von S variieren stark; bei denen von T kann man bereits
ein unterschiedliches Verhalten auf bzw. neben der Diagonalen erkennen. Die Abbildungen
A.1(c), (d) stellen Mittelungen über viele Ziehungen dar. Für hSi zeigt sich die erwartete
Konstanz auf und neben der Diagonalen; auch für hT i erkennen wir diese Struktur. Als
statistisch zu prüfenden Ansatz für hSi und hT i wählen wir
hSi = 1
N2
X; hT i = N
2   1
N3
X mit X =
0BB@
1    1
... . . .
...
1    1
1CCA+ I: (A.28)
Man beachte die Übereinstimmung des Ansatzes für hSi mit (A.27).
Zur quantitativen Rechtfertigung von (A.28) für N = 8 sei auf Tabelle A.1 verwiesen.
Die dort angegebenen Mittelwerte und ihre statistischen Fehler ergeben sich wie folgt: Un-
tersucht man die Verteilungen der Matrixelemente von S und T , dann stellt man fest, dass
sie für beide Zufallsmatrixensembles jeweils auf der Diagonalen und abseits der Diagona-
len (im Folgenden als zwei „Bereiche“ unterschieden) invariant sind. Exemplarisch dafür
zeigen die Abbildungen A.1(e), (f) die numerisch ermittelten Standardabweichungen der
einzelnen Matrixelemente von S, T . In Abbildung A.2 sind die vier Verteilungen zu sehen.
Wir können also zur Schätzung der Mittelwerte m der Matrixelemente von X über
die gesamten Diagonalen bzw. die gesamten strengen oberen Dreiecksmatrizen mitteln.
(Da S und T symmetrisch sind, liefert die strenge untere Dreiecksmatrix keine weitere
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(a) N2 S (b) N
3
N2 1 T
(c) N2 hSi (d) N3N2 1 hT i
(e) N2
ph(S   hSi)2i (f) N3N2 1ph(T   hT i)2i
Abb. A.1: Die Matrizen S und T für N = 8: Einzelziehungen (a), (b) sowie Mittelwerte
(c), (d) und Standardabweichungen (e), (f) der Matrixelemente über 104 Ziehungen.
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Abb. A.2: Die Matrizen S und T für N = 8: Wahrscheinlichkeitsdichten p der Verteilungen
der (skalierten) Matrixelemente auf und neben den Diagonalen – statistisch bestimmt aus 104
Ziehungen und allen Matrixelementen der jeweiligen Bereiche (daher das stärkere Rauschen
bei den Verteilungen der Diagonalelemente).
Information.) Bei nM Matrizen haben wir somit Stichprobengrößen von nM(N2   1) bzw.
nM(N
2   2)(N2   1)=2.
Für eine Schätzung der Fehler der Mittelwertschätzungen müssen mögliche Korrelatio-
nen der Matrixelemente von S und T beachtet werden. Sei kS;ijrs (und analog für T ) der
Korrelationskoeffizient von Sij und Srs nach Pearson11 und k der je Ensemble bereichswei-
se gemittelte Koeffizient. Sei weiterhin mel die Standardabweichung der Verteilung eines
einzelnen Matrixelements (nach den Abbildungen A.1(e), (f) gehen wir je Ensemble von
bereichsweiser Invarianz aus). Dann ist, wenn die verscheidenen Ziehungen von S und T
unabhängig vorgenommen werden, die mittlere quadratische Abweichung 2 der Mittel-
11Seien x, y zwei reelle Zufallsvariable mit Mittelwerten mx, my sowie Standardabweichungen x, y.
Dann ist ihr Korrelationskoeffizient k nach Pearson definiert über
k :=
h(x mx)(y  my)i
xy
: (A.29)
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(a) (kS;iijj)ij (b) (kT;iijj)ij
Abb. A.3: Die Matrizen S und T für N = 8: Korrelationskoeffizientenmatrizen (Diagonale
auf Null gesetzt) der Diagonalelemente von S und T ; beide aus 104 Ziehungen.
wertschätzung vom wahren Wert als
2 =
2mel
nM

1
nk
+
nk   1
nk
k

mit nk =
8<:N2   1 auf Diagonale(N2   2)(N2   1)=2 neben Diagonale
(A.30)
gegeben.12
Abbildung A.3(a), (b) zeigt die numerisch ermittelten Korrelationskoeffizienten für die
Diagonalelemente von S, T . Sie variieren um Null. Auch wenn womöglich tatsächlich keine
Korrelation vorliegt, gehen wir von den numerischen Mittelwerten aus; diese sind in Tabelle
A.1 aufgeführt. Neben den Diagonalen zeigt sich ein interessanteres Verhalten: Elemente
aus der gleichen Zeile oder Spalte scheinen im Mittel antikorreliert sein, was zumindest
für S logisch erscheint, da
P
 S = 1 gilt; zwischen alle anderen Paaren von Elementen
scheint im Mittel keine Korrelation vorzuliegen; vergleiche Tabelle A.2. Der für die Mittel-
wertfehlerschätzung entscheidende mittlere Koeffizient ist wieder in Tabelle A.1 zu finden.
12Bei unabhängiger Ziehung der Matrizen können nur Elemente gleicher Matrizen korreliert sein. Somit
ergibt sich (A.30) aus der folgenden allgemeinen Aussage: Seien xi, i = 1; : : : ; n reelle Zufallsvariable
mit hxii = m und


(xi  m)2

= 2 für alle i. Ferner gelte 1n(n 1)
P
i6=j h(xi  m)(xj  m)i = k 2.
Dann ist die mittlere quadratische Abweichung der Mittelwertschätzung gegeben als* 
m  1
n
nX
i=1
xi
!2+
= 2

1
n
+
n  1
n
k

: (A.31)
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Tab. A.2: Numerische Ergebnisse für S und T bei N = 8 und nM = 104: Statistik der
Korrelationskoeffizienten neben den Diagonalen. Es bezeichnen m den Mittelwert und  die
Standardabweichung.
Art des Korrelationskoeffizienten m 
(S) Zeile oder Spalte gleich -0,015 0,01
(S) Zeile und Spalte verschieden 0,0005 0,01
(T ) Zeile oder Spalte gleich -0,016 0,01
(T ) Zeile und Spalte verschieden 0,0005 0,01
Tab. A.3: Numerische Ergebnisse für S und T bei verschiedenen N : Die Mittelwerte m der
Matrixelemente ergeben sich durch bereichsweise Mittelungen; der Fehler von m ist als 
gemäß (A.30) angesetzt. Stichprobengrößen: nM = 5 106, 2 105, 104, 2 103 für N = 2,
4, 8, 16.
Matrixelement von X m
N = 2 N = 4 N = 8 N = 16
(S) auf Diagonale 1,9991(4) 1,9991(11) 2,0013(24) 1,998(3)
(S) neben Diagonale 1,00045(21) 1,00007(8) 0,99998(4) 1,000007(11)
(T ) auf Diagonale 2,00029(13) 2,00003(9) 2,00003(22) 1,99996(12)
(T ) neben Diagonale 0,99986(7) 0,999998(13) 0,999999(4) 1,0000001(5)
Um (A.28) vertrauen zu können, müssen wir die soeben beschriebenen Schritte bei an-
deren N wiederholen. Wir tun dies bei N = 2; 4; 16. Für N = 32 ist der Rechenaufwand
bereits zu groß, da für jede Ziehung N8 Operationen durchgeführt werden müssen. Die
Ergebnisse sind in Tabelle A.3 aufgeführt. Insgesamt finden wir (A.28) im Rahmen der
statistischen Unsicherheit bestätigt.
A.7 Technische Grundlagen der numerischen
Ergebnisse dieser Arbeit
Sämtliche Programme wurden in Python geschrieben. Als Pseudozufallszahlengenerator
wurde der Mersenne Twister [52] mit seed über die Systemzeit genutzt. Zur Eigenwert-
berechnung diente ein Interface zur LAPACK-Routine ZGEEV, die ihr übergebene allgemeine
komplexe Matrizen zunächst ausbalanciert, sie dann mit unitären Ähnlichkeitstransforma-
tionen zu einer oberen Hessenbergmatrix reduziert, um schließlich deren Eigenwerte mithilfe
des QR-Algorithmus zu berechnen [53].
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