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Abstract
We propose a novel method of evaluating the effective action, wherein the physical one- and
two-point functions are obtained in the limit of non-vanishing external sources. We illustrate
the self-consistency of this method by recovering the usual 2PI effective action due to Corn-
wall, Jackiw and Tomboulis, differing only by the fact that the saddle-point evaluation of
the path integral is performed along the extremal quantum, rather than classical, path. As
such, this approach is of particular relevance to situations where the dominant quantum and
classical paths are non-perturbatively far away from one-another. A pertinent example is
the decay of false vacua in radiatively-generated potentials, as may occur for the electroweak
vacuum of the Standard Model. In addition, we describe how the external sources may in-
stead be chosen so as to yield the two-particle-point-irreducible (2PPI) effective action of
Coppens and Verschelde. Finally, in the spirit of the symmetry-improved effective action of
Pilaftsis and Teresi, we give an example of how the external sources can be used to preserve
global symmetries in truncations of the 2PI effective action. Specifically, in the context of
an O(2) model with spontaneous symmetry breaking, we show that this approach allows
the Hartree-Fock approximation to be re-organized, such that the Goldstone boson remains
massless algebraically in the symmetry-broken phase and we obtain the correct second-order
thermal phase transition.
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1. Introduction
The use of effective-action techniques has become ubiquitous across theoretical physics,
both in the relativistic regime of high-energy processes and the non-relativistic setting of
condensed matter systems. Such techniques play a significant role in the study of both
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perturbative and non-perturbative effects, including phase transitions, transport phenomena
and renormalization group evolution.
The functional evaluation of the one-particle-irreducible (1PI) effective action was first
described by Jackiw [1] and subsequently generalized to nPI by Cornwall, Jackiw and
Tomboulis (CJT) [2]. The effective action provides a systematic means for obtaining the
quantum equations of motion for n-point correlation functions, which automatically resum
infinite sets of diagrams. However, in order to make the solution of these systems of equa-
tions tractable, we must, in reality, find consistent truncation schemes that preserve the
underlying symmetries, and much attention has been given to this in the literature.
It is well known that truncations of the 2PI effective action do not, in general, preserve
global and local symmetries of the effective action [3, 4] due to higher-order effects. The
reason for this can be understood heuristically as follows [5]: the satisfaction of symmetry
identities, such as the Ward-Takahashi identities [6, 7], in the case of global and Abelian
gauge theories, or the Slavnov-Taylor identities [8, 9], in the case of non-Abelian gauge
theories, requires the cancellation of diagrams of different topologies. However, once the 2PI
effective action has been truncated at some finite order in the loop expansion, only a subset
of all topologies are resummed, and the required cancellation is no longer exact. In the case
of global symmetries, such as O(N) models with spontaneous symmetry breaking (SSB),
this problem manifests in the violation of Goldstone’s theorem [10, 11], with the Goldstone
bosons acquiring non-zero masses in the SSB phase [12–15]. A number of authors have
proposed solutions to this problem [14–21]. These include the so-called external-propagator
method [22, 23], Optimized Perturbation Theory (OPT) (see e.g. refs. [24, 25]) and the
symmetry-improved CJT effective action [26] of Pilaftsis and Teresi (PT), in which the
Ward identities are imposed through the method of Lagrange multipliers. The latter variant
of the effective action has the advantage that, aside from ensuring the masslessness of the
Goldstone boson in the SSB phase and the correct second-order phase transition [27], it also
yields the correct decay thresholds for both the Higgs and Goldstone modes. In addition,
this approach has been shown to be free of the problem of IR divergences [28, 29] that arise
as a result of the massless Goldstone bosons. In the case of QED, truncation of the 2PI
effective action leads to violation of the Ward-Takahashi identities, and the transversality
of the photon polarization cannot be guaranteed [30].
Once embedded in the Schwinger-Keldysh closed-time-path (CTP) formalism [31, 32]
of non-equilibrium field theory (see also refs. [33–37]), the CJT effective action allows the
derivation of quantum transport equations by means of the Kadanoff-Baym formalism [38,
39] (see also refs. [40–44]). In recent years, these approaches have received a wealth of
interest, not least in applications to the evolution of number densities in the early Universe.
In addition, substantial progress has been made in the non-perturbative renormalization
of the effective action both at zero and finite temperature [23, 45–50]. In such cases, the
physical limit of the effective action is obtained with non-vanishing external sources, where
these encode information about the statistical ensemble of the system (see e.g. ref. [36] and
also refs. [43, 44]).
The discovery of a ∼ 125.5 GeV Higgs boson [51–53] has brought into question the sta-
bility of the electroweak vacuum of the Standard Model [54–57]. At present, state-of-the-art
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calculations [58–62] (for a recent overview, see ref. [63]) suggest that the electroweak vacuum
is metastable, having a lifetime longer than the current age of the Universe. However, these
estimates are subject to a number of uncertainties. These include the current precision on
the experimental determination of the top-quark mass [64, 65] and the potential impact
of new physics at high scales [66–71]. In addition, the standard RG improvement of the
effective potential has recently been challenged [72]. Finally, it remains an open question
as to the correct method by which to determine the tunneling rate when the global mini-
mum of the potential is generated radiatively [73]. This latter issue is relevant also to the
Coleman-Weinberg scenario of SSB [74], as well as symmetry restoration at finite tempera-
ture [75–77]. In these cases, the extremal quantum path of the system is non-perturbatively
far away from the extremal classical path,1 and it is therefore necessary to find ways of
accounting consistently for the impact of these non-perturbative effects on the structure of
the path integral itself. It is this observation that was the original motivation for this work.
The content of this article is as follows. In section 2, we outline the method of evaluating
the effective action in which the physical limit is obtained in the presence of non-vanishing
external sources in vacuum. This is in stark contrast to the standard approach, where the
physical limit instead corresponds to vanishing external sources. The external sources may
then be used to constrain the effective action, and we will consider three concrete examples:
(i) In section 3, we choose the external sources such that the theory is forced along the
extremal quantum path, recovering the 2PI CJT effective action [2]. Subsequently,
we discuss the relevance of this method to the problem of vacuum decay in potentials
where the global minimum emerges only as a result of radiative corrections.
(ii) In section 4, we show how the external sources may be chosen so as to recover the two-
particle-point-irreducible (2PPI) effective action of Coppens and Verschelde (CV) [78–
81], which resums only local self-energy insertions. In addition, we will see that this
method of external sources will allow us to avoid the problem of double-counting
diagrams in the resummation without the need to isolate terms in the effective action
artificially.
(iii) In section 5, we consider the Hartree-Fock approximation [82, 83] in the case of a
globally O(2)-invariant model with SSB. Therein, we obtain results in the spirit of the
PT symmetry-improved effective action [26, 28, 29] and show that the Ward identity
may be used to constrain the external sources so as to ensure that the Goldstone
boson remains massless algebraically in the SSB phase. In addition, we will also show
that this approach yields the correct second-order thermal phase transition, making a
strong case for the utility of this novel method.
Finally, our conclusions and potential future directions are presented in section 6.
1In view of potential applications to vacuum metastability, we imply here that the most probable exit
paths that are quantum in Minkowski space can be treated as classical in Euclidean space.
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2. Method of external sources
In this section, we describe an alternative method of evaluating the effective action
in which the physical limit is obtained for non-vanishing external sources. We will make
comparison with the standard approach, where the physical limit is instead obtained for
vanishing external sources. For the purposes of illustration, it will suffice to truncate the
effective action at the level of the bi-local source. Nevertheless, this approach generalizes
straightforwardly to the inclusion of higher poly-local sources. Furthermore, in order to
present the diagrammatic structures explicitly, we will work at the two-loop level, truncating
the effective action at order ~2. The expansion at higher-loop orders will proceed analogously
as per the general arguments that apply to the 2PI and 2PPI effective actions, respectively.
Throughout this article, we will work in four-dimensional Euclidean spacetime. The
results derived, however, apply equally in Minkowski spacetime. Finally, for definiteness, we
consider the λΦ4 theory, with the Euclidean Lagrangian density
Lx = 1
2!
(
∂µ Φx
)2
+
1
2!
m2 Φ2x +
1
4!
λΦ4x , (1)
where Φx ≡ Φ(x) is a real scalar field of mass m, ∂µ ≡ ∂/∂xµ denotes the partial derivative
with respect to the four-dimensional Euclidean spacetime coordinate xµ = (x, x4), and λ is
a dimensionless coupling.
In the presence of both a local and a bi-local source, the effective action Γ[φ,∆] is defined
as the Legendre transform [2]
Γ[φ,∆] ≡ maxJ,K ΓJ,K [φ,∆] = maxJ,K
[
− ~ lnZ[J,K] + Jx φx + 1
2
Kxy
(
φx φy + ~∆xy
)]
,
(2)
subject to the extremization
δΓJ,K [φ,∆]
δJx
∣∣∣∣
J =J , K =K
= 0 , (3a)
δΓJ,K [φ,∆]
δKxy
∣∣∣∣
J =J , K =K
= 0 , (3b)
where Jx and Kxy are the extremal sources, which we will hereafter refer to as the external
sources. The generating functional Z[J,K] has the form
Z[J,K] =
∫
[dΦ] exp
[
− 1
~
(
S[Φ] − Jx Φx − 1
2
Kxy Φx Φy
)]
, (4)
in which S[Φ] is the classical Euclidean action. Throughout this article, we employ the
DeWitt notation, in which continuous indices are integrated over, i.e.
Jx φx ≡
∫
d4x J(x)φ(x) . (5)
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On performing the extremization in eq. (2), we obtain the following expression for the
effective action:
Γ[φ,∆] = − ~ lnZ[J ,K] + Jx[φ,∆]φx + 1
2
Kxy[φ,∆]
(
φx φy + ~∆xy
)
. (6)
The independent one- and two-point functions, φx and ∆xy, are given by
φx = ~
δ ln Z[J,K]
δJx
∣∣∣∣
J =J , K =K
, (7a)
∆xy = 2
δ ln Z[J,K]
δKxy
∣∣∣∣
J =J , K =K
− 1
~
φx φy . (7b)
Note that the sources Jx and Kxy are both independent of φx and ∆xy, whereas the external
sources Jx ≡ Jx[φ,∆] and Kxy ≡ Kxy[φ,∆] are both functionals of φx and ∆xy. As a
result, φx and ∆xy are both functionals of Jx and Kxy, but in such a way that they remain
independent of one another. Finally, by means of eq. (7), we may show that
δΓ[φ,∆]
δφx
= Jx[φ,∆] + Kxy[φ,∆]φy , (8a)
δΓ[φ,∆]
δ∆xy
=
~
2
Kxy[φ,∆] . (8b)
In the standard approach, eqs. (8a) and (8b) deliver the quantum equations of motion for
the physical one- and two-point functions when the external sources appearing on the right-
hand sides are set to zero. It is in this point and in the way that physical limits will be
taken that the present approach will differ.
Before continuing, we remark that the local source Jx is a real-valued functional. On
the other hand, the bi-local source Kxy is, in general, a complex-valued functional. However,
it must satisfy the Hermiticity condition K∗xy = Kyx, ensuring that the exponent of the
generating functional is real. It follows that the effective action in eq. (6) is a real-valued
function for Z[J,K] ≥ 0, acquiring a non-vanishing imaginary part iff Z[J,K] < 0. The
latter situation arises in the context of false vacuum decay, as we will discuss in the following
section.
In order to recast the effective action [eq. (6)] in a more useful form, we wish to elim-
inate the explicit appearance of the external sources Jx and Kxy. We must therefore first
perform the functional integral in the generating functional Z[J ,K]. This can be achieved
by expanding around the saddle-point ϕx, which satisfies the source-dependent stationarity
condition
δS[Φ]
δΦx
∣∣∣∣
Φ =ϕ
− Jx[φ,∆] − Kxy[φ,∆]ϕy = 0 . (9)
Note that the external sources Jx and Kxy, appearing in eq. (9), are evaluated at the
configurations φx and ∆xy. By writing Φx = ϕx + ~1/2Φˆx, where the factor of ~1/2 is
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included explicitly for bookkeeping purposes, the exponent of the generating functional can
be expanded as follows:
S[Φ] − Jx[φ,∆] Φx − 1
2
Kxy[φ,∆] Φx Φy = S[ϕ] − Jx[φ,∆]ϕx
− 1
2
Kxy[φ,∆]ϕx ϕy + ~
2!
Φˆx G−1xy [φ,∆] Φˆy +
~3/2
3!
λϕx Φˆ
3
x +
~2
4!
λ Φˆ4x , (10)
in which there are no terms linear in Φˆx thanks to the stationarity condition in eq. (9). In
eq. (10), we have defined the inverse two-point function
G−1xy [φ,∆] = G−1xy (ϕ) − Kxy[φ,∆] , (11)
where
G−1xy (ϕ) ≡
δ2S[Φ]
δΦx δΦy
∣∣∣∣
Φ =ϕ
=
δ2S[ϕ]
δϕx δϕy
= δ(4)xy
(
− ∂2x + m2 +
λ
2
ϕ2x
)
, (12)
and δ
(4)
xy ≡ δ(4)(x−y) is the four-dimensional Dirac delta function. For now, we shall assume
that the spectrum of the operator G−1xy is positive-definite, i.e. m2 > 0. We will, however,
return to this assumption later in the context of false vacuum decay in section 3, when we
will instead take m2 < 0.
It is important to recognize that, whereas φx and ∆xy are independent, ϕx and Gxy
are not independent by virtue of eq. (11). Since the physical one- and two-point functions
necessarily depend upon one-another, it is clear that φx and ∆xy cannot be physical; only
ϕx and Gxy can have such an interpretation.
Substituting the expansion from eq. (10) into eq. (4) and performing the functional
integral over Φˆx, we obtain, at two-loop order, the following expression for the effective
action:
Γ[φ,∆] = Γ0[ϕ] + ~Γ1[ϕ,G] + ~2 Γ2[ϕ,G] + ~2Γ1PR[ϕ,G]
+ Jx[φ,∆]
(
φ− ϕ)
x
+
1
2
Kxy[φ,∆]
[
φx φy − ϕx ϕy + ~
(
∆− G)
xy
]
, (13)
where
Γ0[ϕ] = S[ϕ] , (14a)
Γ1[ϕ,G] = 1
2
tr
[
ln
(G−1 ∗G0) + G−1 ∗ G − 1]
=
1
2
tr
[
ln
(G−1 ∗G0) + K ∗ G] , (14b)
~2 Γ2[ϕ,G] = − − , (14c)
~2 Γ1PR[ϕ,G] = − . (14d)
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In eq. (14b), G0, xy ≡ Gxy(v) is chosen to normalize the fluctuation determinant, where
v is some homogeneous vacuum expectation value. In addition, the trace, logarithm and
convolution, indicated by an asterisk (∗), are all understood in the functional sense. In
eqs. (14c) and (14d), we associate a factor of G with each line, a factor of −λ with each vertex
and a factor of ϕ with each field insertion. The latter have been represented explicitly for
later convenience. In addition, combinatorics have been absorbed; specifically, the double-
bubble diagram in eq. (14c) and the one-particle-reducible (1PR) dumbbell diagram in
eq. (14d) have combinatorical factors of 1/8, and the sunset diagram in eq. (14c) has a
combinatorical factor of 1/12. Lastly, our conventions are such that one-loop diagrams are
understood to contain an implicit factor of ~ and two-loop diagrams, an implicit factor of ~2.
In the standard evaluation of the effective action, we would now eliminate the variables
ϕx and Gxy in favour of φx and ∆xy (see e.g. ref. [84]). Instead, we will do the converse,
eliminating φx and ∆xy in favour of ϕx and Gxy. This alternative expansion was employed in
the case of the 1PI effective action in ref. [85] and, in what follows, we will elaborate on the
subtleties and merits of this approach within its generalization to include a bi-local external
source. We refrain from referring to the present derivation as 2PI, since, as we will see later,
this need not be the case in general.
In order to re-express the effective action in terms of ϕx and Gxy, which we hereafter
refer to as the physical one- and two-point functions, we proceed in analogy to ref. [84].
Specifically, we will expand both the left- and right-hand sides of eq. (13) around ϕx =
φx − ~ δϕx and Gxy = ∆xy − ~ δGxy, where
~ δϕx = , (15a)
~ δGxy = + + . (15b)
The above results can be shown by explicit evaluation of eq. (7) by means of Wick’s theorem.
In eqs. (15a) and (15b), lines terminated in a dot indicate untruncated factors of the physical
two-point function G.
Expanding the left-hand side of eq. (13) to order ~2, we have
Γ[φ,∆] = Γ[ϕ,G] + δΓ[φ,∆]
δφx
∣∣∣∣
ϕ, G
(
φ− ϕ)
x
+
1
2
δ2Γ[φ,∆]
δφx δφy
∣∣∣∣
ϕ, G
(
φ− ϕ)
x
(
φ− ϕ)y
+
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ, G
(
∆− G)
xy
+ O(~3) . (16)
Herein, we have used the shorthand subscript “ϕ, G” to indicate that a term is evaluated at
the physical configurations φ = ϕ and ∆ = G. Using eq. (8), the right-hand side of eq. (13)
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can be written as
Γ[φ,∆] = Γ0[ϕ] + ~Γ1[ϕ,G] + ~2 Γ2[ϕ,G] + ~2Γ1PR[ϕ,G]
+
δΓ[φ,∆]
δφx
(
φ− ϕ)
x
− 1
~
δΓ[φ,∆]
δ∆xy
[(
φ− ϕ)
x
(
φ− ϕ)
y
− ~ (∆− G)
xy
]
. (17)
The functional derivatives appearing on the right-hand side of eq. (17) are still evaluated at
the configurations φ and ∆, and so we must proceed to expand these around ϕ and G also.
Specifically, we have
δΓ[φ,∆]
δφx
=
δΓ[φ,∆]
δφx
∣∣∣∣
ϕ, G
+
δ2Γ[φ,∆]
δφx δφy
∣∣∣∣
ϕ, G
(
φ− ϕ)y + O(~2) , (18a)
δΓ[φ,∆]
δ∆xy
=
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ, G
+ O(~2) . (18b)
The first term on the right-hand side of eq. (18b) is proportional to ~Kxy[ϕ,G]. As we will
confirm in the forthcoming concrete examples, the leading contribution to Kxy[ϕ,G] is of
order ~. Therefore, we may safely neglect the contribution from eq. (18b) in eq. (17) at
order ~2. In addition, it can be shown that
δ2Γ[φ,∆]
δφx δφy
∣∣∣∣
ϕ, G
= G−1xy [φ,∆] + O(~) , (19)
where only the first term on the right-hand side is relevant at the order required here.
Hence, after equating the right-hand sides of eqs. (16) and (17), we substitute eqs. (18)
and (19) and cancel like terms, yielding
Γ[ϕ,G] = Γ0[ϕ] + ~Γ1[ϕ,G] + ~2 Γ2[ϕ,G]
+ ~2Γ1PR[ϕ,G] + 1
2
(
φ− ϕ)x G−1xy [φ,∆]
(
φ− ϕ)y . (20)
Finally, using eqs. (14d) and (15a), we may show that the two terms in the second line of
eq. (20) cancel, eliminating the 1PR diagram, as we would anticipate. Thus, we arrive at
the final result
Γ[ϕ,G] = Γ0[ϕ] + ~Γ1[ϕ,G] + ~2 Γ2[ϕ,G] . (21)
Note that the form of eq. (21) is identical to the standard expression for the 2PI effective
action with φ and ∆ replaced by ϕ and G, respectively. The only distinction is that the one-
and two-point functions ϕ and G, appearing explicitly in eq. (21), also appear explicitly in
the saddle-point evaluation of the functional integral in the generating functional Z[J ,K].
We will return to this point again later in the context of false vacuum decay. What remains
to be done is to choose the external sources Jx[φ,∆] and Kxy[φ,∆] consistently, and we will
now proceed to consider three examples that demonstrate the utility of this approach.
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3. CJT 2PI effective action
It is illustrative to recover first the equations of motion corresponding to the usual 2PI
effective action due to Cornwall, Jackiw and Tomboulis [2]. In order to do so, we constrain
the form of the external sources Jx[φ,∆] and Kxy[φ,∆] such that ϕx and Gxy are the extrema
of the effective action, i.e. we require that
δΓ[φ,∆]
δφx
∣∣∣∣
ϕ, G
= 0 , (22a)
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ, G
= 0 . (22b)
We reiterate that φ and ∆ are independent. It is for this reason that we first take functional
derivatives of Γ[φ,∆] with respect to φ and ∆ before taking the limit φ→ ϕ and ∆→ G. If,
instead, we wished to obtain the correct equations of motion by functionally differentiating
Γ[ϕ,G], as it appears in eq. (21), with respect to ϕ and G directly, we would need to define
a partial functional derivative in order to avoid spurious terms resulting from the mutual
dependence of ϕ and G. We do not follow such an approach explicitly in the subsequent
analysis.
Consistency relation. Equation (22a) gives the quantum equation of motion for the
physical one-point function ϕx, which, at order ~, takes the form
δΓ[φ,∆]
δφx
∣∣∣∣
ϕ,G
=
δS[ϕ]
δϕx
+ ~
δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
+ O(~2) = 0 . (23)
Comparing the right-hand side of eq. (23) with the stationarity condition in eq. (9), we see
that (to order ~)
δS[ϕ]
δϕx
= Jx[φ,∆] + Kxy[φ,∆]ϕy = − ~ δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
. (24)
We will refer to eq. (24) as the consistency relation, which provides one of two constraints on
the external sources. As we will see in the remainder of this article, it is through the freedom
to choose the other constraint that this method of external sources will acquire its utility.
We note also that, were we to go beyond 2PI, we would require additional constraints in
order to fix the tri-local and higher sources.
2PI Schwinger-Dyson equation. Equation (22b) gives the Schwinger-Dyson equation
for the two-point function Gxy, which takes the form
G−1xy = G−1xy + 2 ~
δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
. (25)
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Comparing the right-hand side of eq. (25) with the definition of the inverse two-point function
G−1xy in eq. (11), it follows that the bi-local external source Kxy[φ,∆] must have the form
Kxy[φ,∆] = − 2 ~ δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
. (26)
Substituting eq. (26) into the consistency relation in eq. (24), we find that the local external
source Jx[φ,∆] must have the form
Jx[φ,∆] = − ~ δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
+ 2 ~
δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
ϕy . (27)
We see from eqs. (26) and (27) that the external sources are both formally order ~, and
it was indeed correct to neglect the contribution to the effective action in eq. (17) from
eq. (18b) at orders up to and including ~2.
We remark that the one-particle-irreducible (1PI) effective action [1] may be recovered
straightforwardly in this approach. Specifically, in the limit that Kxy[φ,∆] is taken to zero,
it is trivially the case from its definition in eq. (11) that G−1xy = G−1xy . The consistency relation
in eq. (24) then reduces to that imposed upon the local source Jx[φ,∆] in ref. [85], where
the alternative evaluation elaborated upon here was applied to the 1PI effective action in
the context of false vacuum decay.
The self-consistency of this method of evaluating the effective action requires the identi-
ties quoted in eq. (22) to hold. This can be the case only if the external sources Jx[φ,∆] and
Kxy[φ,∆] in eqs. (26) and (27) vanish when evaluated at the physical one- and two-point
configurations ϕx and Gxy, i.e.
Jx[ϕ,G] = 0 , (28a)
Kxy[ϕ,G] = 0 . (28b)
In order to show that this is indeed the case, we must expand the functional arguments of
the external sources Jx[φ,∆] and Kxy[φ,∆] around ϕx and Gxy to order ~.
To this end, we first consider the combination of external sources appearing in eq. (8a),
which may be expanded as follows:
Jx[φ,∆] + Kxy[φ,∆]φy = Jx[ϕ,G] + Kxy[ϕ,G]ϕy
+
δ2Γ[φ,∆]
δφx δφy
∣∣∣∣
ϕ, G
(
φ− ϕ)y + δ
2Γ[φ,∆]
δφx δ∆yz
∣∣∣∣
ϕ, G
(
∆− G)
yz
+ · · · (29)
By virtue of eq. (19), the first term in the second line of eq. (29) gives
~G−1xy [φ,∆]δϕy = − ~
δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
= , (30)
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where δϕx is defined in eq. (15a). Since φ and ∆ are independent, the second term in the
second line of eq. (29) is zero at order ~; specifically,
δ2Γ[φ,∆]
δφx δ∆yz
∣∣∣∣
ϕ, G
(
∆− G)
yz
=
δ2Γ0[φ]
δφx δ∆yz
∣∣∣∣
ϕ, G
(
∆− G)
yz
+ O(~2) = O(~2) . (31)
Thus, we have
Jx[φ,∆] + Kxy[φ,∆]φy = Jx[ϕ,G] + Kxy[ϕ,G]ϕy − ~ δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
. (32)
Since we may write
Jx[φ,∆] + Kxy[φ,∆]φy = Jx[φ,∆] + Kxy[φ,∆](ϕy + ~ δϕy)
= Jx[φ,∆] + Kxy[φ,∆]ϕy + O(~2) , (33)
it follows, by comparing eq. (32) with eq. (24), that
Jx[ϕ,G] + Kxy[ϕ,G]ϕy = 0 (34)
at order ~.
Next, we expand the bi-local source Kxy[φ,∆] in isolation, giving
Kxy[φ,∆] = Kxy[ϕ,G] + δKxy[φ,∆]
δφz
∣∣∣∣
ϕ,G
(
φ−ϕ)
z
+
δKxy[φ,∆]
δ∆zw
∣∣∣∣
ϕ,G
(
∆−G)
zw
+ · · · . (35)
Using eq. (8b), this expansion may be re-expressed in terms of functional derivatives of the
effective action as
Kxy[φ,∆] = Kxy[ϕ,G] + 2~
δ2Γ[φ,∆]
δ∆xy δφz
∣∣∣∣
ϕ, G
(
φ−ϕ)
z
+
2
~
δ2Γ[φ,∆]
δ∆xy δ∆zw
∣∣∣∣
ϕ, G
(
∆−G)
zw
+ · · · . (36)
The terms of zeroth order in ~ are vanishing by virtue of the independence of φ and ∆, and
of interest to us are the terms of order ~, namely
Kxy[φ,∆] ⊃ 2 ~ δ
2Γ1[φ,∆]
δ∆xy δφz
∣∣∣∣
ϕ, G
δϕz + 2 ~
δ2Γ1[φ,∆]
δ∆xy δ∆zw
∣∣∣∣
ϕ, G
δGzw . (37)
Proceeding diagrammatically, we can show that
2 ~
δ2Γ1[φ,∆]
δ∆xy δφz
∣∣∣∣
ϕ, G
δϕz = − , (38a)
2 ~
δ2Γ1[φ,∆]
δ∆xy δ∆zw
∣∣∣∣
ϕ, G
δGzw = + + . (38b)
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Hence, in eq. (37), the lollipop diagrams in eqs. (38a) and (38b) cancel, and we are left with
2 ~
δ2Γ1[φ,∆]
δ∆xy δφz
∣∣∣∣
ϕ, G
δϕz + 2 ~
δ2Γ1[φ,∆]
δ∆xy δ∆zw
∣∣∣∣
ϕ, G
δGzw = − 2 ~ δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
. (39)
Comparing this result with eqs. (26) and (34), both eqs. (28a) and (28b) follow directly.
Therefore, we have shown that
δΓ[φ,∆]
δφx
∣∣∣∣
ϕ, G
=
[
Jx[φ,∆] + Kxy[φ,∆]φy
]
ϕ, G
= 0 , (40a)
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ, G
=
[
~
2
Kxy[φ,∆]
]
ϕ, G
= 0 , (40b)
and established the identities in eq. (22) at order ~, as required.
In summary, we have seen that by constraining the external sources such that the physical
one- and two-point functions ϕx and Gxy are the extrema of the effective action, we are able to
recover the standard 2PI CJT effective action. There is, however, one significant difference
from the standard result: the stationarity condition in eq. (9) means that the functional
integral in the generating functional Z[J ,K] is evaluated about the extremal quantum path,
not the extremal classical path, as would be the case in the standard approach. This latter
fact is of particular relevance to situations in which the extremal quantum path is non-
perturbatively far away from the extremal classical path. An example of this occurs in
the case of vacuum decay when the global minimum of the potential is generated only by
radiative effects, as we will discuss below.
Relevance to vacuum decay. For systems exhibiting vacuum instability, the tunneling
rate for transitions between false and true vacua may be calculated from the Euclidean path
integral by expanding around the so-called “bounce” configuration (see e.g. the seminal
works by Coleman and Callan [86, 87]). When the instability arises at tree-level, the bounce
is the solution to the classical equation of motion that interpolates between false and true
vacua. In other words, the bounce looks like a four-dimensional hyperspherical bubble,
which separates true vacuum on the inside from false vacuum on the outside.
For definiteness, let us consider the archetypal case of the λΦ4 theory with tachyonic
mass m2 < 0 [see eq. (1)]. In this case, working in hyperspherical coordinates, the bounce
is given by the well-known kink solution
ϕ(r) = v tanh[γ(r −R)] , (41)
where v =
√
12γ2/λ is the vacuum expectation value at the global minimum of the potential,
γ = m/
√
2 and R is the radius of the critical bubble.2 The tunneling rate per unit volume
is given by
Γ/V = 2
∣∣ImZ[0]∣∣/(V T ) , (42)
2In order to obtain a bubble with finite radius R, we must provide some small breaking of the Z2 symmetry
of the Lagrangian in eq. (1) and thereby of the degeneracy of the two minima in the potential. This can be
achieved, for instance, by adding a cubic term of the form gΦ3/3!, in which case R ∼ 1/g.
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where V is the volume and T is the Euclidean time of the bounce, and
Z[0] =
∫
[dΦ] e−S[Φ]/~ (43)
is the Euclidean path integral. This path integral, although seemingly real-valued, acquires
a non-zero imaginary part as a result of the instability. In order to see this, we perform
a saddle-point evaluation of the functional integral in eq. (43) by expanding around the
classical bounce, writing ϕ = Φ− ~1/2Φˆ. In this way, we obtain
Z[0] = e−S[ϕ]/~
∫
[dΦˆ] e− ΦˆxG
−1
xy (ϕ)Φˆy , (44)
where the Klein-Gordon operator G−1xy (ϕ), as given by eq. (12), is proportional to the tree-
level fluctuation operator
Mx(ϕ) ≡ − ∂2x + m2 +
λ
2
ϕ2x . (45)
For the case m2 < 0, this operator acquires a non-positive-definite spectrum. Specifically, the
fluctuation operator has four zero eigenvalues, corresponding to the translational invariance
of the bounce action S[ϕ], and one negative eigenvalue, corresponding to dilatations of the
bounce. As a result, the Gaussian functional integral in eq. (44) is ill defined. Even so,
the functional integral over the zero modes can be traded for an integral over the collective
coordinates of the bounce, giving rise to a spacetime volume prefactor V T in the tunneling
rate. The presence of the negative eigenvalue requires us to deform the contour of integration
into the complex plane by means of the method of steepest descent, giving rise to the non-
zero imaginary part featuring in eq. (42).
The issue of false vacuum decay becomes less straightforward when the instability arises
purely from radiative effects. In this case, the tree-level fluctuation operator will have a
positive-definite spectrum, whilst the perturbatively-calculated effective potential becomes
non-convex, indicating the presence of the instability [88]. However, since, in the absence
of external sources, it is the tree-level fluctuation operator that arises in the saddle-point
evaluation of eq. (43), the origin of the non-zero imaginary part and the correct approach
for determining the tunneling rate is less clear.
The situation is somewhat different when we consider the alternative method of evalu-
ating the effective action presented above. The relevant path integral has the form
Z[J ,K] =
∫
[dΦ] e−(S[Φ]−JxΦx−
1
2
ΦxKxyΦy)/~ , (46)
where Kxy ≡ Kxy[φ,∆] and Jx ≡ Jx[φ,∆] are the non-vanishing external sources, as given
respectively by eqs. (26) and (27). In order to find the tunneling rate when the instability
arises beyond tree-level, say at one-loop level, we wish to expand the functional integral
around the quantum bounce, which is the solution to eq. (22a). Proceeding in this manner,
writing ϕ = Φ− ~1/2Φˆ as before, we obtain
Z[J ,K] = e−S[ϕ]/~
∫
[dΦˆ] e− Φˆx(G
−1
xy (ϕ)−Kxy)Φˆy . (47)
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We emphasize that Kxy is still evaluated at the configurations φ and ∆ in eq. (47). By
comparing the exponent in eq. (47) with eq. (11), we see that the kernel of the Gaussian
integral is now the dressed inverse two-point function G−1xy [φ,∆]. By virtue of eq. (26), this
operator contains the one-loop corrections. Thus, if the vacuum instability is generated at
the one-loop level, G−1xy [φ,∆] will have a non-positive-definite spectrum, comprising the four
zero eigenvalues and one negative eigenvalue in complete analogy to the case in which the
instability arises at tree-level. As a result, we may straightforwardly relate the tunneling
rate per unit volume to the imaginary part of the effective action via
Γ/V = 2|Im e−Γ[ϕ,G]/~|/(V T ) , (48)
where this non-zero imaginary part arises again from having necessarily to employ the
method of steepest descent in order to deal with the presence of the negative eigenvalue.
We note that, in the generic scenario considered above, the extremal classical and quan-
tum paths are non-perturbatively far away from one another: the first corresponds to a
constant homogeneous background field configuration with a positive-definite spectrum of
quadratic fluctuations, and the second corresponds instead to an inhomogeneous background
field configuration with a non-positive-definite spectrum of fluctuations. A concrete exam-
ple, where the one-loop corrections induce a non-convex region in the effective potential
that is not present at tree-level, is the Coleman-Weinberg mechanism of SSB, to which the
present method was applied in the context of vacuum decay in ref. [89].
4. CV 2PPI effective action
In this section, we will consider an example in which the bi-local source is chosen so as
to yield a different variant of the effective action. Specifically, we will recover the CV two-
particle-point-irreducible (2PPI) effective action [78–81]. This is defined by the Legendre
transform
Γ2PPI[φ,∆] = − ~ ln Z[J ,K] + Jx[φ,∆] + 1
2
Kx[φ,∆]
(
φ2x + ~∆xx
)
. (49)
The CV 2PPI effective action differs from the CJT 2PI effective action in that the sources
Jx[φ,∆] and Kx[φ,∆] are both local, respectively constraining the expectation values of Φx
and Φ2x rather than Φx and ΦxΦy. After eliminating Jx[φ,∆] and Kx[φ,∆] in favour of φx
and ∆xx, the 2PPI effective action takes the form
3 [78–81]
Γ2PPI[φ,∆] = S[φ] + ~Γ2PPI1 [φ,M2(φ,∆)] + ~2 Γ2PPI2 [φ,M2(φ,∆)] −
λ
8
~2 ∆2xx , (50)
where M(φ,∆) is the effective mass, given by
M2(φ,∆) = m2 +
λ
2
(
φ2 + ~∆xx
)
. (51)
3Equation (50) is understood in the notation of the standard approach to the effective action, wherein φ
and ∆ are interpreted as the physical one- and two-point functions and are no longer independent.
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In addition, the one- and two-loop corrections of the 2PPI effective action are
~Γ2PPI1 [φ,M2(φ,∆)] =
~
2
tr ln
(
∆−1 ∗G0
)
, (52a)
~2 Γ2PPI2 [φ,M2(φ,∆)] = − , (52b)
where
∆−1xy = δ
(4)
xy
(− ∂2x + M2(φ,∆)) (53)
and we associate a factor of ∆xy with each diagrammatic line. The diagram in eq. (52b)
is the only two-loop 2PPI diagram. The latter is defined to be a 1PI diagram that stays
connected when two internal lines meeting at the same vertex are cut open. The double-
bubble diagram, present in eq. (14c) for the 2PI effective action, is not 2PPI and has been
isolated as the last term in eq. (50). Notice, however, that it has the wrong sign compared
to the 2PI case. As we will see in what follows, this is due to the fact that there are terms
missing in eq. (52a) compared to eq. (14b). These missing terms also provide additional
two-loop diagrams.
We can identify the two-point function ∆xx at coincidence with
∆xx = 2
δΓ2PPI1 [φ,M
2(φ,∆)]
δM2(φ,∆)
+ 2 ~
δΓ2PPI2 [φ,M
2(φ,∆)]
δM2(φ,∆)
= − 2
~λ
[
+
]
. (54)
The functional derivatives have been performed by using the functional chain rule and the
fact that
δ∆xy
δM2(φ,∆)
= −∆xz ∆zy + O(~) = 1
λ
+ O(~) . (55)
Hence, from eqs. (53) and (54), we see that the 2PPI approach resums all point insertions
of local self-energies in the propagator ∆xy. Note that, were the double-bubble diagram to
have been included in Γ2PPI2 [φ,M
2(φ,∆)], we would also have generated the diagram
− λ
2
~2 ∆xx
δ∆xx
δM2(φ,∆)
=
2
λ
, (56)
thereby double-counting the resummation of the one-loop tadpole insertions, already in-
cluded in the first diagram of eq. (54).
We will now show how the 2PPI effective action may readily be recovered from eq. (21) in
this alternative approach by appropriate choice of the bi-local source Kxy[φ,∆]. Moreover,
15
it will not be necessary to isolate the double-bubble diagram in order to avoid double-
counting of the diagrammatic series. In the first instance, we will work at the one-loop level,
truncating the Schwinger-Dyson equation and thereby the local and bi-local sources at order
~. The one-loop result will then allow us to obtain the two-loop result iteratively.
For the 2PPI effective action, we must still require that the physical one-point function
ϕ is the extremum of the effective action, i.e.
δΓ[φ,∆]
δφx
∣∣∣∣
ϕ,G
= Jx[ϕ,G] + Kxy[ϕ,G]ϕy = 0 . (57)
As such, the external sources are still subject to the consistency relation in eq. (24). However,
it will not be the case that Gxy is the extremal two-point function, i.e. we will find that
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
6= 0 (58)
and therefore that Gxy is not the solution to the 2PI Schwinger-Dyson equation in eq. (25).
As we will show explicitly, the appropriate choice for the bi-local source is
Kxy[φ,∆] = − 2~ δΓ1[ϕ,G]
δϕ2x
δ(4)xy + O(~2) . (59)
Here, it is important to emphasize the following two points: (i) we take the functional
derivative of Γ1[ϕ,G] and not Γ1[φ,∆], such that we must account for the fact that ϕ and
G are not independent; and (ii) the functional derivative in eq. (59) is taken with respect
to the square of the physical one-point function. By substituting this form for the bi-local
source into the equation for the inverse two-point function G−1xy in eq. (11), it is clear that
we resum only the local tapdole insertions. However, in order to verify that we do indeed
recover the 2PPI effective action, it is helpful to go beyond the one-loop level. In particular,
given that the one-loop diagram in eq. (59) is itself a functional of the source Kxy[φ,∆], one
might worry about the consistency of this naive ~ truncation.
2PPI Schwinger-Dyson equation. Before proceeding to the two-loop calculation, it is
illustrative to consider the consistency relation in eq. (24) and the form of the local source
Jx[φ,∆]. From the former, we have the constraint
Jx[φ,∆] + Kxy[φ,∆]ϕy = . (60)
Substituting for Kxy[φ,∆] from eq. (59), it immediately follows that
Jx[φ,∆] = 0 (61)
at order ~. In order to find the explicit form of eq. (58), we proceed to expand Kxy[φ,∆]
around the physical one- and two-point functions ϕ and G, following the same arguments as
in section 3 [cf. eqs. (36)–(39)]. In this way, we obtain
Kxy[ϕ,G] = − . (62)
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By virtue of eq. (57), it then follows that
Jx[ϕ,G] = . (63)
Finally, the Schwinger-Dyson equation reads [cf. eqs. (8b) and (58)]
δΓ[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
= − ~
2
G−1xy +
~
2
G−1xy + ~2
δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
= − ~
2
. (64)
This result is as we would expect: the non-vanishing right-hand side is such that it cancels
the non-local bubble diagram in the 2PI self-energy, which arises from
~2
δΓ2[φ,∆]
δ∆xy
∣∣∣∣
ϕ,G
= − ~
2
[
+
]
, (65)
leaving behind only the local tadpole self-energy.
In order to check the consistency of the naive truncation of the ~ expansion employed
above, we will now analyze this method of formulating the 2PPI effective action at the
two-loop level. To this end, we first look at the “one-loop” term Γ1[ϕ,G] in the light of the
results above. From eq. (14b), we have
~Γ1[ϕ,G] = ~
2
tr
[
ln
(G−1 ∗G0) + K ∗ G] . (66)
Given the one-loop result for the bi-local source Kxy[φ,∆] in eq. (59), we see that the second
term in eq. (66) has the following diagrammatic form:
~Γ1[ϕ,G] ⊃ ~
2
trK ∗ G = 2 . (67)
It is the appearance of this additional diagram that is responsible for the sign change of the
double bubble observed in the 2PPI effective action as written in eq. (50).
At the two-loop level, the bi-local source takes the form
Kxy[φ,∆] =
[
− 2~ δΓ1[ϕ,G]
δϕ2x
− 2~2 δΓ2[ϕ,G]
δϕ2x
]
δ(4)xy . (68)
As we will see, two-loop diagrams will arise from both Γ1[ϕ,G] and Γ2[ϕ,G]. The contribution
to eq. (68) from Γ1[ϕ,G] (expanding further) gives
− 2~ δΓ1[ϕ,G]
δϕ2x
= − ~ δ
δϕ2x
Kyz[φ,∆]Gzy + ~Gyz δKzy[φ,∆]
δϕ2x
, (69)
where the second term originates from the additional double-bubble diagram in eq. (67) and
the third term from the implicit dependence of the propagator G, running in the loops, on
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Kxy[φ,∆]. The contribution to eq. (68) from Γ2[ϕ,G] gives rise to the two-loop diagrams
− 2~2 δΓ2[ϕ,G]
δϕ2x
= + + O(~3) , (70)
where the O(~3) terms arise in analogy to the O(~2) terms in eq. (69) through the implicit
dependence on Kxy[φ,∆], as well as higher-order loops, which we do not consider explicitly.
The presence of the double-bubble tadpole in eq. (70) would look to be a serious problem,
since this diagram is already counted in the first diagram on the right-hand side of eq. (69)
by virtue of the resummation of the one-loop tadpole insertions. However, by successive
substitution of Kxy[φ,∆] from eq. (69) back into itself, we find
− 2~ δΓ1[ϕ,G]
δϕ2x
= − + O(~3) . (71)
Thus, the problematic double-bubble tadpole diagram cancels between eqs. (69) and (70),
giving the two-loop bi-local source
Kxy[φ,∆] = + . (72)
Comparing with eq. (54), we see that eq. (72) precisely matches the two-loop 2PPI result,
since Kxy[φ,∆] plays the role of − ~λ∆xx/2 in the 2PPI Schwinger-Dyson equation.
Before concluding this section, we consider the form of the local source Jx[φ,∆]. As was
the case at one-loop, the external source must satisfy the consistency relation [cf. eq. (9)],
constraining
Jx[φ,∆] + Kxy[φ,∆]ϕy = − ~ δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
− ~2 δΓ2[φ,∆]
δφx
∣∣∣∣
ϕ,G
(73)
The first term on the right-hand side of eq. (73) gives
− ~ δΓ1[φ,∆]
δφx
∣∣∣∣
ϕ,G
= , (74)
and the second term gives
− ~2 δΓ2[φ,∆]
δφx
∣∣∣∣
ϕ,G
= . (75)
Inserting the diagrammatic expressions in eqs. (74) and (75) back into eq. (73), we obtain
Jx[φ,∆] + Kxy[φ,∆]ϕy = + . (76)
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Hence, given the form of the bi-local source in eq. (72), we find
Jx[φ,∆] = − . (77)
By virtue of eqs. (9) and (76), we see that we recover the usual quantum equation of motion
for the physical one-point function.
5. Global symmetries
In this final example, we will illustrate how this external-source method can be used
to preserve symmetries in truncations of the effective action. Specifically, we consider the
following globally O(N) symmetric model:
Lx = 1
2!
(
∂µΦ
i
x
)2
+
1
2!
m2
(
Φix
)2
+
λ
(2!)2
(
Φix
)2(
Φjx
)2
, (78)
in which Φix = (Φ
1
x,Φ
2
x, . . . ,Φ
N
x ) is the O(N) scalar multiplet and repeated indices are
summed over. Taking m2 < 0, this O(N) symmetry is spontaneously broken, and we
obtain one massive mode (the “Higgs”) and N − 1 massless Goldstone modes [90–92].
For this model, the 2PI effective action is defined by the Legendre transform
Γ[φ,∆] = maxJ, K
[
− ~ lnZ[J,K] + J ix φix +
1
2
Kijxy
(
φix φ
j
y + ~∆ijxy
)]
, (79)
where we have introduced the multiplet of local sources J ix and the matrix of bi-local sources
Kijxy. After performing the extremization with respect to J
i
x and K
ij
xy, the 2PI effective action
takes the following form:
Γ[φ,∆] = − ~ lnZ[J ,K] + J ix[φ,∆]φix +
1
2
Kijxy[φ,∆]
(
φix φ
j
y + ~∆ijxy
)
, (80)
where the various one- and two-point functions are given by [cf. eq. (7)]
φix = ~
δ lnZ[J ,K]
δJ ix
∣∣∣∣
J =J , K =K
, (81a)
∆ijxy = 2
δ lnZ[J ,K]
δKijxy
∣∣∣∣
J =J , K =K
− 1
~
φix φ
j
y . (81b)
The external sources J ix[φ,∆] and Kijxy[φ,∆] are determined by the stationarity conditions
δΓ[φ,∆]
δφix
= J ix[φ,∆] + Kijxy[φ,∆]φjy , (82a)
δΓ[φ,∆]
δ∆ijxy
=
~
2
Kijxy[φ,∆] , (82b)
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analogous to eq. (8).
From the symmetry of eq. (80) under O(N) transformations, we can derive the 2PI Ward
identity, which is given by
δΓ[φ,∆]
δφix
T aij φ
j
x +
δΓ[φ,∆]
δ∆ijxy
(
T aik ∆
kj
xy + T
a
jl ∆
il
xy
)
= 0 , (83)
where T aij are the generators of the O(N) group. By virtue of the stationarity conditions in
eq. (82), the 2PI Ward identity can be re-expressed in terms of the external bi-local sources
Kijxy[φ,∆] as
δΓ[φ,∆]
δφix
T aij φ
j
x +
~
2
Kijxy[φ,∆]
(
T aik ∆
kj
xy + T
a
jl ∆
il
xy
)
= 0 . (84)
In what follows, we will consider the case N = 2 for definiteness and simplicity.
Symmetric gauge. It will prove illustrative to consider first the following manifestly sym-
metric gauge choice:
Φx =
(
ϕH/
√
2 + ~1/2Φˆ1x
ϕH/
√
2 + ~1/2Φˆ2x
)
. (85)
The notation for the physical one-point functions ϕ1 = ϕ2 = ϕH/
√
2 has been chosen for
later convenience. We continue in complete analogy to section 2, eliminating φix and ∆
ij
xy in
favour of ϕix and Gijxy. The only modification to the 2PI effective action in eq. (21) is the
presence of the additional field-space structure, e.g.
Γ1[ϕ,G] = 1
2
tr
[
ln detij G−1 ∗G0 + G−1 ∗ G − 1
]
, (86)
where we have used boldface symbols for 2 × 2 matrices in field space and detij for the
determinant in field space.
In order to obtain the quantum equations of motion, the local and bi-local sources are
constrained as in section 3 to be the extremal configurations [see eq. (22)]. Thus, by virtue
of the consistency relation in eq. (24), we require that
J ix[φ,∆] = − ~
δΓ1[φ,∆]
δφix
∣∣∣∣
ϕ,G
+ 2 ~
δΓ2[φ,∆]
δ∆ijxy
∣∣∣∣
ϕ,G
ϕjy , (87a)
Kijxy[φ,∆] = − 2 ~
δΓ2[φ,∆]
δ∆ijxy
∣∣∣∣
ϕ,G
, (87b)
generalizing eqs. (26) and (27). Together, these yield the equation of motion for the back-
ground field configuration
− ∂2xϕHx + m2ϕHx + λ(ϕH)3 −
√
2J 1x [φ,∆] −
(
K11xy[φ,∆] + K12xy[φ,∆]
)
ϕHy = 0 (88)
and the physical inverse two-point functions
G−1, ijxy [φ,∆] = G−1, ijxy (ϕ) − Kijxy[φ,∆] , (89)
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where
G−1, 11xy (ϕ) = G
−1, 22
xy (ϕ) = δ
(4)
xy
[
− ∂2x + m2 + 2λ
(
ϕHx
)2]
, (90a)
G−1, 12xy (ϕ) = G
−1, 21
xy (ϕ) = δ
(4)
xy λ
(
ϕHx
)2
. (90b)
Assuming a constant background field ϕHx ≡ ϕH , we may solve explicitly for the tree-level
propagators in momentum space:
G11k = G
22
k =
k2 +m2 + 2λ
(
ϕH
)2[
k2 +m2 + 2λ
(
ϕH
)2]2 − [λ(ϕH)2]2 , (91a)
G12k = G
21
k =
−λ(ϕH)2[
k2 +m2 + 2λ
(
ϕH
)2]2 − [λ(ϕH)2]2 . (91b)
We now consider the structure of the 2PI Ward identity. For N = 2, we have only one
generator: T 1 = σ2, where σ2 is the second of the Pauli matrices. Expanding the first term
in the 2PI Ward identity [eq. (84)] about the physical one- and two-point functions ϕi and
Gij to order ~2, we may show that it vanishes by virtue of the extremal conditions and the
anti-symmetry of σ2. Thus, we are left with the following constraint on the bi-local sources
Kijxy[φ,∆]
(
T aik ∆
kj
xy + T
a
jl ∆
il
xy
)
= 0 , (92)
having the explicit form(
K11xy[φ,∆] − K22xy[φ,∆]
)
∆12xy − K12xy[φ,∆]
(
∆11xy − ∆22xy
)
= 0 . (93)
Herein, we have used the fact that ∆ijxy = ∆
ji
yx and Kijxy = Kjiyx. By virtue of the manifest
O(2) symmetry of this gauge, we have
K11xy[φ,∆] = K22xy[φ,∆] , (94)
and, from the stationarity conditions,
∆11xy = ∆
22
xy . (95)
Thus, we see that eq. (93) and thereby the 2PI Ward identity [eq. (84)] are immediately
satisfied.
Unitary gauge. We now consider the same expressions in the unitary gauge [93, 94]. We
can rotate to this gauge by means of the orthogonal transformation
Φx −→ Φ′x =
1√
2
(
1 − 1
1 1
)
Φx =
(
~1/2ΦˆGx
ϕH + ~1/2ΦˆHx
)
, (96)
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where
ΦˆH(G)x =
1√
2
(
Φˆ1x + (−) Φˆ2x
)
. (97)
Here, the superscripts H and G indicate the Higgs and Goldstone modes. In the case of a
constant background field configuration ϕHx = ϕ
H , we now have the inverse of the tree-level
momentum-space propagators
G−1, HHk = G
−1, 11
k + G
−1, 12
k = k
2 + m2 + 3λ
(
ϕHx
)2
, (98a)
G−1, GGk = G
−1, 11
k − G−1, 12k = k2 + m2 + λ
(
ϕHx
)2
, (98b)
G−1, HGk = G
−1, GH
k = 0 . (98c)
Since the vacuum expectation value is given by ϕH = v = ± |m|/√λ at tree-level, we see
that the Goldstone propagator is massless, as we would expect.
The equation of motion for the background field is given by
δΓ[φ,∆]
δφHx
∣∣∣∣
ϕ,G
=
δS[ϕ]
δϕHx
− J Hx [φ,∆] − KHHxy [φ,∆]ϕHy = 0 . (99)
Comparing this with eq. (88), we see that
KHHxy [φ,∆] = K11xy[φ,∆] + K12xy[φ,∆] = − 2 ~
δΓ2[φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
. (100)
Thus, diagrammatically, we have
KHHxy [φ,∆] = + + + , (101)
where solid lines now correspond to Higgs propagators and dashed lines to Goldstone prop-
agators. In addition, the vanishing of the Goldstone boson component ϕGx implies the
constraint
J Gx [φ,∆] + KGHxy [φ,∆]ϕHy = 0 . (102)
Having imposed that GHGxy is the extremal configuration, we immediately find that
KHGxy [φ,∆] = − 2 ~
δΓ2[φ,∆]
δ∆HGxy
∣∣∣∣
ϕ,G
= 0 (103)
and, equivalently, KGHxy [φ,∆] = 0. It then follows from eq. (102) that
J Gx [φ,∆] = 0 . (104)
The consistency relation in eq. (99) [cf. eq. (24)] fixes
J Hx [φ,∆] = − ~
δΓ1[φ,∆]
δφHx
∣∣∣∣
ϕ,G
− KHHxy [φ,∆]ϕHy . (105)
22
We are then left with only one source to fix: KGGxy [φ,∆]. In what follows, we will show that by
using the Ward identity to constrain the form of this source, rather than associating it with
the 2PI Goldstone self-energy, we may preserve the symmetry properties of truncations of the
effective action. It is this use of the Ward identity to directly constrain the truncation of the
effective action that is in the spirit of the PT symmetry-improved effective action [26, 28, 29],
and we will see that we obtain comparable results.
In order to understand the constraint on KGGxy [φ,∆] from the 2PI Ward identity, we
rotate the symmetric gauge choice in eq. (85) infinitesimally close to the unitary gauge via
the transformation
Φx −→ Φ′x =
1√
2
(
1 −1 + 
1−  1
)
Φx , (106)
where → 0+. In this gauge, neglecting terms O(2), eq. (93) reads(
KHHxy [φ,∆] − KGGxy [φ,∆]
)
∆GH()xy − KGH()xy [φ,∆]
(
∆HHxy − ∆GGxy
)
= 0 , (107)
where
∆GH()xy = ∆
12
xy , KGH()xy = K12xy . (108)
Here, the Arabic numerals refer to the field modes of the symmetric gauge. Thus, from
eq. (107), we find the constraint(
KHHxy [φ,∆] − KGGxy [φ,∆] − 2K12xy[φ,∆]
)
∆12xy = 0 , (109)
which holds only if
K12xy[φ,∆] =
1
2
(
KHHxy [φ,∆]−KGGxy [φ,∆]
)
. (110)
This is, of course, as we would expect, if the bi-local source transforms as a rank-2 tensor
of O(2), and it would appear that we have gained very little. Nevertheless, we will continue
and consider the explicit form of
K12xy[φ,∆] = − 2~
δΓ2[φ,∆]
δ∆12xy
∣∣∣∣
ϕ,G
(111)
at the lowest order in perturbation theory, i.e. at one-loop with tree-level propagators.
To this end, we isolate the tadpole and bubble contributions to K12xy[φ,∆], writing
K12xy[φ,∆] ≡ K12 (tad)xy [φ,∆] + K12 (bub)xy [φ,∆] , (112)
where
K12 (tad)xy [φ,∆] =
1
2
[
+
− −
]
, (113a)
K12 (bub)xy [φ,∆] =
1
2
[
+ −
]
. (113b)
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The solid lines now correspond to tree-level Higgs propagators and dashed lines to tree-level
Goldstone propagators. The tadpole contribution to K12xy[φ,∆] may be written explicitly as
K12 (tad)xy [φ,∆] = − 2 ~λG12xx δ(4)xy
= 2 ~λ2(ϕH)2 δ(4)xy
∫
k
1
k2 +m2 + 3λ(ϕH)2
1
k2 +m2 + λ(ϕH)2
. (114)
By inspection, we see that this is just the bubble contribution to the Goldstone self-energy
with the external momentum set to zero, i.e. its local part. It is this observation that will
allow us to re-organize the Hartree-Fock approximation, ensuring that the 2PI Ward identity
is satisfied and the Goldstone boson remains massless in the SSB phase.
Having observed that the tadpole diagrams in eq. (113a) may be reinterpreted as a
single bubble diagram (with vanishing external momentum), we may write the full form of
K12xy[φ,∆] as
K12xy[φ,∆] =
1
2
[
+
− +
∣∣∣∣∣
loc
]
. (115)
Rearranging eq. (110), we have
KGGxy [φ,∆] = KHHxy [φ,∆] − 2K12xy[φ,∆] . (116)
Subsequently, using eq. (100), we see that the bubble contributions to the Higgs self-energy
are cancelled by the first two diagrams in eq. (115). Classing the remaining diagrams in
eq. (115) as the bubble contribution to the Goldstone self-energy Π
GG(bub)
xy , we have
− ~
2
ΠGG (bub)xy ≡
1
2
[
−
∣∣∣∣∣
loc
]
= 2 ~λ2 (ϕH)2
∫
k
2 k · p− p2(
k2 +m2 + λ(ϕH)2
)(
k2 +m2 + 3λ(ϕH)2
)(
(k − p)2 +m2 + 3λ(ϕH)2) .
(117)
Wick rotating to Minkowski space, this integral is proportional to p2 by Lorentz invariance
and therefore vanishes on-shell (p2 = 0). As a result, we see that K12xy[φ,∆] does not contain
any contribution to a would-be Goldstone mass.
Having reclassified the tadpole contribution to K12xy[φ,∆] [see eqs. (113a) and (114)] as
a bubble contribution to the Goldstone self-energy, we are left with the following constraint
on the remaining tadpole contribution to KGGxy [φ,∆] from eq. (109):
KGG (tad)xy [φ,∆] = KHH (tad)xy [φ,∆] . (118)
As we will see next, this identity is sufficient to satisfy the 2PI Ward identity and obtain a
massless Goldstone boson algebraically at one-loop order in the Hartree-Fock approximation.
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Hartree-Fock approximation. The HF approximation [82, 83] corresponds to keeping
only the double-bubble diagram in the 2PI effective action. At the level of the self-energy,
this amounts to keeping only the tadpole contributions.
Imposing the constraint in eq. (118), the equations of motion for the physical one- and
two-point functions are as follows:
δΓ[φ,∆]
δφ
H(G)
x
∣∣∣∣
ϕ,G
= 0 , (119a)
δΓ[φ,∆]
δ∆
HH(HG)
xy
∣∣∣∣
ϕ,G
= 0 , (119b)
δΓ[φ,∆]
δ∆GGxy
∣∣∣∣
ϕ,G
= ~2
[
δΓ
(HF)
2 [φ,∆]
δ∆GGxy
− δΓ
(HF)
2 [φ,∆]
δ∆HHxy
]
ϕ,G
, (119c)
where Γ
(HF)
2 [φ,∆] is the double-bubble contribution to Γ2[φ,∆]. Note that the equation of
motion for the Goldstone-boson two-point function GGGxy does not correspond to the standard
Schwinger-Dyson equation, since the right-hand side of eq. (119c) is non-zero in the SSB
phase. Therefore, the physical limit, consistent with Goldstone’s theorem in the SSB phase
for the HF approximation, is obtained for a non-vanishing bi-local source
KGGxy [ϕ,G] = 2 ~
[
δΓ
(HF)
2 [φ,∆]
δ∆GGxy
− δΓ
(HF)
2 [φ,∆]
δ∆HHxy
]
ϕ,G
. (120)
We may verify that eq. (120) is entirely consistent with eq. (118). In order to do so, we
expand the left-hand side of
KGGxy [φ,∆] = − 2 ~
δΓ
(HF)
2 [φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
(121)
around ϕix and Gijxy, in analogy to eq. (36). At order ~, this gives
KGGxy [φ,∆] = KGGxy [ϕ,G] − 2 ~
δΓ
(HF)
2 [φ,∆]
δ∆GGxy
∣∣∣∣
ϕ,G
= − 2 ~ δΓ
(HF)
2 [φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
, (122)
from which eq. (120) immediately follows. Note that the right-hand side of eq. (120) does
vanish in the symmetric phase, and the standard Schwinger-Dyson equation again holds.
In the SSB phase, we may expand the background field configuration of the Higgs as
ϕHx = v + ~ δϕHx , where v = ± |m|/
√
λ is the tree-level vacuum expectation value and
δϕHx = − λ v GHHxy
(
3GHHyy + GGGyy
)
=
λ v
2m2
(
3GHHxx + GGGxx
)
+ O(~) . (123)
By applying the identity in eq. (118), the ~ corrections to the Goldstone-boson inverse
two-point function G−1, GGxy in eq. (98b) are given by
G−1, GGxy ⊃ 2 ~λ v δϕHx δ(4)xy + 2 ~
δΓ
(HF)
2 [φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
. (124)
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We emphasize that the tadpole self-energy appearing in eq. (124) is that of the Higgs boson,
by virtue of eq. (118), not the Goldstone boson. The tadpole self-energy of the Higgs is
given by
2
δΓ
(HF)
2 [φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
= λ
(
3GHHxx + GGGxx
)
δ(4)xy . (125)
For comparison, the corresponding would-be self-energy of the Goldstone boson is given by
2
δΓ
(HF)
2 [φ,∆]
δ∆GGxy
∣∣∣∣
ϕ,G
= λ
(
GHHxx + 3GGGxx
)
δ(4)xy , (126)
in which the combinatorical factors are interchanged relative to eq. (125). Substituting
eqs. (123) and (125) into eq. (124) and using the fact that λv2 = −m2, we find that the
order ~ corrections exactly cancel. Therefore, we arrive at the result
G−1, GGxy = G−1, GGxy = − δ(4)xy ∂2x , (127)
corresponding to a massless Goldstone boson. Had we instead imposed the on-shell condition
for the Goldstone mode, we would have found
G−1, GGxy = δ(4)xy
[
− ∂2x − 2 ~λ
(
GHHxx − GGGxx
)]
, (128)
in which the pathological Goldstone-boson mass has arisen. It is interesting to remark that
this algebraic cancellation of the ~ corrections to the Goldstone mass bears resemblance
to the cancellation that occurs in OPT methods (cf. ref. [25]). It is well known that this
cancellation of the mass contributions to the Goldstone boson occurs in the full one-loop
calculation at T = 0. Nonetheless, despite having used the HF approximation, the result
in eq. (123) is correct to order λ as the truncation has no effect on the form of Γ1[φ,∆].
Together with the preservation of Goldstone’s theorem, this method of external sources thus
recovers the salient features of this simple model of SSB in the HF approximation.
We will now consider the thermal mass corrections to the Higgs-boson inverse two-point
function in order to illustrate that we also obtain the correct second-order phase transition
at finite temperature within this modified HF truncation. We remark here that information
about the statistical ensemble may be encoded in the external sources in the usual way (see
e.g. refs. [36, 43, 44]) without affecting the preceding discussions, since the statistical parts
amount to additive corrections to the external sources.
The Higgs-boson mass corrections are given by
G−1, HHxy ⊃ 6 ~λ v δϕHx + 2 ~
δΓ
(HF)
2 [φ,∆]
δ∆HHxy
∣∣∣∣
ϕ,G
= − 2 ~λ
(
3GHHxx + GGGxx
)
δ(4)xy . (129)
Working at finite temperature, taking T  |m|, the thermal contributions to the tadpole
corrections are obtained using
GHHxx
∣∣
therm
≈ GGGxx
∣∣
therm
≈
∫
d3k
(2pi)3
1
|k|
1
e|k|/T − 1 =
T 2
12
. (130)
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Substituting this into eq. (129), we find the thermal mass of the Higgs boson in the Hartree-
Fock approximation (~ = 1)
m2H = − 2m2 −
8λT 2
12
, (131)
which is in agreement with the result presented in ref. [26]. The critical temperature is
obtained by setting both the Higgs and Goldstone masses to zero, and we obtain
Tc =
√
3 |v| , (132)
where we emphasize that v is the tree-level vacuum expectation value. The mass gap equa-
tions of the Higgs and Goldstone modes are given the Schwinger-Dyson equations in the
limit of vanishing momenta:
m2H = 3λ (vHF)
2 + m2 + λ
(
3GHHxx + GGGxx
)
, (133a)
m2G = λ (vHF)
2 + m2 + λ
(
3GHHxx + GGGxx
)
, (133b)
where vHF is the one-loop vacuum expectation value in the HF approximation and it is
understood that the dressed propagators GHHxx and GGGxx are functions of the one-loop masses
mH and mG. We emphasize that, by virtue of the constraint on the bi-local sources in
eq. (118), the Higgs tadpole self-energy appears in the gap equations for both the Higgs and
Goldstone modes and, as a result, it immediately follows from eq. (133) that
v2HF =
m2H −m2G
2λ
. (134)
Since m2H = m
2
G = 0 at the critical temperature, we simultaneously have v
2
HF = 0 and
therefore find a second-order phase transition in agreement with ref. [26]. We may verify
this explicitly for the case in which Tc  |m|, since
m2 + λ
(
3GHHxx + GGGxx
)∣∣∣
T=Tc
= m2 +
λT 2c
3
= 0 . (135)
Herein, the T = 0 parts are irrelevant, since they are zero at the critical temperature by
virtue of the fact that m2H = m
2
G = 0 (cf. ref. [26]). Before concluding this section, we
remark more explicitly on the methodological difference between the present approach and
that of ref. [26]. This comparison is most easily made by considering the mass gap equations
in eq. (133). Due to the common combinatorics appearing with the loop corrections, which
result from the constraint in eq. (118), the mass gap equations can be solved analytically
to show that the phase transition is second order. On the other hand, in the approach of
ref. [26], the combinatorics in the Goldstone mass gap equation are reversed compared to
the Higgs mass gap equation, such that the system, along with the additional constraint
from the Ward identities, must be solved self-consistently. The results of both analyses are,
however, entirely equivalent.
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The discussions of this section are intended to illustrate the potential utility of this
alternative method of evaluating the effective action and are not intended to constitute a
complete treatment of global-symmetry preservation in truncations of the effective action.
It is for this reason that we have not discussed the threshold structure of the Higgs and
Goldstone self-energies beyond the HF approximation, although it is expected that these
will behave correctly, since the Goldstone bosons appearing in the loops are massless as in
the PT symmetry-improved effective action [26] and in contrast to the external propagator
method [23]. Nevertheless, by using this method of external sources, we have been able to
ensure that the Goldstone boson remains massless in the HF approximation and obtain the
correct second-order phase transition. With this success in mind, it would be of interest
to consider the behaviour of IR divergences in this construction, which have been shown
to be absent in the symmetry-improved effective action (see ref. [28, 29]). We also remark
that it would be interesting to consider higher-orders in the 1/N expansion [95], where it
is known that the 2PPI effective action yields massive Goldstone bosons at the next order
in 1/N [16]. By combining the external-source method as applied to the 2PPI effective in
section 4 with the use of symmetry constraints highlighted in this section, it is anticipated
that this situation may also be rectified in complete analogy to the example of the HF
approximation above.
6. Conclusions
We have described an alternative method of evaluating the effective action, where, in
contrast to the usual approach, the physical limit is obtained in the presence of non-vanishing
external sources in vacuum. These external sources may then be used to constrain the
effective action.
We have illustrated the utility of this general approach by means of three concrete ex-
amples:
(i) By forcing the system to follow its extremal quantum trajectory, we are able to recover
the CJT effective action. This approach, however, has the advantage that the saddle-
point evaluation of the effective action is performed along the quantum path, thereby
being of relevance to problems in which the quantum and classical paths are non-
perturbatively far away from each other. This methodology is of much significance to
studies of false vacuum decay, as was emphasised in the complementary work presented
in ref. [89], and it may serve as a theoretical foundation for metastability calculations
in the electroweak sector of the SM, where radiative corrections have a pivotal impact
upon the vacuum structure.
(ii) We have demonstrated how the external sources may be used to recover variants of
the effective action in the particular case of the CV 2PPI effective action, with the
advantage that we do not need to isolate terms in the effective action artificially in
order to avoid problems of double counting.
(iii) We have illustrated that this approach may be used to constrain truncations of the ef-
fective action so as to preserve symmetry properties. In particular, we have described
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how this method may be used to re-organize the HF approximation of a globally
O(2) invariant model with SSB, such that the Goldstone boson remains massless al-
gebraically and we obtain the correct second-order phase transition.
Aside from the additional studies in the context of global symmetries highlighted in
section 5, it is also of interest to generalize this approach to the case of Abelian and non-
Abelian gauge theories. For instance, one might ensure that the photon remains massless in
truncations of the 2PI effective action of QED by constraining the longitudinal component of
the bi-local gauge source by the Ward-Takahashi identities or, analogously, obtain massless
gluons in QCD by using the Slavnov-Taylor identities to constrain the bi-local gauge source.
In this way, one might remove the pathological gauge dependency that results in truncations
of the effective action.4
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