Abstract-A new spatiotemporal filtering method for single-trial event-related potential (ERP) estimation is proposed. Instead of attempting to model the entire ERP waveform, the method relies on modeling ERP component descriptors (amplitude and latency) thru the spatial diversity of multichannel recordings, and thus, it is tailored to extract signals in negative SNR conditions. The model allows for both amplitude and latency variability in the ERP component under investigation. The extracted ERP component is constrained through a spatial filter to have minimal distance (with respect to some metric) in the temporal domain from a userdesigned template component. The spatial filter may be interpreted as a noise canceller in the spatial domain. Study with both simulated data and real cognitive ERP data shows the effectiveness of the proposed method.
I. INTRODUCTION
T RADITIONALLY, event-related potential (ERP) analysis techniques have relied on the signal time course in a single recording channel of the EEG. In most cases, due to the low SNR, ensemble averaging of the EEG data over multiple trials is required to recover the ERP. This simple averaging technique is based on the assumption that the ERP is a deterministic signal, relative to the stimulus onset. However, research has shown that the nature of ERP (in particular, the peak latencies and amplitudes) is quite variable; therefore, it violates the assumption implicit in averaging [1] . Moreover, there may be systematic changes of the ERP due to habituation with the repetition of the stimulus [2] . In these cases, it may be desirable to estimate the ERP signature on a single-trial basis.
Woody [3] proposed a simple and widely used adaptive filtering method (called latency-corrected average) to deal with the temporal variability of the ERP signal. The method is based on the matched filtering concept, where the crosscorrelation of a template and the single-trial EEG data are computed within a certain interval until the maximum is achieved. Pham et al. [4] adopted the maximum likelihood (ML) formalism to estimate the latencies of ERP assuming a constant shape and amplitude. Their ML method was extended in [5] incorporating amplitude variability into consideration. These methods are similar in that they all explicitly model the local descriptors (latency and amplitude) of the ERP. Another similarity is that they all rely on analysis of the EEG data in a single channel.
The advent of high-density EEG recordings has opened the door to exploit methodologies that combine effectively time series of multiple channels and enable the extraction of faint signals in very low SNR environments. Parra et al. provided a set of "recipes" using a linear spatial integration of multiple channels for the analysis of multivariate EEG data [6] . Depending upon the desired statistical properties of the output, different spatial integration methods arise. Two methods that have been made popular for ERP analysis are principal component analysis (PCA) [7] and independent component analysis (ICA) [8] , [9] . One of the drawbacks of these popular methods is that they work best for large signals (e.g., ocular artifacts), but are not specifically designed to detect signals in very low SNR environments, as is common for ERPs. Other methods using sparse decomposition [10] have also been proposed.
A related but different problem is the (supervised) single-trial EEG classification problem. It is generally less difficult than the (unsupervised) single-trial estimation problem in the sense that the availability of label information for classification facilitates learning. Many spatiotemporal filtering methods have been proposed for the single-trial EEG classification problem, which include, but not limited to, common spatial patterns (CSP) [11] , linear discriminant analysis [12] , common spatiospectral patterns (CSSPs) [13] , and bilinear discriminant component analysis [14] . Recently, a two-stage (spatial and temporal) filtering method with regularization has been proposed for EEG classification [15] .
In order to take full advantage of the spatial information in EEG analysis, a method must be found to exploit the localized nature of neural activation. Macroscopic events of clinical relevance such as ERPs do not fit this criterion since they are a combination of cortical responses with different localized sources in the brain. Therefore, in this paper, we propose a methodology that treats each one of the ERP sources independently and shows promise to quantify single brain events. The method does not work with the ERP waveform, but only with features of its main components (e.g., P300, N400, etc.). It constrains through a spatial filter the extracted ERP component to have minimal distance in the temporal domain from a user-designed template component. This componentwise-model-based approach allows for amplitude and latency variability in the actual component. We wish to stress that we do not attempt to recover the waveform of the ERP nor of its components (as most conventional methods do), but will instead focus on finding explicitly the local descriptors (latency and amplitude) on a single-trial basis, because these local descriptors, rather than the exact morphology of the waveform, are, in general, of more interest and more psychologically significant. This is fortunate because it opens the door to find methodologies that can work in negative SNR environments, and corroborates our claim that it is a new spatiotemporal methodology for ERP analysis.
The organization of the paper is as follows. Section II introduces a widely used linear generative EEG model, which serves as the foundation for our method. Section III presents the details of the new spatiotemporal filtering approach to the single-trial ERP estimation problem. Results on both simulated and real cognitive ERP data are presented in Section IV. We conclude the paper in Section V.
II. LINEAR GENERATIVE EEG MODEL
We start with the "neuronal generator" assumption of EEG data, i.e., neuron populations in cortical and subcortical brain tissues act as current sources [16] , [17] . Within the EEG frequency range, brain tissues can be assumed to be primarily a resistive medium governed by Ohm's law [18] . Thus, in EEG data, the electrical potentials collected at each electrode on the scalp are basically a linear combination of neural current sources (and nonneural artifacts) as a result of volume conduction. The linear generative model for EEG data can be written in matrix form:
where X is a D × T matrix representing the single-trial EEG data with D channels and T samples, s is the time course of ERP component to be extracted, n i denotes noise in general. The vectors a and b i represent the projection of the corresponding source to each electrode on the scalp and are called the scalp projection associated with the source. They are generally unknown and depend on the orientation of the current source as well as the conductivity distribution of the underlying brain tissues, skull, skin, and electrodes [19] . The EEG model in (1) can be rewritten as follows:
where a o , s o , b oi , and n oi are the normalized versions of their counterparts in (1) . The scalars σ s and σ i can be seen as the overall contributions of the sources to the EEG data. For a meaningful ERP component, it must have a stable normalized scalp projection a o . Thus, we may assume that a o is fixed for all trials. We also assume that the waveform of a particular ERP component s o remains the same for all trials, although its amplitude σ s may change across trials.
III. NEW SPATIOTEMPORAL FILTERING METHOD
Most ERP components are monophasic waveforms with compact support in time. The morphology of the waveform can be considered relatively fixed, but may vary in both its peak latency and amplitude from trial to trial. Based on this, we assume that a particular ERP component can be modeled by a fixed dimensionless template (e.g., no physical unit), in the temporal domain, denoted by g o (l) (where l is the unknown peak latency), multiplied by an unknown and possibly variable amplitude σ s across trials.
It can be shown that under general conditions, there exists a spatial filter that will completely reject the interference from the first largest D − 1 noise sources in the output when it is applied to the single-trial EEG data. In principle, such a spatial filter can be chosen as the first row of the inverse of the square
. In this sense, the spatial filter may be interpreted as a noise canceller in the spatial domain. The question is how to find such a spatial filter in practice, where the scalp projections a and b i are unknown.
A. Finding the Peak Latency for the ERP Component
Since we do not know the peak latency in a single trial, we denote the template as g o (τ ) with a variable time lag parameter τ and slide it one lag a time to search for the peak latency. The search for the optimal filter could be realized by minimizing some distance measure between the spatially filtered output w T X and the template for the particular ERP component. We propose the following cost function based on second-order statistics (SOS):
Note that the aforementioned optimization is with respect to w only, with τ fixed. The optimal solution for w is given by:
Obviously, the optimal spatial filter depends on which ERP component is to be extracted, and also, is a function of the variable time lag. From (3) and (4), we obtain the cost solely as a function of the time lag:
The peak latency of the ERP component can be set as the time lag where the local minimum of J(τ ) occurs within the meaningful range of peak latencies (T S ) for that particular component (provided that its waveform is monophasic), i.e.,
The (normalized) estimated ERP component is then:
It can be shown that under certain conditions, the solution in (6) is identical to the true peak latency of the ERP component (see Appendix).
B. Finding the Scalp Projection and Amplitude for the ERP Component
In the following, we make the index for trial number k explicit. We can absorb the scalar σ k into a variable scalp projection:
In order to estimate the unknown scalp projection and amplitude of the ERP component, we assume that the ERP component is uncorrelated with all the noise sources. Replacing the dimensionless ERP component in (2) by its estimate in (7) and multiplying y ok (l k ) on both sides of (2), we will get an estimate for the single-trial scalp projection (the cross terms n T oi y ok (l k ) vanish because of the uncorrelatedness assumption):
Taking the normalized version we havê
To estimate the scalp projection for a stable ERP component, we propose the following cost function:
This corresponds to an ML estimator for a o under the assumption that each entry of the normalized single-trial scalp projection is an independent identically distributed (i.i.d.) Gaussian random variable. The optimal solution for (11) is a simple average of the estimated single-trial scalp projections for all K trials. Taking the normalized version, the following estimate for a o is obtained:
Notice that (12) is, in fact, a weighted average of the estimates in (9) . We also point out that (12) is different from summing up directly (9) for all trials since the peak latency parameter is involved and it changes from trial to trial.
In the ideal case, the two vectors a o and a k are identical except for a scaling factor, which is exactly the unknown amplitude σ k associated with the ERP component in the kth trial. Replacing their respective estimates in (9), we can find σ k using again an SOS criterion:
Simple calculation leads to the following estimate for the amplitude:σ
Note that we do not directly compute the amplitude from the estimated component, nor do we measure it in any single channel. Instead, the amplitude is computed in (14) indirectly through an inner product of two scalp projections, which involves information from all the available channels. These estimates for the scalp projection, peak latencies, and amplitudes of ERP component can be used to analyze its psychological significance on a single-trial basis.
IV. RESULTS
We present in this section a simulation study with synthetic data and real EEG data recorded from subjects during a passive picture-viewing experiment. The goal of the simulation study is to evaluate the latency and amplitude precision of synthetically generated transients immersed in real EEG background with different SNRs and waveform mismatching conditions. EEG data were recorded from subjects during a passive picture-viewing experiment, consisting of 12 alternating phases: the habituation phase and mixed phase. Each phase has 30 trials. During the 30 trials of the habituation phase, the same picture was repeatedly presented 30 times. During the mixed phase, the 30 pictures are all different. Each trial lasts 1600 ms, and there is 600 ms prestimulus, and 1000 ms poststimulus.
The scalp electrodes were placed according to the 128-channel Geodesic Sensor Nets standards. All 128 channels were referred to channel Cz and were digitally sampled for analysis at 250 Hz. A bandpass filter between 0.01 and 40 Hz was applied to all channels, which were then converted to average reference. Ocular artifacts (eye movement) were corrected with EOG recordings using the off-line EMCP method [20] .
A. Simulation Study
Lange et al. [21] have used a Gaussian function as the template for an ERP component. Here, we prefer the Gamma function for the shape of the synthetic ERP component because this is a very flexible function for waveform modeling and has been used extensively in neurophysiological modeling [22] , [23] . Freeman in [30] argued that the macroscopic EEG electrical field is created from spike trains by a nonlinear generator with a second-order linear component with real poles. According to this model, the impulse response of the system is a monophasic waveform with a single mode, where the rising time depends on the relative magnitude of the two real poles. This may be approximated by a Gamma function, which is expressed by:
where k > 0 is a shape parameter, θ > 0 is a scale parameter, and c is a normalizing constant. The Gamma function is a monophasic waveform with the mode at t = (k − 1)θ, (k > 1). It has a short rise time and a longer tail for small k, and approximates a symmetric waveform for large k. The scalp projection of the synthetic ERP component is chosen as the normalized P300 scalp projection from another study [24] . The simulation data were created by taking the superposition of the 600 ms (150 samples) prestimulus data from 120 trials as the background EEG data and the scalp projected Gamma waveform as a proxy for the ERP component.
The SNR levels given the background EEG data can be easily adjusted by modifying the normalizing constant c in (15) . We define the SNR given the single-trial EEG data as:
We will compare the performance of the proposed method with Woody's filter [3] . The reasons are twofold: first, both methods explicitly model the latency of the ERP component through SOS; second, advantages (if any) of using spatial information for ERP estimation may be demonstrated comparing with single-channel EEG analysis. We will also compare with the well-established techniques based on PCA, which have been widely used for ocular artifact correction. Particularly, we will use the spatial PCA technique [25] .
First, we will test the performance of the proposed spatiotemporal filtering method at varying SNR levels (from −20 to 12 dB), where we have access to the "actual" (synthetic) ERP component. Two case studies will be investigated: one where there is an exact match between the synthetic and the ERP component template and the other where there is a mismatch between the two components. For the case of exact match, we use the parameters k = 3, θ = 13 for both ERP components. For the mismatch case, the synthetic ERP component remains the same, but the template has a different waveform with parameters k = 5, θ = 6. Fig. 1(a) shows the waveforms of the two components for the mismatch case. We fixed the peak latency of the synthetic component at 200 ms for all the 120 trials. For Woody's filter, we selected channel Pz for analysis, and use the initial ensemble average as the template, avoiding the iterative update on the template (since the true latency is fixed, this is the best-case scenario for Woody's filter). We search around the true latency within 100 ms for maximum correlation. We estimate the peak amplitude by taking the average of the peak value and its two adjacent values (corresponding to a noncausal low-pass filter with cutoff frequency of 12 Hz). For spatial PCA, we select the eigenvector that has the maximal correlation with the P300 scalp projection (note that this is an ideal case for PCA since in reality we do not know exactly the true scalp projection, nor the exact time course).
The simulation results are summarized in Tables I-III , which show the estimation mean and standard deviation for the estimated latency and the ratio between estimated and true peak amplitude (since the true peak amplitude changes from trial to trial with fixed SNR), as well as the correlation coefficient between estimated and true scalp projection. Since PCA does not give an explicit estimate for latency and amplitude, we will omit the latency estimation and only compute the amplitude ratio between the estimated ERP component and the synthetic ERP component.
First, we note that the single-trial estimation of the peak latency is very stable in the case of exact match. Notably, for EEG data with SNR higher than −12 dB, the method estimates the latency correctly for all the trials. Second, the amplitude estimate for the exact case is also stable, but is more variable than the latency estimation. The mean amplitude approaches to 1 and the standard deviation decreases as the SNR increases. We may say that in the case of exact match between the model and the The mismatch between the model and the generated component introduces a bias in the estimation of the latency. For SNR higher than −12 dB, the mean latency approaches 191 ms, yielding a bias of around two samples. Moreover, the variance does not drop with increasing SNR, and therefore, the estimation for latency is not consistent with a standard deviation of 13 ms (around three samples). The mismatch of components also introduced a bias in the estimation of the amplitude, which is due to the difference in the waveforms of the synthetic component and template. The ratio of the amplitudes converges to around 1.17 for high SNR. Thus, in the case of mismatch, the estimator for the amplitude is biased and asymptotically consistent with respect to SNR. To assess the statistical significance of the bias at various SNR (last column in Table II) , we performed a two-sample, two-sided t-test, using the sample mean (1.17) at 12 dB as the baseline, where the null hypothesis is that the biased mean amplitude does not change at a particular SNR from the baseline. We computed the p-values as 0.052, 0.061, 0.126, 0.229 at SNR of −20, −16, −12, −8 dB, respectively. Thus, we reason that as long as the SNR does not fall below −20 dB, the change in the estimated amplitude mean due to varying SNR is not statistically significant (with a confidence level of 5%). Of course, the estimation variance does increase notably as SNR decreases. But, as evident from Table II , our method at −12 dB still gives a estimation variance smaller than Woody's method at 0 dB. Tables I and II clearly show the advantage of using spatial information, in contrast to the Woody filter based on singlechannel analysis. Specifically, the estimation variance of Woody filter for both latency and amplitude are much larger for realistic (negative) SNRs.
PCA overestimates the amplitude of the ERP component for low SNR data. In contrast to our method, PCA gives a statistically significant bias even at 0 dB from the baseline at 12 dB (p-value less than 0.0001). This means that varying SNR (below 0 dB) imposes a serious problem on the application of PCA in low SNR conditions. Finally, the simulated mismatch of components affects the estimation of the scalp projection negligibly for the proposed method when SNR is higher than −10 dB. In fact, the estimation for scalp projection with mismatch with our method at −8 dB is comparable to that of PCA at +4 dB.
The second simulation concerns the effects of the mismatch on the estimation, specifically mismatch in the spread parameter which is the most important. We use the same synthetic component as before and vary the spread parameter with K fixed. Fig. 1(b) shows the waveforms of the synthetic and three of the templates, including a Gaussian with a spread of 20. The results are summarized in Tables IV and V, for SNR = −20 and −10 dB, respectively. We have included a new quantification for the amplitude estimation: coefficient of variation (CV), which is defined as the ratio of the standard deviation to the mean of a random variable. It is used as a measure of dispersion of the estimated amplitude (since its true mean is fixed at 1). From Tables IV and V, we can see that at the same SNR level, the degree of variability in the amplitude estimation (measured by coefficients of variation) for mismatch cases exceeds the exact match case by less than 10% (In some cases, CV is even smaller than the exact match case, which gives a better estimate, but only in terms of the amplitude). This is important because although the estimated amplitudes differ in the mismatch case, as long as we use the same template, these amplitudes on average will always be magnified or attenuated by a constant factor at a certain SNR level (or by a factor that is not statistically significant above −20 dB, as shown in the previous simulation). Intuitively, this means that given a fixed template and varying SNR (>−20 dB), the dominant source of variability in amplitude estimation mainly comes from the estimation variance (not bias), and this variability (measured by CV) is well bounded from the aforementioned for a range of spread parameters. Therefore, these amplitude estimates may still be effectively compared across experimental conditions as long as the same (meaningful) template is used and the SNR of the ERP data does not fall below −20 dB. However, the mismatch clearly introduces a bias in the latency estimation, which may be as large as 20 ms in absolute terms. This may or may not be significant depending on the applications. Mismatch may also worsen the estimation for scalp projection if the spread parameter are not well chosen, particularly for low SNR (−20 dB) data.
Note that our estimation for the latency through (6) may be interpreted as a two-step operation; first, we estimate the waveform of the ERP component, and then, calculate the latency based on the distance between the estimated waveform and the template. Zibulevsky and Zeevi [10] described an ERP waveform extraction method using regularization and sparse decomposition and showed that it gave more accurate estimate for the waveform than the MSE criterion. Motivated by this, we start with the same template as in the mismatch case and calculate the refined template according to [10] . This algorithm has two free parameters: the regularization and the number of iterations; the regularization parameter was set to be 100, which does not affect the resulting waveform very much, as suggested in [10] . Then, we reestimate the latency and amplitude parameters using this new template. The results are summarized in the last column of Tables I-III. We notice that under most SNR conditions, the refined template gives more accurate estimate for the latency, with smaller bias and variance. It also gives marginally better estimation for the amplitude for positive SNRs, but the estimates become progressively worse for negative SNRs. This may be because the true waveform becomes more and more difficult to estimate as SNR decreases. At first glance, this may seem to contradict the results in [10] . However, the comparisons made here are between the same estimation methods that use different templates, while those in [10] were made between two different estimation methods. The estimation for scalp projection is generally slightly worse than the original mismatch case. Of course, all of this comes at the cost of more extensive computation and choice of parameters.
B. Results on Cognitive ERP Data
We assume that the entire ERP may be decomposed into several monophasic components with compact support. We will estimate their parameters (amplitude and latency) one by one, using the Gamma template as in the simulation study. The present study illustrates the application of the method for a single late potential component, and the Gamma is not adapted. Its parameters are selected based on neurophysiology plausibility and are set as k = 5, θ = 6, corresponding to a rise time of 96 ms.
In reality, we do not know a priori exactly how many components there are in a single trial, nor do we know when they occur. However, we may be able to estimate these values from singletrial EEG data in the data analysis session. Fig. 2 shows the smoothed histogram of the time lags corresponding to the local minima of the cost function in (5) from 200 ms up to 1000 ms after stimulus onset, using Parzen windowing pdf estimator [26] with a Gaussian kernel bandwidth of 4.2, selected according to Silverman's rule [27] , which is given by h = 1.06σN −0.2 , where N is the number of samples and σ is the standard deviation of the data. The number of peaks does depend on the kernel size, but we found that a kernel size between 0.5h and 2h will give the same number of peaks in the smoothed histogram for this data. We can clearly see five distinct peaks after 300 ms of the stimulus onset. Assuming that the error in the latency estimation is equally biased and independent from trial to trial and since there are also about five local minima for each trial, we conjecture that these peaks correspond to the latencies of five distinct components. These components, which may have different origins, are likely to compromise the late positive potentials (LPPs). According to Codispoti et al. [28] , the grand average of LPP is maximal around 400 to 500 ms after stimulus. We will concentrate on the component with a latency of 500 ms to exemplify the methodology. We search between 440 and 560 ms (which correspond to the two neighboring local minima) and set the component latency as the local minimum closest to 500 ms.
To avoid the influence of EEG outliers from unexpected artifacts, we reject those trials with three times or larger amplitude of the minimum one. This will eliminate 14 trials from the total of 360 trials (rejection rate: 4%). Fig. 3 shows the results of estimated latency, amplitude, and scalp projection of the ERP component from the ERP data for subject 1. The scalp projections were plotted using EEGLAB [29] . Each point in Fig. 3(b) stands for the average amplitude over six trials with the same index in the same phase (habituation or mixed). It is clear that for the habituation phase, the amplitude diminishes rapidly with the trial index, while for the mixed phase, the amplitude does not show significant decay. To make the figure more intuitive, we also include the best fit (in the least square sense) to the estimated amplitude for both habituation and mixed phase. We fitted a straight line for the mixed phase, while an exponential curve was fitted to the estimated amplitude of the habituation phase. The fitted exponential curve for the habituation phase has a time constant of around 1.5 trials, which suggests that after three or four trials, the LPP amplitude decreases close to zero. We estimate the SNR for the mixed phase at around −4.1 dB.
Similar results were obtained with the ERP data from two other subjects (see Figs. 4 and 5) , where the same rejection criterion was applied, leading to the rejection of 8 (2%) and 33 (9%) trials, respectively. The difference with subject 2 is that the scalp projection shifts its strength a bit to the occipital area. It may be that the pictures shown to the three subjects caused some emotional bias. It is also possible that the SNR of the ERP data is too low to allow for a stable estimate of the scalp projection across subjects (note that in habituation phase, the LPP amplitude decreases quickly with the trial index). The fitted exponential curves for the habituation phase for these two subjects has a time constant of around 1.5 and 2.0 trials, respectively. The SNR of the mixed phase for these two subjects are estimated to be around −7.6 and −2.4 dB, respectively.
V. CONCLUSION
We have introduced a new spatiotemporal filtering method for the problem of single-trial ERP estimation. Our method relies on explicit modeling of ERP components (not the full ERP waveform), and its output is limited to local descriptors (amplitude and latency) of these components. The reason that we model the ERP components instead of the full ERP waveform is to exploit the localization of scalp projection for each single ERP component, which is impossible to do for the entire ERP. Indeed, note that the ensemble ERP in different channels usually have different morphology because there are multiple neural sources originating from different locations of the brain that give rise to different scalp projections. Since one spatial filter can extract effectively only one scalp projection, in order to utilize the spatial information in a meaningful way, only a component-based analysis is viable. Concentrating only on latency and amplitude of each component together with optimal spatial filtering presents an alternative to deal with the negative SNR. Moreover, since these are, in fact, the features of importance in cognitive studies, the methodology has the same descriptive power of traditional approaches. The weak link of the method is that it requires an explicit template that is unknown a priori, and assumes no temporal overlap among components. The methodology as presented is based on least squares, but it can be further extended to robust estimation [31] for better results. Although the method uses implicitly template matching, we did not see drastic improvements with more sophisticated matching algorithms [10] .
The proposed methodology can be seen as a generalization of Woody's filter in the spatial domain for latency estimation, but it also obtains an explicit expression for amplitude estimation. By design, the method is especially suitable to extract ERPs features in the spontaneous EEG activity, in contrast with PCA and ICA that work best for reliable (large) signals. Another distinction is that unlike most methods based on PCA and ICA, our method utilizes explicitly the timing information, as well as the spatial information.
Using simulated ERP data, we have shown that although the mismatch between the presumed and synthetic ERP components introduces a bias for both latency and amplitude estimation, the bias for the latency is relatively small and the estimated amplitudes are still comparable across experimental conditions for ERP data with a SNR higher than −20 dB. Furthermore, the mismatch of components has minimal influence on the estimation of scalp projection. The method when applied to real cognitive ERP data gives interpretable results, showing diminishing amplitude of LPP during the habituation phase for multiple subjects.
The use of a parametric template (Gamma function) provides the flexibility to change the shape and scale parameters continuously. Using a stochastic model formulation, the method can be extended to a noisy template model, and potentially, the two Gamma parameters can be extracted from the data also for best fit.
However, care must be taken not to over-interpret the results. A crucial factor for amplitude estimation is a reasonably low SNR (>−20 dB). This may not be satisfied for the habituation phase, where the amplitude of LPP drops rapidly to a very small value. Our ability to infer the template accurately, which are selected heuristically from real data, deteriorates with decreasing SNR. As a rule of thumb, we would recommend against the use of the present method for data with SNR less than −10 dB.
APPENDIX
We justify the use of the time lag corresponding to the local minimum of J(τ ) in (5) T is full rank. Proof: The optimal spatial filter is given by (4) . We plug it into (3) and get:
where, C = X T XX T −1 X. Note that C T C = C, so
where R = X · X T is a positive definite matrix independent of the time lag.
With the constraint that g o (τ ) T g o (τ ) = const, the minimum of the cost function J(τ ) is achieved when g o (τ )
T s achieves its maximum, since a T R −1 a is positive. This happens when τ coincides with the peak latency l of the actual ERP component s.
