over FPC and DPC. Further, we optimize the multi-pass phases of these algorithms by skipping pruning step in some passes, and propose Optimized-VFPC and Optimized-ETDPC algorithms. Quantitative analysis reveals that counting cost of additional un-pruned candidates produced due to skipped-pruning is less significant than reduction in computation cost due to the same. Experimental results show that VFPC and ETDPC are more robust and flexible than FPC and DPC whereas their optimized versions are more efficient in terms of execution time.
INTRODUCTION
The Apriori algorithm proposed by R. Agrawal and R. Srikant [1] is one of the most popular and widely used data mining algorithms that mines frequent itemsets using candidate generation. Apriori is the basic algorithm of Association Rule Mining (ARM) and its genesis boosted the research in data mining. Apriori is one among the top 10 data mining algorithms identified by the IEEE International Conference on Data Mining (ICDM) in 2006 on the basis of most influential data mining algorithms in the research community [2] .
______________________________
Data does not remain only large in volume but also exhibits other characteristic like velocity i.e. data in motion and variety i.e. data in many form. The recent trend is of Big Data [3] which is majorly defined by high volume, high velocity and high variety. The traditional data mining techniques and tools are efficient in analyzing/mining data but not scalable and efficient in managing big data. Big data architectures and technologies are adopted to analyze such data. Hadoop is a large-scale distributed batch processing infrastructure for parallel processing of big data on large cluster of commodity computers [4] . MapReduce is a parallel programming model of Hadoop designed for parallel processing of large volumes of data. Therefore, it is required to redesign the data mining algorithms on MapReduce framework in order to mine big data sets [5] .
In MapReduce programming model, an application is called a MapReduce Job which consists of Mapper and Reducer and input datasets are stored in Hadoop Distributed File System (HDFS). The entire map and reduce tasks are executed on different machines in parallel fashion but the final result is obtained only after the completion of all the reduce tasks. If algorithm is recursive, then we have to execute multiple MapReduce jobs to get the final result [6] . To redesign the Apriori algorithm on MapReduce framework we have to define two independent methods map and reduce and to convert input datasets in the form of (key, value) pairs. Apriori algorithm is an iterative process and its two main components are candidate itemsets generation and frequent itemsets generation. In each job, database is scanned, Mapper generates local candidates, and Reducer sums up the local count and results frequent itemsets.
The straight forward implementation of Apriori on MapReduce framework adds the overheads of scheduling and waiting time. Due to purely iterative nature of Apriori, a new job is invoked each time for the new iteration and also the next job cannot be started until previous job has finished. M-Y. Lin et al. [7] proposed three version of Apriori on MapReduce, named Single Pass Counting (SPC), Fixed Passes Combined-counting (FPC) and Dynamic Passes Combined-counting (DPC). Algorithms FPC and DPC considerably improve the performance, and are the most efficient implementation of Apriori on MapReduce framework with the minimum number of iterations.
SPC is a straight forward implementation of Apriori on MapReduce whereas FPC and DPC combine generation and counting of candidates of multiple consecutive phases/jobs of SPC in a single phase/job. FPC combines fixed number of consecutive phases of SPC (generally 3 phases) into a single MapReduce phase, reducing the number of scheduling invocations. DPC dynamically merges the candidates of several consecutive phases to balance the workloads between phases [7] . Now suppose we combined candidate generation of 3 consecutive passes k, k+1, k+2 in a single multi-pass phase, then candidate k-itemsets are generated from frequent (k-1)-itemsets, candidate (k+1)-itemsets from candidate k-itemsets and candidate (k+2)-itemsets from candidate (k+1)-itemsets. When a candidate itemsets of next level are generated from candidate itemsets itself instead of frequent itemsets then it produces some false-positive candidates [7] . FPC might perform poorly due to the overloaded false-positive candidates and it happens since FPC combines the same fixed number of passes in all phases. DPC overcomes this problem by dynamic combination of consecutive passes. The drawback of DPC is the strategy it uses to determine dynamic number of passes to combine. DPC is directly dependent on the execution time of preceding phase to decide combination of passes. Execution time cannot be the absolute parameter since it may vary in clusters of different size and capacity as well as on new datasets.
Contributions
In this paper, we have proposed four algorithms, named VFPC (Variable Size based Fixed Passes Combinedcounting), ETDPC (Elapsed Time based Dynamic Passes Combined-counting), Optimized-VFPC and Optimized-ETDPC. VFPC and ETDPC are improvement over existing FPC and DPC algorithms [7] . FPC and DPC are well known efficient implementation of Apriori on MapReduce framework. VFPC combines candidates of variable number of consecutive passes in different phases. It combines small number of passes (generally 2) in earlier phases and increases the number of passes in latter phases (e.g. 4, 6…). When to increase the number of passes to be combined is determined by the number of candidates in two preceding consecutive phases. ETDPC combines candidates of dynamic number of consecutive passes in different phases. The number of passes to be combined depends on the elapsed time of two preceding consecutive phases. Further, in combined passes when candidates are generated from candidates itself, if the pruning step is skipped then it produces some un-pruned candidates without loss of integrity of frequent itemsets produced at the end. So, we have proposed optimized multi-pass phase that uses pruning step in first pass and skips pruning in all the latter passes in that phase. Optimized-VFPC and Optimized-ETDPC are similar to VFPC and ETDPC but with optimized phases. We have executed our proposed algorithms on both real life and synthetic datasets and found that VFPC and ETDPC are more robust and flexible to the new datasets and Hadoop clusters with different computing capacity in comparison to FPC and DPC. In terms of performance, a significant reduction in execution time of Optimized-VFPC and Optimized-ETDPC has been found in comparison to VFPC and ETDPC. Moreover, the proposed algorithms are most effective for long frequent itemset mining. Longer frequent itemsets are generated either in dense datasets or at the lower minimum support.
The rest of this paper is organized as follows. Section 2 describes the fundamental concepts of Apriori algorithm and Hadoop system. Section 3 briefly reviews the related works. Our proposed algorithms are described and analyzed in section 4. Experimental results are discussed in section 5. Finally section 6 concludes the paper.
BASIC CONCEPTS

Apriori Algorithm
Apriori is an iterative algorithm which alternates between the two important tasks, the first one is generation of candidates from frequent itemsets of previous iteration and the second one is scanning of database for support counting of candidates against each transaction. In k th iteration (k ≥ 2), candidate k-itemsets C k is generated from frequent (k-1)-itemsets L k-1 and then k-itemset subsets of each transaction is checked against candidates in C k for support counting. Candidate itemsets C k is obtained by conditionally joining L k-1 with itself and then pruning those itemsets that does not satisfy Apriori property. According to this property all the itemsets of C k can be removed from
Hadoop Distributed File System and MapReduce
Hadoop integrates the computational power (MapReduce) with distributed storage (Hadoop Distributed File System) to reduce the communication cost by providing local access to data and local computation on data. Hadoop Distributed File System (HDFS) is designed based on GFS (Google File System) to be deployed on low-cost hardware. It breaks files in fixed size blocks (default block size is 64 MB) and replicates (default replication factor is 3) the blocks across multiple machines in cluster to provide high availability and fault tolerance [8] .
MapReduce [9] is an efficient, scalable and simplified programming model for large scale distributed data processing on a large cluster of commodity computers. It process large volumes of data in parallel by breaking the job into independent tasks across a large number of machines. MapReduce program generally consists of Mapper, Combiner and Reducer tasks, which runs on all machines in a Hadoop cluster. The input and output of these functions must be in the form of (key, value) pairs [8] . Followings are the specific details of MapReduce paradigm followed in our implementations. 
RELATED WORKS
To enhance the performance and scalability of association rule mining algorithms, many parallel and distributed algorithms have been developed for homogeneous computing environment as well as for heterogeneous environment like grid computing [10] . No doubt these parallel and distributed algorithms improve the mining performance but involve overheads of managing parallel and distributed systems. These overhead are computation partitioning, data partitioning, synchronization, communication, scheduling, work load balancing and managing nodes failure in cluster or grid [7, 11] . All these problems can be overcome by the MapReduce framework originally introduced by Google [9] .
Several frequent itemset mining algorithms have been proposed on MapReduce framework since the foundation of Hadoop. Among these proposed algorithms, majors are Apriori based [6, 7] [12-16] while some are FP-Growth based [17] and very few are based on Eclat [11] . Most of the Apriori based algorithms are simply straight forward implementation of Apriori on MapReduce framework [12] . The algorithms FPC and DPC [7] significantly improve the performance of Mining data from real-time transactions requires big data stream computing (BDSC) [23] that process large volume of data at a high speed in real time. A new paradigm of big data stream mobile computing (BDSMC) has been formalized in [24] . It has focus on the real-time processing and energy efficiency for managing computingcommunication platforms supporting BDSMC. Another relevant area, fuzzy system based data mining [25] enables to indentify the imprecise relations among the items of database. MapReduce based algorithms have also been designed for mining fuzzy association rules [26] .
PROPOSED ALGORITHMS
In for generating candidates and support counting. In our implementations, we have used the Prefix Tree (Trie) data structure [27] in all the algorithms for storing and generating candidates. Prefix tree for frequent k-itemsets and candidate k-itemsets are represented by trieL k and trieC k respectively.
The existing FPC and DPC algorithms [7] combine the consecutive MapReduce phases of SPC (i.e. passes of Apriori) in a single phase to reduce the scheduling invocations and waiting time. FPC combines fixed number of passes due to which it suffers with the overloaded false positive candidates in early phases while latter phases compute very less candidates. DPC overcomes this problem and dynamically combines the passes to balance the workload in each phase. As many passes are combined dynamically such that the total number of candidates generated in these passes cannot exceed a candidate threshold value. The candidate threshold ct is defined as ct = α × |L k-1 | where |L k-1 | is the number of the longest sized frequent itemsets of previous phase and α is determined heuristically. The value of α may set to higher than 1 (e.g. 1.2 or 2) if execution time of previous phase is less than a threshold value β (e.g. β = 60 sec.) otherwise set to 1. Execution time cannot be an absolute criterion since it is different for the same algorithm on different clusters or for new datasets. We have proposed four algorithms VFPC, ETDPC, Optimized-VFPC and Optimized-ETDPC to overcome the problems with FPC and DPC. VFPC and ETDPC are more robust and flexible than FPC and DPC for new datasets as well as for clusters with different computing capacity. Optimized-VFPC and Optimized-ETDPC are optimized version of VFPC and ETDPC based on skipped-pruning.
VFPC (Variable Size based FPC) and ETDPC (Elapsed Time based DPC)
VFPC and ETDPC are based on the simple strategy of combining lesser number of passes in earlier phases and more number of passes in latter phases. In Apriori algorithm, it has been observed that initially the number of candidate/frequent itemsets are small (e.g. in initial passes, k=1, 2), it increases as the iteration counter increases and after a certain iteration it starts to decrease. In other words, the number of candidate/frequent itemsets in starting and ending iterations are quantitatively smaller than in middle of iterations. Number and width of the itemsets greatly influence the computation time. It has also been observed that execution time of starting and ending iterations are much smaller than that of middle of iterations. So if we could have identified the certain point before that the number of candidates and execution time per iteration are increasing with iteration counter and after that point starts decreasing; then we can combine the consecutive passes accordingly to balance the workload among phases. We have formulated two techniques based on number of candidates and elapsed time to efficiently combine the passes, which are the foundation of VFPC and ETDPC respectively. ETDPC dynamically determines the number of consecutive passes to be combined such that the total number of candidates generated in combined passes cannot exceed a candidate threshold value, ct = α × |L k-1 |, where |L k-1 | is the number of the longest sized frequent itemsets of previous phase and the value of α is determined by elapsed time of two preceding consecutive phases of ETDPC (Algorithm 4). Here we define two time limits β 1 and β 2 as 40 seconds and 60 seconds respectively. Two variables ET and ETprev represent the elapsed time of phase currently completed and phase just previous to it respectively. We decide the value of α on the basis of β 1 and β 2 until ET is greater than ETprev. The value of α is set to 3 if ET is less than or equal to β 1 else set to 2 if ET is less than β 2 and greater than β 1 otherwise it is set to 1. When ETprev becomes greater than or equal to ET then value of α is decided on the basis of time difference between ETprev and ET. The value of α is set to 3 if ETprev is greater than or equal to 1.5 times of ET otherwise it is set to 2. ETDPCItemsetMapper calculates the value of candidate threshold ct and combined the passes accordingly. trieC k = apriori-gen(trieC k ); 10:
Algorithm 4 ETDPC with ETDPCItemsetMapper
C t = subset(trieC k , t i ); 11:
for each candidate c ∈ C t do 12:
write (c, 
4.2.
Optimized-VFPC and Optimized-ETDPC
In optimized version of VFPC and ETDPC, we have optimized the computations by skipping the pruning step in some of the combined passes in the multi-pass phases. Both the optimized algorithms, Optimized-VFPC and Optimized-ETDPC when combines more than one passes in their multi-pass phases then the first pass invokes apriori-gen() to generate candidates from longest sized frequent itemsets of previous phase, and the remaining passes invoke non-apriori-gen() to generate next level candidates from the just immediately generated candidates of previous pass within the phase. In the both Mappers (Algorithm 5) it can be seen that apriori-gen() is used in the first pass and non-apriori-gen() in all the subsequent passes. For example, suppose a particular case in which VFPC and ETDPC and their optimized versions combine three consecutive phases k, k+1, k+2 of SPC in a single phase. Then the Mappers of VFPC and ETDPC will generate candidates of size k, k+1, k+2 applying apriori-gen() three times on frequent (k-1)-itemsets, candidate k-itemsets and candidate (k+1)-itemsets respectively while the Mappers of Optimized-VFPC and Optimized-ETDPC will first apply apriori-gen() to generate candidate k-itemsets from frequent (k-1)-itemsets after that non-apriorigen() two times to generate candidate (k+1)-itemsets and (k+2)-itemsets from candidate k-itemsets and (k+1)-itemsets respectively. If optimized algorithms do not combine more than one passes in any phase (i.e. single pass phase) then non-apriori-gen() will not bring into play in that phase.
Analysis of Skipped-Pruning in a Multi-Pass MapReduce Phase
Apriori is a highly computation intensive algorithm. The factors affecting its complexity are the number of transactions, number of items, average transaction width, and the user defined minimum support threshold. The computational cost of different modules (e.g. apriori-gen, subset, pruning) of sequential Apriori is described in [28] based on these factors. For Optimized-VFPC and Optimized-ETDPC algorithms, let an optimized multi-pass phase combines three consecutive passes k, k+1, k+2, then the dependency of computational cost of different modules in different passes can be represented as follows.
Pass k:
Cost of apriori-gen operation ∝ k*|trieL k-1 |*C p , where k is the size of candidate itemsets being generated, |trieL k-1 | is the size of prefix tree containing frequent (k-1)-itemsets, and C p is the cost of pruning operation.
C p ∝ number of candidate k-itemsets generated by join step*(k-2)*|trieL k-1 |, where (k-2) is the number of subset (k-1)-itemsets of k-itemsets.
Cost of subset operation ∝ |t i |*|trieC k |, where |t i | is the width of the transaction being processed, and |trieC k | is the size of prefix tree containing candidate k-itemsets generated by apriori-gen.
Pass k+1:
Cost of non-apriori-gen operation ∝ (k+1)*|trieC k |, where (k+1) is the size of candidate itemsets being generated.
Cost of subset operation ∝ |t i |*|trieC k+1 |, here |trieC k+1 | is the size of prefix tree that contains candidate (k+1)-itemsets including un-pruned (k+1)-itemsets obtained by applying non-apriori-gen.
Pass k+2:
Cost of non-apriori-gen operation ∝ (k+2)*|trieC k+1 |, where (k+2) is the size of candidate itemsets being generated.
Cost of subset operation ∝ |t i |*|trieC k+2 |, here |trieC k+2 | is the size of prefix tree that contains candidate (k+2)-itemsets including un-pruned (k+2)-itemsets obtained by applying non-apriori-gen.
Here it can be seen that skipped-pruning in a multi-pass phase lowers the computation cost of candidate generation but on the cost of additional un-pruned candidates. The un-pruned candidates depend on the individual datasets and min_sup, and cannot be quantified separately. No doubt, the un-pruned candidates increase the computation cost of self joining of candidates with itself as well as the cost of subset operation but that is not significant due to using prefix tree. The size of prefix tree will increase due to un-pruned candidates but not much since the common prefixes are stored only once in a prefix tree. Further, the map() method of a Mapper is invoked repeatedly for each transaction of the InputSplit assigned to that Mapper [8] . The map() method subsequently invokes two methods apriori-gen()/non-apriori-gen() and subset() inside it. Since the subset() method checks the subsets of a transaction against each candidate stored in a prefix tree, so it is fine to invoke this method for each transaction. On the other hand, the apriori-gen() method requires only previously generated frequent itemsets and not the transactions, so it must not be invoked for each transaction, but in MapReduce context it is invoked repeatedly. The apriori-gen() method further invokes a pruning method for each candidates obtained by self joining.
Therefore, in a multi-pass phase, when candidates are generated from previously generated candidates, non-apriorigen() is applied to skip the repeated invocation of pruning method.
The generation of candidates using apriori-gen() in simple multi-pass phase and using apriori-gen() and non-apriori-gen() in optimized multi-pass phase is demonstrated in Fig. 1 by an example, where we assumed a set of 
Novelties of Proposed Algorithms
The novelties of the proposed algorithms compared to the old ones can be summarized as follows. The theoretical analysis above and the experimental results in the following section ascertain these features. d) The optimized versions are most effective for long size frequent itemset mining.
e) All the proposed algorithms are scalable and exhibits good speedup.
Fig. 1. Candidate itemsets
EXPERIMENTAL EVALUATION
Experimental Setup and Data Sets
We have evaluated all the algorithms on 1 describes the configurations of cluster installed for experimentation 14.04 64 bit. NameNode is exclusively configured on DN3 and DN4 are running as virtual machines hosted on another single server.
running on physical machines. Algorithms are imple We have used both synthetic and real life datasets in our experiments. The synthetic dataset is c20d10k generated by IBM Generator and real datasets are chess and mushroom [29, 30] . Table 2 describes the important attributes of these datasets. 
Performance Analysis
We have evaluated the execution time of all the algorithms SPC, FPC, DPC, VFPC, ETDPC, Optimized-VFPC and
Optimized-ETDPC on datasets c20d10k, chess and mushroom for varying value of minimum support. We have set β = 60 sec. and α = 2.0 for datasets c20d10k and mushroom while α = 3.0 for chess dataset in DPC algorithm [7] As it has been discussed in earlier section, the computing cost is directly dependent on the length of the longest itemset being generated and the value of minimum support. Dense datasets and low value of minimum support produces longer itemsets that requires more number of passes. Further, as we decrease the value of minimum support, it increases the length of longest itemsets as well as the number of itemsets. The proposed algorithms are designed to minimize the number of passes using simple multi-pass phase and optimized multi-pass phase. At the larger value of minimum support, the required number of passes is very less and also the number of generated itemsets is very small, so all four algorithms generally execute in less than three phases. The effect of optimized multi-pass phase cannot be seen with very less number of passes. As the number of passes increases with the lower value of minimum support, the role of optimized multi-pass phase comes into the play. So, it can be seen 
Quantitative Analysis
In order to show the validity of our proposed algorithms, we have analyzed through the quantitative perspective at the low value of minimum support. We have observed the number of generated candidates and execution time per respectively. The value in bracket against the algorithms represents the number of phases executed in the respective algorithms. In Tables 3-5 , it can be seen that FPC and VFPC executed with nearly the same number of phases (either 6 or 7) and similar occurred with DPC and ETDPC. With respect to execution time, ETDPC performs almost similar to DPC whereas VFPC performs better than FPC and never converges to SPC. As it can be seen in Table 5 that FPC suffers with overloaded candidates in the phase that combines passes 3 to 5 and takes longer time in that phase.
Consequently, in spite of only seven phases taken by FPC compared to sixteen phases taken by SPC, the execution of FPC is greater than that of SPC. Further, FPC and VFPC both executed in seven phases but have a running time difference of more than 200 seconds (Table 5) . For some dataset, it may be possible that FPC is stuck with such overloaded phase and terminates in extremely large time. Also in Table 4 , FPC completes in six phases while VFPC in seven phases, in spite of that FPC takes more time than VFPC. All these happen only due the ad-hoc combination of passes in a phase by FPC. In the tables representing execution time, total time is the sum of elapsed time of all phases whereas actual time is final execution time obtained at the completion of the algorithms. More the number of phases an algorithm takes, more the gap increases between total time and actual time. The proposed algorithms are better because they complete execution in less number of phases and these phases combine passes in an intelligent way. Before investigating the number of candidates and elapsed time per phase of the proposed algorithms, we have summarized the number of frequent itemsets generated in each passes of Apriori on the three datasets. Table 6 lists the number of frequent itemsets in each passes of Apriori generated from the datasets c20d10k, chess and mushroom at minimum support 0.15, 0.65 and 0.15 respectively. It can be seen that the number of frequent itemsets in latter passes are very less than the earlier and middle passes.
Table 6
Number of frequent k-itemsets L k (k ≥ 1) generated from datasets c20d10k (min_sup = 0.15), chess (min_sup = 0.65) and mushroom L 15   c20d10k  38 319 1349 3545 6352  8163  7615  5230  2607  918  217  31  3  0  0  chess  29 307 1716 5992 13927 22442 25713 21111 12329 5027 1384 240  19  0  0  mushroom 48 530 2510 6751 12372 17008 18745 16887 12290 7052 3094 1001 224 31 2   Tables 7-9 show the number of candidates generated in each MapReduce phase of the algorithms SPC, VFPC, Optimized-VFPC, ETDPC and Optimized-ETDPC on the three datasets. We have omitted phase-1 here since it does not generate any candidates. Tables 10-12 show the elapsed time of each MapReduce phase of the algorithms VFPC, Optimized-VFPC, ETDPC and Optimized-ETDPC on the three datasets. If we observe the number of candidates and the elapsed time of each phase in corresponding tables (Tables 7-9 and Tables 10-12) on respective datasets, a significant reduction in elapsed time can be seen in phases of Optimized-VFPC and Optimized-ETDPC in spite of increased number of candidates. So it can be seen that the optimized multi-pass phase executes faster than simple multi-pass phase. In Tables 7-9 , there is more number of candidates generated in the multi-pass phases of Optimized-VFPC in comparison to VFPC. Similar happens between Optimized-ETDPC and ETDPC, if they combine the similar passes in a multi-pass phase. The increased number of candidates is due to the un-pruned candidates which are generated due to skipping pruning step. In Tables 10-12 , the elapsed time of multi-pass phases in Optimized-VFPC is significantly less than that of VFPC in spite of the increased number of candidates in multipass phases of Optimized-VFPC. Similar happens between Optimized-ETDPC and ETDPC, if they combine the similar passes in a multi-pass phase. The reduction in elapse time is due to the skipped-pruning in multi-pass phases.
Further, it can be seen in Tables 10-12 that Optimized-VFPC performs better than Optimized-ETDPC since it supports more number of optimized multi-pass phases than that of Optimized-ETDPC and also the total number of phases executed in Optimized-VFPC is less than that of Optimized-ETDPC. 
Scalability and Speedup
Scalability and Speedup test were carried out for our proposed algorithms on dataset c20d10k for a fixed value of minimum support. For scalability test we executed the four algorithms with 10 Mappers on increasing size of dataset c20d10 (min_sup = 0.25). Fig. 5(a) respectively by applying a combination non-apriori-gen() and apriori-gen() methods. We have introduced a method non-apriori-gen() which generates candidates by skipping pruning step. In an optimized multi-pass phase, the traditional apriori-gen() is applied in the first pass and the non-apriori-gen() in the remaining passes. The skippedpruning produces additional un-pruned candidates that slightly increase the size of prefix tree used to store the candidate itemsets. Experimental results reveal that counting cost of un-pruned candidates is less significant than the reduction in computation due to skipped-pruning. Experiments are carried out on the both synthetic and real life datasets on the varying minimum support. It has been found that VFPC outperforms FPC and also do not suffer with overloaded phase. With DPC one has to adjust the parameters for new datasets but ETDPC is free from such adjustment and with the performance similar to DPC. Optimized-VFPC and Optimized-ETDPC outperforms both VFPC and ETDPC on each dataset. Quantitative analysis on individual phases of all algorithms reveals that in spite of increased number of candidates, elapsed time of optimized multi-pass phases is significantly less than that of simple multi-pass phases. Scalability and speedup test shows that all the four algorithms are scalable with increasing size of dataset and achieve good speedup with increasing number of nodes.
