Local gradient based descriptors are very popular in the computer vision world recently; however, there are few applications of these descriptors in medical image analysis. The goal of this study is to classify breast lesions using local oriented gradients and temporal information. The proposed method combines the kinetics of dynamic contrast enhanced MRIs, which were examined at 0, 90 and 275 seconds separately, and extracts the histograms of oriented gradients descriptors from the interest points of kinetics extreme. The performance of the classifier was assessed with leave-one-out cross-validation among different patients. A total of 39 breast lesions of mass from 25 patients were selected; and the features extracted from these MRIs were further trained using J48 decision tree. The experimental results demonstrated that the average sensitivity and specificity are 0.83 and 0.95, respectively. By the combination of kinetics and pyramid spatial feature, it provides a new application of modern computer vision descriptors in breast MRI analysis.
Introduction
Recently, dynamic contrast enhanced MRI (DCE-MRI) has become an important tool in locating, identifying and characterizing breast lesions (1) . In the analysis of these images, diagnostic features are extracted; for example, homogeneous or heterogeneous enhancement in a region of interest (ROI) is determined. Furthermore, morphologic characteristics such as roundness of shape or margin are also examined. Among these features, the most important feature in the DCE-MRI is kinetic, which describes how dynamic contrast affects the signal intensity overtime. These characteristics, along with 3D geometric information, are the reason why DCE-MRI is the most accurate tool in breast cancer diagnosis. Previous works on breast lesion analysis in DCE-MRI mostly focus on finding the relationship between diagnostic features and breast tissues (2) . Among methods of texture-base features published (3, 4, 5, 6, 7, 8) , there were also kinetic characteristic analysis (4, 9) of breast lesions; hybrid features of these two characteristics were also proposed (4, 10) .
Machine learning algorithms, such as support vector machine (SVM), naïve Bayes and neural network were also applied to breast lesion classification (4, 11, 12) . In the field of image classification, researchers have shown an increased interest in local gradient based descriptors. Descriptors, such as histograms of oriented gradients (HOG) (13) , have been widely accepted and applied to many field of computer vision. However, there is still few applications of these descriptors in breast lesion analysis. By using pyramid spatial feature, which is inspired by pyramid histograms of oriented gradients (PHOG) (14, 15) , the proposed method combines kinetic characteristic and PHOG for breast lesions analysis.
Method

Materials
The DCE-MRI for breast detection is performed using gadolinium-based contrast agent, and it contains at least 3 volumetric images which are examined at 3 specific time points (3TP); these time points are before contrast injection (T 0 ), 90 second (T 1 ) and 275 second(T 2 ) after contrast injection. Figure 1 shows an example of these images; from left to right are the images of T 0 , T 1 and T 2 separately. For each lesion, the ROIs are slightly different between slices; the manually selected ROIs are irregular and non-rigid.
Kinetic Extreme Detection
By assuming the better distinctive feature is the one extracted from the point with intensive kinetic variation, we detect these points with chosen criteria before feature extraction. First, the 1 st derivative is calculated by performing subtraction of series of DCE-MRI, which is defined as:
where i = 0 or 1 and I i (x, y) is the pixel value of (x, y) at time i. Second, the 2 nd derivative is calculated by subtraction of consecutive 1 st derivative image; small, and that indicates severe kinetic variation and satisfies the criteria required. Figure 4 is a result of interest points detection, the picture on the right is a breast lesion ROI where the points with severe enhancement are kept.
PHOG Feature Extraction
The PHOG features are extracted from the window centered at an interest point for both 3 sets of DCE-MRI; and the pyramid spatial feature is obtained by concatenating these 3 of the PHOG features as one instance that represent certain interest point. The sample was labeled as positive or negative class, and this process was repeated after all interest points were sampled.
There are two parameters of PHOG: recursions from r=0 to r= 2 and window size for 16, 32 and 64. The number of grid cells in the PHOG descriptor is decided by recursions, and it also affect the histogram representations corresponding; where the final PHOG vector is a concatenation of histograms for all cells. The window size decides the extracted ROI of the PHOG descriptor.
The parameters of PHOG in this study are recursions = 1 and window size = 64. The reason why these parameters are adopted is shown in Fig. 5 , where the relationship between PHOG features and evaluation metrics is shown. The true positive rate shows an upward trend and reaches a peak at recursions = 1 and window size = 64 in Fig. 5 (a) ; while false positive rate provides the similar result that the lowest point produced from the same parameters in Fig. 5. (b) .
Classification
All of the DCE-MRIs were marked as breast lesion ROI's manually; and the features extracted from these MRIs were further trained using J48 decision tree for a 2 object classifier, and each node of the tree were bi-class label (leaf) or a numeric decision node of a dimension in the pyramid spatial feature vector. The reason we choose decision tree as the learning algorithm is that each node from root to leaf represents a dimension explained features distinctive and how is a node was classified as its label.
Although there is possible of over training and sensitiveness, the evaluation metrics shows better result comparing to other machine leaerning algorithms.
Results
A total of 25 patients with 39 breast lesions of mass were selected from an IRB approved review. The J48 decision tree classifier is eveluated by leav-one-out validation among different patients; the training data does not contain any sample of the test patient. The evalution factors are defined as follows:
where are the number of TP (true positive), FP (false positive), TN (true negative) and FN (false negative). The terms positive and negative denote the classifier's prediction, and the terms true and false denote whether that prediction corresponds to the observation. Total of 25 tests were made; and the average senstivity (true positive rate), specificity (true negative rate), false postive rate, precision (positive predictive value) and aera under ROC curve are shown in table 1.
Discussion
While all of the folds result in a low false positive rate and high specificity, the sensitivity rates did not remain steady. Fold 18, for example, only has 10% of true positive rate; this error may be due to the inconsistent mass patterns from different patients. In other words, the within class variation is significant in some patients, thus the classifier fails to recognize the mass tissue based on the patterns found in other patients. Another characteristic of fold 18 is that the size of the mass lesion is larger than other folds, and the enhancement pattern is more consistent. As a result, the classifier may be unsuccessful to distinguish this tissue from large vessels which are considered to be background.
Another error occurs in fold 10 is that although the sensitivity is 100%, the precision rate only brings about 35%. Since the area size of breast lesion in fold 10 is the smallest among all folds, this discrepancy can be attributed to the uneven ratio of amounts between positive and negative instances. The kinetic extreme detection cannot produce sufficient quantity of features from this small foreground sample size. Even if the false positive rate is 3% and the true positive rate is 100%, the distort number of false positive samples is the cause of this inaccuracy.
Conclusions
In summary, the combination of kinetics and PHOG reveals a new application of modern computer vision descriptors in breast MRI analysis. The false positive rate for the interest point classifier is less than 5%, and the area under the ROC curve is 0.96. Future work will include more sample collection and combining other diagnosis features such as shape descriptors.
