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1. INTRODUCTION 
Bellman [l] has posed several problems in the calculus of variations con- 
cerning the inhomogeneous string equation. It is the purpose of this paper 
to show that one of these problems has a solution and to exhibit that solution. 
Specifically we will address ourselves to the following problem (Research 
problem 27). Some of the results of this paper have been derived in a dif- 
ferent way in a paper by N. G. de Bruijn in this journal [2]. 
Let E = {U 1 u is piecewise continuous and 0 < h2 < u(t) < Hz on 
[0, T]} and let x be a solution of the initial value problem 
x”(t) + u(t) x(t) = 0, x(0) = 1, x’(0) = 0 (1) 
for u E E. A solution will be a function continuously differentiable such that 
the differential equation is satisfied almost everywhere. Let 
where x is the solution corresponding to II E E. The problem then is to find 
maxueE /b+ 
Instead of attacking this problem directly, we shall solve the problem: 
maxu~Ey K(U) for K(U) = 1 x’(T) 1 where E’ = {ZJ 1 u E E and X(T) = 0). Here 
TE[U,b] u[3a,3b] u[5a,5b] u--e with a = a/2H and b = P/U. The 
reason for considering this problem is that an application of the Pontryagin 
maximal principle leads to a pair of functions which satisfy the same dif- 
ferential equation (1). It is then possible to use oscillation and comparison 
theorems to complete the analysis. Hereafter, T is in the above set and 
x(T) = 0. 
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2. EXISTENCE 
In order to show that the problem of maxWeE K(U) has a solution we shall 
embed it in a more general problem which has a solution. This solution also 
solves our original problem. Let 
lJ=(xlxisasolutionof(1)forsomeU~~); 
F = {u 1 u is integrable and 0 < h2 < u(t) < H2 on [0, T]}; 
and 
V = {x / x is a solution of (1) for some u E F}. 
Endow V with the norm 
II x II = max @yy, I 40 I , oztyT I x’(t) I). . . 
The first step in the existence proof is 
LEMMA 1. V is compact. 
PROOF. Let x E V and u the corresponding function in F. It follows that 
x(t) = I - 1: (t - s> 4s) x(s) ds (2) 
and 
x’(t) = - 1: x(s) u(s) ds. 
From (2) we have 
1 x(t) 1 < 1 + TH2 s” 1 x(s) 1 ds 
0 
so that from Bellman’s lemma 
(3) 
Also 1 x’(t) 1 < TH 2eTaH2 from (3) so that the family of functions in V is 
uniformly bounded and equicontinuous. Furthermore, we have 
) x’(t + S) - x’(t) 1 = ) 1:‘” u(s) x(s) ds 1 < ( s 1 H*eTaH2. 
Hence the derivatives of functions in V are also uniformly bounded and equi- 
continuous. The Arzela-Ascoli theorem gives the result if we can show that V 
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is closed. Let {x~} + x in the norm of V. We must show that x is a solution 
of Eq. (1) for some u E F. The equation (2) may be written 
xn(t) = 1 - j: (t - s) x,(s) do,(s) 
un(t) = s’ u,(s) ds. 
0 
Now a, has the following properties. (T,~ is a strictly increasing continuous 
function and 
u,(O) = 0; h2t < u,(t) < HP; and sh2 < un(t + s) - u,(t) < sH2. 
By the Arzela-Ascoli theorem, we have a subsequence converging to u which 
has the above properties. Thus u has the derivative u almost everywhere. 
From the last property, this derivative is in F. If we now assume that the 
original sequence has a, + u then an integration by parts gives 
= 1 + /I u,(s) [(t - 4 ~‘(4 - .Ml ds. 
Since all sequences converge uniformly we take limits to get 
x(t) = 1 + 1: U(S) [(t - s) x’(s) - X(S)] ds 
= 1 + 1: u(s) d,[(t - s) x(s)] = 1 - 1; (t - s) x(s) do(s) 
= 1 - \‘(t - s) x(s) U(S) ds, so that x E v. 
‘0 
THEOREM 2. Let T be such that W = {x 1 x E V and x(T) = 0} #& 
Then max sew / x’(T) ) = I x,‘(T) 1 for some x0 E W. 
PROOF. The set IV is a closed subset of V and hence compact. Further- 
more the mapping 7 : IV+ R defined by T(X) = 1 x’(T) 1 is continuous. 
The maximum is attained. 
Our aim is now to show that the x0 of Theorem 2 is in U so that we may 
apply the maximal principle of Pontryagin. We shall have occasion to use the 
following lemma at several points in the analysis. 
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LEMMA 3. Let q” + uCxi = 0, xi(u) = xi(b) = 0, xi f 0 on (a, b), 
i = 1, 2. Furthermore, suppose q’(a) == .~‘(a) :- 0 and that u1 < u2 on (a, c) 
and u2 < u1 on (c, b). Then x,‘(b) < q’(b). If xl’(a) = x2’(a) < 0 then 
x,‘(b) 3 x,‘(b). 
PROOF. K’e shall only prove the first conclusion. From the two differen- 
tial equations one gets 
(x+x1’ - x1x2’)’ = (U’ - ul) x1x2 . 
Now for a < t < c we have 
or 
s t (x2x1’ - x1x,‘)’ ds = s ’ (uB - uJ x1x2 ds > 0 a a 
On the other hand, for c < t ,< b we have 
s - x1x2’)’ ds = I ~l)XlX2 d.v < 0 
or 
- (x2(t) x1’(t) - x1(t) x2’(t)) < 0. 
Thus on (a, b) we have 
Xl ( 1 
, 
-= Wl' 
x2 
- X1X2' > 0 
x22 
and x&s is increasing on (a, b). But 
so that x,/xa > 1 on (a, b) thus x1 > x2 on [a, b] and the conclusion follows. 
LEMMA 4. Let x E V such that x(u) = x(b) = 0 und x f 0 on (a, b). 
There exist ui E E, i = 1,2 such that the solutions yi to the problems 
y” + uiyi = 0, yi(u) = 0, y,‘(a) = x’(u), satisfy y(b) = 0, y # 0 on (a, b), 
and y,‘(b) > x’(b) 3 y,‘(b). Furthermore, the ui may be chosen to take on only 
the extreme values of h2 and H2. 
PROOF. In view of the previous lemma, it is sufficient to show that a and b 
can be successive zeroes of a solution to the differential equation y” + uy = 0 
with I( of the special form u, = h2 on [a, c) and u, = H2 on (c, b), or with h 
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and H interchanged. From the standard comparison theorems we have 
r/H < b - a <n/h. If yC is the solution of y” + u,y = 0, y(a) = 0, 
y’(a) = x’(u), th en the first zero to the right of a is a continuous function of c. 
(This can be reduced to continuity with respect to initial conditions.) The 
first zero of ya and yb are a + (CT/~) and a + (r/h) respectively. The map- 
ping u, from [a, 61 to [a + (r/H), a - (n/h)] defined by cr(c) = first zero of 
yG , is continuous with D(U) = (z-/H) + a and o(b) = (r/h) + a. Hence u 
is onto this interval. This mapping is, in fact, one to one. 
We are now able to prove the main theorem of this section. 
THEOREM 5 (Restricted Bang-Bang Principle). If T is such that 
IV = {x 1 x E U and x(T) = O} is nonempty, then maxZEw 1 x’( 7’) 1 = 1 x,,‘(T) 1 
where x0 corresponds to u,, which is piecewise continuous and takes on only the 
extreme values h2 and Hz. 
PROOF. An easy contradiction argument shows that if T is the nth zero 
of an extremal then not only is j x’(T) / maximized but 1 x’(TJ 1 is also 
maximized when x(T,) = 0, Tk < T = T, . Now an application of Lemma 4 
to each interval (T,-, , Tk) shows that the zq, of Theorem 1 may be replaced 
by a step function with range {h2, H2}. 
3. EXTRRMALS 
Since we have shown that the maximum for 1 x’(T) 1 is attained for piece- 
wise continuous u, we now apply the Pontryagin maximal principle [3, 
chap. 1, article 81 to the two problems of max x’(T) and min x’(T). In vector 
form x = (z;) the problem is 
x’ =f(x, u) = (px;, ) , 1 x(O) = (A, 9 
find max and min of 
x2(T) = j-’ - x1(s) 4s) ds = I)&, u(s)) ds. 
0 
Also 
We shall not use the transversal condition; however, the maximal principle 
yields a h, > 0 and a vector p + 0 such that H(t, x, II, p) = p -f - h, f. 
satisfies aH/ap, = x,‘, aHlax, = -pi’ along the extremal f, ri and 
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H(t, f, u, p) < H(t, 3, i, p) for all u E E. For the minimum problem the last 
inequality is reversed. This yields P”, = - z%i and @‘a = ~~ z~(pa - A,) and 
(p, - /I,) C?, e (p, ~ A,) f,u for all u E E. Notice that 4 = p, - A, also 
satisfies q” = - z?q and u zZ(qZ,) < u(q&). Now the function u = 13 if 
q.fl > 0 and N* if @i < 0 is in E so that the last inequality yields I = h* 
if qZl > 0 and ri =~ H* if q.$ < 0. The zeroes of q and 3, are isolated so that 
U is defined almost everywhere. For the minimum problem interchange h 
and H. 
In the discussion that follows x will denote an extremal and u the associated 
step function with q the third function. We have shown: 
THEOREM 6. The extremals of the problem max OY min x’(T) are solutions 
to the differential equation x” + ux = 0, x(0) = 1, X’(O) = 0 where u == h* 
OY H* depending on Signum (xq) where q” + uq = 0 and q 1 0. 
The fact that q and x satisfy the same differential equation enables us to 
list all possible extremals in a very simple way. The first step is: 
LEMMA 7. The extremal x has equally spaced zeroes. The function u is 
either a constant or is periodic zuith period the spacing of the zeroes of x. Further, 
;f TI; is the Kth zero then CY = x’( T,, Jx’( T,) d oes not depend on k; consequently 
x(t + T2 - T,) = ax(t). 
PROOF. If q and ?I’ are dependent, then Signum qx is a constant so that u is 
a constant and x(t) = cos ht or cos Ht. If q and x are independent, then the 
zeroes of x and q separate each other. Notice then that Signum qx to the right 
of each zero of x is the same. We shall take the case where u = h2 on an 
interval (P, c) where X(P) = 0 and q(c) = 0. Let P < c < R < d < S 
be successive zeroes of x and q in the manner x(P) = x(R) = x(S) = 0 and 
q(c) = q(d) = 0 with u = h* on (P, c) and (R, d) and u = H* on (c, R) and 
(d, S). We have 
“w> x(t) = - h sin h(t - P), 
q(t) = q(P) cos h(t - P) + 9 sin h(t - P), t E (P, c); 
(5) 
x’(R) . 
x(t) = - H sm H(t - R), t E Cc, 3; 
q(t) x JLt$ sin H(t - c), t E (c, R). 
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The conditions that x and q be continuously differentiable at c lead to 
cot H(c - R) cot h(c - P) 
h - H ’ 
and 
P’(P) - = h cot h(P - c) = #. 
q(P) 
(6) 
Since R - P < rr/h we have 0 < h(c - P) < h(R - P) < n. On the 
interval (R, S) the above equations become 
and 
cot H(d - S) = cot h(d - R) 
h H ’ 
(f-7) 
!w - = h cot h(R - d) = # . 
4(R) 
Combining (6) and (6’) yields cot h(c - P) = cot h(d - R), with 
0 < h(c - P) < n and 0 < h(d - R) < n. Thus c - P = d - R. Let 
r(t) = 4t + P - 4, 
x’(R) 
a=TT9 
R<t<d. 
Then 
P<t+P-R<c and y” + h2y = 0, 
Y(R) = 0 y’(R) = x’(R) 
so that y = x on [R, d]. Now the continuation of y and x to the right satisfy 
y” + H2y = 0 until the next zero. Thus y = x on [d, S] and y(S) = 0 
gives S + P - R = R. This is equispacing of the zeroes of X. Now the 
continuity of x at c and d give through Eqs. (5) 
x’(R) 
a=xlo= 
cos h(c - P) cos h(d - R) x’(R) 
cos H(c - R) cos H(d - S) =xI(s) 
so that 01 does not depend on P and R. This completes the proof. 
We should now like to focus our attention on T, , the first zero of an extre- 
ma1 X. As before, 1 x’(T) 1 is maximized if and only if ) x’( Tr) 1 is maximized. 
We thus want min x’(T,). 
Two possibilities arise. Either q has a zero in (0, TJ or it has none. If q 
has no zero on (0, Tl) then u = H on (0, Tl) so that T, = n/2H. If now q has 
a zero on (0, 7’r) say at Z, then Tl > n/2H and x’( TJ may be computed in the 
following way. x(t) = cos ht on (0, Z) and x(t) = (x’(TJH) sin H(t - TJ 
on (z, T,). The continuity conditions at z give H cot hz = h tan H(T, - z) 
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and x’(TJ = -- h sin kz set H(x - T,). In this case, if one extends u and s 
to the left of zero by u = h” and s _= cos /zt to ~- rr,‘Zh, then the shift pro- 
perty of Lemma 7 holds and the separation of the zeroes is T, + (~~3h) with 
iy := X’(T&h. It is easy to verify that I .Y’( Tr) / is a decreasing function of T, 
We return to a study of the extremals. \V’e consider the extremals para- 
metrized by the zero c of Q lying in [T, , Ta]. If c = Ti then the above u = I 
since q and .Y are dependent. On the open interval two disjoint cases arise. 
If T, - c < r/H then since niH s< T, and the zeroes of q are p = Tz .- T, 
apart, it follows that q has a zero in (0, T,), which is equal to z above. On the 
other hand, if Tz - c > rr/H then it follows that q has no zero on (0, T,) 
and TI = rr/2H. Now n/H < j3 < rrih and T, f (n - I) p = T,, == T. 
The last case then is possible only if 
%<T< 
(n- 1)rr 
h +& 
for some n. In particular this is always true for T sufficiently large. 
To expedite the discussion we let ,6 = R - P and X = c - R in the first 
and third of Eqs. (5). Then p + h = c - P and we have the following equa- 
tions 
x’(R) H sin h(h + /3) cot HA cot h(A + 8) 
OL = TV = 
-1 
h sin HA ’ h H 
(7) 
Now a simple exercise in calculus shows that IY, as a function of /I, has 
maximum values - 1 at /I = n/H and fi = r/h with minimum value - H/h 
at /I = x/2H + n/2h. Since 
x’( Tn) 
X’(T) = VJ = x’(T 
x’( Tn-1) x’( T,) -___ .a- -x’(T,) = ~l~-?d(T~) 
n --1) *‘(T n2 _ ) x’( Td 
we have 1 x’(T) 1 = ] 01 In--l 1 s’(TI). Consider 01 = a(/?) henceforth. 
Case 1. The number T is such that for no integer n is 
(T - (m/2H))/(n - 1) in [r/H, r/h]. Then every T, > n/2H and 
/3 = (T - TJ(n - I) satisfies 
Nowfor~,<B,wehave8,=(T-TT,)/(n-l)and8,=(T-TT,’)/(m- 1) 
and ] o@?r) / > j ~@a) / . As before T, + (n/2h) = fl so T,’ > T, and 
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1 x’(Tr’) 1 < 1 ~‘(2’~) 1. Furthermore, rr > m so that 1 x’(T) 1 is maximized 
when j3 is smallest in the interval 
and T = n/3 - (?r/2h). 
Case 2. The number T is such that for some integer tl and 
r/H < /3 < n/h, T - (7~/2H) = (rz - 1) /I. Then Tl = 7r/2H is possible. 
In fact, the results of Case 1 show that the maximum is found among those 
extremals for which T, = 7~/2H if this set is nonempty. Thus we have here 
to maximize 1 01 In-l H for T - (?r/2H) = (n - 1) /3 and 01 satisfying Eqs. (7). 
We may restrict /3 to n/H, (7r/2H + n/2h). 
We may obtain an asymptotic value for the maximum by letting 
T -- (7r/ZH) = t/3 where t is :ot restricted to integers and considering 
the function 1 c@) It = [ &3) 1 T ‘B for T* = T - (n/2H). We can find the 
maximum by looking at f(p) = (T*/& log (- CX). One can verify that if h 
is implicitly a function of fl determined by the second of Eq. (7), then 
&+A = 0. Thus 
The maximizing /3 then is a solution tof’(fi) = 0 and is then the solution to 
log(-aa) --HcotAH=O (8) 
with 
H cot AH = h cot h(A + p), - n < AH < 0, +%;; 
max I x’(T) I N I OL IT*/B = exp (T*H cot AH). 
4. hfAXIMUM AMPLITUDE 
(9) 
W-3 
We can now use the above information to derive results about the maxi- 
mum problem. Find max,max,,<,<, j x(t) I . The maximum is obtained 
over V since V is compact. Now if the maximum is attained at T* then an 
easy contradiction argument shows that I x’(S) I is maximized where S is the 
first zero to the left of T*. Since 
IT*--S/G& and Ix(S+&) l=l(x’(S)/ 
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if u = h2 on this interval, it follows that the asymptotic formula for this 
maximum is given bv (10). Thus we have 
THEOREM 8. The 
where 
HcothH=hcoth(h+/3); log(-aa) -/3HcothH -0; 
(y = g sin ho + B> ; 
h sin HA 
and 
--w<AH<o,~<p+ 
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