Additional methodological details:
STRUCTURE was run across K-values ranging from 1 to 9 without assigning population membership a priori. Twenty independent runs per K were conducted, each with 150,000 burn-in and 500,000 Markov chain Monte Carlo iterations, using an admixture model with correlated allele frequencies. STRUCTURE HARVESTER and DISTRUCT were used to visualize results, and the most probable K was chosen based on DK (Evanno et al. 2005) . For sPCA analysis, geographic locations of individuals were created by jittering the latitude/longitude of their sampling localities (factor=3), and a Delaunay triangulation graph was used to create the required connection network. estimate
Demographic modeling to elucidate the number of refugial H. jamesii populations, the history and timing of population splits, and approximations of population sizes was conducted using the allele frequency spectrum method (Gutenkunst et al. 2009 ) implemented in FASTSIMCOAL2 (version 2603; Excoffier et al. 2013 ). This procedure uses coalescent simulations to calculate the likelihoods of observed allele frequency spectra (see Nielsen 2000) under userspecified demographic models. To improve the performance of the models by reducing the number of estimated parameters (Excoffier et al. 2013) , one population parameter was calculated directly from the data. Specifically, the effective population size of the Western population (NWest) was fixed, whereas the other parameters (i.e., population divergence time, T, population sizes, Ne, and gene flow, 2Nm) were estimated based on the site frequency spectrum (see Fig. 3 ).
The best-supported model was selected using Akaike information criterion (Akaike 1974) . The effective population size of the Western population was calculated using the equation: Ne = (π/4µ), assuming a genome-wide single nucleotide polymorphism (SNP) mutation rate similar to Arabidopsis thaliana (7 × 10 −9 per site per generation; Ossowski et al. 2010) . Nucleotide diversity (π) was estimated from polymorphic and nonpolymorphic loci using STACKS (π =0.0063). One hundred runs per model were conducted and the global maximum likelihood solution is presented. Each run was performed with 200,000 simulations per likelihood estimation and 50 expectation-conditional maximization (ECM) cycles. Parameter confidence intervals were calculated from 100 parametric bootstrap replicates, by simulating site frequency spectra with the same number of SNPs from the maximum composite likelihood estimates and re-estimating parameters each time (Excoffier et al. 2013) .
Identifying putative adaptive loci
Multiple LFMMs were generated using K-values (i.e., the number of latent factors) ranging from 3 to 5, which represent the most likely K genetic clusters suggested by STRUCTURE and sPCA, as well as closely related values (see Frichot & François 2015) . The latent factors were implemented in LFMMs using a sparse non-negative matrix factorization algorithm, which produces results similar to those produced by STRUCTURE (Frichot et al. 2014 ) and were performed using snmf in LEA version 1.2.0 in R (Frichot & François 2015) . Missing data were replaced by the most likely genotype using impute in LEA . For each K-value, LFMMs were generated for each of the three dominant environmental PC axes identified for the Colorado Plateau region. Models were run ten times with 30,000 iterations and a burn-in of 15,000. To assess model fit and genomic inflation (i.e., inflation of z-scores at each locus due to not sufficiently accounting for population structure or other confounding factors within the model), the median squared z-score calculated from ranked loci was divided by the median of the chisquared distribution (Frichot & François 2015; François et al. 2016) . Per locus z-scores were used to correct for inflation (Table S6) Figure A1 . Individuals colored by genetic similarity when utilizing the first three global sPCA structures (sPC1, sPC2, and sPC3). Individuals are graphed in geographic space according to their sampling localities, and they are jittered so that they do not completely overlap. More similar colors represent more similar genetic identities. The inset shows the sPCA eigenvalues, and the magnitudes of the first three axes (colored red) support interpreting the first three global (positive) structures.
Figure A2
. Distribution of putative adaptive SNPs between standard deviations (z-scores) of 2 and 3. The inset shows how SNPs align with predictor axes ('# RDA loci'), as well as how loci are shared with LFMMs ('Loci shared w/ LFMMs'). Table A2 . Details of herbarium samples included in analyses. Columns indicate: herbarium from which specimens were loaned (RM = Rocky Mountain Herbarium, UTC = Intermountain Herbarium); the catalog number of the specimen within the herbarium (unacc = currently unaccessioned within the collection); specimen details, including collector(s), collection number, date, state, and location information; the "population" to which each specimen was assigned for some analyses; the number of processed reads (Processed); and the number of utilized reads (Utilized). 
