Introduction.
We shall be occupied in this paper with a special study of the transformation where {sn} is an infinite sequence of numbers. If, in particular, we are concerned with the infinite series zZ^nu', then sn=zZ"-ou*-Let-%={amn) represent the triangular matrix of the transformation (1.1). Then, the sequence {/m} is called the transform of {sn} by the matrix 31 and is represented in symbolic form by tm = 21 {sn}. If the matrix 21 is regular, in the sense of Silverman [l] and Toeplitz [2] , then the matrix 21 defines a regular method of summation (summability).
In this paper our attention is focused on a class of regular and permutable matrices {21}, known as Hausdorff matrices ( [3 ] or [4] ), which we shall presently define. Let {cm} be an infinite sequence of numbers defined by the Then, we form the matrix 3)(5mncm)S), where Sm" = 0 for m?*n, 5mm = l, and 2) = ((-l)"Cm,n). Incidentally, the matrix 3) has the property £)2 = 3, where 3 is the identity matrix. The following conditions on the mass function <p(u) are necessary and sufficient in order that the matrix S)(8mncm)T> be regular:
(1.3) (i) <b(u) is of bounded variation on the closed interval (0, 1);
(ii) <p(u) is continuous at u = 0 and <p(u) = 0;
(in) 0(1) = 1;
(iv) <b(u) = \[<p(u-0)+<b{u + 0)}, 0<«<1.
If <b{u) satisfies the conditions (1.3), then the matrix 3)(5m"cm)S) is a Hausdorff matrix and the sequence (1.2) is known as a regular sequence or a regular moment sequence. If 21 =3)(5mncm)3) Hausdorff has proved that we can write (1.4) amn = Cm,nAm-ncn.
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We shall be concerned for the most part with real totally monotone sequences {cn\ which are characterized in any one of the following three ways:
(1.5) (i)Ä*c,äO, (m,n = 0, 1,2, • • • );
(ii) there exists (essentially uniquely^)) a real monotone non-decreasing <b{u) such that cn= f0und<j>(u) , and where it is understood that the continued fraction shall terminate with the first partial quotient which vanishes identically.
These characterizations are due respectively to I. Schur, F. Hausdorff [5 ] , and H. S. Wall [6] .
In §2 of this paper we give necessary and sufficient conditions for the regularity of a totally monotone sequence in terms of the corresponding continued fraction.
In §3 we investigate certain properties of the difference matrix A=(Amc"). Any row, column, or diagonal sequence of the difference matrix is found to be totally monotone.
We obtain necessary and sufficient conditions, in terms of the continued fraction corresponding to the base sequence, that is, the sequence defined by the first row of A, in order that the row, column, and diagonal sequences be regular. This is accomplished with the aid of the following curious result: if (1.5, iii) obtains, then the power series c0-AcoX+A2cox2-• • ■ , with coefficients in the first column of the difference matrix A, corresponds to the continued fraction '■ .
Co (1 -gi)x gig2X (1 -gt)(l -g3)x g3g4X
(1.6) -----• • • , 1 + 1 + 1 + 1 + 1 + obtained from the continued fraction of (1.5, iii) by replacing gin-\ by 1-g2n-i, (n = 1, 2, 3, • • • ). Section 4 is devoted to an example which illustrates some of the results of the two preceding sections.
The remainder of this paper has to do with special Hausdorff methods of summation.
In §5 the continued fraction of Gauss is employed to obtain a regular sequence which results in the definition of hyper geometric summability. Numerous inclusion and equivalence relations between the hypergeometric methods are derived. In §6 we replace the base sequence of A by known se-(') This means that 4>(u) exists uniquely except for an additive constant at all points of continuity.
(2) We use the symbol ~ between a power series and a continued fraction to indicate that the power series expansion of the wth approximant of the continued fraction agrees term by term with the given power series for more and more terms as n is increased, or becomes identical with it from and after some n.
quences and discuss the new methods of summability thus generated and some of their properties.
Finally, in §7, we discuss the effectiveness of methods of summation associated with regular totally monotone sequences relative to the analytic continuation of power series outside the circle of convergence.
2. The Stieltjes continued fraction as a tool in the theory of summability.
In his celebrated memoir Recherches sur les fractions continues, Stieltjes [7] showed that a real sequence jc"} is a moment sequence for an infinite distribution of mass along the positive half of the real axis if and only if the power series C0 -C1X+C2X2 -■ ■ ■ has a corresponding continued fraction of the form b\/l-\-bix/\-\-b3x/\-\-• • • , where the 6"'s are real and positive. The continued fraction is uniquely determined by the moment sequence, and conversely there is uniquely determined a moment sequence by means of a continued fraction of the specified form. Moreover, the question as to the uniqueness of the distribution of mass for a given moment sequence can always be decided when the continued fraction is known.
When the continued fraction converges, Stieltjes showed that the function represented has the form /'x d<j>(u) 0 1 + xu where <p{u) is a bounded monotone non-decreasing function, and represents the distribution of mass in accordance with the relations cn= foUndcp(u), (n -0, 1, 2, ■ • • ), the sequence {cn} defining the given moments. In this case the moment problem is determinate, that is, there is but one possible distribution of mass. On the other hand, if the continued fraction diverges, the sequences of even and odd approximants converge to separate integrals of the above form, which determine two distinct solutions of the moment problem. In this, the indeterminate case, there are infinitely many distributions of mass for the given moments.
Until recently it was not known how to specialize the numbers 6" in the continued fraction in the case of moments for a distribution of mass over the finite interval (0, 1). The answer to this question is contained in the statement (1.5, iii), where, in the case of the terminating continued fraction, the moments are for a finite distribution of mass. The moment problem for the interval (0, 1) was solved without the use of continued fractions by Hausdorff [3] . He found, among other things, that these sequences are regular(3) if and only if the mass function cp(u) of (1.5, ii) is continuous at u = 0, and fld<p(u) =c0= 1. One of the ways in which the con- ( 3) It is sometimes convenient to state the regularity conditions (1.3) in this form. The requirements 0(0) =0, 0(1) = 1 can be replaced by the single condition f0d<f>(u) = \. In the discussion which follows we shall always assume without further mention that this requirement is met. The regularity condition (1.3, iv) is in a sense superfluous since it serves merely to determine 0(«) uniquely at every point of the interval (0, 1).
[September tinued fraction may serve as a tool in this theory is in establishing the continuity or the discontinuity of <p(u) at w = 0. We shall begin by disposing of the case where the continued fraction (1.5, iii) terminates, the case corresponding to a finite distribution of mass. Here the function <p(u) is a step function with but a finite number of discontinuities, one at each point where a quantity of mass is concentrated.
There is no discontinuity at u = 0 if and only if for some index n the first In partial quotients of the continued fraction are not identically zero while the next partial quotient vanishes identically. This [6] is a consequence of the fact that in this case, and only this, the continued fraction may be written as a sum of partial fractions of the form zZ"=iMi/(1+xx,), without a constant term, where Aft>0, 0<Xi<X2<
• • • <x"g 1. The moments are then cm =22"_1xmlfi, the function <b(u) having discontinuities only at the points »»> When the continued fraction does not terminate, it may always be written in the form l/ai+x/a2+x/a3 + • • • , where the a"'s are positive. Then from the work of Stieltjes [8, p . 510] we have the theorem that <p(u) is continuous at u = 0 if and only if the series ^a2n-i diverges. Since
this condition appears at once in terms of the parameters gn. Remembering that in addition to the continuity of <p(u) at u = 0 we require for regularity that Co = 1, we have the following theorem. (1 -g2)g3x
where 0<g"<l, (n = \, 2, 3, • • • ), and the series
diverges (in which case there is an infinite distribution of mass).
We shall record here for future reference some known properties of the special Stieltjes continued fraction with which we are concerned. These will be stated in the form of theorems, with adequate references. Theorem 2.2 [6, p. 166] . If gu g2, g3, ■ ■ ■ are any real or complex numbers, and P(x) is a power series in ascending powers of x such that P(x) ~ 1 + glx/l + (1 -fi)gtx/l + (1 -g2)g3x/l + ■■■ ,
If Co^O and we put cQ/P(x)=Co -ciX-\-c2x2 -■ ■ ■ , this statement takes the fol- 
This is the least upper bound, since it is assumed by f{x) at x= -1. The continued fraction converges uniformly over every bounded closed region containing no real point x which is less than or equal to -1, andf(x) is analytic in every such region [8 ] .
3. The difference matrix. Let \cn} be a totally monotone sequence. Then
where <p (w) is monotone non-decreasing. Now, the mth difference of cn is given by the formula
If we keep m fixed and allow n to vary, it is evident that the resulting sequence (Amc0, Amci, Amc2, ■ ■ ■ ) is totally monotone, the mass function being fo (1 -t)md<b(t). Moreover, if we keep n fixed and allow m to vary we obtain the sequence (c", Ac", A2c",
it is clear that this sequence is totally monotone, the mass function being ukd<t>'{u), A"+*C* = I ukd<j>"(u),
and Ui is the smallest and w2 the largest of the roots of the quadratic equation u2 -u-\-v = 0, 0gz>g J. Accordingly we observe that the sequences (3.1) and (3.2) are totally monotone. An inspection of the mass functions for these row, column, and diagonal sequences reveals that they can all be made regular, by dividing all members of each by its first member, if and only if 4>(u) is continuous at m = 0 and at « = 1. In Theorem 2.1 we gave necessary and sufficient conditions for the continuity at u = 0, in terms of the continued fraction corresponding to the base sequence. We now propose to do likewise for the point u = 1.
The case of a finite distribution of mass is disposed of by means of the next theorem, which follows from the work of Wall [6] . we have
where the second continued fraction is obtained from the first by replacing g2"_i
It is required to prove that a" = A"c0. Replace x by -x, multiply by x, and then replace x by x/(14-x) in the last relation. We obtain
Now, the even part of the last continued fraction (that is, the continued fraction having as its sequence of approximants the even approximants of this continued fraction) is the same as the even part of the continued fraction of (3.3). It follows that the formal power series expansion of the left-hand member of (3.6) is c0 -Cix4-c2x2-• • • and hence that an must equal A"Co.
With reference to the difference matrix A the principal result of this discussion may conveniently be summarized in the following theorem. We have given conditions for regularity of certain moment sequences, chosen from the difference matrix, in terms of the continued fraction corresponding to the base sequence. The conditions can also be given in terms of the moment generating function o 1 + xu
In fact, Schoenberg [lO] gave necessary and sufficient conditions, in terms of f{x), for the continuity of cp(u) at an arbitrary point u = t, Og/g 1. We may therefore state the theorem which follows. hold.
The regularity conditions can also be given in terms of the moments themselves. Indeed, it is not difficult to show that lim«,« c" =</>(l) -0(1 -0), and lini,,^ A"co = 0(4-O) -0(0). Hence we have the following theorem. Theorem 3.5. The limits (3.8) and (3.9) in Theorem 3.4 may be replaced by the limits (3.10) lim A"c0 = 0, n-*w and limn.M c" = 0, respectively.
If the limit (3.10) is k>0, then k is the amount of the discontinuity of <p(u) at u = 0. If then we subtract k from Co in the sequence {c"}, the resulting sequence is totally monotone, and can be made regular by dividing every member by Co -k.
Wall [6] considered the class of moment generating functions/(x) ==2~2?=oci(~x)i in which the coefficients c" form a totally monotone sequence.
In particular, he characterized in several ways the subclass of these functions which are bounded in the unit circle. It is of interest to apply Theorem 3.2 to obtain results of this kind. 1 -f-
is convergent. converges. Since by Theorem 3.2, hn equals gn or 1 -gn according as n is even or odd, it will be seen that the latter series is the same as (3.11).
One may prove that (l+x)f(x) has its modulus bounded for <HH(x)> -J if and only if f(x) has a Stieltjes integral representation of the form flud<j>(u)/(l+xu);
and that the moduli of/(x) and of (l+x)f(x) are bounded in the unit circle, and in the half-plane 9x(x) > - §, respectively, if and only if the integral has the form flu{\ -u)d<b(u)/(l -\-xu).
4. An illustration. In this section we offer an example to illustrate some of the results of the two preceding sections.
Let r be real, 0<r<l, and consider the function
We shall determine the moments generated by this function and the corresponding mass function <p(u). 
7(7 + D(7 + 2) ■ ■ ■ (7 + n -1)
Since the hypergometric series converges for x=l, y>a, it follows that lim c" = 0, and hence that the mass function <p(u) is continuous at m=1. Moreover, it is easy to show that the series (2.3) diverges, and hence that <p(u) is continuous at « = 0. Accordingly, the moment sequence generated by this continued fraction is regular when a, y are real and 7>a>0.
We can determine </> («) from the familiar Eulerian integral of the first kind. In fact, we have 
r(«)r(7 -«) Jo
The sequence (5.1) is a special case of the sequence of coefficients in the general hypergeometric series:
Accordingly, it is convenient to designate the method of summability defined by (5.2), when the sequence is regular, as hypergeometric summability. In this connection we use the symbol (H, a, ß, 7), where in particular the sequence (5.1) defines summability (H, a, 1, 7).
By means of (1.4) the general term of the Hausdorff matrix associated with summability (H, a, 1, 7) is readily found to be
Next we display some of the inclusion and equivalence relationships between the hypergeometric methods. Some of the symbolism is not readily intelligible and will be explained presently.
(5.4) (i) (H, a, 1, 7) = (H, 1, a, y), y > a; (ii) (H, a, y, y) = (H, a, 1, 1), 0 < a < 1; 7 > 0; (iii) (H, 1, 1,7 + 1) = (C, 7),7 >0; (iv) (H,a, 1,7 + 1) c (C,y),a> 1; 7>0; (H, 1, 1, «); (v) (H, a, 1, 7 + 1) => (C, 7), 0 <a < \ ;y > 0; (ff, «, I, 1); (vi) (H, a, 1, a + 1) c (C, a) , a > 1; (vii) (H, a, 1, a + 1) d (C, a), 0 < a < 1; (viii) (Ä, a, 1, 7i) c (if, a, 1, 72 2. Let 2l = £>(5m"cm)£) and 58 = 3)(5ra"c^)3D be regular matrices, and let 33_1 exist. Then, a necessary and sufficient condition that 21 3 93 is that the matrix ©(5m"cm/c")® be regular. The statement (v) is of particular interest due to the scarcity of methods of summation of the type (1.1) which include (C, 7) summability. Indeed, we know of only two commonly known methods of the type (1.1) which have this property, the method of de la Vallee Poussin(4) and a method of M. Riesz(5). Hille and Tamarkin [15] give an interesting set of necessary and sufficient conditions in order that a Hausdorff method shall include (C, 7). They are stated in detail for the case when 7 is an integer, and the conditions are easily handled.
It is convenient at this time to define Riesz means of the first order and Nörlund means. We write (5) It has been proved that the Riesz logarithmic mean of order y provides a method of summation which includes (C, 7) summability [16] .
Means of the type (5.6) are called Norlund means and are designated by (N, pn).
The statements (vi) and (vii) are of course special cases of (iv) and (v) respectively.
It is of interest that the transform (1.1) associated with (H, a, 1, a + 1) , a method of the Riesz type, contains the coefficients in the transform associated with (C, a), a method of the Nörlund type, written in the reverse order.
The statement (x) is a classical result in the domain of Cesäro summability. The proof is particularly easy to understand with the aid of the hypergeometric notation.
In order to prove (xi), (xii), and (xiii) we need the lemma which follows.
Lemma 5.1. Let the sequences {c^}, (»=1,2,3", ■ • ■, k), be regular sequences. Then, if2~2i-idi = X, the sequence {c"}, where
is also regular.
The condition imposed on the a's insures that condition (i) of Theorem 5.1 be fulfilled. The other conditions of the theorem will be fulfilled since the difference operation is linear.
To start the proof of (xi), let {c"} and {<%} be the moment sequences associated respectively with the methods (H, a, 1, a + 1) and (H, ß, 1, ß + l). where di = ß/a, d2= (a-ß)/a, di+di=l. Then, by Lemma 5.1, the sequence {cnArc} is regular.
Using Theorem 5.2 we now have (H, a, 1, a + 1) d (H, ß, 1, ß+l) .
By repetition of this argument we can also show that the sequence {c^/c"} is regular. Thus, we have (H, a, 1, a + 1) c (H, ß, 1, (3 + 1) . This proof is due to Hausdorff [3 ] .
The relation (xii) is an interesting special case of (xi). We observe that summability (H, a, 1, a + 1), (a>0), is essentially summability (R, ka_1), (a>0), and that the relationship (C, 1)«(2?, wa_1), (a>0), can be proved in a completely different fashion [17] .
Knopp [12, p. 481 ] has proved (xiii) and (viii) by very laborious methods for integral values of the parameters.
These statements afford the entire basis for his Cesäro-Hölder equivalence proof. To establish (xiii) we assume that and is consequently a linear combination of regular sequences, where the constants of combination add up to unity. Likewise, as in the proof of (xi), {Cn" /c"' } is a regular sequence. We use Theorem 5.3 to complete the first stage of the proof. Next we prove in the same fashion that (H, cci + 1, 1, «i +14-/3) «(H, ai + 2, 1, «1+24-/3). Clearly, it can readily be established by induction that (H, «i, 1, cti+ß)« (H, «2, 1, <X2+ß), provided that «i and a2 differ by an integer.
Up to the present time we have considered hypergometric summability (H, a, ß, y), only for the case ß=l, Equating coefficients of xn in this identity we obtain the relation v Ca+n-l,n(» +1) (1 -a)C"+"_l,n aCa+","
Now, the expression on the right is a linear combination of regular sequences, provided that 7>a + l;a>0, where the constants of combination add up to unity. Consequently, the left member of (5.8) defines a regular method of summability, (H, a, 2, 7), 7 >a+1; a >0. If we now use (5.7) as a recursion relation, we can define summability (H, a, 3, 7) in terms of summability (H, a, 2, 7). Continuing this process, we define the regular methods It is now easy to prove the statement (xiv) using methods already established. Statement (xv), a special case of (xiv), clearly indicates the weakness of these newly defined methods.
6. Special methods in the difference matrix. In this section we propose to Starting with the Euler sequence as a base sequence we get expected results. We obtain the sequence defined by (1-0)", O<0<1, in every column. Thus there is no increase in efficiency with an increasing column index.
Diagonal files in the difference matrix. It has already been established that the diagonal files of A, as well as the rows and columns, yield regular moment sequences provided the mass function of the base sequence satisfies appropriate continuity requirements.
However, starting with familiar base sequences, the diagonal files yield regular moment sequences of a new type. It is of interest to recall that the mass function associated with these new sequences is constant for \ gwg 1. As a result of the discussion in the next section it will be established that all of the diagonal files define methods of summation which include (E, J).
If we start with the sequence associated with summability (C, a) as the base sequence, the principal diagonal then yields the regular moment sequence Indeed, these methods still remain equivalent to each other if a, ß, y vary in any fashion so as to differ from each other only by integral amounts. These statements may be proved by using the same technique as employed in proving (5.4, xiii) . To illustrate the procedure used, let {c"' } and {c"" } be respectively the sequence (6.3) for fixed /x and y, and the sequence obtained from (6.3) by replacing y by y +1. We propose to show that the methods of summation defined by these sequences are equivalent.
We form the quotient c/ ß + y n + \(ß + y + 1)
c"" n + ß + y \{ß + 7 + 1)
In the light of past experience, we see that both {c"'/cn" } and {cn"/cn' } are regular sequences. Thus, the methods of summation in question are equivalent.
Starting with the Knopp-Euler sequence as a base sequence, we obtain the regular sequence {(1-6)n6n}, O<0<1, in all the diagonals. This is clearly another Knopp-Euler sequence. Symmetry in the difference matrix. It is of some interest to find regular sequences which give rise to symmetry about the principal diagonal of the difference matrix. For the hypergeometric method (H, a, 1, y) we have This section is devoted to some remarks concerning the effectiveness of the Hausdorff methods in the analytic continuation of a power series 2~2anzn outside of its conventional circle of convergence. The Hausdorff methods of particular interest in this respect are those for which the mass function (p(u) is a monotone non-decreasing function which is constant in the neighborhood of u=\. The Hausdorff transform of the sequence {sn} is given by 771 /» 1 771 (7.1) <jm = zZcm,nAm~"cn-sn = I ZCm,"tt"(l -«)"-"inff>(«).
n=0 " 0 n=0
If <p(u) is a monotone non-decreasing function satisfying the regularity conditions (5.5), which is constant for 5<wgl, we shall designate (7.1) the 8-transform of the sequence {^n}-Now, from a result of Hille and Tamarkin [15 ] , a necessary and sufficient condition that [H, <p(u)\o {E, 8) is that <b(u) = l, Sgwgl. Thus, the 5-method has at least the same efficiency as the Euler-Knopp method in the problem of analytic continuation.
It will be of interest to recall the nature of this region of convergence.
Corresponding to each singularity f of the power series, draw the circle whose equation is
