This paper considers the controllability analysis problem for a class of multirotor systems subject to rotor failure/wear. It is shown that classical controllability theories of linear systems is not sufficient to test the controllability of the considered multirotors. Owing to this, a new necessary and sufficient condition for the controllability of multirotors is derived, where an easy-to-use measurement index is introduced to assess the available control authority. Furthermore, a controllability test procedure is approached, which is applicable to a class of multirotors subject to rotor failures/wear. The proposed controllability test method is applied to a class of hexacopters with different rotor configurations and different rotors efficiency parameters to show its effectiveness. The analysis results show that hexacopters with different rotor configurations have different fault-tolerant capabilities. It is therefore necessary to test the controllability of the multirotors before any fault-tolerant control strategies are employed.
an urban area. Therefore, it is of great importance to consider the flight safety of multirotors in the presence of rotor faults or failures [3] .
Fault-Tolerant Control (FTC) has the potential to improve safety and reliability of multirotors. FTC is the ability of a controlled system to maintain or gracefully degrade control objectives despite the occurance of a fault [4] . There are many applications in which fault tolerance may be achieved by using the adaptive control, or reliable control, or reconfigurable control strategies. Some strategies involve explicit fault diagnosis, and some do not. The reader is referred to a recent survey paper [5] for an outline of the state of art in the field of FTC. However, only few attempts are known for focusing on the fundamental FTC property analysis, some of which are often defined as the fault detectability, the fault isolability, and the (control) reconfigurability [4] . A faulty multirotor system with inadequate reconfigurability cannot be made to effectively tolerate faults regardless of the feedback control strategy used [6] . The control reconfigurability can be analyzed from the intrinsic and performance-based perspectives. The aim of this paper is to analyze the control recongurability for a class of multirotor systems (4-, 6-and 8-rotor helicopters, etc.) from the intrinsic point of view, namely controllability analysis.
Classical controllability theories of linear systems is not sufficient to test the controllability of the considered multirotors, as the rotors can only provide unidirectional lift (upward or downward) in practice. In our previous work [7] , we showed that a PNPNPN hexacopter is uncontrollable if one rotor fails, though the controllability matrix of the hexacopter is row full rank. Thus, the reconfigurability based on the controllability Gramian [6] is no longer applicable. Brammer in [8] proposed a necessary and sufficient condition for the controllability of linear autonomous systems with positive constraint,
which can be used to analyze the controllability of multirotor systems. However, the theory in [8] is not easy to use in practice. Owing to this, the controllability of a given system is reduced to those of its subsystems with real eigenvalues based on the Jordan canonical form in [9] . However, appropriate stable algorithms to compute Jordan real canonical form should be used to avoid illconditioned calculations. Moreover, a step-by-step controllability test procedure is still not given. To
March 25, 2014 DRAFT address these problems, we extend the theory proposed in [8] , and give a new necessary and sufficient condition of controllability for the considered multirotor systems in this paper.
We will first derive the linear dynamical model of the considered multirotors around hover conditions, and specify the control constraint. It is pointed out that classical controllability theories of linear systems are not sufficient to test the controllability of the derived model (Section II). Then the controllability of the derived model is studied based on the theory in [8] , and two conditions which are necessary and sufficient for the controllability of the derived model are given. In order to make the two conditions easy to test in practice, an Available Control Authority Index (ACAI)
is introduced to quantify the available control authority of the considered multirotor systems. Based on the ACAI, a new necessary and sufficient condition is given to test the controllability of the considered multirotor systems (Section III). Furthermore, the computation of the proposed ACAI and a step-by-step controllability test procedure is approached for practical application (Section IV). The proposed controllability test method is used to analyze the controllability of a class of hexacopters to show its effectiveness (Section V). The major contributions of this paper are: (i) an ACAI to quantify the available control authority of the considered multirotor systems, (ii) a new necessary and sufficient controllability test condition based on the proposed ACAI, and (iii) a step-by-step controllability test procedure for the considered multirotor systems.
II. PROBLEM FORMULATION
This paper considers a class of multirotors shown in Fig.1 , which are often used in practice. The linear dynamical model around hover conditions is given as follows [10] [11] [12] :
where In practice, since the rotor can only provide unidirectional lift (upward or downward), we let
As a result, we have
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where
The matrix B f ∈ R 4×m is the control effectiveness matrix and
, · · · m} is the vector of contribution factors of the i-th rotor to the total thrust/torque F , the parameters η i ∈ [0, 1] , i = 1, · · · , 6 is used to account for rotor wear/failure.
If the i-th rotor fails, then η i = 0. For a multirotor whose geometry is shown in Fig.2 , the control
where e i is defined by
By (2) and (3), F is constrained by
Then u is constrained by
From (2) (7) and (8), F, Ω, U , are all convex and closed.
In this paper, our major objective is to study the controllability 1 of the system (1) under the constraint U . 1 The system (1) with constraint set U ⊂ R 4 is called controllable if, for each pair of points x0 ∈ R 8 and x1 ∈ R 8 , there exists a bounded admissible control, u (t) ∈ U, defined on some finite interval 0 ≤ t ≤ t1, which steers x0 to x1.
Specifically, the solution to (1), x (t, u (·)), satisfies the boundary conditions x (0, u (·)) = x0 and x (t1, u (·)) = x1.
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However, for the system (1) the control constraint U does not have the origin as its interior point when some rotors are weared or failed. Consequently, C (A, B) being row full rank is not sufficient to test the controllability of the system (1).
III. CONTROLLABILITY FOR THE MULTIROTOR SYSTEMS
In this section, we will study the controllability of the system (1) based on the positive controllability theory proposed in [8] . Applying the positive controllability theorem in [8] to the system (1) directly,
we have Theorem 1. The following conditions are necessary and sufficient for the controllability of the system (1):
(ii) There is no non-zero real eigenvector v of
It is difficult to test the condition (ii) in Theorem 1, because we cannot check all u in U . In the following, we will propose an easy-to-use criterion to test the condition (ii) in Theorem 1. Before we going further, we define a measure as follows:
where ∂Ω is the boundary of Ω and Ω C is the complementary set of Ω. If ρ (X, ∂Ω) ≤ 0, then X ∈ Ω C ∪ ∂Ω, which means that X is not an interior point of Ω. Otherwise, X is an interior point of Ω.
According to (9) , ρ (G, ∂Ω) = min { G − F , F ∈ ∂Ω}. ρ (G, ∂Ω) is the radius of the biggest enclosed sphere, which is centered at G, in the attainable control set Ω. It expresses the maximum control thrust/torque that can be produced in all directions and is an important quantity to ensure controllability for arbitrary rotor wear/failure. Then we can use ρ (G, ∂Ω) to quantify the available control authority of the system (1). In the following, we call ρ (G, ∂Ω) the Available Control Authority 
Lemma 1:
The following three statements are equivalent for the system (1):
(ii) G is an interior point of Ω.
Proof: See Appendix A.
By Lemma 1, condition (ii) in Theorem 1 can be tested by the value ρ (G, ∂Ω). Now we can derive a new necessary and sufficient condition to test the controllability of the system (1).
Theorem 2:
System (1) is controllable, if and only if the following two conditions hold:
(ii) ρ (G, ∂Ω) > 0. for all u ∈ U . Then according to Theorem 1, the system (1) is controllable.
IV. A STEP-BY-STEP CONTROLLABILITY TEST PROCEDURE
In this section, we will show how to obtain the value of the proposed ACAI in Section III.
Furthermore, a step-by-step controllability test procedure for the controllability of the system (1) is approached for practical applications. i) The constraint set Ω is convex.
ii) Ω is bounded by hyperplanes.
iii) Each hyperplane segment belonging to ∂Ω is the image of a (n Ω − 1) dimensional boundary segment of F.
iv) Ω is centrosymmetric.

A. A Heuristic Example
In this section, we will give a heuristic example to show the basic idea of the computation of ρ (G, ∂Ω). As shown in Fig.3 , suppose that a polygon Ω ′ ⊂ R 2 is a linear map from a cube
where 6 line segments of F ′ are mapped to the 6 line segments of ∂Ω ′ and the remaining 6 line segments of F ′ are mapped into the interior of Ω ′ (dotted lines). Suppose that F ′ c is the center of Ω ′ , P ′ i lies inside Ω ′ and P ′ o lies outside Ω ′ . In the following, we will show the basic idea of obtaining
We will compute ρ (P ′ i , ∂Ω ′ ) by the following steps:
Step 1. Obtain the projection of parallel boundaries in F ′ by the map B ′ f .
From Fig.3 , parallel boundary segments in F ′ are mapped to parallel line segments in Ω ′ . For
in Ω ′ , respectively, where the suffix (i, j) in l S,i,j denotes the jth line segment in the ith group of parallel line segments in space S. There are 3 groups of parallel boundary segments in F ′ , which are mapped to 3 groups of parallel line segments in Ω ′ . In practice, we only know that l Ω ′ ,1,1 , · · · , l Ω ′ ,1,4 are parallel, but we do not know which of them belong to ∂Ω ′ .
Step 2. Compute the distances from F ′ c to all the elements of ∂Ω ′ .
As F ′ c is the center of Ω ′ , we get the distances from
. Similarly, we can obtain the distances from F ′ c to the other two groups of parallel boundaries of Ω ′ , which are denoted by d 2,max , d 3,max .
Step 3. Compute ρ (P ′ i , ∂Ω ′ ).
From
Step 2, we have the distances from F ′ c to all the elements of ∂Ω ′ . Let P ′ i P ′ 3 in Fig.3 be
can compute the minimum distances from P ′ i to the other two groups of parallel boundaries of Ω ′ , which are denoted by
is computed by
It is easy to see that ρ (
For the computation of ρ (P ′ o , ∂Ω ′ ), the minimum distance from P ′ o to the parallel boundaries
we can compute the minimum distances from P ′ o to the other two groups of parallel boundaries of
The signs of ρ (P ′ i , ∂Ω ′ ) and ρ (P ′ o , ∂Ω ′ ) are consistent with the definition in (9).
B. ACAI Computation
In the following, we will generalize the idea of the heuristic example. Before continuing, we define 
For the system (1), s m is the number of the groups of parallel boundary segments in F. For example, if m = 4, n Ω = 4, then s m = 4 and
For the example shown in Fig.3 , m = 3, n Ω = 2, and there are s m = 3 groups of parallel boundary segments in F ′ . Define B 1,j and B 2,j as follows:
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is the element at the j-th row and the k 2 -th column of S 2 . Here k 1 = 1, 2, 3 and
Define a sign function sign(·) as follows: for an n dimensional vector a = [a 1 · · · a n ] ∈ R 1×n ,
Then ρ (G, ∂Ω) is obtained by the following lemma.
Lemma 2.
For the system (1), the measure index ρ (G, ∂Ω) is given by
Here
where f c = [
and B 1,j and B 2,j are given by (11) .
Proof:
The proof idea is similar to that for the heuristic example, and the proof process is also divided into 3 steps corresponding to those in the heuristic example. The detailed proof can be found in Appendix B.
Remark 2.
From (13), if ρ (G, ∂Ω) > 0, then G is an interior point of Ω and ρ (G, ∂Ω) is the minimum distance from G to ∂Ω. If ρ (G, ∂Ω) < 0, then G is not an interior point of Ω and |ρ (G, ∂Ω)| is the minimum distance from G to ∂Ω. ρ (G, ∂Ω) can also be used to show a degree of controllability of the system (1). If ρ (G, ∂Ω) > 0, ρ (G, ∂Ω) shows how controllable the system is. And if ρ (G, ∂Ω) < 0, |ρ (G, ∂Ω)| shows how uncontrollable the system is. This is an advantage over the previous work [8] , [9] .
March 25, 2014 DRAFT From all the above, we can test the controllability of the multirotor system (1) by the procedures in Table I . The proposed procedures in Table I has been implemented as a MATLAB R function, which can be freely requested from the authors. All computational results presented in this paper have been obtained using MATLAB 2011b on a personal computer Intel(R) Core(TM) Duo CPU E7300 @2.66GHz 2.67GHz. The function nchoosek in MATLAB is used in Step 3 to get the two index matrices S 1 and S 2 , and the function null in MATLAB is used in Step 6 to compute ξ j .
TABLE I CONTROLLABILITY TEST PROCEDURES
Step 1: Check the rank of C (A, B). If C (A, B) = 8, go to Step 2. If C (A, B) < 8, go to Step 9.
Step 2: Set the value of the rotor's efficiency parameter ηi,i = 1, · · · , m to get
Step 3: Get the two index matrices S1 and S2, where S1 is a matrix whose rows consist of all possible combinations of the m elements of M taken 3 at a time and the rows of S2
Step 4: j = 1.
Step 5: Compute the two matrices B1,j and B2,j according to (11).
Step 6: Compute dj according to (14) .
Step 7: j = j + 1. If j ≤ sm, go to Step 5. If j > sm, go to Step 8.
Step 8: Get ρ (G, ∂Ω) according to (13) .
Step 9: If C (A, B) < 8 or ρ (G, ∂Ω) ≤ 0, the system (1) is uncontrollable. Otherwise, the system (1) is controllable.
V. CONTROLLABILITY ANALYSIS FOR A CLASS OF HEXACOPTERS
In Section IV, the computation of the proposed ACAI and a step-by-step controllability test procedure is given for practical application. In this section, the proposed controllability test method is used to analyze the controllability of a class of hexacopters shown in Fig.4 subject to rotor wear/failures to show its effectiveness. The rotor arrangement of the considered hexacopter is standard, which is symmetrical as shown in Fig.4(a) . We use PNPNPN for the standard arrangement, where "P" denotes that a rotor rotates clockwise and "N" denotes that a rotor rotates anticlockwise. According to (4), the control effectiveness matrix B f of the hexacopter is
The physical parameters of the prototype hexacopter are shown in Table II . In the following, we test the controllability of the hexacopter following Step 1 to Step 9 in Table I .
The controllability analysis results of the PNPNPN hexacopter subject to one rotor failure is shown in Table III . We can see that the PNPNPN hexacopter is uncontrollable when one rotor fails, even though its controllability matrix is row full rank. The authors in [12] proposed a new rotor arrangement (PPNNPN) of the hexacopter shown in Fig.4(b) , which is still controllable when one of some specific rotors stops. The controllability of the PPNNPN hexacopter subject to one rotor failure is shown in From Table III and Table IV , the value of the ACAI is 1.4861 for the PNPNPN hexacopter subject to no rotor failures, while the value of the ACAI is reduced to 1.1295 for the PPNNPN hexacopter.
It can be observed that the use of the PPNNPN configuration instead of the PNPNPN configuration improves the fault-tolerance capabilities but also decreases the ACAI. Similar to the results in [12] , changing the rotor arrangement is always a tradeoff between fault-tolerance and control authority.
Besides, the system subject to rotor failures is not always controllable. Therefore, it is necessary to test the controllability of the multirotors before any fault-tolerant control strategies are employed. Moreover, the controllability test procedure approached can also be used to test the controllability of the hexacopter with different is therefore necessary to test the controllability of the multirotors before any fault-tolerant control strategies are employed. The focus of our future work is to extend the results in this paper and give a step-by-step procedure to test the controllability of general linear systems under arbitrary control constraints. Therefore, a new control reconfigurability index will be derived. In order to make this paper self-contained, we introduce the following lemma:
Lemma 3 [14] . If Ω is a nonempty convex set in R 4 and F 0 is not an interior point of Y , then there is a nonzero vector k such that 
By Lemma 3, if G is not an interior point of Ω, then u = 0 is not an interior point of U . We can find a nonzero k u = [k u1 k u2 k u3 k u4 ] T , and
then we get v T Bu ≤ 0 for all u ∈ U according to (18), which contradicts Theorem 1.
(ii)⇒(i): Suppose that (b2) is valid, then u = 0 is interior point of U . From Lemma 3, it is sufficient to show that for any u ∈ U , there is no nonzero vector k ∈ R 4 satisfying k T Bu ≤ 0.
(ii)⇔(iii): According to the definition of ρ (G, ∂Ω), if ρ (G, ∂Ω) ≤ 0, then G is not in the interior
of Ω, and if ρ (G, ∂Ω) > 0, then G is an interior point of Ω.
These complete the proof.
B. Proof of Lemma 2
We will prove Lemma 2 in the following 3 steps by the idea shown in the heuristic example in Section IV.A.
Step 1. Obtain the equations (24), which are the projection of parallel boundaries in F by the map
We have referred to [13] to complete this step. Firstly, we rearrange (3) as follows:
where f 1,j = [f S1(j,1) f S1(j,2) f S1(j, 
As mentioned before, ∂Ω is a set of hyperplane segments, and each hyperplane segment in ∂Ω is the projection of a 3 dimensional boundary hyperplane segment of F. Each 3 dimensional boundary of the hypercube F can be characterized by fixing the values of f 2,j at the boundary value, denoted by f k 2,j , where
and allowing the values of f 1,j to vary between their limits given by F, where
Then for each j, we get a group of parallel hyperplane segments Γ Ω,j = l Ω,j,k , k = 1, · · · , 2 m−3
in Ω, and each l Ω,j,k is expressed by
l Ω,j,k = X|ξ 
where ξ j is the normal vector of the hyperplane segments. For the example shown in Fig.3 , Γ Ω ′ ,1 =
{l Ω ′ ,1,1 , · · · , l Ω ′ ,1,4 } .
Step 2. Compute the distances from the center F c to all the elements of ∂Ω.
It is pointed out that, not all the hyperplane segments in Γ Ω,j specified by equations (24) 
This is consistent with the definition in (9).
