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Abstract 
Scientific workflow technology has become a de facto standard in e-Science. It provides a powerful 
unifying platform that allows scientists to build arbitrarily complicated applications by combining 
predefined components. With a wide range of components, with the functions ranging from 
acquiring data inputs from sensors, querying databases, performing data-mining, performing 
execution, through to visualising the results, this paradigm allows scientists to automate, manage 
and execute various steps in scientific research. Although powerful, scientific workflow systems 
still require some programming knowledge, which might not be optimal for many scientists. 
Recently, scientific workflows have been integrated into the Web, creating workflow-based science 
gateways. These gateways allow scientists to launch large-scale computational experiments without 
concern for the underlying complexity of the infrastructure. This approach delivers scientific 
workflows to more scientists and is becoming increasingly popular.  
To date, much workflow-based science gateway development effort has been invested in creating 
user-friendly and secure interfaces to setup parameters, execute workflows and collect results. 
However, interaction between users and executing workflows has not received a lot of attention. 
Scientific workflows have typically been executed in batch mode. This model does not work with 
human-in-the-loop workflows, which require continuous interaction between users and executing 
workflows.  
A fundamental contribution of this thesis is to show that gateways can support complex human-
workflow interactions, facilitating monitoring and steering of the workflow execution as it 
progresses. This is important because scientific workflows increasingly require user decisions and 
interactions at various steps; human decision-making is an important component of real-world 
computational science. In order to achieve this goal, the thesis presents the design, implementation 
and demonstration of WorkWays, an interactive workflow-based science gateway for supporting 
development and execution of human-in-the-loop scientific workflows. WorkWays consists of two 
distinct frameworks with well defined APIs and bindings: a framework that enables human-
workflow interaction and a framework for workflow development and execution.   
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Chapter 1  
Introduction 
 
 
Science and engineering are evolving faster than ever. Until the 17th century, scientific research 
mainly concerned the systematic characterisation and organisation of natural phenomena and 
discoveries were largely made empirically. In the last several hundred years, scientists have 
formulated laws and hypotheses to explain natural phenomena in a new scientific paradigm: 
theoretical science. Since the middle of the 20th century, advances in Information Technology (IT) 
have revolutionised the way science and engineering are conducted. IT has facilitated yet another 
two paradigm shifts in just several decades. The first paradigm shift involved the use of computers 
to simulate large, complex systems, often modelled by nonlinear equations. Computational 
simulations are particularly important for problems that are: i) impractical to solve by theoretical 
and experimental approaches alone, e.g. weather forecast, seismic simulation, etc.; ii) hazardous to 
study in the laboratory, e.g. characterisation of the toxic substances; or iii) time-consuming or too 
expensive to solve by traditional means, e.g. optimisation of aircraft wings, development of new 
drugs, etc. (Department of Energy Office of Science 2000). Scientific computing has become the 
norm in almost all scientific disciplines and computational science is recognised as the third 
scientific research methodology, alongside with theory and experiment (Post & Votta 2005; Strawn 
2012). The second paradigm shift emerged with the availability of large amounts of scientific data 
as the result of advancement in data collection and storage techniques. Scientists can now look for 
patterns with data mining and statistical techniques. This gives birth to a new scientific 
methodology: data-intensive science – the fourth paradigm of science (Hey et al. 2009).  
On one hand, IT has offered unprecedented opportunities to extend scientific enquiry. On the other 
hand, these experiments have become increasingly complex, and often consist of multiple models, 
analytical tools and data repositories. Furthermore, the computational components of an experiment 
can often be executed in parallel and/or in distributed environments, which makes the creation and 
execution of these experiments challenging for novice users. Scientific workflow technology aims 
to simplify this process by providing a high level environment that can automate, manage and 
execute the various steps in scientific research. Scientific workflows provide a powerful unifying 
platform that allows scientists to build arbitrarily complicated applications by combining predefined 
components. Workflow systems often provide a wide range of pre-defined components (Ludascher 
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et al. 2006), that perform tasks ranging from acquiring data from sensors, querying databases, 
performing data-mining and visualizing data, through executing arbitrary applications. There are a 
number of scientific workflow engines, and they have been applied in a wide range of domains (Liu 
et al. 2015). 
Scientific workflows have been integrated into the World Wide Web, creating workflow-based 
science gateways (or workflow-based Web portals) (Nguyen & Abramson 2012), and this brings 
many advantages. First, workflows are more accessible due to the popularity of a browser interface. 
Additionally, users do not need to install software on their desktop. Second, a Web interface 
separates the user from the computation, which simplifies updating the software, because it is 
centralised. Third, desktop machines can be relatively low powered since most of the heavy 
computation is performed remotely. Delivering workflows via a Web interface is becoming 
sufficiently popular that it is proposed as a requirement of all workflow systems in some scientific 
workflow surveys (Barker & Hemert 2008; Olabarriaga et al. 2014).  
There are many workflow-based science gateways (Nguyen et al. 2015). Much effort has been 
focussed on providing domain scientists with an easy-to-use user interface (UI) to setup parameters, 
execute workflows and collect results. To date, scientific workflows have typically been executed in 
batch mode, and interaction between users and the workflow has not received a lot of attention 
(Nguyen & Abramson 2012; Nguyen et al. 2015). A fundamental contribution of this thesis is to 
show that gateways can support complex interactions between a workflow and users, facilitating 
monitoring and steering of the execution as it progresses. This is important because scientific 
workflows increasingly require user decision and interactions at various steps (Ludascher et al. 
2006) as the human decision-making is an important component of real-world computational 
science.  
The aim of this thesis is to present the design and implementation of a workflow-based science 
gateway, called WorkWays, that supports human-in-the-loop workflows. WorkWays provides a set 
of APIs, services, and tools that simplify the tasks of developing, modifying, deploying and 
executing human-in-the-loop workflows.  
The remainder of this chapter is organised as follows: Section 1.1 discusses the motivations for the 
research and objectives need to be met. In section 1.2, WorkWays and its components are briefly 
introduced. Section 1.3 presents the contributions of this research, and section 1.4 shows the outline 
of this thesis. 
1.1 Motivation and Objectives 
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A scenario in engineering optimisation is provided to explain the motivation of this research. This 
scenario emerges from a collaborative project between the author and colleagues at the University 
of Cambridge, and it illustrates a number of challenges addressed in this thesis. 
1.2.1 A Scenario In Engineering Optimisation 
Optimisation often involves finding good solutions to a problem based on one or multiple 
objectives within a set of constraints. Optimisation algorithms, that search the design space 
automatically, may be considered as workflows, usually involving repetitive loops in which results 
are passed from one iteration to the next (Abramson et al. 2011). However, optimisation codes are 
traditionally monolithic with various components tailored to a particular algorithm (Abramson et al. 
2010). These can also be implemented as scientific workflows (Abramson et al. 2010; Abramson et 
al. 2011), exposing the components of the optimisation process to the user, providing a clear view 
of the data flows and allowing substitution of these components.  
Real-world computational engineering design problems are often time-consuming. They may also 
generate a large amount of data, and scientific visualisation can be used to present the information 
for analysis and interpretation (Kipouros et al. 2013). Although in most cases the optimisation 
processes can be automated, human input can also be used to guide the search (Hettenhausen et al. 
2013; Kipouros 2014; Nguyen et al. 2015). This can reveal novel and realistic designs in a shorter 
time (Hettenhausen et al. 2013) because it is not always possible to evaluate a design objectively 
and sometimes human interpretation is valuable. The following example illustrates such a scenario: 
An engineer wants to build a computational pipeline that optimises the shape of a 2D airfoil 
and decides to adopt an existing workflow from a colleague. He starts by copying the 
workflow to his own workspace and modifying it to suit his needs. First, the engineer 
modifies the parameters and configurations of the optimisation algorithm itself. Second, he 
makes the workflow interactive. This makes it possible to view the evolution of the 
optimisation, which provides a deeper understanding of the search. In addition, he can steer 
the search towards more interesting regions that can generate more a realistic and novel 
design in a shorter time. To speed up the optimisation process, he deploys and executes the 
workflow on various distributed computational resources. Under some circumstances, the 
engineer wants to examine each solution in order to guide the process. Under other 
circumstances, he lets the execution to run, checks the results periodically and sometimes 
provides inputs to guide the optimisation. Either way, the engineer may need to compare 
and contrast the solutions that the workflow generates – either in the same execution or in 
different executions - in order to make the best guiding decisions. Once he is satisfied with 
4 
 
the workflow, he can then share it, and the results, with other colleagues. The same 
workflow can then be reused. 
1.2.2 Challenges of an interactive workflow-based science gateway 
Science gateways provide accessible points for users to launch large-scale experiments without 
concern for the underlying middleware or hardware details. Computations launched behind the 
gateway can be individual applications or complete workflows. Workflow-based gateways are 
extensible because workflows can be used to connect multiple, otherwise independent packages to 
form a single application. This approach has been taken by many workflow-based gateways 
(Nguyen et al. 2015).  
Even though there are many workflow-based science gateways, realising the afore-mentioned 
engineering optimisation scenario in science gateway environments is quite difficult, for a number 
of reasons:  
1. A requirement for interaction between the user and the scientific workflow execution.  
A human-in-the-loop workflow, such as the given optimisation workflow, requires a mechanism 
that allows data to be inserted into, or exported out of, continuously running workflows. This 
input-output (IO) mechanism then allows generated data to be visualised in the gateway, and 
input can be incorporated into workflow execution. Most existing workflow-based science 
gateways lack such IO capabilities. For those that support interactivity, the solution is tailored to 
specific pipelines and is not re-usable (Nguyen et al. 2015). This lack of a flexible IO model 
leads to difficulties in implementing human-in-the-loop workflows.  
2. A requirement for integration of workflows into science gateways  
The given scenario illustrates two different use cases. The first use case is from the engineer’s 
perspective. He can be classified as a power-user, and often has detailed knowledge about the 
workflow technology as well as infrastructure and services hosting the execution. Power-users 
develop new workflows and modify existing ones. The second use case concerns end-users, 
who are often domain scientists, with interest in the scientific results of the computation rather 
the underlying infrastructure. 
The two use cases have very different requirements. End-users typically only need simple 
interfaces to initiate workflow execution and to support interaction with the computation; 
workflow complexity should be masked as much as possible. On the other hand, power-users 
require interfaces that support workflow modification and development activities. In some 
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cases, power-users may require a complete desktop environment to test new tools or services, 
and integrate them into the workflows. 
A challenge for integrating scientific workflow into a science gateway environment is to deliver 
this range of requirements within a single environment. Additionally, switching between two 
modes (end-user to power-user and vice versa) should be straightforward.    
3. A requirement for extension of the interaction interface 
Recent developments in Web standards and technology, e.g. HTML5 (Hickson & Hyatt 2011),  
WebGL (Cantor & Jones 2012) and WebSocket (Fette & Melnikov 2011), have enabled Web 
browser to perform sophisticated visualisation. Regardless, the Web might not be an ideal 
platform for high-resolution visualisation. First, the limited screen “real estate” makes a Web 
interface unsuitable for high-resolution visualisation. Further, user performance may be 
decreased with smaller resolution displays (Ball & North 2005). As an example, there might 
exist multiple optimum solutions generated by the aforementioned airfoil optimisation, amongst 
many more solutions generated. Comparing and contrasting between two solutions might be 
acceptable, but it will become unwieldy when the number increases. This is due to the limited 
size in a normal desktop environment. Second, visualisation of large datasets often demands 
much rendering power and memory that can be provided by a Web browser. As a result, 
visualisation and interaction should not be limited only to Web interfaces. The interaction 
interface should be extended to high-resolution displays, such as the OptiPortal tiled display 
wall (Defanti et al. 2009), for either multiple or single high-resolution visualisation.  
In response, this thesis presents research that successfully addresses these challenges.  
1.2 WorkWays: an interactive Workflow-based Science Gateway 
In response to the challenges faced by existing science gateways, this thesis presents the design and 
implementation of WorkWays, an interactive workflow-based science gateway. WorkWays consists 
of several components, which are listed accordingly to the challenges in the previous section: 
A requirement for interaction between the user and the scientific workflow execution 
1. The IOFramework (Nguyen & Abramson 2012) 
 IOFramework is a flexible and reusable IO framework that allows data to be inserted into, or 
exported out of, continuously running workflows. The IO framework supports two interaction 
modes: synchronous and asynchronous mode. The synchronous interaction blocks the execution 
until there is new user input available. This mode is suitable for manual processes that require 
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human inputs whenever decisions need to be made. On the other hand, the asynchronous mode is 
suitable for semi-automatic processes, where human inputs are used to speed up the execution but 
not required in every decision.  
A requirement for integration of workflows into science gateway  
2. A scalable and extensible framework for workflow development and execution 
This dissertation proposes and implements a scalable and extensible framework that integrates 
scientific workflows into a science gateway environment. This framework supports the previously 
discussed use cases by encapsulating different aspects of workflow execution, such as tools, data, 
computational resources and execution environment; each type of users are then exposed to 
different level of details. Power-users are provided with a development environment that allows 
them to perform workflow modification and development activities as in their desktop environment. 
This environment is accessible via the Web. On the other hand, the framework also provides Web 
services that can launch workflow execution upon requests from the WorkWays portal. Workflow 
specification, often in XML, and initial parameters are needed as part of the execution requests. 
This approach is suitable for end-users, who do not wish to modify the workflows before execution.  
From now on, FDE is used to refer to this framework for abbreviation.   
3. Workflow management components 
These Web components are part of the WorkWays portal, which provides a user-friendly interface 
for managing different aspects of a workflow execution, such as data management, resource 
management, etc.  
A requirement for extension of the interacting interface 
4. IO Clients 
IO clients interface between users and a running workflow. They are responsible for visualising 
data sent from the execution and, if specified, acquiring user inputs and feeding them back to the 
workflow. The human workflow interaction in WorkWays is not limited to the Web. WorkWays 
extends the IO client to high-resolution display to handle either multiple or single high-resolution 
visualisation.  
1.3 Contributions 
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The main contribution of this dissertation is the design and implementation of a workflow-based 
science gateway that supports the development and execution of human-in-the-loop scientific 
workflows. It introduces a number of innovative features, which are listed as follows: 
• The design and implementation of a flexible and reusable IO framework. This framework is 
innovative in that it allows science gateways to support human-in-the-loop workflows. 
IOFramework supports both synchronous and asynchronous interaction.  
• The design and implementation of a modular, scalable and extensible framework for integrating 
scientific workflows into science gateway environment (FDE). FDE seamlessly supports 
workflow development and execution from the Web.  
• It extends the human workflow interaction beyond a single interface. Extending the interaction 
interface to higher resolution displays allows users to interact with higher resolution 
visualisations, which are unwieldy to perform in the limited space of Web browsers on 
conventional desktops.   
• It demonstrates the practicality of human-in-the-loop workflows, enabled by WorkWays, in a 
range of domains.  
• It demonstrates how FDE component(s) can be re-used in the development of other science 
gateways. This demonstrates the reusability and extensibility of WorkWays and its architecture. 
This is illustrated by an extension of FDE components to a Web-based desktop-as-a-service 
environment called Collaborative Environment for Ecosystem Science Research and Analysis 
(CoESRA) (Guru 2015).   
The implementation of the IOFrameworks (roughly 60k lines of codes) and FDE (roughly 20k lines 
of codes) is currently stored in https://bitbucket.org/hoangnguyen177. The source code is not yet 
released to the public, but it is available upon requests.  
1.4 Thesis Structure 
The remainder of this thesis is organised as follows:  
• Chapter 2 provides the background information and literature review on scientific workflow and 
science gateways.  
• Chapter 3 highlights architectural considerations in designing an interactive workflow-based 
science gateway. The discussions of each component within WorkWays are presented in 
Chapter 4. 
• In Chapter 5, implementation details are provided 
• Chapter 6 demonstrates the potential of the proposed workflow-based science gateways in 
supporting human-in-the-loop workflows through four distinct use cases. These use cases fully 
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demonstrate the functionalities of WorkWays. The chapter also presents CoESRA – a desktop-
as-a-service Web platform, which is an extension of FDE. This platform illustrates how 
WorkWays can utilise the development of another science gateway.  
• Chapter 7 summaries the achievements of this research. It also provides the future directions for 
further improvement of the proposed interactive workflow-based science gateway.   
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Chapter 2  
Background and Literature Review 
 
 
As highlighted in the first chapter, the aim of this research is to design and to develop an interactive 
workflow-based science gateway that supports the development and execution of human-in-the-
loop scientific workflows. This chapter introduces various technologies relevant to the solution 
proposed in this dissertation. Specifically, it surveys a range of literature, projects, software, 
hardware and infrastructure in the areas of scientific workflow, science gateway, human-in-the-loop 
computation, cloud computing and display technology. These surveys set the background for the 
rest of the thesis.  
The first two sections provide an up-to-date literature review of the two technologies for creating, 
managing, delivering, and executing computational models or analyses. Specifically, Section 2.1 
reviews various aspects of scientific workflow and popular scientific workflow management 
systems. This is followed by a study of existing science gateways in Section 2.2. Section 2.3 
focuses on the interactions between human and computations. The section first examines the 
human-in-the-loop (HiTL) approach, and surveys how HiTL is realised in computational steering, 
scientific workflow and existing workflow-based science gateways. The next two sections review 
the state-of-the-art technologies in large-scale distributed infrastructure and display technologies. 
Finally, Section 2.6 gives a summary of this chapter.  
2.1 Scientific Workflow (SWF) 
2.1.1 Workflow Technology 
A workflow is a high-level specification of a set of tasks and the dependencies between them 
required to execute a particular real world process (Deelman et al. 2009). Each task is defined by a 
set of activities to be conducted, either by people or system functions (computers). Workflows are 
typically managed in Workflow Management systems (WFMSs), which are software systems that 
completely define, manage, monitor and execute workflows (Hollingsworth 1995; Lin et al. 2009). 
As workflow technology has been used widely in both business and science community, a large 
number of WFMSs are available, either as commercial or open sourced tools (Yu & Buyya 2005; 
van der Aalst & Hofstede 2005; Curcin & Ghanem 2008).  
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2.1.2 Business Workflow vs. Scientific Workflow 
Workflow technology can be classified into two broad families: business workflow (BWF) and 
scientific workflow (SWF). The former is for orchestration of business processes, while the latter is 
for functional style computation of data (Curcin & Ghanem 2008). Although BWF has been around 
for much longer than SWF, SWF is not just a mere adoption of BWF into science domain. SWF 
took a different systematic approach to BWF due to distinctive requirements from science and 
business community (Yildiz, Guabtni & H.H.Ngu 2009). Specifically, SWF is typically more data-
flow oriented, while BWF is more control-flow oriented. This means that data availability 
determines task enablement in SWF, rather than temporal/logical ordering between tasks in BWF.  
The data driven approach brings two main advantages over control driven approach. The first 
advantage is parallelism (Johnston et al. 2004; Abramson et al. 2008; Migliorini et al. 2011). As 
data are contained within data tokens and there are no shared variables, multiple instances of a task 
can safely execute in parallel. This reflects the needs of executing the same scientific process 
multiple times with different datasets. The second advantage is the scalability (Migliorini et al. 
2011). As control aspect does not have to be handled explicitly in data driven workflows, 
complicated workflows with high level of parallelism can be created. This would require 
considerable amount of effort in control driven workflows. 
2.1.3 Scientific Workflow Life Cycle 
A scientific workflow lifecycle consists of various phases associated with the development, 
execution and management of scientific workflows (Ludascher et al. 2009). The term scientific 
workflow lifecycle has been mentioned in various studies (Deelman et al. 2006; Gil et al. 2007; 
Ludaescher et al. 2009; Fan et al. 2011; Holl et al. 2014; Liu et al. 2015). Although the definitions 
might differ, a commonly agreed lifecycle of a workflow is a cyclic process of four steps, as 
depicted in Figure 2-1.  
The lifecycle starts with a hypothesis to be tested, with some experiment goals. A workflow is then 
designed according to the given hypothesis and experimental goals in the design phase. The 
scientist can develop the new workflow from scratch or base it on an existing workflow shared by 
other scientists. During the preparation phase, the workflow is configured for execution. This 
includes setting up the parameters, the input datasets and the computational resources. As some 
scientific workflow management systems (SWFMSs) deploy workflow engines remotely, the 
workflow and its configuration need to be deployed in the execution environment. In these systems, 
the preparation phase is also known as the workflow deployment phase. Next, the execution 
consumes the input data, performs computation on the specified resources and produces outputs. 
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Once the execution is complete, the output data is analysed and the original hypothesis, experiment 
goals are then revised accordingly.  
 
Figure 2-1: Workflow Lifecycle. 
Several workflow systems, such as Pegasus (Deelman et al. 2005), VLAM-G (Belloum et al. 2003), 
WS-PGRADE/gUSE (Kacsuk & Sipos 2006), differentiate between workflow states, namely 
template, abstract and concrete. In these workflow systems, the workflow preparation phase is split 
into several smaller steps to transform the workflow to an executable state (Deelman et al. 2006).  
The workflow lifecycle in interactive workflow systems is also slightly different from the above-
mentioned lifecycle. These systems support online analysis of the execution results and even 
dynamic steering of the workflow execution (Dias et al. 2011; Nguyen & Abramson 2012; Santos et 
al. 2013), which facilitate the analysis of data products during runtime. As a result, the boundary 
between the third and fourth phases in the lifecycle is blurred in these systems.   
2.1.4 Scientific Workflow Model, Representation and Composition 
As introduced earlier, a workflow can be defined as a set of tasks and dependencies between them. 
SWFMSs deploy various modelling methods and techniques to represent these tasks and 
dependencies. These methods and techniques can be categorised into five main phases: workflow 
specification, syntax of workflow language, workflow representation, workflow composition and 
workflow patterns. This sub-section reviews these factors.  
2.1.4.1 Workflow Specification 
A workflow specification (or a workflow model) defines a workflow, including its task definition 
and structure (Yu & Buyya 2005). A workflow can be specified with binding to specific resources 
(concrete specification) or without referring to any resources (abstract specification).  
Experiment/
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The workflow systems with abstract specification often differentiate between workflow states: 
template, abstract and concrete. A workflow template is essentially a workflow without any data or 
resource information. When the data is associated with the workflow template, a workflow instance 
(or abstract workflow) is formed. The tasks in a workflow instance then need to be mapped to 
actual resources to create an executable (or concrete) workflow. In these workflow systems, the 
binding step to generate executable workflows is performed by the SWFMS.  
Abstract specification provides two main advantages. First, it releases the users from concerns 
about low-level implementation details. Second, the abstract form of workflows is better for sharing 
and reuse (Deelman et al. 2009). As abstract workflows are not bound to any specific resources, 
they are not executable; the binding step to generate executable workflows is performed by the 
SWFMS. Examples of the abstract specification SWFMSs are VLAM-G (Belloum et al. 2003), 
Pegasus (Deelman et al. 2004), WS-PGRADE/gUSE (Kacsuk & Sipos 2006) and Tavaxy meta-
workflow (Abouelhoda et al. 2010).  
On the contrary to abstract specification, SWMFSs with concrete specifications bind workflow 
tasks to specific resources (Yu & Buyya 2005). In this case, the workflow developers have more 
control over the workflow execution than the abstract specification. However, this results in more 
complicated development process.  
2.1.4.2 Syntax of Scientific Workflow Languages 
A workflow language is a programming language that is used to describe workflow components and 
their dependencies; this language is used to store workflows and communicate them between 
SWFMS components. As can be seen in table A-1, almost each SWFMS has it own workflow 
syntax. While most of them extend the eXtended Mark-up Language (XML), some systems, such as 
Galaxy (Goecks et al. 2010) or ClowdFlow (Kranjc et al. 2012), use JavaScript Object Notation 
(JSON) (Bray 2014). 
2.1.4.3 Workflow Representation 
A workflow language can be considered as the external representation of a workflow, being used 
for storing workflows and communicating them between users in the workflow lifecycle (Deelman, 
Gannon, et al. 2007). Internally, a scientific workflow can be represented using either 1) directed 
graphs, 2) Petri Nets 3) Unified Modelling Language (UML) or 4) scripting languages.  
2.1.4.3.1 Directed Graph 
A directed graph is the most common representation technique adopted by SWFMSs. A workflow 
can be represented either as a DAG (Directed Acyclic Graph) or a DCG (Directed Cyclic Graph). A 
DAG workflow has three basic control structures: sequence, parallel or choice (or condition). 
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Sequential structure specifies the order of execution between tasks where the next task only starts 
upon the completion of the previous task. Tasks in parallel structure are executed concurrently. The 
choice structure allows the tasks to be executed based on its associated conditions. DCG workflow 
supports all those three control structures, plus the loop structure. This loop structure allows a set of 
tasks to be repeated. A more complex workflow can be created by nesting one structure into another 
(Smanchat 2012). 
2.1.4.3.2 Petri Nets 
Petri Nets were first introduced by C.A Petri in 1962 to formally describe distributed processes by 
extending state machines with concurrency (Reisig 2012). Since then Petri Nets have been used in a 
wide range of domains to model and analyse all kinds of processes, including workflow processes 
(van der Aalst 1998). In the scientific workflow community, K-WfGrid (Bubak et al. 2006) and 
Grid-Flow (Guan et al. 2006) are two SWFMSs that use Petri-Nets. As Petri Nets can model both 
data and control flows, control-flow constructs such as loops, choices are supported implicitly 
(Shields 2007).  
2.1.4.3.3 UML 
The Unified Modelling Language (UML) is a standardised modelling language in software 
engineering that provides a visualisation of the system design (Rumbaugh et al. 2004). The activity 
diagram, a type of behaviour diagram in UML, has been extended to model business workflows 
(Dumas & Hofstede 2001; Bastos & Ruiz 2002), and scientific workflows (Qin & Thomas 
Fahringer 2012).  
2.1.4.3.4 Scripting Languages 
Scripting languages can also be used to represent scientific workflows. As an example, Swift (Zhao 
et al. 2007) combines its scripting language called SwiftScript with a powerful runtime system to 
support large-scale, loosely-coupled computations over Grid environments. As another example, 
PyPa (Cieślik & Mura 2011) models workflow tasks as Python functions, and the relationship 
between tasks as a series of ordered function calls.  
2.1.4.4 Workflow Composition 
Workflow composition refers to the process in which workflows are assembled. As scientific 
workflows can be very complex, some SWFMSs assist users to create and validate workflows. 
However, this is a manual process in most SWFMSs. 
14 
 
2.1.4.4.1 Assisted Composition  
Assisted workflow composition is available in SWFMSs that perform automatic mapping of 
workflow tasks to physical resources. ICENI (McGough et al. 2004), Pegasus (Deelman et al. 2004) 
and Swift (Zhao et al. 2007) are examples of such SWFMSs. The users only need to prepare 
workflow templates (or abstract execution plan in ICENI), which are high-level description of 
workflow operations (Job Description Markup Language - JDML in ICENI, Virtual Data Language 
- VDL in Pegasus and SwiftScript in Swift). Intelligent editor is provided to assist users to create 
and validate workflow templates (Kim et al. 2004; McGough et al. 2004). During workflow 
preparation phase, these templates are then transformed to abstract workflows, and concrete 
workflows for execution. In SWFMSs that support assisted composition, this transformation 
process is handled automatically. 
2.1.4.4.2 User-directed Composition 
In this category, users can compose workflows from either text-based (i.e. PyPa (Cieślik & Mura 
2011)), GUI-based or Web-based. Most SWFMSs provide either a GUI-based or Web-based 
workflow editor to ease the task of creating or editing scientific workflows. Composing workflows 
via these graphical editors is intuitive and can even be performed by non-expert users (Yu & Buyya 
2005). The main disadvantage of this approach is that the workflows’ complexity increases as the 
number of tasks increase. Several SWFMSs, such as Kepler (Altintas et al. 2004), overcomes this 
limitation by allow sub-workflow nesting.  
The main advantage of a Web-based over GUI-based workflow editor is that the users do not have 
to perform additional installations or configurations. As a result, offering scientific workflows via 
the Web lowers the barrier for accessing and using the workflows.  
2.1.4.5 Workflow Patterns 
The concept of workflow pattern is inspired from design pattern (Gamma et al. 1994), which is a 
popular approach in software engineering design. A design pattern is a reusable solution to a 
common design problem in a particular context (Gamma et al. 1994). This concept has been applied 
successfully in the context of business workflow. In business workflow, the Workflow Pattern 
Initiative has been promoting design pattern for formalising the workflow development since early 
1999 (Workflow Pattern Initiative 2010). To date, various business workflow vendors have 
complied with the workflow patterns proposed by the Workflow Pattern Initiative (Workflow 
Pattern Initiative 2010). In the scientific workflow community, design patterns have also attracted 
attention. (Yildiz, Guabtni & Ngu 2009; Migliorini et al. 2011) have evaluated various existing 
scientific workflow systems and propose common workflow patterns. (Shiroor et al. 2010; 
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Abouelhoda et al. 2010) go further by implementing workflow patterns in workflow templates. 
However, scientific workflow patterns are not as widely accepted as business workflow patterns.  
2.1.5 Workflow Preparation 
Workflow preparation refers to a process in which a workflow is configured for an execution. This 
process typically involves setting up the parameters, the input datasets, security, tools and 
computational resources. For SWFMSs support abstract workflow specification, a concrete (or 
executable) workflow is generated in this step. Several SWFMSs, especially Web-based systems 
such as Galaxy (Goecks et al. 2010) or Ergatis (Orvis et al. 2010), deploy a workflow engine and a 
workflow editor in separate environments. As a result, the workflow description file needs to be 
transferred, and deployed to the engine along with its configurations. In these systems, workflow 
preparation and deployment are used interchangeably.  
For SWFMSs with assisted workflow composition, this step is performed automatically. These 
systems deploy dynamic planning scheme to map an abstract specification to physical data and 
computational resources. In the other SWFMSs, users have to emulate the scheduling process and 
make resource-mapping decisions based on their knowledge (Yu & Buyya 2005). This implies that 
computational resources are not totally transparent for users.  
2.1.6 Workflow Execution 
Workflow Execution is the third phase in a workflow lifecycle in which the execution consumes the 
inputs, and produces the outputs. This section reviews three important aspects of workflow 
executions, including parallel & distributed computation in scientific workflows, data management 
and fault tolerance. The human-workflow interaction aspect is not discussed in this subsection; it is, 
instead, detailed in Section 2.3 along with other human-in-the-loop topics.  
2.1.6.1 Parallel and Distributed Computation in Scientific Workflows 
Scientific workflows have been used in many large-scale experiments, which can be computational-
intensive and or data-intensive. Sequential execution of these resource-demanding workflows 
within limited computational resources is not a viable option. As a result, most scientific workflow 
systems support parallel execution on various large-scale distributed resources (Liu et al. 2015). To 
provide understanding on how SWFMSs support parallel and distributed computing, we review two 
aspects in SWFMSs: levels of parallelism and scheduling.  
2.1.6.1.1 Parallelism in Scientific Workflows 
Three main types of parallelisms are supported in existing SWFMSs: data parallelism, task 
parallelism and pipeline parallelism (Bux & Leser 2013; Liu et al. 2015). To illustrate these levels 
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of parallelism, a part of a workflow is used, which is shown in Figure 2-2. Figure 2-3 depicts the 
sequential execution of the given part. As can be seen, the input data trigger the execution of 
component A. Once the execution of A is completed, B and C are triggered. As D depends on both 
B and C, it has to wait till B and C complete their execution to start. The whole execution is 
performed in a single node.   
 
Figure 2-2: Illustrative workflow part with parallel tasks. 
 
Figure 2-3: Sequential execution. 
Task level parallelism is achieved when different activities in a workflow are executed in parallel 
over different nodes (Bux & Leser 2013; Liu et al. 2015). This level of parallelism can only be 
applied to tasks without data dependencies, for instance task B and C in the sample workflow in 
Figure 2-4. The main advantage of task parallelism is its simplicity. The workflow can be analysed 
and clustered in terms of dependencies. SWFMSs archive task parallelism by distributing and 
executing independent tasks over different nodes of a parallel machine. Despite its simplicity, 
scheduling might not be trivial due to differences in runtimes (Bux & Leser 2013).  
 
Figure 2-4: Task level parallelism. 
Data level parallelism is achieved by having the workflow perform the same activities in different 
nodes on small, distinct data chunks that are split from the input dataset. As shown in Figure 2-5, 
the workflow components are replicated on each node to execute different part of the input dataset. 
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This type of parallelism is only applicable for datasets that can be split into smaller independent 
chunks.   
 
Figure 2-5: Data level parallelism. 
 
Figure 2-6: Pipeline level parallelism. 
Pipeline level parallelism can be considered a combination of task parallelism and data parallelism. 
As seen in Figure 2-6, the components in the sample workflow are distributed over different nodes, 
and the input data is split into smaller chunks for processing. 
The use of task, data and pipeline parallelism is not exclusive in SWFMSs. In many SWFMSs, they 
can be combined to increase the level of parallelism, creating hybrid parallelism.  
2.1.6.1.2 Scientific Workflow Scheduling 
Workflow scheduling is the process of assigning concrete workflow tasks to available computing 
resources for execution (Yu & Buyya 2005). This often involves an optimisation over certain 
criteria such as total runtime, resource utilisation, cost, etc. SWFMSs typically adopt two methods 
of scheduling: static and adaptive.  
In static scheme, schedules are generated before the actual execution and strictly followed by 
SWFMSs during the execution (Bux & Leser 2013; Wu et al. 2015). The scheduling model is based 
on the information about the execution environment prior to the execution. Since the scheduling 
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plan is generated beforehand, the runtime overhead is small. However, this scheme does not 
consider the dynamics of the computing resources.  
The scheduling plan in this static scheme can be generated manually, or automatically. In manual 
scheduling, users have to make resource-mapping decisions based on their knowledge (Yu & Buyya 
2005). On the contrary, an automatic scheduling plan is generated by SWFMSs, such as GridFlow 
(Cao et al. 2003) or Pegasus (Deelman et al. 2005). 
In the dynamic scheme, schedulers actively monitor the computational resources and adjust the task 
distribution dynamically. Dynamic scheduling can be further classified into prediction-based or 
just-in-time scheduling (Yu & Buyya 2005). Prediction-based dynamic scheduling generates a 
scheduling plan before the execution based on available information about the resources. The plan, 
however, can be changed according to the current information of the resources. On the other hand, 
just-in-time dynamic scheduling only assigns tasks to computational resources at run time.  
2.1.6.2 Data Management 
Data management concerns with the management of all the data-related aspects during workflow 
execution. The data can be original (input data) or generated (intermediate or output data). As data 
is the main artefact of scientific workflow executions, data management in a workflow execution is 
as important as its computation. This is not a straightforward task, especially when it involves data-
intensive workflows that consume and generate large amount of data. As highlighted by (Deelman 
& Chervenak 2008), there are many challenges in the area of data management associating with 
each phase of the workflow lifecycle. 
During the workflow design, scientists typically search for existing and relevant datasets, codes and 
workflows for reuse. This discovery process is challenging for several reasons; for instance, data 
can be stored in different locations with different formats, and can be published in a variety of 
ways. As a result, many data discovery catalogues and tools/services registries containing meta-data 
have been developed in various domains to assist scientists in this process (Deelman & Chervenak 
2008). Various projects, such as DataOne (Michener et al. 2012), Australian National Data Service 
(ANDS) (Treloar 2009), have been created to promote common standards between these catalogues 
within communities.  
During the workflow preparation, the meta-data for datasets, code and workflows need to be 
mapped onto physical resources in distributed environment. In particular, input data must be staged 
onto appropriate locations, necessary workflows together with its tools need to be installed and 
configured, etc. Amongst those, data movement is one of the most challenging problems, as it is 
often time-consuming and costly if commercial Clouds are used. As highlighted in (Prodan & 
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Fahringer 2008; Chen & Deelman 2011), data transfer is an overhead in workflow execution. For 
systems that do not support automatic planning, this process is performed manually. On the other 
hand, some systems, such as Pegasus (Deelman et al. 2005) or Swift (Zhao et al. 2007), provide 
automatic data movement, and this simplifies the task of workflow developers. Data movement can 
be performed in a peer-to-peer, mediated or centralised fashion (Yu & Buyya 2005). The peer-to-
peer movement allows data to be transferred between processing units. On the other hand, 
centralised data movement transfers data via a central point. Finally, the mediated method makes 
use of a distributed data management system, such as Storage Resource Broker (Baru et al. 1998a), 
or Replication Location Service (Cai et al. 2004) , for data transfer. Another challenge of data 
management during workflow preparation is the storage. This is especially important if the 
workflow generates very large amount of data. In this case, the storage capacity at the execution site 
is taken into account, as part of scheduling decision (Ramakrishnan et al. 2007).  
Once a workflow execution is complete, the intermediate and final data are typically staged out to 
permanent storage, together with meta-data and provenance information. In order to make these 
results discoverable, meta-data and provenance is then published to the catalogues described 
previously.  
2.1.6.3 Fault Tolerance 
Fault tolerance is an aspect of workflow execution that concerns the failure recovery mechanisms 
supported by SWFMSs. From the literature, there are three fault tolerance approaches: the passive, 
reactive and pro-active approach.  
With a passive approach, the SWFMSs provide little or no direct support for fault tolerance. 
Workflow systems only notify users about runtime failure and the users typically need to debug 
with the provenance information. Triana (Majithia et al. 2004) and Kepler (Ludascher et al. 2006) 
are the two examples from this group. 
In reactive fault tolerance, the workflow systems offer recovery mechanisms to reduce the effect of 
failures when the failure occurs. This type of fault tolerance is sub-divided into task-level and 
workflow–level fault tolerance (Hwang et al. 2003; Yu & Buyya 2005; Deelman et al. 2009). Three 
task-level fault tolerance techniques are specified by (Hwang et al. 2003) including 1) retry, 2) 
replication and 3) checkpoint. Retry is the simplest recovery technique; a failed task is simply re-
executed, either in the same computational resource (Hwang et al. 2003) or different computational 
resource (Missier et al. 2010). The second recovery technique, replication, executes the same tasks 
on different computational resources to increase the chance of having at least one successful 
execution. Finally, the checkpoint technique allows workflow developers to insert checkpoints into 
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tasks; any failed task is re-started from the last checkpoint instead from the beginning (Hwang et al. 
2003). 
Regarding workflow-level fault tolerance, three techniques are specified for failure recovery, 
including alternative task, redundancy and user-defined exceptions (Hwang et al. 2003). These 
techniques are shown in Figure 2-7; they all require modifications of workflow structure to handle 
erroneous conditions. With alternative task technique, an additional task (task A1) is specified to 
continue the execution in case of failure in task A. For the redundancy technique, different tasks 
performing the same execution (B1 and B2) are executed in parallel, and the completion of one-task 
results in the success of the execution. The third technique specified in (Hwang et al. 2003) is user-
defined exception, which allows users to specify the handling method for a specific failure of a task.    
 
Figure 2-7: Workflow-level recovery techniques (Hwang et al. 2003). 
Another workflow-level recovery technique called rescue DAG implemented by DAGMan 
(Couvares et al. 2007). In case of failure, a rescue DAG is generated. This rescue DAG is a special 
DAG that represents the state of the previous partially completed DAG. Users resolve any problems 
manually and resume the execution based on this rescue DAG. At some level, this technique is 
similar to the “smart re-run” feature in Kepler (Ludascher et al. 2006), where a partially completed 
execution does not repeat the completed tasks. 
On contrary to reactive approach, the pro-active approach does not wait till the occurrence of the 
failures, and attempts to predict the failure, and amend the suspected activity. Presently, we have 
not found any workflow systems that implement pro-active fault tolerance.  
2.1.7 Provenance 
Provenance is meta-data that contains information about the processes and data used to derive a 
data product. This information is important as it makes it possible to preserve data, determine data 
quality and authority, reproduce and validate the results (Moreau et al. 2008; Davidson & Freire 
2008; Moreau et al. 2008). As these are important requirements of scientific experiments, 
provenance information should be integrated as an integral product of a workflow (Gil et al. 2007).   
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As pointed out in (Deelman et al. 2009), SWFMSs capture similar provenance information, which 
might be presented in different ways. Provenance information typically consists of two parts: 
prospective and retrospective (Zhao et al. 2006; Clifford et al. 2008; Davidson & Freire 2008). 
While the prospective form concerns all aspects of the workflow used to create the data product 
(such as the workflow itself, parameters, inputs, etc.), the retrospective form captures information 
about the execution and the runtime environment at the time. These are known as execution 
provenance and application provenance in Pegasus (Kim et al. 2007). While only prospective 
information is needed to produce or reproduce data products, (Zhao et al. 2006) argues that a 
complete provenance record, which consists of both prospective and retrospective information, 
provides a better understanding of the data evolution. 
A provenance system typically consists of three main components: 1) provenance capture 2) a 
model for provenance representation and 3) an infrastructure for storing, accessing and querying 
provenance (Davidson & Freire 2008). In many SWFMSs (such as Taverna, Kepler, etc.), the 
provenance information is captured implicitly as event logs (Altintas et al. 2006; Davidson et al. 
2007). These events include the information of the start and end of a particular event, data read and 
write, etc. For workflow systems that deal with streaming workflows, such as the work presented in 
(Spinuso et al. 2013), users need to explicitly specify the operations to be recorded to reduce the 
rate of insertions into the database. The collected information is then represented using various 
provenance models, which are listed in (Simmhan et al. 2005; Davidson & Freire 2008). Amongst 
those, the Open Provenance Model - OPM (Moreau et al. 2011) is a popular one, as it allows the 
provenance information to be exchangeable between different systems. OPM is a technology 
independent provenance model that expresses the causal relationships between Processes, Agents 
and Artifacts. During the execution, the collected data are written to provenance storage, which can 
be XML files, or databases. Users can directly query provenance information from the provenance 
storage or via more intuitive graphical provenance browser (Anand et al. 2010; Groth 2010). As an 
example, Kepler allows users to construct their own reports based on the workflow components and 
provenance database (Altintas et al. 2006). While most SWFMSs only allow users to access 
provenance database after execution, works have been done to visualise the provenance during 
runtime for online analysis, and even dynamic steering (Horta et al. 2013; Santos et al. 2013).  
2.1.8 Workflow Sharing  
Scientific workflows have become popular in the science community. As a result, a number of 
scientific workflows have been constructed to solve a wide range of scientific problems. This leads 
to the needs for workflows to be shared between scientists, and other parties. Workflow sharing 
supports the re-use and re-purposing of scientific workflows for other applications (Goble et al. 
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2010). To respond to this need, various workflow repositories have been developed; some of them 
are integrated into SWFMSs. As an example, Kepler allows users to share workflows via Metacat-
based repository such as EcoGrid (Romanello et al. 2005), myExperiment is integrated in Taverna 
(Wolstencroft et al. 2013), WS-PGRADE/gUSe and SHIWA (Kacsuk 2014),  ASKALON with 
ASKALON workflow Hosting Environment (Qin et al. 2008), etc. In addition, almost every 
workflow-based science gateway provides a workflow repository. Amongst those repositories, 
myExperiment (Goble et al. 2010) has different goals besides storing and sharing workflows, as it is 
also a social network website that allows users to review, discuss and rate workflows.  
2.1.9 Workflow Interoperability 
The review so far has shown the diversity in scientific workflow community. There exist many 
workflow systems, which are unique in almost every aspect, ranging from workflow language, 
representation, interfaces, etc. In such a diverse environment, it is desirable to make these systems 
interoperable with each other, and thus facilitate workflow reuse and repurpose.  
Interoperability between workflow systems can be at fine-grain or coarse-grain level. One way to 
achieve coarse-grain interoperability is presented in (Terstyanszky et al. 2014).  “Non-native” 
workflows are wrapped and integrated into a node of the “native” workflows. During execution, 
when a non-native node is reached, it is submitted to a special service (named SHIWA Submission 
Service). The submission service then retrieves the non-native workflow and executes it in a 
corresponding workflow engine. Another similar attempt for coarse-grain interoperability is from 
Tavaxy (Abouelhoda et al. 2012) in which Taverna and Galaxy are can be reused.  
On the other hand, fine-grain interoperability is achieved at the language level. (Plankensteiner et 
al. 2013) proposes an intermediate workflow representation (called Interoperable Workflow 
Intermediate Representation - IWIR) that can be mapped to different workflow languages. Fine-
grain interoperability is demonstrated in (Plankensteiner et al. 2013) by showing a workflow created 
by one SWFMS can be opened in another SWFMS.   
2.1.10 SWFMS Reference Model 
As can be seen in Table A-1, there are a large number of SWFMSs. These systems are almost all 
developed independently, and they are different in terms of structures and components. Reference 
models have been proposed to provide guidelines for future SWFMS development. These models 
define high-level organisation of sub-systems and their interactions, which effectively standardise 
SWFMSs from the architectural perspective. The business workflow community has long adopted a 
reference model proposed by Workflow Coalition (WfMC) – an organisation created for 
maintaining business workflow systems’ standards (Hollingsworth 1995). In the scientific workflow 
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community, the situation is different: there is no SWFMS reference model that is widely accepted. 
The main reason is that these models are proposed by independent studies, not by a common 
organisation such as WfMC. In the context of this thesis, SWFMS reference models are reviewed to 
provide a better picture of SWFMS components. 
The first SWFMS reference model is presented by (Yu & Buyya 2005), as depicted in Figure 2-8. 
This model can be considered as an extension of the WfMC reference model to the Grid 
environment. It consists of build-time and run-time functions. While the build-time functions are 
concerned with workflow definition and modelling, the run-time functions are mainly concerned 
with workflow execution management. Users interact with workflow modelling and definition tools 
to generate workflow specification, which is then submitted to the workflow enactment service. The 
workflow enactment service is in charge of data movement, scheduling, and execution exception 
handling. 
 
Figure 2-8: SWFMS model proposed by Yu (Yu & Buyya 2005). 
Another SWFMS model, which consists of four layers, is proposed by (Lin et al. 2009) (Figure 
2-9). At the bottom, the operational layer contains a wide range of heterogeneous and distributed 
databases, services and software tools and their operational environments. On top of that, the task 
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management layer abstracts underlying heterogeneous data sources into data products, services and 
tools to tasks and provides management facilities for data, tasks and provenance information. The 
workflow management layer performs execution and monitoring of workflows. At the top of the 
stack, the presentation layer is responsible for workflow design, along with presentation and 
execution visualisation. With the responsibilities of parsing workflow definitions, scheduling, and 
monitoring the execution, the workflow engine (also called workflow enactment engine) is the 
central component in SWFMS (Lin et al. 2008). 
 
Figure 2-9: SWFMS reference model proposed by Lin et al. (Lin et al. 2008). 
A survey of data-intensive workflow systems (Liu et al. 2015) presents another reference model for 
SWFMSs. WEP (Workflow Execution Plan) is a terminology introduced by this model, and it is 
equivalent to a concrete (or executable) workflow. The model consists of five layers, as shown in 
Figure 2-10. At the top, the Presentation layer is the user interface (UI) between users and the 
workflow systems, supporting users to perform workflow management tasks during the workflow 
lifecycle. Depend on the SWFMSs, the UI can be text-based, desktop-based or web-based. At one 
level below, the User Services layer provides execution-related functionalities for the UI; these 
services are workflow monitoring& steering, information sharing and provenance. Before the 
execution, a WEP needs to be generated; this step is performed at the WEP Generation layer. 
During this process, refactoring, optimisation or parallelisation of the workflow can be performed. 
Once a WEP is generated, the WEP Execution layer handles the execution on various distributed 
resources. 
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Figure 2-10: SWFMS reference model proposed by Liu et al. (Liu et al. 2015). 
The Yu model is more limited than the other two. This is because it is largely based on a business 
workflow reference model. First, the model lacks a provenance component that records the 
revolution of data during workflow execution. This is important for the reproducibility of 
experiments. Second, it only specifies the Grid as the computational resource. On the other hand, 
both Lin and Liu model presents relatively complete views of SWFMSs. While the Lin model 
focuses on the structures of SWFMSs, the Liu model is more functional-oriented. These two models 
can be used in complimentary ways to each other.  
2.1.11 A survey of Scientific Workflow Management Systems 
A large number of scientific workflow management systems (SWFMSs) have been developed to 
serve various communities. Most of the SWFMSs use the data-driven approach, for example 
Taverna (Oinn et al. 2004), Vistrail (Callahan et al. 2006), Pegasus (Deelman et al. 2005), etc. A 
more complete list of SWFMSs is shown in Table A-1 (Appendix A).  
Kepler (Altintas et al. 2004) is an open source SWFMS written in Java. It is built on top of a 
mature, dataflow-oriented platform called Ptolemy II (Eker et al. 2003). Kepler inherits the actor-
oriented modelling approach from Ptolemy, which is powerful and unique. In Ptolemy and Kepler, 
each actor has its own input and output ports. In addition to the ports, actors have parameters, which 
configure and customise their behaviours (Ludascher et al. 2006). Workflow execution is controlled 
by a component called a director. The director dictates the execution model and the scheduling 
mechanism used in the system. By separating the execution semantics from actors, different models 
of computation can be executed just by changing the director. Furthermore the actors become much 
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more reusable because they do not have the execution semantics embedded in them. Workflows are 
composed from predefined actors using Kepler’s Vergil graphical user interface. In Kepler, 
parallelism is realised through Web services, Grid-based actors or map-reduce framework such as 
Hadoop or Stratosphere (Wang et al. 2012).  
Taverna (Oinn et al. 2004) is a workflow system created as part of the myGrid project (Stevens et 
al. 2003), with the focus on bioinformatics and life sciences. Taverna uses its own high-level XML-
based modelling language called SCURF (Simple conceptual unified flow languages). SCURF also 
comes with a workbench to let users compose workflows without having to learn the language. A 
Taverna workflow composes of processors, each of which represents an individual step in the 
workflow, and can be either a web service or local program/function. A processor has input and 
output ports, for receiving and delivering data. These processors can be connected by links, either 
data links – transferring data between input and outputs ports, or coordination links – controlling 
running orders between processors (Oinn et al. 2002). To support better integration with Grid 
services, Taverna workbench allows users to discover available services, and include in the 
workflow being created.  
Triana (Majithia et al. 2004) is a problem-solving environment allowing users to compose 
applications graphically, and to specify their distributed behaviours (Majithia et al. 2004). Triana 
has three components: a Triana Service (TS), a Control Service (TCS) and a graphical user interface 
(TGUI). TCS compiles and executes the workflow, while TGUI is used to compose workflows and 
request TCS to carry out various operations. TCS can choose to run the workflow by itself or 
distribute it to other TSs. Triana communicates with various services via GAP interface which binds 
various middleware such as OSGA services, web services, P2PS or JXTA (Majithia et al. 2004). 
Similar to Taverna, Triana’s GUI also supports service discoveries while composing workflows.      
Vistrails (Callahan et al. 2006) focuses on a paradigm for modelling and visualisation of complex 
ecosystems. It has a powerful provenance framework that captures the provenance information 
about the evolution of dataflow or collection of related dataflow. As a result, Vistrail acts as a 
versioning system for the workflow in which users can return to previous versions, or query 
visualisation history, etc. (Callahan et al. 2006) This provenance algorithm is later applied to Kepler 
provenance framework and its smart re-run system (Altintas et al. 2006).   
The above SWFMSs deploy static planning scheme for workflow scheduling which means users 
have to emulate the scheduling process and make resource-mapping decisions based on their 
knowledge (Yu & Buyya 2005). This implies that computing resources are not totally transparent 
from users. Pegasus (Deelman et al. 2005) and Swift (Zhao et al. 2007), on the other hand, 
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overcome this problem by using a dynamic planning scheme. These SWFMSs allow users to 
specify abstract workflows at a logical level, via Chimera in Pegasus (Deelman et al. 2005) and 
SwiftScript in Swift (Zhao et al. 2007). Workflows are then generated and mapped to distribute 
resources automatically. 
Recent SWFMSs have shifted the development focus from a desktop environment to a Web 
environment. A major advantage of Web-based SWFMSs is the accessibility, as there is no need to 
install additional software. Web-based SWFMSs such as P-GRADE/g-USE (Kacsuk 2014), 
Galaxy(Goecks et al. 2010), ClowdFlow (Kranjc et al. 2012), are designed for the Web from the 
beginning. These systems provide users with accessible and powerful environment for workflow 
development and execution.  
2.1.12 Scientific Workflow Discussion 
This section has presented a review of the scientific workflow technology. Various aspects of 
scientific workflow have been summarised, including the lifecycle, reference architecture, and 
components to support various steps in the lifecycle. The section also introduces a list of popular 
SWFMSs that are widely used by the scientific community and discussed their main features.  
Scientific workflows have attracted tremendous research interest, and are considered the 
cornerstone of e-Science by many (Gil et al. 2007). The technology simplifies the creation and 
execution of complex computational experiments at different levels. First, it abstracts complex 
analyses into a series of inter-dependent steps that lead to a solution for a given scientific problem. 
Second, it provides a high level environment that can automate, manage and execute the various 
steps in scientific research. Third, it provides provenance information that is necessary for scientific 
reproducibility, result publication and sharing (Gil et al. 2007).  
Whilst powerful, scientific workflows have limitations. First, workflow development generally 
requires a steep learning curve, especially for users with less experience in software development 
(Olabarriaga et al. 2014). This is further complicated by the variety of languages and platforms. 
Second, transferring a workflow from one environment to another is often not straightforward, 
because it requires the installation and configuration of software packages, computational resource, 
etc. Changes in execution environment are one reason why workflows fail (De Roure et al. 2011; 
Zhao et al. 2012). The next section discusses science gateways, an increasingly popular technology 
that aims to address some of these problems.   
2.2 Science Gateways (SGs) 
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A science gateway is a community-specific set of tools, applications and data collections integrated 
together via a Web portal or a suite of applications, providing access to computational resources 
(Wilkins-Diehr 2007). The science gateway concept was originally proposed in the context of 
TeraGrid to bridge the gap between scientists and computational resources (Wilkins-Diehr et al. 
2008). Exposing Grid resources to users via the Web or downloadable clients brings many 
advantages. First, they improve the system’s usability by hiding the Grid’s complexities from 
scientists, yet still enabling them to run scientific simulations, data analyses and visualisation. 
Second, users can use the Web portal or the clients to collectively access Grid resources rather than 
having to individually obtain Grid allocations (Wilkins-Diehr et al. 2008), and thus Grid resources 
become more accessible. Third, science gateways are also useful for sharing and collaborating. A 
recent survey about science gateways shows that science gateways are an important part of science 
and engineering (Lawrence et al. 2014). This section reviews different aspects of science gateways 
(2.2.1 and 2.2.2), and details popular science gateway frameworks (2.2.3). A closer view at 
workflow-based science gateways, with focus on the integration of scientific workflow into science 
gateway environment, is presented in Section 2.2.4.  
2.2.1 Science Gateway Classifications 
2.2.1.1 Workflow-based vs. Application-based Science Gateway 
Science gateways users can launch large-scale experiments without concern for the underlying 
middleware or hardware details. Computations are launched behind the gateway, and can be 
individual applications or complete workflows. Both approaches are widely used amongst science 
gateways and they serve their own communities. Compared to application-based gateways, 
workflow-based gateways are more extensible because workflows can be used to connect multiple, 
otherwise independent packages to form a single application.  
2.2.1.2 Science Gateway frameworks vs. instances 
Amongst the large amount of science gateways, many science gateways are created to target a 
particular set of scientists working in a specific field of science and engineering. (Kacsuk 2014) 
refers these science gateways as science gateway instances that often offer highly customised user 
interfaces to serve the given community. Some representative examples of science gateways include 
MediGrid (Krefting et al. 2009) – medical research gateway, HELIO (Bentley et al. 2013) – 
heliophysics research gateway, etc. These gateway instances can be constructed from scratch using 
Web frameworks, such as Liferay, Django, etc. or from customising generic science gateways – or 
science gateway frameworks. Although generic science gateways can be used without modification, 
customisation is often needed to simplify the user interfaces, which helps to reduce the learning 
curve required by scientists. These science gateway frameworks typically expose low-level services 
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for development and usages (Kacsuk 2014). Section 2.3.3 will discuss about these science gateway 
frameworks in more details.          
2.2.1.3 Desktop vs. Web-based Interface 
Although Web-based interfaces are used mainly by science gateways to deliver functionality, 
desktop GUI is also used. A common approach amongst desktop-based science gateways is to 
provide users with a lightweight client for acquiring user inputs; computationally intensive jobs are 
typically performed by services running in a backend. Ultrascan (Pierce et al. 2014) is a popular 
science gateway that exposes its functionality via desktop GUI client. Although the desktop client 
typically offers a more powerful interface for visualisation, we believe that the Web-based interface 
is the current and future trend for science gateways. There are two reasons for this. First, a Web-
based interface relieves the users from any additional installations and configurations. Second, 
recent advances in Web technology (with HTML5 and WebGL) allow sophisticated visualisation to 
be performed.  
Several science gateways use a hybrid technology, Java Web Start (Wetzlmaier 2002). WHIP 
(Harrison & Taylor 2009) and WS-PGRADE/gUSE (Kacsuk 2014) are two representative examples 
using this hybrid technology. It allows users to start an application outside the browser 
environment, which gives the application more flexibility especially when dealing with local files. 
Although this technology is still supported, it becomes obsolete due to advancement of HTML5.  
2.2.2 Science Gateways Functionality 
Various studies have examined existing science gateways to provide guidelines for science 
gateways developments (Soddemann 2007; Gesing et al. 2011; Balasko et al. 2013; Shahand, 
Kampen, et al. 2015). This sub-section summarises these studies and presents a list of popular 
functionality of existing science gateways.    
2.2.2.1 Computing Management 
Computational experiments launched behind a science gateway typically send computational jobs to 
distributed computing resources. These jobs can be generated from applications, scripts or 
workflows. An important functionality of science gateway is computing management, including 
parallelisation, scheduling, preparation, monitoring and retrieval of results. This functionality can 
be implemented in a component within the gateway, for instance DCI in P-GRADE/gUSE (Kacsuk 
2014), EnginFrame (Torterolo et al. 2009), or provided by a distributed middleware such as SAGA 
(Ardizzone et al. 2012), or Nimrod/G (Bethwaite et al. 2010). 
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2.2.2.2 Data Management 
Besides computing management, science gateways also provide support for data management, 
including storage, retrieval, transport, organise, curation, integration and aggregation of data and 
metadata (Shahand, Kampen, et al. 2015). Data can be stored centrally in an network file system, as 
in Galaxy (Afgan et al. 2011) and In-VIGO (Matsunaga et al. 2007), or distributed to different data-
Grid venues, as in EnginFrame (Torterolo et al. 2009). The latter requires integration of data-Grid 
tools to access and query distributed data collections, such as SRB (Baru et al. 1998a), GridFTP 
(Allcock et al. 2005) or OGSA-DAI (Antonioletti et al. 2005).  
2.2.2.3 Security Management 
This function is to authenticate gateway users and authorise them to access various components, 
data, computing resources, services. As a science gateway might need to access various resources, 
or services with different authentication mechanism, they typically integrate single-sign-on (SSO), 
or federated identity management for transparent security management.  
2.2.2.4 Monitoring 
Science gateways need to provide users with facilities to monitor experiments, available resources, 
or status of various system services, etc.  
2.2.2.5 Workflow Management 
Workflow-based science gateways typically provide local repositories for storing and sharing 
workflows. To increase the number and range of available workflows, several gateways, such as 
WS-PGRADE/gUSE (Kacsuk 2014) or Tavaxy (Abouelhoda et al. 2012), provide access to popular 
workflow repositories like myExperiment (Goble & De Roure 2007) or SHIWA (Korkhov et al. 
2013).  
2.2.2.6 Provenance 
Similar to scientific workflow management systems, provenance information should be kept and 
made available to users for reproducibility and repeatability purposes. Workflow-based science 
gateways can leverage the strong provenance support from workflow engines. Application-based 
science gateways often need to implement their own mechanism for provenance collection and 
storage.  
2.2.2.7 Interfaces 
Science gateways often provide two types of interfaces: user interfaces and programming interfaces. 
While the users typically use the Web-based graphical user interfaces to conduct their 
computational experiments, the programming interfaces are for gateway development and 
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customisation. User interfaces can be generic to serve different communities (in science gateway 
frameworks) or specialised to a particular field (science gateway instances). To simplify the 
creation of user interfaces, some gateways automatically generate user interfaces based on user 
provided specifications, for instance via XML spec, e.g. Rapid (Koetsier & Hemert 2009) and 
EnginFrame (Hemert et al. 2011), or workflow parameters e.g. CAMERA (Altintas et al. 2010), 
GECEM (Walker et al. 2011).  
2.2.3 A survey of Science Gateways Frameworks 
2.2.3.1 Apache Airavata 
Apache Airavata (Marru et al. 2011) evolved from the LEAD portal (Christie & Marru 2007) and 
the generalisation of the LEAD components to other scientific disciplines through the Open 
Gateway Computing Environments project (Pierce et al. 2009). Airavata supports the execution of 
both single applications, and workflows, over a wide range of computing resources, ranging from 
clusters, grids and clouds. The system stores the applications and workflows, along with input and 
output datasets, in the Airavata Registry. Job execution management and monitoring is performed 
by Generic Application Factory Service (GFac), which wraps applications into Web services. As 
part of the wrapping process, the inputs, outputs, deployment information, file staging and job 
submissions need to be specified. The Web service that is generated is then registered with the 
Airavata Registry and can be shared with other users. Airavata users can execute these application 
Web services individually, or chain them into workflows, which are enacted by the Workflow 
Interpreter. This Workflow Interpreter is also in charge of collecting provenance information via the 
provided messaging system. In terms of security, Airavata uses a Credential Store to manage all the 
credentials for securely interact with remote distributed systems.  
All the functions of Airavata are exposed via an REST API. Airavata also provides basic Web-
based clients to support the execution of individual applications e.g. setting up parameters, selecting 
computational resources, etc. A science gateway instance needs to develop its own clients for more 
complicated analysis and visualisation. Airavata relies on XBaya – a desktop-based workflow editor 
– to perform workflow development.  
2.2.3.2 HubZero 
HubZero (Mclennan & Kennell 2010) is a science gateway framework that evolves from the 
popular nanoHub platform (Klimeck et al. 2008). Similar to nanoHub, HubZero is developed on top 
of the Joomla content management systems (Wilkins-Diehr et al. 2008). Data management in 
HubZero is performed by the local file system, with conventional home directory, access controls 
and quota limitation. Application execution is performed in a restricted lightweight virtual 
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environment implemented in OpenZV (OpenVZ 2015). A unique feature of HubZero is the 
interaction between users and computation, which is enabled by the Rappture toolkit. The 
development of an interactive application consists of two phases: 1) the interface with 
inputs/outputs (IO) is defined via an XML file and 2) the application is modified and re-compiled to 
incorporate the specified IO as well as the control of the generated interface. During execution, a 
VNC connection is created from the interface to the virtual environment for visualisation and 
interaction. A virtual Linux desktop or workspace in HubZero is provided for tool development and 
deployment.  
Recently, the Pegasus SWFMS has been integrated into HubZero to bring the scientific workflow 
technology to science gateway environment (Mclennan et al. 2015). The new workflow-enabled 
system is capable of executing large-scale experiments while preserving essential run-time 
information of the experiments i.e. provenance.  
2.2.3.3 WS-PGRADE/gUSE 
WS-PGRADE/gUSE (Kacsuk 2014) is a generic workflow-oriented science gateway framework 
that provides GUIs and APIs to create and run workflows on various distributed computing 
infrastructure. Data management in WS-PGRADE/gUSE is performed by the File Storage 
component, which allows users to manage databases, local and remote files. When a user submits a 
workflow execution request, the workflow is sent to the Workflow Interpreter, which performs the 
workflow enactment. The computational jobs generated are sent to DCI-BRIDGE, which distributes 
them to various resources, ranging from Clusters (PBS (Nitzberg et al. 2004), SGE (Gentzsch 
2001)), to Grids (gLite (Laure et al. 2006), Globus (Foster & Kesselman 1997), UNICORE (Erwin 
& Snelling. 2001)) and Clouds (Google Apps Engine (Google 2015) and Amazon EC2 (Amazon 
2015a)). Each WS-PGRADE/gUSE instance has a local workflow repository for local storage and 
sharing of gUSE workflows. It can also access the SHIWA workflow repository for a larger 
collection of workflows (Kacsuk 2014). Regarding security, the framework provides a single sign-
on (SSO) option together with basic username/password security. In addition, it also supports the 
management of different credentials for distributed resources such as public keys, certificates and 
Cloud credentials. 
Besides the Web interfaces for workflow development and execution, WS-PGRADE/gUSE exposes 
two level of APIs support further customisation. First, all the back-end services are exposed via the 
application specific module (ASM) API to facilitate custom Web client development. And DCI-
BRIDGE services are also exposed to enable existing interface to utilise the supported distributed 
resources.   
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2.2.4 Workflow-based Science Gateways 
We have reviewed science gateways via their classifications and functionalities. Three popular 
science gateway frameworks are also detailed, together with an extensive survey of other 
frameworks presented in Table A-2 (Appendix A). To date, science gateways have become an 
important part of science and engineering (Lawrence et al. 2014). These gateways hide the 
underlying computational complexities from scientists and allow them to run scientific applications 
without concern for where the computation takes place. As discussed earlier, the computation can 
be either individual applications or complete workflows. From the reviews about science gateways 
presented so far, we observe that workflow-based science gateways are more flexible and extensible 
than application-based science gateways. This is because workflows can be used to connect 
multiple, otherwise independent packages to form a single application. Additionally, the strong 
support for execution provenance in scientific workflow is also beneficial in terms of 
reproducibility and repeatability. As a result, WorkWays aims to support scientific workflows rather 
than single applications.  
This sub-section details more about workflow-based science gateways, focusing on the integration 
of scientific workflow technology into science gateway environment.  
2.2.4.1 Integration of SWFMSs into Science Gateways 
A common approach to develop workflow-based science gateway is to deploy a workflow engine, 
often wrapped in a Web service, at the business layer. Web interfaces are provided to users for 
managing different aspects of executions, such as workflows, data, resources, etc. As there are a 
large number of SWFMSs, many workflow-based science gateways reuse workflow engines from 
these SWFMSs. However, there are also systems that develop everything from scratch. 
Many science gateways re-use existing SWFMSs to reduce the development time and effort. Early 
workflow-based gateways following this approach, such as CAMERA (Altintas et al. 2010), LEAD 
(Droegemeier et al. 2004), BioWEP (Bartocci et al. 2007), only support execution of fixed, 
previously generated and published workflows. Workflow development is performed in a different 
environment, typically on the developer’s own desktop. Once the workflow is tested, it is then 
uploaded and shared with other users. Customised Web pages associated with each workflow are 
then generated by the science gateway to provide users with a simple interface for execution 
initialisation, monitoring and results collection (Romano et al. 2007; Altintas et al. 2010; Donvito et 
al. 2012). Visualisation tools are also integrated to assist analysis (Altintas et al. 2010; Mates et al. 
2011; Romano et al. 2007). The main benefit of these systems is the simplicity of launching a 
computation, as the workflows are hidden from the users. On the other hand, lacking the ability to 
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compose workflows is the main drawback of these workflow-based science gateways. Later science 
gateways following this approach, such as IVIP (Tuot et al. 2008) and SciencePipes (SciencePipes 
2015), overcome this drawback by providing workflow editors on the science gateway itself.  
Besides science gateways that reuse existing SWFMSs, several workflow-based science gateways 
develop the whole systems. Galaxy (Blankenberg et al. 2010), Ergatis (Orvis et al. 2010) and 
ClowdFlow (Kranjc et al. 2012) are representative examples of this group. As these systems target 
the Web environment from the beginning, SWFMSs features such as workflow composition, data 
management, resource management, etc. are supported and performed in the Web.  
2.2.4.2 Workflow Composition 
Amongst workflow-based science gateways that support workflow composition, a common 
approach is to translate a graph represented by Web elements in the workflow editor into a 
workflow language supported by the workflow engine. As there is no widely accepted workflow 
language in the scientific workflow community, the workflow editor generally targets single 
workflow language. To the best of our knowledge, only the Dashboard project (Gesing et al. 2014) 
attempts to support multiple workflow languages. However, its latest development only supports 
two languages (gUSE and Dispel), at a ‘rudimentary’ level. 
2.2.4.3 Workflow Execution, Monitoring and Interaction 
A list of popular workflow-based science gateways is shown in Table A-3. As can be seen, the 
majority of workflow-based science gateways in the list execute workflows in batch-mode. This 
means that the gateway is only used to set up parameters and input files at the beginning, and 
collect or analyse results afterwards (post mortem analysis). There are two main limitations of this 
execution model. First, it is difficult for users to gain insights into the progress of the computation. 
Second, batch execution does not facilitate continuous user interaction, which is important in 
several science domains (Nguyen et al. 2015; Mattoso et al. 2015).   
Different approaches have been used by workflow-based gateways to provide users with more 
insight into the execution of a workflow. WS-PGRADE/gUSE portal (Kacsuk et al. 2012) uses 
breakpoints to suspend and resume the execution of a workflow instance. This feature allows the 
users to observe the progress of the workflow on the fly, and to perform a job/service call instance 
level check pointing when needed. The workflow-based gateway presented by (Jaghoori, Ramezani, 
et al. 2014) allows users to evaluate partial results of a long running execution. The user can query 
the intermediate result and decide whether to terminate the execution prematurely.  
To the best of our knowledge, GPFlow (Rygg et al. 2006) and MediGrid (Krefting et al. 2009) are 
two workflow-based gateways that support interactive workflows. GPFlow supports interactions 
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between running workflows and users by associating a Web interface with each component. Any 
change made to a running workflow causes the workflow to be restarted from that point. On the 
other hand, MediGrid provides specific user interfaces for each workflow; the user interfaces are for 
managing and monitoring the experiment, and visualizing the results. The interface for interacting 
with the workflow is also tailor-made to fit the requirements of the specific pipeline.  
2.2.5 Science Gateway Discussions 
This section has presented a review of science gateway technology. It starts with a classification of 
science gateways, and then the main functionality is introduced. Three popular science gateway 
frameworks are also presented. A discussion of the integration of workflow technology into a 
science gateway environment is presented in Section 2.2.4.  
From this review, several conclusions are drawn. First, workflow-based science gateways are more 
extensible than application-based science gateways as SWFMSs provide a uniform environment to 
create multiple, otherwise independent packages into a single application. Second, existing 
workflow-based science gateways typically deal with workflow execution as black-box 
computation. Once workflows are composed or imported, user interfaces are provided to set up 
initial parameters, launch and perform basic monitoring of the executions. The workflows are 
mostly executed in batch-mode. Third, workflow editors in existing workflow-based science 
gateways are typically designed to serve a single workflow system.  
From these conclusions, we believe that science gateways require a more sophisticated scientific 
workflow integration model, which addresses several problems in existing workflow-based science 
gateways. First, an IO model should be provided to enable data to be exported out of, or imported 
into continuously running workflows. This IO model facilitates interactions between workflow 
executions and the science gateways’ interfaces in a way that isn’t possible in any of the other 
systems. This way, the state of the execution is reflected on the science gateways, providing users 
with better insights into the progress of the computation. Importantly, human decision-making can 
be incorporated into the execution; this is very useful in several applications (which will be 
discussed later). Second, it should be easy to extend the model to support other existing workflow 
systems.  
2.3 Human-in-the-loop (HiTL) Computation 
This chapter, so far, has reviewed state-of-the-art technologies to be used in this thesis. In 
particular, Section 2.1 has reviewed scientific workflow, a technology that helps scientists create, 
manage and execute their experiments in the forms of flexible pipelines. This is followed by a study 
of science gateway, which is an accessible platform allowing users to launch large-scale 
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experiments without concern for the underlying middleware or hardware details. These sections 
present different technologies for creating, managing, delivering, and executing computational 
models or analyses. Here, we take a step back and review how a human interacts with these 
computations by looking at human-in-the-loop approach (Section 2.3.1), computational steering as a 
realisation of human-in-the-loop in computational simulation (Section 2.4.2). We also discuss the 
human-in-the-loop in scientific workflow and workflow-based science gateway (Section 2.3.3 and 
2.3.4).   
2.3.1 Human-in-The-Loop and Interactive Computation 
The term Human-in-The-Loop (HiTL) is often used to indicate the human involvement during an 
execution of a particular process. This can be a computation process, in case of a HiTL simulation 
(Rothrock & Narayanan 2011; Folds 2015) and HiTL data analytics (Liu et al. 2014), or control 
process (Fung et al. 1992), etc. Typically, the human in the loop reacts to the output produced by 
the system and provide inputs that are used to change the system state. The human can interact with 
the system once, or iteratively (Folds 2015). An example of a single interaction process is firing a 
simulated gun where the position and direction of the control device are used to determine where 
the bullet travels. On the other hand, controlling a simulated airplane is an example of iterative 
interaction. The human inputs (speed, roll, pitch, yaw) determine the graphical outputs of the 
system, which in turn affects the input of the controller.  
In the context of computer science and software engineering, HiTL is synonymous with interactive 
computation (Goldin et al. 2006), a type of computation that involves input/output operations with 
outside world during computation. HiTL computation has two main advantages over non-
interactive (or batch) computation. First, users can gain better insights into the progress of the 
computation due to the updated output of the systems. Second, users can “interfere” with the 
computation and steer it accordingly. This dynamic interference is useful in many cases, especially 
with cases that it is difficult to replace human decision-making capability by machines:  
In spite of the tremendous advances made in computational analysis, there remain many 
patterns that humans can easily detect but computer algorithms have a difficult time finding. 
(Jagadish et al. 2014) 
As a result, HiTL computation has been applied in many applications across various domains 
(Mattoso et al. 2013; Nguyen et al. 2015).  
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2.3.2 Computational Steering: realisation of HiTL computation 
Computational steering is a well-known technique to realise HiTL in the context of simulation. As 
shown in Figure 2-11, it is the highest level of integrating scientific visualisation to simulations 
(Marshall et al. 1990), along with post-processing and tracking. In post-processing, the entire 
simulation is executed, and then resulting data is stored for later visualisation. User interaction is 
not supported in this approach; however, it allows users can work at their own pace to analyse the 
simulation results. Tracking offers better level of integration by providing visual presentation of 
data as the simulation progresses. As a result, the users can see the result instantly and can abort the 
execution when error detected. The highest level of integration is steering, where users can control 
the computational model while viewing the results of the calculation. This gives users the ability to 
focus on the productive region of parameter space (Brodlie et al. 2007).  
At a high level, a computational steering system consists of four major components: 
• User interface: this components interfaces with the users, it presents the computational data 
in forms of visualisation and handle user inputs 
• Data communication and transfer: this components is responsible for data distribution 
between user interface and the simulation 
• A simulation 
• A control mechanism controls how these major components interact with each other.  
Regarding the implementation approach for these computational steering systems, they can be 
divided into three groups (Parker et al. 1997; Hart & Kraemer 1999):  
• Instrumentation approach: Changes are made to the existing programs to provide access 
points for the parameters and results. These programs can be instrumented with sensors – for 
monitoring, and actuators – for steering. Steering actions are only applied when the actuators 
code is executed.  
• Scripting approach: This approach breaks the code is into various modules and uses scripts 
(Python, Perl, Tcl) to control these modules. These scripts can be changed dynamically, and 
are used to add/delete/substitute modules or alter the control flow.  
• Dataflow visualisation approach: This approach incorporates simulation and visualisation in 
a dataflow pipeline. Since simulation code is in the pipeline, tracking and steering is 
immediately feasible.   
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Figure 2-11: Three categories of visualisation techniques (Marshall et al. 1990). 
A steering system takes needs to address the four aspects of steering problems (Parker et al. 1997), 
including: 
• Control mechanisms: Each steering system needs a control mechanism to coordinate the 
actions of different components and modules. The control mechanism concerns how to 
handle steering actions, or output data from the simulation.   
• Data collection and distribution: This aspect dictates how the system handles data. For 
simulations involving large amount of data, effective data distribution might be problematic, 
especially with visualisation involved.  
• Data presentation: This aspect concerns how data is presented to the end users. It can be 
static images, or interactive visualisation.  
• User interfaces: This aspect covers everything related to interaction interface, such as 
software i.e. GUI, or displaying interfaces, interaction metaphors, etc.  
2.3.3 HiTL Scientific Workflows 
In business workflows, integration of a human into workflows is a common practice (Sonntag et al. 
2010) because a human is inherently a part of business processes. Human-workflow interactions are 
supported by popular business workflow standards (or their extensions). For example, BPEL 
(Business Process Execution Language) (Jordan et al. 2007), the most widely accepted business 
workflow standards by software vendors, provides two extensions specifically for modelling human 
tasks: BPEL4People (Kloppmann et al. 2005) and WS-HumanTask (Agrawal et al. 2007). BPMN 
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(Business Process Modelling and Notation) (Object Management Group 2013), another well-known 
business workflow standard, also support human interactions via its manual task and user task. 
While the manual tasks are not tracked in terms of start and completion, the workflow engine does 
keep track of the human tasks.  
In the context of scientific experiments, human interactions are considered an important factor due 
to the exploratory nature of science and the dynamicity of much scientific analysis. As a result, 
supporting human interactions is identified as one of the challenges of SWFMS implementation 
(Ludascher et al. 2006; Gil et al. 2007).  
Human interactions in scientific workflow are generally supported at two levels: the system level 
and the workflow level. The former supports user interactions and controls via the SWFMSs, while 
the latter implements human interactions within workflows. With the SWFMS-level interactions, 
most existing SWFMS provide VCR-like operations to allow users to control the flow of the 
execution (pause, resume, stop, re-run), to examine intermediate results, change parameters or 
structure of the workflow. To avoid a complete re-execution, smart-rerun is introduced and 
supported by many SWFMSs so that only parts affected by the changes are re-executed (Ludascher 
et al. 2006). Human interaction at this level is also associated with dynamic workflows - a kind of 
workflow that changes its structure to react to external conditions such as human inputs or other 
runtime conditions (Caeiro-rodr et al. 2008; Santos et al. 2013).  
At the workflow-level, human interactions are often achieved through additional components that 
accept new inputs and propagate them throughout the workflow. These can be Web services that 
wrap human tasks as in Kepler (Ludascher et al. 2006) and Taverna (Lanzén & Oinn 2008), or a 
new construct that controls the iterations of workflows based on user inputs (Dias et al. 2011). The 
Promoter Identification workflow is an example of using Web services to wrap human tasks 
(Ludascher et al. 2006). This Kepler workflow links genomic biology techniques with 
bioinformatics tools to identify and characterise eukaryotic promoters. The workflow allows 
scientists to inspect intermediate results, and re-rank the methods for the subsequent steps. This is 
achieved by wrapping the human task into a Web service, which generates a Web page for user 
interactions. The Web page is presented on a local Web browser and the inputs are feedback to the 
workflow. Taverna also provides an interaction service (Lanzén & Oinn 2008), which defines 
human interaction within a workflow. This service acts as a meditation layer between the automated 
workflow engines and one or more users. The advantage of this approach is the simplicity. 
However, it is not a viable solution in practice because it requires the scientists to complete the 
human tasks before a connection timeout (Sonntag et al. 2010). (Dias et al. 2011) introduces a new 
control structure into the Chiron workflow that allows users to adjust parameters based on partial 
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results obtained from the provenance during execution. The adjustments enable users to modify the 
number of iterations in an iterative workflow or filter out input parameters and thus reduce the 
execution time.  
2.3.4 HiTL in Workflow-based Science Gateways 
As discussed in Section 2.2.4.3, MediGrid (Krefting et al. 2009) and GPFlow (Rygg et al. 2006) are 
two workflow-based gateways that support human-workflow interactions to the best of our 
knowledge. GPFlow workflows are state-based; each component of the workflow can be in either 
running or suspended state, and user inputs are processed at suspended state (Rygg et al. 2006). 
GPFlow supports interactions between running workflows and users by associating a Web interface 
with each component. Any change made to a running workflow causes the workflow to be restarted 
from that point. The main limitation is that GPFlow only supports acyclic graphs, making GPFlow 
unsuitable for implementing feedback loops. 
MediGrid is a science gateway targeting medical imaging (Krefting et al. 2009). Each workflow in 
MediGrid provides its own portlet with specific user interface for managing and monitoring the 
experiment, and visualizing the results. The interface for interacting with the workflow is also 
tailor-made to fit the requirements of the specific pipeline. MediGrid presents two interactive 
workflows, in which user inputs are used to specify the boundaries of the computation (Beronov et 
al. 2009), and set seed points of a segmentation process (Siewert et al. 2011). User interaction is 
performed synchronously with the workflow execution, i.e. the workflow execution is paused 
waiting to user inputs and resumed up on availability of user inputs. In terms of interactivity, 
MediGrid is a step ahead of other workflow-based gateways. However, the main limitation of the 
system is its interaction interface, which is tailor-made to specific pipelines.   
2.4 Cloud Computing 
Cloud computing (or simply the cloud) has been the most recent large-scale distributed 
infrastructure to be developed. Clouds have gradually become the de-factor infrastructure for many 
applications. The scientific community has embraced this trend to utilise its advantages. This 
section first introduces cloud computing, and then compares the clouds with previous popular large-
scale distributed infrastructure. Finally, virtual desktop and its applications are discussed.  
2.4.1 Cloud Computing Introduction 
Cloud computing has been adopted almost universally in both industry and academia 
(Antonopoulos & Gillam 2010). The cloud represents a significant shift in the provisioning and 
delivery of computing infrastructure and services: a shift from distributed, independently managed 
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resources to scalable centralised services managed in professional data centres, with rapid elasticity 
of resource and service provision to the user. This shift brings several compelling features that make 
it attractive to business owners and academic researchers. First, users do not need to make any up-
front investment in the infrastructure. They only pay according to their usage, in a pay-as-you-go 
style (depending on the adopted economic model). Second, the elasticity of cloud computing can 
lower operational cost. The ability to allocate and de-allocate resources means that there is no need 
to provision services based on the peak load and thus operational costs are reduced. Third, cloud 
infrastructure is highly scalable (Zhang et al. 2010). This is due to the availability of large amount 
of resources from data centres provided by cloud providers. This allows applications to rapidly 
scale to serve as demand increases. Fourth, service-oriented architectures in cloud computing are 
practical and accessible. Through virtualisation and other technologies, the underlying architecture 
and business model is abstracted from users (Gong et al. 2010), who are only exposed to high-level 
Web-based interfaces to interact with computational infrastructure. Finally, operational risks, for 
instance hardware failure, and maintenance expenses are shifted from users as computing 
infrastructure and services are outsourced to cloud providers (Zhang et al. 2010).  
Cloud platforms can be categorised into three main types (Antonopoulos & Gillam 2010). A cloud 
service can be made available to public in the pay-as-you-go manner; this is known as public cloud. 
On the other hand, a private cloud is a cloud infrastructure that only serves a particular business or 
organisation. A hybrid cloud is the combination of private cloud and public cloud, in which the 
public cloud is used to handle rapid workload fluctuations or hardware failure in the private cloud.  
In the context of academia, cloud computing has proven to be an accessible and effective platform 
for science and engineering research (Iosup et al. 2011; Sakellari & Loukas 2013). Various 
academic and research organisations have developed cloud technologies and infrastructure (Buyya 
et al. 2009). As a result, several cloud infrastructure has been created specifically for research 
purposes, for example FutureGrid (von Laszewski et al. 2010), NeCTAR (NeCTAR 2015d). These 
platforms are known as science clouds, academic clouds or research clouds, and they are available 
for a group of researchers with merit-based allocation model (Juve et al. 2013). In contrast to 
commercial clouds, the research clouds do not charge users and thus they are an attractive option 
for scientific applications (Juve et al. 2013), besides traditional on-campus computational 
infrastructure such as clusters.  
To date, cloud computing offers various level of services, ranging from the platform level to the 
application level. For instance, Amazon’s Elastic Compute Cloud (EC2) (Amazon 2015a), an 
Infrastructure-as-a-Service (IaaS), delivers virtual machines, which can run arbitrary software, 
including operating systems and applications. On the other hand, Microsoft’s Azure (Microsoft 
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2015), a Platform-as-a-Service (PaaS), provides platforms that allow users to build applications. 
Finally, Software-as-a-Service (SaaS), such as Google’s Apps (Google 2015), presents high-level 
Web-enabled applications as well as services that can be further leveraged by other software 
systems. 
2.4.2 Comparison of cluster, grid and cloud computing 
Clusters, grids and clouds are three large-scale distributed computing infrastructures that often be 
used by computational-demanding scientific experiments. Although they are often confused as 
being equivalent, their technical differences make them suitable for different types of applications.  
Clusters are typically constructed from a set of loosely coupled computers that work together 
closely via high-speed networks. This platform is ideal for applications that require high bandwidth 
and low latency inter-process communication. Grid, on the other hand, aggregate resources across 
different administrative and geographical domains (Kesselman & Foster 1999). Resources are often 
built from devices such as clusters, data stores and scientific instruments. The distributed nature of 
the Grid makes the management much more complicated than single clusters; this problem is 
resolved by various Grid middleware, such as Globus Toolkit (Foster & Kesselman 1997), 
UNICORE (Huber 2001), gLITE (Laure et al. 2006), which is created to support Grid users in 
computation management, storage management, security, data movement, etc. Grid is the platform 
of choice for loosely coupled embarrassingly parallel applications, or pipelines that require the 
aggregation of multiple resources from separate organisations. It is, however, not suitable for 
problems that involve tight coupling between processes.  
While clouds are often considered as a replacement for the grid, there are two major differences that 
separate them. First, clouds simplify issues of heterogeneity, authorisation and authentication and 
the use of different administrative domains that apply in grids (Foster et al. 2008). The management 
in clouds is centralised, rather than de-centralised as in Grids. In this aspect, the cloud is closer to a 
cluster than a Grid, although details of the size and location of the resources are often hidden from 
users. Second, as opposed to Grids, clouds do not integrate instruments and are generally only 
concerned with computation and data storage. 
2.4.3 Remote Desktop Virtualisation: from Virtual Desktop Infrastructure 
(VDI) to Desktop-as-a-Service (DaaS) 
Virtual desktop is a standard desktop operating system that is encapsulated within a virtualised 
environment, commonly known as a virtual machine (VM), that can be accessed by the users 
(Petrović & Fertalj 2009). Desktop virtualisation concerns techniques and implementations that 
enable virtual desktops. There are two main technologies to enable desktop virtualisation: local (or 
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client-hosted) and remote (or server-based) desktop virtualisation. In local desktop virtualisation 
technology, a VM resides and operates locally. Examples of this technology includes VMWare 
(Rosenblum 1999) and VirtualBox (Romero 2010). On the other hand, remote desktop 
virtualisation technology hosts multiple VMs in managed facilities and access is performed via 
remote displays protocols such as VNC (Mulfari et al. 2013) and RDP (Banik et al. 2006).  
Remote virtual desktop technology has attracted much attention from both industry and academia. 
In the industry, this is shown via the number of remote virtual desktop services offered by major 
cloud providers, including Amazon’s WorkSpaces (Amazon 2015b), VMWare’s Horizon DaaS 
(VMWare 2015) and Dell’s WorkSpace-as-a-Service (Dell 2015) to name a few. In academia, 
virtual desktops are mainly used for two purposes. First, to provide users with an accessible and 
ready-to-user environment to conduct experiments. The virtual desktops in this case are often 
bundled with necessary scientific tools. The Characterisation Virtual Lab (Goscinski et al. 2014) is 
an representative example of such systems. Second, to visualise output data; the visualisation is then 
delivered to users via the Web or thin client (Neeman et al. 2005; Wibisono et al. 2007).  
Remote desktop virtualisation is realised using two technologies, namely virtual desktop 
infrastructure (VDI) and Desktop-as-a-Service (DaaS). The main difference between the two 
technologies is the underlying infrastructure for delivering virtual desktops. While DaaS is managed 
and delivered from the clouds (Vankeirsbilck et al. 2014), VDI is typically implemented with in-
house servers or data-centres (Miller & Pegah 2007; Petrović & Fertalj 2009). Compared to VDI, 
DaaS has two main advantages inherited from the cloud, namely no up-front investment and 
scalability. However, VDI is advantageous in terms of security as the data is hosted in-house. 
In the context of science gateway, virtual desktops have been used to host simulations and perform 
visualisation (Torterolo et al. 2009; Mclennan & Kennell 2010). Web-based VNC client is then 
used to access the visualisation or the desktop features. HubZero (Mclennan & Kennell 2010)  is an 
example where experiments are executed within virtualised environments; Applet-based VNC client 
is then provided to access the visualisation.   
The current techniques to implement virtual desktops mainly use hardware virtualisation. This 
technique typically employs a hypervisor (or virtual machine monitor) to enable multiple virtual 
machines running on top of a common physical infrastructure. Each virtual machine is a complete 
operation system (Guest OS) that is isolated from each other. The ISA from guest OSes are 
translated to the host ISA using various techniques at runtime (Dua et al. 2014). Another 
virtualisation technique that is recently attracting much attention is containerisation, which operates 
at the operation system level. Each container can be considered as a lightweight virtual machine 
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running inside a host environment (Soltesz et al. 2007). Since the running instructions are native to 
the host CPU, there is no overhead in terms of instruction translation. Even though containerisation 
is new compared to traditional hardware virtualisation, it offers a promising alternative for 
implementing virtual desktops. 
2.5 Computer Displays  
Scientific visualisation is an important aspect of scientific experiments as it offers insights into 
simulations or data patterns through visual methods. The advancements in computing platforms, 
data collection and storage techniques have magnified the amount of collected or generated data. 
Consequently, the size and resolution of datasets to be visualised has increased steadily. The 
computer display technology, as a result, has evolved to accommodate this growth. Over the year, 
ultra-high-resolution displays have been built and deployed around the world (Brown et al. 2009; 
Ponto et al. 2011; Leigh et al. 2013). These are ideal platform for high-resolution visualisation, 
which could not be handled easily in traditional desktops.   
(Schmidt et al. 2006) and (Leigh et al. 2009) provide relatively complete surveys on the advances of 
computer displays, ranging from conventional desktop displays, to touch interface, to stereoscopic 
displays. Amongst those, the most notable display technologies are display walls and virtual caves 
due to their capability to visualise high-resolution data. A display wall is a scalable device that 
consists of multiple screens, controlled by a high performance computer, or a cluster of computers 
(DeFanti et al. 2009). Meanwhile a virtual cave is a virtual reality room where scientific models and 
animations are projected on the surrounding screens of the users giving the users 3D illusions of 
those objects (DeFanti et al. 2009). Both tiled display walls and CAVE systems are capable of 
displaying very high-resolution images and have been used widely for scientific visualisation. 
Between them, the virtual cave offers a more realistic, 3D experience, but requires much higher up-
front investment and on-going maintenance due to its size and complexity. As an example, the 
CAVE2 system at Monash University is estimated at A$2 million (Lewis 2014). On the other hand, 
the display walls are significantly more economical (DeFanti et al. 2009) and this makes them a 
more popular choice for high-resolution virtualisation systems. In the context of this thesis, only 
display walls are considered due to its availability.  
A display wall is a scalable display that consists of multiple displays controlled by a high 
performance computer, or a cluster of computers (DeFanti et al. 2009). Regarding the display, the 
wall can be built out of projector arrays or LCD (or LED) panels. A major advantage of using 
projectors is that the display wall does not have bezels, as used in LCD-panel display walls. 
However, LCD-panel display walls have advantages that make them a more ideal choice than 
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projector arrays. First, the cost; LCD-panels typically have a long lifespan, low cost, low power-
consumption and high resolution, which make LCD display walls more economical. Second, LCD-
panels are typically more compact than projector arrays with the same resolution (Leigh et al. 
2009). And third, LCD-panel displays do not require any calibration like in projector arrays, and 
this makes them simpler to operate. As a result, display walls in both academia and industry are 
now built from LCD panels.  
In terms of the computation, the wall might require a cluster of computers or a single high 
performance computer. In the past, running large display walls typically required clusters of 
computers to drive the visualisation. Rendering middleware was needed for rendering in those 
clusters. SAGE (Brown et al. 2009), CGLX (Doerr & Kuester 2011), DisplayCluster (Johnson et al. 
2012) are amongst the most popular middleware in use. To make use the of the large screen size, all 
these middleware applications support multiple user interactions. This makes the display wall not 
only a visualisation cluster, but also sharing and collaboration environment.  With the development 
of advanced graphic hardware, single computers at present can drive more than dozen of displays 
therefore reduce the cost of ownership and maintenance (Nam et al. 2015). As a result, the whole 
system can be used as an ultra-high-resolution desktop. The tiled display wall at our laboratory is 
currently being used in this mode (Research Computing Centre 2015).  
2.6 Literature Review Summary 
This chapter has achieved several objectives. First, the scientific workflow technology was 
reviewed, including various aspects of the technology and popular scientific workflow management 
systems (Section 2.1). Second, a study of science gateways has been presented in Section 2.2. 
Importantly, several conclusions were drawn from the study and they serve as guidelines to the 
overall development process. Third, the chapter reviewed human-in-the-loop (HiTL) computation 
approach, and how this approach is supported in computational steering, scientific workflow and 
workflow-based science gateways (Section 2.3). Fourth, cloud computing and display technologies 
are reviewed (Section 2.4 and 2.5 respectively); these are two technologies that are going to be used 
in our solution.   
Computational experiments are becoming increasingly complicated. These experiments often 
consist of multiple models, analytical tools and data stores. Furthermore, computational 
components of an experiment can be executed in parallel and/or in a distributed computing 
infrastructure. Scientific workflow technology simplifies this task by providing a high-level 
environment that helps scientists to create, manage and execute their experiments in the forms of 
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flexible pipelines (Section 2.1). Scientific workflow has attracted tremendous research interest, and 
considered the “cornerstone of e-Science” (Gil et al. 2007). 
Science gateways are increasingly used to interface scientists with their computations and data. 
Their main goal is to increase the usability and accessibility of computational tools and data as well 
as to leverage reproducibility and repeatability of scientific experiments (Gesing & Wilkins-Diehr 
2015). Computations launched behind the gateway can be individual applications or complete 
workflows. In particular, workflow-based gateways are extensible because workflows can be used 
to incorporate multiple, otherwise independent packages into a pipeline of activities. 
In Section 2.2 and 2.3.4, existing workflow-based science gateways are reviewed, and this review 
reveals two important issues. First, most existing workflow-based science gateways operate in 
batch-mode (Section 2.2.5) and for those that support interactivity, the solution is tailored to 
specific pipelines and is not re-usable (Section 2.3.4). As a result, existing workflow-based science 
gateways poorly support HiTL computation (Section 2.3). Second, workflow editors in existing 
workflow-based science gateways are typically designed to serve a single workflow system (Section 
2.2.5); extending existing science gateway to support another scientific workflow is not 
straightforward. As a result, science gateways require a more sophisticated scientific workflow 
integration model, which addresses these issues in existing workflow-based science gateways.  
The next chapters present the research contribution of the thesis. They discuss the architecture 
(Chapter 3), design (Chapter 4) and implementation (Chapter 5) of a new interactive workflow-
based science gateway that supports HiTL scientific workflows. The new gateway, called 
WorkWays, consists of novel tools and services that address the issues in existing workflow-based 
science gateways. 
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Chapter 3  
WorkWays Architecture 
 
 
This thesis argues that science gateways built on workflows are both powerful and flexible, 
allowing complex pipelines to be exposed to a wide range of users. Further, as users can interact 
with running workflows, they can steer and monitor the execution as it proceeds, and thus human 
decision-making can be integrated into the pipeline seamlessly. The survey in Chapter 2 has 
indicated that it is challenging to achieve these goals using existing technologies. Present workflow-
based science gateways are mainly used to set parameters, execute a workflow and collect results; 
Human-workflow interaction has not received a lot of attention. 
To bridge this gap, we have developed WorkWays, a science gateway that supports both the 
development and the execution of human-in-the-loop scientific workflows. This chapter presents 
the architecture of the WorkWays science gateway, which sets a framework for the proposed 
solution. This chapter, together with the design chapter (Chapter 4) and implementation chapter 
(Chapter 5), constitute the main contribution of this thesis, which is the design and implementation 
of an interactive workflow-based science gateway. The rest of this chapter is organised as followed. 
Section 3.1 discusses challenges in developing and executing human-in-the-loop workflows in a 
science gateway environment. We derive a list of system requirements to guide the design process 
and to overcome these challenges. Section 3.2 presents the WorkWays architecture itself and 
Section 3.3 illustrates how the proposed architecture fulfils the requirements. 
3.1 Interactive Workflow-based Science Gateway Challenges 
This section describes the challenges in the development and execution of human-in-the-loop 
workflows in science gateway context. Specifically we describe: the need for interaction between 
the users and the running scientific workflows (Section 3.1.1), the need for extensions of the 
interaction interfaces (Section 3.1.2) and the need for supporting workflow development and 
execution in the same environment (Section 3.1.3). A set of system requirements is then extracted to 
guide the design process (Section 3.1.4).  
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3.1.1 Human-workflow interactions in Science Gateway 
As introduced in Section 2.2, there are a number of workflow-based science gateways in existence, 
serving a wide range of communities. To date, much effort has been invested in the following 
aspects of science gateways: 
• User-friendly and secure interfaces to start and monitor the progress of workflow execution; 
• User-friendly and secure interfaces to manage computational resources and storage; and 
• Simple mechanisms to share workflows, data and visualisation output. 
However, interaction between users and an executing workflow has not attracted a lot of attention.  
The major challenge of enabling human-workflow interaction in science gateways is the lack of a 
flexible IO model that allows users to insert data into, or export data from, a continuously running 
workflow. Most of existing scientific workflows operate in batch mode (Nguyen & Abramson 
2012; Nguyen et al. 2014; Nguyen et al. 2015), accept parameters at the start of execution and 
deliver results at the end. This model does not work with human-in-the-loop workflows, which 
require continuous interactions between users and executing workflows.   
Integrating humans into the loop is important because it may be difficult to replace manual 
decision-making capability with automated algorithms in some applications. We believe a flexible 
IO model is required to meet this goal.  Further, it is desirable to have additional functionality for 
interaction be integrated into the existing gateway so users do not need to learn new tools and 
interfaces. Importantly, the integration of the IO model into workflows should not modify the 
workflow structure or dependencies to avoid re-development. Additionally, the IO model should 
allow users to visually replay the input/output events of workflow executions.   
3.1.2 Interaction Interface  
The Web is a powerful and accessible platform for visualisation and interaction. However, the 
human-workflow interaction should not be limited to Web browsers. One reason for this is the 
limited screen “real estate” of Web browsers in standard desktops, which makes Web interface 
unsuitable for high-resolution visualisation. Further, browsers are not always flexible enough to 
support rich interaction, although newer frameworks such as HTML5 have significantly enhanced 
browser functionality. Accordingly, it is desirable that the system supports a range of devices, from 
conventional Web browsers through to high definition display walls. 
3.1.3 Integration of Scientific Workflows into Science Gateway 
As discussed in the literature, many workflow-based science gateways only support workflow 
execution. In these systems, workflows are developed in a separate environment and then made 
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available to end-users. These users are provided with simple interfaces for setting parameters and 
initialising executions of available workflows. Such systems are restrictive because only fixed, 
previously generated and published, pipelines are provided. For workflow developers, these systems 
are inconvenient since the development and deployment environments are separate. As a result, the 
challenge for integrating scientific workflows into science gateways is to support workflow 
development and execution in a uniform environment. This environment should encapsulate 
different aspects of workflow execution, such as data management, distributed resource 
management, enactment environment, etc. to simplify workflow development.  
Recent advances in science gateways offer sophisticated workflow editing capabilities that support 
development and execution of workflows in a uniform Web environment. These systems often 
translate Web elements from the workflow editor into a workflow language, which is then executed 
by a workflow engine. These editors often target only a particular workflow language due to the 
complexities of the translation. It would be desirable to implement an extensible infrastructure that 
is capable of supporting different systems. Such an extensible infrastructure can leverage the 
existing workflows developed in desktop-based workflow systems.   
3.1.4 Interactive Workflow-based Science Gateway Requirements 
Base on the challenges discussed so far, we devise a list of requirements to guide the WorkWays 
design. These requirements are grouped into two categories: functional requirements and quality 
requirements. While the functional requirements specify the features that the system should have, 
the quality requirements describe how the system should behave. These are the two aspects of a 
system development; the former determines the scope of the system implementation and the latter 
define the constraints on system behaviour. 
In terms of functional requirements, an interactive workflow-based science gateway should provide 
the following features: 
F1. Support for interaction between the users and workflow execution. Users should be able to 
interact with the computation by sending data and parameters into a workflow, and visualise 
data from the workflow. 
F2. Support for rich interactions on multiple platforms. The platform should support a variety of 
rich interaction modes, rendered on devices ranging from conventional Web browsers 
through to high fidelity visualisation engines on large display walls 
F3. Support for workflow development and execution in a uniform Web environment. This 
means that users do not need to learn different interfaces as they transition from 
development to execution. 
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F4. Support for management of distributed resources. As highlighted in Section 2.1.6, most 
scientific workflow systems do support parallel execution on various distributed resources. 
A science gateway should allow users to configure and manage these computational 
resources using the same gateway as used for development and execution. During execution, 
the gateway should also allow users to monitor resource usage.  
F5. Support for data management. The science gateway should allow users to manage data 
within a Web environment.   
F6. Support for sharing and collaboration. Finally, the science gateway should allow the sharing 
of workflows to enable wider collaboration. 
In addition to this functionality, the gateway should meet the following quality requirements: 
Q1. It should be efficient, meaning that the system should provide a rapid response time.  
Q2. It should be extensible, meaning it should be easy to extend the existing interface to support 
different data types, or to add new analytic or visualisation tools. The system should also 
provide facilities for development of new IO clients. It should also be easy to extend the 
system to support different workflow engines and different type of distributed resources.  
Q3. It should be robust, meaning the system should handle exceptions gracefully.  
Q4. It should be scalable. The system should scale as the number of users increases whilst 
preserving Q1, namely efficiency. Further, the number and size of the computational 
resources should scale as the workflow demands increase. This attribute allows WorkWays 
to serve computational-intensive and time-consuming workflows that often require more 
than a single machine. 
Q5. It should be user-friendly. Interfaces should be intuitive to different user groups. 
Q6. It should be secure. As science gateway is a multi-user environment, and the execution of 
workflows can be distributed across multiple distributed platforms, the gateway must 
preserve the confidentiality and integrity of information. 
3.2 WorkWays: an interactive workflow-based science gateway 
WorkWays uses a service-oriented, multi-tiered architecture. Specifically, it consists of distinct 
components, services and layers with well-defined interfaces between each component and layer. A 
service-oriented and multi-tiered architecture offers a number of benefits: 
• Extensibility. As the components are separated into layers with well-defined interfaces, they 
become loosely connected. As a result, it is easier to introduce new components or replace 
existing components.  
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• Scalability. The architecture allows components in each layer to scale horizontally without 
affecting other layers. For example, back-end services can be scaled up independently of 
the components in upper and lower layer.  
• Reusability. Since the back-end components of WorkWays are implemented as services, 
other clients outside WorkWays portal can re-use them.  
Figure 3-1 shows the abstract view of the WorkWays architecture, while the detailed view is shown 
in Figure 3-2. Vertically, WorkWays consists of three software layers: a user-interface, back-end 
services and a resource access layer. While the bottom layer provides access to the underlying 
resources, such as storage and computation, the middle layer provides all the services needed by the 
user interface. Horizontally, WorkWays consists of two main components: the development and 
execution framework (FDE), and the IOFramework. FDE is both scalable and extensible, and 
integrates workflows to the science gateway environment. The framework consists of different 
services and interfaces for managing different aspects of workflow execution, including data, tools, 
computational resources and the execution environment. The IOFramework is a flexible and 
reusable framework that supports interaction between scientific workflows and the gateway.    
 
Figure 3-1: Abstract WorkWays Architecture. 
Figure 3-2 shows the detailed WorkWays architecture; the components are organised in their 
corresponding layers. They are: 
• The User Interface layer 
This layer provides users with the necessary interfaces for managing experiments, 
resources, data and interacting with the execution. It consists of the following Web 
components: 
1) Experiment Management Interface (EMI). This component allows users to manage 
workflow executions. It provides a UI that allows users to initialise a workflow, i.e. 
setting up parameters, and selecting resources for execution.  
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2) Workflow Management Interface (WMI). This component allows user to add, 
remove and share their workflows.  
3) Resource Management Interface (RMI). This component allows users to add, 
remove and configure computational resources. 
4) Data Management Interface (DMI). This component allows users to manage input 
and output files. 
5) Experiment UI. This UI is generated for each experiment and it allows users to 
monitor the status of jobs being executed in distributed resources.  
These interfaces are also known as the Management UIs.  
6) Workflow Editor. This component allows power-users to modify and build 
workflows. Two modes of this interface are provided. If users only want to make 
minor modifications to a workflow, they can use a workflow editor. For those who 
wish to incorporate new tools into the workflow, the complete desktop 
environment, such as Windows or Linux, is provided.  
7) IO Clients (Web and Desktop client). These interfaces allow users to interact with 
executing workflows. A Web client is suitable for visualisation of small to medium 
datasets. A desktop client is provided for higher-resolution visualisation. The 
desktop client is also used for tiled display walls.  
• The Services layer 
This layer provides all the services needed by the UIs in the User Interface layer. It consists 
of the following components:  
8) Tool Repository. This repository hosts all the system-provided tools.  
9) Data Manager. This is a Web service for file management.  
10) Resource Manager. This Web service provides APIs for computational resource 
management. 
11) Workflow Repository. This stores all the workflows in the system. A Web service 
is also provided to manage the workflows.  
The above services and repositories manage workflows, data, tools and computational 
resources separately. In order to prepare a workflow for execution, the workflow itself, 
necessary data, tools and computational resources configuration need to be brought into 
a common environment. This environment will host the workflow execution. We refer 
this preparation process as workflow deployment, and the common environment as 
deployment environment. WorkWays uses Cloud infrastructure to provide an isolated 
deployment environment for each workflow execution. Each deployment environment 
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is known as a workflow node, and it is implemented within a single virtual machine 
(VM). Deployment Infrastructure is responsible for managing all the workflow nodes 
in WorkWays.  
 
Figure 3-2: Full-scale WorkWays Architecture. 
12) Workflow Node Pool. This cloud-based infrastructure provides a pool of workflow 
nodes ready to deploy scientific workflows. The pool can change its size according 
to the system loads.  
13) Deployment Manager. This Web service coordinates other services, i.e. the Data 
Manager, Resource Manager, Workflow Repository and Deployment Infrastructure 
to perform workflow deployments.  
14) Provenance Database. This database stores the provenance information of workflow 
executions.  
15) IOServer. This server manages and controls all the interactivities between the portal 
and the workflows.   
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16) Rendering services. These services perform heavy rendering jobs off-loaded from 
Web IO clients.  
The IOServer and rendering services are the core components of the IO Framework, which is 
responsible for creating connections between the portal (via IO clients) and workflow executions 
(deployed in workflow nodes). 
• Resource Access layer 
This layer interfaces with the underlying computational and storage platforms and provides 
an abstraction of those resources to the services in the upper layer. This layer consists of 
two components: 
17) Distributed Computing Middleware. This middleware is responsible for distributing 
computational jobs generated by workflows to resources specified by users.  
18) Storage. This provides storage for the whole systems. The storage is used for two 
main purposes: storing system tools and keeping users’ data.  
3.3 Human-in-the-loop workflow development and execution in 
WorkWays  
The proposed WorkWays framework and its components fulfil the thesis goal to design and develop 
a workflow-based science gateway that supports the development and execution of human-in-the-
loop scientific workflows. The fulfilment of this goal can be demonstrated by how WorkWays 
architecture addresses the functional requirements listed in Section 3.1:  
F1. Support for interactions between the users and workflow executions.  
Human-workflow interactivity is achieved by creating connections between IO clients 
and running workflows. The IOServer manages these connections, which allow data to 
be exported out of, or inserted into a running workflow. Users interact with the 
workflow execution via IO clients, which makes it possible to visualise the data and 
steer the execution.  
F2. Support for rich user interactions on multiple platforms.  
Both the Web IO client and the Desktop IO client provide rich interactions by 
integrating (and modifying) various tools and libraries for visual analysis. This enables 
the visualisation and analysis of complex data objects. User interaction can be performed 
both synchronously and asynchronously with the workflow execution.  Amongst the two 
types of clients, the Desktop IO client can also be used in a large tiled display wall and 
thus it is more suitable for high-resolution visualisation. On the other hand, the Web IO 
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client is more accessible and lightweight. It is possible to select the type of client most 
suitable for a given situation. 
F3. Support for workflow development and execution in a uniform Web environment.  
The Experiment Management Interface (EMI) provides a simple mechanism to initialise 
a workflow execution. From this interface, it is possible to select the workflow, modify 
its parameters, specify resources and start an execution. Workflows and related 
information are then sent to the Deployment Manager for execution.  
The Workflow Editor and Deployment Manager together enable workflow editing. The 
Deployment Manager delivers the scientific workflow management systems GUI to the 
users via the Workflow Editor. Once complete, the changes are saved back to the 
Workflow Repository.   
F4. Support for management of distributed computational resources.  
Computational jobs generated by scientific workflow can be submitted to distributed 
computing infrastructure via the distributed computational middleware. Resource 
Manager and Resource Management Interface (RMI) are responsible for managing 
resources in WorkWays. The Resource Interface makes it possible to specify which 
resources are required for an execution. Once a workflow run is started, jobs are 
submitted to those resources. The Experiment Interface then allows users to monitor 
computational jobs in each workflow execution.  
F5. Support for data management.  
Data management is supported by the Data Management Interface (DMI), which in turn 
relies on the Data Manager Web service. 
F6. Support for sharing and collaboration.  
WorkWays allows users to share different elements of workflow executions such as 
workflows, data, and even visualisation.  
The quality requirements of the solution will be discussed in the next chapter, in which the design 
of each component is detailed.  
3.4 Conclusion 
This chapter has presented the WorkWays architecture. The chapter discussed the challenges of an 
interactive workflow-based science gateway. It then detailed the requirements of such a framework, 
followed by a discussion of the WorkWays architecture itself. WorkWays adopts a service-oriented 
and multi-layered architecture, which consists of multiple components and services, which are 
separated into three layers with well-defined interfaces. The chapter explained how WorkWays 
architecture fulfils the discussed requirements.
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The following chapters present the design of these components (Chapter 4), and their 
implementation (Chapter 5).  
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Chapter 4  
WorkWays Design 
 
 
As discussed in the previous chapter, WorkWays consists of two main frameworks: IO Framework 
and FDE (Framework for Workflow Development and Execution). While the IO Framework 
enables the interactivity between workflow executions and the users, FDE provides an 
infrastructure for workflow development and execution. This chapter presents the design of these 
frameworks, which constitutes to the first three contributions of the thesis listed in Section 1.3. 
4.1 IOFramework 
A review of workflow-based science gateways in Section 2.2 shows that existing science gateways 
provides limited support for human-workflow interaction. To date, most science gateways run the 
workflow in batch mode; users typically provide inputs before the execution, and collect 
computational outputs afterwards. For those that support interactivity, the solution is tailored to a 
specific pipeline, and is not re-usable (Nguyen et al. 2015). This motivates the design and 
development of IOFramework, which provides a flexible IO model for human-workflow interaction 
in the science gateway environment. This IO model extends existing scientific workflow systems 
and science gateways to allow data to be inserted into, and exported out of, continuously running 
workflows. As a result, the gateway allows users to interact with running workflows to steer the 
computation, and thus the users become part of the computation (human-in-the-loop). This section 
discusses the design of IOFramework and its components.  
4.1.1 IOFramework Design 
IOFramework has been structured to meet the first design requirement, which is enabling 
interaction between the science gateway and its workflow. This framework facilitates the creation 
of connections between the gateway’s IO components (IO clients) and the workflow’s IO 
components (IO components). These connections then enable generated data to be exported and 
visualised, and the user inputs to be imported to the workflow. As highlighted in the previous 
chapter, existing implementations of workflow-gateway connections are tailored to specific 
pipelines, and thus are not reusable or extensible. For an extensible solution, the implementation 
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needs to address three issues: 1) content coupling between IO components and IO clients, 2) the 
underlying protocol for exchanging data; and 3) the topology of the connections.    
Content coupling between an IO component and an IO client happens when the component directly 
specifies the contents in the User Interface (UI) of the IO client. For example, the IO component 
directly specifies either how its data is displayed in the UI, or what UI elements are needed to acquire 
user input. This results in a poorly extensible system because the component then can only be used 
with a particular IO client. Our communication protocol between the IO component and IO clients 
avoids content coupling by only allowing data to be transmitted; thus IO components cannot directly 
specify the contents in UI clients and vice versa. When handshaking with an IO client, an IO 
component defines the following:  
§ the type of IO operations performed (such as input, output or both); 
§ the type of data being transmitted or expected; 
§ additional information associated with an IO operation. 
On the other side of the connection, the IO client generates UI elements based on a declaration. The 
implementation chapter will explain in more detail how IO components define the IO operation’s 
attributes. To simplify the development of IO components, we create a generic component that can 
perform IO operations declaratively. Therefore, users do not need to implement a new IO component 
for new operations; they only need to write descriptions.  
 
Figure 4-1: UML class diagram of the Abstract IO Interface. 
In WorkWays, the IO components and the IO clients connect with an IOServer via a library – known 
as the IO Library. This library provides an interface for IOServer’s clients to create connections, and 
send or receive data between them. To allow the system to support different connection protocols, this 
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IOLibrary defines an abstract connection interface. As can be seen from Figure 4-1, the abstract 
connection supports both blocking IO and non-blocking-IO with callback mechanisms. With this 
abstraction, different IO protocols can be implemented without affecting the upstream classes.     
Another design decision regarding connections between IO components and clients is the topology of 
the connection. We adopt a client-server architecture for a few reasons. First, this allows IO clients 
and workflows to be deployed on different machines. Second, it is easier to manage connections 
between the IO components and clients with a central server, e.g. which IO client is allowed to 
connect to which actor, or how many clients can connect to an IO component simultaneously. Under 
this architecture, each implementation of the IO framework needs to provide an IO server and a 
concrete implementation of the connection interface. 
 
Figure 4-2: IOFramework. 
All the messages to and from the IO Server are kept in a database. Each message is tagged with an 
arrival timestamp (for incoming messages) or dispatch timestamp (for outgoing messages). Each IO 
client also stores the messages in its own database, together with the timestamp of the latest 
message from the IO Server. The timestamp is used to synchronise IO clients with the server. This 
synchronisation is necessary because the IO clients can go offline at any time, i.e. the users log out 
of the gateway. When the clients re-connect to the server, they request the messages that are not yet 
in the client database.  
When an IO client receives a message, it retrieves the data for visualisation. Rendering can be 
performed locally, or remotely. Local rendering occurs at the IO client machine, while remote 
rendering is performed on a different server, and the geometries are sent to the IO client. Remote 
rendering is available in WorkWays, but is limited to objects that require time-consuming or 
computational-intensive rendering tasks.  
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The architecture of the IOFramework is shown in Figure 4-2. 
4.1.2 IO Clients 
WorkWays provides two types of IO client: Web IO client and Desktop IO client. As discussed 
earlier, the desktop client can also be used for tiled display walls. The user can choose which type 
of client as the main interface for a workflow. If this information is not specified, the Web client is 
chosen by default.  
 
Figure 4-3: Architecture of an IO client. 
Figure 4-3 shows the architecture of an IO client, which is shared by both the Web and desktop 
versions. IO Library, which is part of the IO Framework, is used to establish connections with a 
workflow. Each IO client is then assigned to a source (workflow’s IO component). The IO client 
then receives the information about the type of data, and rendering component, for visualisation, 
and based on this information, the IO client renders the data accordingly. All messages received or 
sent to workflow are kept in a database. The IO client uses multiple rendering components for 
visualizing different data-types. Rendering components conform to an abstract interface, which 
defines common interfaces for initializing connections and handling messages.      
Visualisation in IO clients can occur either in live, or replay mode. In live mode, the IO client 
renders data upon availability. The replay mode allows users to replay a previous execution. This is 
similar to watching a video of an execution. However, it is different in that the replay can be 
paused, and users can interact with the objects being displayed.   
4.1.3 Web vs. Desktop IO Clients 
The Web version of IO client provides a lightweight and highly accessible interface. Part of the 
reason for its accessibility is because of the popularity of a Web interface. Additionally, these Web 
IO clients can also be made public, so that they can be shared with other users or embedded in other 
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Websites. To keep the Web clients lightweight, the IO Framework offloads some of the rendering 
activities to rendering services.  
Despite these advantages, the main disadvantage of the Web interface is the limited screen “real 
estate” of Web browsers in a conventional desktop environment. This limited space makes it 
difficult to visualise high-resolution data, or displaying multiple visualisation windows for 
comparison. In this thesis, a tiled display wall is used to overcome the limited space of conventional 
desktops.  
As highlighted in the literature review, the recent advancement in graphics hardware allows a single 
computer to drive rendering and visualisation on an ultra-high-resolution display wall. This means 
that a display wall can function as an extended desktop environment and it does require any 
rendering middleware. As a result, we designed the IO client for high-resolution visualisation as a 
desktop application. This Desktop IO client can be considered a heavyweight client for human-
workflow interactions. The rendering in this client is performed locally to utilise powerful GPUs 
that are often provides in these extended desktops.   
4.1.4 Execution Replay 
Execution replay is a feature in the IO client that replays input/output events that occurred within an 
execution. Replay is possible because IO clients keep the messages in a database. Messages are 
tagged with a timestamp, which is used to determine the relative order of the events.  
When a user requests an execution replay, an IO client queries its database for all relevant 
messages. The time span of the experiment is then calculated, and the IO client provides VCR (like) 
buttons for controlling replay. During replay, messages correspond to a given time are loaded and 
visualised from the database into the IO client. 
4.1.5 IOFramework conclusion 
IOFramework is designed to bridge the human-workflow interactivity gap in existing workflow-
based science gateways. It allows developers to create flexible IO connections using a configurable 
IO component. The IO connection allows data to be exported out of, or inserted into, a running 
workflow. Web-based and desktop-based IO clients are provided to visualise the output data, and to 
acquire user inputs. The desktop-based IO clients can also be used in large tiled display walls for 
high-resolution visualisation. Finally, the framework allows the visualisation and interaction to be 
played-back, allowing users to analyse the previous and the current experiment.  
4.2 Framework for Workflow Development and Execution 
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A common approach amongst workflow-based science gateways is to deploy existing workflow 
engines in the business layer. As shown in Chapter 2, many of these existing workflow engines are 
desktop-based systems. Web interfaces are then provided to manage different aspects of 
experiments, such as data, execution, parameters, etc. To support workflow composition in these 
gateways, special editors have been implemented by providing rich Web interfaces that support 
workflow composition. Workflow editors typically translate Web components into the workflow 
components of a particular language (or languages). Since there isn’t a common workflow 
language, these editors typically only support a single language. Extending the editor to support 
multiple languages is difficult. 
We have designed and implemented FDE (Framework for workflow Development and Execution) 
as an extensible and scalable framework. FDE utilises cloud infrastructure to implement the 
scalability requirement (Section 4.2.1). In order to provide an extensible environment for 
development and execution, FDE uses virtual desktops to support existing SWFMSs. The features 
of SWFMSs are delivered via Web-based virtual desktop infrastructure. This approach is extensible 
since other desktop-based SWFMSs can be added to the virtual desktop infrastructure. In addition, 
the learning curve is shortened as this solution re-uses existing SWFMS interfaces.  
FDE consists of several services that support features, such as data management, resource 
management and workflow management. The framework is designed to be service-oriented and 
multi-tiered, as shown in Figure 4-4, consisting of three layers: a UI layer, a Services layer and a 
Resource Access layer. The Services layer provides services for data management, resource 
management, etc., which are used by the UIs. Physical resources are accessed via the Resource 
Access layer.   
Further discussion of FDE is given in the following sections. Section 4.2.1 first explains the 
advantage of implementing WorkWays in the cloud, which is followed by an introduction of 
various components in FDE. After that, FDE components are detailed individually.   
4.2.1 WorkWays In the cloud 
Cloud computing has been adopted widely in both industry and academia (Antonopoulos & Gillam 
2010). As discussed in Section 2.4, cloud computing offers three levels of services, including the 
infrastructure level, the platform level and the application level. FDE, is designed for IaaS cloud 
computing. There are two main reasons for this decision. First, clouds remove the need for up-front 
investment in the infrastructure. In addition, the service-oriented architecture, with loosely 
connected components, aligns nicely with the WorkWays architecture. Second, it supports the 
WorkWays quality requirements: 
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• Scalability. WorkWays needs to execute multiple workflows simultaneously, and each 
execution might require large amounts of processing power. Such a requirement can be met 
by cloud computing, as it offers a platform in which an application can scale to handle 
increases in service demand. The scalability and elasticity of the cloud are utilised in the 
Workflow Node Pool. WorkWays maintains a pool of compute nodes, where each node is 
a single virtual machine (VM) bundled with the required tools. The size of the pool 
changes according to user demand. WorkWays uses one node for each workflow 
execution; the execution then distributes jobs to various specified computational resources 
via the Distributed Computing Middleware. 
• Security. Most clouds offer a simple mechanism for defining security groups for 
establishing virtual networks (OpenStack 2015; AWS 2015; Microsoft 2015). These virtual 
networks allow developers to specify sophisticated network topologies, which determine 
the traffic within the system i.e. restricting public access to certain hosts, or exposing 
certain servers to the public, etc. This facility prevents malicious access and thus helps to 
increase the security of the system. 
4.2.2 FDE Components 
The FDE framework and its components are introduced together with the IOFramework in the 
previous chapter (Section 3.2). FDE components are shown again in Figure 4-4 for convenience, 
and these handle various aspects of workflow execution: 
• Data management. This involves the management of input and output data. The system-
provided tools, which might be used in workflows, are also managed here.  
• Resource management. This involves the management of computational resources.  
• Workflow management. This involves the management of workflow contents, for instance 
creating, editing or sharing workflows.  
• Deployment management. This involves the management of workflow deployments, i.e. 
preparation of the execution environment (workflow node).  
• Provenance. This involves the management of provenance data generated by execution. 
The remaining sections of this chapter discuss each aspect in details.  
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Figure 4-4: FDE Architecture. 
4.2.3 Data Management  
WorkWays stores all the files in the system storage. These files include tools, input files or 
configuration files required by the workflow and output files generated during executions. Since a 
workflow can be executed in any node in the Workflow Nodes pool, this file system needs to be 
accessible by multiple machines in the cloud.  
The storage in WorkWays consists of four smaller storage systems: a tools repository, private 
storage, shared storage and output storage. We separate these sub storage systems for two reasons. 
First, they serve different purposes. The tools repository is for storing system-provided tools, which 
are scientific applications requested by users. The other storage systems contain input files (private 
storage and shared storage) and output files (output storage). Second, the separation provides users 
with a simple mechanism to implement different access rights. While all Workway users share the 
tool repository, each user has a separate space in the private storage, shared storage and output 
storage; the access rights in each sub storage system are different. Data stored in private storage 
can only be accessed and modified by the owner; all non-public data should be stored in this private 
storage. The shared storage is designed for shared data, i.e. data that is publically accessible but 
only modifiable by the owner. This policy is implemented to ensure that originality of the shared 
data. Other users can modify the data after copying them into their own workspace. Finally, output 
storage is for holding workflow output files. Similar to the private storage, data held in output 
storage is only accessible and modifiable by the owner. (However, any authenticated IO clients can 
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access the data in this output storage for visualisation). Storing files into output storage is handled 
by a special component in a workflow, which keeps the files in a hierarchy based on user ID, 
workflow ID, and execution ID. This hierarchy allows IO clients to access these files later to 
“replay” an execution.  
Figure 4-5 shows an overview of the system storage and how other components interact. As can be 
seen, all workflow nodes have access to the four sub-storage systems. Workflows can write files 
into private storage, shared storage or output storage. The Data Manger provides a centralised API 
through which Web portals and other applications can programmatically modify files in private 
storage and shared storage. The Data Management Interface (DMI) then uses this API to allow 
users to manipulate their files from the gateway.  
In terms of output storage, both the Data Manager and IO clients have read access to this 
repository, which allows users to download the output data to their workstations. IO clients can 
“replay” an experiment based using the databases, and the data from output storage.  
 
Figure 4-5: System Storage. 
4.2.4 Resource Management 
Scientific workflows have been used in many disciplines. Many of these involve applications which 
are computational demanding (Tiwari & Sekhar 2007; Deelman et al. 2009; Abramson et al. 2011; 
Liu et al. 2015). As a result, much effort has been invested to support parallel execution, and to 
exploit large computational resources from various distributed computing infrastructures provided 
by clusters, grids and clouds. As highlighted in the literature review, distributed computing 
middleware is used by SWFMSs to send jobs to remote resources. In WorkWays, this functionality 
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is performed by the Distributed Computing Middleware component. To avoid re-inventing the 
wheel, WorkWays uses an existing middleware toolkit; the selection of the toolkit for the 
WorkWays prototype will be described in the implementation chapter.   
As briefly discussed in Section 4.2.1, a workflow can be deployed and executed in any free virtual 
machine (VM) in the pool. To aid reusability, these free VMs are not configured for any particular 
user or workflow. A VM is only configured when it is assigned for execution; configuring the 
middleware toolkit for computational resources is also part of this process. This distributed model 
supports the scalability of the system, as multiple workflows can be executed simultaneously. At 
the same time, the model requires a central service to store and provide the information about which 
computational resources are available. In WorkWays, the Resource Manager provides this service 
via the gateway. First, each user must specify the list of available resources. For each execution, the 
user needs to select the resources in the specified list to be used for that particular execution. When 
a VM is configured, WorkWays queries information about the specified resources from the 
Resource Manager, and configures the middleware toolkit accordingly. 
To support these features, Resource Manager leverages facilities from the Distributed Computing 
Middleware and provides the following functions: 
Add Add a computational resource 
Update Update a computational resource 
Delete Delete a resource 
Query Query resource information 
4.2.5 Workflow Management 
All workflows are managed in the Workflow Repository, which contains information such as 
workflow contents, parameters, owners, etc. A Web API is provided to allow the Web portal and 
other clients to access and organise workflows. The API provides the following functions:  
Add Add a workflow 
Update Update a workflow, i.e. update contents, parameters, or make it 
public 
Query Query workflow information 
Copy Copy a public workflow into current account. 
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4.2.6 Workflow Deployment & Execution 
The previous sub-sections have described facilities for managing data, resources and workflows. 
These are elements of workflow deployment, which are stored in different repositories. In order to 
ready a workflow for execution or development, these elements need to be assembled in the same 
environment (or machine). In WorkWays, this is known as the deployment process, which involves 
four main activities: 
• Prepare a VM. This VM is known as a workflow node.  
• Prepare the data and tools (or storage). 
• Move a workflow from the repository to a deployment machine. 
• Configure the resources required for execution. 
In order to execute or modify a workflow, users need to specify the identity of the workflow, and 
computational resources in the deployment request. The request is sent to the Deployment Manager, 
which queries the corresponding workflow contents, and resources from the Workflow Repository 
and Resource Manager. The Deployment Manager requests a free node from the Workflow Node 
Pool and then passes the information about the workflow and its resources to the Web service on 
the given node. The deployment then proceeds on the given node. In other words, the Deployment 
Manager choreographs the whole process, but the actual deployment occurs at a node in the 
Workflow Node Pool. In this sub-section, the Workflow Node Pool is introduced first (4.2.6.1), 
followed by the Deployment Manager (4.2.6.2).  
4.2.6.1  Workflow Node Pool 
The Workflow Node Pool (Figure 4-6) is a collection of workflow nodes that are reserved and 
readied for deployments. As discussed earlier, this pool is scalable. Each workflow node is a virtual 
desktop containing one (or multiple) SWFMS and other tools. The Web-based remote desktop 
facility is used to deliver virtual desktops.  
We use virtual desktops for workflow development instead of implementing a workflow editor 
directly in the Web for two main reasons. First, virtual desktops are extensible. The implementation 
of a workflow editor on the Web means that the workflows’ declarative contents need to be 
translated into Web components and vice versa. Due to the large number of SWFMS and workflow 
languages, supporting another workflow is not straightforward. On the other hand, new workflow 
systems can be added easily into WorkWays’ virtual desktops. This is possible because many 
existing SWFMS provide desktop GUIs. Second, virtual desktops provide a better development 
environment. This is needed as development activities typically involve integration of new tools and 
scripts, and iterations of tests and modifications. 
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Figure 4-6: Architecture of the Workflow Node Pool. 
4.2.6.1.1  Workflow Deployment Node 
A workflow deployment node (also known as workflow node or just node) is a virtual machine (VM) 
that deploys and executes a workflow. As can be seen in Figure 4-7, all the nodes have access to 
system storage. Each one is bundled with a list of tools necessary to configure, deploy and execute 
workflows, including: 
• distributed middleware for distributing jobs to available resources; 
• a SWFMS for execution. The workflow management system is augmented with IO 
components for data exchange with the IO clients.  
• remote desktop infrastructure. This infrastructure facilitates remote desktop access, which is 
used for workflow editing.  
• a Web service (workflow node service - WNS) to handle workflow deployment requests.  
The virtual desktop environment has two modes: workflow editor and whole desktop. In the 
workflow editor mode, only the workflow management system is presented, allowing users to 
perform workflow modifications. In the latter mode, users are provided with the whole desktop. 
These two modes serve different use cases. The workflow editor mode is more suitable for small 
modifications. It also better suits less advanced users, whom might not be familiar with command 
lines tools. On the contrary, the desktop mode is more suitable for significant development 
activities, which require the integration of new tools and scripts. Once modification and 
development is completed, the Workflow Editor interface (in the User Interface layer) allows users 
to save the changes to the Workflow Repository. 
WNS is a Web service residing in each workflow node. It performs three functions: 1) deploy and 
execute a workflow 2) terminate assignment and 3) query status. The first receives the workflow 
contents as an argument of the service invocation and performs necessary configuration and 
deployment. This function can be in the form of a workflow execution request, or workflow 
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deployment request. The former executes the workflow in a ‘headless’ mode, and the latter invokes 
the remote desktop access infrastructure to provide full workflow-editing capabilities. When the 
deployment is completed, the second function removes any configurations and intermediate data on 
the current node so that the node can be returned to the pool. The third function is used to check 
execution status on a given node. This method is used to make sure execution is completed before 
returning that node to the pool.  
 
Figure 4-7: Representative view of the Workflow Node. 
4.2.6.1.2  Workflow Nodes Pool Management 
As depicted in Figure 4-7, Pool Manager manages all the nodes within the pool, and it stores 
information in a relational database. A simple API is provided to allow other tools or servers to 
acquire or release nodes from and to the pool:  
Request Request a workflow node from the pool. It returns the 
information of the VM if there is a free VM. 
Return Return a workflow node to the pool. 
At runtime, the number of free nodes might increase or decrease due to nodes being assigned or 
released. If there are too few nodes available, there is a chance that the pool will run out of free 
nodes. If there are too many nodes, some nodes might not be used. The Pool Manager ensures the 
number of free nodes stays within a predefined range by terminating existing nodes or spawn new 
ones. This range is specified by the admin and it is often specified based on the usage of the whole 
system. Using pre-launched nodes means that this waiting time does not depend on the VM 
spawning time, which is unpredictable and can be quite long with some cloud providers.  
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Pool Manager stores all the assignments in a database. To avoid nodes being kept indefinitely 
during development, the Pool Manager imposes a maximum time limit that a node can be kept 
available. However, it does not impose time limits on workflow nodes that perform workflow 
execution. This is to allow time-consuming workflow executions. The Pool Manager then 
periodically checks the status of assigned nodes. A workflow node is claimed back only if 1) the 
execution in that node is completed, or failed or 2) the node is assigned for deployment and the 
session is expired. The workflow node can then be re-used by a different user for a different 
execution. 
4.2.6.2  Deployment Manager 
The Deployment Manager is a Web service that orchestrates the interactions between various 
services that perform workflow deployments. It maintains an internal model of the deployment 
system and keeps the records of various entities such as resources, workflows, etc. Figure 4-8 shows 
an entity-relationship diagram (ERD) of the conceptual deployment model. The diagram uses 
Barker’s Notation (Barker 1990) to represent the relationships and the cardinality between entities. 
There are six model entities in the diagram: 
• WorkflowNode. This entity represents a machine where a workflow is deployed and 
executed.  
• User. This entity represents one distinct WorkWays user. 
• Resource. This entity represents a computational resource belonging to a user. The resource 
can be a local machine, a cluster, a grid or a cloud resource. Each workflow execution object 
has references to the resources being used. If no resource is specified, WorkWays assumes a 
local one.   
• Workflow. This entity represents a workflow in WorkWays. 
• Parameter. This entity represents a workflow parameter used for a particular deployment.  
• DataSource. This entity represents a data source (instance of IOActor) within a particular 
deployment. This entity is used for replay feature, which is mentioned previously. 
• WorkflowDeployment: This entity represents a deployment. It has the reference of the 
workflow node where the execution takes place, resources being used. A user can have 
multiple workflow executions at the same time. 
The Deployment Manager exposes an API for workflow deployment management. Three main 
functions are defined: 
Deploy Perform a deployment. The following arguments need to be 
provided: 
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• Type of deployment: development or execution 
• Workflow ID in the workflow repository. 
• Parameters 
• Resource IDs in the resource manager. 
 
Terminate Terminate a deployment. A deployment ID needs to be 
provided. 
Query Check the status of the execution or deployment 
 
Figure 4-8: Conceptual Workflow Deployment Model Entity Relationship Diagram. 
Figure 4-9 shows the process in which Deployment Manager handles an execution request. The 
UML sequence diagram notation (Fowler 2004) is used to show how the FDE components interact 
with each other to handle an execution request. Each participant is represented as rectangular box 
and a dashed line represents the lifeline of the participant object. Each horizontal line is the diagram 
represents a message passed between objects. A message is processed at a receiving participant 
upon message arrival; the receiving participant is active during this time and it is presented as a 
long thin box.  
As can be seen, the process to handle a workflow execution request involves several components. It 
starts with an execution request to the Deployment Manager (from EMI or other client). The 
Deployment Manager then acquires the workflow from the Workflow Repository, resource 
information from the Resource Manager, and a workflow node from the pool. Once a workflow 
node is assigned, it invokes the WNS residing in the given node to request execution. The node then 
starts the deployment process, which includes the following steps: 
• Prepare user storage (private, shared, output and tools) 
• Configure the resources accordingly 
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• Execute the workflow with given parameters 
Once the process is completed, the execution status is returned to Deployment Manager and the 
caller. At this point, the client can detach itself from Deployment Manager.  
 
Figure 4-9: Handling Workflow Execution Request. 
 
Figure 4-10: Handling Workflow Development Request. 
Figure 4-10 shows the process of handling request for workflow development. This process is 
similar to the workflow execution request, apart from internal processes in WNS. Instead of 
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executing the workflow, WNS initiates virtual desktop infrastructure for remote access and loads 
the workflow to the workflow management system. This virtual desktop allows users to perform 
development and modification activities. To prevent users from holding on to a workflow node 
indefinitely, Deployment Manager sets an expiry time for each assignment. The information about 
the assignment and expiry time is stored in Deployment Manager’s database. Any expired 
assignment will be removed and the virtual node is returned to the pool. 
4.2.7 FDE Conclusion 
We have presented the design of a framework for workflow composition and execution. The 
framework (FDE) consists of various Web services to assist users in different aspects of workflow 
execution (i.e. including data management, resource management, workflow and execution 
management). One notable feature of FDE is the use of cloud virtual machines to allow existing 
SWFMSs to be used. Each virtual machine (or workflow node in FDE) is equipped with SWFMS(s) 
to handle workflow composition and execution. Web-based virtual desktop is used to deliver the 
SWFMS interface to the users.  
We believe that FDE is scalable and extensible. First, workflow executions are distributed to 
various nodes, and the computational jobs are further distributed to various computational resources 
via the Distributed Computing middleware. As a result, FDE could support the simultaneous 
execution of computational-intensive workflows. Second, as SWFMS is hosted within a virtual 
desktop, supporting another SWFMS is relatively straightforward. This approach is applicable to 
many existing desktop-based SWFMSs.     
4.3 Design Summary 
The design of WorkWays and its two main components fulfil the requirements of an interactive 
workflow-based science gateway, as specified in Section 3.1: 
• The IOFramework is designed to bridge the gap between human and scientific workflow 
executions in existing workflow-based science gateways. The framework allows workflow 
developers to create flexible IO connections using a generic and configurable IO 
component. The IO connection then allows data to be exported out of, or inserted into, a 
continuously running workflow.  
• IOFramework provides two types of clients, i.e. Web-based and desktop-based IO clients, to 
visualise the output data and to acquire user inputs. The desktop-based IO clients can also be 
used in large tiled display walls for high-resolution visualisation.  
• FDE is a scalable and extensible framework for workflow composition and execution. It 
consists of various Web services that cover different aspects of workflow execution, 
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including data management, resource management, workflow management and deployment 
management. Notably, FDE uses virtual desktop facilities in cloud virtual machines to allow 
existing SWFMSs to be used.  
To demonstrate a proof-of-concept of the overall WorkWays science gateways, Chapter 5 presents 
the implementation of the two above-mentioned frameworks. 
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Chapter 5  
WorkWays Implementation 
 
 
This chapter presents the prototype implementation of our solution, WorkWays, which consists of 
two main frameworks: IOFramework and FDE (Framework for Workflow Development and 
Execution). Both of these are built on various technologies, which are introduced in Section 5.1. 
Section 5.2 and 5.3 respectively discusses the details of these frameworks. Finally, a summary of 
the WorkWays system implementation is given in Section 5.4. This chapter, together with Chapter 
3 and Chapter 4, constitute the first three contributions of this thesis, as listed in Section 1.3.  
5.1 Technologies for WorkWays Prototype Implementation 
5.1.1 NeCTAR Cloud  
WorkWays currently runs on the National eResearch Collaboration and Tools and Resources 
(NeCTAR) Research Cloud platform (NeCTAR 2011). NeCTAR is an eResearch program funded 
by the Australian Government to enhance research collaboration and research outcomes. A core 
component of the program is the national Research Cloud platform (NeCTAR cloud or just 
NeCTAR for short) that provides a robust and open platform for deployment of eResearch tools and 
virtual laboratories. NeCTAR cloud is an OpenStack-based Infrastructure-as-a-Service cloud 
platform, consisting of eight nodes spreading across Australia (NeCTAR 2015b). The NeCTAR 
cloud has been widely adopted by Australian researchers with over 6000 users from various 
disciplines (NeCTAR 2015c). 
5.1.2 Web Services 
The Web services in WorkWays are implemented using the Representational State Transfer (REST) 
architecture (Fielding 2000). REST was first introduced in Roy Fielding’s Ph.D. dissertation: 
Architectural Styles and the design of Network-based Software Architecture. The thesis develops 
REST, as an architecture style, via a set of constraints, such as client-server, stateless, cache, 
uniform, etc. (Wilde & Pautasso 2011). Since then, REST has been widely adopted, gradually 
replacing other Web service technologies.  
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Fielding’s thesis introduces four characteristics for RESTful services. First, any document that can 
be named, e.g. a script, a file, or a collection of resources, can be a resource (Fielding 2000), and 
RESTful Web services expose resources to their clients via a Uniform Resource Identifier (URI) 
(Berners-Lee et al. 2005). Second, a client receives a representation of a resource when a request for 
the given resource is made. This representation might have different format to the resource owned 
by the server. Third, resources are manipulated via self-descriptive messages. These messages 
correspond to the HTTP methods: POST, DELETE, PUT and GET. The fourth characteristic asserts 
that the state of any client-server interaction is kept in hypermedia i.e. URI. Any state information is 
passed between the client and the server in each message; this keeps them both stateless (Wilde & 
Pautasso 2011).   
REST is emerging as a de-facto Web service standard. Compared to the Simple Object Access 
Protocol (SOAP) standard (Box et al. 1999) – its main competitor, REST offers two main 
advantages. First, the RESTful solution is often loosely coupled similar to the navigation of web 
links, compared to tightly coupled designs in SOAP (zur Muehlen et al. 2005). Second, developing 
and testing RESTul Web services requires lightweight infrastructure, as opposed to SOAP. This is 
because REST leverages well-known Web standards (HTTP, XML, URI, etc.). REST services can 
be built with minimal tooling, and they are inexpensive to acquire (Pautasso et al. 2008).   
There exist many frameworks in different programming languages that support the creation of 
REST Web services (Wilde & Pautasso 2011). We decided to implement WorkWays Web services 
using the Flask micro-framework (Grinberg 2014), which is a simple, yet powerful Python 
framework for building Web applications. The data passed between the Web services and their 
clients are wrapped in JavaScript Object Notation (JSON) (Bray 2014), which is a data-exchange 
format supported in REST.  
5.1.3 Nimrod/G as the Distributed Computing Middleware 
Scientific workflows can be very computational demanding. In order to support these, special 
middleware can be used to distribute jobs to a wide variety of resources. Whilst there are many 
potential middleware libraries (Krauter et al. 2002), WorkWays uses Nimrod/G (Abramson et al. 
2000). Nimrod/G provides a broad range of support for different computing platforms: PBS, SGE 
(cluster), Globus (grid), EC2 and Azure (cloud) (Bethwaite et al. 2010). Additionally, Nimrod/G 
has demonstrated scalability and robustness with large-scale and high-throughput science drivers 
such as molecular biology (Schmidberger et al. 2009), cardiology (Lo et al. 2013), chemistry 
(Mashkina et al. 2013) and climatology (Lynch et al. 2007).  
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Nimrod/G can be used as a standalone parametric modelling tool or as a distributed computing 
middleware layer. In the parametric tool mode, Nimrod/G automates parameter sweeps using 
distributed resources (Abramson et al. 1995). Jobs are generated from a plan file, which is a 
customised-syntax computational task description file. In the distributed middleware mode, 
Nimrod/G takes jobs description from other tools, such as an optimisation tool (Nimrod/O (Lewis & 
Abramson 2003)) and a workflow engine (Nimrod/K (Abramson et al. 2008)), and distributes them 
to different platforms. 
 
Figure 5-1: Nimrod/G Architecture. 
Figure 5-1 shows the overall architecture of Nimrod/G. A relational database management system 
(RDBMS) is used at the root server to coordinate processes. A highly portable program called an 
agent is used to actually run computational tasks. An agent retrieves jobs from a central database 
and executes as many jobs in a single run as possible. This pull mechanism mitigates the effect of 
unpredictable queue wait times on the overall execution time (Bethwaite et al. 2010). In addition, it 
automatically performs load balancing between multiple resources. Resource specific drivers 
(called actuators) interact directly with external systems such as grid-enabled resources, cluster 
queuing systems, and cloud infrastructure. These actuators perform the following tasks: 1) perform 
resource information discovery; 2) move agents and necessary files to resources; and 3) launch or 
queue batch jobs to launch agents (Bethwaite et al. 2010). Agent-schedulers decide the operations 
that need to be performed by the actuators for a given resource and experiment. The job-scheduler 
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uses a number of in-built heuristics to perform these job-resource assignments (Bethwaite et al. 
2010).  
Nimrod/G provides a command-line interface and a Web interface to manage and execute 
experiments (Hettenhausen et al. 2013). These clients support different aspects of execution 
management, including experiment management, resource management and job management.   
5.1.4 Workflow Engine 
Kepler (Ludascher et al. 2006) is used by the  WorkWays prototype for two main reasons. First, 
Kepler offers a unique actor-oriented modelling approach that separates the computational model 
(director) from the workflow components (actors). This separation makes Kepler a very extensible 
environment because the same workflow can be executed by different models of computation. In 
fact, various extensions to Kepler have been made to support different models, including collection-
oriented (Mcphillips et al. 2006), tagged-token dataflow (Abramson et al. 2008) and distributed data 
parallelism (Wang et al. 2012), along with its default computational models such as Process 
Networks (PN), Synchronous Dataflow (SDF), etc. (Ludascher et al. 2006). Second, Kepler has 
been adapted across a variety of domains, ranging from ecology (Pennington & Michener 2005; 
Altintas et al. 2015) and bio-informatics (Altintas et al. 2010; Altintas et al. 2012) to computational 
chemistry (Ieong et al. 2014). These projects have added a rich set of components to Kepler, 
performing various tasks in scientific processes across a wide spread of domains, and on multiple 
computing platforms including clusters, grids and clouds (Abramson et al. 2008; Wang et al. 2009; 
Wang & Altintas 2012). 
In the prototype implementation, we use a particular extension of Kepler to the Nimrod toolkit 
family, which consists of two packages: Nimrod/K and Nimrod/OK. Nimrod/K augments Kepler 
with a director, called the Nimrod/K director, implementing the tagged dataflow architecture to 
expose and manage parallelism in a workflow (Abramson et al. 2008). Nimrod/K provides actors 
that send jobs from a parallel workflow to the Nimrod/G middleware toolkit, which distributes and 
executes jobs on a combination of High Performance Computing (HPC) platforms including 
clusters, the Grid and the Cloud (Bethwaite et al. 2010). On the other hand, Nimrod/OK (Abramson 
et al. 2011) performs parallel optimisation workflows. This is an extension of the non-linear 
optimisation tool Nimrod/O in Kepler. Nimrod/OK supports a wide range of optimisation algorithm 
such as simplex, Broyden–Fletcher–Goldfarb–Shanno gradient descent and Hooke and Jeeves 
simplex (Abramson et al. 2010).  
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The selection of a particular extension of Kepler and a particular workflow engine for Workflow 
prototype does not reduce its extensibility. This is because the virtual desktop environments in 
WorkWays can be extended to support other workflow engines, as discussed in Section 4.2.   
5.1.5 Liferay as a Web Portal 
WorkWays uses the Liferay portal, which is a free and open source enterprise portal written in Java 
(Liferay 2015). Liferay is a Web framework that can be customised and extended in terms of 
authentication, contents aggregation and presentation to build websites and portals. The core of 
Liferay is a Web content management system that allows users to modify and publish the contents 
of a portal. Additionally, Liferay provides a rich set of features that perform content sharing. Web 
components in Liferay are mainly implemented as portlets. Each portlet is a Web application that 
provides a specific piece of content (information or service) to be included as a plugin to a portal 
page (Hepper 2008). Liferay also provides APIs to manipulate portlets within pages.    
The Web components in WorkWays are implemented as portlets, which are pluggable user interface 
components being managed and displayed in Web portals. In particular, the components conform to 
the JSR 286 standard (Hepper 2008). The advantage of using this standard is that WorkWays’ Web 
components can be deployed as plug-ins to any existing portal supporting the same standard 
without further changes. At the time of writing, enterprise portals conforming to this JSR 286 
standard including Liferay (Liferay 2015), Pluto (Pluto 2016), JBOSS (JBOSS 2016), etc. are 
widely used amongst science gateways (Alameda et al. 2007; Nacar 2008; Hemert et al. 2011). This 
means that WorkWays’s Web components can potentially be used within existing science gateways 
in a “develop once, deploy anywhere” manner.  
We use the Vaadin framework (Grönroos 2014) for WorkWays portlets. Vaadin simplifies the 
process of building rich Web applications as they can be constructed in a similar manner to Java 
desktop applications. This makes it quicker to implement WorkWays prototypes. Another 
advantage is the ease of integrating JavaScript libraries into Vaadin applications (Grönroos 2014). 
This allows Web IO client to use various existing JavaScript libraries for visualising objects. 
Furthermore, Web applications developed with Vaadin can be exported to a variety of objects, for 
instance JSR-286 portlets, complete Web applications, and smartphone applications. 
5.1.6 Guacamole for Web-based Remote Desktop 
Remote desktop functions in WorkWays are implemented with the Guacamole Web framework 
(Jumper 2015). Guacamole delivers a desktop environments on the Web using remote desktop 
protocols such as Virtual Network Computing (VNC) (Richardson et al. 1998) and Remote Desktop 
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Protocol (RDP) (Banik et al. 2006). Guacamole was selected for two main reasons. First, it uses 
HTML5 and Javascript to handle extensive graphic operations. As a result, no additional plugins are 
required as most modern browsers support HTML5. Second, it provides support for various 
protocols for accessing and manipulating desktops, for instance VNC, RDP, and even SSH (Jumper 
2015). 
Guacamole contains several components, as shown in Figure 5-2: 
• The Guacamole Web application. This is a Java Web application running in an Apache 
Tomcat server. This application is responsible for authentication and delivering Guacamole 
Javascript (guacJS) client to the users. The Javascript client then renders the desktop 
contents (from guacd) and transport user events (back to guacd).  
• A Guacamole server (guacd). This is a daemon acting as the middle layer between remote 
desktop protocols and the Guacamole protocol. It dynamically loads the remote desktop 
protocol plugins and connects them to remote desktops. Once the plugins are loaded, they 
are connected with the Javascript client. 
• Remote desktop servers, such as VNC or RDP. 
 
Figure 5-2: Guacamole Architecture (Jumper 2015). 
5.1.7 User Authentication and Security 
User authentication is the process of confirming the identity of a user in order to allow that user to 
perform certain tasks. In WorkWays, user authentication is performed at all public services, 
including the Liferay Web portal and the Web services.  
Two methods of user authentication are provided: username/password and Australian Access 
Federation (AAF 2015). AAF is an access federation that allows participating institutions and 
service providers to trust information from some third parties. This allows users from federated 
universities and institutions to log into participating services, including WorkWays. Once the users’ 
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AAF credentials are verified, WorkWays then maps the AAF credentials to username/password that 
is internally used between WorkWays Web services. As a result, AAF acts as a single sign-on 
method that allows WorkWays users to access its services.   
Authentication in WorkWays is centred around OpenLDAP (Butcher 2007). OpenLDAP is an 
open-source implementation of the Lightweight Directory Access Protocol (LDAP) (Zeilenga 
2006). LDAP can be considered a specific database where data are stored into a tree structure, 
similar to file hierarchy (Butcher 2007). LDAP is highly suitable for data that are read more often 
than written: information about user accounts is one such example.  
WorkWays uses the OpenLDAP server for multiple purposes. First, it is the only database for user 
accounts. All the user account information such as ID, password, mount information, etc. is stored 
in the LDAP server. Second, OpenLDAP authentication is used for system authentication 
(username/password). Third, OpenLDAP specifies the directories in the system storage that are 
accessible to a particular user. Fourth, OpenLDAP limits access to each workflow node. This 
ensures that only the workflow node assignee has access to the given node. This authentication 
mechanism in workflow nodes is further discussed in Section 5.3.   
To increase the security of the system, encrypted connections are enforced for the WorkWays Web 
portal and its public services. Specifically, the OpenLDAP server only accepts Transport Layer 
Security (TLS) connections (Harrison 2006) and all the Web components (Web portal, REST API) 
employ HTTPS.  
5.2 IOFramework Implementation 
As discussed in Section 4.1, the IO framework is responsible for creating connections between a 
workflow’s IO components and IO clients (either Web or Desktop IO client). These connections 
allow generated data to be exported and visualised, and user input to be imported into a running 
workflow. IO components are data sources while IO clients are data sinks. Because Kepler is the 
workflow engine in the prototype, the term ‘IO actor’ is replaced by ‘IO component’. The terms ‘IO 
actor’ and ‘data source’ are used interchangeably, the same way as ‘IO client’ and ‘data sink’.  
A client-server architecture is adopted for connections between IO actors and IO clients. This 
allows IO clients and IO actors (and thus workflows) to be placed on different machines. 
Additionally, it also makes it easier to manage connections between data sources and sinks, e.g. 
how many IO clients can connect to an IO actor at the same time, or which type of IO client can 
connect to an IO actor, etc. 
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This section discusses the implementation of various components in the IOFramework, including 
IOServer, IOLibrary, IOActor, IO Web Client and IO Desktop Client.  
Another important feature of the IO Framework is execution replay, which allows output and input 
events in a particular execution to be replayed. This is useful because it allows users to view the 
evolution of an experiment without re-execution. Section 5.2.5 details the implementation of this 
feature. 
5.2.1 IOServer 
IOServer is responsible for handling the connections between multiple clients (data sources and 
sinks), and routing messages between them. It is implemented in nodejs (Ihrig 2013), with its 
socket.io library (Rai 2013) for communication protocol. Web socket is the main protocol being 
used, but socket.io can fall-back to other protocols such as JSONP polling, AJAX polling, etc. 
Messages transferred between the clients are in JSON format. 
 
Figure 5-3: IOServer client handshaking process. 
IOServer uses a publish-subscribe mechanism to route messages between clients. Each data source 
(IO actor) is associated with a unique channel, which is created when the source connects to the 
server. Any data sink that wishes to communicate with the source needs to subscribe to this channel. 
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Although multiple data sinks can subscribe to the same channel, only the first subscriber can 
publish messages back to the data source, this is to avoid synchronisation between multiple sinks.  
A client (either a data source or sink) needs to perform a multi-step handshake process to connect to 
the IOServer, as depicted in Figure 5-3. First, a client initiates a connection, and the server responds 
with an authentication request. IOFramework currently supports only username/password 
authentication. Second, the client provides the server with authentication credentials, which are 
verified with the LDAP server. Once the validity of the credentials is confirmed, the server sends an 
authentication confirmation; the client’s ID is also included. Third, the client identifies its type of 
client i.e. data source or sink. While a data sink does not need to provide any addition information, a 
source needs to provide the IO operation attributes. The server then creates a new channel and 
returns the data source with a connection status, which indicates the handshaking completion. For a 
data sink, it is sent a list of connected sources of the same username at the end of this step. The last 
step for the sink is to specify the source’s ID for subscription and the timestamp of the last 
connection. The server then sends the IO operation attributes of the specified source to the sink. It 
also sends all the stored messages with timestamp later than the given one; an absence of the 
timestamp indicates a first-time connection. At this point, the newly connected sink is up to date 
with the source. 
IOServer is highly event-driven. The server always notifies the data source and data sink about 
changes regarding the subscription, e.g. connection or disconnection of source or sink, connection 
timeout, etc. As a result, the data source is aware of the number of subscribed sinks and the data 
sink is aware of the data source’ status.  
Messages going through IOServer are stored in a MongoDB database (Chodorow 2013). Each 
message is stored with an additional field of the timestamp of arrival. MongoDB, which is a no-
SQL database, is used because of its flexibility. As this un-structured database allows entries to 
have different data fields, it is more suitable than relational databases to store the weakly-type 
JSON messages. 
5.2.2 IOLibrary 
IOLibrary is used by data sources and sinks to create connections with the IOServer. As highlighted 
in Section 4.1 in the previous chapter, IOLibrary defines an abstract connection interface (Figure 
4-1) to allow the future extension of different connection protocols. IOLibrary implements the 
abstract connection interface using the socket.io Java library; it also follows the handshaking 
process mentioned in the previous section. The SpringFramework (Johnson et al. 2008) is used to 
substitute the abstract interface with the concrete implementation.  
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5.2.3 IOActor 
With the IOLibrary, users can build their own IO actors to communicate with data sinks. This, 
however, requires users to have reasonable programming skills, in particular Java programming in 
the Kepler environment and in the IO framework. To simplify the creation of new IO actors, we 
create IOActor. This is a generic actor that generates new actors declaratively, without 
programming. The workflow developer initialises an IOActor by dragging and dropping the actor 
onto Kepler’s workflow canvas. The developer then provides the definition of the actor’s IO 
operation in the definition parameter box. This definition is sent to the IOServer during 
handshaking. Figure 5-4 and Figure 5-5 contain two examples of the transformation process; each 
definition contains the following data: 
• Name of the actor. 
• Description of the actor. 
• Preferences for layout of the generated UI elements. 
• Preferred type of IO client: either web (by default) or desktop.  
• Limit on the number of clients that can subscribe to this IO actor. 
• IO operation(s). This can be either input or output IO operation. An output operation only 
exports data to the IO client(s), while an input operation is capable of receiving user inputs.  
 
Figure 5-4: An example of IOActor transformation with output operation. 
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Figure 5-5: An example of IOActor transformation with input operation. 
When the IOActor detects a change in its definition parameter, it parses the contents, and transforms 
itself according to the definition. This is possible because Kepler allows actors to change their 
definitions even after their creation (but before execution). The developer can then save the actor 
and re-use it later in other workflows. The whole process is illustrated in Figure 5-4 and Figure 5-5. 
During the actor transformation process, each output operation corresponds to an input port in the 
generated actor – as illustrate in Figure 5-4. Data coming into this port are sent and visualised by 
the IO client. For an input operation, the IOActor generates an output port and an optional input 
port. If the input port is absent, the actor only receives data from the IO client. This kind of actor is 
suitable for workflows that require user input only once at the beginning of the execution. On the 
contrary, the generated actor is capable of sending the data out, and receiving user inputs as shown 
in Figure 5-5.  
Table 5-1: Current declarative rules for IO operations. 
Tag Meanings Possible Values Applied to 
type Type of the port Input/Output All 
update_mode Update mode OVERWRITE/ APPEND Input/Output 
need_input_port Whether this operation needs an input port in the IOActor Boolean Input  
guielement Name of the display UI to handle the data String All 
caption Text to appear near the display object String All 
gui_id Optional ID of the display object String All  
 
The IOActor currently supports multiple output operations and a single input operation per actor. It 
throws an exception if a definition with more than one input operations is provided. This is to avoid 
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the need to synchronise different input streams coming from the data sinks. Each operation’s 
definition follows the set of rules listed in Table 5-1. Amongst those, the guielement rule is the most 
important one as it defines the type of data to be transmitted as well as the type of UI elements 
generated. The IOActor and the IO clients agree on the same set of guielements, which are given by 
a Web service.  
Table 5-2: guielements REST API. 
URL Method Comments 
guielements/versions  GET Returns all the versions of guielements 
Web service 
guielements/versions/<version> GET Returns all the guielements supported in 
the given <version> 
The guielements REST API is shown in Table 5-2. This API consists of two GET methods, which 
return the versions of the Web service and the guielements within each version. The version in the 
Web service corresponds to the version number of the IOActors and the IOClients. A full list of 
guielements that are supported in the current version (version 1.0) is shown in Table 5-3.  
Another configuration in the IOActor is the selected by two checkboxes on top of the definition text 
box, which are used to specify the nature of the IOActor-IO client communication. The top 
checkbox (“Wait for connected sink”) specifies whether this actor must wait for connected sink to 
send any data. The second checkbox (“Blocking IO”) specifies the connection type (blocking or 
non-blocking). A synchronous connection requires both checkboxes to be ticked. On the contrary, 
un-ticking both checkboxes results in an asynchronous connection. 
Each workflow that contains IOActors, must declare four special parameters for connection, 
authentication and execution purposes, namely _host, _username, _password and _runid. The value 
of the _host parameter indicates the address of the IOServer, while _username and _password are 
authentication credentials, and _runid holds the execution ID. Absence of these parameters causes a 
run time exception to be raised. Within WorkWays, users are not concerned about these parameters 
as they are handled automatically. The values of these parameters are removed when the workflow 
is stored in the Workflow Repository, and inserted back during the execution preparation process 
(Section 5.3.3). 
5.2.4 IO clients 
IO client is the interaction interface between users and the workflows. Each IO client is responsible 
for receiving data from one IO actor, visualising them, and (if specified) capturing user inputs and 
sending the inputs back into the running workflow. As discussed in the previous section, UI 
elements generated in an IO client are based on requests from the assigned IO actor. These requests 
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come directly from the IO operations specified in the actor’s definition. The current release of 
IOActor and IO client (version 1.0) supports a number of request types from IO actors, as shown in 
Table 5-3. These elements are defined in the guielements Web service. 
Table 5-3: guielements version 1.0 
guielements input output datatype 
gui.textarea √ √ string 
gui.textfield √ √ string 
gui.selection √ √ json 
gui.booleaninput √ × boolean 
gui.intinput √ × int 
gui.doubleinput √ × double 
graph.pie × √ CSV string 
graph.line × √ CSV string 
graph.bar × √ CSV string 
gui.image √  √ image /image path 
gui.imageslide √  √ image /image path 
gui.video × √ video/video path 
parallel.coordinates (Inselberg 2009) √ √ json 
mincviewer (Sherif et al. 2014) × √ MINC file/file path 
paraview (Ahrens et al. 2005) × √ file path 
 
The instantiation of IO clients and assignment of IO clients to IO actors are performed by a special 
component known as controller. This component does not perform IO operations, but rather 
performs execution-related management tasks. Besides IO client instantiation, it provides an 
interface for 1) replaying previous executions and 2) monitoring and managing the current 
workflow execution using Web services provided by WorkWays. These two roles of the controller 
are discussed later in Section 5.2.4.1 and 5.2.4.2.  
The controller is the first component instantiated on the client side for each experiment. It connects 
to the IOServer and listens to newly connected IO actors that belong to its execution. The controller 
will notify users about any connection failures. Consequently, the users have to restart another 
execution. Otherwise, the controller then instantiates a new IO client and assigns it to the actor. 
Once a connection is established to the IO actor, UI elements are generated accordingly. Even 
though the messages to and from IO clients are stored in the IOServer, they are also stored locally 
by IO clients, reduces the amount of traffic to the IOServer. A simple relational database is used to 
store the messages together with the identity of the data source (IO actor). The schema of the 
database is presented in Figure 5-6 using Barker’s entity relationship diagram (ERD) (Barker 1990), 
which shows the attributes and the relationship between entities in the database.  
WorkWays provides two types of IO clients: Web IO clients and Desktop IO clients. The Web IO 
clients are generally more lightweight, and accessible, while the Desktop clients are more suitable 
for high resolution and larger data-set visualisations. The following two sub-sections discuss these 
two clients in more details. 
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Figure 5-6: Local IO client message database ERD. 
5.2.4.1  Web IO Client 
5.2.4.1.1  Implementation 
Similar to other Web components in WorkWays, the IO Web client is implemented as portlets, 
using Vaadin framework. These clients use existing JavaScript libraries to render various 
guilements. The Web IO client is not a monolithic portlet that renders all the guielements. Instead, it 
consists of several portlets that handles a group of related elements. This is to minimise the size of 
Javascript libraries to be loaded and thus improve the response time. These portlets (being referred 
as IOPortlets) share a common interface (Figure 5-7), which consists of several Java interfaces and 
abstract classes: 
• AbstractIOPortlet. This class represents an abstract IOPortlet. Each instance has three types of 
connections, including: 1) a connection to the IOServer for communicating with an IO actor; 2) 
a database connection for storing incoming and outgoing messages; and 3) a connection to listen 
to the controller (Experiment Interface). Concrete IOPortlet needs to inherit from this class and 
overrides the createDisplayable method to create appropriate rendering components.  
• Displayable. This is an interface for rendering components in WorkWays. DisplayObject is an 
abstract class that implements the Displayable interface. Rendering components in concrete 
IOPortlet implementation needs to inherit this abstract class.  
• Inputable. This is an interface for rendering components that are capable of capturing user 
inputs. Rendering components in concrete IOPortlet implementation that capture user inputs 
need to inherit the DisplayObject and implement this interface. 
As shown in Table 5-3, several guielements relies on files for visualisation. These files often 
contain large datasets, which should not be transferred to IO clients via the IOLibrary. Instead, they 
are stored in the outputstorage (Section 5.3.1) and are accessed by guielements. WorkWays mounts 
this storage system on the portal machine so that IOPortlets have access to the files. 
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Figure 5-7: UML class diagram of IOPortlet interface and a sample implementation. 
In WorkWays, there are six IOPortlets that together support all the elements in Table 5-3: 
• IO_Primitive_Portlet. This portlet handles the primitive guielements, which are the top six 
elements of the Table 5-3. IO_Primitive_Portlet does not require any additional rendering 
library apart from Vaadin standard Web elements.  
• IO_Graph_Portlet. This portlet handles the chart elements, which covers the next three 
elements in the table. jpPlot Javascript library (Nelli 2013) is integrated to render the graph 
elements.  
• IO_Image_Portlet. This portlet displays images and videos. Similar to IO_Primitive_Portlet, 
only Vaadin standard Web elements are required.  
• IO_Minc_Portlet. This portlet renders MINC file (Aghdadi et al. 2004), which is a special 
file format for medical imaging. The BrainBrower Javascript library (Sherif et al. 2014) is 
integrated to render MINC files.   
• IO_ParCoord_Portlet. This portlet uses the parallel coordinates technique (Inselberg 2009) 
to visualise multi-dimensional data. The parallel coordinates Javascript library (Chang 2015) 
is used for this purpose. The implementation of IO_ParCoord_Portlet is shown in Figure 
5-7, which illustrates how sub-components extend from the IOPortlet interface. 
• IO_Paraview_Portlet. The Paraview Web Javascript library (Jourdain et al. 2011) is 
integrated to allow this portlet to handle the complex visualisation supported by Paraview 
IOPortletCommon
-ioconnection
-dbconnection
-controller_listener
-displayables : Map<String, Displayable>
+main(username : String, password : String, sourceID : String)
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+replay(Timestamp replayTime)
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+addData(JsonObject data)
+update()
+setWindowTitle(String title)
+setUpdateMode(String updateMode)
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(Ahrens et al. 2005). The IO_Paraview_Portlet requires more complicated deployment 
architecture than other IOPortlets as remote rendering is required. Heavy rendering is 
performed remotely in a Web service to reduce the computation in a Web browser. The 
partially rendered geometries are then sent to the Javascript library (IO_Paraview_Portlet) 
for visualisation and interaction. In WorkWays, this rendering Web service has access to the 
output storage, which contains all output files from workflow executions (Section 5.3.1).  
5.2.4.1.2  Instantiation 
WorkWays creates a Web page for each workflow as soon as the execution is started. This Web 
page (known as an experiment page) hosts an Experiment Interface portlet (the controller) and 
IOPortlets. The Experiment Interface is the first portlet to be instantiated within each experiment 
page and it only concerns with events occurred within the given execution. Whenever a new IO 
actor connects to the IOServer, the Experiment Interface parses the requested IO operations and 
instantiates an appropriate IOPortlets. The next time the user is online, existing IO clients just 
connect to the previously connected actors. 
Within each experiment page, the communication between the Experiment Interface and the 
IOPortlets is performed using inter-portlet communication protocol provided by Liferay and Vaadin 
(Grönroos 2014). This protocol allows the Experiment Interface to broadcast messages to other 
portlets, e.g. notifications of changes in the execution status, or replay commands. 
5.2.4.2  Desktop IO Client 
As highlighted in the design chapter, the main disadvantage of Web-based IO client is the limited 
screen “real estate” on a conventional desktop. This limitation makes it difficult to visualise high-
resolution data, or to display multiple visualisation windows for comparison. An extended desktop 
environment with high-resolution display overcomes this limitation. The Desktop IO client is the 
extension of the Web IO client of this environment.  
Similar to the Web client, the Desktop IO Client requires two types of components: Desktop IO 
clients for interacting with IO actors, and a controller for execution-related management. The 
controller and Desktop IO clients are executed in separate processes and communicate using a 
message queue system. When the desktop application is first started, the controller prompts for 
authentication; the provided credential is then used to request the Deployment Manager API 
(Section 5.3.5.4) to list all active workflow executions. The desktop application then only considers 
events that occur within the selected workflow. Whenever a new IO actor connects to the IOServer, 
the controller starts a new IO Desktop client to handle the IO actor. The credentials are also passed 
to this IO client for authentication with the IOSever.  
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Figure 5-8: UML class diagram of the Desktop IO client. 
The controller and Desktop IO client are written in Python, using PyQt (Summerfield 2007) for 
GUI. VTK (Schroeder et al. 2004) is used in Desktop IO client to render complex guielement 
objects. ZeroMQ (Hintjens 2013) is used to enable publish-subscribe communication pattern 
between the controller and the Desktop IO clients. A simplified class diagram of the Desktop IO 
client is shown in Figure 5-8 with only four representative guielements. The implementation of 
Desktop IO client supports all guielements listed in Table 5-3. 
To implement guielements that require file access, the Data Manager API (Section 5.3.1.4) is used 
to download necessary files. NFS mount of the output storage is not provided as the desktop 
application can be executed from any un-trusted machines. The downloaded files will be removed 
on the exit of the application.  
5.2.5 Execution Replay 
Execution replay is a feature that presents input and output events of an execution on a timeline. 
These events are then replayed in a chronological order. This is similar to watching a video of the 
execution. However, it is more useful as the replay can be paused and users can interact with the 
objects being displayed. 
The replay feature is implemented using messages stored in IO clients’ local database and IOServer. 
Each message represents one input/output event between the workflow execution and its IO clients. 
As highlighted in Sections 5.2.1 and 5.2.4, a timestamp is tagged to each message and this 
timestamp is used to determine the relative order of the events.  
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When a replay is requested, the controller queries the workflows and their execution history from 
the Workflow Management service (Section 5.3.3) and Deployment Management service (Section 
5.3.5) respectively. The user then specifies the workflow and the actual execution of interest. A list 
of data sources (IO actors) that belong to the given execution is obtained from the Deployment 
Management service. The controller queries the IOServer for the missing data sources and the 
associated messages. Once the local database and the IOServer are in sync, corresponding IO clients 
are created.  
The controller is responsible for driving the replay. First, it calculates the time-span of the whole 
experiment. Messages are then loaded to the timeline and a time pointer is used to specify the 
“current” time during an execution. With the VCR (like) buttons, the user controls the “speed” of 
the replay, which determines the frequency used by the controller to update the time pointer. The 
controller also broadcasts a message to the IO clients to instruct them about the update. The IO 
clients then load the messages and visualise data according to the given time pointer.  
5.3 Framework for workflow Development and Execution (FDE) 
FDE is a service-oriented and multi-layered framework that provides a scalable and extensible 
environment and APIs for development and execution of scientific workflows. This framework 
consists of multiple Web services and portlets that that support the following aspects of workflow 
development and execution: data management, resource management, workflow management, 
deployment management and Provenance. Detailed implementation of these aspects is discussed in 
the next sub sections.  
5.3.1 Data Management Implementation 
The data management interface allows users to access and manage data in WorkWays’ storage 
systems. A shared file system is used to keep all data, including input, output files, and tools. This 
file system is accessible by all the virtual desktops in FDE. It is also exposed via a RESTful API 
and a portlet.   
5.3.1.1  Storage in WorkWays 
WorkWays’ storage is built on NeCTAR’s volume storage (NeCTAR 2015a). It is mounted to a 
Network File System (NFS) server (Shepler 1999), which is available to other workflow nodes. 
NFS provides a straightforward solution that allows multiple clients to access data over the 
network.  
As highlighted in the design chapter (Section 4.2.3), the system storage in WorkWays is divided 
into four sub-systems: tools repository, private storage, shared storage and output storage, which 
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are all mounted on workflow nodes. The tools repository is reserved for storing system-provided 
tools (applications). All users have read access to this repository, but only the system admins can 
modify it. Tools Management is currently performed manually. On the other hand, each user is 
given a folder in the private, shared and output storage. The permissions for each folder are 
specified in Section 4.2.3 of the design chapter. For each workflow node, the private storage is 
mounted to the HOME folder and only the owner can access and modify the data. On the other 
hand, data stored in the shared storage are accessible by all users, but only the owner can update 
data. Data in the output storage are only accessible by the owner and authenticated IO clients.  
WorkWays provides two mechanisms for access to the system storage. The first mechanism is via 
the workflow nodes. As the storage is attached to all the workflow nodes, users can access their 
own data as normal file systems. The second mechanism is via the Web interface; the functions to 
query and manipulate files are exposed via a RESTful API (Data Manager), which are presented to 
users using the Data Management Interface portlet.  
5.3.1.2  Storage Access via Workflow Nodes 
All storage sub-systems are made available to workflows nodes as NFS mounts. There are two 
approaches to achieve this. The first approach is to create a static NFS mount for each workflow 
node when it is spawned. As not all the workflow nodes are used, this approach creates unnecessary 
loads on the NFS server. In the second approach, a dynamic mount is created with NFS auto-mount 
(Zadok 2001). This service performs automatic mounting on as-needed basic i.e. an actual NFS 
mount is only established on request and thus it reduces the loads on the server. WorkWays uses the 
second approach.  
In order to synchronise accounts between workflow nodes, the Network Service Switch (NSS) is 
configured to use the LDAP server as the primary source of name service information. The name 
service includes users, hosts and groups. As a result, all workflow nodes have the same users and 
groups. Further, each LDAP record also specifies access lists within the system storage for that 
user. These access lists are used to auto-mount users’ storage accordingly.     
5.3.1.3  Data Manager 
Data Manager is a Web service that provides a RESTful API for management of files and folders in 
the storage systems. The full API is shown in Appendix B, which supports the following functions: 
• Listing directory/file. This function is implemented using the HTTP GET method. A path 
that points to either a file or directory in a storage system needs to be provided as an 
argument. As a result, the information of the file, or directory is returned in JSON format 
as illustrated in Listing B-1.  
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• Download files (Listing B-2). This function is also implemented using the GET method, 
but extra argument is required to indicate a download (?action= download). 
• Delete files (Listing B-3). This function is implemented using the DELETE method 
together with a path pointing to a file. The file is only deleted if the user has the correct file 
permission.  
• Upload files (Listing B-4). This function is implemented using the POST method together 
with an argument as specified in Listing 5-1. The file is sent in a form.  
• Create directory. This function is also implemented using POST method. The argument is 
slightly different as shown in Listing B-5.  
The API is mapped to actual file system in FDE, with corresponding user, storage and function. As 
an example, the Listing 5-1 shows a segment of a Java client that uploads a file to a directory in the 
user’s HOME folder (client A). This Java segment uses the Jersey library (Sandoval 2009) to 
perform a POST request. On the server side, the Data Manger responds to this request as follows 
(Figure 5-9): 
1. It verifies the authentication credentials from the client with the LDAP server 
2. It translates the request into commands with corresponding username, storage and path.  
3. The command is executed under the username’s account via sudo.  
4. The result is wrapped into JSON and returned to the client.   
//verify SSL cert, create client with username/password 
Client client = Client.create(ClientConfigHelper.verifySSLCert()); 
HTTPBasicAuthFilter authFilter = new HTTPBasicAuthFilter(username, password); 
client.addFilter(filter); 
String basepath = “https://test-workways-admin.com/filesapi”; 
//storage=private 
String path = basepath + “/filesapi/”+username+”/private”; 
FormDataMultiPart form = new FormDataMultiPart(); 
File file = new File(“data.dat”); 
//target location: $HOME/data/experiment1/data.dat 
form.field("destination",”/data/experiment1”);  
form.bodyPart(new FileDataBodyPart("file", file, MediaType.MULTIPART_FORM_DATA_TYPE)); 
ClientResponse response = 
     webResource.type(MediaType.MULTIPART_FORM_DATA).post(ClientResponse.class, form);   
queryStatus = response.getStatus(); 
output = response.getEntity(String.class); 
Listing 5-1: Java code performing directory listing. 
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Figure 5-9: The Data Manager Service Architecture. 
As a result of the request in Listing 5-1, the server returns a JSON object that contains the details of 
the uploaded file (Listing B-4). For a full list of functions provided by the Data Manger API, we 
refer the readers to Appendix B.  
5.3.1.4  Data Management Interface (DMI) 
 
Figure 5-10: Data Management Interface. 
The primary objective of DMI is to provide users with an easy-to-use Web interface for managing 
files. The portlet allows users to download, upload or delete files without the need to obtain a 
virtual desktop. The Data Manager service is used to implement basic tasks such as file system 
navigation, files upload, download or deletion. As shown in Figure 5-10, DMI separates four 
storage systems into separate tabs and in each tab, the Upload, Download and Delete are disabled 
and enabled according to the user’s permissions. Navigation in each storage system is performed 
via Up and Down buttons and they are enabled and disabled according to the currently selected 
item. The Info button is used to show information of the currently selected item. DMI currently does 
not support file movement, which have to be performed via virtual desktops. 
Da
ta
$M
an
ag
er
$W
eb
$S
er
vi
ce
$
su
do
$
LDAP$
Authen8ca8on$
Client$A$
Client$B$ User$B$Shared$Storage$
User$A$
Private$Storage$
File$System$Data$Manager$Host$
96 
 
5.3.2 Resource Management Implementation 
Resource management allows users to manage computational resources and use them for execution. 
As discussed in Section 5.1.3, Nimrod/G supports a wide range of computational resources, ranging 
from clusters (PBS, SGE) to grid (Globus, Condor) and cloud (Amazon EC2, Azure). Although 
Nimrod/G provides support for resource management, it is not suitable here because the resource 
information is only accessible locally from Nimrod/G’s root server. In FDE, MongoDB (Chodorow 
2013) is used to store the information of these resources and their usage; a set of functions to 
manipulate this information is exposed via a Web service (Resource Manager) and a portlet 
(Resource Management Interface). 
MongoDB, a no-SQL database, was chosen for storing the resource information because of its 
flexibility. This un-structured database allows entries to have different data fields. As a result, it is 
more suitable than relational database for storing resource information due to the variability of data 
fields in different types of resource. Table C-1 in Appendix C presents different types of resources 
and their corresponding fields in the database. 
 
Figure 5-11: Resource Management Interface. 
A RESTful API is provided by the Resource Manager to allow its client to query and organise 
resource information. The API (as shown in Appendix C) is used by three other FDE components:  
• RMI uses this API to implement a Web interface for adding or removing resources. The 
interface of RMI is shown in Figure 5-11.  
• Workflow Management Interface (WMI) (Section 5.3.3) uses this API to list available 
resources and to specify the resources used for an execution.  
• Deployment Manager (Section 5.3.5.4 uses this API to query the information of resources 
that are allocated for a deployment.  
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5.3.3 Workflow Management Implementation 
The workflow management aspect allows users to manage and share workflow contents. FDE uses 
a relational database to store all the workflows in the system. Workflow management functions are 
exposed to users via a Web service (Workflow Repository) and a portlet (Workflow Management 
Interface).  
 
Figure 5-12: Workflow Repository ERD. 
The schema is shown in Figure 5-12, which consists of three objects: 
• Workflow. This represents a workflow object in the system. Each entry contains the name, 
the owner, publicity, and various other variables representing a workflow.  
• WorkflowType. This represents the type of the workflow. WorkWays currently supports 
only Kepler workflows.  
• Version. This represents a version of a workflow. Each version holds its own contents, 
workflow image (snapshot). Each workflow might have multiple versions. Since Kepler 
does not have the concept of workflow template, the contents in each version are concrete 
Kepler workflows.  
• Parameter. This represents parameters of the workflow, which can contain the information 
of configurations, links to input data, location of output data, etc.   
As discussed in Section 5.2.3, the IOActors relies on four special parameters for connection, 
authentication and execution, namely _host, _username, _password and _runid. These parameters 
are reserved exclusively for WorkWays usage. For security reasons, the values of these parameters 
are removed from the workflows in the repository and they are only added back upon workflow 
deployment. 
Similar to other services in FDE, the Workflow Repository provides a RESTful API for workflow 
management, which is shown in Appendix D. This API provides five main functions: 
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• Listing all public workflows (Listing D-1). This function returns information about all the 
shared workflows in the repository; the HTTP GET method is used to implement this 
function.  
• Listing all workflows that belong to a user (Listing D-2). This function is implemented 
using GET method and it returns information of all workflows that belong to the given user.  
• Acquiring information of a workflow and its contents (Listing D-4). This function returns 
information of a workflow and its contents. This function is used by the Deployment 
Manager to query workflow contents.  
• Creating a new workflow (Listing D-5). This function uses the POST method; information 
of the workflow and its contents are provided as argument. As the result, a list of workflows 
is returned. During the process of adding a workflow o the repository, the transformation 
library (Killeen et al. 2012) is used to retrieve the parameters and strip off the reserved 
parameters from the workflows. 
• Updating an existing workflow (Listing D-6). This is another POST method and is used to 
update an existing workflow.  
• Deleting an existing workflow (Listing D-7). The DELETE method is used to remove a 
workflow and its versions.   
 
Figure 5-13: Workflow Management Interface. 
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From the Web, workflow management can be achieved via the Workflow Management Interface 
(WMI). As shown in Figure 5-13, WMI provides basic management features such as adding, 
removing and modifying workflows. In addition, the portlet allows users to search through the 
repository for shared workflows, and to copy them to a workflow list (via Browser button). A 
feature of WMI not detailed in this section is workflow deployment, which is invoked via the 
Deploy button. This feature requires the coordination of several Web services and Web components 
in FDE. We will discuss this feature in details in Section 5.3.5.6 once all the services and portlets in 
FDE have been highlighted.  
5.3.4 Provenance Management  
WorkWays relies on Kepler’s provenance recoding facilities (Altintas et al. 2006) to collect and 
store the provenance data of all the workflow executions. A dedicated MySQL server is used to host 
all the provenance data. An account in this MySQL server is created as part of the user provisioning 
process. WorkWays then modifies the configuration of the provenance module in Kepler and stores 
the data in this database.  
Web-based access to the provenance database is currently not supported. This is achieved via the 
reporting module in Kepler (Altintas et al. 2006) running in virtual desktop environments. This 
module also allows users to create reports of different executions based on the recorded provenance 
data.  
5.3.5 Deployment Management Implementation 
The previous sub-sections have described the implementation of four aspects of a workflow 
deployment, including data management (5.3.1), resource management (5.3.2), workflow 
management (5.3.3) and provenance management (5.3.4). These elements are managed in different 
repositories. In order to prepare a workflow for execution or development, they need to be 
assembled in the same environment. As specified in Section 4.2.6, this is known as the deployment 
process. A deployment process starts when a deployment request is sent to the Deployment 
Manager. This request specifies the identity of the workflow to be deployed and computational 
resources to be used. The Deployment Manager then queries the workflow contents (from the 
Workflow Repository), and the resources (from the Resource Manager), and requests a free node 
from the Workflow Node Pool. The process then proceeds on the given node. This means that the 
Deployment Manager orchestrates the whole process, even though the actual deployment occurs at 
a workflow node in the Workflow Node Pool. This section discusses detailed implementation of the 
Workflow Node Pool and Deployment Manager. Experiment Management Interface, a portlet for 
deployment management, is also introduced in this section.  
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Figure 5-14: Workflow Node components. 
5.3.5.1  Workflow Deployment Node 
Workflow Deployment Node (Workflow Node or just Node for short) is a virtual machine where 
workflows are actually deployed. Each node consists of the following components (Figure 5-14):  
• Workflow Node Web Service (WNS) for handling workflow deployment requests at a 
specific node. 
• Virtual Desktop with Guacamole, VNC and XFVB.  
• Kepler scientific workflow management system with Nimrod/K and IOActor 
• Nimrod/G as the distributed computing middleware 
• Storage sub-systems 
• LDAP client for authentication. 
5.3.5.1.1  Virtual Desktop with Guacamole 
As discussed in Section 4.2.6 of the design chapter, FDE uses virtual desktops for running 
SWFMSs. SWFMS features are delivered via a Web-based virtual desktop infrastructure. The 
prototype implementation currently supports only Kepler, but other SWFMSs with a desktop 
interface could either be integrated. Besides extensibility, this approach also shortens the learning 
curve as it re-uses existing SWFMS interfaces.  
Virtual desktops in WorkWays are implemented with Guacamole, which is an infrastructure to 
deliver remote desktop via the Web. The whole virtual desktop facilities are shown in Figure 5-15. 
On the server side, Virtual Network Computing (VNC) is used as the remote desktop protocol. Each 
virtual node has a X11VNC (Runge 2015) server to serve desktop frame buffer from XVFB (X 
Virtual Frame Buffer). XFCE (Fourdan 2000), a lightweight desktop environment, is initialised in 
Workﬂow'Node'
Web'Service'
Private'
Storage'
Shared'
Storage'
Tools'
Repo'
Nimrod/G'
Output'
Storage'
Workﬂow'Node'
IOActor'
Guacamole'
X11VNC'+'XVFB'
Nimrod/K'
Kepler'
NSS'
PAM'
LDAP'
101 
 
case the desktop environment is required. On the client side, guacJS (Guacamole Javascript client) 
is integrated into the Workflow Editor, which is then rendered in a Web browser.  
Figure 5-15 shows the connection interaction between the Workflow Editor and a workflow node. 
First, the guacJS client connects to the Guacamole server residing on the assigned node. Once the 
client authenticates itself, the desktop contents are streamed to the Workflow Editor. In WorkWays, 
each workflow node is only assigned to only one workflow at a time. The main reason for this is to 
eliminate the need to balance load among workflow nodes.     
 
Figure 5-15: Virtual Desktops in WorkWays. 
Each workflow node facilitates three types of workflow deployment:  
1. Headless mode 
This mode is only used for executing workflows. In this case, the workflow engine is invoked 
with the workflow contents and given parameters. Virtual desktop facilities are not instantiated 
in this mode. Status of the execution can be obtained via WNS at the given node.  
2. Editor only  
In this mode, only the workflow editor is presented, as depicted in Figure 5-16. The XFCE 
desktop environment is disabled; as a result, there is no other window apart from the editor. This 
editor only mode is suitable for small changes in the workflow. For more complicated changes, 
the whole desktop mode is recommended.  
3. Whole desktop mode 
In this mode, the whole desktop is presented, as shown in Figure 5-17. This mode is most 
suitable for workflow development activities that require interactions with file systems, different 
tools and command lines. 
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Figure 5-16: Workflow Editor portlet in the editor-only mode. 
 
Figure 5-17: Workflow Editor portlet in the desktop mode. 
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5.3.5.1.2  Workflow Node Service (WNS) 
WNS is a RESTful Web service that resides in each workflow node and is responsible for workflow 
deployment at the host node. As specified in the design (Section 4.2.6.1.1), WNS provides three 
functions: 
1. Deploy a workflow into the current node (Listing E-3). 
This function allows higher-level services (such as the Deployment Manager) to deploy a 
workflow into a node. As shown in Listing E-3 (Appendix E), it is implemented using HTTP 
POST method. Specifically, the function requires workflow contents, resource information, and 
user ID as arguments; this means that WNS can be used independently of other services such as 
Workflow Repository and Resource Manager. WNS then follows the steps in Figure 5-18 and 
Figure 5-19 to deploy the workflow. First, the user is authenticated against the LDAP server. 
Next, Nimrod/G is configured according to the resource information specified in the request. 
Then the editor-only or desktop mode is initiated depending on the specified type of 
deployment. Finally, the workflow is loaded to Kepler with the given parameters. An execution 
is started immediately in case of execution request; otherwise, the workflow is only loaded to 
the Kepler workflow system. 
2. Terminate the current session. (Listing E-4) 
This function terminates the current workflow deployment in a workflow node. As shown in 
Listing E-4, it is implemented using the DELETE method. The Pool Manager uses this function 
to “clean” a workflow node so that it can be returned to the pool for later reuse. As part of this 
termination process, all processes that belong to the current user are stopped, including the 
virtual desktop facilities; temporary files are also removed.  
3. Query the workflow being deployed (Listing E-1 and Listing E-2). 
This function returns the contents and the status of the workflow currently being deployed. 
Depending on the type of the execution, this method is used differently. For execution, this 
function determines the current execution status. Once the execution is completed, the Pool 
Manager returns the workflow node back to the pool. For development, Workflow Editor uses 
this method to acquire the latest contents of the workflow, which are then saved back to the 
workflow repository.   
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Figure 5-18: UML Sequence diagram of WNS deploying a workflow for execution. 
 
Figure 5-19: UML Sequence diagram of WNS deploying a workflow for editing. 
5.3.5.2  Deployment Database 
FDE keeps the information of all entities involved in a workflow deployment in a relational 
database. This database is used by the services that participate in deployment processes, including 
the Workflow Node Pool and Deployment Manager. The schema of the database is shown in Figure 
5-20, showing how the conceptual model presented in Figure 4-8 is implemented. The schema does 
not contain a User table as in the conceptual model. Instead, the UserID field in the 
WorkflowDeployment table points to a user account. Similarly, the Resource and Workflow tables 
contain the identity of the resources and workflows in Resource Manager and Workflow 
Repository. Additional properties of the resources and workflows are also stored in these two tables 
to avoid multiple queries to the respected Web services. 
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Figure 5-20: Workflow Deployment Database ERD. 
5.3.5.3  Workflow Node Pool 
The Workflow Node Pool is a collection of nodes being managed under FDE. As discussed in the 
design (Section 4.2.6.1), the pool reserves a number of pre-launched nodes for deployment. The 
purpose of keeping pre-launched nodes is to reduce the waiting time when processing deployment 
requests.  
The Workflow Node Pool has two main components: a Pool Manager and an API. While the API 
allows other applications to acquire or release nodes, the Pool Manager ensures the number of 
unused nodes stays within a predefined range. At runtime, the number of free nodes might increase 
or decrease due to nodes being assigned or released. The Pool Manager periodically checks the 
database for the number of free nodes. Once the number of free nodes drops below the minimum 
threshold, the Pool Manager launches more nodes. On the opposite, a number of nodes are 
terminated so that the number of free nodes is kept within the maximum threshold level. The Pool 
Manager uses the Boto library (Garnaat 2009) to manipulate VMs within the NeCTAR Cloud.    
Another important issue is how to limit the duration of each assignment. The Pool Manager 
resolves this by setting an expiry time for each non-execution deployment, and any expired 
assignment is terminated. The expiry field is not set for execution deployments. Instead, the Pool 
Manager periodically checks status of execution within each node; any node without a workflow 
execution is returned to the pool.  
Regarding the Pool API, four methods are exposed: acquire, query, return and error. The acquire 
method is used to obtain a workflow node. The invocation of this method marks the workflow node 
entry in the WorkflowNode table as occupied. This method does not perform workflow deployment; 
the client needs to invoke the WNS service by itself. In case there was something wrong with the 
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assigned workflow node, the error method should be called to mark the given node as erroneous. 
Any erroneous workflow node is to be terminated by the Pool Manager. The query method returns a 
list of existing and active deployments of a user. Finally, the return method is called to mark a 
workflow node in the WorkflowNode table as ready, which means that the node is ready to be re-
used.  
5.3.5.4  Deployment Manager 
The previous sub-sections highlighted the components in the Workflow Node Pool, which provides 
workflow nodes for deployments. This sub-section discusses the Deployment Manager, which 
orchestrates different services in the FDE to perform the deployments. The interaction between the 
FDE components is illustrated in two sequence diagrams shown in Section 4.2.6.2 (Figure 4-9 and 
Figure 4-10). 
Similar to other Web services in FDE, Deployment Manager is implemented as a RESTful service, 
with the interface shown in Appendix E-3 . This service provides three main functions:  
1. Query all deployments (Listing E-5). This function uses a GET method, and returns a list of 
all deployments that belong to a given user. The function invokes the query method from the 
Pool API to get the latest status of active deployments (deployments with running status).  
2. Create a new deployment (Listing E-8). This function uses the POST method and follows 
the sequence diagram presented in Figure 4-9 and Figure 4-10, depending on the type of 
deployment (execution, editor or desktop). First, the workflow node is acquired by invoking 
the acquire method from the Pool API. Once a node is assigned, it makes a POST request to 
the node’s WNS Web service to deploy the workflow. If the deployment is successful, the 
function creates an entry in the WorkflowDeployment table and returns the assignment ID 
along with the status of the workflow. If an error occurred, the error method is called to 
mark the instance as erroneous; another node is acquired to proceed with the deployment 
process.    
3. Delete an existing deployment (Listing E-7). This function first invokes the DELETE 
method from the workflow node’s WNS Web service to terminate the session in the given 
node. The return method is then called to return the node to the pool. Finally, the 
deployment entry in the WorkflowDeployment table is marked as terminated.  
5.3.5.5  Experiment Management Interface (EMI) 
The primary objective of EMI is to provide an easy-to-use Web interface for managing workflow 
executions. As seen in Figure 5-21, EMI provides three main features: 
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• View status of existing executions. EMI uses the query method provided by the Deployment 
Manager to list all executions that belong to a user and their properties.  
• Stop a deployment. This feature invokes the delete method in the Deployment Manager to 
stop the deployment. The experiment page associated with this execution is also removed.   
• Replay. This feature initiates a replay of the selected execution, which is discussed in 
Section 5.2.5. 
 
Figure 5-21: Experiment Management Interface. 
5.3.5.6  Workflow Deployment in WorkWays 
As discussed in Section 5.3.3, users can launch a workflow deployment using WMI. The 
deployment process involves several FDE Web services, including Workflow Repository, Resource 
Manager and Deployment Manager, and portlets such as EMI and Experiment Interface. Once the 
user hits the Deploy button in WMI, a window is presented that allows users to specify details of the 
deployment. The window, as shown in Figure 5-22, collects the following information: 
• Parameter values for this particular deployment. 
• Computational resources to be used. The list of resources is obtained from Resource 
Manager Web service.  
• Type of deployment (execution, editor or desktop). 
The information collected is then used to create a deployment request for the Deployment Manager. 
Upon completion, WMI performs two tasks. First, it broadcasts a command to the EMI to refresh 
the list of deployments. Second, it uses a Liferay API to create a Web page (called an experiment 
page) that is dedicated for the deployment. This experiment page is initialised with an instance of 
the Experiment Interface portlet, which is responsible for controlling the status of the deployment 
and for initialisation of IOPortlets in the execution.   
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Figure 5-22: Deployment Window. 
5.4 Implementation Summary 
This chapter has presented the prototype implementation of the IOFramework and the FDE 
framework that together form WorkWays - an interactive workflow-based science gateway. 
The implementation of the IOFramework has been described in Section 5.2. It augments existing 
workflow-based gateways with a framework that allows developers to create connections between 
workflows and the gateway. These connections allow data to be inserted into, or exported out of, 
continuously running workflows. The framework also provides a generic and configurable actor, 
called IOActor, which can be used to generate new IO actor instances given simple definition. This 
simplifies the creation of new IO actors since no programming is required. IOFramework also 
provides two types of clients: Web IO clients that are lightweight and accessible and desktop IO 
clients that are heavyweight but powerful, and hence can be used in high-resolution displays for 
large visualisation. Both IO clients allow users to replay an execution events based on the 
input/output of the workflow.  
The implementation of FDE is presented in Section 5.3. FDE leverages the NeCTAR cloud to 
implement a scalable and extensible environment for workflow development or execution. Each 
workflow deployment is hosted within a single virtual machine (or node in FDE terminology). At 
runtime, the computational jobs from workflow executions are further distributed to various 
computational resources. As a result, FDE could support the simultaneous execution of 
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computational-intensive workflows. Guacamole, a Web-based remote desktop framework, is used 
to deliver the Kepler interface to the users. In addition to deployment management, the FDE 
framework consists of various Web services to assist users in different aspects of the workflow 
execution (i.e. including data management, resource management, workflow and execution 
management). 
WorkWays currently supports only the Kepler. However, it can be extended to support other 
desktop-based workflow engines. This involves the extension of the IOFramework and the FDE. In 
terms of extending the IOFramework, only a new IOActor corresponding to the new workflow 
engine needs to be implemented. Since the rest of the IOFramework can be re-used, re-
implementation of the IOActor in another workflow engine would be straightforward. On the other 
hand, the extension of FDE to another workflow engine is more complicated as it requires several 
services. First, the Workflow Repository needs to be extended to support another workflow 
language. Then, the workflow engine needs to be added to all the workflow nodes within the pool. 
Finally, the Deployment Manager needs to be aware of the newly added workflow engine.  
The next chapter demonstrate the WorkWays science gateway as well as its components. Chapter 6 
first introduces the deployment and features of WorkWays and its components. A list of various use 
cases from a range of domains is followed to showcase how human-in-the-loop workflows are 
supported in WorkWays. It also introduces a different angle of using WorkWays: re-using some of 
FDE components to implement a workflow-centric desktop-as-a-service. 
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Chapter 6  
System Demonstration 
 
 
This chapter presents a series of case studies that demonstrate the applicability and functionality of 
WorkWays. In particular, we demonstrate how WorkWays supports the development and execution 
of Human-in-The-Loop (HiTL) scientific workflows, which are typically not supported by existing 
workflow-based science gateways. These use cases share two common requirements: high 
performance computing and human interaction, and are thus good examples to demonstrate the 
power of the WorkWays environment. They require expertise in narrow fields and it is difficult to 
replace human input with automated algorithms. In addition, we demonstrate the extensibility and 
re-usability of our solution via the re-use of WorkWays components to implement a new science 
gateway called CoESRA (Collaboration environment for Ecosystem Science Research and 
Analysis).  
Importantly, the chapter does not aim to measure the quality of our proposed solution using formal 
usability metrics. This is because the improvement offered by WorkWays is subjective, and relies 
on users’ preferences. As a result, this chapter does not evaluate our solution using formal usability 
metrics. Instead, the evaluation is performed via a demonstration of a series of use cases that have 
been developed from close collaborations with our user communities. These case studies have been 
published previously in (Nguyen & Abramson 2012; Nguyen et al. 2015) to showcase how 
WorkWays is used to enable human-in-the-loop workflows. They demonstrate that our overall 
architecture does work and that the prototype implementation addresses the requirements identified 
in Chapter 1.  
The chapter is organised as followed: Section 6.1 provides an introduction on system deployment 
and the overall features of WorkWays. Section 6.2 describes various use cases that demonstrate 
how WorkWays supports HiTL scientific workflows. In Section 6.3, the CoESRA project is 
presented, and we illustrate how WorkWays components are re-used to develop the new platform. 
Finally, Section 6.4 summarises this chapter.  
6.1 WorkWays Deployment and Features  
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6.1.1 System Deployment 
As mentioned earlier, WorkWays deploys virtual machines on the NeCTAR cloud platform 
(NeCTAR 2015d). To reduce the networking latency, we deploy all the virtual machines in one 
availability zone, namely the QRISCloud implementation in Brisbane. Figure 6-1 presents the 
deployment of the WorkWays test system. This figure uses a UML deployment diagram, in which a 
device represents a physical machine, while a component represents either a portlet or Web service. 
The size of each server is shown in Table 6-1.  
 
Figure 6-1: UML deployment diagram of the WorkWays system. 
Table 6-1: WorkWays Deployment Configuration. 
Component VM type Number of cores 
Web portal m1.large 4 
IO server m1.large 4 
WorkWays server m1.medium 2 
File server m1.large 4 
LDAP server m1.small 1 
Workflow node m1.medium 2 
Provenance server m1.medium 2 
Paraview server  m1.xlarge 8 
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WorkWays currently runs its Desktop IO client on a tiled display wall that is available at the 
Research Computing Centre, the University of Queensland (Research Computing Centre 2015). The 
display consists of nine 1280p high-resolution LED screens with a total resolution of 5760 x 3240. 
A dedicated graphic server running Windows 10 drives the display wall. This ultra-high-resolution 
desktop environment is ideal for either a very high-resolution visualisation or multiple smaller ones.  
6.1.2 WorkWays Overview 
The WorkWays prototype is available at http://test.worqways.com. At the time of writing this 
thesis, the prototype currently serves a small community of less than five collaborators from 
different disciplines. The use cases presented in this Chapter are the results of these collaborations. 
 
Figure 6-2: WorkWays front page. 
 Figure 6-2 shows the front page, which briefly introduces WorkWays and presents two methods for 
user authentication: AAF (Australian Access Federation) and Username/password. If the AAF 
method is selected, WorkWays retrieves user information (username, email address, institution etc.) 
from the credentials provided by AAF. A user account is created automatically in case the username 
is not registered. During the registration process, the user still needs to provide a password. This 
password is used only for the Desktop IO client as it accepts only username/password 
authentication. On the other hand, the Username/password authentication option is suitable for 
those who do not have an AAF account. In either case, WorkWays sends an email to the newly 
registered user to inform them about the registration.  
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WorkWays presents authenticated users with its main Web page (Figure 6-3), which consists of 
three sub-Web pages: 
• WorkWays. This Web page contains the Workflow Management Interface (WMI) portlet 
and the Experiment Management Interface (EMI) portlet. From here, users can manage their 
workflows and launch executions. 
• FilesManager. This Web page contains the Data Management Interface (DMI) portlet that 
allows users to manage their files. 
• ResourcesManager. This Web page contains the Resource Management Interface (RMI) 
portlet that allows users to define computational resources to be used with workflow 
executions. 
Figure 6-4 illustrates a process of launching a workflow in WorkWays. As can be seen, the window 
allows users to specify the workflow parameters, the ID of the resources to be used, and the type of 
deployment (Execution, Editor or Desktop). WorkWays creates a new Web page for each 
deployment. This Web page (called the experiment page) contains the following portlet: 
• one instance of ExperimentInterface (controller). 
• one instance of WorkflowEditor, if Editor or Desktop is selected.  
• zero to many instances of IOPortlets, depending on the number of IOActors in the 
workflow. The controller is responsible for creating IOPortlets as specified in Section 
5.2.4.1.  
Figure 6-5 shows an experiment page with the Desktop mode. As the workflow execution has not 
yet started, the page contains only a WorkflowEditor and an ExperimentInterface. The 
WorkflowEditor allows users to access the virtual desktop in order to modify the workflow, test the 
changes and save them back to the Workflow Repository. Once execution has commenced, the 
ExperimentInterface creates IOPortlets according to the number of IO actors in the workflow. 
On the Desktop IO client, authenticated users are presented with a list of executions (Figure 6-6). 
When one is selected, the client only listens to events from the given execution. If a complete 
execution is selected, the Desktop IO client works in replay mode. Otherwise, it listens to live 
events from the execution. 
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Figure 6-3: WorkWays main pages. 
 
Figure 6-4: Launching a workflow execution. 
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Figure 6-5: An experiment page with Desktop mode.  
 
Figure 6-6: Selecting an execution in the Desktop IO Client. 
6.1.3 Execution Replay 
Input/output events from a particular execution can be replayed in WorkWays. This allows users to 
review the progress of previous executions. The insights gained during this process can then be 
applied to future executions. In the Web portal, a user starts this process by selecting a particular 
execution and clicking on the Replay button in the EMI. A replay page is then created with the 
experiment name and the execution ID (Figure 6-7) and initially consists of a single instance of the 
Replay portlet, which consists of: 
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• a set of VCR-like buttons to control the replay status (start, pause or resume) and the replay 
speed (increase or decrease). At any point during the replay process, the user can pause the 
replay and analyse the data being visualised. 
• a timeline to indicate the current time and to show the events within a certain time window.  
Replaying an experiment from the Desktop IO client is very similar to the Web IO client. It is 
triggered by the selection of a complete execution.  
 
Figure 6-7: Replay page. 
6.2 HiTL Scientific Workflows in WorkWays 
WorkWays has been used in a number of studies (Nguyen & Abramson 2012; Nguyen et al. 2015). 
In this section, we introduce recent use cases for medical imaging and aero-dynamics design 
optimisation. These use cases require expertise in narrow fields and it is difficult to replace human 
inputs with automated algorithms. During the construction of these workflows, the generic IOActor 
is used to create actors that perform different IO operations with different data types and interaction 
modes. This simplifies the tasks of building workflows since no programming is involved. Once the 
workflow is executed, IOPortlets and the generated actors allow the users to monitor and steer the 
computation. 
The use cases introduced in this section span multiple domains and require different interaction 
modes with different data types to be visualised. They will be introduced in increasing order of user 
interaction complexity. The first use case allows users to monitor the intermediate results in order to 
decide whether to continue with the computation. The second workflow allows users to control the 
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scan process of a microscope repeatedly, and to perform some image processing computation at the 
end. In these two workflows, human interaction is performed synchronously with the workflow 
execution as the execution is paused waiting for user input. The optimisation workflow requires 
more complex user interactions because inputs are actually used to steer the execution. Since 
optimisation is a continuous process and the workflow execution cannot be paused waiting for user 
input, human interaction needs to be asynchronous with the workflow execution. 
6.2.1 Symmetric Brain Model Creation 
In this case study, WorkWays is used to implement a workflow for creating symmetric brain 
models, which are built in a similar fashion to those of (Grabner et al. 2006), (Fonov et al. 2011) 
and (Janke et al. 2012). This case study demonstrates how a complex process can be implemented 
as a scientific workflow in WorkWays. This streamlines the execution process as users are relieved 
from configurations. Importantly, the WorkWays’ IO model allows the users to examine 
intermediate results so that faulty executions can be terminated prematurely.  
All brains exhibit individual variation and whereas these differences may be small for some 
structures, the level of variability in a population of individuals is sufficient to drive the 
development of an average model that represents the taxa rather than being biased to an individual. 
A robust atlas generation process should ensure that the resulting model exhibits the average 
morphology and signal intensity of the input datasets. To achieve this, model generation consists of 
an initial linear registration followed by a nonlinear registration to an internally evolving average 
image (Janke et al. 2012). During model generation, a “winner takes all” or robust averaging 
approach is used in which voxels in the individual brain images that deviate from the current mean 
by more than a set amount are down-weighted. This is a very effective technique to identify and 
remove artefacts that are not consistent across individual images.  
In most cases it is also beneficial to produce a symmetric (left/right) atlas. This effectively doubles 
the number of subjects and increases the signal to noise ratio (SNR). A symmetric atlas ensures that 
left-right bias is not introduced by automatic segmentation techniques that utilise non-linear 
registration. 
As highlighted previously, the model creation process in this use case is similar to (Grabner et al. 
2006), (Fonov et al. 2011) and (Janke et al. 2012). The process involves a progression of 22 
recursive fits to an evolving model utilising initially linear fitting, followed by progressively denser 
nonlinear fitting. In the initial fit a random subject is chosen from the group and all subjects are 
fitted to this individual, and an initial group average is built. An average transformation is then 
determined and the inverse of this average is applied to the resulting model. This process is then 
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repeated with subsequent fits. The starting point in each iteration is the model from the previous 
step. This iterative strategy converges quickly on the true mean position and structure of 
morphological features in the chosen population.  
Creating symmetric models is a computing intensive and time consuming process. As an example, 
this fitting process for a 15 µm average mouse model took three weeks to complete on a 50-core 
commodity cluster (Janke et al. 2012). During the process, a scientist needs to periodically check 
intermediate output to confirm the accuracy of the execution. Since this is a progressive process, an 
erroneous model would cause subsequent models to be incorrect, and thus the execution should be 
terminated. To provide a user-friendly environment for scientists to execute this process, 
WorkWays supports such examinations of images during the process. 
 
Figure 6-8: Symmetric Model Creation workflow. 
Figure 6-8 shows the workflow that creates the symmetric atlas. The workflow parameters are not 
included in this figure in order to save space. The workflow takes, as inputs, a set of MINC 
(Aghdadi et al. 2004) files containing 3D MRI scans of the subjects being studied. The intermediate 
and final models are also in MINC format. Essentially, the workflow has two branches: the upper 
branch for processing linear fitting (linear fitting stage) and the bottom one for processing non-
linear fitting (nonlinear fitting stage). A loop in this workflow reflects the iterations of the atlas 
creation process. Before execution, the user needs to provide a stage parameter, which specifies the 
fitting type and number of iterations. This parameter is then used by the workflow to select the 
branch to be executed. As an example, a configuration with stage parameter “lin,1,3” would have 
the workflow executing the linear fitting branch once and the non-linear fitting branch twice, firstly 
with low resolution and secondly with medium resolution. Each fitting stage generates an 
119 
 
intermediate model, which will be used in the subsequent fitting stage. The workflow generates a 
final model once all the fitting stages specified in the stage parameter have been processed. 
To address the need to examine intermediate models, we integrated the BrainViewer library (Sherif 
et al. 2014) into the IOFramework. This allows users to visualise the MINC files and interact with 
the models. BrainViewer is a JavaScript library that allows for real time manipulation and analysis 
of neuro-imaging data using standard Web technology (Sherif et al. 2014). The library supports a 
wide range of neuro-imaging data types such as MINC, MNI object format etc. In this work, we 
extended WorkWays to support MINC files. 
 
Figure 6-9: Execution of Symmetric Model Creation workflow. 
The workflow in Figure 6-8 uses two IO actors (DisplayTempModel and DisplayFinalModel) to 
display the intermediate and final models to the portal. Those two actors are generated from the 
generic IOActor. While the DisplayFinalModel actor is an output one, which just sends the final 
model to the portal, the interaction is enabled via the DisplayTempModel actor. This actor sends an 
intermediate model to the portal and prompts the user whether or not to continue with the 
computation. The workflow will only continue to the next iteration upon receiving a positive 
answer from the user. Since the model creation process requires the user to examine every 
intermediate model, the human-workflow interaction in this case is synchronous. This means that 
the workflow execution is paused until the user verifies the current model, and the execution is 
aborted in the case where an invalid model is generated.  
Figure 6-9 presents an experiment page created for this example. The workflow is deployed with 
the Editor mode; as a result, the WorkflowEditor only displays the Kepler’s workflow canvas. The 
experiment page shows two portlets, a WorkflowEditor portlet and an IOPortlet displaying the 
intermediate models from the execution. At the time this snapshot was taken, the final model was 
not generated, and it was yet to be shown. A new intermediate model is generated and presented to 
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the user for verification in each iteration. The IOPortlet allows the user to view and examine the 3D 
brain images in the MINC file of the intermediate model and to decide whether or not to proceed 
with the execution. The workflow execution is paused until the user input is available. 
In this use case, WorkWays contributes two enhancements to the symmetric model creation 
process. First, it simplifies the execution of this process, as much complexity is abstracted in the 
form of a workflow, and the details are hidden from users via the science gateway. Second, 
WorkWays enables users to study each intermediate model to ensure the accuracy of the process. In 
the case where the process generates an erroneous intermediate model, the user can terminate the 
process immediately to avoid unnecessary computation.  
6.2.2 Medical Imaging 
In this case study, we use WorkWays to implement a HiTL scientific workflow in the area of cancer 
research and imaging to assist biologists to study the effects of different antibodies on tumour cells. 
The workflow uses infrastructure developed previously in our virtual microscope system 
(Abramson et al. 2009). The system was based on Kepler and it is capable of capturing images from 
a microscope, processing them, allowing users to visualise them and then archiving the images. 
 
Figure 6-10: CombineChannels actor. 
In this use case we wish to image and visualise fluorescent-labelled antibodies, together with 
various reagents. Different colours are used to mark three distinct tissue types: the tumour nuclei; 
the “stroma” or connective tissue; and the blood vessels. Because the labels fluoresce at different 
frequencies, the microscope (Leica AF6000LX) generates different signals, one corresponding to 
each label; each signal corresponds to an image. Since we have three frequencies, the microscope 
delivers three streams of signals (and thus images) in each scan. In this use case, we only wish to 
visualise the connective tissues and the blood vessels; therefore, we analyse only two of the three 
frequencies. This selection is performed by the CombineChannels actor as shown in Figure 6-10.  
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To solve the problem, we build a workflow that allows users to interactively control a microscope 
from the WorkWays’ portlet. Users can specify different areas for the microscope to zoom in 
multiple times to find the area of interest. The image of the area of interest is then segmented and 
skeletonised to show the boundary of blood vessels within that area. We use three IO actors for the 
workflow’s IO operations, and all three are generated from IOActor.  
The entire workflow is shown in Figure 6-11. Several compound actors are used to abstract 
implementation details. WSStartScan (Abramson et al. 2009) controls the microscope. After a scan, 
this actor sends a token containing the path of the generated images to the CombineChannels actor, 
which combines and merges images in the two channels of interest. The merged images are then 
sent to the ImageInOutActor, which is responsible for sending the images to, and acquiring user 
inputs from, the IOPortlet. If the user decides to stop the process, the ImageInOutActor actor 
generates a null token; otherwise, it issues a token containing the coordinates as well as the width 
and height of the selected area. Depending on this token, the Boolean Switch actor switches the 
workflow execution to the appropriate branch.  
 
Figure 6-11: Scanning workflow with feedback loop. 
If the scan is continued, information about the selected area is converted to global coordinates and a 
magnification level using the CalculatePositionZoom actor. This information is fed back to 
WSStartScan, which instructs the microscope to focus on the specified area.  
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If the scan is stopped, the other branch of the workflow is executed. The merged image from 
CombineChannels is sent to SegmentAndSkeleton, which processes the image and generates the 
boundary of blood vessels, as shown in Figure 6-14. ImageOutputActor sends this image to the 
IOPorlet. In this branch, TextInOut is used to block the workflow execution until the next user uses 
the workflow. 
 
Figure 6-12: Initial scan and selection of a sub area. 
 
Figure 6-13: Image of an area of interest. 
Figure 6-12, Figure 6-13 and Figure 6-14 show the sequence of interactions from the user’s 
perspective. UI elements are generated according to requests from the IO actors. The image in 
Figure 6-12 is the merged image of the scan. The user can then instruct the microscope to zoom to a 
particular area. Figure 6-13 shows the image of the area of interest, which is the result of several 
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zooms. When the Done button is pressed, the boundary of blood vessels in the area of interest is 
shown, as in Figure 6-14.  
This example illustrates how a HiTL workflow is supported in WorkWays. During the construction 
of the workflow, IOActor is used to create IO actors. This simplifies the tasks of creating new IO 
actors since no programming is involved. Once deployed and executed, the IOPorlet and the 
generated IO actors allow users to insert data into, or export data from, a continuously running 
workflow. This dynamic IO model allows users to steer the computation via the Web UI. 
 
Figure 6-14: Boundary of blood vessels. 
6.2.3 Micromixer Design 
In this case study, WorkWays is used to implement an interactive design process for a micro-mixer 
device. This case study demonstrates how complex visualisation and interactions can be integrated 
into scientific workflows in WorkWays. Importantly, the WorkWays’ IO model enables users to 
examine intermediate results and steer the executions accordingly.  
Microfluidics has been gaining importance in various fields from biological to engineering 
disciplines (Kakuta et al. 2001; Whitesides 2006; Nguyen 2008). Microfluidics can be defined as 
the science and technology of systems that process and manipulate small (10-9 to 10–18 litres) 
amounts of fluids, using channels with dimensions of tens to hundreds of micro-metres (Kakuta et 
al. 2001). Microfluidic systems have been applied in a wide range of applications and the 
applications of these systems have attracted interest from both industry and academia (Nguyen & 
Wu 2005). 
A micromixer is an important component in a microfluidic system (Nguyen & Wu 2005). It deals 
with the mixing process at the smallest scale of fluid and molecular motion. Due to the small 
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dimensions, the mixing is mainly governed by diffusion, which curbs the speed of mixing 
(Moghtaderi et al. 2006). Turbulence can increase the mixing, which can be enhanced by using 
active or passive devices, such as moving parts or multi-holed baffle plates.  
Active mixers require an energy input in order to mix the flows, e.g. an electro-hydrodynamic 
mixer. In contrast, passive mixers do not require a source of energy and hence are easier to integrate 
with other components and are more stable in operation. However, passive mixers require a more 
complex geometry because the presence of components in the direction of the flow that stretches 
and folds the fluid over the cross section of the channel enhances the turbulence. The shape 
configuration of passive mixers is the main focus of this study. 
 
Figure 6-15: Schematic illustration of the micro-mixer model: (a) perspective view and (b) side view [lattice unit] 
(Djenidi & Moghtaderi 2006). 
Figure 6-15 shows the schematic illustration of a passive micromixer used in this case study. The 
flows of the two micro-fluidic streams develop from left to right. In this model, a tubular vessel is 
fitted with a coaxial fuel inlet tube. A multi-holed baffle plate is used to provide turbulent mixing. 
This solution creates recirculation zones next to the jet flows going out from the holes (Moghtaderi 
et al. 2006; Djenidi & Moghtaderi 2006). The vortical structures around the inner tube promote 
interaction between the fluids and increase the interfacial area, which enhances the mixing process. 
The numerical simulations of the flow analysis are performed using the Lattice Boltzmann Method 
(LBM) (Djenidi & Moghtaderi 2006). The LBM solves the microscopic behaviour of a particle 
based upon Newton’s laws as explained in the kinetic theory. Analysis of all the particles is 
impossible to do; therefore, they are treated as averages, passing from a microscopic to a meso-
scopic scale.  
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Figure 6-16: Illustration of the baffle geometry with the design parameters and constraints (Moghtaderi et al. 
2006). 
In this case study, WorkWays implements an interactive design process for a micro-mixer device, 
which is an optimisation of the baffle geometry (Figure 6-16) in the form of vorticity and the 
efficiency of the mixing in the form of pressure losses. To facilitate a better understanding of the 
optimisation, it is important to visualise the key information revealed during the design process, 
which is the design parameter space, objective space, and flow pattern as well as the stress 
distribution. 
The design vector and the objective functions form the optimisation problem. The design vector is 
comprised of: 
• r: the radius of the inner tube, equal to the radius of the holes of the multi-holed baffle plate.  
• s: the space between the centre of the inner tube and the centre of one of the holes of the 
baffle plate.  
• Reynolds number: which is directly linked to the velocity since the characteristic length and 
the viscosity are constant.  
The objective functions are:  
• vorticity: the components of the vector are evaluated according to the Stokes theorem and 
are successively integrated.  
• pressure drop: this is evaluated as the difference between the pressure on the first node after 
the inlet and one node before the outlet.  
Where the vorticity and pressure drop are calculated based on the LBM method.  
In this case study, we use the Simplex method implemented within the Nimrod/OK framework 
(Abramson et al. 2010) to drive the optimisation. Since Nimrod/OK supports only a single objective 
optimisation algorithm, a weighted-sum objective function is used. The weighted-sum objective 
function is defined as in Equation 6-1. 
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Equation 6-1: Objective function. 
 
It may be useful for engineers to explore and identify the physical and behavioural relationships 
between design parameters and performance metrics. The knowledge from such analyses can be 
used to reduce the number of design variables, or reduce the range of some design parameters. This 
reduction in terms of the size of the design space will help to accelerate design convergence. 
However, such analyses are not trivial since they involve multi-dimensional data analysis of both 
the parameter space and objective function(s) space simultaneously. (Kipouros et al. 2008) propose 
a method to conduct such analyses, in which the Parallel Coordinates representation is used to post-
analyse a multi-objective optimisation process of turbo-machinery compressor blades. (Kipouros et 
al. 2013) then further expand this method to support a higher order of data dimensionality and to 
support human interaction. Since human interaction is supported, it allows the domain expert to 
interact with such design systems to identify the region of interest in the design parameters that will 
reveal more interesting and realistic optimum design configurations in a shorter period of time. 
(Hettenhausen et al. 2013) tests this interactive Parallel Coordinates method, and finds that it is 
superior to the direct design optimisation approaches. In this use case, we extend the WorkWays IO 
framework to support Parallel Coordinates and apply it to the micromixer optimisation. In addition, 
we integrate ParaviewWeb into WorkWays and the Parallel Coordinates. This is to support the 
complex visualisation required by the flow pattern and stress distribution analysis. 
Figure 6-17 shows the optimisation workflow. First, DefineSearchSpace initiates the optimisation 
by defining the domain of the search; in this case, the domain is the combination r, s and Reynolds. 
SelectPointsActor then selects from this domain different starting points and sends them to the 
Constraint actor. Constraint filters the given points based on the constraints in Figure 6-17; only 
valid points are passed to the optimisation actor. The optimisation actor (Simplex Optim Actor) 
generates a set of points that are sent for evaluation, which is done by the LBM actor. LBM 
calculations generate the vorticity and pressure losses, which are then combined into single 
objective value. 
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Figure 6-17: Micro-mixer optimisation workflow. 
 
Figure 6-18: Micro-mixer optimisation page. 
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Figure 6-19: A close look at the Parallel Coordinates. 
The workflow uses a single IO actor called IOParallelCoordinates to interface with the Web portal. 
This IOParallelCoordinates actor is responsible for visualising parameter and objective values 
using the Parallel Coordinates method, as well as injecting user input into the workflow. Note that 
the IO operation in ParallelCoordinates is asynchronous, meaning that the workflow does not stop 
to wait for input from users. In addition, visualisation of the fluid flow and stress distribution with 
ParaviewWeb is integrated with the Parallel Coordinates. 
Figure 6-18 displays the Web page created by WorkWays for this experiment. There are three 
portlets on this page: 
• The ExperimentInterface portlet for controlling the experiment, i.e. to manage computing 
resources or shut down the workflow.  
• The WorkflowEditor portlet showing the Kepler workflow editor. 
• One IOPortlet corresponding to the IOParallelCoordinates actor. A closer view of the 
IOPorlet is shown in Figure 6-19. 
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Figure 6-20: Parallel Coordinates with selection. 
The Parallel Coordinates plot in Figure 6-19 has nine dimensions: an id dimension, which is 
automatically assigned by WorkWays, and eight dimensions generated by the experiment. The latter 
includes the design parameters, performance metrics, constraints, and the objective function value 
(r, s, Reynolds number, pressure drop, vorticity, volume ratio, highlight and normalized objective 
function value). Note that highlight is a special variable to indicate whether a parameter 
combination is highlighted, e.g. an optimal solution. A table is used to provide actual values of 
those dimensions. Each row in the table corresponds to one line in the Parallel Coordinates, and 
rows with optimal values are highlighted (highlight flag is set to true). From Parallel Coordinates, 
users can reduce the size of the analysis by minimising any dimensions. This effectively reduces the 
size of the table, as shown in Figure 6-20. Once a row has been selected, a window appears showing 
the stress and flow visualisation for that configuration. Multiple windows can be opened at the same 
time so that users can compare/contrast the flow of different configurations, as shown in Figure 
6-21. 
A user can use Parallel Coordinates to steer the optimisation. By selecting an area in the parameter 
space (s, r and R columns) and submitting the selections, the user effectively requests the 
optimisation workflow to focus on requested regions. These inputs are sent to the 
DefineSearchSpace actor, which in turn initiates new optimisation iteration. This interaction is 
asynchronous which means the workflow does not need to pause to wait for user input. 
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Figure 6-21: Comparison of the flow and stress of different optimal configurations. 
6.2.4 Desktop IO client on a Tiled Display Wall 
 
Figure 6-22: Interacting with the micro-mixer optimisation workflow on a tiled display wall. 
The use cases so far have demonstrated that WorkWays supports HiTL scientific workflows with 
sophisticated visualisation and interaction in a Web browser. This is particularly shown in Figure 
6-21, in which multiple optimal solutions are visualised for comparison. However, as the number of 
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visualisation windows increases, the output becomes unwieldy. This is mainly due to the limited 
screen “real estate” on standard desktops. To overcome this problem, we use the Desktop IO client 
on a tiled display wall, as discussed in Section 6.1.1. 
Figure 6-22 shows the same micro-mixer optimisation execution in progress. Due to the ultra-high 
resolution of the display wall, many solutions can be visualised at the same time. The rendering is 
performed locally to utilise the display wall’s graphic processing power. 
6.2.5 HiTL Workflows Discussion 
This section presents four use cases to demonstrate how WorkWays handles HiTL workflows in 
various domains. These workflows require expertise in narrow fields and it is difficult to replace 
human input by automated algorithms in those cases. During workflow construction, the generic 
IOActor is used to create actors that perform different IO operations with different data types and 
interaction modes. This simplifies the task of building interactive workflows since no programming 
is involved. Once the workflow is executed, IOPortlets and the actors that are generated allow the 
users to monitor and steer the computation. The IOActor can be either blocking or non-blocking. A 
blocking IOActor results in synchronous interactions, which means the workflow execution is 
paused waiting for user inputs, and only resumed upon the availability of the user inputs. On the 
other hand, a non-blocking IOActor does not block the workflow execution.  
The use cases in this section require the addition of several guielements, specifically mincviewer, 
paraview and parallel.coordinates (Table 5-3). From our experience, adding new guielements is 
relatively simple, as the IO framework provides a set of libraries and APIs that organise data 
movement and management. However, this task requires programming skills and administrative 
privileges to deploy the changes. Once the guielement is added, IOActors can be generated and 
used in a plug-and-play manner.  
As WorkWays is only a prototype, the current focus is to collaborate closely with domain scientists 
to produce a set of useful common features for multiple domains. The current visualisation elements 
and use cases were developed based on requirements and feedback from domain scientists. We have 
not conducted any systematic evaluation regarding the performance of the system. However, we 
believe that WorkWays’ architecture is scalable as workflows can be deployed/executed in separate 
virtual machines, and from that, large-scale computation can be launched via Nimrod toolkits. 
6.3 CoESRA: a Workflow-centric DaaS Platform 
As highlighted in the previous section, WorkWays has been used to implement various use cases 
from a wide range of scientific disciplines. These use cases use various WorkWays features to 
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support HiTL scientific workflows. This is a unique functionality of WorkWays compared to 
existing workflow-based science gateways. In addition, WorkWays component, specifically the 
framework for development and execution (FDE), has also been used to implement a new science 
gateway called CoESRA. This demonstrates the extensibility and re-usability of our design and 
implementation. This section details the extension of the FDE to implement CoESRA.  
6.3.1 The CoESRA project 
The Collaboration environment for Ecosystem Science Research and Analysis (CoESRA) is a 
project initiated by Terrestrial Ecosystem Research Network (TERN) (Guru et al. 2013) to build an 
environment for synthesis and analysis of scientific data for the ecosystem science community. Its 
main objective is to “demonstrate the value in better connecting eResearch infrastructure by 
bringing ecosystem science date streams closer to a common environment for further analysis tasks, 
and by supporting data publishing of the results” (Guru & Clancy 2014). CoESRA, as a common 
environment, promotes: 1) open standard formats and domain standard data, 2) use and reuse of 
existing analysis tools and techniques in the forms of flexible pipelines, and 3) a collaborative 
workspace for sharable ecology analysis.  
To achieve the goal, this project aims to create a virtual experimental environment for ecology 
research that integrates existing eResearch infrastructure, including data management from 
Australian National Data Service (ANDS) (ANDS 2015), research Cloud from National eResearch 
Collaboration Tools and Resources (NeCTAR) (NeCTAR 2015d), storage from Research Data 
Storage (RDS) (RDS 2015), and data from Terrestrial Ecosystem Research Network (TERN) (Guru 
et al. 2013) and Atlas of Living Australia (ALA) (Tann & Flemons 2008). Scientific workflows are 
used to chain analysis processes into pipelines and orchestrate their execution on integrated 
eResearch infrastructure. The workflow system needs to:  
• be able to access required ecosystem data collections from various data sources such as 
TERN or ALA 
• leverage existing tools and algorithms to form data analysis pipelines 
• orchestrate, compose and execute complex and reusable pipelines 
• store and query provenance information. 
The Desktop-as-a-Service (DaaS) approach is adopted to deliver scientific workflows to users. This 
DaaS platform enables scientists to access a ready-to-use Linux desktop environment through a 
Web browser and this relieves scientists from various system administration tasks and brings down 
the barrier to access infrastructure for research purposes. The overall conceptual architecture of 
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CoESRA is shown in Figure 6-23. This includes interactions with different TERN data services and 
external tools that could be leveraged in a scientific workflow environment.  
 
Figure 6-23: CoESRA Conceptual Architecture (Guru & Clancy 2014).	
To showcase the usefulness of the system, two use cases from real-life ecology studies are 
developed in the form of reusable and reproducible workflows. The first use case implements a 
workflow that simulates conservation planning using Marxan, which is widely used conservation 
planning software. The workflow will assist natural resource managers in making good decisions on 
where and when to invest conservation resources. Specifically, the workflow is built to apply 
conservation planning processes of Marxan for the conservation of the spear-tooth shark which is an 
endangered species in the Wenlock River in Northern Queensland (Guru et al. 2015). The objective 
is to minimise the spear-tooth shark by-catch while maximising the crab fishing. The second use 
case is to convert an existing ecological assessment of mountain ash forest located in Victoria 
published in (Burns et al. 2015) into a scientific workflow. This use case demonstrates how 
workflow can be used to build an International Union for Conservation of Nature (IUCN) Red List 
of Ecosystem Assessment. The fully functional workflow is shared in CoESRA for repeatability 
and reusability purposes.  
6.3.2 CoESRA Architecture and Development 
The main target of the CoESRA project is to create a Web-based Desktop-as-a-Service system in 
which virtual desktops bundled with workflows and various tools (Platform) are delivered to users 
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via a Web browser. Due to its short time frame, the project does not consider building everything 
from the ground up. Instead, various existing solutions are considered. Amongst those, WorkWays 
is selected as a starting point for CoESRA development. The main reason is because of WorkWays’ 
support for virtual desktops on the cloud. However, these two systems have different foci; while 
WorkWays uses virtual desktops to deliver workflow editing and execution capabilities, CoESRA is 
essentially a Web-based virtual desktop system. As a result, further development is needed to fill 
the gap and meet the requirements of CoESRA. Nonetheless, reusing WorkWays components 
reduces the amount of development needed in CoESRA and this demonstrates the reusability of 
WorkWays. In this section, we highlight the development of CoESRA and how WorkWays 
components are re-used in CoESRA (Section 6.3.2.1); the full operation of CoESRA is described 
next in Section 6.3.3.  
6.3.2.1  WorkWays components in CoESRA development 
CoESRA development activities can be grouped into four main categories: 
• Development of an infrastructure to manage virtual desktops. The infrastructure consists of 
a virtual desktop pool and a Web service that manages the pool. The majority of FDE 
components are re-used in this infrastructure.  
• Development of virtual desktops. In CoESRA, the Puppet configuration management utility 
(Loope 2011) is used to install and configure necessary tools as part of the provisioning 
process. The configurations and settings of virtual desktops are specified in Puppet scripts, 
which are executed at launch time. These scripts ensure all the successfully provisioned 
virtual desktops have the same state. 
• Development of a Web portal. This new Web portal allows CoESRA users to register, 
authenticate and acquire virtual desktops. The virtual desktop is not embedded in a Web 
page as in WorkWays; instead the user is presented with a new window that displays only 
the virtual desktop.  
• Development of the two workflows for the given use cases. 
The rest of the chapter discusses the first two categories in more details as they are directly related 
to WorkWays components.  
Figure 6-24 shows a conceptual design of CoESRA based on WorkWays’s FDE. As can be seen, 
only the deployment-related components in the FDE are re-used; other components for resource 
management, data management and workflow management are excluded. The components in this 
figure are classified into three types: the green components are those that require modifications, the 
orange ones are new components and the rest can be re-used without any further changes to the 
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code. Several components in the FDE are renamed to better reflect the purpose of the new system, 
for instance, Workflow Node to Virtual Desktop, Deployment Manager to CoESRA DaaS admin 
service etc. 
   
 a) CoESRA overall architecture b) CoESRA Virtual Desktop 
Figure 6-24: Conceptual design of CoESRA using FDE components.  
Two major modifications are made to FDE components to serve new requirements. The first 
modification is in the provisioning process for virtual desktops. The FDE creates workflow nodes 
from a virtual machine snapshot that is bundled with necessary tools and services. This approach 
has several limitations. The first limitation is portability, because it is not straightforward to move 
snapshots from one cloud-computing infrastructure to another. In addition, updating tools or 
services is troublesome as it is a manual process of changing the necessary tools/services and 
creating another snapshot. In CoESRA, virtual desktops are built from basic VMs and an automatic 
configuration management tool is used to perform a system configuration in each VM; the Puppet 
tool (Loope 2011) in used in this case. In other words, when the number of free virtual desktops 
falls below a specified threshold, the Pool Manager launches new VMs and starts Puppet scripts to 
build virtual desktops. As the virtual desktop is built at spawning time, the provision duration of 
this approach is considerably longer than using snapshots. Synchronous provisioning of VMs is not 
a viable solution, as the Pool Manager has to wait for the provision process to complete. Instead, 
CoESRA performs virtual desktop provisioning asynchronously. The Pool Manager creates an entry 
with a provisioning state for each virtual desktop being built. A new component called the 
Provision Listener (Figure 6-24a) listens for messages and updates the status of the virtual desktops 
accordingly. This process is illustrated in a sequence diagram in Figure 6-25. The RabbitMQ 
message broker (Videla & Williams 2012) is used for communication between the Provision 
Listener and the virtual desktops. 
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Figure 6-25: Virtual desktop provisioning process in CoESRA. 
The second modification is the Web service that handles the virtual VMs (Deployment Manager in 
the FDE and DaaS Admin service in CoESRA). In the FDE, this Web service serves workflow 
deployment requests with different modes (execution, editor or desktop), while the DaaS Admin 
service serves only virtual desktop requests. As a result, the RESTful API in DaaS Admin service’s 
RESTful API is simpler than that of the Deployment Manager. Refer to Appendix F for full 
documentation of the RESTful API. 
6.3.3 System Operations 
At the time of writing this thesis, CoESRA is fully functional and is available at 
https://www.coesra.org.au. The system currently serves around forty users that are from different 
Australian universities and institutions. This sub-section walks through main features of CoESRA. 
6.3.3.1  User Registration and System Access 
A user needs to register with the system to access the virtual desktop. CoESRA also uses Australian 
Access Federation (AAF) as the login mechanism and LDAP for internal authentication. On the 
server side, user registration comprises three tasks: creating an entry in the LDAP server, creating a 
user home folder and updating user information in the system database. At the end of this process, a 
system-generated email is sent to confirm the status of the registration. When a user is 
authenticated, CoESRA shows a Web page as presented in Figure 6-26. The large button at the 
centre of the page opens up another browser window, which displays the virtual desktop, as shown 
in Figure 6-27. 
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Figure 6-26: CoESRA main page. 
 
Figure 6-27: Virtual desktop window. 
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6.3.3.2  Virtual Desktop Pool and Virtual Desktop 
Similar to WorkWays, all the virtual desktops in CoESRA are held in a pool, which is managed by 
the Pool Manager. The system admin need to specify a range of ready virtual desktops that are 
always available to ensure a fast response time for virtual desktop requests. At run time, if the 
number of free virtual desktops falls below the minimum threshold, the Pool Manager provisions 
new virtual desktops. On the contrary, the Pool Manager will delete several desktops if the number 
of free virtual desktops goes above the maximum threshold.  
Each virtual desktop in CoESRA is equipped with the following: 
• Kepler scientific workflow and related modules and workflows (Nimrod/K, CoESRA 
actors) 
• Various programming languages such as R and Python, and tools like RStudio 
• Nimrod/G distributed middleware 
• Various geo-science packages and tools  
Virtual desktops are delivered via the Web using remote desktop facilities similar to WorkWays, 
i.e. Guacamole. To prevent users from keeping virtual desktops indefinitely, CoESRA specifies a 
limit on the duration of each session. The current setting is 48 hours and an email will be sent to the 
user six hours before the session expires. A user can request a session extension by emailing the 
CoESRA system administrator. Otherwise, the session will be terminated and the virtual desktop 
released back to the pool. A virtual desktop has access to common storage to share workflows and 
data. This promotes an informal way of sharing and collaboration. All virtual desktops are mapped 
to a centralised provenance database to store and query the history of workflow runs performed by 
users.  
6.3.4 CoESRA Conclusion 
We have introduced CoESRA, a web-enabled Linux-based virtual desktop environment for the 
synthesis and analysis of scientific data for the ecosystem science community. CoESRA fulfils its 
requirements in providing a Desktop-as-a-Service platform. This enables researchers to use fully 
configured virtual desktops to build analytical pipelines via a Web browser. These workflows can 
be shared with the wider community. The concepts and implementation of FDE components were 
re-used to develop CoESRA. Since the two systems have different foci, further development is 
needed to fill the gaps and meet the all requirements of CoESRA. Nonetheless, reusing WorkWays 
components reduces the amount of development needed for CoESRA and demonstrates the 
usefulness and extensibility of WorkWays.  
6.4 System Demonstration Summary 
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This chapter has presented a system demonstration of WorkWays. It described various use cases 
that illustrated the usage and advantage of WorkWays and its features.  
First, the system deployment and an overview of WorkWays’ main components was presented to 
provide the readers an overview of WorkWays and how various components and services in 
WorkWays coordinate.  
Second, three use cases were presented. They came from different domains yet shared two common 
requirements: high performance computing and human interaction, and thus were good examples to 
demonstrate the power of the WorkWays environment. During workflow construction, the generic 
IOActor is used to create actors that perform different IO operations with different data types and 
interaction modes. This simplifies the task of building interactive workflows since no programming 
is involved. Once the workflow is executed, users can monitor and steer the computation via 
IOPortlets or Desktop IO clients.  
Third, was a description of CoESRA, a Desktop-as-a-Service platform that is implemented based on 
WorkWays. This clearly demonstrates the extensibility and re-usability of WorkWays components.  
In conclusion, by presenting and conducting a series of case studies, we can demonstrate that the 
overall architecture of WorkWays works and that the prototype implementation provides a working 
solution that addresses the requirements identified in Chapter 1.  
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Chapter 7  
Conclusion and Future Directions 
 
 
Science gateways are increasingly used to interface scientists with their computations and their data. 
The main goal is to improve usability and accessibility of computational tools and data as well as to 
leverage reproducibility and repeatability of scientific experiments (Gesing & Wilkins-Diehr 2015). 
Using science gateways, users can launch large-scale computations without concern for the 
underlying middleware and/or hardware infrastructure. Computations that are launched behind the 
gateway can be workflows or single packages. Workflow-based gateways are more extendable than 
single applications because workflows can be used to connect multiple, otherwise independent 
packages to form a single analysis pipeline. However, while much effort has been invested in 
providing domain scientists with an easy-to-use user interface to set up parameters, execute 
workflows and collect results; interaction between users and the workflow has not received a lot of 
attention to date. As a result, existing workflow-based science gateways typically execute 
workflows in batch-mode, which is not suitable for human-in-the-loop interaction. This is important 
because human decision-making capability is difficult to replace by automated algorithms in some 
applications; four use cases presented in Chapter 6 are amongst those applications. 
As a solution, this thesis has proposed WorkWays, an interactive workflow-base science gateway 
that supports human-in-the-loop scientific workflows. Specifically, we have presented the design, 
implementation and demonstration of WorkWays, which consists of two frameworks: 
IOFramework and FDE (Framework for Workflow Development and Execution). These two 
frameworks solve key issues in an interactive workflow-based science gateway 
This chapter presents a summary of this thesis (Section 7.1), its key contributions (Section 7.2) and 
future research directions (Section 7.3). 
7.1 Thesis Summary 
In this thesis, we have addressed important issues in the design and implementation of an interactive 
workflow-based science gateway. Specifically, we have: 
• Identified the challenges and issues of an interactive workflow-based science gateway 
(Section 1.1) 
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• Presented the background and related work (Chapter 2). This chapter surveyed a range of 
literature, projects, software, hardware and infrastructure of the technologies that are most 
relevant to the proposed solution. We have also demonstrated that current workflow-based 
science gateways do not provide a comprehensive solution and address our requirements. 
• Developed a set of requirements for an interactive workflow-based science gateway, 
including functional requirements and quality requirements (Section 3.1). Based on these 
requirements, we developed and presented the service-oriented, multi-tiered architecture of 
WorkWays (Section 3.2). We then explained how the proposed architecture supports the 
development and execution of human-in-the-loop scientific workflows (Section 3.3).       
• Presented the design and implementation of an IOFramework (Section 4.1 and 5.2). This 
framework allows users to export data out of, or import data into, a continuously running 
workflow. This flexible IO framework is the key technology to enable human interactions in 
the proposed interactive workflow-based science gateway. 
• Presented the design and implementation of FDE (Framework for Workflow Development 
and Execution) (Section 4.2 and 5.3). FDE is a scalable and extensible framework that 
supports various aspects of workflow execution, including data management, resource 
management, workflow management, provenance management and execution management. 
An important feature of FDE is the use of virtual desktops on the cloud to support existing 
SWFMSs.  
• Presented the system deployment of WorkWays on the NeCTAR cloud infrastructure and 
demonstrated the main features of WorkWays (Section 6.1).  
• Presented a list of use cases that demonstrate how WorkWays supports human-in-the-loop 
workflows (Section 6.2). These use cases require expertise in specialised fields where it is 
difficult to replace human inputs by automated algorithms. Importantly, they share two 
common requirements: high performance computing and human interaction, and thus are 
good examples to demonstrate the power of the WorkWays science gateway.  
• Presented CoESRA – a workflow-centric Desktop-as-a-Service platform that is developed 
based on FDE components (Section 6.3). This demonstrates the reusability and extensibility 
of WorkWays and its architecture and components.    
7.2 Key Contributions 
The followings are the key contributions of this thesis: 
• The design and implementation of a flexible and reusable IO framework. This innovative 
framework enables science gateways to support human-in-the-loop scientific workflows. 
IOFramework supports both synchronous and asynchronous interaction.  
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• The design and implementation of a modular, scalable and extensible framework for integrating 
scientific workflows into science gateway environment (FDE). FDE seamlessly supports 
workflow development and execution from the Web.  
• The extension of the human workflow interaction beyond a single Web interface. Extending the 
interaction interface to higher resolution displays (such as the tiled display wall) enables users to 
interact with higher resolution visualisations, which are unwieldy to perform in the limited 
space of Web browsers.   
• Demonstration of the practicality of human-in-the-loop workflows, enabled by WorkWays, in a 
range of research domains.  
• Demonstration of the reusability and extensibility of WorkWays and its architecture in the 
development of CoESRA – as Desktop as a Service platform.  
7.3 Future Research Directions 
This dissertation has laid-out the foundation of an interactive workflow-based science gateway. 
Although it addresses several critical questions, new questions and challenges have also been 
revealed and they lead to different potential research directions. Specifically, we will focus on four 
future research areas as follow.  
7.3.1 Enhancement of computational model 
IOFramework has been designed and developed to provide workflow-based science gateways with 
a novel IO model that supports human-in-the-loop workflows. The framework allows data to be 
exported out of, or imported into a continuously running workflow via special actors (IOActor). The 
computational model in the workflow (which is defined by director in Kepler workflow) is not 
aware of the IO events. Although our use cases in Section 6.2 do not require the computational 
model to react to IO events, it would be useful to allow users to define actions to handle IO events. 
The actions could be as simple as logging the events, or as complicated as cancelling existing 
tokens in preparation for new inputs. This capability requires enhancement to the existing 
computational models (Kepler directors).    
7.3.2 Improvement of storage implementation  
The current prototype implementation uses NFS on NeCTAR’s block storage to implement the 
WorkWays’ storage system, which includes the private storage, shared storage, tools and output 
storage. This storage implementation is locked to a single vendor storage solution. While the size of 
the storage might not be a problem, it limits the extensibility of the storage system. We plan to 
address this limitation by incorporating data grid solution such as iRODS (Rajasekar et al. 2010) 
into the WorkWay’s storage system. This will virtualise data management in WorkWays as it 
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allows data to be distributed over different physical storage locations, yet still accessible under a 
unified namespace. In addition, it allows users to easily replicate data across different locations to 
create another level of data protection (Baru et al. 1998b).  This solution also improves data 
availability.  
7.3.3 Reproducible science with scientific workflows 
The topic of reproducibility in science in general, and in computational science in particular, has 
received much attention (Peng 2011). Computational experiments in the form of scientific 
workflows have the potentials to be reproducible because the workflows explicitly encode different 
processes in an experiment (Zhao et al. 2012). However, as scientific workflows are dependent on 
various external resources (data, computational resources), they are subject to a decayed or reduced 
ability to produce the same results (De Roure et al. 2011; Zhao et al. 2012).  
In WorkWays, the support for workflow reproducibility is limited at present. Specifically, users 
have to ensure that changes in tools, data sets, and computational resources do not affect future 
execution. Providing users with better support for workflow preservation is one of future research 
topic in WorkWays. To achieve that, improvements are required so that the system can checkpoint 
the elements of an execution. It means that each workflow execution holds the values (or references 
to values) of the deployment environment, workflow contents, parameters, computational resources, 
input data and tools. At the moment, only the first four elements are stored in WorkWays. As a 
result, the future work will focus on the management of tools and input data. For the former, we 
will incorporate an advanced software repository to manage the system tools, their versions as well 
as their dependencies. One example of such software repository is Galaxy Toolshed (Blankenberg 
et al. 2014). This repository allows users to manage tools, dependencies, meta-data, as well as to 
share and use them in Galaxy workflows. For the latter, the improvement to data management needs 
to be aligned with the future improvement of the system storage as discussed in the previous 
section. One potential development direction is to incorporate version control systems on scientific 
datasets. Version control systems that are specifically designed or extended to support scientific 
datasets such as dat (dat project 2014) or git large file storage (git project 2015) would be an ideal 
starting point to address this future work. 
 
  
144 
 
 
145 
 
Appendix A  
Surveys of existing SWFMS and SGs  
Table A-1: A survey of existing scientific workflow management systems. 
SWFMS Rep. Spec. Language UI  Engine  Platform Parallelism Scheduling 
Discovery Net 
(AlSairafi et al. 
2003) 
DAG Concrete DPML GUI Discovery Net Cluster, Grid Task Hybrid 
GridFlow (Cao 
et al. 2003) 
DAG Concrete XML* GUI GridFlow Grid Task, Pileline Static 
ICENI 
(Mcgough et al. 
2005) 
DCG Abstract  XML* GUI ICENI Grid Task, Data Static 
K-WfGrid 
(Bubak et al. 
2006) 
 
Petri-
Net 
Abstract GWDL Web GWES Grid Task Static 
GrADS 
(Berman et al. 
2005) 
DAG Abstract GrADS script GUI GrADS Grid Task Hybrid 
Grid-Flow 
(Guan et al. 
2006)  
Petri-
Net 
Concrete GFDL GUI, 
Scripti
ng 
Grid-Flow Grid Task, Data Static 
UniCore 
(Demuth et al. 
2010) 
DCG Abstract JSDL GUI WS-BPEL, 
Shark 
Cluster, Grid Task _
1
 
GridAnt (Amin 
et al. 2004) 
DAG Concrete XML* GUI, 
Text 
GridAnt Grid Task _ 
Gridbus 
Workflow 
(Pandey et al. 
2009) 
DAG Abstract + 
Concrete 
xWFL Web Gridbus Cluster, Grid, 
Cloud 
Task Dynamic 
glideinWMS 
(Sfiligoi 2008) 
DAG Concrete XML* GUI Condor Cluster, 
Grid 
Task _ 
Askalon 
(Qin & Thomas 
Fahringer 2012) 
UML Abstract AWDL GUI  Askalon  Cluster, Grid, 
Cloud 
Task Dynamic & 
Hybrid 
Karajan DCG Abstract XML* GUI Karajan Grid Task Dynamic 
                                                
1 Not enough information. 
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(Laszewski et 
al. 2007) 
Vistrail 
(Callahan et al. 
2006; Zhang et 
al. 2013) 
DAG Concrete XML* GUI Vistrail Cluster, Grid, 
Cloud 
Task _ 
Kepler 
(Ludascher et 
al. 2006) 
DCG Concrete MoML GUI Kepler Cluster, Grid, 
Cloud 
Task, Data Static 
Taverna 
(Wolstencroft et 
al. 2013) 
DAG Concrete SCURF GUI FreeFluo Grid, Cloud Data& 
Task 
Dynamic 
Triana 
(Churches et al. 
2006) 
DCG Concrete XML* GUI Triana Grid, Cloud Data& Task Dynamic 
Swift (Zhao et 
al. 2007) 
DCG Abstract Swift Script GUI 
Text 
Karajan Grid, Cloud Task Dynamic 
Pegasus 
(Deelman, 
Mehta, et al. 
2007) 
DAG Abstract DAG in XML 
(DAX) 
GUI 
Text 
DAGMan Grid, Cloud Data Static & 
Hybrid 
Galaxy (Goecks 
et al. 2010) 
DCG Concrete JSON Web Galaxy Cluster on 
Cloud 
Task Dynamic 
PGRADE 
(Kacsuk 2014) 
DAG Abstract XML* Web DAGMan 
(replaced by 
Zen) 
Cluster,Grid, 
Cloud 
Data & Task Static & 
Dynamic 
Tavaxy 
(Abouelhoda et 
al. 2012) 
DAG Concrete tSCURF Web Tavaxy Cluster on 
Cloud 
Task Static 
MOTEUR 
(Glatard et al. 
2008) 
DAG Concrete GWENDIA GUI MOTEUR Grid Task & Data 
& Pipeline 
Dynamic 
DIRAC 
(Casajus et al. 
2010) 
DAG Abstract XML* Web DIRAC Cluster, Grid, 
Cloud 
Task Dynamic 
VIEW (Lin et 
al. 2008) 
DAG Abstract XML* GUI VIEW Grid Task _ 
Clowdflow 
(Kranjc et al. 
2012)  
DAG Concrete JSON Web Clowdflow Cloud Task _ 
Ergatis (Orvis 
et al. 2010) 
DAG Concrete wXML Web Ergatis Cluster Task SGE 
scheduler 
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BioWMS 
(Bartocci et al. 
2007) 
DAG Abstract XPDL Web Hermes Grid Task _ 
WildFire (Tang 
et al. 2005) 
DAG Concrete GEL script GUI GEL Cluster Task, Data Cluster-
based 
scheduler 
Pegasys (Shah 
et al. 2004) 
DAG Concrete XML* GUI Pegasys Cluster Task _ 
Trident (Barga 
et al. 2008) 
DAG Concrete XML* GUI,W
eb 
Windows 
Workflow 
Cluster, 
Cloud 
Task Static 
Workspace 
(Cleary et al. 
2014) 
DAG Concrete XML* GUI Workspace Cluster Task _ 
Anduril 
(Ovaska et al. 
2010) 
DAG Concrete Anduril 
Script 
Text-
based 
Anduril Cluster _ _ 
Gene Pattern 
(Chapman et al. 
2006) 
DAG _ _ GUI, 
Web 
GenePattern Cluster _ _ 
Anvaya 
(Limaye et al. 
2012) 
DAG Concrete XML* GUI Anvaya Cluster Task Using 
Torque 
scheduler 
Airavata 
(Marru et al. 
2011) 
DAG Concrete WSDL GUI XBaya Cluster, Grid, 
Cloud 
_ _ 
SciCumulus 
(de Oliveira et 
al. 2010; de AR 
Goncalves et al. 
2012) 
DAG Concrete XML* GUI SciCumulus Cluster, 
Cloud 
Data & Task Static 
JMS (Brown et 
al. 2015) 
DAG Concrete _ Web JSM Cluster Task _ 
dispel4py 
(Filguiera et al. 
2014) 
 
_ Abstract Python API dispel4py Cluster Data _ 
e-BioFlow 
(Wassink et al. 
2008) 
Petri Net Concrete Yaml GUI Yaml workflow 
engine 
_ _ _ 
Meandre (Llor 
et al. 2008) 
DAG Concrete ZigZag 
scripting 
language 
Web Meandre Cluster Data _ 
Mobyle 
(Maufrais et al. 
DAG Abstract XML* Web Mobyle Cluster Task _ 
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2009) 
Conveyor 
(Linke et al. 
2011) 
DCG Concrete XML* GUI, 
text-
based 
Conveyor Grid, Cloud Task _ 
PaPy (Cieślik 
& Mura 2011) 
DAG Concrete Python API NuMap Cluster, 
Cloud 
Task, Data, 
Pipeline 
_ 
OpenMOLE 
(Reuillon et al. 
2013) 
DCG Concrete DSL API OpenMOLE Cluster, 
Cloud 
Data, Pipeline _ 
LONI (Dinov et 
al. 2009) 
DAG Concrete XML* GUI, 
text-
based 
LONI Cluster Task _ 
Ophidia 
(Palazzo et al. 
2015) 
DAG Concrete JSON Web Ophidia Cluster Task _ 
Makeflow 
(Albrecht et al. 
2012) 
DAG Concrete Makefile Text Makefile Cluster, Grid, 
Cloud 
Data, Pipeline Dynamic 
 
Table A-2: A survey of existing science gateway frameworks. 
Framework Type Computing 
Mgmt. 
Data 
Mgmt. 
Security Monitoring Workflow 
Mgmt. 
Provenance Interfaces 
GridPort 
(Thomas et al. 
2001) 
Applic
ation 
(App) 
Globus/GR
AM 
Local and 
remote file 
managemen
t 
MyProxy
-based 
Job 
monitoring 
via Globus 
N/A No Manually 
generated Web-
based interfaces. 
  
GENIUS 
(Barbera et al. 
2007) 
Workfl
ow 
(Wf) + 
App 
gLite LHC 
Computing 
Grid File 
Catalogue 
(Munro & 
Koblitz 
2006) 
Robot 
Certificat
e 
Job 
monitoring 
No Not mention 
anywhere 
Web-based 
interfaces + VNC 
for remote desktop 
Rapid 
(Koetsier & 
Hemert 2009) 
App GridSAM, 
SGE, 
Condor, 
PBS and 
SSH 
GridFTP, 
Grid based 
GSIFTP 
Basic 
username
/passwd 
Job 
monitoring 
N/A N/A Automatic 
generated Web-
based interface 
based on XML 
spec 
EnginFrame 
(Torterolo et 
al. 2009) 
Wf Clusters 
(PBS, 
Torque, 
SGE) and 
Grids 
(gLite, 
Globus) 
iRODs + 
gLite  
NIS, 
PAM, 
LDAP, 
MyProxy, 
Globus 
Job and 
workflow 
monitoring 
Local 
repository 
Not mention 
anywhere 
Web-based 
interfaces + VNC 
for remote desktop 
and 2D rendering 
+ 3D plugin 
Hubzero 
(Mclennan & 
Kennell 2010) 
App File system 
+ Dropbox 
Secure 
proxy to 
send jobs to 
various 
trusted Grid 
sites 
Basic 
username
/passwd 
Job and 
connection 
monitoring 
N/A Not mention 
anywhere 
Auto-generated 
Web interfaces 
VNC is used for 
visualisation 
Airavata 
(Marru et al. 
2011) 
App + 
Wf 
Application 
Factory 
(GFAC) 
Airavata 
Registry + 
GFAC for 
files 
movement 
Credentia
ls Store 
Job and 
workflow 
monitoring 
Airavata 
Registry 
XBaya 
workflow 
provenance  
REST API 
 
Simple Web 
interface for 
running 
applications + 
XBaya Desktop 
application to run 
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workflow 
 
Galaxy 
(Afgan et al. 
2011) 
Wf CloudMan 
+ SGE  
Local file 
system  
Basic 
username
/passwd 
Job and 
Workflow 
monitoring 
Local 
repository 
Galaxy 
workflow  
Web interfaces to 
create and execute 
workflows, 
analyse results  
iPlant 
(Stanzione 
2011) 
App + 
Wf 
HTCondor 
Globus 
Unicore 
iRODS 
with 
gridFTP, 
WebDAV  
Shibbohl
et-based 
SSO 
Job and 
workflow 
monitoring 
Local 
repository 
iPlant assigns 
UUID for 
actions, 
metadata, data, 
etc.  
A desktop-like 
interface called 
discovery 
environment for 
accessing data, 
executing jobs, 
etc. 
+ REST API 
NEWT 
(Cholia & 
Skinner 2010) 
App Torque Local file 
system 
OAuth, 
Shibbolet
h, LDAP, 
and basic 
username
/passwd 
Job 
monitoring 
N/A N/A REST API 
DARE (Kim 
et al. 2011) 
App SAGA’s 
BigJob 
SAGA’s 
BigData 
Pylon 
Authkit 
(Thomas 
2008) 
Job 
monitoring 
N/A N/A Web UI and 
command-line UI 
GECEM 
(Walker et al. 
2011) 
App Globus 3.2 Local file 
system, 
GridFTP 
MyProxy
-based 
authentic
ation 
Job 
monitoring 
N/A N/A Web UI 
Vine Toolkit 
(Dziubecki et 
al. 2012) 
App + 
Wf 
gLite, 
Unicore, 
GRIA, 
Globus  
Local file 
systems, 
iRODS, 
OGSA-
DAI, 
GridFTP 
Single 
Sign-on  
Job 
monitoring 
No No Web UI 
DECIDE 
(Ardizzone et 
al. 2012) 
App Catania Job 
Engine 
Catania 
Data 
Engine 
EU 
Identity 
Federatio
n + Robot 
certificate 
Job 
monitoring 
N/A N/A Web UI 
ICAT Job 
(Fisher et al. 
2013) 
App Torque Local File 
system 
No 
informati
on 
Job 
monitoring 
N/A N/A Web, Desktop UI 
+ Command line 
WS-
PGRADE/gU
SE (Kacsuk 
2014) 
Wf DCI Bridge Local File 
System, 
IRODS 
Usernam
e/passwd 
+ single 
signon + 
My-
proxy 
Job 
monitoring + 
break point 
Local 
workflow 
repository + 
SHIWA 
gUse workflow 
provenance 
Web + Java Web 
Start 
SINAPAD 
(Gomes et al. 
2015) 
App + 
Wf 
CSGrid 
computatio
nal 
resources 
CSGrid 
data 
repository 
openLDA
P 
Job 
monitoring 
Local repo Meta-data of 
jobs + simple 
data provenance 
Web 
CIPRES 
Workbench 
(Miller et al. 
2015) 
App Airavata  Local file 
system, 
GridFTP 
SSH key Job 
monitoring 
N/A N/A Web  
 
Table A-3: Workflow-based science gateways. 
Science Gateway SWF Engine Execution Mode 
Online SWF 
Composition Target 
CAMERA (Altintas et al. 
2010) Kepler    
Batch No Meta-genomics 
Atmospherics Data 
Processing Portal (Cheng et 
al. 2009) 
Kepler Batch No Atmospherics 
SciencePipes (SciencePipes 
2015) 
Kepler Batch Yes Zoology 
GenePattern (Kuehn et al. 
2008) GenePattern 
Batch Yes Bioinformatics 
IVIP (Tuot et al. 2008) Kepler Batch Yes Farm management 
NBCR (Ren et al. 2010) Kepler, Vistrail Batch No Biology and Neuroscience 
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FlowGate (Qian et al. 2015) Kepler Batch No Flow Cytometry (Biology) 
BioWep (Romano et al. 
2007) Taverna, BioWMS 
Batch No Bioinformatics 
BioWMS (Bartocci et al. 
2007) 
BioWMS Batch Yes Bioinformatics 
CrowdLab (Mates et al. 
2011) 
VisTrail Batch No Visualization 
Pegasus portal (Singh et al. 
2005) 
Pegasus Batch No General purpose 
OOPS (Wu et al. 2010) Swift Batch No Bioinformatics 
GTLab (Nacar et al. 2007) DAGMan, Taverna Batch No General purpose 
LEAD (Christie & Marru 
2007) 
BPEL Batch No Weather forecast 
GPFlow (Rygg et al. 2006) Windows Workflow 
Foundation 
Batch, 
Interactive 
Yes Bioinformatics 
HubZero + Pegasus 
(Mclennan et al. 2015) 
Pegasus Batch No General purpose 
GridBus Workflow Portal 
(Pandey et al. 2009) 
GridBus Batch Yes General purpose 
MediGrid (Krefting et al. 
2009) 
Grid Workflow Execution 
System (GWES) 
Batch, 
Interactive 
No Biomedical 
DIRAC portal (Casajus et 
al. 2010) 
DIRAC Workflow 
management system 
Batch Yes General purpose 
VIP portal (Glatard et al. 
2013) 
DIRAC Batch No Medical Imaging 
BioVLab (Pierce et al. 
2011) 
Airavata/XBaya Batch No Biology 
DES-SimWG (DES 
Institutions 2015) 
Airavata/XBaya Batch No Cosmology 
GridChem (Marru et al. 
2015) 
Airavata/XBaya Batch No Computational Chemistry 
ParamChem (Ghosh et al. 
2011) 
Airavata/XBaya Batch No Computational Chemistry 
PHASTA (Smith et al. 
2015) 
Airavata/XBaya Batch No Fluid, Particulate, Hydraulic 
Engineering 
VLab (da Silveira et al. 
2013) 
Airavata/XBaya Batch No Material Research 
Dashboard (Gesing et al. 
2014) 
gUSE, Dispel (currently) Batch Yes General purpose 
BioVel (Donvito et al. 2012) Taverna Batch No Phylogenetics 
OnlineHPC (Institute for 
Information Transmission 
Problems 2013) 
Taverna Batch Yes General purpose 
Dispel gateway (Griffis et 
al. 2013)  
Dispel Batch No General purpose 
CMS (Adelman et al. 2014) glideinWMS Batch Yes Particle Physics 
WS-PGRADE/gUSE 
(Kacsuk 2014) 
gUSE  Batch Yes General purpose 
IGI (Bencivenni et al. 2014) PGRADE/gUSE and 
DIRAC 
Batch Yes General purpose 
FRANET (Taffoni et al. 
2015) 
gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Astronomy 
HELIO (Bentley et al. 2013) gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Heliophysics 
MoSGrid (Herres-Pawlis et 
al. 2013) 
gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Computational Chemistry 
e-BioInfra Gateway 
(Shahand, Benabdelkader, et 
al. 2015) 
gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Neuro-science 
VisIVO (Sciacca et al. 
2013) 
gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Astrophysics 
GSG (Jaghoori, Altena, et 
al. 2014) 
gUSE (within WS-
PGRADE/gUSE) 
Batch Yes Computational Chemistry 
Tavaxy (Abouelhoda et al. 
2012) 
Tavaxy, Galaxy, Taverna Batch Yes Bioinformatics 
ClowdFlow (Kranjc et al. 
2012) 
ClowdFlow Batch Yes Data mining 
Ergatis (Orvis et al. 2010) Ergatis Batch Yes Bioinformatics 
Galaxy (Goecks et al. 2010) Galaxy Batch Yes Bioinformatics 
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LiSIs (C Kannas et al. 2015) Galaxy Batch Yes Computational Chemistry 
JMS (Brown et al. 2015) JMS Batch Yes General purpose 
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Appendix B  
File Management REST API 
Method GET 
URL < fileapi_baseurl >/filesapi/<user>/<storage>/<path> 
Parameter None 
Outputs 
JSON Object 
{ 
 “type”: “file”,  
 “owner”: “tk291”,  
 “group”: “tk291”, 
 “size”: “185”, 
 “lastmodified”: “31 Oct 2015”, 
 “name”: “workways.init” 
} 
Semantics Returns the directory listing if <path> points to a directory 
Returns the information of a file if <path> points to a file 
Listing B-1: Directory listing within a storage. 
Method GET 
URL < fileapi_baseurl >/filesapi/<user>/<storage>/<path>/action= 
download 
Parameter None 
Outputs File located at <path> 
Semantics Download a file 
Listing B-2: Downloading a file. 
Method DELETE 
URL < fileapi_baseurl >/<user>/filessapi/<storage>/<path> 
Parameter None 
Outputs {} 
Semantics Delete a file from a storage (only applicable for private and shared 
storage) 
Listing B-3: Deleting a file. 
Method POST 
URL < fileapi_baseurl >/filesapi/<user>/ <storage> 
Parameter 
Uploaded file is sent as a form 
Outputs 
JSON Object 
{  
  “path” : “/data/experiment1/data.dat” 
  "ctime" : "Thu Jan 22 16:29:49 2015", 
  "dir" : false, 
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  "group" : "tk291", 
  "mtime" : "Thu Jul 18 23:19:03 2013", 
  "owner" : "tk291", 
  "permission" : {  
        "group" : { "r" : true, "w" : false, "x" : false}, 
        "other" : { "r" : true, "w" : false, "x" : false }, 
        "owner" : { "r" : true, "w" : true,  "x" : false }}, 
  "size" : 124 
} 
Semantics Upload a file 
The file is sent as attachment besides the POST argument.  
Listing B-4: Uploading a file. 
Method POST 
URL < fileapi_baseurl >/filesapi/<user>/ <storage> 
Parameter 
{ 
 “command”: “mkdir”, 
 “path”: “/folder1/folder3/ 
} 
Outputs 
JSON Object 
{ 
    “path”: “"/folder1/folder3”, 
    "group": "tk291", 
     "ctime": "Thu Jan 22 16:29:49 2015", 
     "permission": { 
      "owner": {"x": true, "r": true, w": true}, 
      "other": {"x": true, "r": true, w": false}, 
      "group": {"x": true, "r": true, "w": false}}, 
     "mtime": "Mon May 26 15:46:28 2014", 
     "owner": "tk291", 
     "dir": true, 
     "size": 4096 
} 
Semantics Create a directory  
Listing B-5: Creating a directory. 
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Appendix C  
Resource Management REST API 
Table C-1: Nimrod/G resources and their properties. 
 Fork SGE PBS BProc Condor Globus Globus
4 
EC2 Azure 
type ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
description ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
cost ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
job_limit ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
processor_per_job ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
proxy ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
preempt ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
immediate ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
resource_storage  ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
maxtime  ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
idletime  ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
sharedhome  ✔ ✔ ✔ ✔     
proxy_certificate      ✔ ✔   
queue      ✔ ✔   
proxy_queue      ✔ ✔   
vm_size       ✔ ✔ ✔ 
key_file        ✔  
private_file        ✔  
tunnel        ✔  
user        ✔  
instance_limit        ✔ ✔ 
az        ✔  
image_id        ✔ ✔ 
azure_cert         ✔ 
subscription_id         ✔ 
storage_account         ✔ 
locale         ✔ 
cputime ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
waitingtime ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
transfertime ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
bytes_transfered ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
 
 
Method GET 
URL <resourceapi_baseurl>/resourceapi/ <user>/ 
Parameter None 
Outputs 
JSON Array 
[{ 
 “resouceid”: 1, 
 “middleware”: “nimrod”, 
 “resourcetype”:"ec2", 
 “description”: “LBMNectar”, 
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 “cost”: “0”, 
 “joblimit”: “2”, 
 “processorperjob”: “0”, 
 “usingproxy”: “false”, 
 “preempt”: “false”, 
 “immediate”: “true”, 
 “resourcestorage”:””, 
 “maxtime”: 86400, 
 “idletime”: 600,  
 “AWS_Secret”: “41a8d114xxxxxxxxxx98750f”, 
 “AWS_Key”: “56610dxxxxxxxx53cd5bbbd6”, 
 “tunnel”: “false”, 
 “user”: “root”, 
 “type”: “m1.small”, 
 “instancelimit”: 1, 
 “az”: “QRISCloud”, 
 “ImageID”: “ami-000022d4” 
}] 
Semantics List the information of all the resources available in the current user 
(<user>) 
Listing C-1: Listing available resources. 
Method POST 
URL < resourceapi_baseurl >/resourceapi/<user>/ 
Parameter 
{ 
 “middleware”: “nimrod”, 
 “resourcetype”:"globus4", 
 “description”: “east”, 
 “cost”: “0”, 
 “joblimit”: “2”, 
 “processorperjob”: “0”, 
 “usingproxy”: “false”, 
 “preempt”: “false”, 
 “immediate”: “true”, 
 “resourcestorage”:””, 
 “maxtime”: 86400, 
 “idletime”: 600,  
 “ProxyCert”: “xxxxxxxxx”, 
 “queue”: “__nimrod_default__”, 
 “proxyqyeye”: “”, 
 “type”: “” 
} 
Outputs 
JSON Array 
[{ 
 “resouceid”: 1, 
 “middleware”: “nimrod”, 
 “resourcetype”:"ec2", 
 “description”: “LBMNectar”, 
 “cost”: “0”, 
 “joblimit”: “2”, 
 “processorperjob”: “0”, 
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 “usingproxy”: “false”, 
 “preempt”: “false”, 
 “immediate”: “true”, 
 “resourcestorage”:””, 
 “maxtime”: 86400, 
 “idletime”: 600,  
 “AWS_Secret”: “41a8d114xxxxxxxxxx98750f”, 
 “AWS_Key”: “56610dxxxxxxxx53cd5bbbd6”, 
 “tunnel”: “false”, 
 “user”: “root”, 
 “type”: “m1.small”, 
 “instancelimit”: 1, 
 “az”: “QRISCloud”, 
 “ImageID”: “ami-000022d4” 
}, 
{ 
 “resourceid”: 2, 
 “middleware”: “nimrod”, 
 “resourcetype”:"globus4", 
 “description”: “east”, 
 “cost”: “0”, 
 “joblimit”: “2”, 
 “processorperjob”: “0”, 
 “usingproxy”: “false”, 
 “preempt”: “false”, 
 “immediate”: “true”, 
 “resourcestorage”:””, 
 “maxtime”: 86400, 
 “idletime”: 600,  
 “ProxyCert”: “xxxxxxxxx”, 
 “queue”: “__nimrod_default__”, 
 “proxyqyeye”: “”, 
 “type”: “” 
}]  
Semantics Create a new resource. Returns a list of existing resources, which 
include the new one. 
Listing C-2: Creating a new resource. 
Method GET 
URL < resourceapi_baseurl >/resourceapi/<user>/<resourceid> 
Parameter None 
Outputs 
JSON Object 
{ 
 “resourceid”: 2, 
 “middleware”: “nimrod”, 
 “resourcetype”:"globus4", 
 “description”: “east”, 
 “cost”: “0”, 
 “joblimit”: “2”, 
 “processorperjob”: “0”, 
 “usingproxy”: “false”, 
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 “preempt”: “false”, 
 “immediate”: “true”, 
 “resourcestorage”:””, 
 “maxtime”: 86400, 
 “idletime”: 600,  
 “ProxyCert”: “xxxxxxxxx”, 
 “queue”: “__nimrod_default__”, 
 “proxyqyeye”: “”, 
 “type”: “” 
} 
Semantics Get the information of a resource (<resourceid>) 
Listing C-3: Querying a specific resource. 
Method DELETE 
URL < resourceapi_baseurl >/resourceapi/<user>/<resourceid> 
Parameter None 
Outputs {} 
Semantics Delete a resource (<resourceid>).  
Listing C-4: Deleting a resource. 
 
158 
 
Appendix D  
Workflow Management REST API 
Method GET 
URL <workflowapi_baseurl>/workflowapi 
Parameter none 
Outputs 
JSON Array 
[{“workflowid”: 1, 
 “workflowname”:"test.xml", 
 “workflowtype”: “Kepler”, 
 “owner”: “hoangnguyen”, 
 “public”: “true”, 
 “lastmodified”: “1 Sep 2014”, 
 “origin” :”local”,  
 “description”: “A workflow performing optimisation” 
},… 
, 
{ 
 “workflowid”: 102, 
 “workflowname”:"lbm.xml", 
 “workflowtype”: “Kepler”, 
 “owner”: “tk291”, 
 “public”: “true”, 
 “lastmodified”: “12 Aug 2015”, 
 “origin” :”local”,  
 “description”: “A workflow performing optimisation” 
}] 
Semantics List all the workflows belong to <user> 
Listing D-1: Listing all public workflows. 
Method GET 
URL <workflowapi_baseurl>/workflowapi/<user>/ 
Parameter none 
Outputs 
JSON Array 
[{ 
 “workflowid”: 102, 
 “workflowname”:"lbm.xml", 
 “workflowtype”: “Kepler”, 
 “owner”: “tk291”, 
 “public”: “true”, 
 “lastmodified”: “12 Aug 2015”, 
 “origin” :”local”,  
 “description”: “A workflow performing optimisation” 
}] 
Semantics List all the workflows belong to <user> 
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Listing D-2: Listing all workflows belong to a user. 
Method GET 
URL < workflowapi_baseurl >/workflowapi/<user>/<workflowid> 
Parameter None 
Outputs 
JSON Object 
{ 
 “workflowid”: 120, 
 “workflowname”:"airfoil.xml", 
 “workflowtype”: “Kepler”, 
 “workflowcontents”: “string”, 
 “public”: “false”, 
 “owner”: “tk291”, 
 “lastmodified”: “12 Sept 2015”, 
 “origin” :”local”, 
 “description”: “A workflow performing airfoil optimisation” 
} 
Semantics Returns the information of a workflow 
Listing D-3: Querying information of a specific workflow. 
Method GET 
URL <workflowapi_baseurl >/workflowapi/<user>/<workflowid>?action=read 
Parameter None 
Outputs 
JSON Object 
{ 
 “workflowid”: 120, 
 “workflowname”:"lbm.xml", 
 “workflowtype”: “kepler”, 
 “public”: “false”, 
 “owner”: “tk291”, 
 “lastmodified”: “12 Sept 2015”, 
 “contents”: “<xml> …. </xml>” 
 “origin” :”local”, 
 “description”: “A workflow performing optimisation”, 
 “contents”: string 
 } 
Semantics Returns the information of a workflow together with its contents 
Listing D-4: Querying information of a specific workflow and its contents. 
Method POST 
URL < workflowapi_baseurl >/workflowapi/<user> 
Parameter 
{ 
 “workflowname”:"airfoil.xml", 
 “workflowcontents”: string, 
 “workflowtype”: “Kepler”, 
 “public”: “false”, 
 “description”: “A workflow performing airfoil optimisation” 
} 
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Outputs 
JSON Array 
[{ 
 “workflowid”: 102, 
 “workflowname”:"lbm.xml", 
 “workflowtype”: “Kepler”, 
 “owner”: “tk291”, 
 “public”: “true”, 
 “origin” :”local”, 
 “lastmodified”: “12 Aug 2015”, 
 “origin” :”local”, 
 “description”: “A workflow performing optimisation” 
},  
{ 
 “workflowid”: 120, 
 “workflowname”:"airfoil.xml", 
 “workflowtype”: “Kepler”, 
 “owner”: “tk291”, 
 “public”: “false”, 
 “lastmodified”: “12 Sept 2015”, 
 “origin” :”local”, 
 “description”: “A workflow performing airfoil optimisation” 
}] 
Semantics Create a new workflow 
Listing D-5: Creating a new workflow. 
Method POST 
URL < workflowapi_baseurl >/workflowapi/<user>/<workflowid> 
Parameter 
{ 
 “workflowname”:"lbm.xml", 
 “workflowcontents”: string, 
 “workflowtype”: “Kepler”, 
 “public”: “true”, 
} 
Outputs 
JSON Object 
{ 
 “workflowid”: 102, 
 “workflowname”:"lbm.xml", 
 “workflowtype”: “Kepler”, 
 “public”: “true”, 
 “owner”: “tk291”, 
 “lastmodified”: “14 Sept 2015”, 
 “origin” :”local”, 
 “description”: “A workflow performing optimisation” 
} 
Semantics Update a workflow 
Listing D-6: Updating an existing workflow. 
Method DELETE 
URL < workflowapi_baseurl >/workflowapi/<user>/<workflowid> 
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Parameter None 
Outputs 
None 
Semantics Delete a new workflow. This method returns a list of workflows left 
Listing D-7: Deleting a workflow. 
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Appendix E  
Deployment Management REST API 
E-1  Workflow Deployment Node REST API 
Method GET 
URL <wnsbaseurl>/wns 
Parameter None 
Outputs 
JSON Object 
{ 
 “status”: “free” 
}  
Semantics Return the status of a workflow node.  
Listing E-1: Querying status of a workflow node.  
Method GET 
URL < wnsbaseurl >/wns?action=download 
Parameter None 
Outputs 
JSON Object. Note that the resources are trimmed down to minimise the 
message. 
{ 
 “assignmentid”: “20”, 
 “workflowname”: “lbm.xml”, 
 “workflowcontents”: string,  
 “workflowtype”: “kepler”, 
 “resources”: [{},  
               {}], 
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}] 
} 
Semantics Return the contents of the workflow currently deployed in the 
workflow node and the parameters. 
Listing E-2: Querying the workflow currently deployed at a workflow node. 
Method POST 
URL < wnsbaseurl >/wns/ 
Parameter 
JSON Object 
{ 
 “type”:”execute”, 
 “userid”: “tk291w”, 
 “assignmentid”: “20”, 
 “workflowname”: “lbm.xml”, 
 “workflowtype”: “kepler”, 
 “resources”: [{}, {}, {}], 
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 “workflowcontents”: string,  
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}] 
} 
Outputs {} 
Semantics Deploy a workflow.  
Note the “type” of the deployment determines the action after the 
deployment. 
In case “type” is “execution”, the workflow is executed with given 
parameters, resources 
If “type” is “editor”, the workflow is deployed in Kepler editor; the 
desktop is not instantiated. 
If “type” is “desktop”, the whole desktop is shown with Kepler editor.   
Listing E-3: Deploying a workflow. 
Method DELETE 
URL < wnsbaseurl >/wns 
Parameter none 
Outputs {} 
Semantics Terminate the current session 
Listing E-4: Terminating a session. 
E-2  Workflow Node Pool API 
Table E-1: Workflow Node Pool API. 
Method Comment 
nodepool.acquire(userID) Acquire a workflow node for workflow deployment. 
nodepool.return(nodeID) Terminate the assignment and return to the pool. 
nodepool.query(userID) Returns a list of active deployments under the given 
user. 
nodepool.error(nodeID) Mark the workflow node as error. 
E-3  Deployment Manager REST API 
Method GET 
URL <baseurl>/deploymentapi/<userid>/ 
Parameter none 
Outputs 
JSON Array 
[{ 
 “runid”: 201, 
 “workflowid”: 102, 
 “assignmentid”: 143, 
 “type”: “execution”, 
 “workflowtype”: “kepler”, 
 “owner”: “tk291”, 
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}], 
 “resources”: [1, 3, 5], 
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 “status”: “completed”, 
 “start”: “09:06:30 12 Aug 2015”, 
 “end”: “12:06:30 14 Aug 2015” 
}, 
{ 
 “runid”: 202, 
 “workflowid”: 103, 
 “assignmentid”: 216, 
 “workflowtype”: “kepler”, 
 “type”: “editor”, 
 “owner”: “tk291”, 
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}], 
 “status”: “running”, 
 “resources”: [1], 
 “start”: “15:30:30 14 Aug 2015” 
}, 
] 
Semantics List all the executions belong to <user> 
Listing E-5: Listing all the executions performed by a user. 
Method GET 
URL <baseurl>/deploymentapi/<userid>/<runid> 
Parameter none 
Outputs 
JSON Object 
{ 
 “runid”: 240, 
 “workflowid”: 104, 
 “assignmentid”: 260, 
 “type”: “execution”, 
 “workflowtype”: “kepler”, 
 “owner”: “tk291”, 
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}], 
 “status”: “completed”, 
 “start”: “09:06:30 12 Aug 2015”, 
 “end”: “12:06:30 14 Aug 2015” 
} 
Semantics List an execution 
Listing E-6: Getting information of a specific execution. 
Method DELETE 
URL <baseurl>/deploymentapi/<userid>/<runid> 
Parameter none 
Outputs 
JSON Object 
{ 
 “runid”: 240, 
 “status”: “completed”, 
 “start”: “09:06:30 12 Aug 2015”, 
165 
 
 “end”: “12:06:30 14 Aug 2015” 
} 
Semantics Terminate an execution 
Listing E-7: Terminating an execution. 
Method POST 
URL <baseurl>/deploymentapi/<user> 
Parameter 
{ 
 “workflowid”:"104", 
 “params”: [{“name”: “x”, “type”: “int”, “value”: “10”}, 
          {“name”: “y”, “type”: “int”, “value”: “20”}], 
 “resources”: [1, 2], 
 “workflowtype”: “kepler”, 
 “type”: “execution” 
} 
Outputs 
JSON Object 
{ 
 “runid”: “240”, 
} 
Semantics Request a new execution. This method returns the information of the 
newly created deployment. 
Listing E-8: Requesting a new execution. 
Method GET 
URL <baseurl>/deploymentapi /<userid>/<runid>/sources 
Parameter None 
Outputs 
JSON Array 
[“11Mho54UJuW7Pf9kAADy”, “uG69PPETz9teAQc3AAA9”] 
Semantics List the sources that belong to an execution 
Listing E-9: Listing the data sources in an execution. 
Method POST 
URL <baseurl>/deploymentapi /<userid>/<runid>/sources 
Parameter 
JSON Object 
{“sourceid”: “2zqRUvia1g3RG5cPAAAw”} 
Outputs 
JSON Array 
[“11Mho54UJuW7Pf9kAADy”, “uG69PPETz9teAQc3AAA9”, 
“2zqRUvia1g3RG5cPAAAw”] 
Semantics Add a new source to the source id 
Listing E-10: Adding a new data source to an execution. 
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Appendix F  
CoESRA REST API 
Method GET 
URL <coesraurl>/coesrarestapi/users/<user> 
Parameter None 
Outputs 
JSON Object 
{ "ExternalID" : "h.nguyen30@uq.edu.au", 
  "GroupID" : 601, 
  "Password" : "xxxxxxx", 
  "Status" : "Active", 
  "UserID" : 601, 
  "Username" : "h.nguyen30_uq" 
}  
Semantics Return the status of a workflow node.  
Listing F-1: Querying user information. 
Method GET 
URL <coesraurl>/coesrarestapi/users/<user>/sessions 
Parameter None 
Outputs 
JSON Array 
[{  "Created" : "2015-10-30 03:38:06", 
    "Ec2ID" : "i-00199a53", 
    "Ended" : "None", 
    "Expired" : "2015-11-01 03:38:06", 
    "FQN" : " vm463.coesra.org.au", 
    "IP" : "203.101.227.197", 
    "InstanceID" : "463", 
    "InstanceStatus" : "Ready", 
    "LastActive" : "2015-10-30 03:38:06", 
    "SessionID" : "115", 
    "Status" : "Allocated", 
    "UserID" : "601" 
  }] 
Semantics Return information of all sessions (virtual desktops). A user has one 
session at maximum.  
Listing F-2: Querying active sessions. 
Method GET 
URL <coesraurl>/coesrarestapi/users/<user>/sessions/<sessionid> 
Parameter None 
Outputs 
JSON Object 
{ "Created" : "2015-10-30 03:38:06", 
  "Ec2ID" : "i-00199a53", 
  "Ended" : "None", 
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  "Expired" : "2015-11-01 03:38:06", 
  "FQN" : "vm463.coesra.org.au", 
  "IP" : "203.101.227.197", 
  "InstanceID" : "463", 
  "InstanceStatus" : "Ready", 
  "LastActive" : "2015-10-30 03:40:28", 
  "SessionID" : "115", 
  "Status" : "Allocated", 
  "UserID" : "601" 
} 
Semantics The return the information of a particular session (virtual desktop).   
Listing F-3: Querying a particular session. 
Method POST 
URL <coesraurl>/coesrarestapi/users/<user>/sessions 
Parameter 
None 
Outputs 
JsonArray 
[{  "Created" : "2015-10-30 03:38:06", 
    "Ec2ID" : "i-00199a53", 
    "Ended" : "None", 
    "Expired" : "2015-11-01 03:38:06", 
    "FQN" : " vm463.coesra.org.au", 
    "IP" : "203.101.227.197", 
    "InstanceID" : "463", 
    "InstanceStatus" : "Ready", 
    "LastActive" : "2015-10-30 03:38:06", 
    "SessionID" : "115", 
    "Status" : "Allocated", 
    "UserID" : "601" 
  }] 
Semantics Request a new virtual desktop session. If there is no session, this 
method creates one. A list of current sessions (maximum is one) is 
returned 
Listing F-4: Requesting a new virtual desktop session. 
Method DELETE 
URL <coesraurl>/coesrarestapi/users/<user>/sessions/<sessionid> 
Parameter None 
Outputs {} 
Semantics Terminate the current virtual desktop session 
Listing F-5: Terminating a virtual desktop session.
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