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vRÉSUMÉ
La microscopie à effet tunnel (STM) est une technique d’imagerie très utilisée en nanoscience
qui permet d’étudier les états électroniques et la morphologie d’un substrat en exploitant la
nature quantique des électrons traversant une barrière de potentiel. Cette méthode, en plus
de donner lieu à l’observation d’objets à l’échelle atomique, permet aussi de les manipuler
et d’induire des réactions chimiques. Le problème inverse en STM consiste à déterminer
la structure atomique d’un échantillon à partir des images expérimentales. La complexité
des phénomènes physiques rendent parfois difficile l’interprétation des images obtenues. Des
outils permettant de calculer des images STM à partir d’un modèle moléculaire sont donc
nécessaires pour comprendre la source des contrastes observés en imagerie expérimentale.
Dans sa forme la plus simple, le calcul d’images STM peut être réalisé en utilisant les
théories Bardeen ou de Tersoff-Hamann (TH). Ces approches consistent à utiliser la
structure électronique des électrodes isolées pour calculer rapidement, par une méthode
perturbative, le courant tunnel de manière semi-quantitative. Dans l’état actuel du domaine,
cette méthode est utilisée pour obtenir rapidement des images STM calculées. Certaines
approches permettent aussi de considérer une modification physique ou chimique (intrusion)
de manière interactive, mais dans un cadre statique sans tenir compte de la réorganisation
atomique pouvant survenir à la suite de cette modification. L’objectif de ce projet de
recherche consiste donc à utiliser la théorie TH pour développer un outil d’imagerie STM
qui considère la relaxation moléculaire survenant à la suite d’une intrusion de manière
interactive. Pour concrétiser cet objectif, quatre stratégies sont employées. Nous utilisons
la théorie de la superposition atomique et de la délocalisation électronique (ASED)
à laquelle un terme de van der Waals est ajouté pour calculer l’énergie totale et la
structure électronique des systèmes. Pour considérer la relaxation moléculaire, l’algorithme
d’optimisation non-linéaire de Broyden-Fletcher-Goldfarb-Shanno (BFGS) est utilisé pour
optimiser la géométrie de nos systèmes. La structure électronique des molécules relaxées
est par la suite utilisée pour calculer, pixel par pixel, le courant tunnel en utilisant
principalement le formalisme de Tersoff-Hamann (TH). Finalement, afin de tirer profit des
architectures informatiques modernes, les étapes du calcul de la structure électronique et
de l’image STM sont réalisées en parallélisant les problèmes. En particulier, un algorithme
hybride utilisant des processeurs graphiques (GPU) permet d’accélérer drastiquement le
calcul de l’image.
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Après l’implémentation des différents éléments de notre code, nous avons validé notre outil
en optimisant les géométries de plusieurs centaines de molécules simples et en comparant
les géométries obtenus avec des structures cristallines bien connues. Nos résultats montrent
une déviation moyenne des distances intra-moléculaires d’environ 0,022 Å. Afin d’évaluer la
capacité de notre modèle à représenter correctement les interactions de van der Waals, nous
avons optimisé la géométrie d’un ensemble de 22 complexes dominés par des interactions
non-covalentes. Afin de caractériser la pertinence du terme de van der Waals, nous avons
réalisé ces optimisations avec et sans la considération de celui-ci. Les résultats indiquent une
amélioration notable des géométries d’équilibre lors de l’ajout du terme, car la déviation
moyenne passe de 0,13 Å à 0,027 Å. Finalement, nous avons validé notre modèle en
observant les géométries d’adsorption de molécules organiques sur des surfaces métalliques.
Nos résultats indiquent que les hauteurs d’adsorption du benzène, de la dianhydride
pérylène-3,4,9,10-tétracarboxylique (PTCDA) et de la phtalocyanine sur des surfaces de
Cu(111) et de Ag(111) sont en excellente adéquation avec la théorie de la fonctionnelle de
densité (DFT) utilisant des corrections empiriques qui tiennent compte des interactions de
van der Waals. Elles sont également comparables aux hauteurs expérimentales obtenues
par ondes stationnaires de rayon X (XSW). Finalement, la robustesse de notre solveur a été
mise à l’épreuve en considérant des géométries de départ qui dévient de manière significative
de l’équilibre. Nous avons établi que notre modèle permettait de converger les géométries
moléculaires dans des minima jusqu’à des déviations de distances d’environ 0,6 Å, au-delà
de laquelle la géométrie d’équilibre n’était plus atteinte avec notre algorithme.
La qualité et la puissance de notre approche a été utilisée pour étudier différents systèmes
qui peuvent présenter des phénomènes intrusifs intéressants où la relaxation moléculaire
serait importante. Nous avons choisis d’étudier d’abord le phénomène de métallation de
la molécule de tétraphénylporphyrine (2HTPP) sur une surface de Ag(111). Nos résultats
en STM montrent que les contrastes formant des protrusions anisotropiques sont dus à la
déformation du macrocycle de la molécule. Cette déformation est encore plus significative
lorsque la métallation a lieu, car l’interaction de l’adatome métallique avec la surface et le
macrocycle provoque davantage la déformation de la molécule. Nous avons ensuite investigué
les étapes charnières de la réaction de Ullmann de la molécule de bromobenzène sur la surface
de Cu(111). Nos résultats se comparent très bien aux géométries obtenues par calculs DFT.
Par ailleurs, les images STM calculées permettent, comme c’est le cas expérimentalement,
de faire une discrimination entre les différents intermédiaires réactionnels qui surviennent
au cours de la réaction. Finalement, nous avons étudié l’influence des groupements
halogénés sur la morphologie d’îlots moléculaires de 1,4-di(4’4"-pyridyl)benzène (NN)
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et de 4-(4"-bromophényl)-(4’-pyridine) (NBr) sur une surface reconstruite de Si(111)-B.
Les images STM résultantes nous ont permis de mieux comprendre les arrangements
complexes de ces molécules sur la surface. En particulier, dans les géométries optimisées,
les interactions molécule-substrat sont essentiellement dues aux paires libres des atomes
d’azote qui pointent vers des adatomes de silicium. Les atomes de brome se situent plus loin
de la surface et contribuent plutôt aux interactions molécule-molécule, ce qui fait que les
molécules se placent sous forme de dimères anti-parallèles pour minimiser les effets stériques.
La présence d’atomes de brome au lieu des atomes d’azote contribue donc à affaiblir les
interaction molécule-surface et à accentuer les interactions molécule-molécule, ce qui favorise
la formation de réseaux 2D plus compacts.
Finalement, un banc d’essai évaluant le temps requis pour les différentes étapes du calcul
et l’effet de la parallélisation a été développé. Nos résultats montrent clairement que notre
implémentation conserve d’excellentes performances et que la latence de communication et
d’accès mémoire est minimale, même pour une utilisation massivement parallèle. De plus,
nous avons montré que le calcul d’images STM sur GPU est 30x plus rapide que la version
CPU parallèle et optimisée. Ceci ouvre la voie à l’exploration de systèmes moléculaires de très
grande taille, en particulier en considérant que notre solveur tient compte de la relaxation
moléculaire. Ces jalons désormais franchis, la prochaine étape visant à se rapprocher du
traitement complet du problème inverse en microscopie à effet tunnel pourrait consister dans
le développement d’un algorithme d’optimisation global pouvant contourner les barrières de
potentiel et répondre aux cas où la géométrie initiale est difficile à établir ou encore inconnue.
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ABSTRACT
Scanning Tunneling Microscopy (STM) is an imaging technique widely used in nanoscience
that allows to study the electronic states and the morphology of a substrate by exploiting
the quantum nature of electrons passing through a potential barrier. While this method
allows the observation of objects on the atomic scale, it can be used to manipulate them and
induce chemical reactions. The inverse problem in STM consists in determining the atomic
structure of a sample from the experimental images. Sometimes, the complexity of physical
phenomena makes it difficult to interpret the images obtained. Therefore, simulation tools
that compute STM images from a molecular model are necessary to understand the source
of the contrasts observed in the experimental images.
In its simplest form, the calculation of STM images can be performed using the Bardeen or
Tersoff-Hamann (TH) theories. These approaches consist in using the electronic structures
of the isolated electrodes to calculate the tunneling current in a semi-quantitative manner
by a perturbative method. In the current state of the field, this method is used to quickly
obtain computed STM images. Some approaches also allows the consideration of a physical
or chemical modification (intrusion) interactively, but in a static framework without taking
into account the atomic reorganization that can occur as a result of this modification. The
objective of this research project is therefore to use the TH theory to develop an STM
imaging tool that considers molecular relaxation occurring as a result of an intrusion in an
interactive way. To achieve this goal, four strategies are used. To calculate the total energy
and electronic structure of the systems while considering weak intermolecular interactions,
we use the Atomic Superposition and Electron Delocalization Molecular Theory (ASED)
to which a van der Waals term is added. Moreover, the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) nonlinear optimization algorithm is used to optimize the geometry of our systems
to consider molecular relaxation. The electronic structure of the relaxed molecules is then
reused to calculate the tunnel current pixel by pixel using mainly the Tersoff-Hamann
formalism (TH). Finally, in order to take advantage of modern computer architectures, the
steps of calculating the electronic structure and the STM image are carried out in a parallel
way. In particular, a hybrid algorithm using graphical processors (GPU) makes it possible
to accelerate drastically the calculation of the image.
After implementing the various elements of our code, we have validated our tool by
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optimizing the geometries of several hundred molecules and comparing the geometries
obtained with the experimental crystal structures. Our results show an average deviation of
intramolecular distances of about 0.022 Å. In order to evaluate the ability of our model to
correctly represent van der Waals interactions, we have optimized the geometry of a set of 22
complexes dominated by non-covalent interactions. To characterize the relevance of the van
der Waals term, we have carried out these optimizations with and without the consideration
of this term. Our results indicate a significant improvement of the equilibrium geometries
when adding the van der Waals term, as the average deviation decreases from 0.13 Å to
0.027 Å. Finally, we have validated our model by observing the adsorption geometries of
organic molecules on metallic surfaces. Our results indicate that the adsorption heights of
benzene, Perylenetetracarboxylic dianhydride (PTCDA) and phthalocyanine on Cu(111)
and Ag(111) surfaces are in excellent agreement with the Density Functional Theory (DFT)
improved with empirical corrections that take into account the interactions of Van der
Waals. They are also comparable to the experimental heights obtained by X-Ray Standing
Wave (XSW). Finally, the robustness of our solver has been tested by considering starting
geometries that deviate significantly from the equilibrium. We have established that our
model still gives molecular geometries that converge in a local minima up to distances of
approximately 0.6 Å, beyond which the equilibrium geometry are no longer reached with
our algorithm.
After the validation, our approach has been used to study different systems that may
show interesting intrusive phenomena where molecular relaxation would be important.
First, we have chosen to study the phenomenon of metallation of the tetra(4-bromophenyl)
porphyrin (TPP) molecule on a surface of Ag(111). Our results in STM show that the
anisotropic protrusions observed in the experimental images are due to the deformation
of the macrocycle of the molecule. This deformation is even more significant when the
metallation takes place, because the interaction of the metallic adatoms with the surface
and the macrocycle causes more deformation of the molecule. We have then investigated
the different steps of the Ullmann reaction of the bromobenzene molecule on the surface of
Cu(111). Our results compare very well with the geometries obtained by DFT calculations.
Moreover, the calculated STM images allow, as is the experimental case, to discriminate
between the different reaction intermediates which occur during the reaction. Finally,
we have studied the influence of halogenated groups on the morphology of molecular
islands of 1,4-di(4’4’-pyridyl)benzène (NN) and 4-(4’-bromophenyl)-(4’-pyridine) (NBr) on
a reconstructed Si(111)-B surface. The resulting images allowed us to better understand
the complex arrangements of these molecules on the surface. In particular, by looking at
xthe optimized geometries, we concluded that molecule-substrate interactions are essentially
due to the free pairs of nitrogen atoms that points to the silicon adatoms. Bromine atoms
lie farther from the surface and contribute to molecule-molecule interactions, which forces
the molecules to be placed in the form of anti-parallel dimers to minimize steric effects.
The presence of bromine atoms replacing the nitrogen atoms thus contributes to weakening
the molecule-surface interactions and improves the molecule-molecule interactions, which
promotes the formation of compact 2D networks.
Finally, a benchmark that evaluates the time required by the various steps of the computation
and the effect of the parallelization has been developed. Our results clearly show that our
implementation retains excellent performance and that the latency of communication and
memory access is minimal, even for highly parallel infrastructures. Moreover, we have shown
that the calculation of STM images on GPU is 30x faster than the parallel and optimized
CPU version. This gives the possibility to study very large molecular systems, especially
considering that our solver takes into account molecular relaxation. While these milestones
have now been reached, the next step towards the complete treatment of the inverse problem
in tunneling microscopy would be the development of a global optimization algorithm that
can bypass potential barriers and address systems where the initial geometry is difficult to
establish or remains unknown.
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1CHAPITRE 1 INTRODUCTION
La microscopie à effet tunnel (STM) est une technique d’imagerie qui exploite la nature
quantique des électrons traversant une barrière d’énergie potentielle plus grande que leur
propre énergie pour étudier les états électroniques et la morphologie d’un substrat. Étant
donné la précision atomique de la technique et la nature fondamentale des interactions
survenant entre le microscope et le système étudié, cette méthode peut être aussi utilisée
pour manipuler et construire des nanostructures in situ [1–3].
Jusqu’à environ la moitié du vingtième siècle, l’idée de pouvoir observer un atome était
sujet à débat [4]. Le développement de la STM a permis de confirmer cette hypothèse et
d’ouvrir une porte sur le monde microscopique des nanostructures en permettant de voir des
atomes individuels, de les manipuler et ainsi de construire atomes par atomes de nouvelles
structures. En ce sens, la STM est une technique fascinante qui reste encore aujourd’hui
l’une des rares méthodes permettant de connecter directement le monde nanoscopique au
monde macroscopique.
Ce lien ne se fait toutefois pas sans difficulté. Le problème inverse en STM revient à
déterminer la structure atomique complète d’un substrat sans autre information que les
images expérimentales obtenues. La complexité des phénomènes physiques en jeu rendent
parfois ardue l’interprétation directe des images obtenues. Par exemple, un adatome peut
présenter un profil STM différent en fonction de son site d’adsorption [5–7] (figure 1.1). Des
simulations in silico ont donc été développées pour confirmer certaines hypothèses cruciales
jusqu’ici difficiles à prouver expérimentalement [8–14]. De manière générale, les étapes de
l’interprétation d’images expérimentales consistent à proposer différentes conformations
moléculaires plausibles, à générer des images de synthèse par une méthode numérique et à
les comparer avec les résultats expérimentaux.
2(a) Site Hollow
(b) Site Top
(c) Site Bridge
Figure 1.1 Images STM d’une molécule de benzène sur différents sites d’adsorption d’une
surface de Pt(111). Reproduit avec permission de Weiss et al. [15] © 1993 American Physical
Society.
31.1 Éléments de la problématique
La génération d’images STM passe par l’évaluation de la structure électronique de la pointe,
du substrat et des interactions entre ces deux électrodes [16]. Dans les approches rigoureuses,
les interactions entre les électrodes sont également décrites explicitement [17–19]. L’expression
du courant tunnel est habituellement basée sur le formalisme de Landauer-Büttiker [20, 21]
ou encore exploite des fonctions de Green hors équilibre [22, 23]. La description de la
diffusion inélastique des électrons est particulièrement importante lorsque la distance entre
les électrodes est faible (< 5 Å). L’utilisation de telles méthodes pour l’analyse de systèmes
de grande taille comme des agrégats moléculaires ou des molécules adsorbées sur des surfaces
est toutefois limitée par les ressources informatiques disponibles et ce type de calcul peut
rapidement devenir impraticable [24].
Heureusement, les régimes tunnels rencontrés expérimentalement se produisent généralement
à des distances de 5 à 10 Å [16]. Dans un tel régime, il est possible d’extraire les éléments
importants d’une image STM par une approche perturbative où l’on peut obtenir le
courant tunnel simplement à partir de la structure électronique des électrodes isolées. La
théorie perturbative de Bardeen [25], et plus particulièrement le formalisme simplifié de
Tersoff-Hamann [26], permettent de modéliser le courant tunnel de manière semi-quantitative
et ainsi d’obtenir une image de synthèse à un coût computationnel réduit. Une description
plus élaborée du formalisme de Bardeen et de l’approximation de Tersoff-Hamann (TH) sera
détaillée au chapitre 3.
Les deux approches précédentes nécessitent habituellement de développer, de manière
indépendante, une première méthodologie pour obtenir une conformation crédible du
système et une seconde pour calculer le courant tunnel pixel par pixel et obtenir une
image STM calculée. Les méthodes d’optimisation de géométries moléculaires, utilisées avec
la théorie de la fonctionnelle de densité (DFT) peuvent constituer un bon point de départ
à l’obtention d’une géométrie acceptable. L’utilisation de la DFT dans l’optimisation de
systèmes de grande taille demande toutefois des ressources computationnelles considérables
et l’information obtenue sur la structure électronique des électrodes n’est pas facilement
transférable au calcul du courant tunnel. Ceci fait de la DFT une méthode essentiellement
statique, où on ne considère pas les changements conformationnels et les relaxations
géométriques survenant à la suite d’une modification physique ou chimique (intrusion). Une
autre stratégie consiste à obtenir des géométries en calculant de manière approximative
la structure électronique par des méthodes plus rudimentaires. Plus particulièrement,
4l’utilisation de modèles semi-empiriques [27] comme la théorie moléculaire de Hückel
étendue (EHMO) ou la méthode des liaisons fortes utilisées pour les systèmes périodiques
permet d’obtenir une géométrie approximative de façon quasi-interactive et de réutiliser
l’information sur la fonction d’onde pour calculer le courant tunnel directement par une
méthode perturbative. Les théories semi-empiriques comme la EHMO sont toutefois connues
pour donner des géométries plus ou moins réalistes [28] et doivent donc être adaptées pour
mieux représenter les interactions électrostatiques et dispersives.
1.2 Objectifs de recherche
L’objectif principal de ce projet de recherche consiste à effectuer des calculs d’imagerie à
effet tunnel tout en considérant la relaxation moléculaire associée à une intrusion physique
ou chimique de manière interactive. Nous tenterons d’atteindre cet objectif en étudiant des
systèmes organo-métalliques adsorbés sur des surfaces métalliques. Pour chaque système
étudié, une attention particulière sera portée sur la conformation obtenue et sur la similarité
entre les images expérimentales et les images générées. Dans cette thèse, nous avons utilisé
plusieurs moyens pour concrétiser l’atteinte de notre objectif principal :
1. La théorie de la superposition atomique et de la délocalisation électronique (ASED)
a été utilisée pour calculer la structure électronique des systèmes et obtenir des
géométries relaxées réalistes. Un terme permettant de tenir compte des interactions
dispersives a été ajouté à la forme usuelle de ASED.
2. Un algorithme d’optimisation non-linéaire de géométrie basé sur une méthode
quasi-newtonnienne a été développé pour permettre la relaxation des molécules suite
à une intrusion.
3. La structure électronique obtenue avec ASED a été réutilisée pour calculer, pixel
par pixel, le courant tunnel. La méthode exploitant le formalisme de théorie de
Tersoff-Hamann (TH) a été utilisée.
4. À toutes les étapes, une attention particulière a été portée à la parallélisation
informatique du problème. Dans le cas du calcul de l’image, un algorithme hybride
utilisant des processeurs graphiques (GPU) a été développé pour réduire la complexité
5algorithmique du problème.
1.3 Structure de la thèse
D’abord, le chapitre 2 dresse une revue de littérature de la STM en tant que technique
expérimentale d’imagerie et de manipulation de molécules. Les systèmes typiquement étudiés
sont présentés. Le rôle de la relaxation moléculaire suivant l’intrusion y est également décrit.
Le chapitre 3 présente les modèles mathématiques et les méthodes de calcul pertinentes
à l’atteinte des objectifs. On y décrit notamment comment la structure électronique des
systèmes est calculée, comment la relaxation est considérée, et finalement, comment le
courant tunnel est modélisé. Pour chaque catégorie, une attention particulière est portée sur
l’équilibre entre la validité physique et l’efficacité algorithmique des modèles présentés. Une
description des méthodes de parallélisation y est aussi présentée.
Le chapitre 4, présente une validation du modèle de relaxation moléculaire. Le solveur est
mis à l’épreuve en étudiant l’optimisation de géométrie d’une série de systèmes moléculaires
représentant adéquatement l’espace chimique d’intérêt. Nous présentons d’abord les résultats
de géométries dictées par les interactions intramoléculaires fortes entre molécules organiques,
ensuite par les interactions molécules-molécules faibles et finalement par les interactions
surface-molécules. Les résultats obtenus sont comparés avec les géométries expérimentales
disponibles ou encore à celles obtenues par des méthodes de calcul plus précises comme la
DFT.
Au chapitre 5, notre modèle est présenté dans le contexte exploratoire d’imagerie intrusive
dynamique. Plus particulièrement, les cas de changements conformationnels survenant à la
suite d’intrusion comme la métallation ou encore le bris ou la formation de lien chimique
et les phénomènes d’autoassemblage de molécules organiques sur des surfaces sont étudiés.
Une attention particulière est portée sur le gain en performance de la version GPU de notre
outil par rapport à la version séquentielle.
Finalement, le chapitre 6 fait la synthèse de nos travaux, en soulignant l’aspect novateur et
l’apport de ce projet de recherche aux domaines immédiats et étendus. Les limitations de
notre méthodologie sont aussi présentées en suggérant des améliorations potentielles.
6CHAPITRE 2 REVUE DE LITTÉRATURE
Ce chapitre présente une revue de la littérature sur la STM aussi bien comme méthode
d’imagerie que comme technique de manipulation in situ. Quelques systèmes d’intérêt sont
présentés (figure 2.1) en mettant l’accent sur le rôle de la relaxation moléculaire dans les
intrusions.
(a) sexiphényle (b)
Iodobenzène
(c)
Biphényle
(d) TPA (e) TMA (f) PTCDA (g) rubrène (h) TRP
(i) TPyP (j) TPP (k) TBPP (l) HtBDC
Figure 2.1 Molécules discutées dans ce chapitre. PTCDA = Dianhydride
pérylène-3,4,9,10-détracarboxylique, TRP = Trypticène, TPA = Acide téréphtalique, TMA =
Acide trimésique, HtBDC = hexa-tert-butyl-decacyclène, TPyP = Tétraphényl-porphyrine,
TPP = Tetra(4-bromophényl) porphyrine, TBPP = di-tertio-butyl-phényl-porphyrine.
72.1 Imagerie à effet tunnel
Les première images STM expérimentales ont été obtenues dans les laboratoires d’IBM à
Zurich par Gerd Binnig et Heinrich Rohrer dès 1982 [29, 30]. Le dispositif expérimental
de l’époque, similaire aux STM actuels, consistait en une pointe de tungstène dont la
position vis à vis la surface est contrôlée par des matériaux piézoélectriques et balayant
un porte-échantillon selon les axes x et y de manière très précise. La position de la pointe
en z est précisément assurée par les piézoélectriques qui sont contrôlés par une unité de
contrôle (CU) de manière à conserver un courant (JT ) constant pour une certaine tension
(VT ) appliquée entre la pointe et l’échantillon (figure 2.2).
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Ft:G. 1. Principle of operation of the sea~~i~~ tun-
neliag microscope. {Schematic: distances and sizes
are not to scale. } The piezodrives Px and Py scan
the metal tip M over the surface. The control unit
(CU) applies the appropriate voltage V& to the piezo-
drive P, for constant hmnel current Jz at constant tun-
nel voltage Vz. For constant work function, the volt-
ages applied to the piezodrives P, , Py, and P, yield
the topography of the surface directly, whereas mod-
ulation of the tunnel distance s by As gives a measure
of the work function as explained in the text. The
broken line indicates the z displacement in ay scan
at (A) a su~face step and {j9) a contamination spot, g,
with lower work function.
over the surface at con~tant tunnel current as
shown in Fig. 1. The displacements of the metal
tip given by the voltages applied to the piezo-
drives then yield a topographic picture of the
surface. The very high resolution of the STM
rests on the strong dependence of the tunnel cur-
rent on the distance between the two tunnel elec-
trodes, i.e., the metal tip and the scanned sur-
face. The tunnel current through a planar tunnel
barrier of average height q and width s is given
by4
Jr ~exp(-Ay'~'s), (1)
where A = (4iT/h) 2m)' ' = 1.025 A ' eV ' ', with I
the free-electron mass, appropriate for a vacu-
um tunnel barrier. With barrier heights (work
functions) of a few electronvolts, a change of the
tunnel barrier width by a single atomic step(-2-5 A) changes the tunnel current up to three
orders of magnitude. Using only the distance de-
pendence as given by Eq. (1), and a spherical tip
of radius R, one estimates a lateral spread 6 of
a surface step a,s 5=Sr, =3(2R/Ay~'), '~' i.e.,
5(A) ~3[R(A)]' '. Thus, a lateral resolution con-
siderably below 100 A requires tip radii of the
order of 100 A. Such tips are standard in field-
emission microscopy. However, since suppres-
sion of vibrations is evidently more vital for the
STM, long and narrow field-emission tips might
not be satisfactory. Instead, we used solid metal
rods of 1 mm diameter, and ground 90' tips with
a conventional grinding machine. This yielded
overall tip radii of only some thousand angstroms
to 1 p, m, but with some rather sharp minitips.
The extreme sensitivity of the tunnel current on
gap width then selects the longest of the minitips
for operation of the STM. The lateral resolution
could be increased further by gently touching the
surface with the tip and subsequently retracting
it. This "mini-spot-welding" procedure created
very fine tips, such that monoatomic steps could
be resolved within 10 A laterally.
Scanning the tunnel tip at constant tunnel current
implies y' 's =const. Thus, the z displacement
of the tunnel tip gives the surface topography
only for constant work function y, and therefore
constant gap width s, as shown in Fig. 1 at A..
On the other hand at B, the z displacement is
caused by a change of work function on a struc-
tureless part of the surface. However, true sur-
face structures and work-function-mimicked
structures can be separated by modulating the
gap width s while scanning, at a frequency higher
than the cutoff frequency of the control unit. In
a simple situation, as depicted in Fig. 1, the
modulation signal gives the square root of the
work function y ~'= 6(inner)/&s, directly, & in
Eq. (1) being nearly 1. For general surface topog-
raphies, and work-function profiles, the separa-
tion process becomes rather involved. Then, the
modulation 4s of the gap with s is no longer equal
to the length modulation M of the piezodrive P, .
Essentially, As =M cosp, where &p is the angle
between the tunnel-surface element and the z
direction. In turn, the modulation signal is no
longer constant at true surface structures even
for constant work function y. However, since V~
and the modulation signal contain y and s in a
different way, their separation is, in principle,
still possible even for involved structures and
work-function profiles. In the following, we
present topographic pictures of (110) surfaces
of CaIrSn4 and Au. Work-function profiles have
not yet been studied in detail. They were used
rather to get an overall picture of the surface
condition.
CaIrSsq.—The flux-grown single crystals ex-
hibited shiny, natural faces after solving the re-
maining flux in HCl. Solvent etching probably
stops at Ir layers, which appear to be r=. ather
Figure 2.2 Schéma du mode d’opération d’un STM. Une unité de contrôle (CU) applique
un voltage (Vp) au cristal piézoélectrique (Pz) de sorte à positionner la pointe de manière à
conserver un courant (JT ) constant entre la pointe et la surface. Reproduit avec permis ion
de Binnig et al. [29] © 1982 American Physical Society.
Le courant tunnel étant proportionnel à la largeur de la barrière tunnel, il fut possible
d’obtenir une correspondance entre la topographie de la surface et le courant tunnel pour
une surface homogène. Fort de cette no velle technique, une résolution verticale de quelques
dixièmes de nanomètres a été obtenue.
8Les caractéristiques de base de l’effet tunnel à la jonction métal-isolant-métal peuvent être
expliquées à l’aide d’un modèle unidimensionnel simple (figure 2.3). Le travail de sortie (φ)
est défini comme étant l’énergie minimale requise pour amener l’énergie d’un électron du
niveau de Fermi au niveau du vide. À 0 K, le niveau de Fermi (EF ) est considéré comme
étant égal à l’énergie du dernier état occupé de l’échantillon ou de la pointe. Lorsqu’une
différence de potentiel (VT ) est appliquée entre les deux électrodes, un courant tunnel est
généré. Les électrons dont les états de l’échantillon sont compris dans la fenêtre d’énergie
[Ef (1)− eVT ,EF (1)] peuvent transférer par effet tunnel vers les états vides de la pointe.
EF (1)
φ1
eVT
EF (2)
Evide (2)
φ2
z
Échantillon (1) Vide Pointe (2)
Ψ1 Ψ2
Figure 2.3 Schématisation d’une jonction tunnel. En haut : Les états de l’échantillon (à
gauche) et de la pointe (à droite) sont séparées par une barrière (au centre). En bas :
Représentation des fonctions d’onde de l’échantillon (Ψ1) et de la pointe (Ψ2) dans la barrière
tunnel [31].
Le courant tunnel est proportionnel à la probabilité qu’un électron passe à travers la barrière :
I ∝
EF (1)∑
En=EF (1)−eVT
|ψn|2 e−2κz (2.1)
où ψn est l’état n du substrat, κ est un paramètre qui dépend de la barrière tunnel et z
est la distance entre la surface et la pointe. Il est possible de voir dans l’équation 2.1 que
9le courant est proportionnel au nombre d’états de propagation présents dans la fenêtre
d’énergie et surtout qu’il existe une dépendance exponentielle avec la distance qui sépare la
pointe de l’échantillon (z). Cette dernière caractéristique explique la grande sensibilité de
la STM à la corrugation de la surface.
Les images STM peuvent être obtenues selon deux modes :
1. Le mode à hauteur (z) constante consiste à balayer la surface en mesurant les
variations du courant tunnel. Ce mode permet d’obtenir une image rapidement,
ouvrant la porte à l’analyse de phénomènes dynamiques et à l’enregistrement de
vidéos. Son utilisation est toutefois limitée aux cas de surfaces faiblement corruguées,
car la pointe pourrait entrer en contact avec la surface.
2. Le mode à courant (I) constant est préférentiellement utilisé en STM expérimentale.
Il consiste à balayer la surface en réajustant, pour chaque pixel, la hauteur de la
pointe de sorte à conserver un courant tunnel constant. Dans une situation idéale, le
mode à courant constant permet d’extraire la topographie de la surface.
Finalement, la STM peut être aussi utilisée en mode spectroscopique pour donner accès à
la structure électronique de l’échantillon [32] ou encore en mode inélastique (IETS) pour
donner accès au spectre vibrationnel des molécules adsorbées [33, 34]. Conjointement utilisée
avec d’autres techniques, elle permet aussi d’étudier la structure électromagnétique [35, 36],
la composition chimique [37] ou encore le spin [38] d’un matériau ou d’un adsorbat.
2.2 Interactions caractéristiques des systèmes observés par STM
Les systèmes présentés dans cette thèse et qui sont généralement étudiés par STM consistent
en une surface métallique ou semi-conductrice sur laquelle sont adsorbés des atomes ou
des molécules. Ces espèces interagissent ensemble pour donner lieu à des conformations
moléculaires spécifiques sur la surface. Les principales interactions en jeu sont résumées dans
le tableau 2.1 :
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Tableau 2.1 Classification des interactions intermoléculaires en fonction des énergies
typiques [39].
Interaction Énergie (eV) Distance (Å) Caractère
Physisorption 0,01 - 1,0 3 - 10 non-directionnel
van der Waals 0,01 - 0,1 < 10,0 non-sélectif
pont-H 0,05 - 0,7 1,5 - 3,5 sélectif et directionnel
Électrostatique 0,05 - 2,5 > 5,0 non-sélectif
Chimisorption 1,0 - 10 1,5 - 3,0 directionnel, dépend du site
Métal-ligand 0,5 - 3,0 1,5 - 2,5 sélectif et directionnel
Reconstruction ≈1,0 courte distance métallique
Dans les prochaines sections, une description exhaustive de ces interactions sera présentée en
soulignant leur importance sur les images STM expérimentales. Pour simplifier la description,
nous ferons une distinction entre la physisorption, la chimisorption et les phénomènes de
reconstruction de surface. Cette description est importante pour mettre en lumière le lien
entre une modélisation adéquate des interactions et le calcul d’images STM de qualité.
2.2.1 Physisorption
La physisorption peut survenir lorsque l’adsorbat et la surface interagissent par l’intermédiaire
de dipôles induits (interaction de van der Waals comprenant les interactions de Debye, de
Keesom et de London) ou d’interactions électrostatiques. Bien que ce type d’interaction
soit relativement faible, l’effet peut collectivement être assez important. Un exemple célèbre
de phénomène collectif est l’étonnante préhension des geckos causée par la somme des
interactions de van der Waals entre leurs pattes et la surface [40]. Comme l’illustre la
figure 2.4, ce genre d’interactions permet aussi d’observer une attraction entre un adsorbat
et un substrat.
11
1.50 2.00 2.50 3.00 3.50 4.00 4.50 5.00 5.50 6.00
−8
−6
−4
−2
0
2
4
6
8
10
Distance de la surface (Å)
Én
er
gi
e
d’
in
te
ra
ct
io
n
(m
eV
)
He/Li
He/Cu
He/Ag
Figure 2.4 Illustration de la variation de l’énergie potentielle d’interaction entre un atome
d’hélium sur différentes surfaces métalliques en fonction de la distance avec la surface [41].
À faible distance, le recouvrement grandissant des orbitales moléculaires fait en sorte que
l’attraction de van der Waals est contrebalancée par la répulsion de Pauli, donnant lieu à la
forme caractéristique du potentiel [42].
Les sexiphényles [4, 43–47] (figure 2.1a) représentent un exemple typique de molécules
physisorbées. Ils sont constitués de noyaux aromatiques exempts de groupements fonctionnels
particuliers. La figure 2.5 montre qu’en utilisant la STM à très faible température (≈ 5 K),
il est possible d’évaluer les conformations de telles molécules sur des surfaces peu réactives
comme Ag(111).
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Figure 2.5 a) Image STM d’un sexiphényle adsorbé sur une surface de Ag(111). La
conformation suggérée, obtenue par calcul DFT, est représentée en b) et en c). Reproduit
avec permission de Braun et al. [46] © 2004 American Chemical Society.
Malgré la faible température, les molécules restent assez mobiles, ce qui rend la prise d’images
difficile avec une résolution atomique. Une fonctionalisation de la pointe avec une molécule
de sexiphényle est donc nécessaire pour améliorer le contraste. Cette étape supplémentaire
permet d’obtenir une discrimination plus évidente entre entre les atomes d’argent de la
surface et les molécules adsorbées sur celle-ci [46]. Les résultats expérimentaux, supportés
par une optimisation de géométrie obtenue à l’aide de la DFT, indiquent une alternance des
cycles aromatiques en zig-zag avec un angle de torsion d’environ 11°.
Le phénomène de physisorption peut parfois entraîner des changements conformationnels
plus importants. C’est le cas de la tétraphénylporphyrine (TPP) (figure 2.1j) adsorbée sur
une surface de Cu(111) [48].
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Figure 2.6 a,b) Modèles moléculaires de deux conformations (Type I et Type II) de la TPP
adsorbées sur une surface de Cu(111). c,d) Vue alternative des conformationss Type I et
Type II sur la surface. e,g) Images STM simulées des conformations Type I et Type II. f,h)
Images STM expérimentales des conformations Type I et Type II. Figure adaptée de [48].
Image sous licence CC BY.
Sur la figure 2.6, une combinaison d’images expérimentales, de simulations par dynamique
moléculaire et de calculs de structure électronique par DFT tenant compte des interactions
de van der Waals montrent comment ce type d’interaction peut induire des distorsions
significatives de la conformation du noyau porphyrine de la TPP. Les résultats suggèrent
que le macrocycle de la TPP se déforme de sorte à présenter deux conformations différentes
(type I et II), observables par STM. Par ailleurs, il est possible de passer d’une conformation
à l’autre en manipulant la TPP par des mouvements mécaniques latéraux (§2.3.1) pour
orienter la molécule sur la surface. Une rotation de 60° permet de passer du type I au type II
et vice-versa. Bien que le changement conformationnel soit possible dans les deux directions,
le passage du type II au type I entraîne généralement une modification irréversible de la
molécule ou de la pointe, puisque la modification latérale brise la molécule. Cette observation
suggère une plus grande barrière de diffusion pour le type II.
La conformation de l’adsorbat n’est toutefois pas exclusivement définie par son interaction
avec le substrat [49, 50], en particulier lorsqu’elle est faible. En effet, les interactions
intermoléculaires peuvent jouer un rôle important dans la forme finale de l’assemblage
des molécules sur des surfaces, en particulier dans l’arrangement latéral de la couche
moléculaire [51]. Par exemple, la PTCDA (figure 2.1f), adsorbée sur une surface d’or (111)
est connue pour s’auto-assembler selon une phase herringbone [52]. Cet assemblage est
dicté par les interactions latérales entre les atomes d’oxygène des carbonyles et les atomes
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d’hydrogène des cycles aromatiques qui forment des ponts hydrogène entre les molécules.
En utilisant une pointe sur laquelle est fixée une molécule d’hydrogène ou de deutérium
(microscopie à effet tunnel fonctionnalisée (STHM)), il est possible d’obtenir une image STM
qui se rapproche davantage de la structure atomique des molécules qu’à leur structure
électronique [53]. Cette technique est utilisée pour obtenir une image haute résolution de
l’auto-assemblage des molécules de PTCDA.
Figure 2.7 Auto-assemblage de molécules de PTCDA adsorbées sur une surface de Au(111).
a) Modèle moléculaire de l’assemblage. b) Image STM conventionnelle à courant constant. c)
Image STHM. d) Superposition avec le modèle moléculaire, indiquant la position des pont-H.
Reproduit avec permission de Weiss et al. [54] © 2010 American Chemical Society.
Dans la figure 2.7 c), on peut clairement voir des contrastes présentés en vert entre les
molécules qui ne sont pas attribuables au substrat. La superposition du modèle moléculaire
avec les images obtenues en STHM, représentée à la figure 2.7 d) montre une étroite
correspondance des contrastes avec les ponts-H formés entre les molécules. Cette technique
est aussi utilisée pour observer les assemblages de PTCDA dopés avec des atomes de
potassium [54]. Dans un tel environnement, l’assemblage passe d’une phase herringbone à
une phase de type square sur la surface (figure 2.8). L’image STHM, montrée à la figure 2.8
b) permet d’observer cette fois-ci quatre lignes partant des carbonyles et formant un motif en
croix. Ce motif suggère que le potassium se coordonne à quatre carbonyles en s’intercalant
entre les molécules de PTCDA. Ces observations montrent l’importance des interactions
intermoléculaires dans les phénomènes d’auto-assemblage.
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The situation is very different if STHM images are considered. In
the STHM image of the K-doped phase (Figure 2b) we observe a
remarkable feature in the small hollows between the molecules (upper
right and lower left part of Figure 2b): Four thin, sharp lines extend
from the corners of the adjacent molecules to the center of the hollow,
forming a clover-leaf-like structure. From Figure 2c, in which the
STHM contrast has been overlaid with structure formulas of PTCDA
molecules, it becomes clear that these lines originate precisely at the
corner oxygen atoms of the four PTCDA molecules surrounding the
small hollow. Notably, the STHM image of the pure PTCDA/Au(111)
square phase (Figure 2e) does not show these lines.
This finding suggests that potassium is located in the centers of the
small hollows, at the positions where the lines meet and where
potassium is 4-fold coordinated to the corner oxygen atoms of the
four surrounding PTCDA molecules. Geometrically and chemically,
this structure makes sense: Work function measurements on Au(100)
have indicated that, at low concentrations, potassium is found in a
positive ionic state on gold surfaces.14 Given the ionic radius of potassium
of ∼1.5 Å15), and the van der Waals radius of oxygen of ∼1.4 Å,16
positively charged potassium ions fit very well into the small hollows of
the K/PTCDA/Au(111) structure, because the distance between opposite
oxygen atoms across the small hollow in our images is∼5.3 ( 0.5 Å.
In contrast, the large hollows are too large for a coordinative bond
which would have an O · ·K distance of 4.5 Åsand indeed the STHM
image of Figure 2b does not show lines in the large hollows.
STHM images thus reveal a scenario in which each positively
charged potassium ion interacts with the negative partial charges of
four corner oxygen atoms (on four surrounding PTCDA molecules).
Each PTCDA molecule in turn is bonded to two potassium ions. In
this way, potassium stabilizes the 4-fold symmetric 1:2 K/PTCDA
monolayer, and remarkably the K-PTCDA interactions which cause
this stabilization are directly visualized in STHM. It is possible to
estimate the corresponding interaction energy. According to ref 10,
the square phase of undoped PTCDA has a 12% smaller intermolecular
binding energy than the herringbone phase (1.18 eV vs 1.34 eV). The
presence of K in the square phase should increase its binding energy
by at least this amount, making it comparable to or higher than the
binding energy of the herringbone phase with which the K-doped
square phase coexists. This indicates a binding energy of J80 meV
per O · ·K bond.
Interestingly, the potassium-free square phase shows an increased
noise level in comparison with the herringbone phase in the same image
(cf. the Supporting Information for a larger section of Figure 2e).
Consistent with ref 10 which reports the existence of several energeti-
cally equivalent square phases of slightly different structure, this may
indicate that PTCDA molecules in the open square structure lack lateral
fixation if the stabilizing influence of potassium is missing.
In summary, we have demonstrated the capability of STHM to
image local, noncovalent intermolecular interactions in two-dimensional
molecular layers. In the present examples, both O · ·H-C and O · ·K
bonds have been resolved, as thin lines or as sharp boundary lines
between areas of different brightness. The physical origin of the
intermolecular bonding contrast is not yet understood. Nevertheless,
the images leave no doubt that STHM records a genuine surface
property of the two molecular layers that we have studied in which
local intermolecular bonds leave a mark. This property can be, e.g.,
the electron density, electric fields, or the interaction potential between
the surface and the hydrogen molecule(s) in the junction that are used
for STHM imaging. Once we know more about the contrast mecha-
nism, even quantitative details of intermolecular interactions may
become accessible by STHM.
Supporting Information Available: A larger section of Figure 2e. This
material is available free of charge via the Internet at http://pubs.acs.org.
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Figure 2. (a) STM image of K/PTCDA/Au(111) (24 × 24 Å2, I ) 0.1 nA,
V ) 340 mV). (b) STHM image of K/PTCDA/Au(111) (24 × 24 Å2, const.
height, V ) -2 mV). (c) same as (b), but with structure formulas of PTCDA
superimposed. Unit cell approximately a1 ) a2 ) 16.0 ( 0.5 Å. White lines
indicate O · ·K bonds visible in (b). (d) STM image of the PTCDA/Au(111)
square phase (24× 24 Å2, I ) 0.1 nA, V ) 314 mV). (e) STHM image of the
PTCDA/Au(111) square phase (24 × 24 Å2, const. height, V ) -2 mV). (f)
same as (e), but with structure formulas of PTCDA superimposed. Unit cell
approximately a1 ) a2 ) 15.9 ( 0.5 Å. (g) Structure model of the 1:2
K/PTCDA/Au(111) phase in panels (a) to (c).
J. AM. CHEM. SOC. 9 VOL. 132, NO. 34, 2010 11865
C O M M U N I C A T I O N S
Figure 2.8 Auto-assemblage de olécules de PTCD adsorbées sur une surface de u(111) en
présence (à gauche) ou en absence (à droite) d’atomes de potassium. a,d) Images STM. b,e)
Images STHM. c,f) Superposition de l’images STHM avec le modèle moléculaire. g) Modèle
moléculaire de l’assemblage. Reproduit avec permission de Weiss et al. [54] © 2010 American
Chemical Society.
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2.2.2 Chimisorption
La chimisorption survient lorsqu’une hybridation entre les états de la surface et de l’adsorbat
est assez importante pour modifier la structure électronique des deux systèmes [42]. Un
lien chimique est alors formé. Les molécules chimisorbées sont fortement retenues sur la
surface, au point où elles peuvent être déformées de manière importante par la corrugation
du substrat. Les monocristaux de silicium représentent les candidats typiques de substrats
sur lesquels peuvent se produire la chimisorption d’adsorbats. Par exemple, il est possible
d’observer la formation d’une liaison covalente de coordination entre la pyridine et un
substrat de Si(100). Dans ce cas-ci, une désactivation de la majorité des sites actifs par une
terminaison d’hydrogène [55] est nécessaire pour éviter une trop grande modification de la
surface, on parle alors de passivation de la surface.
bond of the dimer. At room temperature the dimers of the
Si(100) surface exhibit dynamic buckling accompanied by
charge transfer from the “down” to the “up” end of the dimer.
This charge transfer effect, creating electrophilic and nucleo-
philic Si atoms on either end of the dimer, strongly influences
chemical reactions on this surface.18 In forming a dative bond,
the two lone pair electrons are likely donated to the electrophilic
“down” atom of the dimer. To stabilize the dative bonded
adduct, the remaining charge on the reacted (“down”) Si atom
can be transferred to the unreacted (“up”) atom. Therefore the
dangling bond associated with the unreacted atom should be
completely filled and should appear somewhat brighter than the
surrounding unreacted dimers in occupied state images, as
observed. The extended zigzag structures are a result of long-
range pinning of the dynamic dimer buckling induced by single
datively bonded molecules. This pinning phenomenon is
characteristic of the highly asymmetric nature of this bonding
configuration. However, in the case of other asymmetric
adsorbates, such as propylene, the length scale of pinning is
considerably shorter, suggesting that the charge-transfer ac-
companying dative bonding plays a role in magnifying this
pinning effect. Based on the orientation of the adjacent buckled
dimers, the larger (0.9 Å) of the two protrusions in Figure 1c
can be assigned to the datively bonded molecule while the other
feature (0.5 Å) is the completely filled dangling bond.
Figure 1 also demonstrates that the dative bonded configu-
ration is metastable and can convert to a state with a distinctly
different appearance in the STM image. In Figure 1b the two
datively bonded pyridines highlighted in Figure 1a now exhibit
a characteristic two-dimer footprint consisting of a bright feature
centered over one dimer with an adjacent darkened dimer. This
type of signature has previously been observed for benzene
adsorption on Si(100) where it was attributed to a cyclohexenyl
geometry involving bridging between adjacent dimers in a row;
referred to as the “tight bridge” structure.7,8 It is reasonable
therefore to interpret this feature as a similar bonding config-
uration for pyridine, as modeled in the inset of Figure 1b. As
seen in the representative cross-section along the dimer row
shown in Figure 1d, the darkened dimer (slight depression)
appears at the position of the initial datively bonded molecule,
while the bright feature is assigned to the remaining double bond
on the bridge bonded molecule. By examining the adjacent
dimers it is also apparent that the zigzag structure of the dimers
adjacent to adsorbed pyridines (seen in Figure 1a) is not
observed in Figure 1b. This indicates that conversion to the
bridge state lifts the pinning of the dimer buckling, as expected
for this more symmetric bonding configuration. We have
verified that the observed dative to bridge conversion is not
induced by the STM tip. However, tip-induced back conversion
to the dative bonded state has been observed, similar to the case
of benzene where the STM tip could be used to convert
molecules from the “tight bridge” back to the metastable
“butterfly” configuration.7 From the observed rate of dative to
bridge conversions the barrier for this process can be estimated
to be of the order of ∼0.9 eV (assuming Arrhenius behavior
with a prefactor of 1013 s-1).
This conversion from dative bonding to a more stable non-
aromatic species is consistent with previous observations using
other techniques. Tao et al. have used X-ray photoelectron spec-
troscopy and high resolution electron energy loss spectroscopy
(HREELS) to show that at low temperature (100 K) pyridine
predominantly adopts a dative bonding geometry, slowly con-
verting to a nonaromatic form as the temperature is increased
above 170 K.15 Theoretical calculations are consistent with these
experimental findings, indicating that the dative bonded adduct
is energetically less stable than several bridging configurations
and that a kinetically viable reaction pathway is available.15,16
However, Tao et al. have excluded the possibility of bridge
bonded pyridines based on their HREELS studies of pyridine-
2-d1, which indicate that carbon atoms in the 2 and 6 positions
do not form Si-C bonds. As a result they attributed the observed
nonaromatic bonding configuration to a 1,4 cyclohexadienyl
“butterfly” configuration that involves bonding to a single dimer.15
This type of configuration is clearly inconsistent with the two-
dimer footprint observed here. We also note that density func-
tional theory calculations indicate that the “tight bridge” state
is more stable than the “butterfly” structure.15,16 While reconcil-
ing these apparently contradictory results requires additional
study, we note that the conditions of the two experiments are quite
different. The present experiments observe the configurations of
isolated pyridine molecules at low coverage, whereas the
HREELS results were obtained on surfaces prepared by anneal-
ing fully covered surfaces formed at low temperatures. It is pos-
sible that at higher coverages intermolecular interactions inhibit
formation of the bridging geometry. In contrast to the case of
benzene where the butterfly configuration is a metastable state,7-9
we find no evidence for this type of bonding geometry for pyri-
dine at low coverage. In addition to dative and tight bridge con-
figurations, at somewhat higher coverages a minority (<10%)
of adsorbed pyridines are observed to adopt a previously
unreported inter-row bonding geometry (not shown), appearing
as a bright feature centered between dimers on adjacent rows.
The observations of pyridine adsorption on the clean surface
clearly indicate that, as in the case of other organic molecules
Figure 1. Occupied state STM images (7 × 7 nm, -2 V, 40 pA)
during dosing of pyridine on Si(100). In (a) two dative bonded adducts
are highlighted and are observed to relax to the “tight bridge”
configuration in (b). The insets show model bonding geometries for
the dative and tight bridge configurations, respectively. A cross-section
(perpendicular to the dimer row) through the highlighted datively
bonded pyridine in the top left-hand corner is shown in (c). The dashed
lines indicate the center of the dimer rows. Cross-sections (along the
dimer row) for this same molecule before (bottom) and after (top)
conversion are shown in (d). The deep depression at the left is due to
a surface defect and is used to register the two profiles. The dashed
lines indicate the position of the dimers along the adjacent row.
20056 J. Phys. Chem. B, Vol. 109, No. 43, 2005 Letters
Figure 2.9 Images STM à courant constant de pyridines chimisorbées sur une surface d
Si(100). En a), deux molécules sont encerclées en rouge. En b), une relaxation des molécules
vers la conformation tight brid e est observée. En c) et d), les profils STM selon la ligne
de dimères de la surface sont illustrés respectivement pour la conformation initiale et la
conformation relaxée. Reproduit avec permission de Miwa et al. [55] © 2005 American
Chemical Society.
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À température ambiante, les liens pi à la surface du substrat peuvent agir comme dienophile
et faciliter des réactions de cycloaddition [56]. La paire libre située sur l’atome d’azote dans
la pyridine peut induire un transfert de charge à un atome électrophile de la surface [55]
pour former un lien chimique (figure 2.9a). Cette conformation métastable peut être par
la suite convertie en structure de type tight bridge. Ce changement conformationnel est
observable par STM alors que la structure en zig-zag asymétrique visible à la figure 2.9a,
n’est pas observée à la figure 2.9b.
2.2.3 Reconstruction de surface et diffusion atomique
Une reconstruction du substrat survient lorsque les atomes des premières couches de la
surface se réorganisent afin d’optimiser leur densité électronique locale [57]. Ce comportement
peut être observé spontanément même pour des surfaces ne contenant aucun adatome. Par
exemple, on peut voir dans la figure 2.10 que les atomes de la surface se réorganisent pour
former un morphologie périodique.
[011]
[100]
1 2 3 4 5 6
[011]
[011]
1 3 5
2 4 6
Figure 2.10 À gauche : Modèle d’une surface reconstruite de Pt(100)-hex-R0.7°. À droite :
Image STM de la surface. La différence de hauteur entre les zones sombres et claires est
≈ 0, 5 Å. L’image couvre une zone de 100 × 100 Å2. Reproduit avec permission de Ronning
et al. [58] © 2001 Elsevier B.V.
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En présence d’adsorbats réactifs, une reconstruction de la surface peut aussi survenir. On
parle alors de reconstruction induite par un adatome. Les énergies de liaison d’éléments
réactifs comme l’oxygène, l’azote et le soufre sont comparable aux énergies de liaison
des atomes de surfaces composées d’éléments de transition [59]. La formation d’un lien
adsorbat-substrat peut donc compenser la rupture d’une liaison métal-métal et permettre la
réaction.
Un cas typique de reconstruction de surface induite par la présence d’adsorbats survient
lorsque l’oxygène interagit avec une surface (110) d’un métal de transition [60–62].
[110]
[100]
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FIG. 1. A 200X200-A image of the Rh(110) surface after ox-
ygen exposure (12 L, 570 K). The image shows a domain
boundary (D) between two different reconstructed regions with
coexisting phases of ( 3) c(2X6), (B) c(2X8), and
(C) c (2 X 10) structures ( V =0.35 V, I =0.25 nA).
scan, which is an artifact of the scan conditions. Howev-
er, it is possible to measure the cell dimensions from con-
stant current profiles taken along the two principal direc-
tions of the surface, as shown in Fig. 3. The results indi-
cate that the three structures are very similar except for
the distances between missing rows, which depend on the
number of rows between the missing rows. An important
point to note is that there are always two missing rows in
each conventional unit cell, as required by the centered
space-group symmetry.
The spacing between adjacent bright rows along the
[001] direction is found to be 3.9+0. 1 A, which com-
pares well with the expected value of 3.8 A. In the [110]
direction along the rows, the maxima in the current0profiles are measured to be 5.8+0.2 A apart, which com-
pares reasonably with the doubling of the lattice spacing
in this direction, expected to be 5.4 A. The discrepancy
in the measured values from the expected values is attri-
buted to instrumental factors such as thermal drift and
piezoelectric creep.
The corrugation measured along the [001] direction
confirms the presence of missing rows of atoms, e.g. , for
the c(2X6) structure, we measured a corrugation of
0.7 A in the missing row compared to 0. 16 A in the pro-
truding rows. This is very similar to the case of the
(1X2) missing-row structure of Au(110), where the STM
corrugation was found to be 0. 8 A, ' which provides
qualitative support to the interpretation.
Our STM images do not resolve the oxygen site in the
reconstructed c(2X2n) structures. However, the obser-
vation of the missing row, and the fact that the removal
of oxygen leads to a metastable (I Xn) structure, ' sug-
gests a possible model for the structures (Fig. 4). We pro-
pose a (1Xn) missing-row structure, with oxygen in a
zigzag arrangement in the troughs along the [110]direc-
FIG. 2. (a) A 50X50-A image of the c (2X6) structure
( V=1.5 V, I=1 nA). (b) A 90X110-A image of the c(2X8)
structure ( V=0.4 V, I =0.25 nA). (c) 80X80-A image of the
c (2X 10) structure ( V =0.4 V, I =0.25 nA).
Figure 2.11 À gauche : M dèle d’une surface reconstruite de Rh(110). Les atomes d’oxygènes
sont représentés pa des boules rouges. À droite : Image STM 50 × 50 Å2 de la surface.
Les protubérances en forme de zig-zag sont attribuables aux chaînes -Rh-O. Reproduit avec
permission de Murray et al. [63] © 1993 American Physical Society.
Le mécanisme de la reconstruction est initié lorsque des adatomes du substrat, disponibles
en bordure de marche, sont piégés par des atomes réactifs (O, N, S). L’interaction entre les
espèces amorce dès lors un processus de nucléation qui permet la croissance de nouvelles
unités sur la surface. Le motif reconstruit, présenté à la figure 2.11, est finalement observé
lorsque les unités individuelles s’agglomèrent ensemble [64].
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Dans le cas de molécules individuelles adsorbées, la reconstruction de la surface peut être plus
localisée. Pour des molécules de grande dimension, la reconstruction peut être conduite de
sorte à reproduire les caractéristiques morphologiques des molécules sur les surfaces [65, 66].
La figure 2.12 illustre bien cette intrusion localisée. Dans cet exemple, la désorption de
molécules de hexa-tert-butyl-decacyclène (HtBDC) (figure 2.1l) sur une surface de Cu(110)
permet de créer des tranchées sur la surface (figure 2.12 b). Ce remodelage de la surface
pourrait être initié par l’adaptation de la surface à l’encombrement stérique des groupements
t-butyl afin de maximiser les interactions molécule-substrat. Une explication alternative est
suggérée par le modèle théorique de Hammer et Nørskov [67], où la création de bords ou de
surfaces asymétriques sous l’adsorbat augmente la réactivité du substrat et ainsi la liaison
entre les deux espèces [68].
Figure 2.12 a) Image STM à courant constant de 105 × 69 Å2 d’un assemblage de HtBDC
adsorbé sur une surface de Cu(110) b) Image STM des tranchées formées sur la même
surface après désorption c) Modèle moléculaire de l’assemblage. Reproduit avec permission
de Schunack et al. [68] © 2001 American Physical Society.
Les molécules organiques adsorbées peuvent interagir avec les adatomes métalliques déjà
présents sur la surface pour former des complexes organométalliques auto-assemblés [69].
Les molécules possédant des macrocycles aromatiques constituent de bons candidats pour
ce genre d’interaction, car leur site actif peut accepter une variété de métaux [70, 71] et leur
noyau peut s’adapter aux contraintes électroniques de leur hôte [72, 73]. Par exemple, la
réaction de métallation de la tétrapyridyl-porphyrine (TPyP) (figure 2.1i) en présence de
fer est possible sur des surfaces métalliques [69]. Le processus passe par l’oxydation du fer
favorisée par un dégagement d’hydrogène gazeux (figure 2.13).
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The voltage-dependent topography of Fe-TPP is very similar to
that of Fe-TPyP.[34] The almost identical LUMO shift for both Fe-
TPyP and Fe-TPP (Figure 4e) is ascribed to the fact that these
molecular orbitals have major electron densities only at the
porphyrin core, hence their energetics are hardly affected by
the different meso substituents.[13,32]
Thus both the structural analysis and the electronic structure
characteristics of the three porphyrin species evidence a metal-
ation reaction upon exposing adsorbed H2-TPyP to Fe atoms.
This implies that the metalloporphyrin formation readily occurs
in situ on the surface. The corresponding reaction is schemati-
cally illustrated in Figure 5. It is formally described by Equa-
tion (1):
H2-TPyPþ Fe) Fe-TPyP þ H2 * ð1Þ
In this process, schematically, the two pyrrolic protons will
be reduced to molecular hydrogen (H2) by the simultaneous
oxidation of the incoming Fe0 center to FeII. Due to the affinity
of Fe for axial ligands,[32] intermediate product H atoms might
be transiently attached to the Fe centers before recombining
to H2 which is thermally desorbed. This drives the redox reac-
tion to completion and estab-
lishes local electroneutrality be-
tween the metallic FeII centre
and the organic tetrapyridylpor-
phyrinato dianion. Thus, we
expect the Fe ion to be in the
FeII oxidation state, analogous to
the Fe-TPP molecules used as a
reference in these experiments.
The mechanism described here
provides a simple and general
picture which does not take into
account explicitly the influence
of the substrate. The latter acts
as an anchoring surface with a
periodic potential which influen-
ces the relative geometry of the
reactants, as well as an electron
source which can screen the
electrical charges held by the ad-
sorbates. The indirect participa-
tion of the substrate in the
chemical reaction is therefore an important factor, and was
similarly encountered in the complexation of metal centers by
carboxylate species on surfaces.[35–37]
Conclusions
In conclusion we demonstrated the formation of a Fe-tetrapyri-
dylporphyrin on a AgACHTUNGTRENNUNG(111) surface based on a novel reaction
scheme. This new approach opens up some appealing oppor-
tunities, especially as it seems easily applicable to a large varie-
ty of porphyrin species on surfaces which can be metalated by
Fe and presumably other metal centers. Specifically, it allows
the formation of low-dimensional metallo-porphyrin architec-
tures by using preorganized porphyrin arrangements which
are subsequently functionalized by metal centers. Moreover
novel porphyrin compounds can be created, because proce-
dures can be implemented where the addition of the metal
center appears as a final step.
In short, the methodology presented here is expected to
provide a basis for the synthesis of high-purity metalloporphyr-
in nanostructures on surfaces, which could not be obtained by
conventional methods as organic molecular beam epitaxy or
deposition in solution, due to a
limited thermal stability and/or
high reactivity of the metallopor-
phyrins. Especially, the availabili-
ty of the axial position of the
metal centers for further reaction
with biological relevant ligands
(O2, CO, etc.) opens the possibili-
ty to carry out biological relevant
reaction schemes.
Note added: After the comple-
tion of this manuscript we no-
ticed that a preliminary presenta-
Figure 4. a)–c) Chemical sensitivity through bias-dependent imaging of H2-TPyP and Fe-TPyP. The relative appar-
ent height and appearance of H2-TPyP and Fe-TPyP is strongly bias voltage dependent due to metalation induced
modifications of the molecular electronic structure, as outlined in (d) and (e). The circle highlights the position of
one specific Fe-TPyP molecule (see text). All three images are taken at a set point current of 0.71 nA. d) Tunneling
spectra taken on bare Ag ACHTUNGTRENNUNG(111) and on H2-TPyP. The two spectra are shifted by a vertical offset for clarity. e) Com-
parison of the H2-TPyP with the Fe-TPyP and Fe-TPP tunneling spectra. The yellow arrows indicate the bias voltag-
es used to acquire the images a), b) and c), respectively.
Figure 5. Representation of the three main processes during the formation of a metallo-porphyrin on a surface. a)
Pure H2-TPyP layer is exposed to Fe atoms from an atomic beam. b) Pyrrolic protons are reduced to molecular hy-
drogen which desorbs while the Fe is oxidized and incorporated into the dianionic porphyrinato core. c) Induction
of a nonplanar deformation of the porphyrin macrocycle on Ag ACHTUNGTRENNUNG(111). The saddle shaped geometry is indicated by
the arrows and explains the protrusions along one molecular axis observed in the STM data.
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Figure 2.13 Représentation des trois principales étapes de la métallation de la TPyP adsorbée
sur une surface de Ag(111) en présence de fer. En a), la molécule adsorbe sur la surface,
l’atome métallique n’est pas coordonné à la molécule. En b), la complexation permet le
dégagement d’hydrogène gazeux. En c), le complexe de Fe-TPyP est adsorbé sur la surface.
Reproduit avec permission de Auwarter et al. [69] © 2007 WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim.
L’existence du complexe organométallique est mis en évidence par STM et par spectroscopie
à effet tunnel (STS). En effet, dans la figure 2.14, le spectre STS de la Fe-TPyP révèle un
déplacement hypsochromique de la LUMO (de 800 à 1000 mV) par rapport à la TPyP seule.
Cette différence est attribuable à l’interaction entre la LUMO de la molécule et les orbitales
d du métal. De plus, alors que les images STM de la TPyP indiquent des structures planes
et symétriques, la TPyP en présence de fer prend plutôt une apparence asymétrique propre
aux macrocycles de porphyrine complexés.
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terminal pyridyl rings. Upon adsorption on AgACHTUNGTRENNUNG(111) the porphy-
rin board is oriented parallel to the surface, while the pyridyl
rings alternately rotate out of the porphyrin plane by a dihe-
dral angle of about 608, resulting in a rectangular envelope of
the molecule in the STM topography[21] (Figure 1b). Moreover,
the surface mobility and lateral interactions enable the self-as-
sembly of well-ordered two-dimensional molecular domains
extending over hundreds of nanometers even at room temper-
ature. The high-resolution STM image depicted in Figure 1b re-
veals the molecular packing and intramolecular features. The
H2-TPyP molecules order in a staggered arrangement. Besides
the porphyrin core with a depression in the center, four protru-
sions corresponding to the pyridyl rings are clearly discernible.
Two different molecular orientations (labeled I and II, respec-
tively) are observed in the imaged domain. This packing
scheme can be described by a nearly rectangular unit cell with
a molecule in every corner and a central molecule in a differ-
ent azimuthal orientation.[21] The H2-TPyP models in Figure 1b
including the unit cell (b1=13.9 !, b2=27.4 !) highlight the
structure and facilitate the identification of the molecular moi-
eties.
In the next step, we examine
the reactivity of the well defined
H2-TPyP precursor layer toward
Fe atoms provided by an atomic
beam (cf. Figure 1c–e). Upon ex-
posure to minute amounts of Fe
at 320 K the appearance of iso-
lated molecules changes drasti-
cally. STM images recorded at
negative sample voltages show
that a unique new species
evolves, which is imaged bright-
er exhibiting an increased appar-
ent height of !0.7 ! compared
to the H2-TPyP precursor layer.
Instead of the depression in the
center, this species exhibits a
central rodlike protrusion
(!12 ! long) which is always ori-
ented along the molecular sym-
metry axis (here defined parallel
to the short side of the rectan-
gular envelope) and comprises
two or three corrugation
maxima. The number of modi-
fied molecules directly correlates
with the Fe dose, as demonstrat-
ed by the image sequence in
Figure 1. Our data clearly reveal
a preserved 2D TPyP layer struc-
ture, where exclusively the cen-
tral porphyrin moieties undergo
drastic changes. We observe a
spatially inhomogeneous distri-
bution of Fe-TPyP for intermedi-
ate Fe doses, reflecting apprecia-
ble Fe mass transport on the H2-TPyP layer, cooperative effects
and an activation barrier relevant for this reaction. From now
on we tentatively refer to the modified molecular species as
Fe-TPyP.
Higher Fe doses allow the formation of regular Fe-TPyP
arrays, where the alternating orientation of the Fe-induced fea-
tures, nicely reflects the orientation of the H2-TPyP template
layer (Figure 2). The apparent height of the Fe-TPyP molecules
as well as the corrugation within the layer depends on the
sample bias voltage. Under typical imaging conditions
(VSample="1 V) we measure an apparent height of 1.9 ! and a
corrugation of 0.7 !, respectively. Figure 2b shows height pro-
files along the molecular axis of two Fe-TPyP molecules in the
same row. As mentioned before, between two and three pro-
trusions are observed. This variation in the topographic ap-
pearance, observed in both types of molecular rows, is induced
by inequivalent adsorption sites of the molecules on the un-
derlying substrate lattice: The TPyP overlayer is not commen-
surate with the Ag ACHTUNGTRENNUNG(111) surface, resulting in a Moir" pattern
with subtle long-range height modulations.[21]
Figure 1. a) Structure model of H2-TPyP (top view). The dashed line indicates the molecular symmetry axis as re-
ferred to in the text. b) Self-assembled H2-TPyP layer on Ag ACHTUNGTRENNUNG(111). The domain comprises two distinguishable types
of rows (I, II) with a different azimuthal orientation of the molecules, which are marked by arrows. c)-e) Reaction
of a H2-TPyP precursor layer with Fe. The appearance of individual molecules is drastically altered. By increasing
the Fe dose, their number can be tuned from zero to full saturation. As indicated by the unit cell, the molecular
packing remains unaffected by the reaction. (b, c: VSample="1.2 V, I=0.7 nA, and d, e: VSample="0.3 V, I=0.85 nA).
Figure 2. a) STM image showing the regular ordering of a fully developed Fe-TPyP array, representing the comple-
tion of the image series in Figure 1 c–e (VSample="0.4 V, I=0.65 nA). b) Two height profiles representing the
dashed lines in (a).
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(a) Image STM de 85 × 85 Å2 de
molécules de TPyP adsorbées sur une
surface de Ag(111) en présence de fer.
The v ltage-de endent topography of Fe-TPP is very similar to
that of F -TPyP.[34] The lmost id n ical LUMO shift for both Fe-
TPyP and Fe-TPP (Figure 4e) is ascribed to the fact that hese
molecular orbitals have major electron densities only at the
porphyrin core, hence their energetics are hardly affected by
the different meso substituents.[13,32]
Thus both the structural analysis and the electronic structure
characteristics of the three porphyrin species evidence a metal-
ation reaction upon exposing adsorbed H2-TPyP to Fe atoms.
This implies that the metalloporphyrin formation readily occurs
in situ on the surface. The corresponding reaction is schemati-
cally illustrated in Figure 5. It is formally described by Equa-
tion (1):
H2-TPyPþ Fe) Fe-TPyP þ H2 * ð1Þ
In this process, schematically, the two pyrrolic protons will
be reduced to molecular hydrogen (H2) by the simultaneous
oxidation of the incoming Fe0 ce ter to FeII. Due to the affinity
of Fe for axial ligands,[32] intermediate product H atoms might
be transiently attached to the Fe enters before recombining
to H2 which is thermally desorbed. This drives the redox reac-
tion to completion and estab-
lishes local electroneutrality be-
tw en the metallic FeII centre
and the organic tetrapyridylpor-
phyrinato dianion. Thus, we
expect the Fe ion to be in the
FeII oxidation state, analogous to
the Fe-TPP olecules used as a
reference in these experiments.
The mechanism described here
provides a simple and general
picture which does not take into
account explicitly the influence
of the substrate. The latter acts
as an anchoring surface with a
periodic potential which influen-
ces the relative geometry of the
reactants, as well as an electron
source which can screen the
electrical charges held by the ad-
sorbates. The indirect participa-
tion of the substrate in the
chemical reaction is therefore an important factor, and was
similarly encountered in the complexation of metal centers by
carboxylate sp cies on surfaces.[35–37]
Conclusions
In conclusion we demonstrated the formation of a Fe-tetrapyri-
dylporphyrin on a AgACHTUNGTRENNUNG(111) surface based on a novel reaction
scheme. This new approach opens up some appealing oppor-
tunities, especially as it seems easily applicable to a large varie-
ty of porphyrin species on surfaces which can be metalated by
Fe and presumably other metal centers. Specifically, it allows
the formation of low-dimensional metallo-porphyrin architec-
tures by using preorganized porphyrin arrangements which
are subsequently functionalized by metal centers. Moreover
novel porphyrin compounds can be created, because proce-
dures can be implemented where the addition of the metal
center appears as a final step.
In short, the meth dology presented here is expected to
provide a basis for the sy thesis of high-puri y metalloporphyr-
in anostructures on surfaces, which could not be obtained by
conventional methods as organic molecular beam epitaxy or
deposition in solution, due to a
limited thermal stability and/or
high reactivity of the metallopor-
phyrins. Especially, the availabili-
ty of the axial position of the
metal centers for further reaction
with biological relevant ligands
(O2, CO, etc.) opens the possibili-
ty to carry out biological relevant
reaction schemes.
No e added: After the comple-
tion of this manuscript we no-
ticed that a preliminary presenta-
Figure 4. a)–c) Chemical sensitivity through bias-dependent i aging of H2-TPyP and Fe-TPyP. The relative appar-
ent height and appearance of H2-TPyP and Fe-TPyP is strongly bias voltage dependent due to metalation induced
modifications of the molecular electronic structure, as outlined in (d) and (e). The circle highlights the position of
one specific Fe-TPyP molecule (see text). All three images are taken at a set point current of 0.71 nA. d) Tunneling
spectra taken on bare Ag ACHTUNGTRENNUNG(111) and on H2-TPyP. The two spectra are shifted by a vertical offset for clarity. e) Com-
parison of the H2-TPyP with the Fe-TPyP and Fe-TPP tunneling spectra. The yellow arrows indicate the bias voltag-
es used to acquire the images a), b) and c), respectively.
Figure 5. Representation of the three main processes during the formation of a metallo-porphyrin on a surface. a)
Pure H2-TPyP layer is exposed to Fe atoms from an atomic beam. b) Pyrrolic protons are reduced to molecular hy-
drogen which desorbs while the Fe is oxidized and incorporated into the dianionic porphyrinato core. c) Induction
of a nonplanar deformation of the porphyrin macrocycle on Ag ACHTUNGTRENNUNG(111). The saddle shaped geometry is indicated by
the arrows and explains the protrusions along one molecular axis observed in the STM data.
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(b) Spectre STS de H2-TPyP, Fe-TPyP et Fe-TPP
sur une surface de Ag(111).
igure 2.14 Image STM et spectre STS de la TPyP adsorbée sur Ag(111) en présence de fer.
Reproduit avec permission de Auwarter et al. [69] © 2007 WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim.
2.2.4 Compétition des interactions
La compréhension des principes gouvernant la relation entre les interactions précédemment
discutées et l’organisation supramoléculaire sur les surfaces est primordiale à l’interprétation
d’images STM et à l’ingénierie de systèmes auto-assemblés. Dans certains cas bien définis,
on peut supposer que les conformations observées sont attribuables à un type particulier
d’interaction ; il est toutefois courant de rencontrer des systèmes où c’est la confrontation
de différents types d’interactions qui dicte la conformation finale. Par ex mple, l’adsorpti n
de l’acide 1,4-benzène-dicarboxylique (TPA) (figure 2.1d) sur un surface de Cu(100) en
présence de fer fait entrer en compétition les interactions métal-ligand entre les atomes de f r
et les molécules t les inter ction non-covalentes de type pont-H (figure 2.15) [74]. Dans ce
système, il est possible d’obtenir différents arrangements supramoléculaires en contrôlant le
ratio molécule :métal. À faible concentration en fer, le motif cloverleaf est obtenu alors qu’à
plus grande concentration, les motifs MOCN-III, MOCN-I puis MOCN-II sont principalement
observés. Ces résultats sont attribuables au fait que la conformation à courte portée est régie
par la formation d’un complexe métal-ligand alors que l’organisation obtenue à longue portée
est stabilisée par la formation de ponts-H entre les unités de base. À faible concentration de
fer, un complexe tétradenté est obtenu et les groupements carbonyles exposés des unités de
base garantissent un arrangement supramoléculaire compact. À mesure que la concentration
de fer augmente, le réseau évolue pour stabiliser la complexation partielle du métal.
22
Figure 2.15 Illustration des différentes conformations obtenues par le dépôt de TPA sur
une surface de Cu(100) en présence de fer. Reproduit avec permission de Lingenfelder et
al. [74] © 2004 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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Dans plusieurs cas, la STM peut aider à mettre en lumière les différentes étapes requises
pour l’assemblage de tels motifs. Par exemple, il est possible de suivre l’auto-assemblage de
molécules de rubrène sur une surface de Au(111) (figure 2.16). Les molécules s’adsorbent
d’abord (figure 2.16 a) sur la surface, puis se combinent pour former un macrocycle à cinq
unités (figure 2.16 b). Cet assemblage est le résultat de la compétition entre les interactions
intermoléculaires (ponts-H de type CH· · · pi) et les interactions molécule-substrat (forces
de van der Waals) [75] rendues possible grâce à la grande flexibilité de la molécule. Ces
structures peuvent par la suite diffuser sur la surface pour finalement s’assembler entre
elles et former des chaînes supramoléculaires encore plus complexes. Lorsque l’isomérie des
molécules est conservée, la dernière phase de l’assemblage donne lieu à la formation de
décagones chiraux (figure 2.16 c).
ANRV308-PC58-14 ARI 1 March 2007 13:13
Figure 8
Hierarchic assembly of structures with multilevel order. (a–c) Rubrene single molecule,
pentameric cluster, and supramolecular decagons observed on Au(111) at low temperatures.
(d–f ) Sequential aufbau of robust Fe-trimesate array on Cu(100). The mononuclear Fe-TMA4
clusters (d) are nuclei for the assembly of Fe-TMA nanogrids (e), which eventually combine
into a porous-layer structure ( f ). Insets in e and f highlight details of the molecular
arrangement. The models illustrate the two mirror-symmetric representations labeled R and
S, respectively, which exist at all levels. Figure adapted from References 138 and 139.
reveals intriguing ordering scenarios; however, the present understanding is too lim-
ited to establish a conceptual basis for this important domain.
The examples in Figure 8 illustrate hierarchic order in two dimensions for both
organic and metallosupramolecular architectures. The flexible rubrene molecule de-
picted in Figure 8a adsorbs on the Au(111) in an inclined configuration (140). At low
coverages, five-membered supermolecules with a 1-nm radius evolve (see Figure 8b)
(138). They exhibit an unusual pentameric symmetry, are 2D chiral, and assemble in
higher-level organizations, such as buckled chains and notably the regular decagon
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Figure 2.16 En a-c) Assemblage hiérarchique de molécules de rubrène sur une surface de
Au(111). En d-f) Auto-assemblage du trimes te de fer sur une surface de Cu(100). Rep oduit
avec permission de Barth et al. [39] © 2007 Annual Reviews.
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L’absence de groupements fonctionnels permettant la formation de pont-H forts entre
deux molécules de rubrène limite dans ce cas-ci la formation d’un réseau régulier de
pentamères. Il est toutefois possible d’obtenir des structures régulières en impliquant des
interactions intermoléculaires plus fortes comme des interactions métal-ligand. Par exemple,
les molécules d’acide trimésique (TMA) (figure 2.1c) en présence de fer sur Cu(100)
forment initialement des motifs cloverleaf (figure 2.16d). Des nanogrilles sont par la suite
observées par STM. Ces structures secondaires sont constituées de noyaux de Fe(TMA)4
entourés d’une couche de complexes de fer tridentés. Finalement, ces structures peuvent
s’assembler entre elles pour former des motifs supramoléculaires réguliers. L’observation
de la cinétique d’auto-assemblage demeure toutefois un défi étant donné les limites de la
résolution temporelle rencontrée en STM.
2.3 Manipulations atomiques et moléculaires
Le premier exemple d’une manipulation d’atomes effectué par un STM a été réalisé par
Donald M. Eigler et Erhard K. Scheweizer en 1990 [1]. En utilisant un courant tunnel
élevé [76], ils furent en mesure de déplacer des atomes de xénon sur une surface de nickel (110)
de sorte à former le motif reconnaissable du logo IBM (figure 2.17). Un autre exemple célèbre
de manipulation de surface est celui du corral quantique formé d’adatomes de fer sur une
surface de Cu(111) à 4 K (figure 2.17).
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(a) Formation du logo de IBM. Reproduit avec
permission de Eigler et al. [1] © 1990 Nature
Publishing Group.
(b) Formation d’un corral quantique de fer.
Reproduit avec permission de Crommie et
al. [3] © 1993 American Association for the
Advancement of Science.
Figure 2.17 Séquences d’images STM montrant la formation graduelle du motif à différentes
étapes.
Les modes de manipulation en STM peuvent être classés en trois grandes catégories [77] : les
modes mécaniques (1), le mode induit par l’application d’un champ électrique intense qui
agit sur un adsorbat polarisé (2) ou encore le mode induit par un courant tunnel circulant
entre la pointe et l’échantillon (3).
2.3.1 Manipulations mécaniques
Les manipulations mécaniques consistent à faire interagir la pointe avec l’échantillon en
mettant en jeux des forces attractives ou répulsives. La manipulation peut se faire de
manière latérale ou encore verticale (figure 2.18).
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Atome
Atome
Pointe Pointe
Figure 2.18 a) Illustration d’une manipulation latérale et b) d’une manipulation verticale.
En mode latéral, la manipulation s’effectue en trois étapes :
1. La pointe est abaissée au-dessus de l’atome d’intérêt. En rapprochant la pointe de
l’atome, la force entre les deux (FT ) augmente.
2. La pointe est bougée parallèlement à la surface à hauteur constante. Cette étape
peut être réalisée en tirant ou en poussant l’atome. Lorsque la pointe tire sur
l’atome, le recouvrement des orbitales de la pointe et du substrat forment un lien
faible [78] qui permet de générer une force latérale (FL). Lorsque cette force surpasse
la force qui retient l’atome à la surface (FS), l’atome peut dès lors se déplacer de
manière contrôlée sur le site d’adsorption suivant. Le processus est similaire lorsque
la manipulation est réalisée en poussant l’atome, FL est alors répulsive.
3. Finalement, la pointe est éloignée de la surface, laissant l’atome ou la molécule à un
nouvel emplacement.
Le mode latéral est principalement utilisé pour placer les espèces sur des sites d’adsorption
spécifiques [1, 79–82]. Il permet aussi d’interagir avec des molécules pour induire des
changements conformationnels. Cette technique est notamment utilisée pour permettre des
mouvements complexes comme le roulement d’un dimère de triptycène (figure 2.1h) sur une
surface de cuivre (110) [83]. La manipulation latérale de cette molécule, en conservant une
distance pointe-surface constante, permet d’observer les signaux périodiques du courant
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tunnel typiques de la diffusion d’un adsorbat sur une surface. En effet, la figure 2.19 révèle
une périodicité des courbes I et II qui coïncide avec la distance entre deux rangées d’atomes
métalliques à la surface du substrat. Les courbes III et IV révèlent toutefois un signal tout
à fait différent qui ne peut être attribuable à une translation simple de la molécule sur la
surface. La périodicité de 7 Å observée pour la courbe III suggère plutôt un mouvement
latéral obtenu par la rotation de 120° d’un des groupements triptycène. De plus, l’absence
du signal de roulement sur des surfaces de Cu(100) faiblement corruguées suggèrent que
le substrat de Cu(110) contribue à initier la rotation des roues. Dans certains cas, le
mouvement de roulement fait tourner la molécule sur une de ses roues ; on observe dès lors
le profil III. Alternativement, le profile IV est obtenu lorsqu’un mouvement concerté des
deux roues survient.
Black plate (97,1)
and the lower benzene rings of the wheels are distorted as a result
of their chemisorption on the Cu(110) surface. For orientation A,
the calculated STM image is in very good accordance with the
experimental ones, consisting of two lobes at a distance of
8.7+0.3 A˚, which corresponds to the intramolecular distance
between the two wheels of a single molecule (Fig. 2e). The same
level of agreement can be obtained for the other conformations,
but with small differences in the adsorption conformation. These
differences have no influence on the molecular mechanics driven
by the tip apex discussed in the following.
Lateral motion of the molecules in orientation A on the
surface leads to typical periodic manipulation signals as presented
in Fig. 3a (curves I and II). These sawtooth-shaped signals can be
assigned to a pushing (ascending edge) and a pulling (descending
edge) mode of manipulation15. The 3.6 A˚ periodicity of these
signals corresponds to the distance between two atomic rows on
the Cu(110) surface. Hence, the molecule is hopping from one
adsorption site (copper row) to the next during the manipulation.
However, these are not the only observed signals for
orientation A. We have also recorded a completely different
manipulation signal (curve III in Fig. 3a) that we assign to the
rolling of a wheel within our molecule. First, the periodicity of
the recorded signal is about 7 A˚ and therefore corresponds to a
lateral motion of a wheel after a 1208 rotation (around the
molecular axle). Second, a standard hopping motion over two
adsorption sites can be excluded because the signal does not
show any pulling or pushing signature. Instead, this hat-shaped
signal exhibits one intense peak at the centre and smaller
maxima on both sides. Even though the intensity distribution
slightly changes from one case to another, the overall shape
remains the same and was recorded many times. A rolling
manipulation is always obtained at larger tip heights (vertical
feed Dz ! 4 A˚; the initial tip height is about 7 A˚) as compared
to a hopping signal where the tip apex must be approached
further down towards the surface (Dz " 4 A˚).
When the same lateral manipulation is performed on a
molecule in orientation B, the manipulation signal shows a clear
pushing signature with a 2.5-A˚ periodicity (Fig. 3b). For
comparison, molecules in orientation A undergo only a hopping
motion when manipulated in the direction parallel to the central
axle (Fig. 3c). In both cases, no rolling signal has been recorded.
In order to study the role of the substrate lattice, we have also
manipulated the wheel-dimer molecules on a Cu(100) surface.
Very regular characteristic pulling and pushing signals were
recorded (Fig. 3d) with no evidence of a rolling signal. This is in
agreement with the rather small corrugation of the Cu(100)
surface, compared to Cu(110). Owing to the chemical structure of
the wheel, a rolling motion occurs only if the molecule is
manipulated perpendicular to its axle and along a surface
direction of sufficient corrugation.
When the molecule found in orientation A is manipulated in
a hopping or a rolling mode with equivalent tip apex pathways,
the lateral displacement of the molecule turns out to be different
(Fig. 4). In the pushing mode, the molecule follows the complete
pathway of the tip (4 nm in the case shown). In the rolling mode,
on the other hand, the molecule does not follow the tip apex up
to the end. Instead, one wheel moves and the other remains in its
initial position (Fig. 4c). This difference is characteristic of the
two types of motion: in the case of a hopping mechanism, the
initial conditions for manipulation are restored after each
hopping step, allowing large displacements. For a rolling motion
(Fig. 4g), the tip reaches the other side of the molecule after
inducing a 1208 rotation to a wheel. In this case, the starting
conditions are not met any more and the displacement of the
molecule is limited to a single rolling process.
The manipulation signal during the rolling motion (Fig. 4e)
corresponds to a 1208 rotation of the left wheel of the molecule. It
is remarkable that in all cases where we observed this signal
one wheel is left in its initial position (and no long pathways
occurred). The presence of two hat-shaped signals in Fig. 3a is
rather an exception and can be explained by the alternate rotation
of the two wheels. It turns out that the lateral distance, that is, on
the x-axis, between the two signals can vary, leading to a
superimposition of the two hat shapes in some cases (curve IV in
Fig. 3a). This effect is due to the variable starting point of the two
wheel rotations, which depends on the precise tip apex shape.
Notice that the hat-shaped signal is mirror-symmetric, in contrast
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Figure 3 Rolling and hopping of wheel-dimers by lateral manipulation with
the STM tip. The left column shows STM images (all 3 # 3 nm2) before the
manipulation (the arrows mark the pathway) and the right column the
corresponding manipulation signals (periodicities are indicated by dashed lines).
a,b, Molecule in orientation A (a) and in orientation B (b), manipulation in both
cases across the molecular axle. c, Molecule in orientation A and manipulation
along the axle (in this case manipulation was done in the constant-current
mode). d, For comparison, the wheel-dimer molecule is adsorbed on Cu(100),
manipulation is done across the molecular axle and along a k011l direction
of the substrate.
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Figure 2.19 À gauche : Image STM d’un dimère de triptycène adsorbé sur une surface de
Cu(110). La flèche indique la direction de la manipulation latérale. À droite : Profils de
courant observés à la suite de manipulations en mode latéral. Reproduit avec permission de
Grill et al. [83] © 2007 Nature Publishing Group.
De manière analogue au mode latéral, la première étape en mode vertical consiste à
approcher la pointe de l’atome. L’énergie potentielle d’interaction entre la pointe et l’atome
augmente au fur et à mesure que la pointe approche jusqu’au point où la force d’interaction
entre la pointe et l’atome supplante celle entre la surface et l’adsorbat. Ce phénomène est
intensifié par le fait que les atomes de la pointe ont généralement moins de voisins que les
atomes de la surface et sont donc plus réactifs [44]. La pointe peut finalement être éloignée
de la surface et forcer la désorption de l’atome. Étant donné que la pointe ne possède que
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quelques atomes voisins, l’interaction pointe-adsorbat peut être plus forte que l’interaction
substrat-adsorbat ; l’étape inverse de remettre la molécule ou l’atome sur la surface peut
donc être difficile à réaliser[44]. Le relarguage peut généralement se faire par l’application
d’un courant tunnel [84, 85], par l’inversion de la tension [76, 86] ou encore mécaniquement.
Le mode de manipulation vertical permet d’utiliser la pointe pour désorber les espèces
et les déplacer sur une autre région de la surface [76, 85]. Pour les molécules complexes,
il est possible de réaliser des modifications intramoléculaires [87], ce qui ouvre la voie
au développement de nouvelles nanomachines [47, 88–90]. Par exemple, une pointe STM
peut être utilisée pour tourner mécaniquement les bras d’une molécule de cuivre tétra-3,5
di-tertio-butyl-phényl porphyrine (Cu-TBPP) (figure 2.1k) par manipulation verticale. Le
changement conformationnel d’une molécule pouvant fortement moduler la résistance à la
jonction tunnel, une rotation de 90° d’un groupement di-tertbutylphényl permet de faire
varier la résistance du circuit de plusieurs ordres de grandeur. La figure 2.20a montre que le
courant augmente exponentiellement à mesure que la pointe s’approche d’un groupement
di-tertbutylphényl plat. Vers 2,5 Å, un plateau est atteint. Celui-ci est attribuable à la
compétition entre l’hybridation des orbitales moléculaires des phényles du groupement
(augmente le courant) et la déformation du noyau porphyrine (décroit le courant). En
appliquant la même procédure à un groupement di-tertbutylphényle présentant un angle
avec la surface, la courbe de la figure 2.20b est obtenue. Le profil présente cette fois-ci deux
plateaux, avec un changement drastique vers 3 Å. Ce saut de la conductance est attribuable
au fait que la pointe induit une rotation complète du groupement vers une conformation
plane. La figure 2.20c montre la réversibilité du processus. En observant la variation du
courant tunnel, il est donc possible de déterminer l’état activé ou désactivé de l’interrupteur
moléculaire.
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FIG. 3. STM images showing the rotation of a leg induced by
(a)–(c) lateral and (d)–(e) vertical manipulation. The lateral
manipulation was performed in the direction indicated by the
arrows in (a) and (b) at a tunneling resistance of 6 3 104 V;
(b) shows the result of the manipulation in (a), and (c) shows
the result of the manipulation in (b). (e) Result of the vertical
manipulation performed by positioning the tip on the point in-
dicated with a circle on image (d). (f) Calculated STM scans of
the Cu-TBPP molecule across an ON leg (dotted line), an OFF
leg (dashed line), and across two opposite OFF legs (continuous
line).
The rotation of a single leg around the porphyrin-leg-s
bond from the rotated to the flat conformation, i.e., from
the ON to the OFF state of the switch, is possible also by
vertical manipulation. The vertical manipulation was per-
formed at V ! 30 mV by positioning the tip on the bright
spot (Figs. 3d–3e) and reducing the tip apex-surface dis-
tance by 4 Å, thus pushing the leg downwards. After this
manipulation sequence, the leg adopts the 10± conforma-
tion angle showing its characteristic two lobes. A series
of calculated STM scans across the Cu-TBPP molecule,
presented also in Fig. 3, confirms this interpretation of the
control of the leg tilt angle by the STM tip apex.
To experimentally demonstrate the principle of the
molecular switch, we have quantitatively investigated the
interaction between tip apex and leg during a vertical
manipulation sequence by recording the tunneling current
I ! I!z0 2 z" vs the height of the tip on the surface. On
a flat leg (switch OFF), for V ! 30 mV and starting at
z0 ! 5.5 Å, the measured I!z" curve is shown in Fig. 4a.
Initially the current grows exponentially, as observed up
to the electrical contact point on a clean surface or on
a C60 molecule up to the van der Waals contact point
FIG. 4. I!z" curves recorded (a) on an OFF leg and (b) on an
ON leg. The exact position of the tip is shown in the insets.
The starting tip-surface distance z0 is, respectively, (a) 5.5 Å
and (b) 7.5 Å, relative to the electrical contact point between tip
and surface (12.7 kV STM junction resistance). (c) I!z" curve
recorded during the controlled rotation of a leg from the ON
leg to the OFF leg states with z0 ! 7 Å. A sample voltage of
1 V has been applied during this I!z" cycle. The dotted lines
in (a) and (c) show the prolongation of the I!z" behavior at low
z, not visible in the experimental curves because of the limited
sensitivity of the preamplifier.
[14]. At z ! 2.5 Å, a plateau occurs because the tip apex
reaches the van der Waals contact point with the flat leg. At
this point and contrary to the large current increase in the
674
Figure 2.20 Profils du courant tunnel en fonction de la hauteur de la pointe. a) l’interrupteur
est dans un état désactivé et la distance initiale entre la surface et la pointe est de 5,5 Å. En
b), l’interrupteur est en mode activé et la distan e initi le entre la surface et la pointe est
de 7,5 Å. Le graphique c) montre la réversibilité du processus. Reproduit avec permission de
Moresco et al. [87] © 2001 American Physical Society.
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Le mode vertical peut finalement être utilisé pour fonctionnaliser la pointe [53, 91].
Cette étape permet d’obtenir un contraste dépendant de la nature chimique de la pointe
fonctionnalisée. Cette technique est d’ailleurs utilisée pour obtenir une image de haute
résolution de molécules aromatiques [91] et une représentation de la structure nodale des
orbitales frontières [92] (figure 2.21).
FIG. 3. Schematic of tunneling between the CO
(tip) and pentacene HOMO (sample) for different positions. The
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A scanning tunneling microscope (STM) has been equipped with a nanoscale force sensor and signal
transducer composed of a single D2 molecule that is confined in the STM junction. The uncalibrated
sensor is used to obtain ultrahigh geometric image resolution of a complex organic molecule adsorbed on
a noble metal surface. By means of conductance-distance spectroscopy and corresponding density
functional calculations the mechanism of the sensor and transducer is identified. It probes the short-
range Pauli repulsion and converts this signal into variations of the junction conductance.
DOI: 10.1103/PhysRevLett.105.086103 PACS numbers: 68.37.Ef, 68.37.Ps, 67.63.Cd
Since its invention the scanning tunneling microscope
(STM) has become an important tool of nanoscience,
because it routinely provides A˚ngstro¨m-scale image reso-
lution on various sample surfaces [1–6]. However, STM
suffers from a serious drawback—the inability to resolve
complex chemical structure. This disadvantage arises be-
cause the STM probes the local density of states (LDOS) in
the vicinity of the Fermi level, while details of the chemical
structure are primarily encoded in lower-lying orbitals.
Better access to chemical structure is therefore provided
by mapping the total electron density (TED). Indeed, it has
been shown recently that noncontact atomic force micros-
copy is able to resolv the inner structure of a complex
organic molecule, by imaging shor -range r pulsive inter-
actions that depend on the TED [7]. Even earli r, however,
it was demonstrated th t STM acquires very similar force
imaging capabilities when operated in the so-called scan-
ning tunneling hydrogen microscopy (STHM) mode [8]—
STHM images indeed closely resemble the chemical struc-
ture formulae of the investigated compounds [see Ref. [8]
and Fig. 1(a)]. In this Letter we present an analysis of the
STHM junction by means of dI=dV (z) spectroscopy and
density functional theory that allows us to explain its
imaging mechanism for the first time.
The experiments were performed on PTCDA=Auð111Þ
with a CREATEC low-temperature STM operated at
5–10 K in ultrahigh vacuum (UHV). The electrochemically
etchedW tips and the Au(111) surface have been prepared
using Arþ sputtering and temperature annealing in UHV.
The STM tips were additionally prepared by indentation
into the clean gold surface. PTCDA molecules were de-
posited from a quartz crucible mounted in a home-built
Knudsen cell. Deposition of H2 or D2 was performed
according to the recipe described in Ref. [8]. Since both
H2 andD2 yield similar results, we restrict the discussion in
this Letter to D2.
We start by summarizing the features of STHM that have
been reported before [8]. The best STHM resolution [as
shown in Fig. 1(a)] is achieved in constant-height mode
with rather low tunneling bias jVj & 10 mV. The appear-
ance of STHM imaging after D2 dosing coincides with the
emergence of nonlinear differential conductance spectra
GðVÞ $ dI=dVðVÞ close to zero bias. In particular, inelas-
tic features appear [in Fig. 1(b) at %Vinel] [8–11]. In some
cases, as in Fig. 1(b), a pronounced zero bias anomaly has
also been observed [8]. Imaging in the presence of D2 can
be switched reversibly between the STM and STHM
modes by changing the applied bias V [8]: If jeVj exceeds
jeVinelj, the junction images in the conventional STM (or
LDOS) mode. If, however, jeVj is sufficiently smaller than
jeVinelj, th junction operates in the STHM mode, yielding
images with ultrahigh geometric resolution. The nature of
the inelastic features has been investigated in detail in
nanojunctions ontaining H2 [8–12]. They are assigned to
transitions between two structurally different states of the
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FIG. 1 (color). (a) STM (top) and STHM image (bottom)
of PTCDA (3,4,9,10-perylenetetracarboxylic-dianhydride) on
Au(111): 1:3& 0:7 nm2, constant height, D2, V ¼ 316 mV
(STM) and V ¼ (5 mV (STHM). The chemical structure for-
mula of PTCDA is shown for comparison. (b) dI=dV spectrum
measured in the center of PTCDA=Auð111Þ, recorded with lock-
in detection (10 mV modulation, frequency 2.3 kHz). G0 ¼
2e2
h ¼ ð12:9 k!Þ(1 is the quantum of conductance.
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(a) Image STM de l’orbitale HOMO (en a) et LUMO (en b)
du pentacène obtenue avec une pointe fonctionnalisée avec une
molécule de CO. (En c,d,e,f,g,h) Images calculées avec différentes
représentations de pointes.
FIG. 3. Schematic of tunneling between the CO
(tip) and pentacene HOMO (sample) for different positions. The
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A scanning tunneling microscope (STM) has been equipped with a nanoscale force sensor and signal
transducer composed of a single D2 molecule that is confined in the STM junction. The uncalibrated
sensor is used to obtain ultrahigh geometric image resolution of a complex organic molecule adsorbed on
a noble metal surface. By means of conductance-distance spectroscopy and corresponding density
fu ctional calculatio s the mechanism of the s nsor a d transduc r is identified. It probes the short-
range Pauli repulsion and converts this signal into variations of the junction nductance.
DOI: 10.1103/PhysRevLett.105.086103 PACS numbers: 68.37.Ef, 68.37.Ps, 67.63.Cd
Since its invention the scanning tunneling microscope
(STM) has become an important tool of nanoscience,
because it routinely provides A˚ngstro¨m-scale image reso-
lution on various sample surfaces [1–6]. However, STM
suffers from a serious drawback—the inability to resolve
complex chemical structure. This disadvantage arises be-
cause the STM probes the local density of states (LDOS) in
the vicinity of the Fermi level, while details of the chemical
structure are primarily encoded in lower-lying orbitals.
Better access to chemical structure is therefore provided
by mapping the total electron density (TED). Indeed, it has
been shown recently that noncontact atomic force micros-
copy is able to resolve the in er structure of a complex
organic molecule, by imaging short-ra g repulsive inter-
actio s that depend n the TED [7]. Even earlier, how ver,
it was demonstrated that STM acquir s very similar force
imaging capabilities when operated in the so-called scan-
ning tunneling hydrogen microscopy (STHM) mode [8]—
STHM images indeed closely resemble the chemical struc-
ture formulae of the investigated compounds [see Ref. [8]
and Fig. 1(a)]. In this Letter we present an analysis of the
STHM junction by means of dI=dV (z) spectroscopy and
density functional theory that allows us to explain its
imaging mechanism for the first time.
The experiments were performed on PTCDA=Auð111Þ
with a CREATEC low-temperature STM operated at
5–10 K in ultrahigh vacuum (UHV). The electrochemically
etched tips and the u(111) surface have been prepared
using r s tt ri and temperature a nealing in UHV.
The S dditiona ly prepared by indentation
into the l s rface. PTCDA molecules w re de-
posited fr rtz crucible mounted in a home-built
Knudse ll. sition of H2 or D2 was performed
according to the recipe described in Ref. [8]. Since both
H2 andD2 yield si ilar results, we restrict the discussion in
this Letter to D2.
We start by summarizing the features of STHM that have
been reported before [8]. The best STHM resolution [as
shown in Fig. 1(a)] is achieved in constant-height mode
with rather low tunneling bias jVj & 10 mV. The appear-
ance of STHM imaging after D2 dosing coincides with the
emergence of nonlinear differential conductance spectra
GðVÞ $ dI=dVðVÞ close to zero bias. In particular, inelas-
tic features appear [in Fig. 1(b) at %Vinel] [8–11]. In some
cases, as in Fig. 1(b), a pronounced zero bias anomaly has
also been observed [8]. Imaging in the presence of D2 can
be switched reversibly between the STM and STHM
modes by changing the applied bias V [8]: If jeVj exceeds
jeVinelj, the junction images in the conventional STM (or
LDOS) mode. If, however, jeVj is sufficiently smaller than
jeVinelj, the junction operates in the STHM mode, yielding
images with ultrahigh geometric resolution. The nature of
th in lastic featur s has be n investigated in detail in
na ojun tions containing H2 [8–12]. They ar ssigned to
tra siti between two structurally different states of the
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FIG. 1 (color). (a) STM (top) and STHM image (bottom)
of PTCDA (3,4,9,10-perylenetetracarboxylic-dianhydride) on
Au(111): 1:3& 0:7 nm2, constant height, D2, V ¼ 316 mV
(STM) and V ¼ (5 mV (STHM). The chemical structure for-
mula of PTCDA is shown for comparison. (b) dI=dV spectrum
measured in the center of PTCDA=Auð111Þ, recorded with lock-
in detection (10 mV modulation, frequency 2.3 kHz). G0 ¼
2e2
h ¼ ð12:9 k!Þ(1 is the quantum of conductance.
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(b) Image STM (en haut) et STHM
(au milieu) du PTCDA (en bas).
L’image STHM a été obtenue après
qu’ ne molécule de deutérium (D2) a
été insérée dans la jonction tunnel.
Figure 2.21 Images STHM avec une pointe fonctionnalisée. Image sous licence CC BY.
2.3.2 Manipulation i duite par un champ électrique
Il est possible de manipuler une molécule en exploitant la polarité de la pointe. En effet,
comme décrit dans la section précédente, un changement de polarité permet de désorber
certaines espèces lors d’une manipulation verticale [76, 80, 84]. De plus, une forte tension
(≥ 3 V) peut être utilisée pour briser des liens interatomiques [93–95].
Lorsqu’une différence de potentiel est appliquée entre la pointe et le substrat, un champ
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électrique localisé et modulable est automatiquement généré. Étant donné que le bout
de la pointe n’est constitué que de quelques atomes, des effets de pointe importants
surviennent et il est possible d’observer des champs électriques de l’ordre de plusieurs
centaines de mV/nm [96]. En rapprochant la pointe d’une molécule polarisable, il est
donc possible d’interagir directement avec elle. Par exemple, on peut faire diffuser un
méthylthiolate (CH3S) adsorbé sur une surface de Cu(111) (figure 2.22). Le CH3S étant
négativement chargé, une force électrostatique répulsive ou attractive peut être générée
entre la pointe et la molécule en fonction de la tension appliquée. Lorsque la pointe est
chargée négativement (figure 2.22 b,c), la diffusion s’effectue pour échapper au champ de
la pointe, et vice-versa lorsqu’elle est chargée positivement (figure 2.22 c,f). Étant donné
que la pointe est relativement loin de la surface, cette méthode a l’avantage d’éviter une
collision accidentelle de la pointe en plus de permettre des mouvements rapide des espèces.
L’intérêt de cette technique est toutefois limité puisqu’à de plus hautes tensions, la pointe se
comporte comme une source à émission de champ et le flot électronique devient rapidement
incontrôlable ce qui peut modifier le système de manière irréversible.
“I” to estimate the hopping barrier height of a CH3S mol-
ecule on Cu!111". Here, R is proportional to “In,” where “n”
is the order of the molecular hopping. Typical “R-In” plots
are shown in Fig. 1!g". The slope !n" of the fitted lines in the
sample bias voltage region between 90 and 400 mV is almost
unity. From this power-law dependence, one can estimate
that one quantum of !C-S mode is sufficient to overcome the
hopping barrier. Therefore, the hopping barrier height of a
CH3S molecule can be determined to be lower than 85 meV,
which corresponds to the vibrational excitation energy of the
!C-S mode of the molecule.
We found that an isolated CH3S molecule on Cu!111"
repeatedly hops to the nearest-neighbor hollow site to move
away from the STM tip with the injection of tunnel electrons
into the off-center position of the molecule #the repulsive
hopping; Fig. 2!a"–2!d"$. We further observed that the mol-
ecule hops toward the STM tip when tunneling electrons are
extracted from an off-center position in the molecule #attrac-
tive hopping; Fig. 2!e"–2!h"$. The experiment was carried
out as follows. After the STM image #Fig. 2!a"$ was taken,
the STM tip was positioned at off center of the target mol-
ecul . The feedback loop was then turned off an the tunnel-
ing electrons w th the p eset tunneling cu rent were injected
into or extracted from the mo ecule to induce the m lecular
hopping. The position of th STM tip is show by a blue dot
in each image. After the hopping, the same s rface area was
rescanned to confirm the hopping direction and the distance,
e.g., Fig. 2!b". Based on this evidence, we propose a model
for controlling the molecule’s hopping direction and dis-
tance. The tip position relative to the hopping direction of the
molecule during injection !or extraction" of tunnel electrons
is summarized in Fig. 3!a"–3!c".
To explain the mechanism of the controlled molecular
hopping, we focused on the relationship between the charge
on the STM tip determined by the applied bias voltage and
FIG. 1. !Color online" #!a"–!c"$ Sequential STM images of the
hopping motion of a CH3S molecule on Cu !111". The CH3S mol-
ecule, indicated by a yellow/light gray arrow, hops randomly by the
injection of tunneling electrons into the molecular center. Random
hopping was also observed when the tunneling electrons were ex-
tracted from the molecular center. #!d" and !e"$ The probability of
hopping events from the hollow site indicated by ! to next-
neighbor hollow sites. The ! shows the center of the CH3S mol-
ecule on the surface and the fixed position of an STM tip in the
excitation of lateral hopping. !f" Reaction yields per incident elec-
tron for the hopping motion of the CH3S molecule as a function of
sample bias voltage for a constant tunneling current of 1 nA !upper
trace:—"—with error bar". The lower trace “—!—with error bar”
represents the slopes of the reaction yield per incident electron. !g"
Hopping rate R for the hopping motion of an isolated CH3S mol-
ecule as a function of tunneling current I for various applied sample
bias voltages. Solid lines are the results of least-squares fits to the
data, whose slope for a given applied bias voltage corresponds to
the power n in the nonlinear power-law dependence. Here, R is
proportional to In.
FIG. 2. !Color online" #!a"–!d"$ Sequential STM images show-
ing the repulsive hopping of an isolated CH3S molecule on
Cu!111". A tunneling current of 6.7 nA with a sample bias voltage
of 400 mV was typically applied to the target molecule for 100 ms.
#!e"–!h"$ Sequential STM images showing the attractive hopping of
an isolated CH3S molecule on Cu!111". A tunneling current of 8 nA
with a sample bias voltage of −200 mV was typically applied to the
target molecule for 5 ms. The STM tip was fixed at the specified
position in the molecule during the electron injection or extraction.
Each blue/dark gray-filled circle indicates the electron injection !or
extraction" point; each red/gray arrow indicates the lateral hopping
direction on the surface.
FIG. 3. !Color online" Top views of the relative position be-
tween the hopping direction!s" and the STM tip in !a" random, !b"
repulsive, and !c" attractive hopping motions. The molecule hops
toward the hollow sites, marked by yellow lines, when the tunneling
electrons are injected !or extracted" at the positions indicated by ! .
Schematics for !d" random, !e" repulsive, and !f" attractive hopping.
Each electric field contour is depicted with a point charge at the
STM tip apex.
OHARA, KIM, AND KAWAI PHYSICAL REVIEW B 78, 201405!R" !2008"
RAPID COMMUNICATIONS
201405-2
Figure 2.22 En a-c) : Diffusi aléatoire, répulsive et attractive survenan à la suite de
l’application d’un champ électrique. La position de la pointe dans les trois cas est représentée
par le symbole ⊗. En d-f) : Schémas des migrations. Reproduit avec permission de Ohara et
al. [97] © 2008 American Physical Society.
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2.3.3 Manipulation induite par un courant tunnel
Un courant peut être injecté à la jonction tunnel pour manipuler des molécules ou des
atomes. En effet, une désorption de l’adsorbat peut être induite en appliquant un voltage
pulsé [2]. Deux mécanismes principaux sont rencontrés : la désorption induite par transition
électronique (DIET) et sa variante multiple (DIMET). La principale différence entre ces deux
mécanismes est que dans le cas de la DIMET, le processus doit passer par une série d’états
vibrationnels intermédiaires pour assurer la désorption alors que le DIET n’implique qu’un
seul état (figure 2.23). Le passage par l’un ou l’autre des mécanismes dépend principalement
des cinétiques d’excitation et de relaxation et de l’énergie d’excitation du processus. En
excitant l’atome ou la molécule de façon à changer la distance d’équilibre avec la surface,
on peut utiliser l’énergie de résonance pour changer la position de l’adsorbat et permettre
la désorption [98]. Si l’étape limitante est l’excitation, les électrons ne pourront interagir
qu’avec l’état fondamental de l’adsorbat et la réaction sera gouvernée par un régime DIET.
En revanche, si c’est la relaxation qui est limitante, le processus de désorption pourra passer
par différents états vibrationnels et le mécanisme dominant sera donc la DIMET. Cette
technique peut d’ailleurs induire d’autres phénomènes, comme le bris de liens chimiques ou
encore des changements conformationnels [77].
La première réalisation d’une dissociation induite par STM a été réalisée sur une surface
de platine(111) [99]. Cet exemple est encore aujourd’hui considéré comme un cas idéal
pour comparer et comprendre les mécanismes décrits précédemment. En appliquant un
courant tunnel à différentes tensions, il est possible de dissocier le lien homolytique
de l’oxygène moléculaire. À 0,4 V, la vitesse de relaxation est supérieure à la vitesse
d’excitation et la dissociation passe par une DIET (figure 2.23). La réaction reste toutefois
possible même à de plus faibles tensions. À 0,3 et 0,2 V, un seul électron ne possède pas
assez d’énergie pour dissocier le lien O-O et la réaction passe donc par un mécanisme DIMET.
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(Presumably between scattering events, some of the vibrational excitation is
lost to the surface.) If an even lower voltage was used, then excitation of a
rotational mode of the O2 can occur,
95 spinning the molecule instead of dis-
secting it.
4.2. Chlorobenzene/Si(111)7!7
Figure 5.12 shows a series of sequentially acquired STM images that capture
the C""Cl bond dissociation of a single chlorobenzene molecule in the Si
(111)-7!7 surface. Figure 5.12A and B at þ1 and þ2 V allows the identifi-
cation of three chlorobenzene molecules at sites a, g and d. During the image
in Figure 5.12C taken at þ3 V, two molecules at g and d were induced to
desorb. At þ4 V, Figure 5.12D, there is a ‘half sunrise’ feature. This is the
signature of STM-induced C""Cl bond breaking. As the STM scanned from
the image bottom to top at exactly the location marked in Figure 5.12I and
J, the C""Cl bond breaks and, instead of imaging a chemisorbed chloroben-
zene molecule at þ4 V, a chemisorbed chlorine atom at site b is found. Fig-
ure 5.12 (F–H, þ3 to þ1 V) allows the identification of the ejected chlorine
atom (dark at þ1 V, but bright at þ2 V and above). The atomic resolution of
the STM allows the precise identification of the parent (chlorobenzene mole-
cule) and daughter (chlorine atom) spatial relationship, that is, the distance of
daughter from parent and the angle of ejection relative to the original C""Cl
bond direction.
Both HREELS experiments76 and DFT calculations69 indicate that the car-
bon atom of the C""Cl bond in the parent chlorobenzene molecule is not one
of the two carbons that form covalent bonds to two surface silicon atoms.
Figure 5.13 shows STM images where both the bonding silicon adatom and
restatom pair can be determined. The signature of the bonding adatom is sim-
ply a ‘missing’ adatom black spot at þ1 V, and the signature of the bonding
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FIGURE 5.11 Mechanism of O2 dissociation.
24 (A) Schematic potential energy curve with
vibrational energy levels showing the vibrational excitation induced by (i) a 0.4-eV electron,
(ii) 0.3 eV and (iii) 0.2 eV. (B) Tunnelling electrons may cause vibrational excitation of the
O""O bond (1), the substrate may quench this excitation by an electronic excitation (2).
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Figure 2.23 Schéma de la courbe d’énergie potentielle avec les niveaux d’énergie vibrationnelle
montrant l’excitation induite par un électron à (i) 0,4 eV (ii) 0,3 eV et (iii) 0,2 eV. La
dissociation est accomplie par 1, 2 et 3 électrons pour respectivement i, ii et iii. Reproduit
avec permission de Sloan et al. [77] © 2011 Elsevier.
Les manipulations induites par courant tunnel peuvent aussi être utilisées pour former un
lien chimique [100–103]. Les mécanismes permettant ce type de réaction peuvent varier,
mais sont généralement assistés par l’environnement immédiat (surface, espèces voisines) de
la molécule [101, 104]. L’injection d’électrons peut dès lors abaisser suffisamment l’énergie
d’activation de la réaction pour permettre la formation du lien chimique souhaité [101, 105].
La réaction de Ullmann, réalisée à l’aide d’un STM est un xemple typique de manipulation
induite par courant tunnel [101] (figure 2.24). Dans cette expérience, le lien C-I d’une
molécule d’iodobenzène (figure 2.1b) est d’abord b isé à l’aide d’un STM. Pour ce faire, la
pointe est placée au-dessus de la molécule et des él ctrons sont injectés pendant plusieurs
secondes. La dissociation est possible par l’ pplication de différents courants. La dépenda ce
linéaire entre la vitesse de dissociation et le courant tunnel confirme que le bris d lien C-I
passe par un mécanisme DIET, ce qui n’est pas observé pour les dissociations C-C et C-H,
garantissant la sélectivité de la réaction. La com araison des images STM expérimentales
et calculées permet de suggérer que les fragments phé yles se lient sur un site triple de la
surface. Les groupements phényles sont ensuite déplacés par manipulation latérale sur la
surface en suivant la bordure de marche. Finalement, le lien C-C entre deux groupements
phényles (figure 2.1c) est créé en exposant les groupements à un courant tunnel de 500 meV.
La formation de ce lien est aidée par la surface de Cu(111). L’association est expliquée par
le fait qu’initialement les phényles possèdent des liens σC-Cu pointant vers la bordure de
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marche. L’application d’un courant tunnel permet une rotation des groupements et peut
ainsi spontanément initier la formation du lien covalent σC-C [104]. Finalement, l’observation
des profils STM permet de confirmer l’association.
Figure 2.24 Illustration des différentes étapes de la synthèse d’un biphényle adsorbé sur une
surface de Cu(111) par la réaction de Ullmann assistée par STM. Dimension de l’image :
60 × 20 Å2. Reproduit avec permission de Hla et al. [105] © 2001 WILEY-VCH Verlag
GmbH, Weinheim.
2.4 Simulation d’images STM
Suivant la description des phénomènes physiques reliés à l’imagerie STM expérimentale,
nous souhaitons désormais introduire les modèles théoriques permettant de calculer le
courant tunnel et de faire un survol de quelques réalisations importantes en simulation
d’images STM. Les méthodes de calcul existantes peuvent être divisées en deux grandes
catégories : les approches basées sur la diffusion des électrons qui calculent explicitement le
transport selon un schéma unifié des électrodes et les approches perturbatives qui distinguent
la structure électronique de la pointe et du substrat pour calculer le courant tunnel.
2.4.1 Approches basées sur la diffusion
Les approches basées sur la diffusion des électrons considèrent les électrodes comme faisant
partie d’un système unique et calculent le courant tunnel à partir de la probabilité de
transition d’un électron d’une électrode à l’autre. La formulation de Landauer-Bütticker [106]
est habituellement utilisée pour décrire le courant tunnel :
I (V, r) = 2e
V
∫ eV
0
T (V,E, r)dE (2.2)
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où V et T (E) sont respectivement la tension appliquée et la matrice de probabilité
de transition. La matrice T (E) peut être obtenue avec n’importe quelle base, mais est
habituellement traitée en utilisant des méthodes semi-empiriques [107–109], car le calcul
doit être effectué à nouveau pour chaque position balayée par la pointe. Cette approche,
essentiellement développée par Cerdá et al. [110], est implémentée dans le code GREEN [111].
Au cours des dernières années, une version parallélisée de GREEN a été développée par
Janta-Polczynski et al. [108]. La stratégie d’accélération de cette nouvelle version réside au
niveau du calcul parallèle distribué des matrices de contacts et des pixels de l’image STM
finale. Le code a été notamment utilisé pour réaliser les images STM d’une molécule de
benzène sur différents sites d’adsorption d’une surface de Cu(111).
Figure 2.25 Images calculées du benzène adsorbé sur différents sites d’adsorption d’une surface
de Cu(111). Reproduit avec permission de Janta-Polczynski et al. [108] © 2008 AIP Publishing
LLC.
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Dans la figure 2.25, on peut voir l’impact du site d’adsorption sur l’images STM calculée. Ces
contrastes correspondent d’ailleurs aux images STM expérimentales présentées à la figure 1.1.
Finalement, un traitement de la jonction considérant les processus inélastiques, les effets
de spin et les événements de diffusion multiples peut être décrite en utilisant des fonctions
de Green hors-équilibre dans l’approche de Keldysh [22]. Bien que cette stratégie ait été
utilisée dans l’étude des propriétés de transport de nanostructures[112–115] et demeure à
ce jour la méthode décrivant le transport électronique de la manière la plus rigoureuse, le
coût computationnel y étant associé limite grandement la taille des systèmes pouvant être
considérés.
2.4.2 Approches perturbatives
L’idée centrale propre aux approches perturbatives est que l’interaction entre les électrodes
est suffisamment faible pour que celle-ci puisse être décrite par une perturbation. Dans cette
situation, la structure électronique des électrodes peut être calculée de manière indépendante
et le courant tunnel est alors considéré en utilisant un Hamiltonien de transfert. Une
description mathématique plus complète de cette méthode est détaillée dans la §3.3. Les
théories de Tersoff-Hamann (TH) et de Bardeen utilisent cette approche pour calculer
rapidement le courant tunnel entre les électrodes. Étant donné sa rapidité et sa simplicité,
la théorie de TH est d’ailleurs souvent implémentée comme module complémentaire
des outils de calcul de structures électroniques basés sur la DFT [116, 117]. Par cette
grande disponibilité, la théorie de TH reste donc une méthode très utilisée pour calculer
des images STM [118–120]. Parmi les contributions utilisant les approches perturbatives
dans le calcul d’images STM, on peut noter les travaux de Faglioni et al. [121] qui ont
considéré d’une certaine façon la relaxation de leur système en utilisant au préalable la
mécanique moléculaire pour optimiser la géométrie, puis par la suite en obtenant la structure
électronique avec la théorie théorie de Hartree-Fock (HF) pour calculer de manière statique
l’image STM. Par ailleurs, les performances de la théorie TH ont été mises à profit dans
plusieurs cas pour observer des systèmes moléculaires étendus. Par exemple, Wang et al. ont
calculé des images STM sur un vaste domaine moléculaire pour étudier l’origine du patron
de Moiré de croissances de graphène sur des surfaces de Ru(0001)[122] (figure 2.26). Leurs
résultats ont permis de mettre en évidence que la couche de graphène n’interagissait pas
exclusivement avec la surface métallique par des interactions de van der Waals et que les
contrastes en imagerie étaient attribuable à la déformation géométrique importante causée
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par les interactions avec la surface.
Figure 2.26 Structure relaxée par DFT d’une couche de graphène sur une surface de Ru(0001).
a) Vue de haut et b) vue de côté du modèle moléculaire. c) Image STM expérimentale à
courant constant (50 × 40 Å2, I = 1 nA, V = -0,05 V). Image STM calculée selon TH à
courant constant. Reproduit avec permission de Wang et al. [122] © 2008 Royal Society of
Chemistry.
Récemment, une approche intrusive basée sur la théorie TH a été développée au sein de notre
groupe [24]. En utilisant cette méthode, il a été possible de réaliser un calcul d’image STM
d’un système moléculaire, de réaliser une modification physique ou chimique (intrusion), et
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de réutiliser la plupart des données précédemment calculées pour obtenir très rapidement
une nouvelle image tenant compte de la modification du système. La figure 2.27 montre des
exemples d’intrusions où les images de la pyridine (2.27b), du phényle (2.27c) et du benzyne
(2.27d) ont été calculées rapidement à partir de l’information précédemment obtenue pour
le benzène (2.27a). Cette approche demeure toutefois essentiellement statique, car on ne
considère pas la relaxation moléculaire pouvant survenir suite à l’intrusion.
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TABLE I. Performance profiling for the TCNE/Cu(100) calcula-
tions (seconds).
TH Bardeen Order
1.a Matrices H,S 0.32 0.33 O(N2)
2.a Tridiagonalization 5.30 5.30 O(N3)
2.b Bisection 0.88 0.88 O(Nns)
3.a Evaluation of (∂)ψi 1.60 4.46 O(Nnp)
3.b Formation of (∂)#i 1.75 4.07 O(Nnsnp)
3.c Convolutions Mst (r) - 0.77 O(nsntnp)
3.d Image formation 0.05 0.21 O(nsntnV np)
Total 9.90 16.02
The steps in tunneling current calculation first require the
evaluation of the atomic (ψi) and molecular (#i) orbitals,
as well as their gradients for the Bardeen method, on a
real space grid located on the separation surface containing
np ≡ nxnynz pixels. Since ns generally grows with N when
V is fixed, operation 3.a is a limiting step only for small
to medium systems (ns ≪ 40). The convolution operation
specifically applies to the Bardeen method and is never a
limiting step. For this system, we have also noted that the FFT
convolution algorithm performs better (0.77 s) than a direct
numerical integration (26.09 s). Finally, the image formation
that combines the Bardeen integrals Mst (r) and the Fermi
factorsFst (V ) scales asO(nsntnV np), where nV is the number
of different applied biases (here nV = 1) and where nt = 1 for
TH. As expected, this last operation is not computationally
very demanding.
To summarize, using Eq. (3) instead of treating periodic
contacts by Green’s functions73,74 allows the following op-
timizations. The contact resonances in the tunneling barrier
#(E,r) are obtained from mixing the surface states #i(r)
close to E in energy. This allows us to evaluate Mst (r) only
once for each surface states pair. Furthermore, Mst (r) does
not need to be computed when #s or #t are localized far
from the tunneling barrier, or when the Fermi factors Fst (V )
are negligible for all V considered. We choose a separation
surface in the xy plane instead of LDOS isosurfaces41,75 for
the following reasons: (i) The convolutions stay practically
identical when the separation surface is translated between the
sample and the tip at Z = (µ− 1)z where 0.2 6 µ 6 0.8, and
(ii) the topographic dependency I (z) is usually well resolved
on z grids containing a few (such as two or three) data points.
C. Chemical intrusion
In the present study, we have demonstrated the relevance
of the chemical composition on the STM images for the
following cases of intrusion: (i) the substitution of an atom
or a group, (ii) the withdrawal of an atom or a group, (iii) the
functionalization of a site, and (iv) molecular reorganization.
Those modifications are generally applicable to both the
sample and the tip.43 As an example, we first considered two
chemical intrusions on isolated benzene (C6H6), namely the
substitution of a C-H group for an N atom to give pyridine
(C5H5N) and the withdrawal of one and two contiguous H
atoms to form phenyl (C6H5) or benzyne (C6H4). We analyze
the gain in performance obtained by our fast image update
method.
Figure 4 presents the constant-height STM images of
isolated benzene [Fig. 4(a)], pyridine [Fig. 4(b)], phenyl
[Figs. 4(c) and 4(e)], and benzyne [Fig. 4(d)] as computed
by our intrusive TH implementatio . We need to emphasize
the fact that a complete STM calculation on the modified
system gives the same results (not shown) as when the image
is updated following the intrusion approach. For comparison,
we also include an STM image of benzene but adsorbed on a
Cu(100) surface [Fig. 4(f)] that was obtained with our SPAGS-
STM software57,91 using the LB approach. The differences
in contrast between Fig. 4(a) and Fig. 4(f) originate mainly
from the interaction of benzene with the underlying copper
surface that is absent in Fig. 4(a). The STM images obtained
(a) Benzene (b) Pyridine
(c) Phenyl (d) Benzyne
(e) Phenyl (LUMO) (f) Benzene (LB)
FIG. 4. (Color online) Theoretical constant-height STM images
at V = −0.3 V of (a) benzene (C6H6), (b) pyridine (C5H5N),
(c) phenyl (C6H5), (d) benzyne (C6H4), and at V = +0.3 V of
(e) phenyl computed by our TH implementation on isolated
molecules. (f) Image of benzene adsorbed in the “on-top” position on
Cu(100) using a Pt(111) tip and the LB approach.57,91
115430-8
(a) Benzène
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TABLE I. Performance profiling for the TCNE/Cu(100) calcula-
tions (seconds).
TH Bardeen Order
1. Matrices H,S 0.32 0.33 O(N2)
2.a Tridiagonalization 5.30 5.30 O(N3)
2.b Bisection 0.88 0.88 O(Nns)
3. Evaluation of (∂)ψi 1.60 4.46 O(Nnp)
3.b Formation of (∂)#i 1.75 4.07 O(Nnsnp)
3.c Convolutions Mst (r) - 0.77 O( sntnp)
3.d Image formation 0.05 0.21 O( sntnV np)
Total 9.90 16.02
Th teps i tun eling current calculation first requir the
evaluati n of the atomic (ψi) and molecular (#i) orbitals,
as well as their gradients for the Bardeen method, on a
real space grid located on the separation surface co taining
np ≡ nxnynz pixels. Since ns generally gro s with N when
V is fixed, operation 3.a is a limiting step only for small
to medium systems (ns ≪ 40). The c nvoluti n operation
specifically applies to the Bardeen method and is never a
limiting step. For thi system, we h ve also no ed that the FFT
c nvolution algorithm performs better (0.77 s) than a direct
numerical integration (26.09 s). Finally, the image formation
that combines the Bardeen integrals Mst (r) and th Fermi
factorsFst (V ) scales asO(nsntnV np), where nV is the number
of different applied biases (here nV = 1) and where nt = 1 for
TH. As xpected, thi last operation is n t computationally
very demanding.
To summarize, using Eq. (3) instead of reating periodic
contacts by Green’s functions73,74 allows the following op-
tim zations. The contact resonances in the tun eling ba rier
#(E,r) are obtained from mixing the surface states #i(r)
close to E in energy. This allows us to evaluate Mst (r) only
once for each surface states pair. Fu thermore, Mst (r) does
not need to be computed when #s or #t are localized far
from he tun eling ba rier, or when the Fermi factors Fst (V )
are negligible for all V considered. We choose a separation
surface in the xy pla e instead of LDOS isosurfaces41,75 for
the following rea ons: (i) The c nvolutions stay practically
identical when the separation surface is tr nslated b tween the
sample and he tip at Z = (µ− 1)z where 0.2 6 µ 6 0.8, and
(ii) he topographic dep dency I (z) is usually w ll resolved
on z grids co taining a few (such as two or three) data points.
. Chem cal intrusion
In th present study, we have demonstra ed the relevance
of the chemical compositi on the STM images for the
following cases of intrusion: (i) the ubstituti n of an atom
or a group, (ii) the withdrawal of an at m or a group, (iii) the
function l zation of a site, and (iv) molecular reorgan zation.
Those modifications ar generally applicable t bot the
sample and he tip.43 As an example, we first considered two
chemical intrusions on isolated b zene (C6H6), namely the
ubstituti n of a C-H group for an N atom to give pyridine
(C5H5N) and the withdrawal of one and tw contiguous H
atoms to form phenyl (C6H5) or be zyne (C6H4). We analyze
the gain in performance obtained by our fast image update
method.
Figure 4 pre ents the co stant-height STM images of
isolated b zene [Fig. 4(a)], pyridine [Fig. 4(b)], phenyl
[Figs. 4(c) and 4(e)], and be zyne [Fig. 4(d)] as computed
by our intrusive TH implementation. We ne d to emphasize
the fact that a complete STM calculati on the modified
system gives the same re ults (not shown) as when the image
is updated following the intrusion approach. F r comparison,
we also include an STM image of b zene but adsorbed on a
Cu(100) surface [Fig. 4(f)] th t was obtained with our SPAGS-
STM software57,91 using the LB approach. The differ nces
in con ras b tween Fig. 4(a) and Fig. 4(f) originate mainly
from the interacti n of b zene with the underlying copper
surface that i abse t in Fig. 4(a). The STM images obtained
(a) B zene (b) Pyridine
(c) Phenyl (d) Be zyne
(e) Phenyl (LUMO) (f) B zene (LB)
FIG. 4. (Color online) Theoretical co stant- eight STM images
at V = −0.3 V of (a) benzene (C6H6), (b) pyridine (C5H5N),
(c) phenyl (C6H5), (d) benzyne (C6H4), and at V = +0.3 V of
(e) phenyl computed by our TH implementati on isolated
mo cules. (f) Image of benzene adsorbed in the “ n-top” p sition on
Cu(100) using a Pt(111) tip and the LB approach.57,91
115430-8
(b) Pyridine
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TABLE I. Performance profiling for the TCNE/Cu(100) calcula-
tions (seconds).
TH Bardeen Order
1.a Matrices H,S 0.32 0.33 O(N2)
2.a Tridiagonalization 5.30 5.30 O(N3)
2.b Bisection 0.88 0.88 O(Nns)
3.a Evaluation of (∂)ψi 1.60 4.46 O(Nnp)
3.b Formation of (∂)#i 1.75 4.07 O(Nnsnp)
3.c Convolutions Mst (r) - 0.77 O(nsntnp)
3.d Image formation 0.05 0.21 O(nsntnV np)
Total 9.90 16.02
The steps in tunneling current calculation first require the
evaluation of the atomic (ψi) and m lecular (#i) orbitals,
as well as their gradients for the Bardeen method, on a
real space grid located on the separation surface containing
np ≡ nxnynz pixels. Since ns generally grows with N when
V is fixed, operation 3.a is a limiting step only for small
to medium systems (ns ≪ 40). The convolution operation
specifically applies to the Bardeen method and is never a
limiting step. For this system, we have also noted that the FFT
convolution algorithm performs better (0.77 s) than a direct
numerical integration (26.09 s). Finally, the image formation
that combines the Bardeen integrals Mst (r) and the Fermi
factorsFst (V ) scales asO(nsntnV np), where nV is the number
of different applied biases (here nV = 1) and where nt = 1 for
TH. As expected, this last operation is not computationally
very demanding.
To summarize, using Eq. (3) instead of treating periodic
contacts by Green’s functions73,74 allows the following op-
timizations. The contact resonances in the tunneling barrier
#(E,r) are obtained from mixing the surface states #i(r)
close to E in energy. This allows us to evaluate Mst (r) only
once for each surface states pair. Furthermore, Mst (r) does
not need to be computed when #s or #t are localized far
from the tunneling barrier, or when the Fermi factors Fst (V )
are negligible for all V considered. We choose a separation
surface in the xy plane instead of LDOS isosurfaces41,75 for
the followi g reasons: (i) The convolutions stay practically
identical when the separation surface is translated between the
sample and the tip at Z = (µ− 1)z where 0.2 6 µ 6 0.8, and
(ii) the topographic dependency I (z) is usually well resolved
on z grids containing a few (such as two or three) data points.
C. Chemical intrusion
In the present study, we have demonstrated the relevance
of the chemical composition on the STM images for the
following cases of intrusion: (i) the substitution of an atom
or a group, (ii) the withdrawal of an atom or a group, (iii) the
functionalization of a site, and (iv) molecular reorganization.
Those modifications are generally applicable to both the
sample and the tip.43 As an example, we first considered two
chemical intrusions on isolated benzene (C6H6), namely the
substitution of a C-H group for an N atom to give pyridine
(C5H5N) and the withdrawal of one and two contiguous H
atoms to form phenyl (C6H5) or benzyne (C6H4). We analyze
the gain in performance obtained by our fast image update
method.
Figure 4 presents the constant-height STM images of
isolated benzene [Fig. 4(a)], pyridine [Fig. 4(b)], phenyl
[Figs. 4(c) and 4(e)], and benzyne [Fig. 4(d)] as computed
by our intrusive TH implementation. We need to emphasize
the fact that a complete STM calculation on the modified
system gives the same results (not shown) as when the image
is updated following the intrusion approach. For comparison,
we also include an STM image of benzene but adsorbed on a
Cu(100) surface [Fig. 4(f)] that was obtained with our SPAGS-
STM software57,91 using the LB approach. The differences
in contrast between Fig. 4(a) and Fig. 4(f) originate mainly
from the interaction of benzene with the underlying copper
surface that is absent in Fig. 4(a). The STM images obtained
(a) Benzene (b) Pyridine
(c) Phenyl (d) Benzyne
(e) Phenyl (LUMO) (f) Benzene (LB)
FIG. 4. (Color online) Theoretical constant-height STM images
at V = −0.3 V of (a) benzene (C6H6), (b) pyridine (C5H5N),
(c) phenyl (C6H5), (d) benzyne (C6H4), and at V = +0.3 V of
(e) phenyl computed by our TH implementation on isolated
molecules. (f) Image of benzene adsorbed in the “on-top” position on
Cu(100) using a Pt(111) tip and the LB approach.57,91
115430-8
(c) Phényle
NICOLAS BOULANGER-LEWANDOWSKI AND ALAIN ROCHEFORT PHYSICAL R VIEW B 83, 11543 (2011)
TABLE I. Performance profiling for the TCNE/Cu(100) calcula-
tions (seconds).
TH Bardeen Order
1. Matrices H,S 0.32 0.33 O(N2)
2.a Tridiagonalization 5.30 5.30 O(N3)
2.b Bisection 0.88 0.88 O(Nns)
3. Evaluation of (∂)ψi 1.60 4.46 O(Nnp)
3.b Formation of (∂)#i 1.75 4.07 O(Nnsnp)
3.c Conv lutions Mst (r) - 0.77 O( sntnp)
3.d Image formation 0.05 0.21 O( sntnV np)
Total 9.90 16.02
Th teps i tun eling current calculation first requir the
evaluati n of the atomic (ψi) and molecular (#i) orbitals,
as well as their gradients for the Bardeen method, on a
real space grid located on the separation surface co taining
np ≡ nxnynz pixels. Since ns generally gro s with N when
V is fixed, operation 3.a is a l miting step only for small
to medium systems (ns ≪ 40). The c nvoluti n operation
specifically applies to the Bardeen method and is never a
l miting step. For thi system, we h ve also no ed that the FFT
c nvolution algorithm performs better (0.77 s) than a direct
numeric l integration (26.09 s). Finally, the image form tion
that combines the Bardeen integrals Mst (r) and th Fermi
factorsFst (V ) scales asO(nsntnV np), where nV is the number
o different applied biases (here nV = 1) and where nt = 1 for
TH. As xpected, thi last operation is n t computationally
very demanding.
To summarize, using Eq. (3) instead of reating periodic
contacts by Green’s functions73,74 allows the following op-
tim zations. The contact resonances in he tun eling barrier
#(E,r) are obtained from mixing the surface states #i(r)
close to E in energy. This allows us to evaluate Mst (r) only
once for each surface states pair. Fu the more, Mst (r) does
not need to be computed when #s or #t are localized far
from he tun eling barrier, or when the Fermi factors Fst (V )
are negligible for all V considered. We choose a separation
surface in the xy pla e instead of LDOS isosurfaces41,75 for
the followi g reasons: (i) The c nvolutions stay practically
identical when the separation surface is tr nslat d b tween the
sample and the tip at Z = (µ− 1)z where 0.2 6 µ 6 0.8, and
(ii) he topographic dep dency I (z) is usually w ll resolved
on z grids co taining a few (such as two or three) data points.
. Chem cal intrusion
In th present study, we have demonstra ed the relevance
of the chemi al compositi on the STM images for the
following cases of intrusion: (i) the substituti n of an atom
or a group, (ii) the withdrawal of an at m or a group, (iii) the
function l zation of a site, and (iv) molecular reorg n zation.
Those modifications ar generally applicable t both the
sample and he tip.43 As an example, we first considered two
chemical intrusions on isolated b zene (C6H6), namely the
substituti n of a C-H group for an N atom to give pyridine
(C5H5N) and the withdrawal of one and two contiguous H
atoms to form phenyl (C6H5) or be zyne (C6H4). We analyze
the gain in performance obtained by our fast image update
method.
Figure 4 pre ents the co stant-height STM images of
isolated b zene [Fig. 4(a)], pyridine [Fig. 4(b)], phenyl
[Figs. 4(c) and 4(e)], and be zyne [Fig. 4(d)] as computed
by our intrusive TH implementation. We need to emphasize
the fact that a complete STM calculati on the modified
system gives the same re ults (not shown) as when the image
is up ated following the intrusion approach. F r comparison,
we also include an STM image of b zene but adsorbed on a
Cu(100) surface [Fig. 4(f)] th t was obtained with our SPAGS-
STM software57,91 using the LB approach. The differ nces
in con ras b tween Fig. 4(a) and Fig. 4(f) originate mainly
from the interacti n of b zene with the underlying copper
surface that i absent in Fig. 4(a). The STM images obtained
(a) B zene (b) Pyridine
(c) Phenyl (d) Be zyne
(e) Phenyl (LUMO) (f) B zene (LB)
FIG. 4. (Color online) Theoretical co stant- eight STM images
at V = −0.3 V of (a) benzene (C6H6), (b) pyridine (C5H5N),
(c) phenyl (C6H5), (d) benzyne (C6H4), and at V = +0.3 V of
(e) phenyl computed by our TH implementati on isolated
mo cules. (f) Image of benzene adsorbed in the “ n-top” p sition on
Cu(100) using a Pt(111) tip and the LB approach.57,91
115430-8
(d) Benzyne
Figure 2.27 Images STM statiques de intrusions à partir de la molécule de benzène.
2.5 Conclusion
Dans ce chapitre, un portrait de la STM en tant que technique d’imagerie et de manipulation
in situ de m lécules e d’atomes a été dressé. Les principales interactions rencontrées dans
les sy tèmes d’intérêt o t ussi é é déc it s en mettant l’accent sur l’effet des intrusions et
sur les mécanismes de relaxation résultants de ces modifications. Par la description du rôle
de la STM dans l’organisation et l’observation d’assemblages moléculaires, cette revue de
littérature met en avant le vaste potentiel de la STM comme outil en nanoscience.
Avec ces capacités fascinantes vient tout de même un lot de nouveaux défis et de questions
qui restent difficilement adressables uniquement par des méthodes expérimentales. En effet,
dans la plupart des cas présentés, un travail théorique souvent extensif est nécessaire pour
comprendre et soutenir les hypothèses proposées. À cette fin, quelques modèles théoriques,
résumées dans la section précédente, ont donc été développés au fil du temps. Dans le
prochain chapitre, nous repousserons davantage la description théorique de l’imagerie STM
en proposant un modèle de calcul d’image STM décrivant les intrusions qui tient compte de
la relaxation moléculaire.
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CHAPITRE 3 PRÉSENTATION D’UN MODÈLE INTRUSIF DYNAMIQUE
Ce chapitre présente les étapes et méthodes de calcul numérique utilisées pour la simulation
d’images STM intrusives. Le problème général est découpé en sous-éléments plus simples à
analyser. L’analyse de la complexité algorithmique se fait par comparaison asymptotique en
utilisant la notation grand O de Landau [123]. Cette notation exprime le caractère dominant
d’une fonction. Ainsi, pour un algorithme ayant une complexité algorithmique de O(n2 +n),
le caractère dominant se résume à O(n2) ; on dit donc que le temps de calcul évolue de
manière quadratique avec le paramètre n.
Une description de la méthode du calcul de la structure électronique est d’abord présentée.
Ensuite, les méthodes d’optimisation non-linéaires permettant d’observer la relaxation
suivant une intrusion sont décrites. La méthode permettant de modéliser le courant tunnel
est ensuite détaillée. Finalement, les différents sous-éléments sont remis dans le contexte du
problème général et une stratégie de parallélisation de l’algorithme complet est proposée.
3.1 Calcul de structure électronique
Le calcul de la structure électronique permet de déduire la forme des orbitales moléculaires
et les énergies des états du substrat, information essentielle à l’évaluation de la surface de
l’énergie potentielle et au calcul du courant tunnel. Une façon de représenter les orbitales
moléculaires consiste à les décrire comme étant une combinaison linéaire des orbitales
atomiques :
ψi =
N∑
j
Vi,jφj (3.1)
où Vi,j est un coefficient et N est le nombre d’électrons. Les fonctions de base des orbitales
atomiques (φ) peuvent être représentées par une orbitale de Slater (STO) centrée sur un
atome [124] :
φi(r) = βY lm(r)rn−1
(
c1e
−ζ1r + c2e−ζ2r
)
(3.2)
où β est une constante de normalisation, Y lm est l’harmonique sphérique normalisée, et ζ et c
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sont des paramètres propres à l’orbitale d’intérêt. Les STO ont l’avantage de bien représenter
la fonction d’onde près des noyaux. L’équation 3.2 possède deux couples de constantes c et
ζ ; elle consiste donc en une représentation à valence multiple d’une STO. L’utilisation de
plusieurs constantes c et ζ par STO permet une meilleure représentation de la contraction
des orbitales lors de la formation d’un lien chimique.
Le problème consiste à trouver des constantes Vi,j qui minimisent l’énergie du système. En
utilisant la méthode variationnelle linéaire, on obtient le problème matriciel :
HV = SV (3.3)
avec les éléments de matrice :
Si,j = 〈ψi|ψj〉 (3.4)
et
Hi,j = 〈ψi| Hˆ |ψj〉 (3.5)
Hˆ est l’Hamiltonien du système,  et V sont respectivement les énergies et vecteurs propres du
système. Dans les théories ab-initio reposant sur l’évaluation de la fonction d’onde, l’opérateur
hamiltonien de l’énergie d’un système moléculaire prend en compte l’énergie cinétique et
potentielle des particules :
Hˆ =
N∑
i=1
−12∇2i +−
NNUCL∑
n=1
Zn
|ri −Rn|

︸ ︷︷ ︸
mono-électronique
+ 12
N∑
i,j=1 i 6=j
1
rij︸ ︷︷ ︸
bi-électronique
(3.6)
où ∇2 est l’opérateur laplacien. L’opérateur Hˆ possède une composante qui ne dépend que
des coordonnées de l’électron i (opérateur mono-électronique) et une composante qui dépend
des coordonnées des électrons i et j (opérateur bi-électronique). Cette dernière composante
implique la nécessité d’évaluer des intégrales de Coulomb J et d’échangeK à quatre centres :
Ji,j = 〈ψiψj| 1
ri,j
|ψiψj〉 , Ki,j = 〈ψiψj| 1
ri,j
|ψjψi〉 (3.7)
Cette théorie est donc considérée comme ayant une complexité polynômiale d’ordre 4
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(O(n4)) par rapport au nombre d’orbitales à évaluer [125]. Le calcul de la surface d’énergie
potentielle de systèmes étendus devient alors rapidement difficile à obtenir avec une telle
méthode.
La théorie moléculaire de Hückel étendue (EHMO), développée par Roald Hoffmann depuis
1963 [27] permet de réduire les intégrales à calculer au minimum en supposant les éléments
de la matrice Hamiltonienne comme étant proportionnels à Sij :
Hi,j = Ki,j
(
Hi +Hj
2
)
Si,j (3.8)
avec une constante Ki 6=j = 1.75 et Ki=j = 1. Hi représente l’énergie de l’orbitale atomique
i d’un atome isolé ; elle est habituellement considérée comme étant égale au potentiel
d’ionisation de l’état de valence (VSIP) expérimental. Par ailleurs, pour réduire encore plus
les éléments à calculer, on ne considère que les orbitales de valence des systèmes étudiés.
La résolution du problème aux valeurs propres (équation 3.3) nous permet d’obtenir les
orbitales moléculaires (ψi) et leurs énergies propres respectives (i). On obtient l’énergie
totale EEHMO en sommant les énergies des orbitales occupées :
EEHMO =
N/2∑
n=1
2n (3.9)
Cette méthode est connue pour donner des grandeurs plutôt qualitatives des énergies et de
la forme des orbitales [27, 126, 127]. Toutefois, étant donné que la méthode EHMO n’évalue
pas explicitement les interactions électrostatiques, les géométries des molécules obtenues par
une minimisation de l’énergie sont souvent peu réalistes [28]. Pour pallier à cette lacune,
trois stratégies sont généralement employées :
1. Une constante Ki,j dépendante de la distance entre l’orbitale i et j peut être
utilisée [28, 128] :
Hi,j = [1 + κi,j exp (−δij (Rij −Rcov))]
(
Hi +Hj
2
)
Sij (3.10)
Des valeurs de κ = 2.25 et δ = 0.13 Å−1 sont généralement employées, mais peuvent
être adaptées au système qui nous intéresse pour une paramétrisation plus fine.
Rcov est le rayon covalent entre les orbitales i et j (§4.1.2). En fixant κ = 0.75 et
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δ = 0 Å−1, on retrouve la forme originale de l’équation 3.8.
2. Un terme de répulsion EPF (R) dépendant des coordonnées des atomes est ajouté
au calcul de l’énergie. L’application conjointe de ces deux premières stratégies
constituent les fondements de la théorie ASED (§3.1.1).
3. Finalement, un terme empirique permettant de tenir compte des interactions de van
der Waals (VDW) est ajouté à l’énergie (§3.1.2).
3.1.1 Théorie de la superposition atomique et de la délocalisation électronique
(ASED)
La théorie moléculaire ASED, développée par Anderson et Hoffmann dans les années 70 [129,
130] considère la densité électronique comme étant un mélange entre une contribution où les
atomes interagissent pour former un lien chimique (ρNPF) et une contribution où les atomes
n’interagissent pas ensemble (ρPF) (figure 3.1) :
ρPF
A B A
A
B
B
ρNPF
Figure 3.1 Représentation des densités ρPF et ρNPF. Les atomes A et B sont représentés par
des cercles noirs alors que la densité électronique est représentée par les zones hachurées.
L’énergie associée au terme ρNPF est attractive et peut être représentée par la différence
d’énergie entre une molécule et ses composantes atomiques séparées (équation 3.11) :
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ENPF (R) ≈
(
EEHMO (R)−
∑
i
Ii
)
(3.11)
où Ii est le potentiel d’ionisation de l’atome i et EEHMO est l’énergie moléculaire obtenue
avec la théorie EHMO avec l’hamiltonien présenté à l’équation 3.10.
L’énergie associée à la densité ρPF est la somme de l’énergie de répulsion entre les noyaux et
de l’énergie d’attraction entre les noyaux et les densités électroniques. Dans la théorie ASED,
cette énergie est représentée par :
EPF (R) =
∑
i
i−1∑
j
ZiZj
Rij
− 12
∑
i
i−1∑
j
(
Zi
∫ ρj
|Rij − r|dr + Zj
∫ ρi
|Rij − r|dr
)
, (3.12)
où Zi et ρi sont respectivement la charge atomique et la densité électronique de l’atome i, et
Rij est la distance entre les atomes i et j. Étant donné la simplicité de la théorie, le calcul
de la matrice de recouvrement, de la matrice hamiltonienne et de l’énergie de répulsion se
fait avec une complexité polynômiale d’ordre 2 par rapport aux orbitales atomiques et n’est
donc plus le goulot d’étranglement de l’algorithme.
3.1.2 Considération des interactions de van der Waals
Les interaction dispersives jouent un rôle important dans de nombreux phénomènes
chimiques [40, 131] et sont à la base du processus de physisorption [132]. Elles tirent leur
origine du dipôle induit par la déformation des nuages électroniques [133]. Pour tenir compte
de ce phénomène, un potentiel empirique [131] entre chaque atome du système est ajouté au
calcul de l’énergie :
Edisp (R) = −s6
N−1∑
i=1
N∑
j=i+1
Cij6
R6ij
fdmp (Rij) (3.13)
Cij6 et Rij représentent respectivement le coefficient de dispersion et la distance du couple
d’atomes i et j, et s6 représente un facteur de mise à l’échelle. Pour éviter d’obtenir une
contribution trop importante lorsque Rij tend vers 0, une fonction d’écrantage (fdmp) est
utilisée :
44
fdmp (Rij) =
1
1 + exp
(
−d
(
Rij
Rij0
− 1
)) (3.14)
où d et Rij0 représentent respectivement une constante empirique et la somme des rayons de
van de Waals des atomes i et j.
3.1.3 Diagonalisation
Tel qu’illustré par l’équation 3.3, le problème du calcul de l’énergie d’un système moléculaire
se résume à un problème aux valeurs propres généralisé. La résolution d’un tel problème
passe habituellement par trois principales étapes [134] :
1. On doit d’abord réduire le problème généralisé en un problème standard. Pour ce faire,
on peut procéder à une factorisation de Cholesky de la matrice de recouvrement S tel
que :
S = LLT (3.15)
Le problème se réduit ensuite au cas standard :
HV = SV ⇒
(
L−1HL−T
)
︸ ︷︷ ︸
C
(
LTV
)
︸ ︷︷ ︸
y
= 
(
LTV
)
︸ ︷︷ ︸
y
(3.16)
2. Pour accélérer la convergence, on choisit habituellement de tridiagonaliser C. Cette
étape est réalisée par l’application successive de transformations orthogonales :
QTCQ = T (3.17)
3. L’obtention des valeurs propres est finalement possible en réalisant une série de
décompositions QR :
QkRk = Tk ⇒ Tk+1 = RkQk (3.18)
L’application à multiples reprises de cette transformation converge normalement vers
une matrice triangulaire contenant les valeurs propres  sur sa diagonale. Par la suite,
on peut retrouver les vecteurs propres du problème généralisé à partir des vecteurs du
problème standard :
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V = L−Ty (3.19)
Étant donné que certaines des étapes précédemment décrites évoluent au mieux en
O(n3) [134], la diagonalisation représente l’étape limitante du calcul de la structure
électronique en utilisant la théorie ASED. La parallélisation de cette étape représente donc
un moyen d’améliorer le temps de calcul pour des systèmes de grandes tailles.
3.1.4 Calcul des forces
Le calcul des dérivées premières de la fonction d’énergie est un élément important pour
considérer la relaxation moléculaire. En effet, c’est par le calcul des dérivées premières qu’il
est possible de parcourir la surface d’énergie potentielle afin de minimiser l’énergie du système.
Dans la théorie ASED, les dérivées premières peuvent être obtenues analytiquement sans avoir
besoin de rediagonaliser [135] :
∇xE =
∑
µ
∑
ν
Pµν∇xHµν −
∑
µ
∑
ν
Wµν∇xSµν +∇xEPF +∇xEdisp (3.20)
où Pµν etWµν représentent respectivement les éléments de la matrice densité et de la matrice
densité pondérée :
Pµν =
∑
i≤N2
2VµiVνi, Wµν =
∑
i≤N2
2iVµiVνi (3.21)
où i est l’énergie propre de l’orbitale i. Cette dérivation analytique a l’avantage de réduire
la complexité algorithmique de O(n4) à un problème O(n2) [136].
3.2 Optimisation de géométrie
Pour obtenir la géométrie optimale d’un système moléculaire, on parcourt la surface d’énergie
potentielle afin de trouver les coordonnées des atomes du système qui donneront l’énergie la
plus basse par rapport à un point de départ donné et idéalement le minimum global. Cette
section présente la méthode d’optimisation utilisée pour obtenir une géométrie moléculaire
stable à partir d’une conformation initiale quelconque.
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3.2.1 Classes d’algorithmes
L’optimisation de géométrie peut être globale ou locale en fonction de la méthode employée.
Les algorithmes d’optimisation globale sont des méta-heuristiques qui sondent la surface
d’énergie potentielle de manière stochastique ou évolutionniste afin de trouver un minimum
global. La convergence de l’algorithme est assurée par un nombre suffisant d’évaluations de
la fonction de l’énergie. Les méthodes de type Monte-Carlo [137] ou encore les algorithmes
génétiques [138] sont couramment utilisés pour parvenir à cette fin.
Contrairement aux algorithmes globaux, les méthodes locales cherchent plutôt à trouver un
minimum près d’un point initial. Dans le cas de problèmes non-convexes, il n’est pas garanti
que ce minimum soit global ; il est donc primordial d’avoir un point de départ raisonnable.
Étant donné que la relaxation moléculaire suivant une intrusion est généralement localisée,
les méthodes d’optimisation locales demeurent d’intérêt pour obtenir des géométries
moléculaires réalistes dans un contexte intrusif.
De manière générale, on peut optimiser une fonction mathématique non-linéaire en suivant
une direction de descente. Au minimum, on doit connaître la fonction f(x) qui nous intéresse
et un vecteur de coordonnées initiales x0 :
xk+1 = xk + αkdk (3.22)
où αk et dk sont respectivement le pas et la direction de descente. Le choix du pas et de la
direction de descente sera détaillé dans les sous-sections suivantes.
3.2.2 Choix du pas
Le pas α est un scalaire qui permet de moduler l’importance du gradient dans l’obtention
du nouveau vecteur de coordonnées pour minimiser efficacement la fonction. La grandeur du
pas peut être fixe ou adaptative. Pour les méthodes de type quasi-Newton, les conditions de
Wolfe [139, 140] sont habituellement utilisées pour déterminer, à faible coût, un pas optimal.
Ces conditions reviennent à trouver un pas αk qui garantit à la fois une décroissance de la
fonction f(x) et un pas suffisamment grand (figure 3.2).
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α
φ (α) = f (xk + αdk)
Acceptable Acceptable
Figure 3.2 Schématisation des conditions de Wolfe. La condition de décroissance suffisante
(équation 3.23) est illustrée en rouge. La condition de courbure (équation 3.24) est illustrée
en bleu. Le pas α est considéré comme acceptable lorsque les deux conditions sont remplies.
Figure adaptée de [141].
On utilise initialement un pas arbitraire α0 contenu entre deux bornes (αg et αd). On évalue
ensuite la première condition de Wolfe (équation 3.23) :
f(xk + αkdk) ≤ f(xk) + c1αk∇f(xk)Tdk (3.23)
Cette condition permet d’obtenir une valeur αk suffisamment petite pour éviter de passer
par-dessus un minimum local. Si l’inéquation n’est pas respectée, on utilise une valeur αk qui
tend graduellement vers la borne inférieure. Lorsque l’inéquation est respectée, on évalue la
deuxième condition de Wolfe (équation 3.24) :
∇f (xk + αkdk)T dk ≥ c2∇f (xk)T dk (3.24)
Cette deuxième condition permet quant à elle de garantir une valeur αk qui assure que la
pente décroit de manière suffisante. Si cette inéquation n’est pas respectée, on utilise une
valeur αk qui tend vers la borne supérieure et on réévalue la première condition. Des valeurs
c1 = 10−4 et c2 = 0.9 sont typiquement utilisées [141].
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3.2.3 Choix de la direction de descente
Le choix de la direction de descente dépend principalement du type de problème étudié et
des contraintes d’implémentation du code. Les algorithmes du gradient comme l’algorithme
de la plus forte pente ou du gradient conjugué utilisent la dérivée première de la fonction
d’intérêt pour déterminer la direction de descente [141]. Ce type de méthode a l’avantage
d’être facile à calculer et relativement robuste. Par contre, la convergence peut parfois être
très longue en raison des phénomènes d’oscillations autour d’un minimum local (figure 3.3
a). La plupart du temps, beaucoup d’évaluations de la fonction f(x) sont nécessaires pour
s’assurer qu’on se trouve dans un minimum local.
(a) (b) (c)
Figure 3.3 Comparaison de la performance de l’algorithme du gradient (a et b) et d’un
algorithme de Newton (c) pour déterminer le minimum d’une fonction de Rosenbrock. Le
parcours sur la surface est tracé en noir. La figure b) montre l’oscillation près du minimum
caractéristique des méthodes de gradient.
Une autre catégorie de directions de descente sont les algorithmes de Newton [142]. Ceux-ci
utilisent non seulement l’information du gradient, mais aussi celle de la matrice hessienne
(Hess) pour déterminer la direction de descente :
pk = −Hess−1k ∇fk (3.25)
Cette méthode a l’avantage de converger généralement rapidement autour d’un minimum
local (figure 3.3 c). Toutefois, cette convergence rapide se fait au prix du calcul analytique de
la matrice hessienne, un processus coûteux en mémoire aussi bien qu’en temps de calcul et qui
peut parfois faire diverger l’algorithme. Une alternative consiste à utiliser l’information du
changement du gradient à chaque itération pour construire une approximation de la dérivée
seconde de la fonction. De la même manière que pour la méthode de Newton, la direction de
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descente est obtenue en utilisant l’inverse de Bk :
pk = −B−1k ∇fk (3.26)
où B représente une approximation de la matrice hessienne. Par exemple, pour l’algorithme
de Broyden-Fletcher-Goldfarb-Shanno (BFGS) [143], on a :
Bk+1 = Bk +
yky
T
k
yTk sk
− Bksks
T
kBk
sTkBksk
(3.27)
avec
sk = αkpk (3.28)
et
yk = ∇fk+1 −∇fk (3.29)
B0 peut être obtenu en calculant explicitement la matrice hessienne pour la première
itération ou encore en initialisant B0 avec la matrice identité I. La convergence de
l’algorithme est assurée lorsque la norme du gradient (|∇fk|) devient inférieure à une valeur
critique.
Les méthodes de type quasi-Newton, incluant l’algorithme de BFGS, sont connues pour
demeurer performantes même avec des fonctions non-lisses [144] et sont très utilisées en
optimisation non-linéaire [141].
3.3 Modélisation du courant tunnel
La théorie de Bardeen, formulée par John Bardeen en 1961 [25], est le modèle prédominant
dans la modélisation du courant tunnel d’une jonction métal-isolant-métal. Elle consiste à
traiter la probabilité de transition élastique entre les états de la pointe et de la surface
comme une perturbation. Cette approximation est connue pour donner des prédictions fiables
lorsque la surface et la pointe ne sont pas trop proches et tant que la tension appliquée reste
faible [145]. En utilisant cette approche, le courant I(r, V ) est égal à :
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I (r, V ) = 4pie
h¯
∑
s,t
Fs,t (V ) |Ms,t (r)|2 (3.30)
où Fs,t(V ) correspond au facteur de Fermi entre un état d’énergie de la pointe (t) et de la
surface (s) et Ms,t(r) est l’intégrale de Bardeen. Le facteur de Fermi est lui-même obtenu
par :
Fs,t =
1
2γsγt
√
pi
e
(
c+ b
2
4a
)
1√
a
erf
(√
a
(
eV − b2a
))
+ erf
(√
a
b
2a
)
(3.31)
avec :
a = 1
γ2s
+ 1
γ2t
, b = 2s
γ2s
+ 2t
γ2t
, c = − 
2
s
γ2s
− 
2
t
γ2t
, s = Es − EsF , t = Et + eV − EtF (3.32)
où erf() est la fonction d’erreur de Gauss, et E et EF sont respectivement les énergies
de l’état et l’énergie de Fermi du substrat ou de la pointe. Finalement, γ correspond à
l’élargissement des pics et V est la tension appliquée.
L’intégrale de Bardeen peut quant à elle être calculée en faisant une discrétisation du plan
pour obtenir la forme convolutionnelle discrète :
Ms,t (r) ∝
∑
i
[
ψs (r + i)
∂ψt
∂z
(i)− ψt (i) ∂ψs
∂z
(r + i)
]
(3.33)
où i correspond aux indices de la grille de la pointe et ψt et ψs correspond aux orbitales
moléculaires de la pointe ou de la surface. Les états ψ calculés pour obtenir la surface de
potentiel (équation 3.1) sont réutilisés dans l’équation 3.33 pour évaluer le courant tunnel
en chaque point. Le modèle de Bardeen implique donc d’évaluer la structure électronique
de la pointe et du substrat de manière indépendante pour ensuite calculer le courant tunnel
par un traitement perturbatif de leur interaction.
Dans une approche simplifiée, la théorie de TH [26], développée par Jerry D. Tersoff et
Don Hamann, modélise la pointe comme étant un potentiel sphérique unique centré à r0
(figure 3.4) :
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R
d
r0
Figure 3.4 Schéma d’une pointe STM selon le formalisme de Tersoff et Hamann. La pointe
est représentée par une sphère de rayon R centrée à r0 et séparée par une distance d du
substrat. Figure adaptée de [26].
L’interprétation du courant tunnel devient dès lors exclusivement dépendante des états du
substrat ψs contenus dans la fenêtre énergétique :
I(r) ∝ V ∑
i
|ψsi (r)|2δ(Ei − EF ) (3.34)
La seule information requise pour calculer le courant tunnel est la densité locale calculée à
une certaine distance de la surface [42].
Étant donné que le courant doit être évalué pour chaque pixel de l’image, on peut considérer
que la complexité algorithmique de la méthode est O(nmij) pour une image de n×m avec
une fenêtre d’énergie contenant i états moléculaires, eux-même constitués d’une combinaison
linéaire de j orbitales atomiques. Heureusement, le calcul du courant tunnel pour chaque
pixel peut se faire de manière indépendante ; le développement d’une méthodologie où
chaque pixel est calculé de manière parallèle peut considérablement diminuer le temps de
calcul de la méthode TH.
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3.3.1 Parallélisation et performances
Dans les sections précédentes, une solution permettant d’adresser le problème de la simulation
d’imagerie STM a été détaillée en décrivant notamment la complexité algorithmique de
la méthode proposée. Parmi les diverses étapes du calcul d’une image, la diagonalisation
(§3.1.3) ainsi que le calcul pixel par pixel du courant tunnel (§3.3) représentent deux
étapes limitant le calcul de l’image. Une stratégie permettant de diminuer le temps de calcul
consiste donc à exploiter les infrastructures de calculs parallèles pour résoudre simultanément
certaines portions du problème qui nous intéresse.
Les processeurs graphiques processeur graphique (GPU) possèdent certaines caractéristiques
recherchées dans la résolution de problèmes parallélisables. Ils consistent en une multitude de
cœurs qui peuvent accéder à un espace mémoire très rapidement leur permettant de réaliser
des tâches simples simultanément.
Ce type d’infrastructure est donc tout désigné pour effectuer des opérations vectorielles
ou pour résoudre des problèmes vectorisables. Par exemple, dans le cas de la figure 3.5,
chaque cœur du processeur central (CPU) doit résoudre 64 (4 × 16) sous-problèmes de
manière séquentielle. Dans le cas du GPU, chaque cœur est assigné à la résolution d’une
tâche. La parallélisation est donc beaucoup plus efficace avec un GPU. De plus, la bande
passante mémoire des GPU (> 100 GB/sec) est habituellement bien supérieure aux CPU
(≈ 30 GB/sec), ce qui fait que les performances de résolution d’un problème limité par
l’accès mémoire sont meilleures avec des infrastructures GPU. La loi d’Ahmdal donne une
idée qualitative de l’accélération théorique (ath) d’une tâche lorsqu’on améliore le nombre de
processeurs parallèles (n).
ath =
1
s+ p
n
(3.35)
Elle tient compte de la partie séquentielle (s) et de la partie parallèle (p) du problème. Ainsi,
si 20% du temps requis pour solutionner le problème est attribuable à l’accès mémoire,
l’accélération théorique maximale lorsque n→∞ est de :
ath =
1
0.20 + 0.80∞
≈ 5 (3.36)
L’augmentation de la bande passante permet de diminuer la partie séquentielle (s) d’un
problème dominé par les échanges mémoire. Une bande passante plus grande permet donc
53
CPU GPU
Figure 3.5 Comparaison de la méthode de calcul d’une image de 10× 10 pixels avec un CPU
à 4 cœurs (à gauche) et un GPU à 100 cœurs (à droite). Chaque carré représente un pixel à
calculer.
d’améliorer l’accélération réelle du problème.
En considérant une situation idéale sans perte de temps pour le transfert de données entre
l’hôte (CPU) et le périphérique (GPU), on peut utiliser le potentiel d’accélération des
cartes graphiques pour applanir artificiellement la complexité algorithmique de certains
goulots d’étranglement mentionnés tout au long de ce chapitre. D’abord, on peut accélérer la
diagonalisation en s’assurant que certaines opérations matricielles soient réalisées sur GPU.
À ce titre, l’utilisation d’infrastructures hybride GPU dans la résolution de problèmes
matriciels denses permet d’observer un gain considérable par rapport aux calculs sur
processeurs conventionnels [146]. Ensuite, on peut accélérer le calcul de l’image STM de
manière importante en utilisant chaque cœur pour calculer un pixel en particulier. Le
problème devient analogue à l’exemple théorique illustré à la figure 3.5, où chaque case du
problème consiste en un pixel à calculer. En faisant abstraction du surcoût d’initialisation,
on réduit la complexité algorithmique de l’équation 3.34 à O(ij) lorsqu’on dispose d’un
nombre suffisant de cœurs sur GPU par rapport aux pixels à calculer.
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3.4 Conclusion
Dans ce chapitre, les différents modèles théoriques ont été détaillés en tenant en compte de la
complexité algorithmique et de l’impact potentiel sur les performances du solveur. De plus,
une analyse des opportunités de parallélisation des calculs a été réalisée. La figure C.1 fait
la synthèse de l’interconnexion des différentes étapes nécessaires au calcul d’une image STM
tenant compte de la relaxation de la structure suite à une intrusion. Les étapes qui peuvent
être parallélisées efficacement sont indiquées en rouge ou en bleu en fonction du périphérique
sur lequel le problème est résolu.
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CHAPITRE 4 VALIDATION DU SOLVEUR DÉVELOPPÉ
Ce chapitre présente les différents éléments de la validation de notre modèle de relaxation
moléculaire. Tel que mentionné en introduction, l’objectif principal de ce projet consiste
à considérer la relaxation associée à une intrusion physique ou chimique préalable au
calcul d’images STM. Dans le chapitre précédent, nous avons suggéré qu’en réalisant une
optimisation locale de la géométrie des molécules, notre modèle pouvait tenir compte de
ce phénomène. Il convient donc de mettre notre solveur et nos paramètres à l’épreuve
en réalisant des optimisations de géométrie de composés possédant des caractéristiques
similaires aux systèmes pour lesquels nous voulons obtenir des images. Une comparaison
entre les géométries de molécules optimisées à l’aide de notre solveur et les géométries
expérimentales ou théoriques est ensuite réalisée.
4.1 Obtention de paramètres de base
La théorie moléculaire ASED, telle que décrite au chapitre précédent, requiert une série de
paramètres parfois empiriques qui peuvent grandement influencer la qualité des simulations.
Dans cette section, nous décrirons quelques stratégies qui peuvent être utilisées comme point
de départ pour obtenir des paramètres de base.
4.1.1 Paramètres des orbitales
Dans l’équation 3.2, les orbitales atomiques (φi) sont représentées par des STO centrées
sur un atome. Celles-ci contiennent un ou plusieurs paramètres d’écrantage (ζi) qui sont
pondérés par des constantes (ci). Les règles de Slater [124] constituent une façon rapide
d’obtenir des paramètres d’écrantage de base :
1. On détermine le nombre d’électrons (Z) de l’atome
2. On évalue la constante d’écrantage (si) pour l’électron p dans l’orbitale i. Celle-ci
est obtenue en considérant l’effet des autres électrons sur la charge nucléaire effective
perçue. Cette contribution représente la somme des contributions partielles suivantes :
(a) 0,00 pour un électron appartenant à une couche n+ 1.
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(b) 0,35 (0,30 pour 1s) pour un électron appartenant à une couche n.
(c) 0,85 (1,00 pour d) pour un électron appartenant à une couche n− 1.
(d) 1,00 pour un électron appartenant à une couche < n− 1.
3. On obtient finalement les ζi avec :
ζi = Z − si (4.1)
Les règles de Slater peuvent aussi être utilisées pour obtenir des valeurs d’énergie pour
l’orbitale atomique i (Hi) de l’atome isolé :
1. Pour le nombre quantique n de l’atome d’intérêt, on évalue n∗ d’après le tableau
suivant :
Tableau 4.1 Valeurs de n∗ pour un nombre quantique n
n 1 2 3 4 5 6
n∗ 1,0 2,0 3,0 3,7 4,0 4,2
2. On évalue le nombre d’électrons dans les couches
3. On évalue la constante d’écrantage si
4. On détermine finalement l’énergie Hi selon l’équation :
Hi = −
(
Z − si
n∗
)2
(4.2)
Les valeurs ζi, ci et Hi peuvent être plus finement ajustées en fonction du problème et une
série de paramètres ont été ainsi développés pour des applications précises [147–150]. Dans le
contexte de cette thèse, les valeurs utilisées respectivement par le solveur YAeHMOP [149] et
les paramètres déterminés par J. Cerdá et F. Soria [147] ont été utilisés pour les atomes
non-métalliques (H, C, N, O, S) et métalliques (Cu, Ag, Fe). Dans le premier cas, la
paramétrisation découle presque exclusivement des règles de Slater décrites plus tôt alors
que dans le second cas, elle est effectuée en choisissant des valeurs permettant de reproduire
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correctement les structures de bandes des métaux en question. Le tableau 4.2 regroupent les
principaux paramètres utilisés.
Tableau 4.2 Paramètres H (eV), ζ et c utilisés pour évaluer la forme des orbitales atomiques
Atome Orbitale H (eV) ζ1 c1 ζ2 c2
H 1s -13,606 1,300 1,000 -
C
2s -21,400 1,608 1,000 -
2p -11,400 1,568 1,000 -
N
2s -28,163 1,924 1,000 -
2p -14,288 1,917 1,000 -
O
2s -31,317 2,246 1,000 -
2p -13,695 2,227 1,000 -
S
3s -17,507 1,881 1,000 -
3p -9,7547 1,629 1,000 -
Cu
4s -10,563 1,705 0,614 -
4p -6,780 1,340 0,648 -
3d -12,869 1,855 0,367 6,770 0,842
Ag
5s -9,926 1,846 0,589 -
5p -6,437 1,475 0,610 -
4p -14,705 2,076 0,325 4,907 0,812
Fe
4s -8,994 1,594 0,777 -
4p -6,177 1,315 0,658 -
3d -11,323 1,755 0,442 4,845 0,730
4.1.2 Paramètres atomiques
Pour chaque type d’atome, on doit définir un rayon covalent (Rcov), utilisé pour évaluer la
constante Ki,j présentée dans l’équation 3.10. Le rayon covalent est défini comme étant la
somme entre le rayon de l’orbitale de l’atome i et j. Dans le cas d’orbitales de Slater décrites
par des fonctions à valence double, ce rayon peut être calculé par l’équation [151] :
Rcov =
n
c21ζ1 + c22ζ2 + 2
2n(ζ1ζ2)n+1/2
(ζ1+ζ2)2n
a0 (4.3)
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où n est le nombre quantique principal, c et ζ sont les paramètres de l’orbitale présentés
à l’équation 3.2 et a0 est le rayon de Bohr. Comme on peut le voir à l’équation 4.3, Rcov
ne dépend que de la forme des orbitales et demeure donc constant peu importe la distance
entre les orbitales atomiques. Ainsi, il peut être calculé dès le début de la simulation ou
encore être considéré comme étant le rayon covalent de l’atome et être manuellement spécifié
à partir de valeurs expérimentales [152]. C’est cette dernière stratégie qui est utilisée dans
le cadre de cette thèse. Les rayons covalents sont alors déduits en comparant différentes
structures cristallines [153]. Le tableau 4.3 regroupe les différents rayons qui ont été utilisés
pour l’ensemble des simulations de ce chapitre. Une liste plus complète est disponible en
annexe (tableau A.2).
Tableau 4.3 Valeurs de Rcov utilisées dans les simulations
Élément Rcov (Å)
H 0,31
C 0,76
N 0,71
O 0,66
S 1,05
Cu 1,32
Ag 1,45
Fe 1,52
Afin de tenir compte des interactions de van der Waals, l’équation 3.13 requiert un rayon
de van der Waals (R0) et un coefficient de dispersion (C6) pour chaque atome. R0 est
habituellement obtenu à partir du rayon de la densité électronique de l’atome i calculé pour
son état fondamental par la théorie Hartree-Fock à couche ouverte restreinte (ROHF) [131].
Le tableau 4.4 regroupe les paramètres utilisés dans les simulations. Une liste pour tous les
éléments jusqu’au Xénon est disponible dans le tableau A.1 présenté en annexe.
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Tableau 4.4 Paramètres C6 (J nm6mol−1) et R0 (Å) utilisés dans les simulations [131]
Élément C6 R0
H 0,14 1,001
C 1,75 1,452
N 1,23 1,397
O 0,70 1,342
S 5,57 1,683
Cu 10,80 1,562
Ag 24,67 1,639
Fe 10,80 1,562
On obtient le rayon Rij en additionnant les rayons R0 pour l’atome i et j :
Rij0 = Ri0 +R
j
0 (4.4)
Le coefficient C6 est obtenu à partir de l’équation utilisée pour évaluer les forces de dispersion
de London [131] :
Ci6 = 0, 05×N × I ipαi (4.5)
où N a une valeur de 2, 10, 18, 36, 54 pour les atomes des rangées 1 à 5 du tableau périodique,
I ip et αi sont respectivement le potentiel d’ionisation et la polarisabilité de l’atome i. N
correspond au nombre maximal d’électrons que l’on peut remplir dans un atome avec un
nombre quantique principal n. La moyenne géométrique :
Cij6 =
√
Ci6C
j
6 (4.6)
est utilisée pour obtenir la constante Cij6 du couple d’atomes i et j.
4.1.3 Constantes δ et κ
La modification du Hamiltonien dans le formalisme de ASED consiste notamment à
remplacer la constante de Hückel (K) par les termes δ et κ, définis pour chaque paire
d’atomes. Plusieurs valeurs de départ de δ et κ peuvent être utilisées, mais de manière
60
générale, il est conseillé de rester dans les domaines 0, 0 ≤ δ ≤ 0, 65 et 0, 5 ≤ κ ≤ 1, 25 [28].
Dans le cadre de la validation, les paramètres δ = 0, 35 et κ = 0, 975 [130] ont été utilisés
pour toutes les paires d’atomes, puis un ajustement a été fait pour certaines paires d’atomes
afin d’obtenir des géométries se rapprochant le plus possible des conformations des structures
cristallines. Les valeurs ajustées pour les paramètres sont résumées dans le tableau 4.5 :
Tableau 4.5 Constantes δ et κ ajustées
Atome i Atome j δ κ
H
C 0,00 0,975
N 0,00 0,80
O 0,00 0,85
Cu
H 0,00 0,975
O 0,00 0,80
N 0,35 0,80
Ag
H 0,00 0,975
O 0,00 0,80
N 0,00 0,80
Dans les prochaines sections, l’ensemble de ces paramètres sera utilisé pour valider notre
modèle.
4.2 Systèmes étudiés
Au chapitre 2, nous avons fait un survol des principaux types de systèmes qui sont étudiés
en STM, en soulignant l’importance des interactions intermoléculaires sur la conformation
des molécules. Nous aborderons la validation de notre solveur dans ce même ordre d’idée,
en tentant d’observer la qualité des optimisations lorsque différents types d’interactions
déterminent l’arrangement moléculaire global. Nous évaluerons d’abord la capacité de
notre solveur à décrire les interactions intramoléculaires covalentes (§4.2.1), nous établirons
ensuite la pertinence de considérer les interactions intermoléculaires faibles de type van der
Waals et la validité du terme empirique (Edisp) ajouté à notre solveur (§4.2.2) et finalement,
nous testerons l’outil développé sur des systèmes adsorbés dans lesquels une compétition
entre les interactions molécule-molécule et molécule-surface peut survenir et déterminer
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l’arrangement supramoléculaire final (§4.2.3).
4.2.1 Caractérisation des interactions covalentes
L’analyse par diffraction des rayons X est une méthode couramment utilisée pour déterminer
la conformation de molécules cristallisées. Avec plus de 60 000 structures publiées chaque
année pour lesquelles une précision supérieure à 0,005 Å pour les longueurs de liens et
0,5˚pour les angles de torsion est souvent obtenue [154], cette méthode expérimentale apporte
une information de qualité qui peut être utilisée pour valider des méthodes d’optimisation de
géométries moléculaires. Parmi les organisations existantes, la base de données Cambridge
Structural Database (CSD) regroupe plus de 900 000 structures de petites molécules.
Récemment, un sous-ensemble de 500 molécules a été choisi [154] par la CSD à des fins
pédagogiques. La figure 4.1 donne un aperçu des molécules de ce sous-ensemble. Les molécules
ont été choisies avec pour principal critère d’offrir une diversité chimique étendue, en tenant
compte des principaux groupements fonctionnels, d’éléments chimiques variés et des multiples
conformations de certains isomères. Cet ensemble s’avère donc tout indiqué pour valider la
capacité de notre solveur pour optimiser des molécules relativement simples.
(a) DHAD (b) Acétanilide (c) TMbPD
(d) MNATC (e)
Ferrocène
Figure 4.1 Schéma de molécules typiques du sous-ensemble CSD. DHAD =
4a,9a-dihydroanthracène-9,10-dione, TMbPD = 4,4’,6,6’-Tétraméthyl-2,2’-biphényldiol,
MNATC = 5-Méthyl-2-[(2-nitrophényl)amino]-3-thiophènecarbonitrile
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Une méthode très utilisée pour comparer des structures moléculaires consiste à aligner
les géométries afin de minimiser l’écart entre les paires d’atomes, puis à évaluer l’écart
quadratique moyen des atomes (RMSD) :
RMSD
(
Xref ,X
)
=
√√√√ 1
N
∑
i
(
δ
(
xrefi ,xi
))
(4.7)
où N est le nombre d’atomes, et xref et x sont respectivement la position des atomes de
la molécule de référence (Xref ) et optimisée (X). L’alignement de plusieurs structures peut
toutefois s’avérer long à faire. Une alternative consiste à évaluer l’écart quadratique moyen
des longueurs de liens (dRMSD). Cette mesure est obtenue en comparant les distances
intra-moléculaires de la molécule de référence et de la molécule optimisée :
dRMSD
(
Xref ,X
)
= 1
N(N − 1)
∑
i 6=j
(
δ
(
xrefi ,x
ref
j
)
− d (xi,xj)
)2
(4.8)
La dRMSD offre l’avantage d’être facile à calculer et de ne pas nécessiter au préalable
d’alignement de structures. Cette méthode a donc été utilisée pour évaluer la qualité des
optimisations de géométries.
Pour évaluer les interactions covalentes, une optimisation systématique de la géométrie des
molécules du sous-ensemble de la CSD a été réalisée et la dRMSD a été calculée pour toutes
les géométries obtenues. À la figure 4.2, on peut voir que la déviation moyenne des distances
intramoléculaires est d’environ 0,022 Å.
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Figure 4.2 Évaluation de la distribution des dRMSDs pour le sous ensemble de la CSD.
De plus, dans 95 % des cas, la déviation sur les distances est inférieure à 0,048 Å. Comme
le montre la figure 4.3, dans la plupart des cas, la molécule optimisée avec notre solveur est
presque indiscernable de la molécule de référence.
Figure 4.3 Superposition de la structure optimisée (C = gris, O = rouge, H = blanc)
de l’anthraquinone par rapport à sa structure cristalline (en vert). La dRMSD pour cette
conformation est de 0,022 Å.
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En général, on peut dire que les déviations moyennes sont comparables aux résultats
obtenus par des méthodes de calcul plus sophistiquées comme la HF ou la DFT [155]. En
effet, l’optimisation de systèmes organiques similaires par ces dernières méthodes montre
habituellement des déviations de l’ordre de 0,01 Å. Bien que la précision des géométries
reste tout de même meilleure avec ces méthodes, celle-ci se fait au détriment d’un temps de
calcul largement supérieur à temps requis par notre solveur. Cette comparaison confirme
donc que notre modèle tient compte des interaction intramoléculaires de composés variés
avec une précision suffisante et à un coût computationnel avantageux.
4.2.2 Caractérisation des interactions de van der Waals
Afin de vérifier l’effet de l’ajout du terme tenant compte des interactions de van der Waals
(Edisp), notre solveur a été confronté à l’ensemble de molécules s22, contenant 22 complexes
organiques dont la géométrie d’équilibre est essentiellement dominée par des interactions
non-covalentes [156].
(a) 7 (b) 14 (c) 20 (d) 22
Figure 4.4 Schéma de quelques complexes de l’ensemble s22. Voir l’annexe 2 pour la liste
complète.
Une optimisation de géométrie pour tous les composés a été réalisée avec et sans la
considération du terme Edisp.
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Figure 4.5 Comparaison des dRMSD obtenues pour l’ensemble s22 avec et sans la présence du
terme empirique tenant compte des interactions de van der Waals. La dRMSD pour chaque
complexe est illustrée.
La figure 4.5 montre une diminution notable de la dRMSD lorsque le Edisp est considéré
par rapport à la forme originale de ASED qui n’en tient pas compte. En effet, la dRMSD
moyenne passe de 0,13 Å à 0,027 Å lorsqu’il y a considération du terme. Si on compare
ces résultats avec les valeurs trouvées pour l’ensemble de la CSD, présentés à la figure 4.2,
on remarque que les dRMSD obtenues en considérant Edisp sont comparables. Par contre,
les géométries obtenues sans considération de ce terme sont nettement moins bonnes et
présentent des dRMSD inférieures à nos résultats obtenus pour l’ensemble CSD. Les molécules
de l’ensemble s22 peuvent être divisées en trois catégories selon le type d’interaction
stabilisant le complexe : 1) ponts-H (1-7) 2) dispersion (8-15) 3) mélange de ponts-H et
dispersion (16-22). On remarque que dans le cas de complexes stabilisés par des interactions
électrostatiques (comme des ponts H), la considération du terme n’apporte pas une grande
amélioration. Par contre, la diminution est notable pour les complexes 8, 9, 10, 16 et 20 qui ne
possèdent pas d’hétéroatomes (N,O) et qui sont essentiellement stabilisés par des interactions
de van der Waals (figure B.1). À titre d’exemple, la figure 4.6 compare les géométries obtenues
avec et sans Edisp avec la géométrie initiale. On peut voir que le terme Edisp corrige de manière
importante l’interaction entre le méthane et le benzène et permet d’obtenir une géométrie
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qui est comparable à la structure cristalline.
Figure 4.6 Superposition de la structure optimisée avec (C = gris, H = blanc) et sans terme
de van der Waals (en bleu) du complexe benzène-méthane (complexe 22) par rapport à sa
structure cristalline (en vert). La dRMSD pour la conformation obtenue avec et sans terme
de van der Waals est respectivement, 0,015 Å et 0,33 Å.
L’ajout du terme Edisp montre que notre solveur permet de modéliser correctement les
interactions non-covalentes de type de van der Waals.
4.2.3 Caractérisation de systèmes adsorbés
L’arrangement supramoléculaire de systèmes considérés en imagerie STM est généralement le
résultat d’une combinaison d’interactions (§2.2.4). Afin de s’assurer que la méthode utilisée
tient compte de l’équilibre subtil des interactions en jeu, une série de systèmes constitués
de molécules adsorbées sur des surfaces métalliques a été étudiée. L’adsorption du benzène
(figure 4.7a) sur une surface de Cu(111) et Ag(111) a d’abord été caractérisée. Ensuite, l’effet
de la présence d’hétéroatomes sur la conformation a été analysé en évaluant la géométrie
d’adsorption de la dianhydride pérylène-3,4,9,10-tétracarboxylique (PTCDA) (figure 4.7b)
sur Cu(111) et Ag(111). Finalement, une combinaison impliquant des interactions avec un
67
adatome métallique a été étudiée en évaluant la géométrie d’adsorption suite à la métallation
d’une molécule de phtalocyanine (Pc) (figure 4.7c) par un adatome de cuivre sur une surface
de Ag(111).
(a) Benzène
(b) PTCDA
(c) Phtalocyanine
Figure 4.7 Schéma des molécules discutées
La hauteur d’adsorption δ est une distance qui a été évaluée pour tous les systèmes discutés.
Selon la figure 4.8, elle se calcule en évaluant le centre géométrique de l’atome ou du groupe
d’atomes qui nous intéresse et en soustrayant cette valeur à la hauteur du plan formé par la
première couche atomique de la surface.
δ
Surface
Atome
Figure 4.8 Schéma du calcul de la hauteur δ.
Une molécule de benzène a été initialement placée parallèlement à une surface de Cu(111)
et de Ag(111) à une distance δ = 3, 0 Å. Une optimisation a ensuite été réalisée en fixant
les coordonnées des atomes de la surface métallique. Le tableau 4.6 compare donc les
valeurs obtenues après optimisation avec et sans le terme Edisp avec des résultats obtenus
par les calculs DFT qui tiennent compte des interactions de van der Waals [157]. Des
68
résultats théoriques obtenus avec les théories DFT-D3 et DFT-D3(BJ) donnent des hauteurs
d’adsorption adéquates [157–159].
Tableau 4.6 Comparaison des hauteurs d’adsorption du benzène sur Cu(111) et Ag(111) avec
(δVDW) et sans (δ) interactions de van der Waals par rapport aux valeurs calculées par DFT
(δref) [157].
Surface
Hauteur d’adsorption (Å) Écart (%)
δ δVDW δref [157] ∆VDW-ref
Cu(111) 3,25 2,88 2,79 3,2
Ag(111) 3,11 2,82 2,96 4,7
On peut voir une nette amélioration des hauteurs d’adsorption lorsque l’énergie de dispersion
(Edisp) est considérée. En effet, l’erreur sur la hauteur d’adsorption passe de plus de 15%
à moins de 5% lorsque l’énergie de la théorie ASED est corrigée. Cette amélioration de la
hauteur est d’ailleurs similaire à l’amélioration obtenue lorsque le terme de van der Waals
est ajouté aux méthodes DFT. Dans ces cas, on constate une diminution considérable
des hauteurs d’adsorption [157]. À 2,82 Å, l’interaction entre le benzène et la surface
d’argent semble toutefois trop forte par rapport à celle entre le benzène et le cuivre, mais la
hauteur calculée reste tout de même dans l’éventail des grandeur typiques obtenues avec la
méthode DFT-D3.
La figure 4.9 montre l’effet du terme Edisp sur les conformations d’équilibre du benzène
obtenues sur une surface de Cu(111). On remarque que le modèle où le terme de van der
Waals est considéré converge vers un site triple où les atomes de carbone sont superposés
avec ceux de la surface de manière très symétrique (figure 4.9b). Cette géométrie est connue
pour être la plus stable sur des surfaces de morphologies (111) pour le benzène [160, 161]. On
peut finalement voir que la contribution de l’énergie de dispersion est très importante pour
les phases adsorbées sur les surfaces métalliques, particulièrement dans le cas de molécules
physisorbées.
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(a) Sans Edisp (b) Avec Edisp
Figure 4.9 Vue de haut de la géométrie optimisée du benzène adsorbé sur une surface de
Cu(111) sans (a) et avec (b) considération du terme de van der Waals.
De manière analogue au benzène, une optimisation de la géométrie de la molécule de PTCDA
a été réalisée sur Cu(111) et Ag(111) (figure 4.10). Le tableau 4.7 regroupe les hauteurs δ
des atomes de carbone (Canh), d’oxygène des groupements anhydrides (Oanh) et d’oxygène
des groupements carboxyles (Ocarb). Les hauteurs expérimentales obtenues par XSW [162]
sont aussi regroupées (δref).
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(a) Vue de côté
(b) Vue de haut
Figure 4.10 Géométrie d’adsorption optimisée de la molécule de PTCDA sur une surface de
Ag(111).
Comme pour le cas du benzène, les interactions entre la surface de Ag(111) et la molécule
de PTCDA semblent être surestimées. Par contre, la grandeur relative des interactions
entre les carbonyles et les atomes de carbone des noyaux aromatiques semblent assez
bien correspondre à ce qui est observé expérimentalement, les atomes d’oxygène pointant
légèrement vers la surface de Ag(111). Ces résultats sont aussi observés par DFT, la hauteur
d’adsorption étant environ 30% inférieure à celle observée expérimentalement [163]. La trop
forte interaction entre la surface et la molécule pourrait être la conséquence d’une mauvaise
balance entre les distortions du noyau aromatique et le transfert de charge entre la surface
et les atomes d’oxygène [163]. Encore une fois, on peut noter une nette amélioration des
hauteurs d’adsorption lorsque le terme Edisp est considéré (tableau 4.7). Dans la structure
optimisée, la hauteur d’adsorption des atomes d’oxygène des groupements anhydrides est à
peu près équivalente à celle des atomes de carbone. Des résultats similaires ont été obtenus
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par des calculs DFT [164].
Tableau 4.7 Comparaison des hauteurs d’adsorption des atomes du PTCDA sur différentes
surfaces sans (δ) et avec (δVDW) interactions de van der Waals par rapport aux valeurs
expérimentales (δref) [162, 163]
Surface Atome
Hauteur d’adsorption (Å) Écart (%)
δ δVDW δref ∆VDW-ref
Cu(111)
C 3,01 2,82 2,66 6,0
Oanh 3,01 2,81 2,73 2,9
Ocarb 3,10 2,79 2,89 3,5
Ag(111)
C 3,00 2,78 2,86 2,8
Oanh 2,84 2,74 2,97 7,7
Ocarb 2,76 2,50 2,78 10,1
Finalement, pour observer la capacité de notre solveur à pouvoir correctement tenir compte
de l’effet des interactions métal-ligands sur les géométries d’équilibre, la conformation
d’équilibre de la molécule complexée de phtalocyanine (Pc) et adsorbée sur une surface de
Ag(111) a été optimisée.
(a) Vue de côté (b) Vue de haut
Figure 4.11 Géométrie d’adsorption calculée de la Cu-Pc adsorbée sur une surface de Ag(111).
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Dans la géométrie présentée à la figure 4.11, la longueur des liens N-Cu est d’environ 1,91 Å,
ce qui est en accord avec la distance calculée de ≈1,94 Å par DFT [165]. Les hauteurs
d’adsorption des atomes d’azote et de carbone du macrocycle, de même que la hauteur
d’adsorption de l’adatome de cuivre sont compilés et comparés aux résultats expérimentaux
obtenus par XSW dans le tableau 4.8.
Tableau 4.8 Comparaison des hauteurs d’adsorption des atomes (δVDW) de la molécule de
Cu-Pc sur une surface de Ag(111) par rapport aux valeurs expérimentales (δref) [166]
Atome
Hauteur d’adsorption (Å) Écart (%)
δVDW δref ∆VDW-ref
C 2,7 - 2,8 3,08 10
N 2,6 - 2,7 3,07 14
Cu 2,7 3,02 10
Comme pour l’adsorption du benzène et de la PTCDA sur Ag(111), les hauteurs
d’adsorption δVDW de la Cu-Pc sont plus courtes que les valeurs expérimentales. Ces
résultats sont cohérents avec le fait que dans la théorie ASED, le transfert de charge des
systèmes hétéroatomiques sont généralement surestimés [167, 168], ce qui se traduit par
une interaction trop forte entre les espèces et qui entraîne des longueurs de liaison plus
courtes. Un ajustement plus fin est alors nécessaire pour atteindre des géométries semblables
aux valeurs souhaitées. Malheureusement, une paramétrisation trop précise peut aussi
restreindre l’utilisation des paramètres à des systèmes moins diversifiés. Il s’agit donc de
faire un compromis entre la précision des résultats et la transférabilité des paramètres. Ceci
dit, les résultats obtenus montrent qu’au mieux, notre modèle converge vers des géométries
qui sont comparables aux résultats obtenus par des méthodes DFT modifiées pour tenir
compte des interactions de van der Waals et qu’au pire, on arrive tout de même à une
description qualitative de la géométrie d’équilibre, ce qui reste valable pour un calcul
d’image STM où une légère variation de la géométrie influence peu l’image STM.
4.3 Robustesse du solveur
Finalement, une analyse de la robustesse du solveur a été réalisée en considérant les
complexes de l’ensemble s22 avec des géométries loin de l’équilibre. La géométrie de départ
de chaque complexe de l’ensemble s22 a été modifiée en éloignant ou en rapprochant les
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molécules les unes des autres. La figure 4.12 montre la dRMSD pour toutes les conformations.
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Figure 4.12 Comparaison des dRMSD obtenues pour les géométries hors-équilibre de
l’ensemble s22 où la distance séparant les molécules a été multipliée par un facteur 0,9 (bleu),
1,0 (noir), 1,2 (vert), 1,5 (orange) et 2,0 (rouge).
La figure 4.12 révèle que notre modèle demeure robuste pour des modifications jusqu’à
environ 0,6 Å (facteur 1,2 représenté par les barres vertes à la figure 4.12). Au delà de
cette valeur, la dRMSD (orange et rouge) augmente drastiquement parce que la géométrie
d’équilibre n’est plus atteinte. Par ailleurs, la figure 4.12 indique que certains complexes sont
plus sensibles à une mauvaise géométrie de départ. En particulier, pour les complexes 1, 2,
8, 9 et 16, on obtient des déviations importantes à partir du facteur 1,5. Cette sensibilité
à la géométrie de départ peut être expliquée par le nombre d’interactions stabilisant les
complexes. En effet, les complexes 1 et 2 ne sont stabilisés que par un pont-H alors que les
complexes 3, 4, 5, 6 et 7 le sont par au moins 2. De plus, dans le cas des complexes stabilisés
par des interactions essentiellement dispersives (complexes 8 à 15), seuls 8 et 9 ne sont
pas constitués de cycles aromatiques, mais plutôt de petites molécules. Conséquemment,
l’augmentation dRMSD pour ces complexes est plus importante que pour les autres.
Finalement, dans le cas des complexes mixtes (complexes 16 à 22), seul 16 présente une
augmentation réellement importante de la dRMSD. Comme pour les cas précédemment
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mentionnés, ce complexe possède peu d’atomes qui peuvent interagir ensemble. En somme,
ces résultats suggèrent que notre solveur peut arriver à modéliser des phénomènes de
relaxation, mais dans des circonstances où la réorganisation atomique est relativement
localisée dans un rayon d’environ 0,6 Å. De plus, le nombre d’interactions en jeu demeure
un facteur important à la stabilisation des complexes.
4.4 Conclusion
Dans ce chapitre, une validation du modèle a été détaillée. Nous avons d’abord présenté
nos paramètres en mentionnant comment ceux-ci avaient été obtenus. Nous avons ensuite
présenté la validation en tant que tel, en comparant les performances de notre modèle
aux conformations disponibles expérimentalement ou encore obtenus par des théories plus
complètes. Nos résultats montrent que notre solveur peut correctement optimiser la géométrie
de molécules organiques simples, de complexes organo-métalliques, de complexes dont
l’arrangement supramoléculaire est dominé par des interactions de van de Waals et de
molécules physisorbées sur des surfaces métalliques avec une précision comparables à des
théories comme la DFT tenant compte des interactions de van der Waals, au profit d’un coût
computationnel beaucoup moindre. De plus, notre modèle s’avère assez robuste pour trouver
des conformations acceptables même lorsque les géométries initiales sont dans un rayon de
plus de 0,5 Å, ce qui permet de supposer que notre solveur peut correctement considérer
la relaxation survenant après une intrusion physique ou chimique. Dans le chapitre suivant,
nous explorerons davantage ce concept en nous attardant à la simulation d’imagerie STM
intrusive dynamique.
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CHAPITRE 5 IMAGERIE INTRUSIVE DYNAMIQUE
Ce chapitre présente quelques systèmes d’intérêt où les phénomènes de relaxation survenant
à la suite d’une intrusion sont importants. Nous vérifions d’abord la qualité de notre solveur
en étudiant les importants changements conformationnels qui surviennent au cours du
processus de métallation de la molécule de tétraphénylporphyrine (2HTPP) (figure 5.1a).
Ensuite, nous abordons les étapes cruciales de la réaction de Ullmann menant à la formation
d’une molécule de biphényle à partir de deux molécules de bromobenzène adsorbées
sur une surface de Cu(111). Les capacités d’optimisation de géométrie de notre solveur
sont ensuite exploitées afin de mieux comprendre la morphologie d’îlots moléculaires
de 1,4-di(4’4"-pyridyl)benzène (NN) et de 4-(4"-bromophényl)-(4’-pyridine) (NBr)
(figures 5.1b et 5.1c) adsorbés sur une surface reconstruite de Si(111)-B. Finalement,
une analyse des performances est réalisée en identifiant les goulots d’étranglement de
l’algorithme et en comparant le temps de calcul obtenu avec CPU par rapport au temps
obtenu avec GPU.
(a) 2HTPP (b) NN (c) NBr
Figure 5.1 Molécules discutées dans ce chapitre.
5.1 Simulation de la métallation d’une molécule de tétraphénylporphyrine
Les molécules porphyrinoïdes sont très étudiées puisqu’elles offrent des propriétés de
chélation d’ions métalliques intéressantes [169]. La STM permet d’observer l’organisation de
telles molécules lorsqu’elles sont adsorbées sur des surfaces et, dans une certaine mesure,
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d’obtenir des informations sur la conformation intramoléculaire résultante [170]. Étant
donné que notre solveur tient compte des changements conformationnels survenant lors
d’une intrusion, ce type de systèmes s’avérait donc pertinent à étudier. Une analyse de la
conformation de la 2HTPP (figure 5.1a) en absence et en présence d’adatomes métalliques
(Fe et Co) a donc été réalisée.
Pour tenir compte de l’effet de la présence du métal sur la conformation de la TPP, une
molécule de 2HTPP plane a d’abord été optimisée sur une surface de Ag(111). La figure 5.2
montre la conformation de la molécule obtenue avec notre solveur. Dans les figures 5.2
et 5.3, les atomes des groupements pyrroles ont été coloriés selon la position des atomes
par rapport à la surface ; les atomes les plus éloignés étant en rouge et les plus rapprochés
étant en bleu. On peut voir que la 2HTPP adopte une conformation où deux des quatre
groupements pyrroles sont plus éloignés de la surface :
(a) Vue de côté (b) Vue de haut
Figure 5.2 Géométrie d’adsorption de la molécule de 2HTPP sur une surface de Ag(111). Les
atomes sont les plus éloignés de la surface sont en rouge et les atomes les plus rapprochés de
la surface sont en bleu.
À partir de cette conformation, nous avons effectué une intrusion chimique en introduisant
un atome de métal (Fe ou Co) au lieu des deux atomes d’hydrogène du centre du macrocyle
et le système a été de nouveau optimisé. La figure 5.3 montre la conformation finale de
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la FeTPP. On remarque que, par rapport à la 2HTPP, la déformation du macrocycle
pour la molécule métallisée est plus grande, ceci pouvant être expliqué par le fait que
l’atome métallique a tendance à se rapprocher de la surface, provoquant une importante
déformation du centre de la molécule vers la surface. Les hauteurs d’adsorption obtenues
pour l’adatome de fer et de cobalt sont à peu près équivalentes (δFe = 2, 25 Å et δCo = 2, 26 Å).
(a) Vue de côté (b) Vue de haut
Figure 5.3 Géométrie d’adsorption de la molécule de FeTPP sur une surface de Ag(111). Les
atomes sont les plus éloignés de la surface sont en rouge et les atomes les plus rapprochés de
la surface sont en bleu.
Les images STM expérimentales de ces systèmes, réalisées par F. Buchner et al. [170]
présentent quelques caractéristiques notables (figure 5.4) qui permettent de confirmer la
métallation de la molécule de TPP. D’abord, pour toutes les images STM, les groupements
phényles sont visibles sous la forme de quatre petites protrusions à peu près équivalentes. De
plus, on peut remarquer que le macrocycle est représenté par quatre régions distinctes, où
deux des quatre protubérances associées aux groupements pyrroles sont très claires (+) alors
que les deux autres (-) le sont moins. Cette anisotropie d’intensité suggère que la molécule
adsorbée sur la surface se déforme de manière à faire pointer deux des quatre cycles vers la
surface (zones moins claires). Finalement, dans le cas des molécules complexées (figures 5.4d
et 5.4f), le courant tunnel au centre du macrocycle augmente de manière notable et semble
dépendre du type de métal se liant à la molécule. Cette délocalisation de la forme des orbitales
du complexe organométallique semble bien confirmer que la complexation est bien réalisée.
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corresponding to 2D condensation.41 The conclusion that
single molecules readily diﬀuse on Ag(111) is strengthened
by the fact that we were not able to image individual CoTPP
molecules at RT. Thus the mutual lateral stabilization of the
porphyrin molecules obviously accounts for the formation of
the 2D islands. Interestingly, at the given tunnelling condi-
tions, some (B10%) of the molecules within the islands appear
with a decreased apparent height as compared to the majority
of the molecules. These molecules can conclusively be identi-
fied as 2HTPPs, which are due to a contamination of the
evaporated CoTPP material.29
Increasing the CoTPP coverage further to one monolayer
results in the long-range ordered square assembly depicted in
Fig. 1(c), with same lattice constant of 1.4 ! 0.05 nm as
observed for the islands in Fig. 1(b). Again, roughly 10% of
the molecules appear with reduced apparent height and are
identified as 2HTPP.29 The layer shown in Fig. 1(c) was
prepared by multilayer desorption,11,42 with the appropriate
annealing temperature determined by temperature programmed
desorption (TPD). The corresponding TPD spectrum of
2HTPP is shown in Fig. 2 and displays two major desorption
peaks: the peak at 490 K is attributed to multilayer desorption
and the one at 630 K to monolayer desorption. The relatively
broad peak with the maximum at 544 K is most probably due
to molecules desorbing from the sample holder.
This is plausible as the temperature gradient on the latter is
rather uneven, typically inducing such broad peaks. From the
spectrum we deduced that an annealing step up to 550 ! 10 K,
i.e., the temperature range between the multilayer and the
monolayer peak, should be a good choice for desorbing excess
multilayer molecules; this temperature was then also success-
fully applied for the preparation of a monolayer of CoTPP.
The STM image in Fig. 1(d) was acquired after deposition
of more than two monolayers CoTPP (yTPP > 2). In this
coverage regime, it was only possible to record micrographs
when applying a very low tunnelling current at large bias
voltage (e.g. I = 15 pA, U = 5.1 V), which is indicative of an
enhanced electrical resistance of multilayers. In the constant
current image in Fig. 1(d) diﬀerent domains, which are
separated by gaps or troughs, are observed (indicated by
arrow 1). Note that on top of the layer (marked by arrow 2)
bright dots were observed, which could be attributed to initial
aggregates of CoTPP in the next layer. The bright region
presents an aggregated island in this next layer; the inserted
zoom image highlights the situation. The unit cell is a square
with a lattice constant of 1.25 ! 0.05 nm, i.e., the unit cell is
compressed in both directions by B11%, as compared to the
monolayer regime. A possible explanation for the compression
is a considerable tilt angle of the individual porphyrins in the
multilayer, i.e., the porphyrin plane is not parallel to the
surface anymore. This interpretation is basically in line with
the observations of Cheng et al.25 who discussed that iron
phthalocyanine (FePc) molecules in the second layer on
Au(111) exhibit a tilt angle of B401. In a simple geometric
estimation a tilt angle of 25–301 would explain the compres-
sion by 11% observed here. The tilting could be caused by
specific interactions of the molecules in the top layer with
porphyrins in the layer below or simply by the rather rough
topography of the first porphyrin layer, which serves as a
substrate for the multilayers. If we assume that the attractive
lateral interactions between porphyrins persist in the multi-
layer regime, the combination of the tilt and the attractive
forces could lead to the observed compression. The resulting
lattice mismatch between the first and the second layer could
explain the observed restricted size of the domains and the
troughs in between the domains, in order to minimize strain.
However, it must be noted here that this interpretation is of
speculative nature and further investigations would be needed
to verify the proposed adsorption geometry in the second
layer. To the best of our knowledge this is the first report of
molecularly resolved RT STM data of porphyrin derivatives in
the multilayer regime.
Fig. 2 TPD spectrum of 2HTPP on Ag(111).
Fig. 3 Space-filling models showing top view (a) and side view (b) of
MTPPs adsorbed on Ag(111). The incorporated sign ‘‘+’’ addresses
elevated positions on the model, ‘‘"’’ the depressed. Also shown
are STM images of (c) FeTPP, UFeTPP = "1.25 V, IFeTPP = 15 pA;
(d) CoTPP,UCoTPP="1.18 V, ICoTPP= 58 pA; (e) 2HTPP,U2HTPP=
"7 mV, I2HTPP = 54 pA.
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(a) 2HTPP (V=-7 mV, I=54 pA) (b) Modèle moléculaire du 2HTPP
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corresponding to 2D condensation.41 The conclusion that
single molecules readily diﬀuse on Ag(111) is strengthened
by the fact that we were not able to image individual CoTPP
molecules at RT. Thus the mutual lateral stabilization of the
porphyrin molecules obviously accounts for the formation of
the 2D islands. Interestingly, at the given tunnelling condi-
tions, some (B10%) of the molecules within the islands appear
with a decreased apparent height as compared to the majority
of the molecules. These molecules can conclusively be identi-
fied as 2HTPPs, which are due to a contamination of the
evaporated CoTPP material.29
Increasing the CoTPP coverage further to one monolayer
results in the long-range ordered square assembly depicted in
Fig. 1(c), with same lattice constant of 1.4 ! 0.05 nm as
observed for the islands in Fig. 1(b). Again, roughly 10% of
the molecules appear with reduced apparent height and are
identified as 2HTPP.29 The layer shown in Fig. 1(c) was
prepared by multilayer desorption,11,42 with the appropriate
annealing temperature determined by temperature programmed
desorption (TPD). The corresponding TPD spectrum of
2HTPP is shown in Fig. 2 and displays two major desorption
peaks: the peak at 490 K is attributed to multilayer desorption
and the one at 630 K to monolayer desorption. The relatively
broad peak with the maximum at 544 K is most probably due
to molecules desorbing from the sample holder.
This is plausible as the temperature gradient on the latter is
rather uneven, typically inducing such broad peaks. From the
spectrum we deduced that an annealing step up to 550 ! 10 K,
i.e., the temperature range between the multilayer and the
monolayer peak, should be a good choice for desorbing excess
multilayer molecules; this temperature was then also success-
fully applied for the preparation of a monolayer of CoTPP.
The STM image in Fig. 1(d) was acquired after deposition
of more than two monolayers CoTPP (yTPP > 2). In this
coverage regime, it was only possible to record micrographs
when applying a very low tunnelling current at large bias
voltage (e.g. I = 15 pA, U = 5.1 V), which is indicative of an
enhanced electrical resistance of multilayers. In the constant
current image in Fig. 1(d) diﬀerent domains, which are
separated by gaps or troughs, are observed (indicated by
arrow 1). Note that on top of the layer (marked by arrow 2)
bright dots were observed, which could be attributed to initial
aggregates of CoTPP in the next layer. The bright region
presents an aggregated island in this next layer; the inserted
zoom image highlights the situation. The unit cell is a square
with a lattice constant of 1.25 ! 0.05 nm, i.e., the unit cell is
compressed in both directions by B11%, as compared to the
monolayer regime. A possible explanation for the compression
is a considerable tilt angle of the individual porphyrins in the
multilayer, i.e., the porphyrin plane is not parallel to the
surface anymore. This interpretation is basically in line with
the observations of Cheng et al.25 who discussed that iron
phthalocyanine (FePc) molecules in the second layer on
Au(111) exhibit a tilt angle of B401. In a simple geometric
estimation a tilt angle of 25–301 would explain the compres-
sion by 11% observed here. The tilting could be caused by
specific interactions of the molecules in the top layer with
porphyrins in the layer below or simply by the rather rough
topography of the first porphyrin layer, which serves as a
substrate for the multilayers. If we assume that the attractive
lateral interactions between porphyrins persist in the multi-
layer regime, the combination of the tilt and the attractive
forces could lead to the observed compression. The resulting
lattice mismatch between the first and the second layer could
explain the observed restricted size of the domains and the
troughs in between the domains, in order to minimize strain.
However, it must be noted here that this interpretation is of
speculative nature and further investigations would be needed
to verify the proposed adsorption geometry in the second
layer. To the best of our knowledge this is the first report of
molecularly resolved RT STM data of porphyrin derivatives in
the multilayer regime.
Fig. 2 TPD spectrum of 2HTPP on Ag(111).
Fig. 3 Space-filling models showing top view (a) and side view (b) of
MTPPs adsorbed on Ag(111). The incorporated sign ‘‘+’’ addresses
elevated positions on the model, ‘‘"’’ the depressed. Also shown
are STM images of (c) FeTPP, UFeTPP = "1.25 V, IFeTPP = 15 pA;
(d) CoTPP,UCoTPP="1.18 V, ICoTPP= 58 pA; (e) 2HTPP,U2HTPP=
"7 mV, I2HTPP = 54 pA.
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(c) FeTPP (V=-1,25 V, I=15 pA) (d) Modèle moléculaire du FeTPP
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(e) CoTPP (V=-1,18 V, I=58 pA) (f) Modèle moléculaire du CoTPP
Figure 5.4 Images STM d’une molécule de 2HTPP, FeTPP et CoTPP adsorbée sur une
surface de Ag(111). Reproduit avec permission de Buchner et al. [170] © 2010 PCCP Owner
Societies.
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Afin de comparer nos résultats aux données expérimentales, les images STM des
conformations optimisées des complexes ont été calculées :
(a) Image STM calculée
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corresponding to 2D condensation.41 The conclusion that
single molecules readily diﬀuse on Ag(111) is strengthened
by the fact that we were not able to image individual CoTPP
molecules at RT. Thus the mutual lateral stabilization of the
porphyrin molecules obviously accounts for the formation of
the 2D islands. Interestingly, at the given tunnelling condi-
tions, some (B10%) of the molecules within the islands appear
with a decreased apparent height as compared to the majority
of the molecules. These molecules can conclusively be identi-
fied as 2HTPPs, which are due to a contamination of the
evaporated CoTPP material.29
Increasing the CoTPP coverage further to one monolayer
results in the long-range ordered square assembly depicted in
Fig. 1(c), with same lattice constant of 1.4 ! 0.05 nm as
observed for the islands in Fig. 1(b). Again, roughly 10% of
the molecules appear with reduced apparent height and are
identified as 2HTPP.29 The layer shown in Fig. 1(c) was
prepared by multilayer desorption,11,42 with the appropriate
annealing temperature determined by temperature programmed
desorption (TPD). The corresponding TPD spectrum of
2HTPP is shown in Fig. 2 and displays two major desorption
peaks: the peak at 490 K is attributed to multilayer desorption
and the one at 630 K to monolayer desorption. The relatively
broad peak with the maximum at 544 K is most probably due
to molecules desorbing from the sample holder.
This is plausible as the temperature gradient on the latter is
rather uneven, typically inducing such broad peaks. From the
spectrum we deduced that an annealing step up to 550 ! 10 K,
i.e., the temperature range between the multilayer and the
monolayer peak, should be a good choice for desorbing excess
multilayer molecules; this temperature was then also success-
fully applied for the preparation of a monolayer of CoTPP.
The STM image in Fig. 1(d) was acquired after deposition
of more than two monolayers CoTPP (yTPP > 2). In this
coverage regime, it was only possible to record micrographs
when applying a very low tunnelling current at large bias
voltage (e.g. I = 15 pA, U = 5.1 V), which is indicative of an
enhanced electrical resistance of multilayers. In the constant
current image in Fig. 1(d) diﬀerent domains, which are
separated by gaps or troughs, are observed (indicated by
arrow 1). Note that on top of the layer (marked by arrow 2)
bright dots were observed, which could be attributed to initial
aggregates of CoTPP in the next layer. The bright region
presents an aggregated island in this next layer; the inserted
zoom image highlights the situation. The unit cell is a square
with a lattice constant of 1.25 ! 0.05 nm, i.e., the unit cell is
compressed in both directions by B11%, as compared to the
monolayer regime. A possible explanation for the compression
is a considerable tilt angle of the individual porphyrins in the
multilayer, i.e., the porphyrin plane is not parallel to the
surface anymore. This interpretation is basically in line with
the observations of Cheng et al.25 who discussed that iron
phthalocyanine (FePc) molecules in the second layer on
Au(111) exhibit a tilt angle of B401. In a simple geometric
estimation a tilt angle of 25–301 would explain the compres-
sion by 11% observed here. The tilting could be caused by
specific interactions of the molecules in the top layer with
porphyrins in the layer below or simply by the rather rough
topography of the first porphyrin layer, which serves as a
substrate for the multilayers. If we assume that the attractive
lateral interactions between porphyrins persist in the multi-
layer regime, the combination of the tilt and the attractive
forces could lead to the observed compression. The resulting
lattice mismatch between the first and the second layer could
explain the observed restricted size of the domains and the
troughs in between the domains, in order to minimize strain.
However, it must be noted here that this interpretation is of
speculative nature and further investigations would be needed
to verify the proposed adsorption geometry in the second
layer. To the best of our knowledge this is the first report of
molecularly resolved RT STM data of porphyrin derivatives in
the multilayer regime.
Fig. 2 TPD spectrum of 2HTPP on Ag(111).
Fig. 3 Space-filling models showing top view (a) and side view (b) of
MTPPs adsorbed on Ag(111). The incorporated sign ‘‘+’’ addresses
elevated positions on the model, ‘‘"’’ the depressed. Also shown
are STM images of (c) FeTPP, UFeTPP = "1.25 V, IFeTPP = 15 pA;
(d) CoTPP,UCoTPP="1.18 V, ICoTPP= 58 pA; (e) 2HTPP,U2HTPP=
"7 mV, I2HTPP = 54 pA.
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(b) Image STM expérimentale
Figure 5.5 Images STM calculée a) et expérimentale b) à courant constant de la molécule de
2HTPP. L’image fait environ 19× 19 Å2.
Dans la figure 5.5, on retrouve essentiellement les caractéristiques de l’image expérimentale
soit : (1) la présence de quatre protubérances à peu près équivalentes correspondant aux
groupements phényles, (2) une asymétrie au niveau du centre correspondant à la déformation
du macrocycle occasionnée par l’interaction avec la surface métallique et (3) une baisse du
signal au centre du macrocycle causée par l’absence d’états pouvant contribuer au courant
tunnel. Les figures 5.6 et 5.7 illustrent les images STM des complexes FeTPP et CoTPP
respectivement. Comme pour les images expérimentales (figure 5.4), on retrouve les deux
régions plus claires (+) pouvant être expliquées par la déformation du macrocycle.
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(a) Image STM calculée
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corresponding to 2D condensation.41 The conclusion that
single molecules readily diﬀuse on Ag(111) is strengthened
by the fact that we were not able to image individual CoTPP
molecules at RT. Thus the mutual lateral stabilization of the
porphyrin molecules obviously accounts for the formation of
the 2D islands. Interestingly, at the given tunnelling condi-
tions, some (B10%) of the molecules within the islands appear
with a decreased apparent height as compared to the majority
of the molecules. These molecules can conclusively be identi-
fied as 2HTPPs, which are due to a contamination of the
evaporated CoTPP material.29
Increasing the CoTPP coverage further to one monolayer
results in the long-range ordered square assembly depicted in
Fig. 1(c), with same lattice constant of 1.4 ! 0.05 nm as
observed for the islands in Fig. 1(b). Again, roughly 10% of
the molecules appear with reduced apparent height and are
identified as 2HTPP.29 The layer shown in Fig. 1(c) was
prepared by multilayer desorption,11,42 with the appropriate
annealing temperature determined by temperature programmed
desorption (TPD). The corresponding TPD spectrum of
2HTPP is shown in Fig. 2 and displays two major desorption
peaks: the peak at 490 K is attributed to multilayer desorption
and the one at 630 K to monolayer desorption. The relatively
broad peak with the maximum at 544 K is most probably due
to molecules desorbing from the sample holder.
This is plausible as the temperature gradient on the latter is
rather uneven, typically inducing such broad peaks. From the
spectrum we deduced that an annealing step up to 550 ! 10 K,
i.e., the temperature range between the multilayer and the
monolayer peak, should be a good choice for desorbing excess
multilayer molecules; this temperature was then also success-
fully applied for the preparation of a monolayer of CoTPP.
The STM image in Fig. 1(d) was acquired after deposition
of more than two monolayers CoTPP (yTPP > 2). In this
coverage regime, it was only possible to record micrographs
when applying a very low tunnelling current at large bias
voltage (e.g. I = 15 pA, U = 5.1 V), which is indicative of an
enhanced electrical resistance of multilayers. In the constant
current image in Fig. 1(d) diﬀerent domains, which are
separated by gaps or troughs, are observed (indicated by
arrow 1). Note that on top of the layer (marked by arrow 2)
bright dots were observed, which could be attributed to initial
aggregates of CoTPP in the next layer. The bright region
presents an aggregated island in this next layer; the inserted
zoom image highlights the situation. The unit cell is a square
with a lattice constant of 1.25 ! 0.05 nm, i.e., the unit cell is
compressed in both directions by B11%, as compared to the
monolayer regime. A possible explanation for the compression
is a considerable tilt angle of the individual porphyrins in the
multilayer, i.e., the porphyrin plane is not parallel to the
surface anymore. This interpretation is basically in line with
the observations of Cheng et al.25 who discussed that iron
phthalocyanine (FePc) molecules in the second layer on
Au(111) exhibit a tilt angle of B401. In a simple geometric
estimation a tilt angle of 25–301 would explain the compres-
sion by 11% observed here. The tilting could be caused by
specific interactions of the molecules in the top layer with
porphyrins in the layer below or simply by the rather rough
topography of the first porphyrin layer, which serves as a
substrate for the multilayers. If we assume that the attractive
lateral interactions between porphyrins persist in the multi-
layer regime, the combination of the tilt and the attractive
forces could lead to the observed compression. The resulting
lattice mismatch between the first and the second layer could
explain the observed restricted size of the domains and the
troughs in between the domains, in order to minimize strain.
However, it must be noted here that this interpretation is of
speculative nature and further investigations would be needed
to verify the proposed adsorption geometry in the second
layer. To the best of our knowledge this is the first report of
molecularly resolved RT STM data of porphyrin derivatives in
the multilayer regime.
Fig. 2 TPD spectrum of 2HTPP on Ag(111).
Fig. 3 Space-filling models showing top view (a) and side view (b) of
MTPPs adsorbed on Ag(111). The incorporated sign ‘‘+’’ addresses
elevated positions on the model, ‘‘"’’ the depressed. Also shown
are STM images of (c) FeTPP, UFeTPP = "1.25 V, IFeTPP = 15 pA;
(d) CoTPP,UCoTPP="1.18 V, ICoTPP= 58 pA; (e) 2HTPP,U2HTPP=
"7 mV, I2HTPP = 54 pA.
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(b) Image STM expérimentale
Figure 5.6 Images STM calculée a) et expérimentale b) à courant constant de la molécule de
FeTPP. L’image fait environ 19× 19 Å2.
(a) Image STM calculée
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corresponding to 2D condensation.41 The conclusion that
single molecules readily diﬀuse on Ag(111) is strengthened
by the fact that we were not able to image individual CoTPP
molecules at RT. Thus the mutual lateral stabilization of the
porphyrin molecules obviously accounts for the formation of
the 2D islands. Interestingly, at the given tunnelling condi-
tions, some (B10%) of the molecules within the islands appear
with a decreased apparent height as compared to the majority
of the molecules. These molecules can conclusively be identi-
fied as 2HTPPs, which are due to a contamination of the
evaporated CoTPP material.29
Increasing the CoTPP coverage further to one monolayer
results in the long-range ordered square assembly depicted in
Fig. 1(c), with same lattice constant of 1.4 ! 0.05 nm as
observed for the islands in Fig. 1(b). Again, roughly 10% of
the molecules appear with reduced apparent height and are
identified as 2HTPP.29 The layer shown in Fig. 1(c) was
prepared by multilayer desorption,11,42 with the appropriate
annealing temperature determined by temperature programmed
desorption (TPD). The corresponding TPD spectrum of
2HTPP is shown in Fig. 2 and displays two major desorption
peaks: the peak at 490 K is attributed to multilayer desorption
and the one at 630 K to monolayer desorption. The relatively
broad peak with the maximum at 544 K is most probably due
to molecules desorbing from the sample holder.
This is plausible as the temperature gradient on the latter is
rather uneven, typically inducing such broad peaks. From the
spectrum we deduced that an annealing step up to 550 ! 10 K,
i.e., the temperature range between the multilayer and the
monolayer peak, should be a good choice for desorbing excess
multilayer molecules; this temperature was then also success-
fully applied for the preparation of a monolayer of CoTPP.
The STM image in Fig. 1(d) was acquired after deposition
of more than two monolayers CoTPP (yTPP > 2). In this
coverage regime, it was only possible to record micrographs
when applying a very low tunnelling current at large bias
voltage (e.g. I = 15 pA, U = 5.1 V), which is indicative of an
enhanced electrical resistance of multilayers. In the constant
current image in Fig. 1(d) diﬀerent domains, which are
separated by gaps or troughs, are observed (indicated by
arrow 1). Note that on top of the layer (marked by arrow 2)
bright dots were observed, which could be attributed to initial
aggregates of CoTPP in the next layer. The bright region
presents an aggregated island in this next layer; the inserted
zoom image highlights the situation. The unit cell is a square
with a lattice constant of 1.25 ! 0.05 nm, i.e., the unit cell is
compressed in both directions by B11%, as compared to the
monolayer regime. A possible explanation for the compression
is a considerable tilt angle of the individual porphyrins in the
multilayer, i.e., the porphyrin plane is not parallel to the
surface anymore. This interpretation is basically in line with
the observations of Cheng et al.25 who discussed that iron
phthalocyanine (FePc) molecules in the second layer on
Au(111) exhibit a tilt angle of B401. In a simple geometric
estimation a tilt angle of 25–301 would explain the compres-
sion by 11% observed here. The tilting could be caused by
specific interactions of the molecules in the top layer with
porphyrins in the layer below or simply by the rather rough
topography of the first porphyrin layer, which serves as a
substrate for the multilayers. If we assume that the attractive
lateral interactions between porphyrins persist in the multi-
layer regime, the combination of the tilt and the attractive
forces could lead to the observed compression. The resulting
lattice mismatch between the first and the second layer could
explain the observed restricted size of the domains and the
troughs in between the domains, in order to minimize strain.
However, it must be noted here that this interpretation is of
speculative nature and further investigations would be needed
to verify the proposed adsorption geometry in the second
layer. To the best of our knowledge this is the first report of
molecularly resolved RT STM data of porphyrin derivatives in
the multilayer regime.
Fig. 2 TPD spectrum of 2HTPP on Ag(111).
Fig. 3 Space-filling models showing top view (a) and side view (b) of
MTPPs adsorbed on Ag(111). The incorporated sign ‘‘+’’ addresses
elevated positions on the model, ‘‘"’’ the depressed. Also shown
are STM images of (c) FeTPP, UFeTPP = "1.25 V, IFeTPP = 15 pA;
(d) CoTPP,UCoTPP="1.18 V, ICoTPP= 58 pA; (e) 2HTPP,U2HTPP=
"7 mV, I2HTPP = 54 pA.
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(b) Image STM expérimentale
Figure 5.7 Images STM calculée a) et expérimentale b) à courant constant de la molécule de
CoTPP. L’image fait environ 19× 19 Å2.
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Bien que les images STM calculées pour les complexes organométalliques semblent très
similaires, l’analyse du profil STM selon l’axe passant par les deux maximas d’intensité
indique toutefois une légère différence au centre de la molécule, où le métal est chélaté
(figure 5.8). En effet, on peut voir dans le cas du complexe de fer que le courant tunnel au
niveau du centre métallique est moins élevé qu’au niveau des groupements pyrroles alors
qu’il est à peu près équivalent pour le complexe avec du cobalt. Cette différence est aussi
visible dans les images expérimentales. Étant donné que les géométries d’adsorption sont
très similaires, il est fort probable que cette différence soit attribuable à la nature chimique
du métal plutôt qu’au facteur géométrique du complexe.
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Figure 5.8 Profil de l’image STM de FeTPP (rouge) et CoTPP (bleu). Les profils
correspondent au trajet pointillé dans l’image STM de droite.
Finalement, afin de caractériser l’importance de la relaxation moléculaire dans le processus
d’intrusion, une image du complexe FeTPP non-relaxé a été réalisée. La figure 5.9 montre
que contrairement aux images dynamiques des complexes, le maximum du courant tunnel
passe au niveau du métal et non pas au niveau des cycles pyrroles. Cette différence
est essentiellement attribuable au fait que l’adatome de fer, dans le calcul statique de
l’image STM, se trouve dans le plan du noyau porphyrine et qu’il n’y a pas de réarrangement
du macrocycle (figure 5.9a). La relaxation provoque le rapprochement de l’atome de fer et
la déformation des atomes de macrocycle liés à celui-ci (figure 5.9b). Cet exemple illustre
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ainsi l’importance de considérer la relaxation moléculaire dans l’identification d’éléments
conformationnels fins des images STM.
(a) Avant relaxation (b) Après relaxation
Figure 5.9 Comparaison des l’images STM calculées a) avant et b) après relaxation à courant
constant (5, 9×10−9 A) de la molécule de FeTPP. L’image fait environ 19×19 Å2. La tension
de la pointe est de 12 mV.
5.2 Simulation de la réaction de Ullmann assistée par une surface métallique
Comme nous l’avons vu précédemment (§2.3), la microscopie STM peut être utilisée pour
former ou briser des liens intramoléculaires [171]. Ces phénomènes surviennent notamment
lors de réactions de couplage homolytique. La réaction de Ullmann assistée par la surface
de Cu(111) [101] est un exemple classique où la STM peut induire des réactions chimiques.
Ce type d’expérience permet d’envisager la construction de molécules complexes à partir
de composants plus simple et ouvre la voie au développement de composés chimiques
jusqu’ici difficiles à obtenir par les méthodes de synthèse usuelles. Comme nous l’avons vu
au chapitre 2, la réaction de Ullman, telle que démontrée expérimentalement par S.W Hla,
G. Bartels, G. Meyer et KH. Rieder [101], consiste à utiliser la pointe d’un STM pour briser
le lien C — I d’une molécule d’iodobenzène, puis déplacer les intermédiaires réactionnels
pour ainsi catalyser la formation d’un lien homolytique entre deux phényles radicalaires.
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La réaction s’effectue en trois étapes principales :
1. Le bris du lien C — X (ou X = Cl, Br, I) entraîne un changement conformationel du
phényle radicalaire.
2. L’intermédiaire réactionnel diffuse sur la surface.
3. Le couplage final permet la formation du biphényle.
En plus de résultats expérimentaux disponibles, ce processus a été également étudié en
détail à l’aide de la DFT [172]. Nous avons donc repris les étapes principales de cette étude
en utilisant notre solveur pour évaluer la qualité de nos résultats en comparaison à des
méthodes de calcul plus sophistiquées. Pour cette étude, il nous est possible de considérer des
conformations de précurseurs, puis d’optimiser la géométrie de ces espèces en espérant que
l’algorithme converge vers un minimum local et nous permette d’accéder aux intermédiaires
réactionnels souhaités. Il est important de mentionner que cette méthodologie ne permet pas
nécessairement de déterminer les mécanismes réactionnels de manière systématique, mais
peut être tout de même utilisée, conjointement avec une certaine intuition chimique, pour
obtenir des intermédiaires réactionnels stables assez réalistes.
5.2.1 Conformation initiale
La molécule de benzène adsorbée sur une surface de Cu(111) formée de 118 atomes de cuivre
distribués sur deux couches a été utilisée comme point de départ de la simulation. Un atome
d’hydrogène a été substitué par un atome de brome, puis la molécule a été relaxée sur la
surface. La figure 5.10 montre la conformation optimisée du bromobenzène sur la surface de
Cu(111). On voit que la molécule est légèrement inclinée (figure 5.10a), l’atome de brome
étant plus haut que le reste du cycle. La hauteur d’adsorption δ moyenne est d’environ
2,9 Å, ce qui est comparable à la hauteur théorique de 2,93 Å obtenue par DFT [172]. De
plus, on trouve que le bromobenzène s’adsorbe sur un site similaire à celui obtenu par DFT
(figure 5.10b).
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(a) Vue de côté (b) Vue du dessus
Figure 5.10 Géométrie optimisée du bromobenzène adsorbé sur une surface de Cu(111)
optimisé avec notre solveur.
5.2.2 Déshalogénation
Pour permettre la déshalogénation, le lien C — Br a été manuellement étiré. La distance
à partir de laquelle l’optimisation de la molécule permet de dissocier l’atome de brome du
cycle aromatique est 2,8 Å. Cette distance s’avère toutefois bien supérieure à la distance
d’équilibre de l’état de transition (2,2 Å) obtenu par DFT. Sitôt le brome arraché, le
groupement phényle se rapproche de la surface et le système converge rapidement vers une
minimum local, où la liaison pontante du phényle pointe vers un atome de cuivre de la
surface (figure 5.11). La distance C — Cu obtenue est 2,05 Å, ce qui concorde bien avec la
valeur de 1,99 Å trouvée par DFT.
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(a) Vue de côté (b) Vue du dessus
Figure 5.11 Modèle moléculaire d’un fragment phényle adsorbé sur une surface de Cu(111)
après la déshalogénation du bromobenzène.
5.2.3 Rapprochement
Sitôt la conformation du fragment de phényle obtenue, nous avons simplement dupliqué la
molécule, puis placé les deux fragments face à face sur un site d’adsorption commun. Dans
cette conformation (figure 5.12), la distance entre les atomes de C liés à la surface est de
3,0 Å. Cette géométrie est un minimum local d’énergie ce qui empêche d’observer le couplage
homolytique entre les groupements phényles. Il faut manuellement forcer le rapprochement
entre les espèces jusqu’à ce que la distance C — C soit inférieure à 1,8 Å pour amorcer
le couplage. Comme pour l’étape de la déshalogénation, cette distance est différente de la
distance de 2,31 Å correspondant à l’état de transition obtenu par DFT. Ces deux écarts
entre notre modèle et les résultats théoriques obtenus par DFT confirment la différence
entre une simple analyse de géométrie, qui garantit l’obtention d’un minimum local et une
étude mécanistique complète, qui s’assure de trouver des parcours réalistes sur la surface de
potentiel associée au processus chimique.
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(a) Vue de côté (b) Vue du dessus
Figure 5.12 Modèle moléculaire de deux radicaux adsorbés sur une surface de Cu(111) avant
le couplage des groupements phényles.
5.2.4 Couplage
Lorsque la distance entre les atomes de C liés à la surface est inférieure à 1,8 Å, le couplage
entre les fragments s’amorce et la géométrie des adsorbats converge rapidement vers la
formation du biphényle (figure 5.13) qui est le produit réactionnel final observé. La longueur
de la liaison C — C entre les cycles aromatiques est de 1,6 Å, ce qui se compare bien à la
longueur obtenue par cristallographie de 1,49 Å pour cette molécule [173].
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(a) Vue de côté (b) Vue du dessus
Figure 5.13 Modèle moléculaire de la conformation optimisée du biphényle adsorbé sur une
surface de Cu(111) formé après le couplage des fragments phényles adsorbés.
Afin de comparer plus directement les résultats obtenus avec les observations expérimentales,
des images STM de ces différents intermédiaires réactionnels ont été calculées.
5.2.5 Imagerie STM des espèces
Dans l’expérience du couplage de Ullmann, l’évolution de la réaction de surface peut
être suivie en analysant les images STM des espèces adsorbées. Par exemple, l’image de
l’iodobenzène est assez différente de celle du fragment phényle et de l’atome d’iode pour
permettre l’identification des espèces in situ sans ambiguïté (figure 5.14). De manière
analogue à cette expérience, nous avons calculé les images STM des conformations obtenues
pour voir comment notre solveur était en mesure de reproduire les caractéristiques des
images expérimentales.
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FIG. 3 (color). Adsorption and geometry of reactants. (a) A
STM image of step edge bound iodobenzene shows a larger
protrusion on the left side indicating the iodine position (image
size: 60 3 42 Å2]. (b) The STM image shows two phenyls
(triangular shape) and an iodine atom (center) adsorbed at
a (100)-type step edge after tip-induced dissociation of two
iodobenzene molecules. The other iodine was deliberately
transferred to the tip apex to improve the image resolution [19].
The approximate triangular shape with a maximum in the center
is typical for phenyl/benzene adsorbed at a hollow site with
three of its C atoms positioned on top of three substrate atoms
[21]. The dashes indicate the location of the step (image size:
45 3 31 Å2). (c) A sphere model of the chemical constituents
illustrates the adsorption sites of phenyl and iodine in (b).
movement was accomplished by increasing the tunneling
current by a factor of 200 at its initial site to reduce the
tip-phenyl separation. Then the tip was moved along the
predetermined path in constant current mode. The corre-
sponding tip height curves during manipulation [Fig. 4(b)]
show typical pulling behavior [11] with hops equal to a0
or 2a0 along the step edges. Stronger tip-adsorbate forces
(lower tunneling gap resistance) are necessary to move a
phenyl compared to an iodobenzene. We attribute this to
the sC-Cu bonding of phenyl to the step edge in addition
to its p interaction with the terrace.
If necessary, the iodine atoms were also pulled by the tip
to further separate them from the phenyls [Fig. 2(d)] and
to clear the manipulation path [Figs. 2(e) and 1(c)]. Lat-
eral manipulation was continued until two phenyls were
located close to each other [Figs. 2(f) and 1(e)]. The short-
est achievable distance between the centers of two phenyls
is 3.9 6 0.1 Å, as determined from the STM images. We
emphasize that even though the two phenyls are brought
together spatially they do not join at our working tempera-
ture (20 K) unless further measures are taken: In attempts
to laterally manipulate the phenyl couple, the two phenyls
are always separated again. Therefore we assume that both
phenyls are still bound to the step edge via their sC-Cu
bonds at this stage.
To induce the last reaction step, association, we used
molecular excitation by inelastic tunneling. Figure 4(c)
visualizes the chemical association of two phenyls brought
to the closest approach. The upper half of this image was
acquired before association. Right above the center of
the phenyl couple the tip was stopped and the bias was
raised to 500 mV for 10 s. Then the voltage was reduced
to its original value of 100 mV and the STM tip continued
scanning the lower half of the image, which corresponds to
the postassociation stage. The distance between the phenyl
centers changes upon association with 4.4 6 0.05 Å [see
Fig. 4(c), inset] which is consistent with the distance of
4.3 Å between the two centers of the p rings in gas-phase
biphenyl [23]. It is known that biphenyl binds with both
p rings parallel to the Cu(111) terrace at low temperatures
and interacts through its p orbitals with the substrate [4].
We suggest the following explanation for the association
process: Since the two adjacent phenyls are initially tied
up to the step edge, both of their sC-Cu bonds are pointing
towards it. If the phenyls are activated by the tunneling cur-
rent, this can also lead to their in-plane rotation. A slight
rotation points the reactive C- atoms out of the step edge
normal. As Zheng et al. [24] explained, this can lead to
the formation of a sC-C bond, if the initial rotation is suffi-
ciently energetic. By exposing the phenyls to the 500 meV
electrons of the tunneling current the necessary activation
energy is supplied. The observed process can be initiated
only by using voltages $0.5 V. Since the bias necessary
for association is as small as 0.5 V, dehydrogenation dur-
ing the association process can be ruled out.
Successful chemical association is verified by pulling
the synthesized molecule by its front end with the STM
tip [11] [Figs. 5(a), 5(b), and 1(f)]. The corresponding
FIG. 4. Investigations concerning the mechanisms of dissocia-
tion, manipulation, and association. (a) A double logarithmic
plot of the dissociation rate of iodobenzene versus the tunneling
current shows a slope close to unity indicating a single electron
process. (b) Tip height curve during lateral movement of a
phenyl corresponding to Figs. 2(e) and 2(f). During pulling
adsite hops of distances a0 and 2a0 can be observed. (c) A
background subtracted STM image with a phenyl couple in its
center. The upper and lower parts correspond to the stages before
and after the chemical association. The tip height profile across
the centers of the synthesized biphenyl molecule is indicated.
(Image parameters: 1100 mV, 1.3 nA; 24 3 7 Å2.)
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(a) Iodobenzène
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FIG. 3 (color). Adsorption and geometry of reactants. (a) A
STM image of step edge bound iodobenzene shows a larger
protrusion on the left side indicating the iodine position (image
size: 60 3 42 Å2]. (b) The STM image shows two phenyls
(triangular shape) and an iodine atom (center) adsorbed at
a (100)-type step edge after tip-induced dissociation of two
iodobenzene molecules. The other iodine was deliberately
transferred to the tip apex to improve the image resolution [19].
The approximate triangular shape with a maximum in the center
is typical for phenyl/benzene adsorbed at a hollow site with
three of its C atoms positioned on top of three substrate atoms
[21]. The dashes indicate the location of the step (image size:
45 3 31 Å2). (c) A sphere model of the chemical constituents
illustrates the adsorption sites of phenyl and iodine in (b).
movement was accomplished by increasing the tunneling
current by a factor of 200 at its initial site to reduce the
tip-phenyl separation. Then the tip was moved along the
predetermined path in constant current mode. The corre-
sponding tip height curves during manipulation [Fig. 4(b)]
show typical pulling behavior [11] with hops equal to a0
or 2a0 along the step edges. Stronger tip-adsorbate forces
(lower tunneling gap resistance) are necessary to move a
phenyl compared to an iodobenzene. We attribute this to
the sC-Cu bonding of phenyl to the step edge in addition
to its p interaction with the terrace.
If necessary, the iodine atoms were also pulled by the tip
to further separate them from the phenyls [Fig. 2(d)] and
to clear the manipulation path [Figs. 2(e) and 1(c)]. Lat-
eral manipulation was continued until two phenyls were
located close to each other [Figs. 2(f) and 1(e)]. The short-
est achievable distance between the centers of two phenyls
is 3.9 6 0.1 Å, as determined from the STM images. We
emphasize that even though the two p enyls are brought
together spatially th y do not join at our working tempera-
ture (20 K) unless further measures re taken: In att ts
to laterally ma ipulate phenyl coupl , the two phenyls
are always separated again. Therefore we assume that both
pheny s re till bound to the step edge via their sC-Cu
bonds at this stage.
To induce the last reaction step, association, we used
molecular excitation by inelastic tunneling. Figure 4(c)
visualizes th chem cal association of two phenyls brought
to the closest approach. The upper half of this image was
acquired before association. Right above the c nter of
the phenyl couple the tip was stopped and the bias was
raised to 500 mV for 10 s. Then the voltage was reduced
to its original value of 100 mV and the STM tip continued
scanni g the lower half of the image, which corresponds to
the posta sociation stage. The distance betw en the p nyl
cent rs changes upon association with 4.4 6 0.05 Å [see
Fig. 4(c), inset] whic is consistent with the distance of
4.3 Å between the two cent rs of the p rings in gas-phase
biphenyl [23]. It is known that biphenyl binds with both
p rings parallel to the Cu(111) terrace at low temperatures
and interacts through its p orbitals with the substrate [4].
We suggest the following explanation for the association
process: Since the two adjacent phenyls are initially tied
up to the step edge, both of their sC-Cu bonds are pointing
towards it. If the phenyls are activated by the tunneling cur-
rent, this can also lead to their in-plane rotation. A slight
rotation points the reactive C- atoms out of the step edge
normal. As Zheng et al. [24] explained, this can lead to
the formation of a sC-C bond, if the initial rotation is suffi-
ciently energetic. By exposing the phenyls to the 500 meV
electrons of the tunneling current the necessary activation
energy is supplied. The observed process can be initiated
only by using voltages $0.5 V. Since the bias necessary
for association is as small as 0.5 V, dehydrogenation dur-
ing the association process can be ruled out.
Successful chemical association is verified by pulling
the synthesized molecule by its front end with the STM
tip [11] [Figs. 5(a), 5(b), and 1(f)]. The corresponding
FIG. 4. Investigations concerning the mechanisms of dissocia-
tion, manipulation, and a sociatio . (a) A double logarithmic
plo f the dissociation rate of i dobenzene versus the tunneling
current shows a l pe close to unity indicating a single electron
pro ess. (b) Tip height curve during lateral movement of a
phenyl corresponding to Figs. 2( ) and 2(f). During pulling
adsite hops of distances a0 and 2a0 can be observed. (c) A
background subtracted STM image with a phenyl couple in its
center. The upper and lower parts correspond to the stages before
and after the chemical association. The tip height profile across
the centers of the synthesized biphenyl molecule is indicated.
(Image parameters: 1100 mV, 1.3 nA; 24 3 7 Å2.)
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FIG. 5 (color). Verification of succ ssful chem cal as ociation
of two phenyls. (a),(b) The synthesized biphenyl molecule is
pulled by the STM tip from the left pa t of the image to the
middle. (c) The corresponding tip height curve reveals char-
acteristic pulling behavior with the entire molecule traili g the
STM tip for a distance of 7a0. (Image parameters: 1100 mV,
1.3 nA; 60 3 20 Å2.)
tip-height curve [Fig. 5(c)] shows single adsite hops of the
molecule along the step edge. The entire species following
the tip illustrates that the two phenyls have joined together
to a new single molecule. The lack of fragments at the
initial ite and along the pulling path indicates the clean
transfer of the phenyls to biphenyl and the stability of the
product.
In conclusion, we have demonstrated that by employing
the STM tip as an engineering tool on the atomic scale all
steps of a chemical reaction can be induced: Chemical
r ac ants can be prepared, brought together mechanically,
and finally welded together chemically. These processes
open up new f scinating routes to the individual assem-
bly of novel man-designed molecules or construction of
nanoscal molecular- le t onic and mole ular-mechanical
devices from a vari y of building blocks which mi ht also
be prepared in situ.
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(c) biphényl
Figure 5.14 Images STM expérimentales de différentes étapes du couplage de Ullmann.
Reproduit avec permission de Hla et al. [105] © 2001 WILEY-VCH Verlag GmbH, Weinheim.
Les images calculées (figure 5.15) sont très comparables aux images expérimentales. En
effet, l’image de l’iodobenzène prend la forme d’un protrusion déf rmée où le maximum
d’intensité indique la position de l’halogène (figure 5.15a). À titre de comparai on, l’image
calculée d’une molécule de enzène (figur 5.15b) est essentiellement symétrique et présent
un minimum d’intensité au centre de la molécule [174]. Par ailleurs, il est possible de
discriminer facilement la molécule halogénée du radical, car ce dernier prend une forme
pseudo-triangulaire (figur 5.15c). Dans l’image expérimentale, on peut toutefois noter que
le maximum d’intensité est visible au centr de la molécule, ce qui n’est pas le cas dans
l’image calculée, où le maximum d’intensité est plutôt délocalisé vers la partie du cycle la
plus rapproché de la pointe. Étant donné que les images expérimentales o t été réalisées
en bordure de marche, il est possible que cett différence soit attribuable aux effets de bord
rencontrés dans ces régions.
(a) Bromobenzène (b) Benzène (c) Fragment phényle (d) biphényle
Figure 5.15 Images STM de différ ntes espèces intervenant dans la réaction de Ullmann.
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Finalement, de la même manière que les images STM expérimentales, l’image STM de la
molécule de biphényle prend la forme d’une protubérance ellipsoïdale qui suit l’axe de la
molécule (figure 5.15d). De plus, comme pour le profil expérimental montré à la figure 5.16a,
le profil de l’image calculée révèle une faible baisse du courant tunnel vers le centre de la
molécule.
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FIG. 3 (color). Adsorption and geometry of reactants. (a) A
STM image of step edge bound iodobenzene shows a larger
protrusion on the left side indicating the iodine position (image
size: 60 3 42 Å2]. (b) The STM image shows two phenyls
(triangular shape) and an iodine atom (center) adsorbed at
a (100)-type step edge after tip-induced dissociation of two
iodobenzene molecules. The other iodine was deliberately
transferred to the tip apex to improve the image resolution [19].
The approximate triangular shape with a maximum in the center
is typical for phenyl/benzene adsorbed at a hollow site with
three of its C atoms positioned on top of three substrate atoms
[21]. The dashes indicate the location of the step (image size:
45 3 31 Å2). (c) A sphere model of the chemical constituents
illustrates the adsorption sites of phenyl and iodine in (b).
movement was accomplished by increasing the tunneling
current by a factor of 200 at its initial site to reduce the
tip-phenyl separation. Then the tip was moved along the
predetermined path in constant current mode. The corre-
sponding tip height curves during manipulation [Fig. 4(b)]
show typical pulling behavior [11] with hops equal to a0
or 2a0 along the step edges. Stronger tip-adsorbate forces
(lower tunneling gap resistance) are necessary to move a
phenyl compared to an iodobenzene. We attribute this to
the sC-Cu bonding of phenyl to the step edge in addition
to its p interaction with the terrace.
If necessary, the iodine atoms were also pulled by the tip
to further separate them from the phenyls [Fig. 2(d)] and
to clear the manipulation path [Figs. 2(e) and 1(c)]. Lat-
eral manipulation was continued until two phenyls were
located close to each other [Figs. 2(f) and 1(e)]. The short-
est achievable distance between the centers of two phenyls
is 3.9 6 0.1 Å, as determined from the STM images. We
emphasize that even though the two phenyls are brought
together spatially they do not join at our working tempera-
ture (20 K) unless further measures are taken: In attempts
to laterally manipulate the phenyl couple, the two phenyls
are always separated again. Therefore we assume that both
phenyls are still bound to the step edge via their sC-Cu
bonds at this stage.
To induce the last reaction step, association, we used
molecular excitation by inelastic tunneling. Figure 4(c)
visualizes the chemical association of two phenyls brought
to the closest approach. The upper half of this image was
acquired before association. Right above the center of
the phenyl couple the tip was stopped and the bias was
raised to 500 mV for 10 s. Then the voltage was reduced
to its original value of 100 mV and the STM tip continued
scanning the lower half of the image, which corresponds to
the postassociation stage. The distance between the phenyl
centers changes upon association with 4.4 6 0.05 Å [see
Fig. 4(c), inset] which is consistent with the distance of
4.3 Å between the two centers of the p rings in gas-phase
biphenyl [23]. It is known that biphenyl binds with both
p rings parallel to the Cu(111) terrace at low temperatures
and interacts through its p orbitals with the substrate [4].
We suggest the following explanation for the association
process: Since the two adjacent phenyls are initially tied
up to the step edge, both of their sC-Cu bonds are pointing
towards it. If the phenyls are activated by the tunneling cur-
rent, this can also lead to their in-plane rotation. A slight
rotation points the reactive C- atoms out of the step edge
normal. As Zheng et al. [24] explained, this can lead to
the formation of a sC-C bond, if the initial rotation is suffi-
ciently energetic. By exposing the phenyls to the 500 meV
electrons of the tunneling current the necessary activation
energy is supplied. The observed process can be initiated
only by using voltages $0.5 V. Since the bias necessary
for association is as small as 0.5 V, dehydrogenation dur-
ing the association process can be ruled out.
Successful chemical association is verified by pulling
the synthesized molecule by its front end with the STM
tip [11] [Figs. 5(a), 5(b), and 1(f)]. The corresponding
FIG. 4. Investigations concerning the mechanisms of dissocia-
tion, manipulation, and association. (a) A double logarithmic
plot of the dissociation rate of iodobenzene versus the tunneling
current shows a slope close to unity indicating a single electron
process. (b) Tip height curve during lateral movement of a
phenyl corresponding to Figs. 2(e) and 2(f). During pulling
adsite hops of distances a0 and 2a0 can be observed. (c) A
background subtracted STM image with a phenyl couple in its
center. The upper and lower parts correspond to the stages before
and after the chemical association. The tip height profile across
the centers of the synthesized biphenyl molecule is indicated.
(Image parameters: 1100 mV, 1.3 nA; 24 3 7 Å2.)
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(a) Profil expérimental [101].
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(b) Profil calculé avec TH.
Figure 5.16 a) Profils de la molécule de biphényle obtenus expérimentalement. Reproduit
avec permission de Hla et al. [105] © 2001 WILEY-VCH Verlag GmbH, Weinheim. b) Profil
calculé avec notre solveur.
En conclusion, les résultats obtenus pour les géométries et les images STM des différents
intermédiaires montrent que notre solveur peut modéliser correctement des systèmes où les
processus de relaxation sont importants et ce, à une fraction de coût computationnels de
théories comme la DFT. Les faibles écarts de géométries que nous obtenons par rapport
à la DFT ne sont pas vraiment distingables dans les images STM calculées. Notre solveur
devient donc un outil diagnostique intéressant pour suivre la réactivité des espèces adsorbées.
5.3 Simulation de l’adsorption du NN et du NBr sur un surface reconstruite de
Si(111)-B
Jusqu’à maintenant, les images STM calculées présentées dans cette thèse possédaient
des dimensions assez restreintes, ne couvrant que quelques Å2. Pour certains systèmes,
l’arrangement supramoléculaire s’effectue sur de grandes distances et il peut être alors
nécessaire de calculer des images de grandes tailles pour être en mesure de lier les contrastes
es images STM aux arrangements supramoléculaires. Dans ces conditions, le calcul
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de l’image peut être découpé en multiples sous-problèmes indépendants pouvant être
solutionnés sur des infrastructures massivement parallèles contenant par exemple des GPU.
Pour montrer l’intérêt d’une telle méthode, nous avons étudié l’influence des groupements
halogénés sur la morphologie d’îlots moléculaires 2D adsorbés sur une surface reconstruite de
Si(111) fortement dopés en bore. En particulier, nous avons réalisé des simulations avec les
molécules de 1,4-di(4’4"-pyridyl)benzène (NN) et 4-(4"-bromophényl)-(4’-pyridine) (NBr),
systèmes étudiés expérimentalement par G. Zhan et al. [175]. La comparaison expérimentale
des images STM du 4,4"-dibromo-p-terphényl (DBT), NBr et NN semble montrer que la
densité du réseau supramoléculaire augmente avec la présence de groupements halogénés
(figure 5.17). Ces résultats suggèrent que la substitution d’atomes d’azote par des atomes de
brome contribue à affaiblir les interactions molécule-surface et à augmenter les interactions
molécule-molécule [175].
(a) DBT (b) NBr (c) NN
Figure 5.17 Images STM d’îlots 2D de DBT, NBr et NN adsorbés sur une surface de Si(111)-B.
Conditions des images : a) (29×29 nm2 I=10 pA V=1,7 V) b) (78×78 nm2 I=20 pA V=-2,2 V)
c) (15×15 nm2 I=10 pA V=-1,5 V). Reproduit avec permission de Makoudi et al. [176] © 2014
PCCP Owner Societies. et [175].
5.3.1 Surface reconstruite de Si(111)-B
Les surfaces de silicium comme Si(111) 7×7 exposent une haute densité de liaisons pendantes
à la surface ce qui les rend très réactives et entraîne la formation de liens covalents avec
des molécules adsorbées. Pour limiter cette réactivité, il est possible de doper ces surfaces
avec des atomes de bore. Pendant ce processus, les atomes tétravalents de silicium sont
substitués par des atomes trivalents de bore ce qui limite la présence de paires libres et
permet la passivation de la surface [177, 178]. Catalysée par chauffage, la surface dopée
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favorise une reconstruction
√
3 × √3R30° à partir de Si(111) 7 × 7 [179, 180] (figure 5.18).
Contrairement aux autres dopants du troisième groupe (Al, Ga, In), le bore a la particularité
d’occuper une position dans une sous-couche du massif, directement sous un adatome de
Si (figure 5.18a). Cette caractéristique est attribuable au fait que les liens Si-B sont plus
courts, ce qui entraîne un encombrement stérique important dans la morphologie typique
présentant les adatomes en position T4 [177]. Cette particularité fait donc en sorte que seuls
des atomes de Si sont exposés à la surface. Dans cette configuration, on obtient donc un
subtrat à la fois semi-conducteur et peu réactif.
β
α
(a) Vue de dessus
[110]
[111]
(b) Vue de côté
Figure 5.18 Schéma d’une surface reconstruite de Si(111)-B. Les atomes en jaune représentent
les adatomes de Si, les atomes en rouge représentent les atomes de bore. Les autres atomes
de Si sont représentés avec des tailles correspondant à leur position par rapport à la surface.
La morphologie particulière de la surface reconstruite de Si(111)-B limite la possibilité de
suggérer un modèle moléculaire fiable étant donné que la molécule adsorbée peut se déformer
suivant la corrugaison de la surface. La capacité de notre solveur à optimiser la géométrie
des molécules a donc été exploitée pour raffiner notre hypothèse de départ.
5.3.2 Imagerie STM calculées des systèmes
Pour mieux expliquer les images STM expérimentales et caractériser l’équilibre entre les
interactions intermoléculaires et les interactions avec la surface, une optimisation d’un
arrangement de molécules de NN et NBr a été réalisée sur une surface de Si(111)-B et les
images STM dynamiques ont par la suite été calculées. Les figures 5.19 et 5.20 montrent
différentes vues des géométries optimisées sur Si(111)-B de NBr et NN respectivement.
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(a) Vue de dessus
(b) Vue de côté
Figure 5.19 Modèle moléculaire de l’adsorption de molécules de NBr sur une surface de
Si(111)-B. Vue artistique des adatomes de la surface.
On peut voir dans la figure 5.19 que les molécules de NBr s’organisent sous forme de dimères
dans un arrangement où les cycles forment un angle de torsion d’environ 35° par rapport
à la surface de sorte à minimiser les effets stériques tout en favorisant le recouvrement des
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cycles aromatiques (figure 5.19b). La distance la plus courte entre deux atomes de brome est
2,0 Å. De plus, dans la figure 5.19a, les molécules sont tournées d’environ 22° par rapport au
vecteur ~β de la surface afin de maximiser les interactions entre les hétéroatomes et la surface.
Finalement, l’interaction entre les atomes d’azote et la surface font pointer les molécules
vers celle-ci avec un angle d’environ 10°, les atomes de brome étant plus éloignés de la surface.
(a) Vue de dessus (b) Vue de côté
Figure 5.20 Modèle moléculaire de l’adsorption de molécules de NN sur une surface de
Si(111)-B. Vue artistique des adatomes de la surface.
De manière analogue au cas du NBr, les géométries optimisées de nano-lignes de NN
(figure 5.20) montrent que l’essentiel des interactions molécules-surface est dû aux
interactions électrostatiques entre les atomes d’azote et les adatomes de silicium. Les atomes
d’azote pointant vers la surface, la molécule est déformée avec un angle d’environ 8°. Les
cycles aux extrémités reposent de part et d’autre des atomes de la surface en adoptant un
angle de torsion de 60° et un angle de 14° par rapport à ~α (figure 5.20a). Le cycle aromatique
central repose au dessus d’un atome de Si, permettant une séparation de 1,34 nm entre les
molécules. Finalement, les interactions molécule-molécule sont principalement dominées par
la présence d’interactions électrostatiques stabilisantes N· · ·H — C, ce qui explique la forme
linéaire caractéristique de l’arrangement supramoléculaire. L’arrangement des molécules à
la frontière de deux nano-lignes reprend les mêmes caractéristiques que pour les lignes. Les
distances N· · ·H sont cependant plus longues (3 Å par rapport à 2,2 Å pour les nano-lignes)
ce qui suggère une frustration géométrique et une plus faible interaction molécule-molécule
à la jonction de deux lignes.
Les image STM calculées pour le dimère de NBr reproduisent les principaux éléments
des constrastes des images expérimentales (figure 5.21). En effet, l’image est constituée
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d’une alternance de protrusions claires et moins claires occasionnées par la géométrie
anti-parallèle des molécules de NBr dans le dimère. Les protrusions plus claires sont
attribuables aux atomes de brome plus rapprochées de la pointe alors que les protrusions
plus sombres sont plutôt dues aux atomes d’azote des groupements pyridyl près de la surface.
(a) Image expérimentale (b) Image calculée
Figure 5.21 Image STM expérimentale et calculée d’îlots de NBr adsorbés sur une surface de
Si(111)-B. (5,4×4,3 nm2 I=10 pA, V=1,6 V).
De même que pour NBr, on retrouve une excellente adéquation entre les images
expérimentales et les images calculées pour une jonction de nano-lignes de NN. Les deux
images sont constituées de protrusions périodiques séparées par une distance de 1,35 nm,
légèrement supérieures à la longueur d’une molécule de NN (1,14 nm). Ces protrusions
sont principalement associées au cycle central des molécules. L’analyse des images STM
permet de trouver un angle de rotation des molécules d’environ 15° par rapport au vecteur
~α de la surface, ce qui est comparable avec la géométrie optimisée obtenue avec notre solveur.
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(a) Image expérimentale (b) Image calculée
Figure 5.22 Images STM expérimentale et calculée d’une jonction de nano-lignes de NN
adsorbée sur une surface de Si(111)-B. (6,2×3,8 nm2, I=10 pA, V= 1,6V).
En conclusion, l’étude de la géométrie d’adsorption de NN et NBr sur une surface de
Si(111)-B a été réalisée. Nos résultats montrent que l’arrangement supramoléculaire de
ces systèmes est déterminé par un équilibre subtil entre les interactions molécule-molécule
et molécule-surface. En effet, la liaison entre les atomes d’azote et la surface domine les
interactions molécule-surface alors que la présence d’atomes de brome contribue plutôt
à améliorer les interactions molécule-molécule. Cet équilibre nous permet d’observer la
formation d’îlots plutôt compacts pour les molécules de NBr alors que les molécules
de NN forment plutôt des nano-lignes. Ces résultats suggèrent que le remplacement des
atomes d’azote par des groupements interagissant plus faiblement avec la surface facilite
les interactions latérales des molécules et permet la formation d’îlots 2D. De plus, nos
résultats permettent d’identifier la source des contrastes retrouvés dans les images STM
expérimentales. À partir des images STM calculées pour NBr, il est aussi possible de voir
que ce qui s’apparente à une molécule (forme encerclée à la figure 5.21) est en fait un dimère
formé d’une paire anti-parallèle de molécules de NBr.
Par ailleurs, les images STM calculées confirment l’excellente performance du solveur. Le
potentiel de calcul parallèle des GPU a donné accès au domaine de calcul d’images de l’ordre
du nm2 dans des délais raisonnables, ce qui a nous a permis de reproduire des contrastes
d’îlots complets plutôt que de molécules individuelles. Ces résultats donnent de nouvelles
indications sur les conséquences de la présence de groupements halogénés sur l’équilibre
entre les interactions molécules-molécules et molécules-surface. Dans la prochaine section,
nous quantifierons ces performances et évaluerons dans quelle mesure notre solveur est plus
performant lorsque nous calculons les images à l’aide de GPU.
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5.4 Analyse des performances
Un des objectifs de ce projet consistait à développer un outil performant pouvant calculer
des images STM de bonne qualité et très rapidement. Dans cette section, nous nous
penchons sur les performances de notre solveur en réalisant un banc d’essai visant à évaluer
ses performances face aux goulots d’étranglement et à quantifier l’impact de l’utilisation
de GPU sur le temps de calcul des images STM. Dans tous nos tests, nous avons utilisé un
processeur Intel Xeon Ivy Bridge E5-2670 v2 possédant 10 cœurs cadencés à 2,5 GHz et
disposant de 128 Go de mémoire vive pour la partie CPU et une carte graphique NVidia
K20 dédiée possédant 2496 cœurs cadencés à 706 MHz et disposant de 5 Go de mémoire
GDDR5.
5.4.1 Coût computationnel de la considération de la relaxation moléculaire
Comme nous l’avons vu au chapitre 2, la considération de la relaxation moléculaire
implique forcément un surcoût computationnel par rapport au simple calcul de la structure
électronique. En effet, les méthodes d’optimisation de géométrie impliquent non seulement
de calculer la structure électronique à chaque étape, mais aussi de calculer les forces pour
parcourir la surface de potentiel et de localiser l’énergie minimale du système. Dans notre
modèle, le calcul des forces se fait avec une complexité algorithmique de O(n2) lorsque
tous les atomes sont optimisés. Dans la plupart des cas de systèmes adsorbés sur des
surfaces, il convient de considérer les atomes de la surface comme étant fixes ; la complexité
algorithmique devient alors en O(mn), où m correspond au nombre d’éléments à optimiser
et n correspond au nombre total d’orbitales du système. En ne traitant qu’un petit nombre
d’atomes à optimiser (cas d’une molécule de petite taille adsorbée sur une grande surface),
le calcul des forces devient alors dépendant en O(n) du nombre d’orbitales de la surface.
Pour montrer l’impact de la considération de la relaxation moléculaire sur le calcul de la
structure électronique, le temps de calcul de l’optimisation de géométrie d’une molécule de
2HTPP adsorbée sur une surface de Ag(111) a été évalué, en prenant soin de séparer les
différentes étapes du calcul. Le tableau 5.1 regroupe les temps requis pour chaque étape dans
le calcul d’une itération du solveur en mode séquentiel. Le système de référence consistait
en une molécule de 2HTPP adsorbé sur une surface constituée de 920 atomes de Ag, le tout
constituant un système de 8502 orbitales.
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Tableau 5.1 Étapes du calcul de la structure électronique
Élément du calcul temps requis (ms)
Matrice de recouvrement (S) 2443
Hamiltonien (H) 797
Diagonalisation 278251
van der Waals 32
Répulsion 1086
Énergie électronique Non détectable
Calcul des forces 51662
Sans surprise, on constate que la diagonalisation et le calcul des forces sont les étapes les
plus longue du processus. Afin de s’assurer que la complexité algorithmique était respectée,
une analyse du temps de calcul de ces étapes en fonction du nombre d’atomes a été réalisée.
Pour ce faire, nous avons fait varier le nombre d’atomes constituant la surface en conservant
la même molécule à optimiser. Les figures 5.23 et 5.24 montrent l’évolution du temps de
calcul requis respectivement pour la diagonalisation et l’évaluation des forces. Tel que prévu,
on peut constater que la complexité est cubique pour la diagonalisation et linéaire pour le
calcul des forces, lorsque le nombre de degrés de liberté du système ne change pas. Ces deux
figures confirment que notre solveur respecte la complexité algorithmique théorique et que
les latences dues à l’implémentation sont minimales.
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Figure 5.23 Temps de calcul requis pour la diagonalisation. Une tendance cubique est illustrée
en pointillés rouge.
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Figure 5.24 Temps de calcul requis pour le calcul des forces. Une tendance linéaire est illustrée
en pointillés rouge.
La stratégie principale pour le contournement de la complexité algorithmique des goulots
d’étranglement consistait à paralléliser ces étapes. Afin d’évaluer l’efficacité de cette
stratégie, le temps de calcul de l’optimisation de géométrie du système de 2HTPP a été
comptabilisé en faisant varier le nombre de processeurs utilisés.
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Figure 5.25 Diminution du temps de calcul en fonction du nombre de processeurs pour le
calcul de la structure électronique d’un système. Le profil idéal, donné par la loi d’Amdahl
pour un processus parallélisable à 95% est illustré en pointillés rouge.
La figure 5.25 montre que le temps de calcul diminue bel et bien à mesure que le nombre
de processeurs impliqués augmente. Afin de caractériser les pertes de performance dues à la
latence de communication et d’accès mémoire, les résultats obtenus ont été comparés avec le
cas idéal de la loi d’Amdahl en considérant le cas où 95% du problème serait parallélisable.
On voit que les performances de notre solveur restent en excellente adéquation avec le cas
idéal, même lorsqu’on augmente le nombre de processeurs impliqués dans le calcul. Ces
résultats suggèrent donc que notre implémentation minimise la latence et que la majeure
partie du temps de calcul est utilisée judicieusement.
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5.4.2 Calcul des images STM à l’aide de GPU
Finalement, une comparaison des performances du calcul d’une image STM sur CPU et GPU
a été réalisée. Pour un même système moléculaire (un système étendu de nanolignes de NN
adsorbées sur une surface de Si(111)-B), une image contenant de plus en plus de pixels a été
calculée en utilisant l’une ou l’autre des infrastructures. Afin de faire une comparaison juste
du potentiel des GPU par rapport aux CPU, le calcul a été réalisé avec une version CPU
optimisée, parallélisée et vectorielle de notre solveur et le calcul sur GPU a été limité à
l’utilisation d’une seule carte graphique. La figure 5.26 montre une accélération drastique
des performances pour la version GPU de notre algorithme.
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Figure 5.26 Comparaison du temps de calcul d’une image STM sur CPU (en bleu) et GPU
(en rouge).
La comparaison des temps de calcul sur CPU et GPU révèle que notre implémentation GPU
offre un gain de performance d’environ 30x par rapport à la version CPU parallèle. Cette
amélioration ouvre donc la voie à la simulation d’images STM de systèmes moléculaires
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très étendus. À titre d’exemple, la figure 5.27 superpose les domaines calculés avec la
version CPU (zone grisée) et la version GPU (zone totale) pour un intervalle de temps
donné. L’image obtenue par GPU permet de comparer un domaine étendu de nano-lignes
de NN avec l’image STM expérimentale (figure 5.17c) :
Figure 5.27 Comparaison entre la portion d’image calculée par CPU (zone grise) et GPU
(image complète) pour un même temps de calcul. Dimensions de l’image calculée sur CPU :
2,0×2,4 nm2. Dimensions de l’image calculée sur GPU : 10×12 nm2 .
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5.5 Conclusion
Dans ce chapitre, nous avons exploré certains systèmes moléculaires d’intérêts où la relaxation
moléculaire pouvait influencer grandement les images STM calculées. Nous avons d’abord
simulé la métallation d’une molécule de 2HTPP et nous avons caractérisé les changements
géométriques induits par le métal chélaté et la surface de Ag(111). Nos résultats montrent
que notre solveur décrit correctement les interactions organométalliques et peut modéliser
les détails morphologiques subtils des images STM de ces systèmes. De plus, nous avons
été en mesure de reproduire la réaction de Ullmann assistée par une surface de Cu(111)
entre deux molécules de bromobenzène. Bien que nos résultats ne permettent pas de
réellement caractériser les détails du mécanisme de cette réaction, les géométries obtenues
pour les intermédiaires réactionnels sont en adéquation avec les résultats expérimentaux
et sont tout à fait comparables aux résultats obtenus avec des méthodes DFT beaucoup
plus sophistiquées. Ensuite, la modélisation d’îlots moléculaires halogénés sur une surface
de Si(111)-B a été réalisée. Les images STM obtenues sont non seulement conformes aux
résultats expérimentaux, mais les structures optimisées ont permis de mieux comprendre les
divers éléments à l’origine des contrastes complexes de ces images. Finalement, une étude des
performances de notre solveur a été réalisée. Nos résultats montrent que notre outil demeure
performant dans les limites du modèle mathématique sur lequel il repose, mais aussi que
la parallélisation de notre solution est optimale. Finalement, la comparaison des temps de
calculs sur CPU et GPU confirme que notre implémentation bénéficie d’une amélioration
drastique des performances, ouvrant la voie à l’exploration de systèmes moléculaires très
étendus.
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CHAPITRE 6 CONCLUSION
Nous concluons cette thèse en faisant d’abord un retour sur nos travaux et en mettant
l’accent sur l’aspect novateur de notre approche. Nous nous attardons ensuite sur les limites
de la solution proposée et comment celles-ci peuvent constituer des écueils possibles à la
simulation de certains systèmes moléculaires et nous terminons en proposant des pistes de
solutions visant à contourner ces limites et à améliorer la solution proposée.
6.1 Synthèse des travaux
L’objectif principal de ce projet consistait à considérer la relaxation moléculaire survenant à
la suite d’une intrusion dans la simulation d’imagerie STM de manière interactive. L’atteinte
de cet objectif a été possible par la mise en place de plusieurs stratégies :
1. La théorie moléculaire ASED a été utilisée pour calculer la structure électronique des
systèmes étudiés.
2. Un terme de van der Waals, basé sur l’équation empirique de Grimme [131] et utilisée
en DFT a été ajouté au formalisme de ASED.
3. Pour tenir compte de la relaxation moléculaire survenant à la suite d’une intrusion
physique ou chimique, l’algorithme d’optimisation non-linéaire BFGS a été utilisé.
4. La structure électronique de la géométrie relaxée a pu être utilisée avec la théorie
de TH pour calculer le courant tunnel pour chaque pixel de l’image.
5. Toutes les étapes du calcul de l’image STM ont été implémentées en prenant soin
de découper le problème principal en sous-éléments parallèles afin de profiter des
infrastructures informatiques actuelles. En particulier, un algorithme hybride utilisant
le potentiel des processeurs GPU a été développé pour calculer, pixel par pixel, le
courant tunnel responsable des contrastes observés en imagerie.
6.1.1 Validation du modèle
Après avoir implémenté notre algorithme, nous l’avons mis à l’épreuve en optimisant
plusieurs centaines de géométries de molécules et en confrontant nos résultats aux
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géométries de structures cristallines ou encore à des résultats obtenus par des méthodes
théoriques comme la DFT. Cette analyse nous a permis de constater qu’en dépit de la
simplicité de notre approche, notre modèle permettait de simuler correctement les géométries
d’équilibre d’un espace chimique assez vaste. Dans la plupart des cas, nos conformations
sont équivalentes aux résultats obtenus par des méthodes DFT qui considèrent les
interactions de van der Waals, au profit d’un calcul ne nécessitant qu’une fraction du temps
demandé par de telles méthodes. En particulier, l’ajout du terme de van der Waals à la
théorie ASED nous a permis d’obtenir les conformations et les hauteurs d’adsorption de
molécules physisorbées sur des surfaces métalliques et de bien représenter les géométries
de l’ensemble s22 contenant des complexes dominés par des interactions non-covalentes.
Ces résultats nous ont ainsi amenés à tenter des simulations sur des systèmes plus complexes.
6.1.2 Exploration
Nous avons exploré quelques systèmes où la relaxation moléculaire suivant une intrusion est
importante. En particulier, nous nous sommes concentrés sur (1) l’étude de la relaxation
survenant lors de la métallation de la 2HTPP adsorbée sur une surface de Ag(111), (2)
les étapes de la réaction de Ullmann assistée par une surface de Cu(111) et (3) l’effet de
la présence d’atomes halogénés sur l’organisation à grande échelle de molécules organiques
adsorbées sur des surfaces de Si(111)-B.
Notre étude conformationnelle de la métallation de la 2HTPP nous a permis de reproduire
les caractéristiques principales des images STM expérimentales avant et après l’étape de
métallation avec des adatomes de fer et de cobalt et d’établir une correspondance entre le
conformations des complexes et les contrastes des images. Par ailleurs, nos résultats nous
ont permis de montrer l’effet de la relaxation moléculaire sur les images calculées.
La réalisation des étapes de la réaction de Ullmann assistée par la surface pour la molécule
de bromobenzène a été réalisée. En utilisant les capacités d’optimisation de géométrie de
notre solveur, nous avons été en mesure d’obtenir les intermédiaires réactionnels avec une
précision équivalente aux résultats obtenus par DFT. Notre analyse mécanistique a toutefois
été limitée par le fait que notre outil ne réalise qu’un parcours de la surface de potentiel du
système, et ne peut conséquemment que garantir l’atteinte d’un minimum local.
Finalement, notre étude des adsorbats de NN et NBr nous a permis d’exploiter pleinement
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le potentiel du calcul parallèle du courant tunnel en réalisant des images STM sur des
domaines moléculaires étendus. Nos résultats nous ont permis de mieux comprendre l’effet de
la présence d’atomes halogénés sur les géométries d’adsorption des molécules et de faire un
lien plus clair entre la morphologie des îlots et les contrastes des images STM expérimentales.
6.1.3 Performances
Pour caractériser les performances de notre outil, nous avons réalisé un banc d’essai visant à
identifier les goulots d’étranglement et à montrer comment l’utilisation du potentiel des GPU
contribuait à repousser les frontières de la simulation d’images STM. En caractérisant le
temps requis pour chaque élément du calcul, nous avons montré que les deux goulots
d’étranglement du calcul de la structure électronique résidaient dans le calcul des forces et
dans la diagonalisation, cette dernière étape représentant de loin la partie la plus longue
à réaliser. En effet, nous avons établi que la méthode de diagonalisation directe possédait
une complexité algorithmique d’ordre O (n3) suivant le nombre d’orbitales de notre système.
Les limites algorithmiques mises de côté, notre outil demeure toutefois très performant et
nous avons montré comment notre approche pouvait bénéficier fortement des infrastructures
parallèles.
Finalement, la version parallèle CPU de notre outil a été comparée à sa variante GPU.
Nos résultats indiquent que l’utilisation de GPU permet d’accélérer d’au moins 30 fois le
calcul d’images STM. L’utilisation des infrastructures GPU nous permet ainsi d’accéder à
un nouveau domaine d’application, par exemple pour la simulation d’images de très grande
dimension. Il s’agit, au meilleur de notre connaissance, du seul outil d’imagerie à effet tunnel
qui considère la relaxation moléculaire et qui utilise le potentiel massivement parallèle des
processeurs GPU.
6.2 Limitations de la solution proposée et perspectives futures
En dépit des résultats obtenus, l’utilisation extensive de notre outil a mis en lumière
certaines limites de notre solution qui restent encore aujourd’hui à surmonter pour répondre
complètement au problème inverse en microscopie à effet tunnel.
Avec une complexité algorithmique d’ordre O (n3), la méthode de diagonalisation reste le
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goulot d’étranglement de la méthode. Cette contrainte fait en sorte qu’il devient difficile de
traiter des systèmes possédant un grand nombre d’orbitales (≥ 10000). Pour contourner ce
problème, quelques stratégies pourraient être mises en place. En particulier, l’utilisation d’une
approche diviser-pour-régner pourrait être envisagée pour découper le système moléculaire
en sous-éléments n’interagissant pas entre eux et à diagonaliser chaque sous-système de
manière indépendante [136]. Cette approche pourrait aussi permettre de décrire de manière
très précise certaines parties de notre système tout en résolvant de manière grossière les
éléments qui nous intéressent peu, à l’image des méthodes de simulation à granularité variable.
Une autre limite importante de notre algorithme est que la surface sur laquelle les molécules
sont adsorbées est considérée comme un objet fini dans l’espace. Cette caractéristique
implique que nous devons générer des surfaces suffisamment grandes pour masquer les effets
de bords associés aux extrémités du modèle moléculaire, ce qui augmente grandement le
nombre d’atomes à considérer. Un traitement plus adéquat de ce problème consisterait à
appliquer un traitement périodique au calcul de la structure électronique. Cette stratégie
ferait en sorte que pour des mailles élémentaires simples, une description complète de la
structure électronique ne dépendrait que d’un petit système matriciel à diagonaliser pour
une multitude de points k dans l’espace réciproque plutôt que de résoudre un très grand
système matriciel une seule fois. Cette stratégie reste aussi très intéressante dans le contexte
où le problème est résolu sur des infrastructures massivement parallèles, car chaque point k
représente un sous-problème complètement indépendant à résoudre.
Finalement, une limite importante de notre solution réside dans le fait que notre méthode
d’optimisation réalise une exploration essentiellement locale de la surface de potentiel.
L’obtention d’une conformation relaxée dépend donc de la qualité de la géométrie de départ.
Cette contrainte n’est habituellement pas problématique dans le contexte où la relaxation
survient à la suite d’une intrusion puisque ces phénomènes entraînent généralement de petits
changements conformationnels localisés. Néanmoins, cette méthode peut poser problème
lorsque la géométrie de départ est mauvaise ou encore lorsqu’on cherche à modéliser des
phénomènes faisant intervenir des barrières de potentiel multiples. Une meilleure approche
pour l’étude de ce genre de cas consiste à utiliser des méthodes d’optimisation globale. En
modélisation moléculaire, les heuristiques globales les plus utilisées sont les algorithmes
génétiques. Ces méthodes génèrent initialement une population de géométries de manière
pseudo-aléatoire, puis couplent certaines caractéristiques des conformations ayant l’énergie
la plus basse pour concevoir la population suivante. Après une multitude d’itérations,
les géométries obtenues se situent habituellement près du minimum global de la surface
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d’énergie potentiel et l’algorithme converge. L’implémentation d’une telle méthode pourrait
ainsi permettre de déterminer des paramètres structuraux d’un échantillon d’intérêt sans
information préalable sur la conformation de départ et s’avèrerait un pas de plus vers la
résolution totalement intégrée des images expérimentales.
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ANNEXE A PARAMÈTRES ATOMIQUES POUR ASED-MO
Tableau A.1 Paramètres C6 (Jnm6mol−1) et R0 (Å) pour tous les éléments de H à Xe.
Élément C6 R0 Élément C6 R0
H 0.14 1.001 K 10.80 1.485
He 0.08 1.012 Ca 10.80 1.474
Li 1.61 0.825 Sc-Zn 10.80 1.562
Be 1.61 1.408 Ga 16.99 1.650
B 3.13 1.485 Ge 17.10 1.727
C 1.75 1.452 As 16.37 1.760
N 1.23 1.397 Se 12.64 1.771
O 0.70 1.342 Br 12.47 1.749
F 0.75 1.287 Kr 12.01 1.727
Ne 0.63 1.243 Rb 24.67 1.628
Na 5.71 1.144 Sr 24.67 1.606
Mg 5.71 1.364 Y-Cd 24.67 1.639
Al 10.79 1.639 In 37.32 1.672
Si 9.23 1.716 Sn 38.71 1.804
P 7.84 1.705 Sb 38.44 1.881
S 5.57 1.683 Te 31.74 1.892
Cl 5.07 1.639 I 31.50 1.892
Ar 4.61 1.595 Xe 29.99 1.881
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Tableau A.2 Paramètres Rcov (Å) pour tous les éléments de H à Cm.
Élément Rcov Élément Rcov Élément Rcov
H 0.31 Zn 1.22 Tb 1.94
He 0.28 Ga 1.22 Dy 1.92
Li 1.28 As 1.20 Ho 1.92
Be 0.96 Se 1.19 Er 1.89
B 0.84 Br 1.20 Tm 1.90
Csp3 0.76 Kr 1.20 Yb 1.87
Csp2 0.73 Rb 1.16 Lu 1.87
Csp1 0.69 Sr 2.95 Hf 1.75
N 0.71 Y 1.90 Ta 1.70
O 0.66 Zr 1.75 W 1.62
F 0.57 Nb 1.64 Re 1.51
Ne 0.58 Mo 1.54 Os 1.44
Na 1.66 Tc 1.47 Ir 1.41
Mg 1.41 Ru 1.46 Pt 1.36
Al 1.21 Rh 1.42 Au 1.36
Si 1.11 Pd 1.39 Hg 1.32
P 1.07 Ag 1.45 Tl 1.45
S 1.05 Cd 1.44 Pb 1.46
Cl 1.02 In 1.42 Bi 1.48
Ar 1.06 Sn 1.39 Po 1.40
K 2.03 Sb 1.39 At 1.50
Ca 1.76 Te 1.38 Rn 1.50
Sc 1.70 I 1.39 Fr 2.60
Ti 1.60 Xe 1.40 Ra 2.21
V 1.53 Cs 2.44 Ac 2.15
Cr 1.39 Ba 2.15 Th 2.06
Mnhaut-spin 1.39 La 2.07 Pa 2.00
Mnbas-spin 1.61 Ce 2.04 U 1.96
Fehaut-spin 1.32 Pr 2.03 Np 1.90
Febas-spin 1.52 Nd 2.01 Pu 1.87
Cohaut-spin 1.26 Pm 1.99 Am 1.80
Cobas-spin 1.50 Sm 1.98 Cm 1.69
Ni 1.24 Eu 1.98
Cu 1.32 Gd 1.96
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ANNEXE B MOLÉCULES DE L’ENSEMBLE S22
(a) 1 (b) 2 (c) 3 (d) 4 (e) 5
(f) 6 (g) 7 (h) 8 (i) 9
8
(j) 10
(k) 11 (l) 12 (m) 13 (n) 14 (o) 15 (p) 16
(q) 17 (r) 18 (s) 19 (t) 20 (u) 21 (v) 22
Figure B.1 Schéma des complexes de l’ensemble s22.
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ANNEXE C STRUCTURE DU SOLVEUR DÉVELOPPÉ
Le solveur développé au cours de cette thèse s’appuie sur plusieurs réalisations et
implémentations précédemment réalisées par d’autres collègues. En particulier, la philosophie
générale du calcul de la structure électronique et du calcul d’image s’inspire de travaux
précédemment réalisés dans notre groupe [24]. Dans cette section, un sommaire de la
structure de notre code est présenté, en mentionnant les bases sur lesquelles il s’appuie.
Lecture des entrées
Notre solveur a été conçu de manière à être polyvalent et modulable face aux tâches de calcul
demandées et à l’infrastructure sur lequel il est exécuté. En fonction des besoins, il peut donc
être lancé sur des ordinateurs domestiques ou encore sur des super-calculateurs, avec ou sans
processeurs graphiques. Pour gérer cette modularité, un ensemble de paramètres et de tâches
doivent donc être encapsulées dans un contenant et soumis à notre outil lors de l’éxécution.
Nous avons opté pour l’utilisation d’un langage de balisage extensible (XML) pour la
détermination de l’ensemble de nos tâches, paramètres et coordonnées. Le XML a l’avantage
de laisser placer à une modularité permettant l’ajout de fonctionnalités ultérieures, est
simple à lire lors de la consultation pour référence et permet de minimiser les erreurs de
saisies par l’utilisateur. Par exemple, la description des orbitales pour un atome de carbone
prend la forme suivante :
<orbital atom_id="C" nb_elec="2" n="2" l="0" E="-16.6" eps1="1.61" c1="1.0"/>
<orbital atom_id="C" nb_elec="2" n="2" l="1" E="-11.3" eps1="1.59" c1="1.0"/>
Cette philosophie a d’ailleurs été appliquée à la description du modèle moléculaire, puisque
notre solveur est en mesure de lire des fichiers de format CML, qui utilisent le standard XML
pour décrire un système moléculaire. Ce format est d’ailleurs géré par plusieurs outils de
construction de modèles moléculaires, dont le logiciel Avogadro [181] qui a été l’outil de
prédilection pour la construction de tous les modèles présentés dans cette thèse.
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Calcul de l’énergie totale
Le calcul de l’énergie totale dans la théorie moléculaire ASED implique de connaître l’énergie
électronique de Hückel (EEHMO), l’énergie des composantes atomiques séparées (
∑
i Ii),
l’énergie de répulsion (EPF ) et l’énergie de van der Waals (Edisp). L’énergie des composantes
séparées est calculée dès l’initialisation de l’espace mémoire. Les autres termes ont été
implémentés en considérant certaines librairies.
Énergie de Hückel
Pour obtenir l’énergie de Hückel, nous devons d’abord calculer la matrice de recouvrement
S et l’Hamiltonien H de notre système. Chaque élément de Sij est calculé en utilisant
les routines FORTRAN développées par G.A. Landrum pour l’utilitaire YAeHMOP (Yet
Another extended Hückel Molecular Orbital Package). Par la suite, la matriceH est obtenue
selon l’équation 3.10. Le calcul de ces éléments peut se faire en parallèle en mémoire partagée
sur les processeurs centraux. Pour limiter au maximum le nombre d’éléments à calculer, on
considère une distance au delà de laquelle le recouvrement est négligé. Finalement, pour
éviter une discontinuité du potentiel en fonction de la position des atomes dans l’espace,
nous introduisons une zone tampon, où le recouvrement est graduellement modulé par un
terme variant de 1 à 0. Il est dès lors possible de résoudre le problème aux valeurs propres
spécifié à l’équation 3.3. Pour ce faire, le solveur fait appel à la librairie d’algèbre linéaire
MKL (Math Kernel Library) qui retourne les vecteurs et les valeurs propres de notre système.
Énergie de répulsion
L’implémentation des fonction de calcul l’énergie de répulsion a été réalisée à partir de la
formulation explicite présentée par Calzaferri et al. [151].
Énergie de van der Waals
L’intégration du terme de l’énergie de van der Waals découle de la formulation explicite
présentée par Grimme et al. [131, 182].
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Optimisation de géométrie
Un calcul des forces est réalisé lorsque l’utilisateur considère la relaxation. Cette étape
implique de calculer l’équation 3.20 pour tous les degrés de liberté du système. Toutefois,
pour un degré de liberté donné, le calcul peut se limiter aux voisins qui sont à l’intérieur
des distances limites. Cette approximation accélère grandement le calcul des forces qui ne
dépendent alors que de l’environnement immédiat de l’atome associé au degré de liberté.
L’implémentation du calcul des forces a été réalisée à partir de la formulation analytique
présentée par Tasi et al. [135].
Les forces sont ensuite utilisées pour calculer la direction de descente présentée à
l’équation 3.26. La direction de descente utilise l’implémentation L-BFGS du solveur
CERES [183] pour définir un pas optimal selon les conditions de Wolfe. Le calcul d’un
nouveau vecteur de coordonnées correspondant à une énergie convergée nous permet
finalement d’obtenir un couple de vecteurs et de valeurs propres qui sera réutilisé dans le
calcul de l’image STM.
Calcul d’imagerie STM
Finalement, si l’utilisateur souhaite obtenir l’image STM du système, un calcul utilisant
le formalisme de TH est lancé. L’implémentation du solveur s’inspire fortement du code
réalisé au sein de notre groupe [24] et a été adapté pour pouvoir être utilisé de manière
massivement parallèle sur des GPUs. Pour des infrastructures disposant de processeurs
graphiques, l’espace mémoire doit être manuellement initialisé. Pour notre solveur, cet
espace contient les vecteurs et les valeurs propres, la définition des orbitales et l’image
résultante. On peut se limiter aux orbitales moléculaires contenues dans la fenêtre d’énergie
établie par la tension appliquée pour limiter l’espace mémoire et accélérer le transfert
entre l’hôte et la carte. Sitôt le transfert en mémoire et la compilation du noyau GPU
réalisée, on lance la résolution de l’équation 3.34 pour chaque pixel sur le GPU. Lorsque le
calcul est complété, le processeur central recopie les informations de l’image vers sa propre
mémoire. Dans le cas d’un calcul d’image à hauteur constante, l’hôte finalise la mise en
forme de l’image et la routine est terminée. Par contre, dans le cas d’une image à courant
constant, on doit vérifier que la position de la pointe à chaque pixel donne le courant
souhaité. On utilise un algorithme de recherche dichotomique pour replacer la pointe. Dans
les cas où la pointe est déplacée, on doit calculer le courant pour la nouvelle position. On
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renvoit donc l’information de la pointe dans la mémoire de la carte et on refait le calcul
pour le nouveau sous-ensemble de pixels. Cette communication est faite jusqu’à ce que
le nombre de pixels à calculer soit nul. On obtient alors le profil de hauteur à courant constant.
L’implémentation d’algorithmes hybrides CPU/GPU performants nécessite de minimiser
les échanges mémoire entre l’hôte et la carte, car la bande passante entre ces unités est
beaucoup plus lente que la bande passante de la mémoire locale sur chaque unité. On peut
évaluer de manière grossière la mémoire requise pour un système de grande taille pour
établir les limites de notre solveur. Tel qu’implémenté, le code génère une série de structures
de base qui sont transférées entre la mémoire de l’hôte et la mémoire de la carte graphique.
Tableau C.1 Mémoire échangée entre l’hôte et le GPU
Structure Dépendance Entier Flottant Double Taille (octet)
Pixel pixel O(n) 2 2 0 16
Valeur propre orbitale O(n) 0 0 1 8
Vecteur propre orbitale O(n2) 0 0 1 8
Définition d’orbitale orbitale O(n) 3 7 0 40
Par exemple, pour une surface métallique constituée de 1000 atomes de métal, on a 9000
orbitales atomiques (1× s+ 3× p+ 5× d orbitales par atome). Par ailleurs, si on considère
une image de 10 nm par 10 nm avec une résolution de 0,3 Å, on devra calculer 111111 px.
En combinant ces deux informations, on peut estimer la mémoire totale requise :
mémoire (o) = 16× 111111 px+ (8 + 40)× 9000 orbitales+ 8× 90002 orbitales = 650× 106 o
(C.1)
Un échange de taille modéré sera donc nécéssaire lors de l’initialisation. Par contre, la
mémoire associée aux pixels ne représente qu’une faible proportion de la mémoire totale
requise (1,8 Mo). C’est cet échange qui intervient à multiple reprises lors d’un calcul à
courant constant. Les limites des taux de transfert mémoire ne sont donc pas un élément
problématique, même si quelques échanges supplémentaires sont requis pour le mode à
courant constant. La figure C.1 présente l’algorigramme de notre solveur en mettant en
relation les différents modules qui ont été développés.
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Figure C.1 Algorigramme des différentes étapes du calcul d’une image STM. Les étapes en
bleu et en rouge sont parallélisées sur CPU et GPU respectivement.
