Coordinated Multi-Robot Formation Control by Tiago Pereira do Nascimento
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
COORDINATED MULTI-ROBOT
FORMATION CONTROL
Tiago Pereira do Nascimento
Doctoral Program in Electrical and Computers Engineering
Supervisor: António Paulo G. M. Moreira (PhD.)
Co-Supervisor: André Gustavo Scolari Conceição (PhD.)
October, 2012

COORDINATED MULTI-ROBOT FORMATION
CONTROL
Tiago Pereira do Nascimento
Doctoral Program in Electrical and Computers Engineering

Resumo
Um sistema multi-robôs é formado quando um grupo de robôs interage com o ambiente
como um único sistema. Este sistema pode também ser formado para realizar tarefas
outrora difíceis ou até impossíveis de serem realizadas por um único robô.
Este trabalho apresenta os resultados da pesquisa desta tese de doutorado objetivando
o controle de formação de um grupo de robôs móveis no problema de rastreamento ativo
de alvo. Todos os robôs trocam informações sobre sua posição (localização) no mundo, a
posição e velocidade do alvo formando um sistema totalmente distribuído. Dessa forma,
o principal objetivo deste trabalho é procurar e rastrear um alvo minimizando a incerteza
total sobre sua observação, desviando de colegas e obstáculos, obedecendo as caracterís-
ticas impostas à formação.
Um controlador preditivo não linear foi proposto para solucionar o problema de ras-
treamento ativo de alvo através da formação de um sistema multi-robôs. O controlador de
formação criado como a principal contribuição desta tese é um controlador de formação
preditivo não-linear (NMPFC). Este trabalho também apresenta outras contribuições em
controle de formação no que tange o desvio de obstáculos, a ausência temporária do
alvo e a formação de um grupo heterogêneo (robôs não-holonômicos e holonômicos).
Estas contribuições melhoraram a formação tornando-a versátil, considerando incertezas
dinâmicas, bem como a busca e perseguição de um alvo inicialmente ausente. Simulações
e experimentos com robôs reais foram realizados, apresentados e discutidos.
Este trabalho é parte do projeto FCT: PTDC/EEA-CRO/100692/2008 - Perception-
Driven Coordinated Multi-Robot Motion Control
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Abstract
A multi-robot system is formed when a group of robots interact with the environment as
a single system. This system can also be in formation in order to accomplish tasks rather
difficult or impossible to achieve with a single robot.
This work presents results for a doctoral thesis research aiming the formation control
of a mobile robot group in the active target tracking problem. All robots exchange in-
formation about their position (localization) in the world frame, and the target position
and velocity forming a distributed system. Therefore, the main objective of this work
is to search and track a target minimizing the total amount of uncertainty in the target’s
observation, avoiding mates and obstacles, and obeying the characteristics imposed to the
formation.
A nonlinear model predictive controller was proposed in order to deal with the active
target tracking problem through the formation of a multi-robot system. The formation
controller created as the major contribution of this thesis is a nonlinear model predic-
tive formation controller (NMPFC). This work also presents some contributions in the
formation control concerning the obstacle avoidance, the temporary absence of the tar-
get and the formation control of a heterogeneous group (holonomic and nonholonomic
robots). These contributions improved the formation making it versatile with dynamic
uncertainties as well as the search and track of an initially absent target. Simulations and
experiments with real robots were made, presented and discussed.
Finally, this work is inserted in the FCT project PTDC/EEA-CRO/100692/2008 -
Perception-Driven Coordinated Multi-Robot Motion Control.
iii
iv
Support
With the support through the PhD Scholarship SFRH/BD/70698/2010 and
v
vi
Acknowledgment
The author would like to thank:
At first to Jehovah, the only truthful God that has illuminated me in the most difficult
times in my life and during this journey in three years as a PhD student;
My daughter Beatriz, my reason to live, for giving me the strength during all the
difficulties by smiling at me, talking to me through phone and Internet;
My parents that supported me;
The Prof. Dr. António Paulo Moreira for accepting me as a PhD student in FEUP and
for his orientation;
The Prof. Dr. André Gustavo Scolari Conceição for helping me be a PhD Student and
for his orientation;
The Prof. Dr. Andrea Bonarini for accepting me in Politecnico di Milano as an intern-
ship student;
The Prof. Dr. Matteo Matteucci for helping me in Politecnico di Milano with his
comments about my work;
The Prof. Pedro Lima for helping with his advices and accepting me in the FCT
project that inspired my thesis;
My colleagues Luis Oliveira, Heber Sobreira, Marcos Ferreira, Filipe Neves for help-
ing me through my PhD;
My good friends Hugo Alves, David Nossa, Helena Leal, Diego Almeida, Gustavo
Bacelar and Daniele Bacelar, and all the others that I met during my life in Europe that
easy my burden as friends.
And last but not least to all absent, present, colleagues and friends that directly or
indirectly influenced in my path and choices made in this journey.
The author would like to thank also the INESC TEC for the financial support in the
first year of the doctoral program and in the costs that this research presented, and the
FCT for the financial support in the following years with the scholarship grant given
(SFRH/BD/70698/2010).
Finally, the author thanks also to the FCT project PTDC/EEA-CRO/100692/2008 -
"Perception-Driven Coordinated Multi-Robot Motion Control".
Tiago Pereira do Nascimento
vii
viii
“This journey really was Legen. . .
Wait for it. . .
. . . dary!”
Tiago Nascimento
ix
x
Contents
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 State of the Art 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Approaches in the Formation Control Problem . . . . . . . . . . . . . . . 8
2.2.1 Virtual Structure Approach . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Behavior-Based Approach . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Leader-Following Approach . . . . . . . . . . . . . . . . . . . . 13
2.2.4 Other Used Approaches . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Model Predictive Control . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Nonlinear Model Predictive Control . . . . . . . . . . . . . . . . 21
2.4 Active Target Tracking Problem . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Robots and Experimental Setup Description 25
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Mobile Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 The Multi-Robot System . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3.1 Mini-AGV Robot . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.2 The Middle-Size League 5dpo Robot . . . . . . . . . . . . . . . 27
3.4 The SimTwo Simulation Environment . . . . . . . . . . . . . . . . . . . 31
3.4.1 The ODE Library . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.2 The 5dpo Robot Model . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4 Formation Control in Active Target Tracking 41
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Control Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 Nonlinear Model Predictive Formation Control . . . . . . . . . . . . . . 46
4.3.1 The Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.2 The Cost Function During the Presence of a Target . . . . . . . . 52
4.3.3 The Cost Function During Target Absence . . . . . . . . . . . . . 57
xi
xii CONTENTS
4.4 The Optimization Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5 Weight Tuning Methodology . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.1 Initial Analysis of the Terms and Weights of the Cost Function . . 61
4.5.2 The Tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.3 The Influence of the Number of Terms . . . . . . . . . . . . . . . 63
4.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.6.2 Results of the Experiments with Real Robots . . . . . . . . . . . 76
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5 Obstacle Avoidance in Formation Control 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Potential Field Approach in NMPFC . . . . . . . . . . . . . . . . . . . . 87
5.3.1 Mate Avoidance Function . . . . . . . . . . . . . . . . . . . . . 88
5.3.2 Obstacle Avoidance Function . . . . . . . . . . . . . . . . . . . 90
5.4 The Modified A* Path Planning Algorithm . . . . . . . . . . . . . . . . . 92
5.4.1 The Modifications . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5.2 Results of the Experiments with Real Robots . . . . . . . . . . . 101
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6 Intelligent State Changing Applied to Multi-Robot Systems 107
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 The State Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.3 The Takagi-Sugeno Type Fuzzy Automaton . . . . . . . . . . . . . . . . 113
6.4 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4.1 Membership Functions . . . . . . . . . . . . . . . . . . . . . . . 117
6.4.2 The Problem Example . . . . . . . . . . . . . . . . . . . . . . . 117
6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.5.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.5.2 Results of the Experiments with Real Robots . . . . . . . . . . . 123
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7 Conclusions and Future Work 127
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2.1 Changeable Leader Robot . . . . . . . . . . . . . . . . . . . . . 129
7.2.2 Model Considerations . . . . . . . . . . . . . . . . . . . . . . . 129
7.2.3 Parameters Tuning . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.2.4 Heterogeneity Considerations . . . . . . . . . . . . . . . . . . . 130
7.2.5 Target Observation . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.3 Final Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
A The Covariance Model 131
A.1 Transformation in the Canonical Form . . . . . . . . . . . . . . . . . . . 131
CONTENTS xiii
References 135
xiv CONTENTS
List of Figures
1.1 Examples of Mobile Robots . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Examples of Leader Following Formations . . . . . . . . . . . . . . . . . 2
2.1 Flocks of Migratory Birds in a V Formation . . . . . . . . . . . . . . . . 8
2.2 Virtual Structure Formation. . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Leader-Following Formation without Target. . . . . . . . . . . . . . . . . 13
2.4 Leader-Following Formation with Target. . . . . . . . . . . . . . . . . . 13
2.5 Basic Principle of the MPC [89] . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Generic MPC Structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Omni-directional Wheel . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 The 5DPO Mobile Soccer Robots . . . . . . . . . . . . . . . . . . . . . 27
3.3 The Mini-AGV Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4 The General Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 The HAL Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.6 Coach Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.7 The Dec Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.8 The SimTwo Main Windows . . . . . . . . . . . . . . . . . . . . . . . . 31
3.9 SimTwo Configuration Window . . . . . . . . . . . . . . . . . . . . . . 32
3.10 SimTwo Code Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.11 SimTwo Plot Window . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.12 SimTwo XML Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.13 Geometric Representation of the Robot’s Body . . . . . . . . . . . . . . 36
3.14 Trajectory for Model Validation . . . . . . . . . . . . . . . . . . . . . . 38
3.15 Test with 1m/s and θ = 0◦ . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.16 Test with 1m/s and θ =Variable . . . . . . . . . . . . . . . . . . . . . . 39
4.1 Structure of the Nonlinear Model Predictive Formation Controller Ap-
plied to robot 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Controller Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 The 5dpo robot graph representation. . . . . . . . . . . . . . . . . . . . . 47
4.4 Model of Observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Formation Following a Leader . . . . . . . . . . . . . . . . . . . . . . . 58
4.6 Tuning Test Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.7 Testbed results: using the initial weights . . . . . . . . . . . . . . . . . . 65
4.8 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.9 Simulation 1: Homogeneous Formation Convergence - Plot XY . . . . . 67
xv
xvi LIST OF FIGURES
4.10 Simulation 1: Homogeneous Formation Convergence - Distance between
Robot and Determinant of Σ⊥Merged(k) . . . . . . . . . . . . . . . . . . . . 68
4.11 Simulation 1: Heterogeneous Formation Convergence - Plot XY . . . . . 68
4.12 Simulation 1: Heterogeneous Formation Convergence - Distance between
Robot and Ball and the Determinant of Σ⊥Merged . . . . . . . . . . . . . . 69
4.13 Simulation 2: Homogeneous Formation Convergence - Plot XY . . . . . 70
4.14 Simulation 2: Homogeneous Formation Convergence - Distance between
Robot and Determinant of Σ⊥Merged(k) . . . . . . . . . . . . . . . . . . . . 70
4.15 Simulation 2: Heterogeneous Formation Convergence - Plot XY . . . . . 71
4.16 Simulation 2: Heterogeneous Formation Convergence - Distance between
Robot and Ball and the Determinant of Σ⊥Merged . . . . . . . . . . . . . . 71
4.17 Simulation 3: Homogeneous Leader Following - Plot XY and Distance
between the Leader Robot and the Followers . . . . . . . . . . . . . . . . 72
4.18 Simulation 3: Homogeneous Leader Following - Internal Product Be-
tween Leader and Followers and Error Angle of the Followers Orientation
Facing the Leader . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.19 Simulation 3: Heterogeneous Leader Following - Plot XY and the Dis-
tance between the Leader Robot . . . . . . . . . . . . . . . . . . . . . . 73
4.20 Simulation 3: Heterogeneous Leader Following - Internal Product Be-
tween Leader and Followers and Angle Between the Leader and the Fol-
lowers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.21 Simulation 4: Homogeneous Keeping Formation - Plot XY . . . . . . . . 74
4.22 Simulation 4: Homogeneous Keeping Formation - Distance between Robot
and Ball and Determinant of Σ⊥Merged(k) . . . . . . . . . . . . . . . . . . 74
4.23 Simulation 4: Homogeneous Keeping Formation - Internal Product Be-
tween the Robots and the Ball and Error Angle of the Robots Orientation
Facing the Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.24 Simulation 4: Heterogeneous Keeping Formation - Plot XY . . . . . . . . 75
4.25 Simulation 4: Heterogeneous Keeping Formation - Distance between Robot
and Determinant of Σ⊥Merged . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.26 Simulation 4: Heterogeneous Keeping Formation - Internal Product Be-
tween the Robots and the Ball and Angle Between the Robots and the
Ball’s Velocity Vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.27 Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.28 Real Experiment 1: Formation Convergence . . . . . . . . . . . . . . . . 78
4.29 Real Experiment 1: Formation Convergence - Distance between the robot
and the ball and Determinant of Σ⊥Merged(k) . . . . . . . . . . . . . . . . . 79
4.30 Real Experiment 2: Formation Convergence . . . . . . . . . . . . . . . . 79
4.31 Real Experiment 2: Formation Convergence - Distance between the robot
and the ball and Determinant of Σ⊥Merged(k) . . . . . . . . . . . . . . . . . 80
4.32 Real Experiment 3: Leader Following . . . . . . . . . . . . . . . . . . . 80
4.33 Real Experiment 3: Leader Following - Plot XY and Distance between
the Leader Robot and the Followers . . . . . . . . . . . . . . . . . . . . 80
4.34 Real Experiment 3: Leader Following - Internal Product Between Leader
and Followers and Error Angle of the Followers Orientation Facing the
Leader . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.35 Real Experiment 4: Keeping Formation . . . . . . . . . . . . . . . . . . 82
LIST OF FIGURES xvii
4.36 Real Experiment 4: Keeping Formation - Plot XY and Determinant of
Σ⊥Merged(k) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.37 Real Experiment 4: Keeping Formation - Internal Product Between the
Robots and the Ball and Error Angle of the Robots Orientation Facing the
Target . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1 Behavior of function in 5.5 . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Local Minima Problem Case . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3 Switching approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Map Cell Decomposition [110] . . . . . . . . . . . . . . . . . . . . . . . 94
5.5 Obstacle’s total radius [110] . . . . . . . . . . . . . . . . . . . . . . . . 94
5.6 Simulation 1: Homogeneous Formation - Plot XY . . . . . . . . . . . . . 95
5.7 Simulation 1: Homogeneous Formation - Distance between Robot and
Leader and Angle Between the Leader and the Followers . . . . . . . . . 96
5.8 Simulation 1: Heterogeneous Formation - Plot XY . . . . . . . . . . . . 96
5.9 Simulation 1: Heterogeneous Formation - Distance between Robot and
Leader and Angle Between the Leader and the Followers . . . . . . . . . 97
5.10 Simulation 2: Homogeneous Formation - Plot XY . . . . . . . . . . . . . 97
5.11 Simulation 2: Homogeneous Formation - Distance between Robot and
Determinant of Σ⊥Merged . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.12 Simulation 2: Heterogeneous Formation - Plot XY . . . . . . . . . . . . 98
5.13 Simulation 2: Heterogeneous Formation - Distance between Robot and
Ball and the Determinant of Σ⊥Merged . . . . . . . . . . . . . . . . . . . . 99
5.14 Simulation 3 - Environment and Plot XY . . . . . . . . . . . . . . . . . . 100
5.15 Simulation 3 - Distance between Robot and Ball and Determinant of Σ⊥Merged100
5.16 Real Experiment 1 - Environment and Plot XY . . . . . . . . . . . . . . 101
5.17 Real Experiment 1 - Distance between Robot and the Ball and Determi-
nant of Σ⊥Merged . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.18 Real Experiment 2 - Environment and Plot XY . . . . . . . . . . . . . . 102
5.19 Real Experiment 2 - Distance between Robot and Determinant of Σ⊥Merged 103
5.20 Real Experiment 3 - Plot XY . . . . . . . . . . . . . . . . . . . . . . . . 104
5.21 Real Experiment 3 - Distance between Robot and Determinant of Σ⊥Merged 104
5.22 Real Experiment 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.1 Robot State Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.2 Membership Functions and Surface . . . . . . . . . . . . . . . . . . . . 117
6.3 The Problem Simulation: Formation Behavior without the TS-TFA ap-
proach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.4 The Solution Simulation: Formation Behavior with the TS-TFA approach 118
6.5 Simulation 1: Distance Robot-Ball and Plot XY of the Robots Path . . . . 120
6.6 Simulation 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.7 Simulation 2: Distance Robot-Ball and Plot XY of the Robots Path . . . . 122
6.8 Simulation 2: Orientation of the robots . . . . . . . . . . . . . . . . . . . 122
6.9 Simulation 3: Distance Robot-Ball and Plot XY of the Robots Path . . . . 123
6.10 Real Experiment: Distance Robot-Ball and Plot XY of the Robots Path . . 123
6.11 Real Experiment: Coach View . . . . . . . . . . . . . . . . . . . . . . . 124
A.1 Model of Observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
xviii LIST OF FIGURES
List of Tables
3.1 5dpo input parameters in SimTwo . . . . . . . . . . . . . . . . . . . . . 35
3.2 Motor parameters in SimTwo . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Partial Moments of Inertia . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Mean Square Error for Model Validation Trajectories . . . . . . . . . . . 39
4.1 Weights for the Cost Function with Only Four Terms . . . . . . . . . . . 64
4.2 Weights for the Cost Function with Five Terms . . . . . . . . . . . . . . 64
4.3 Final Weights for the Cost Function: Holonomic Robots . . . . . . . . . 65
4.4 Final Weights for the Cost Function: Nonholonomic Robots . . . . . . . 66
6.1 Membership Functions-State Transitions. The values NV, VR and VM
in the Quality (q) membership function means, respectively, Not Visible,
Visible Reasonably and Visible Much, and HT, TR and ST in the Trust
(t) membership function mean High Trust, Trust Reasonably and Small
Trust, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
xix
xx LIST OF TABLES
Abbreviations and Symbols
AGV Automated Guided Vehicles
APF Artificial Potential Fields
AUV Autonomous Underwater Vehicles
BP Back-Propagation
CAD Computer Aided Design
CC Continuous Current
DC Direct Current
FEUP Faculty of Engineering from Porto University
HAL Hardware Abstraction Layer
LP Linear Problem
MPC Model Predictive Control
NGN Normalize Gaussian Network
NLP Non Linear Problem
NM Number of Mates
NMPC Nonlinear Model Predictive Control
NMPFC Nonlinear Model Predictive Formation Control
NO Number of Obstacles
ODE Open Dynamics Engine
PI Proportional and Integrative
PIC Programmable Interface Controller
PTS Periodic Team Synchronization
RHPC Receding Horizon Predictive Control
RPROP Resilient PROPagation algorithm
RTDB Real Time Data Based
TS Takagi-Sugeno
TS-TFA Takagi-Sugeno Type Fuzzy Automaton
UDP User Datagram Protocol
XML Extensible Markup Language
xxi
xxii Abbreviations and Symbols
Chapter 1
Introduction
In this initial chapter, a generic introduction of the work is presented, by contextualizing
it in a larger project and identifying the motivation for the development of this thesis. The
objective and contributions made by the author will also be defined and explored. The
structure of this work is later presented.
1.1 Motivation
Automation is being implanted in all economic sectors and therefore, mobile robots have
been inserted in autonomous industry plants as AGVs, in domestic services (domotics),
entertainment and so on (see Fig. 1.1). The automation of these sectors has suffered a
great impact due to the insertion of these robots which has accelerated the whole process
done by these autonomous equipments. The navigation and control problems for a single
robot has been the topic of researches for a long time [1], [2] , [3], [4], [5], [6] and [7].
Nowadays, algorithms involving multi-robot motion have been conceived creating a new
area of research inserted in the field of mobile robotics: the formation control algorithms
for multi-robot systems.
Figure 1.1: Examples of Mobile Robots
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Formation control became a popular topic of study in multi-robot systems [8], [9],
[10], [11], [12]. The problem of formation control is defined as the coordination of multi-
ple mobile robots to follow given paths (in case of given trajectories, to track parameter-
ized time reference trajectories) and to maintain a desired spatial formation. Solutions for
formation control can be applied to a wide range of applications, such as search and res-
cue missions and land mine removal. The advantages of using a team of multiple robots
include robustness, flexibility, and adaptability to unknown dynamic environments [13].
These are clearly important when considering applications such as search and rescue mis-
sions, deep ocean mapping, forest fire detection, mine removal detection, surveillance
applications, intruder detection or even soccer robot competition.
The formation control research can be divided in three major approaches: the virtual
structure approach, the behavior-based approach, and the leader-following approach. The
virtual structure forms a rigid formation having high computational cost and breaking
formation problems in case of dynamic mobile obstacles. The behavior-based approach is
a well explored technique, even though there are problems in describing group dynamics
and guarantying the group stability. The leader-following approach is the most explored
approach for its versatility with mobile obstacles and formation convergence. This work
presents some contributions that will help improve this last approach in the formation
control issue when applied to the active target tracking problem.
It is important to mention that the leader-following approach with a formation con-
troller algorithm can be applied in several cases of study. Several examples of applica-
tions can be seen in Fig. 1.2. Some of them are cooperative search and rescue, soccer
robot competitions, forest fire detection and security and monitoring environment.
Figure 1.2: Examples of Leader Following Formations
Many control strategies have been investigated for solving formation control problems
in the leader-following approach (e.g., [14], [15], [16], [17], [18] and [19]). Some of them
present nonlinear model predictive control (NMPC) solutions. The NMPC controller is
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based on a finite-horizon continuous time minimization of nonlinear predicted tracking
errors with constraints on the control inputs and the state variables. It predicts system
outputs based on current states and system model, finds an open-loop control profile by
numerical optimization, and applies the first control signal in the optimized control profile
to the system. Furthermore, to guarantee control stability many approaches have been
investigated, e.g., using terminal region constraints and/or a terminal penalty term (see
[20]). In this work, the NMPC was extended to a distributed approach to be applied in
formation control and it is called throughout this work as Nonlinear Model Predictive
Formation Control (NMPFC).
Another popular topic equally important to this thesis is the active target tracking
problem. The cooperative active sensing literature, in particular, has grown steadily in the
last decade: a list of representative works, yet far from being complete, is [21], [22], [23],
[24], [25]. In the simplest instance of the cooperative active sensing problem, n mobile
sensors have to fuse their local measurements and move in 2-D in order to attain the best
estimate of the position of a moving target. This mechanism is sometimes referred to as
"information-driven mobility" [23] and it amounts to minimize a certain scalar function of
the covariance matrix of the position estimates: in optimum experimental design theory
[26] this function is typically the determinant, the trace or the maximum eigenvalue of the
covariance matrix. Cooperative active sensing leverages the mobility of a team of agents,
typically equipped with sensors providing range-only or range-bearing measurements to
the target, to enhance the target-tracking performances. Mobile sensor networks offer, in
fact, distinctive advantages over arrays of static sensors in terms of quality of sensing and
estimation, area coverage, and robustness against failures.
Therefore, this work is inserted in both active target tracking problem [27], [28], [29],
[30] and formation control problem [31], [32], [33], [13], [34], [35], [36] where the for-
mation is not rigid and must be such that the target’s observation is minimized while
keeping a minimum formation between the robots.
Finally, it is important to call the attention that this thesis is part of a project funded
by FCT (Fundação para Ciência e Tecnologia - project PTDC/EEA-CRO/100692/2008
- Perception-Driven Coordinated Multi-Robot Motion Control) from Portugal which uses
this proposed controller in a soccer robot competition scenario (indoor environment).
1.2 Objective
This doctoral thesis has the main objective of proposing a novel technique in the leader-
following approach of formation control applied to the active target tracking problem.
This novel approach has the following specific objectives:
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• Select, conceive and implement a controller to perform a formation control on a
group of mobile robots;
• Actively track and follow a target using a multi-robot system in formation;
• Enable the robot’s controller to avoid moving or static obstacles, as well as other
robots in formation;
• Enable the controller to be applied to an heterogeneous group of mobile robots with
different dimensions (mechanical constrains) when joining a multi-robot system in
formation;
• Implement a framework that is able to change controllers according to the presence
or absence of the target.
1.3 Contributions
The envisaged main contributions in this doctoral thesis are:
• Conception and implementation of a nonlinear model predictive formation control
(NMPFC) to perform a formation control with a group of mobile robots. This con-
troller is used in a distributed configuration where each robot receives data from the
other robots and processes its own task in the formation without the need of any
kind of supervisor;
• While tracking a target, the nonlinear model predictive formation control (NMPFC)
minimizes the total amount of uncertainty (merged uncertainties) in the target’s per-
ception during the control loop;
• A methodology to search for a set of weights for the NMPFC’s cost function that
shows the controller’s efficiency through the minimization of an objective function
acording to a chosen criteria.
• In the NMPFC’s control loop, the controller enables the robot to avoid obstacles in
movement or static, as well as other robots in formation by using a potential function
within the controller’s cost function. To avoid entrapment situation (singularities) a
modified version of the A* global path planner algorithm leads the robot out of the
entrapment situation;
• The NMPFC is also applied on holonomic and nonholonomic robots with different
sizes when joining a multi-robot system in formation. A switching function enables
changes in the model used to predict the robot’s behavior. As the controller acts di-
rectly on the robot’s velocities (in the robot frame) rather than the motor’s velocities,
it enables the controller to be generalized;
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• A TS (Takashi-Sugeno) type fuzzy automaton is used to change cost functions or
controllers according to the presence or absence of the target and to evaluate the
change in the role given to the robot. Each robot uses the fuzzy systems to weight
between the target’s observation quality and its distance to this target, and therefore
change the robot’s state.
1.4 Thesis Structure
This work was here contextualized. In the following chapter a state of the art review is
presented showing the principal researches done in the three major approaches of forma-
tion control and in the active target tracking problem. In chapter 3 the mobile robots used
in this thesis and the simulation environment setup are presented. The validation of the
robot’s modeling in this simulator is also shown in this chapter. The nonlinear model
predictive formation control conceived through this work and applied in formation con-
trol is presented in the chapter 4. The convergence of the controller is presented in this
chapter along with simulations and experimental results. The controller here conceived
is also applied to different robots and types of formation groups (heterogeneous group of
robots). The obstacle avoidance problem is discussed and simulations and experiments
are presented in the following chapter. Inside chapter 5 the global path planner algorithm
used by the leader robot or in local minima entrapment obstacle avoidance problem is pre-
sented as well. In chapter 6 the final contribution is explained where the leader-following
approach is submitted to the problem of presence and absence of the target and its in-
fluence to the formation and the search. Finally, the conclusions and future works are
presented in the last chapter.
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Chapter 2
State of the Art
This chapter summarizes the approaches most used in formation control of multi-robot
systems and active target tracking problem.
2.1 Introduction
A formation is usually defined as the spatial arrangement of a group of agents, where
the relative pose of its elements is steady even if the formation is moving. The concept
of formation is not the product of human ingenuity. Formation comes from observable
behaviors common in nature. For example, it is customary to glimpse flocks of migratory
birds flying in a V formation (also called the Four-Finger Formation), which allows them
to maximize the distance traveled and minimize fatigue by reducing air friction which is
possible due to them flying in the air tunnel left by the bird traveling directly in front of
them (see Fig. 2.1). This is true for all birds except the one that occupies the front pose.
However, the specific bird that is given such task changes cyclically in order to distribute
fatigue among members of the flock. Column formations are also quite common. For
example, in the cases of a bird that leads a column made by their offspring allowing the
mother to ensure a safe path as well as having the offspring maintaining eye contact with
the bird directly in front in order to avoid getting lost (very common in ducks).
In the human sphere, formations are used in different situations ranging from military
operations to team sports. A formation is used in order to gain a tactical advantage in
the military context. Team sports also make extensive use of formations. For example,
football is a sport where the highly tactical formations take on a role. In fact, there are
over 30 of these arrangements varying from T or I to highly complex arrangements. In
soccer, training describes the number of players assigned to each tactical pose in the field
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Figure 2.1: Flocks of Migratory Birds in a V Formation
(generally defense, midfield and attack). Formations are less rigid in this case, being it an
allocation of the action area of each player [20].
In robotics, there are two types of formation control approaches: centralized and de-
centralized. This chapter gives the advances in the decentralized multi-robot motion co-
ordination techniques over the last decade [37], [38]. The three major decentralized ap-
proaches for formation control studied are: Virtual Structure, Behavior-Based and Leader-
Following. This last one being one of the most studied in multi-robot formation [39], [40],
[41], [42] and [43]. A good review of the three major approaches in formation control can
be seen in [44].
2.2 Approaches in the Formation Control Problem
This section will discuss the latest developments, in all three approaches, as well as sum-
marize the controllers used in the chosen approach for this work.
2.2.1 Virtual Structure Approach
Rigid-formation approaches have been emerging for almost a decade [45], [46], [47]. The
virtual structure approach, was first presented by [48]. In the Virtual Structure approach
the robot’s formation no longer consists of leaders nor followers, i.e. no hierarchy ex-
ists in the formation (see Fig. 2.2). Control methods are developed to force a group of
robots to behave in a rigid formation. In the virtual structure approach, the controller is
derived from three steps. First, the desired dynamics of the virtual structure is defined.
Second, the desired motion of the virtual structure is translated into desired motions for
each agent. Finally, individual tracking controllers for each agent are derived from agent
tracking. Later on, many variants of this approach have emerged in recent years. In [49]
the authors consider two cooperative control problems for nonholonomic mobile agents.
In the first problem, the design of cooperative control laws is discussed so that a group of
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nonholonomic mobile agents cooperatively converges to some stationary point under var-
ious communication scenarios. Dynamic control laws for each agent are proposed with
the aid of σ -processes and results from graph theory. In the second problem, the authors
discuss the design of cooperative control laws such that a group of mobile agents con-
verges to and tracks a target point which moves along a desired trajectory under various
communication scenarios.
Figure 2.2: Virtual Structure Formation.
The authors in [50] present a synchronization approach to trajectory tracking of mul-
tiple mobile robots while maintaining time-varying formations in a rigid structure. The
main idea is to control each robot to track its desired trajectory while synchronizing its
motion with those of other robots to keep relative kinematics relationships, as required by
the formation. First, they pose the formation-control problem as a synchronization control
problem and identify the synchronization control goal according to the formation require-
ment. Second, the authors develop a synchronous controller for each robot’s translation
to guarantee that both position and synchronization errors approach zero asymptotically.
The rotational controller is also designed to ensure that the robot is always oriented to-
ward its desired position. Both translational and rotational controls are supported by a
centralized high-level planner for task monitoring and robot global localization.
Another variation of the Virtual Structure approach is the Cluster Representation. The
authors in [51] used a cluster space state representation of mobile multi-robot systems
as a means of enabling enhanced control of mobile multi-robot systems. A conceptual
framework was proposed for the selection of appropriate cluster space state variables for a
n-robot system, the development of formal kinematics that associate the cluster space state
variables with robot-specific variables, and the implementation of a cluster space control
system architecture. The cluster space approach was then demonstrated by examples of
two- and three-robot clusters consisting of differential drive robots operating in a plane.
The control issue in a virtual structure is then approached by [52] were they present a
10 State of the Art
multi-layer scheme that controls a formation of n mobile robots, which includes a strategy
for obstacle avoidance. The controller adopted is able to guide the robots to compose the
desired formation and to track a desired trajectory, avoiding obstacles during the naviga-
tion. Two planning layers are responsible for: organizing the navigation of the individual
robots towards the desired formation, minimizing energy consumption, and changing the
robots reference signals in order to avoid collisions. Stability analysis performed on the
closed-loop system shows that the formation errors are ultimately bounded.
Following the paper in 2007, [53] proposed a consensus tracking algorithm explic-
itly accounting for bounded control effort. This algorithm was then analyzed under a
directed fixed interaction topology. Furthermore, convergence analysis for a consensus
tracking algorithm was provided when the time-varying consensus reference state was
available to a dynamically changing subgroup of the team under directed switching inter-
vehicle interaction topologies. Experimental results of a formation control application
were demonstrated on a multi-robot platform to validate one of the proposed consensus
tracking algorithms.
Another approach was done by [54]. Here, an adaptive formation control method was
proposed for multiple uncertain nonholonomic mobile robots at the actuator dynamics
level. All parameters of the robot kinematics and dynamics, and actuator dynamics are
unknown. The virtual structure with path parameters and the dynamic surface design
methodology were combined to design an adaptive formation control scheme simpler than
the previous backstepping-based control system. Using the Lyapunov stability theorem,
the authors presented the adaptation laws for tuning all unknown parameters of multiple
mobile robots regardless of path parameters in the reference trajectories.
One of the latest developments in the virtual structure approach was presented by [55].
Here, the authors combined the virtual structure and path following approaches to derive
the formation architecture. A formation controller was proposed by the authors for the
kinematic model of two-degree-of-freedom unicycle-type mobile robots. The approach
was then extended to consider the formation controller by taking into account the physical
dimensions and dynamics of the robots. The controller here was designed in such a way
that the path derivative was left as a free input to synchronize the robot’s motion.
The virtual structure can also be used in many fields besides ground vehicles such as
UAV applications [56], or manipulators [12]. Nevertheless, the virtual structure approach
has many issues regarding computational costs. As it can be seen, only few works that
have used this approach consider obstacle avoidance ([3] and [52]). Even though, the
obstacles are static and these works only have simulations results. When making experi-
ments, most of the works do not consider obstacle avoidance and the average velocity is
relatively low giving time for a centralized controller to process the information as it can
be seen in [51], [50], [9], [53] and [55].
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2.2.2 Behavior-Based Approach
Behavior-based approach and potential field approach are often combined in the appli-
cation of formation control. In behavior-based approach [7], [57], [8], each robot has a
basic motor schema. Each schema generates a vector representing the desired behavior
response to sensory input. Possible motor schema include collision avoidance, obstacle
avoidance, goal seeking, and formation keeping. The control action of each robot is a
vector weighted average of the control for each motor schema behavior. Another good
mixture of Behavior-based approach with rigid graph theory, can be seen in [58].
In [59], the authors describe the control of robot teams in the framework of Hilbert
spaces. The focus of the paper was the intrinsic properties of robot control architectures,
namely the conditions under which a generic mission can be successfully executed. The
proposed paradigm was developed in two levels: (i) single robot control supported on a
monotonic and non-expansive projection map defined over some behavioral space such as
the robot configuration space or the velocity space, and (ii) team control supported on a
supervised scheme over a set of neighboring relations among the teammates, accounting
for their relative motion. Each robot monitors its own neighboring relations for relevant
changes and adapts its motion to the objectives of the team using a finite state automaton
supervisor.
In the same year, [60] proposed a feedback control strategy that achieves convergence
of a multi-agent system to a desired formation configuration while avoiding collisions.
The collision avoidance objective was handled by a decentralized navigation function
that vanishes when the desired formation tends to be realized. Here, it was shown that
under certain assumptions, formation infeasibility forces the agents’ velocity vectors to a
common value at steady state. This provides a connection between formation infeasibility
and flocking behavior for the multi-agent system.
Another famous application of the behavior-based approach can be seen in robot soc-
cer competitions. Here, [61] shows that multi-robot coordination is one crucial aspect
in robotic soccer. The way each team coordinates its individual robots into cooperative
global actions define the foundation of its strategy. In their work the authors explain
how the robots from the CAMBADA team explore their behavior to win a match. Here,
each robot is an independent agent. It coordinates its actions with its teammates through
communication and information exchange. The resulting behavior of the individual robot
should be integrated into the global team strategy, thus resulting in cooperative actions by
all the robots. New roles were created to add to the team strategy and some of the pre-
vious existing roles were improved. Some of the existing behaviors were also improved
to better fit the desired goals. Each role and behavior is described as well as the changes
made.
A problem called the initial formation problem, within the multi-robot task allocation
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domain is addressed in [62]. This problem consists in deciding which robot should go to
each of the positions of the formation in order to minimize an objective. Two different
distributed algorithms that solve this problem are explained in [62]. The second algorithm
presents a novel approach that uses cost means to model the cost distribution and improves
the performance of the task allocation algorithm. Also, the authors present an approach
that integrates distributed task allocation algorithms with a behavior-based architecture to
control formations of robot teams.
Many decentralized architectures use behavior-based approach in formation control.
In [63], a decentralized formation control was proposed which enables collision free co-
ordination and navigation of agents. The authors presented a simple method to define
the formation of multi-agents and individual identities (IDs) of agents. Two decentral-
ized coordination and navigation techniques were proposed for the formation of rovers.
Agents decide their own behaviors onboard depending upon the motion initiative of the
master agent of the formation. In these approaches, any agent can estimate the behavior
of other agents in the formation. This reduces the dependency of individual agent on other
agents while taking decisions. These approaches also reduce the communication burden
on the formation where only the master agent broadcasts its motion status per sampled
time. The main idea of this paper was to develop an adequate computational model, un-
der which agents in the formation performed with the goal of coordinating among each
other.
Recently, a behavior-based approach was implemented in [64]. The authors were in-
spired by a society of animals, which they studied, along with the coalition formation of
robots for detecting intrusions using game theory. The authors consider coalition forma-
tion in a group of three robots that detect and capture intrusions in a closed curve loop. In
their analytical model, individuals seek alliances if they "think" that their detect regions
are too short to gain an intrusion capturing probability larger than their own. The authors
also assumed that coalition seeking has an investment cost and that the formation of a
coalition determines the outcomes of parities, with the detect length of a coalition simply
being the sum of those of separate coalition members.
Finally, many applications beside ground vehicle applications also use the behavior
approach. Keviczky et. al. [65] describe the application of a novel methodology for high-
level control and coordination of autonomous vehicle teams and its demonstration on
high-fidelity models of the organic air vehicle developed at Honeywell Laboratories. The
scheme employs decentralized receding horizon controllers that reside on each vehicle
to achieve coordination among team members. An appropriate graph structure describes
the underlying communication topology between the vehicles. On each UAV, information
about neighbors is used to predict their behavior and plan conflict-free trajectories that
maintain coordination and achieve team objectives.
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This approach is the most versatile for dynamic environments. Nevertheless, the dif-
ficulty to model the group dynamics causes this approach to be too specific. Each appli-
cation environment requires a different behavior and, therefore, a different model of the
system’s dynamics and controller. Another issue addressed to this approach is the stability
of the group, which is hard to guarantee.
2.2.3 Leader-Following Approach
Finally, the leader following approach is one of the most studied [1], [14], [16], [15], [17],
[5], [18], [19], [11] and [66]. It is based on the existence of a leader (real or virtual) that
follows the precise desired trajectory while the other robots of the formation just follow
it, maintaining a preset distance and relative position. The leader robot can be a real robot
(see Fig. 2.3) or it can be a virtual leader such as a target (see Fig. 2.4).
Figure 2.3: Leader-Following Formation without Target.
Figure 2.4: Leader-Following Formation with Target.
This approach was chosen as being the most adaptable to the active target tracking
problem further discussed in this chapter. Here, many controllers can be used to maintain
the usually rigid formation. In [67], the authors investigate the control and localization
of a heterogeneous group of mobile robots. Therefore, the nonholonomic leader robot
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guides a group of nonholonomic followers when the follower robots are different from
the leader robot. The group considered had several inexpensive sensor-limited and com-
putationally limited robots, which follow a leader robot in a desired formation over long
distances. Complex sensing and computation were performed by the leader, while the
followers performed simple operations under the leader’s guidance. This architecture
allowed followers to be simple, inexpensive, and to have minimal sensors. Theoretical
and statistical analysis of a tracking-based localization method was provided. A simple
follow-the-leader control method is also presented, including a method for changing fol-
lower’s configuration. Nevertheless, in the proposed article, the average velocity of the
group is no greater than 0,15m/s.
The authors in [68] introduce and discuss the cooperative leader following task for
multi-robot teams. They describe the design and implementation of a distributed tech-
nique to coordinate team level and robot level behaviors for this task, as well as a multi-
threaded framework for the implementation of a multi-robot system with heterogeneous
sensing capabilities. This approach enables robots to remain in formation as they deal
with other obstacles that may appear within the formation. The authors show some of the
results of the team implementations in indoor and outdoor environments.
In [69], a good implementation of a linear controller can be seen. In their proposed
paper, they study the problem of modeling and controlling leader-follower formation of
mobile robots. First, a kinematics model for leader-follower robot formation was formu-
lated based on the relative motion states between the robots and the local motion of the
follower robot. Using this model, the relative centripetal and Coriolis accelerations be-
tween robots were computed directly by measuring the relative and local motion sensors,
and utilized to linearize the nonlinear system equations. A formation controller, consist-
ing of a feedback linearization part and a sliding mode compensator, was designed to
stabilize the overall system including the internal dynamics. The control gains were de-
termined by solving a robustness inequality and assumed to satisfy a cooperative protocol
that guarantees the stability of the zero dynamics of the formation system. The proposed
controller generated the commanded acceleration for the follower robot and made the
formation control system robust to the effect of unmeasured acceleration of the leader
robot. Furthermore, a robust adaptive controller was developed to deal with parametric
uncertainty in the system.
Many other examples of linear controllers applied to the leader-following approach
emerged in the last decade such as [70], [71], [72] and [73]. Nevertheless, in many cases
this cannot be generalized or sometimes are not even feasible [74], [75]. The problem
with linear controllers for formation control problems is the constrains of the formation
group. If the trajectory is dynamically generated or there are dynamic uncertainties, this
type of controller does not generate as good results as nonlinear controllers.
2.2 Approaches in the Formation Control Problem 15
A new position feedback based formation control method for heterogeneous multi-
robot teams is presented and evaluated in the paper from [76]. The formation behaviors
are integrated with dynamic reference object based collaborative navigation and efficient
obstacle avoidance to maintain and change formation real-time. The method from [76]
is computationally efficient and easy to coordinate in heterogeneous systems. The time
to formalize and switch specified formation patterns can be controlled by adjusting the
position feedback parameter. Satisfactory experimental results are obtained in simulation
and real heterogeneous multi-robot systems which consist of autonomous vehicles and
legged robots.
Linear controllers considering dynamic constrains have also been considered in leader-
following formation control [77]. In [78], the authors developed a distributed tracking
control scheme with distributed estimators for a leader-follower multi-agent system with
noise measurement and directed interconnection topology. It was supposed that each fol-
lower could only measure the relative positions of its neighbors in a noisy environment,
including the relative position of the second-order active leader. A neighbor-based track-
ing protocol together with distributed estimators was designed based on a novel velocity
decomposition technique. It was shown that the closed loop tracking control system is
stochastically stable in mean square and the estimation errors converge to zero in mean
square as well.
A final approach in the leader-follower area is the Model Predictive Controller (MPC).
It has been the target of studies in multi-robot motion control for almost a decade [1]. The
MPC is proven to be more effective than other types of linear controllers specially in low
dynamic systems and multi-variable systems. Amongst other reasons to use the MPC,
there are the following:
• As the future is known (reference behavior) it is possible to predict future system
behaviors;
• The generic structure of the MPC offers the possibility of controlling different types
of robots;
• The robot’s dynamics can be considered more or less precise depending on the ap-
plied system;
• The nonlinearities can be included in the prediction model;
• The prediction model can be switched while maintaining the same control structure;
• The MPC can be implemented in a distributed fashion;
• In a single optimization problem, energy costs, obstacle avoidance and other issues
can be considered;
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• Different behaviors and actions can be changed by a simple change in the cost func-
tion parameters;
• MPC allows the explicit consideration of state, input and output constraints;
• In MPC, a specified performance criteria is minimized on-line;
The next sections will discuss some of the MPC techniques used in the leader-following
approach. The nonlinear model predictive control (NMPC) as well as the active target
tracking problem will also be considered. Furthermore, a final discussion about the tech-
nique used as a start point of this work is presented.
2.2.4 Other Used Approaches
Some approaches were created that cannot be classified as the three decentralized ap-
proaches previously explained. Relevant examples are the potential fields that are one of
the oldest techniques used [79], [80], [81]. In [82], for instance, the authors present an
improvement of the classical potential field approach for motion coordination in forma-
tions of Multi-Robot Systems. Different forces belonging to other robots, obstacles and
the aspired shape of formation are combined and used to move each robot to its desired
position inside the formation. The group is able to avoid obstacles and approach towards
a specified target, while moving in formation
Another technique is used by [83]. Here, the authors address the problem of planning
the motion of a team of cooperating mobile robots subject to constraints on relative con-
figuration imposed by the nature of the task they are executing. They model constraints
between robots using a graph where each edge is associated with the interaction between
two robots and describes a constraint on relative configurations. The authors also develop
a decentralized motion control system that leads each robot to their individual goals while
maintaining the constraints specified on the graph.
Also in the decentralized approach, the authors in [84] studied and analyzed the in-
formation flow and its relation to stability of the motion of vehicles in a rigid formation.
The authors also consider the effect of information flow on the propagation of errors in
spacing in a collection of vehicles trying to maintain a rigid formation during translational
maneuvers. The motion of each vehicle is described by using a linear time-invariant (LTI)
system. It is also considered undirected and connected information flow graphs, assuming
that each vehicle can communicate with a maximum of vehicles
Finally, neural networks controllers have also emerged among the ones used in for-
mation control [85]. In [86], the authors addressed a formation control issue of a group
of robots with dynamic interaction topology. They introduced a decentralized formation
control to realize formation based in Neural Networks. Moreover, based on analysis of
switched systems, the sufficient conditions on formation pattern and interaction topology
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are fingered out to ensure the feasibility of this formation control, even if the interac-
tion topology often changes suddenly. The simulation illustrates that within a field with
obstacles (although not so clear) that may interrupt interaction between robots, a leader-
following formation must reach the destination by using this formation control despite the
low velocities of the group here presented. The same low velocity problem occur later in
[87].
2.3 Model Predictive Control
Model Predictive Control (MPC) originated in the late seventies and has developed con-
siderably since then [88]. The term MPC (also called Receding Horizon Predictive Con-
trol, or RHPC) does not designate a specific controller but rather an ample range of control
methods which make explicit use of a model of the process to obtain the control signal by
minimizing a cost function. These design methods lead to controllers which have prac-
tically the same structure and present adequate degrees of freedom. The various MPC
algorithms only differ amongst themselves in the model used to represent the process,
in the noises, and in the method/algorithm to minimize the cost function. The concepts
appearing in greater or lesser degree in the predictive control family are basically:
1. Explicit use of a model (linear or nonlinear) to predict the process output at future
time instants (prediction horizon);
2. Calculation of a control sequence minimizing a cost function;
3. Receding strategy, so that at each instant the horizon is displaced towards the future.
According to [89], the model predictive control problem is formulated as solving on-
line a finite horizon open-loop optimal control problem subject to system dynamics and
constraints involving states and controls. Fig. 2.5 shows the basic principle of model
predictive control. Based on measurements obtained at time t, the controller predicts the
future dynamic behavior of the system over a prediction horizon Tp and determines (over
a control horizon Tc ≤ Tp) the input such that a predetermined open-loop performance
objective functional is optimized. If there were no disturbances and no model-plant mis-
match, and if the optimization problem could be solved for infinite horizons, then one
could apply the input function found at time t = 0 to the system for all times t ≥ 0. How-
ever, this is not possible in general. Due to disturbances and model-plant mismatch, the
true system behavior is different from the predicted behavior. In order to incorporate
some feedback mechanism, the open-loop manipulated input function obtained will be
implemented only until the next measurement becomes available. The time difference be-
tween the recalculation/measurements can vary, however it is assumed often fixed, i.e the
measurement will take place every δ sampling time-units. Using the new measurement at
18 State of the Art
time t +δ , the whole procedure (prediction and optimization) is repeated in order to find
a new input function with the control and prediction horizons moving forward.
Figure 2.5: Basic Principle of the MPC [89]
The optimization of the cost function has several peculiarities, such as regarding how
it is performed. If the criterion used in the cost function is quadratic, the model is lin-
ear, and there are no constraints on the system, then an explicit solution can be found
offline through the implementation of a simple lookup table or an explicit function of
past inputs, outputs and future set-point/trajectory, if available. In the usual case of non-
linear constraints, or when the cost function takes a less usual form, it is necessary to
do a real-time online optimization, using a numerical method. In order to guarantee the
convergence of minimization and achieving smooth control signals, it is also customary
to include in the cost function a term that penalizes the effort of control. This control
strategy is typically implemented using the basic structure of the model presented in Fig.
2.6.
Figure 2.6: Generic MPC Structure.
There are the two main elements of a predictive controller illustrated above: the opti-
mizer and system model. The model uses past information to predict the system response
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of the future control inputs. These are calculated by the optimizer, which minimizes er-
rors in the future by optimizing the cost function for ideal control signals. The system
constraints are taken into account in the optimization [89], [88].
The first year in which a Model Predictive Controller was applied in the Leader-
Following approach of multi-robot formation was 2002 [1]. After that many works im-
proved the technique through time, such as [90]. Here, the authors investigated the leader-
following formation control of mobile robots through the MPC. They established its con-
trol stability by adding a terminal state penalty to the cost function and a terminal state
region to the optimization constraints. The authors also designed a terminal state region
based on an input-output feedback linearization controller for the MPC. A suboptimal sta-
ble solution is thought to reduce the computational time used in the MPC. Nevertheless,
this approach possesses still a high computational cost.
Fukushima, Kon and Matsuno present in [16] a distributed model predictive control
(MPC) method for unicycles formation with collision avoidance constraints. This is a
good implementation of the MPC in leader-following approach despite the fact that this
work did not consider environment obstacles or even obstacles with uncertainties. The
proposed method first stabilized the system by using a feedback linearization, then a col-
lision avoidance method based on MPC was applied to the linearized system. One of
the features of the proposed method was that each vehicle sequentially solves its optimal
control problem at different time steps. Unlike other MPC collision avoidance methods
in which all vehicles solve optimal control problems at each time step, only one vehicle
can solve its optimization problem at one time step. The authors also derived a condition
for the proposed method to ensure the feasibility of the optimization method and stability
of the closed-loop system.
In 2006, an elaborated MPC controller was conceived by [91], although it was not
tested in real robots. In the same year, a good simulation was made by [92]; they de-
veloped a receding horizon (RH) controller (also called Model Predictive Controller) for
tracking control of a nonholonomic mobile robot. The control stability was guaranteed by
adding a terminal-state penalty to the cost function and constraining the terminal state to a
terminal-state region. The stability analysis in the terminal-state region was investigated,
and a virtual controller was found. The analysis results showed that the RH tracking
control has simultaneous tracking and regulation capabilities.
In the following year, [93] considered the problem of controlling a team of mobile
robots with nonholonomic constraints to leader-following formations. The authors pro-
posed that it was more convenient to put the nonholonomic constraints inside the model
predictive control (MPC) framework. As the first step of exploration, a dual-mode MPC
algorithm was developed. The stability of the formation was guaranteed by constraining
the terminal state to a terminal region and switching to a stabilizing terminal controller at
the boundary of the terminal region. The effectiveness of the method was investigated by
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numerical simulations, therefore, the computational cost was left aside to investigate the
stability of the system.
In 2008 the first use of a MPC applied in the leader-following approach using holo-
nomic robots was done by [94], [95]. In these approaches only the formation maintenance
is discussed. In these works the circle trajectory and the eight trajectory were used. The
robots should follow the paths in a preset time while changing their formation (column
or triangle). It is known that in a highly dynamic environment, if the trajectory is prede-
fined, the linear MPC, even if being applied to a nonlinear system, can control the system
maintaining the set-point. This was the exact result given by the authors.
In 2009, [96] made another implementation using this time a Nonlinear Model Predic-
tive Controller in the formation of multi-robot system of holonomic robots. The authors
presented experimental results of formation control problems of omnidirectional mobile
robots using distributed nonlinear model predictive control (NMPC). Two main objectives
were (i) to maintain a desired flexible formation pattern and (ii) to follow a reference path.
Both pose errors and formation errors which were included into a local objective function,
later minimized at each update time. The strategy was in such a way that the exchange of
the most recent optimal state trajectory between coupled subsystems had been employed.
The distinct features of NMPC were that constraints could be explicitly accommodated,
and nonlinear systems, as well as time-varying ones, could be easily handled. Experi-
ments with three omnidirectional mobile robots were presented in order to illustrate the
validity of the author’s proposed method. Nevertheless, here again the robots did not
converge to a formation, and neither dynamic uncertainties nor fixed obstacles were con-
sidered.
Also in 2009, [97] and [98] applied a Linear Model Predictive Controller in the leader-
following approach. [97] used it to control a set of AUVs (Autonomous Underwater
Vehicles) while [98] applied it in nonholonomic robots using the separation principle to
make a NMPC control the trajectory while a MPC would be used to formation control.
Both works only had simulation results and no obstacles were considered.
A work done by [38] used a MPC applied to formation control. In his work, the author
considers also a heterogeneous group of mobile robots in formation. The author applied
a strategy into a mobile robot team formed by small robots with a simple microcontroller
and modest sensors such as wheel encoders, and a larger leader robot with more com-
putational power. The leader is responsible for group navigation and the control of team
formation. It has an omnidirectional camera which allows it to visualize other robots.
Color segmentation and a Kalman filter are used to obtain the positions of the follow-
ers, related to the leader, while the orientation measured by a compass sensor is sent to
the leader robot. The omnidirectional visual feedback has the advantage of allowing the
leader to localize all the followers around itself by taking just one image.
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The linear model predictive control (or just MPC) is characterized by a family of
predictive control strategies in which the dynamic model used to predict the evolution of
the system is linear, even though the dynamics of the closed-loop system are nonlinear
due to the existence of constraints. This simplification is made by considering that the
system operates in a controlled area where it can actually be linearized. However, there
are many systems that are inherently nonlinear, in which case a nonlinear model has to
be necessarily used. This fact led to the development and use of the nonlinear model
predictive control (or NMPC). Finally, it is important to mention that the objective of this
work does not include a stability analysis of the proposed controller.
2.3.1 Nonlinear Model Predictive Control
In NMPC, the choice of the appropriate model is not the only important issue. Changing
to a nonlinear model transforms the control problem from a convex quadratic program
to a non-convex nonlinear problem, which is much more difficult to solve. Furthermore,
in the discussed situation there is no guarantee that the global optimum can be found,
especially in real-time control when the optimum has to be obtained in prescribed time
[88].
In this thesis, the prediction of the system’s behavior in an instant k is given by
Pˆ(k+ i|k) with i = 1..Np where Np is the prediction horizon. This system’s prediction
depends on the future output control signals Uˆ(k+ i|k) with i = 0..Np−1 that are applied
to the system’s model. The set of future output control signals are calculated through
the optimization process with respect to a chosen criteria (for example a cost function)
in order to keep the system behaving as desired and penalizing its deviation. The output
control signal U(k|k) is then sent to the system while the other future output control sig-
nals are not considered. As soon as the next instant P(k+ 1) of the controlled system is
known, the process is repeated in the same fashion.
The system’s model is the most important element of the NMPC because it is through
the model that it can calculate the predicted system’s outputs in the future instants Pˆ(k+
i|k). The model used by the controller in this thesis is presented in the chapter 4. This
model is a nonlinear representation of the behavior of the formation of a multi-robot
system. The discrete model used to predict the system’s behavior is given by P(k+1) =
f (P(k),U(k)) where U(k) =
[
vre f (k) vnre f (k) wre f (k)
]T
are the robot’s velocities.
In NMPC, optimization algorithms such as the Steepest Descent algorithms can work
as long as the gradient function is not unpredictable. Here, the Resilient Propagation
algorithm (RPROP) will be used. The RPROP algorithm is an adaptive learning rate
algorithm which automatically varies the rate of weight adjustment with the general goal
of speeding up convergence and handling large-scale nonlinear optimization [99].
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2.4 Active Target Tracking Problem
Optimally tracking a moving target under motion and process constraints is necessary in
a number of applications such as surveillance, environmental monitoring, defense appli-
cations and so on. In most studies about target tracking, the sensors involved are static
and the emphasis is on the optimal processing of the available information. In contrast
to using static sensors, the deployment of mobile sensors (or robots) for tracking offers
significant advantages. For example, a larger area can be covered without the need to
increase the number of nodes in the sensing network. The idea of optimally choosing the
mobile sensors’ locations in order to maximize information gain (also known as adaptive
sensing or active perception) has been applied to the problems of cooperative localiza-
tion [100], simultaneous localization and mapping [101], parameter estimation [102], and
optimal sensor selection [103].
Yang et al. [24] present an active sensing strategy using distance-only measurements,
where both the trace and the determinant of the target position estimates of the covari-
ance are considered as the objective functions. The authors propose a control law, with
constant step size, based on the gradient of the cost function with respect to each sensor’s
coordinates.
In [21], Martínez and Bullo address the problem of optimal sensor placement and mo-
tion coordination strategies for homogeneous sensor networks using distance-only mea-
surements, where the emphasis is on the optimal sensor placement for (non random) static
target position estimation. The objective is to minimize the determinant of the covariance
matrix. The resulting control law requires that the sensors move on a polygon surround-
ing the target so that the vectors from the target to the sensors are uniformly (in terms of
direction) spaced.
Recently, Frew [104] has investigated the problem of single sensor trajectory genera-
tion for target tracking using bearing measurements. In their discussed problem, motion
constraints on the sensor’s trajectory are explicitly incorporated in the problem formu-
lation and the objective function (determinant of the target’s covariance matrix) is min-
imized over a finite time horizon using exhaustive search through a discretized set of
candidate sensor headings.
Olfati-Saber [23] addresses the problem of distributed target tracking for mobile sen-
sor networks with a dynamic communication topology. The author tackles the network
connectivity issue using a flocking-based mobility model and presents a modified version
of the distributed Kalman filter algorithm for estimating the target’s state. In this case,
the sensors use both distance and bearing measurements to a target that moves in 2D
with constant velocity driven by zero-mean Gaussian noise, and seek to minimize their
distances to the target, while avoiding collisions.
Chung et al. [22] present a decentralized motion planning algorithm for solving the
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multi-sensor target tracking problem using both distance and bearing measurements. The
authors employ the determinant of the target’s position covariance matrix as the cost
function. The decentralized control law in this case is based on the gradient of the cost
function with respect to each of the sensor’s coordinates with constant step-size of 1.
The main drawback of the previous approaches is that no physical constraints on the
motion of the sensors are considered. The only exceptions are the works presented in
[105] for distance-and-bearing observations, and in [104] for bearing-only observations.
However, in both cases, the proposed grid-based exhaustive search algorithm, when ex-
tended to the multi-sensor case, has computational complexity exponential in the number
of sensors, which becomes prohibitive when the number of the sensors is large and/or the
size of the grid cell is small. In addition, teams of heterogeneous sensors using mixed
(i.e., distance and/or bearing) relative observations are only considered in [24], whose
gradient-based algorithm can only guarantee achieving local minimum, while its conver-
gence rate is not addressed. Furthermore, none of the previous works contemplates issues
regarding the mobile robots’ formation with respect to the mobility such as obstacles and
mates collision avoidance, energy issues, online control law changing and so on.
2.5 Discussion
This chapter presented two distinct problems: the formation control problem and the ac-
tive target tracking problem. Studies usually consider one problem or the other separately.
Nevertheless, in some situations these two problems can appear together, making the solu-
tion of either one of them hard to conceive. For example, in the formation control problem
(with the leader-following approach) usually the formation must be with pre-defined dis-
tances between the robots (rigid formation) and the controller is said to be working if the
formation can be kept during a pre-defined trajectory. In the active target tracking prob-
lem the issue lies within the observation of a target disregarding a formation between the
robots. An optimal observation is the main task in this last problem.
Therefore, the problem addressed in this thesis lies in the boundaries between the for-
mation control problem and the active target tracking problem. The problem here is to
conceive a formation controller capable of control a multi-robot system in a distributive
fashion considering obstacle and mates avoidance, the formation itself and the maximiza-
tion of the target’s observation by the group of robots in formation.
After a careful analysis of the state of the art, the nonlinear model predictive control
theory was considered as the main theoretical approach. Amongst the reasons that makes
the nonlinear model predictive control theory the most suitable to solve the addressed
problem, the following are the relevant ones:
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• Sometimes the future reference behavior is known and it is possible to use this
information to predict future behaviors of the system;
• By obtaining the same generic structure of the NMPC, the control of different types
of robots becomes possible while maximizing the observation with different types
of sensors and mobility in the formation;
• The nonlinearities can be included in the prediction model. As an example, the total
amount of uncertainty was predicted for each robot and minimized in the controller’s
cost function;
• A change in the model of the target’s observation can be easily made in the con-
troller’s code generalizing the application for different sensors;
• Energy costs, avoidance of obstacles, uncertainties and formation characteristics can
be considered in a single optimization problem;
• Different behaviors and actions can be changed by a simple modification in the cost
function parameters allowing for better observation and a change in the formation;
• Regarding the formation geometry, available formation control methods often give
little relevance to the requirements imposed by target localization and/or tracking.
Finally, among the disadvantages, the NMPC has the following:
• It is difficult to theoretically prove the systems’ stability;
• It possesses reasonable computational costs in the system’s processing;
• In NMPC, the model of the system must be minimally realistic (an accurate model
of the system) in order to guarantee accurate predictions of the system’s behavior.
Chapter 3
Robots and Experimental Setup
Description
This chapter presents the robots used in this thesis. It also explains the simulation and
experimental setups. Finally, the simulator SimTwo and the validation of the robot model
in this environment are presented.
3.1 Introduction
The study on mobile robotics is one of the most growing and investigated topics in
robotics. Its application is relevant in a large set of environments such as industrial,
medical and domestic. In this chapter, aspects of the ground mobile robots used as a
mechanism to validate the proposed controller will be presented.
The respective used models are further briefly described in this chapter. Therefore, this
chapter is structured presenting a brief consideration about mobile robots in the following
section. The multi-robot system used is presented in section 3.3. Then, the SimTwo
environment is explained in section 3.4. In section 3.5 the model of the 5dpo robot is
validated in the SimTwo environment and the conclusion is presented in the final section.
3.2 Mobile Robots
A mobile robot must be capable to move itself through an environment, avoiding colli-
sions with static or moving obstacles in its trajectory to reach the objective. The robot
can be a water robot, an air robot or a ground mobile robot. The autonomous ground
mobile robots (or simple mobile robots) can have a variety of locomotion elements such
as wheels, roller balls, legs or crawlers.
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This work uses two kinds of mobile robots with wheels, called holonomic and non-
holonomic robots. There are a variety of wheels classified in five categories by [106]:
normal standard wheels, standard maneuver wheels, beaver wheels, spheric wheels and
omnidirectional wheels. Each type of wheel has a different degree of freedom. The non-
holonomic mobile robots present some constrains on their wheels that holonomic robots
do not. The omnidirectional wheels are used in holonomic robots and the normal standard
wheels are used in most industrial AGVs (Automated Guided Vehicles).
The mechanical structure of an holonomic mobile robot is designed to contain three
or more motors connected to an omnidirectional wheel (see Fig. 3.1). In this thesis,
the omnidirectional robots have three wheels distributed in 120 degrees. These wheels
have small rollers on their surface which lower the friction of lateral slippering enabling
orthogonal movement to the traditional direction.
Figure 3.1: Omni-directional Wheel
In a nonholonomic mobile robot, the mechanical structure can assume a much larger
variety of forms. The ones most used have four wheels, as it can be seen in [107]. The ge-
ometry, the number of wheels and their geometric positions on the chassis of the robot are
responsible for the robot’s mechanical stability, capacity of maneuver (maneuverability)
and its degree of mobility.
3.3 The Multi-Robot System
Several robotic tasks require or benefit from the cooperation of multiple robots: trans-
portation of large-sized objects, large area coverage (e.g., for cleaning) or surveillance
(e.g., for fire detection), pollutant plume tracking, or target detection and tracking, to
name but a few. Usually, in multi-robot systems, the formation can be rigid or not, and
the control strategy can be centralized or distributed. Also, the formation must have low
computational and power requirements and high communication efficiency.
This research used an indoor highly dynamic and adversarial environment for hetero-
geneous and homogeneous multi-robot system with a common target (tracking a ball),
often subject to occlusions and kidnappings. The used robots are omnidirectional robots
from the middle size league (see Fig. 3.2) of robot soccer championships. Furthermore,
a differential robot is used to demonstrate the application of the same controller in a non-
holonomic robot (see Fig. 3.3).
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Figure 3.2: The 5DPO Mobile Soccer Robots
3.3.1 Mini-AGV Robot
In Fig. 3.3 the automated guided vehicle (AGV) robot also used in this work, here called
Mini-AGV, can be seen. The main characteristic of the non-holonomic Mini-AGV mobile
robot is the fact that it possesses a differential mechanical traction. This system consists
of a set of two normal standard wheels coupled in two continuous current (CC) motors,
set in the same central axis and symmetric opposite to one another. To give stability
and support to the structure, two free wheels are also placed in the robot’s structure.
This configuration can be seen in a simple locomotion mechanism, allowing the platform
freedom in its movement in comparison to its size, such as the ability to rotate in its own
axis. The kinematic and dynamic models of this mobile robot, as well as the use of the
SimTwo simulator, can be seen in [107].
Figure 3.3: The Mini-AGV Robot
3.3.2 The Middle-Size League 5dpo Robot
The 5dpo is the RoboCup middle size league soccer team of the FEUP and INESC TEC,
Portugal. The construction of this robot was the result of various people working on sev-
eral different areas which contributed for the development of the mechanical structure of
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the robot, its hardware architecture and controllers, as well as the software development in
areas such as image analysis and processing [108], [109], real-time path planning [110],
modeling [111], [112] and control [113] [114]. Nevertheless, it is important to mention
that, despite these robots are used in this thesis as a testbed for the controller proposed
here, many of the features described bellow such as the RTDB and the formation con-
troller itself are not used in the RoboCup games, but in the project of which this thesis is
a part of (FCT project PTDC/EEA-CRO/100692/2008 - Perception-Driven Coordinated
Multi-Robot Motion Control).
Figure 3.4: The General Architecture
Fig. 3.4 shows that the Dec is the control software, HAL is the vision system applica-
tion, FlashBus is the hardware communication application, Coach is a central computer
application to visualize and log the formation activities and positions, RTDB is the com-
munication protocol, COMM is the communication application, Enci is the encoder of
motor i and Mi is the motor i.
The general architecture of the 5dpo robot is primarily based on a multi-agent system.
Each agent is placed in a main processing unit (a laptop), which is responsible for the
high-level coordination. This main processing unit handles external communication with
other robots, intermediated by the shared real time data base (RTDB) through wireless
communication. All robots read and write their shared variables on their local real time
data base (RTDB), which is then broadcasted by an ad-hoc communication system [115].
This unit (the above mentioned laptop), besides having a vision system directly attached
to it, receives also a low bandwidth sensing information and sends actuating commands
to control the robot actions by means of a distributed low-level system (Fig. 3.4).
The low level sensing/actuating systems follows a distributed model where most of
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elementary functions (closed-loop PID control of the actuators) are encapsulated in small
microcontroller based nodes connected to a motherboard by a RS485 electric specifica-
tion. For this purpose, a protocol called FlashBus was created to support communication
to exist between the main processing unit and the microcontroller based nodes.
3.3.2.1 Vision System
The vision application is called HAL (Hardware Abstraction Layer) and it communicates
with the Dec (control software of the robots) by local UDP protocol. The HAL interface
can be seen in Fig. 3.5. The function of this application is to treat the images captured by
the camera and send to the features to the Dec software to be processed. The features are
related to field lines, ball and obstacles.
Figure 3.5: The HAL Software
3.3.2.2 The Coach Software
The Coach software (Fig. 3.6) sets the roles of each robot in the team and performs
the selection of the "best" ball. In the Coach was inserted the intelligent state machine
described in chapter 6. This state machine activates the roles that each robot must execute.
The Coach shares the roles that each should take and which ball from the observed balls
is the "best", or the true ball. In this same fashion, it collects the information from the
robots about their position with respect to the ball.
As it can be seen in Fig. 3.6, the color status is green when the robot is active and
ready. It changes to red when the robot is inactive. Furthermore, the Coach map shows
the position of each robot in the field the location of the true ball.
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Figure 3.6: Coach Application
3.3.2.3 The Dec Software
The Dec software computes each robot’s decision. Here are implemented the Roles, Tasks
and Actions layers. Through the command received from the Coach using the RTDB, the
robot takes a specific Role, and then executes the proper Task and Action programmed
for that function (Role). The Dec environment can be seen in Fig. 3.7.
Figure 3.7: The Dec Software
In Dec software all the information from the sensors (odometry, features received from
the vision software, compass, etc.) is processed. The program also observes which Role
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is given by the Coach. This Role is relevant to a series of tasks yet to be done (path
generation, trajectory tracking controlling , obstacle avoidance, kicking strength, etc.).
The Roles are the designed functions for each player. The functions that each player
receives are given by the Coach software in agreement with a set of conditions, such
as: its physical characteristics, its position in the field, etc. Examples of roles are the
following: forward, defense, keeper, etc. In this work only three roles are used: Search,
SearchFollower and Formation further explained in chapter 6.
Each roles execute a set of Tasks. Tasks are jobs that each player must execute, de-
pending on its function. The act of passing the ball to a teammate or to block an adversary
player are good examples of tasks. Furthermore, each Task means the execution of a set
of Actions. The Actions are responsible for the trajectory tracking control, trajectory
generation, obstacle detection, kicking strength, etc.
3.4 The SimTwo Simulation Environment
The SimTwo simulator creates the replication of the entities that populate the world, based
on a set of .xml (Extensible Markup Language) files that are read at the time of the appli-
cation startup. These states can be read from a script, thus giving rise to the movement of
the world.
Figure 3.8: The SimTwo Main Windows
The simulation platform has been developed within the group of mobile robotics 5dpo
by [116] and it is a free software available for download [117]. This platform shows a
high level of realism, especially in terms of dynamic models. These include nonlinear
characteristics, which are proven important to the behavior of real objects. The simulator
also allows the viewing of real-time 3D simulation, which is beneficial to the supervision
of the simulation. A screen shot of the simulator windows is shown in Fig. 3.8. The
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Figure 3.9: SimTwo Configuration Window
3D visualization window is used to overlook the simulation, and the visualization of the
parameters defined in the Graphics tab of the configuration window, visible in Fig. 3.9.
Figure 3.10: SimTwo Code Editor
Figure 3.11: SimTwo Plot Window
The control parameters of the robots are arranged in the Control tab of the configura-
tion window. Also, the parameters related to the input and output interfaces are configured
in the IO tab. The robot behavior is controlled by a Pascal interpreter, which is included
in the simulator using the open source library Pascal script. Using this resource, only the
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control of the robots can be implemented in Pascal script. The code can be also used as
an interface layer with an external controller (see Fig. 3.10).
The simulator also allows recording the progression of some variables over time, as
shown in Fig. 3.11. Finally, Fig. 3.12 shows the window of the XML editor. The
3D graphical facet of the simulator, as well as the input of the physical constrains and
characteristics of the robot using ODE (Open Dynamics Engine) library [116], is built in
this editor.
Figure 3.12: SimTwo XML Editor
3.4.1 The ODE Library
The SimTwo uses the ODE (Open Dynamics Engine) library [116] for the simulation of
rigid bodies. This library is targeted for the simulation in real time, so that priority is
given to the speed and stability compared to the precision. The library enables the imple-
mentation of two levels of simulation: the level of dynamic simulation and the level of
simulated collisions. These levels are purposely separated in order to maximize flexibility
and usefulness of the library. Thus, it is possible to use an external library of simulated
collisions with the library of the dynamic simulation, or vice versa.
The simulation of the dynamic component is directly related to the dynamic properties
of bodies, such as masses or velocities, while the component simulation of collisions is
concerned only of the shape of the bodies. In terms of dynamic simulation, the bodies are
devoid of form, being represented by their mass and moments of inertia.
In the simulation of rigid body dynamics there are two types of entities: the body
entities and the joint entities. The body entities represent the rigid body, and correspond to
arbitrary distributions of mass, represented by its mass and the 3x3 matrix of the moments
of inertia. Torques and forces are exerted on the bodies, which can be applied directly
or through junctions with other bodies. Joint entities correspond to junctions between
bodies, allowing the transmission of forces and torques between them. The junctions
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impose restrictions on the movement, and every type of junction corresponds to certain
restrictions. When joint entities operate as a hinge, they acquire restrictions which are
similar to those offered by a hinge. These junctions only allow angular movement axis
and prevent any type of linear motion.
The simulation of collisions is done separately from the dynamics simulation, and
deals with the shape of the bodies. Its function consistes of determining the points of
"contact" between objects. These points are used to create special junctions called contact,
which are commonly used to prevent objects from penetrating each other. These joints
also allow to simulate friction between the contact points, applying the friction forces in
the direction perpendicular to the normal surface.
The configuration of the simulator is done through XML files. This format allows the
definition of hierarchical information. The structures take the form of objects, placed in a
virtual world, and grouped in a hierarchical scheme of sections and subsections. At the top
of the configuration hierarchy is the section scene, which is inserted as the file scene.xml.
This section contains all the sections used to define the surrounding world. Within the
scene section, there are segments which in turn divide the elements of the surrounding
world into classes. These segments are as following:
1. Robot: Determines the physical constrains of the robots, namely the graphical body
and its physical characteristics. Their behavior (movement) is defined outside in the
Code Editor;
2. Obstacles: Define immovable structures or fixed obstacles, their position and graph-
ical body;
3. Things: Movable obstacles are described here with the position and graphical body.
Their behavior (movement) is defined outside in the Code Editor;
4. Ball: Defines a movable object’s graphical body and its physical characteristics;
5. Field: The size of the field and the drawing on the field are created in this file.
The interaction with the simulation is done through procedures and functions that take
into account this hierarchical information. These procedures and functions are placed
in the Code Editor and the ones that apply globally to a robot must have the identifying
number of the robot as the first argument. Each robot has an identification number, starting
at zero, and assigned in the order that it is placed on file scene.xml. In turn, each robot
can have several controlled axes and several bodies, or solids. The simulator allows the
communication with the outside world through a network interface. The communication
allows the controller to be totally or partially made out of the simulator, and in this case
the program, Pascal script, acts as a link layer. The communication network is carried over
a universal data protocol (UDP) configured in the IO tab of the configuration window.
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Finally, in SimTwo environment, forces can be added in the actuators generated by
modeled electric motors with high realism (i.e. nonlinear friction, dead zone, saturation,
current limit, etc.). Furthermore, great variety of sensors can be added which have been
modeled with high realism (i.e. noise model, measured distances by laser or infra-red
sensors, feedback light sensors, CCD camera, etc.)
3.4.2 The 5dpo Robot Model
In control theory the model of the system is an important part of the solution by influenc-
ing the behavior of the controller itself. In robotics there are two models to be considered:
the model implemented in the robot’s controller [111], [118], and the model implemented
in the simulator [119]. For the control to be properly parametrized, both models must
behave similarly. Nevertheless, the model in the controller must be much simpler in order
to lower the computational cost in the control loop.
In this thesis, the model implemented in the proposed controller is explained in detail
in chapter 4. The model of the robot implemented in the simulator, which emulates the
real robot, must be much more precise considering also the environmental dynamics.
Usually, these dynamics are embedded in an ODE library, which aids in the avoidance of
the need to handle the equations directly. In the simulator used (SimTwo) the parameters
introduced were:
Table 3.1: 5dpo input parameters in SimTwo
Parameter Measure Unity
Robot Mass 26.6 kg
Wheel Mass 0.605 kg
Wheel Radius (ri) 0.051075 m
Distance between the robot-wheel centers (d) 0.1885 m
Wheel Width 0.042 m
Maximum Allowed Current 3.3 A
The motor PID controller’s parameters kp = 0.3, ki = 0.035, kd = 0, k f = 0 and the
control period mt = 10ms have also to be input in the simulator’s XML code as parameters
of the robot. Finally, there are the motor parameters acquired from the motor’s datasheet
[120] which can be seen in table 3.2.
Nevertheless, two sets of parameters must also be estimated in order to tune the sim-
ulator model correctly: the robot’s moment of inertia (in Z, Y and X) and the robot’s
friction constants (Coulomb and Viscous).
3.4.2.1 The Moments of Inertia
The moments of inertia of a mobile robot must always be considered when analyzing a
controller, specially if the robot has high velocities. The study of the 5dpo’s main moment
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Table 3.2: Motor parameters in SimTwo
Parameter Measure Unity
Motor Reduction (N) 12 -
Resistance of the Motor 0.317 Ohm
Electric Constant of the Motor 0.0302 Nm/A
Maximum Tension on Motor 24 V
Encoder 12548 PPR
of inertia (the one with respect to the Z axis) was extensively studied by [121], who found
it as being Jz = 0.705kgm2. Nevertheless, the estimation of the other two moments of
inertia (Jx and Jy) is much more complex. For such assessment, a 3D geometry is needed
for an accurate evaluation of the robot. The fact that such robot has three main parts: the
low body, the kicking part and the head is relevant for the estimation. The Fig. 3.13 shows
all three sections and their respectively heights.
Figure 3.13: Geometric Representation of the Robot’s Body
The cube has a length of x= 0.3m and a width of y= 0.2m. Furthermore, it is relevant
to remember that the cube is positioned slightly towards the front of the robot, which
causes the robot’s asymmetry. Another key information is the robot radius (the distance
between the center of the robot and the outside border part of the robot’s chassis), which
in this case is 0.25m. The first step to a successful calculation of the cylinder is to know
that
Jx = Jy = (
1
12
.mcylinder).(3.r2+h2cylinder) (3.1)
Then, the cone uses
Jx = Jy = (
3
5
.mcone).(
r2
4
+h2cone) (3.2)
Finally, there is the third part, or the cube, which uses
Jx = (
1
12
.mcube).(h2cube+ x
2) (3.3)
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and
Jy = (
1
12
.mcube).(h2cube+ y
2) (3.4)
Now, replacing the names with their values in the four formulas above and knowing
that mcylinder = 13.7kg, mcone = 5.5kg and mcube = 7kg, the following moments of inertia
can be calculated:
Table 3.3: Partial Moments of Inertia
Part Jx(kgm2) Jy(kgm2)
Cylinder 0.39673 0.39673
Cone 0.18356 0.18356
Cube 0.049058 0.078225
Applying the superposition principle for the moment of inertia in each axis, it results
in Jx = 0.629 and Jy = 0.658. Note that both values agree with the value of Jz when
applying the Perpendicular Axis Theorem.
3.4.2.2 The Friction Constants
The estimation of both Coulomb and Viscous friction coefficients used in the dynamic
model can follow the experiments done by [111] and [122]. However, to parameterize the
simulator, only the wheel’s Viscous and Coulomb friction coefficients are needed. The
estimation of the wheel’s friction constants can be also based on the fact that
dωr(t)
dt
=
µr
Jrz
.ωr(t)− CrJrz
(3.5)
where ωr(t) is the rotation speed of the wheel (output from the gear box).
Reproducing the simulations that were made in [111], the relationship between both
friction coefficients (µr and Cr) and the wheel’s moment of inertia in z (Jrz) where ap-
proximately,
µr
Jrz
= 5.62(N/kg.m) and
Cr
Jrz
= 43.9(N/kg.m) (3.6)
It is known from the motor’s data sheet that JrzN
2 = 0.0000138Kgm2, where N is the
gear box reduction ratio. Therefore,{
µr = 7.76x105(N.m/rad/s)
Cr = 6.06x104(N.m)
(3.7)
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3.5 Model Validation
In this section, the methodology of the 5dpo robot model validation is presented. The
5dpo robot was set to reach two points in the field, performing a difficult trajectory in a
desired velocity (1m/s) to validate the model. A PI (Proportional plus Integral) controller
was used for the motors’ velocity in this two sets of experiments [113]. According to Fig.
3.14, the trajectory determined for the performance of these tests is L-shaped.
Figure 3.14: Trajectory for Model Validation
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Figure 3.15: Test with 1m/s and θ = 0◦
The 5dpo robot was set to perform the above described trajectory ten times. The ten
performances were divided into two sets. A roof camera was used as ground truth (real
position data), for its precision in the world frame position of the robot is much higher
than the one of the robot’s sensors (the error of the roof camera is less than 0.5cm). The
first set of tests were conducted without varying the robot’s angle (with θ = 0◦). The
average result achieved from the first set of tests can be seen in Fig. 3.15.
In Fig. 3.15, the comparison between the behavior of the robot in SimTwo environ-
ment (blue traced line) and the real robot environment (black full line) can be witnessed.
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Figure 3.16: Test with 1m/s and θ =Variable
The behavior of the two results (simulated and real), disregarding control issues, is simi-
lar; this fact can be witnessed by analyzing the proximity of both trajectories.
The second set of tests were conducted while variating the θ in a way that the robot
faced its moving direction. The accuracy of the model can be noted also in Fig. 3.16.
This figure also shows the comparison between the behavior of the robot in SimTwo envi-
ronment (blue traced line) and the real robot environment (black full line). The proximity
of both trajectories is a point which is relevant to be observed in both figures.
Although the graphs show the proximity between the trajectories, formal analysis must
be performed to compare simulation and real results in both groups. Therefore, the mean
square error was used to analyze the model behavior. After small adjustments in the
parameters, the minimum values found during all the tests for both groups can be seen in
table 3.4.
Table 3.4: Mean Square Error for Model Validation Trajectories
Tra jectory MSE in x MSE in y
θ = 0 0.1368 0.0428
θ = varing 0.0856 0.0265
This model was then used in the simulations with the controller which can be seen in
the following chapters.
3.6 Conclusion
This chapter presented the mobile robots used in this research: the middle size league
omnidirectional 5dpo robot and the differential mobile robot. A detailed description of
the simulator SimTwo was also presented while demonstrating its advantages. Finally,
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the 5dpo mobile robot model implemented in the SimTwo simulator was validated by
comparing the simulations with real experiments with the real robot.
Chapter 4
Formation Control in Active Target
Tracking
This chapter describes a novel approach in formation control for mobile robots in the ac-
tive target tracking problem. A nonlinear model predictive formation controller (NMPFC)
for target perception was implemented to converge a group of mobile robots towards a de-
sired target. The team must also maintain a desired formation following a target while it
is moving, or follow a leader in the case of target absence. The structure details of the
controller, as well as a mathematical analysis of the formation model used, are presented
in this chapter. As a final objective of this chapter, the weight tuning is addressed in order
to minimize an objective function that reflects the controller’s efficiency with respect to
a given criteria. Furthermore, results of simulations and experiments with real robots are
presented and discussed.
4.1 Introduction
The main objective of this chapter is to present a novel nonlinear model predictive for-
mation control (NMPFC). This work is inserted in the active target tracking [27], [28],
[29], [30] and formation control problems [32], [33], [13], [34], [35], [36]. Therefore,
this controller was conceived to converge and keep the formation of a mobile robot team
towards a target. The examples and tests will be performed by using a homogeneous
group of robots formed from 5dpo omnidirectional mobile soccer robots [123] (Fig. 3.2),
and also using heterogeneous group of robots formed from 5dpo holonomic robots and
the nonholonomic robot seen in Fig. 3.3. This controller can be applied to N robots in
formation.
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Most of the past and current work on motion coordination of multiple (possibly het-
erogeneous) vehicles focuses on controlling a vehicle formation with a given nominal ge-
ometry and a pre-determined trajectory or a static destination location, possibly compliant
with the presence of obstacles on the formation trajectory [95]. Such methods typically:
• assume full knowledge of the formation state, expressed as the relative distances
and bearings among all the vehicles, and/or
• rely on local memory-less interactions, often jeopardizing global formation stability.
The formation used in this thesis differs from the usual rigid formation where the
relative pose of a team element must be precisely maintained. Here, the ideal configu-
rations are the ones that minimize a cost function where it penalizes the total amount of
uncertainty in the team perception of an element (target), converges the robots towards
this element in a desired pose, avoids collisions with mates and obstacles and penalizes
oscillations in the control effort.
A vehicle formation is supposed to serve one or more mission objectives [124], such as
search rescue missions and land mine removal. One such interesting case concerns local-
izing or tracking relevant objects, here and henceforth denominated as targets. Available
formation control methods often give little relevance to the requirements imposed by tar-
get localization and/or tracking of the formation geometry, so as to improve the target
detection and tracking quality (e.g., accuracy). Many control strategies have been inves-
tigated in order to solve formation control problems (e.g., [20], [96] and [125]), some of
which present nonlinear model predictive control (NMPC) solutions.
The NMPC is based on a finite horizon continuous time minimization of nonlinear
predicted tracking errors with constraints on the control inputs and the state variables. It
predicts system outputs based on current and future states using a model of the system.
Then, it finds an open-loop control profile by numerical optimization, and applies the first
control signal in the optimized control profile to the system. However, due to the use of a
finite horizon, control stability becomes one of the main problems. To guarantee control
stability, many approaches have been investigated, e.g., using terminal region constraints
and/or a terminal penalty term [126], [127].
In [98], a two layers predictive controller that controls the formation of nonholonomic
mobile vehicles was proposed. In their study, the authors considered that there are two
sub-problems to be solved to fulfill the main goal: the trajectory control problem and
the formation control problem. To solve the first sub-problem a nonlinear controller was
proposed to control the trajectory, while a linear model predictive controller was proposed
to solve the second sub-problem and control the formation.
Moreover, the authors in [128] propose a distributed model predictive control scheme
based on a cooperative game in which two different agents communicate in order to find
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a solution to the problem of controlling two constrained linear systems coupled through
the inputs. They assume that each agent only has partial information of the model and
the state of the system. In their proposed scheme, the agents communicate twice each
sampling time in order to share enough information to take a cooperative decision. The
theoretical results and the design procedure are illustrated using two different examples.
Usually, the state of the art researchers study rigid formation on teams of robots. In
said studies [58], the relative poses between robots are fixed. This chapter presents an
approach where the desired formation is not rigid due to the need for the robots to repo-
sition and reorient themselves to better estimate a target and simultaneously avoid mates,
obstacles and so on.
Therefore, the problem addressed in this chapter lies in the frontier between the for-
mation control problem and the active target tracking problem. After a careful analysis of
the state of the art, the nonlinear model predictive control theory, as stated and explained
in chapter 2, was considered as the main theory approach of this work. This chapter is
then structured as follows: the next section explains the adopted control architecture. The
nonlinear model predictive formation control is presented and explained in section 4.3,
the optimization algorithm is presented in section 4.4, the following section presents a
methodology for weight tuning. The results are then presented in section 4.6 and the
conclusion is presented in the last section.
4.2 Control Architecture
The nonlinear model predictive control is usually implemented in a centralized fashion.
It holds full knowledge of the entire system and computes all the control outputs. A
centralized control using a non-convex optimization scheme applied in large-scale inter-
connected systems, such as water distribution systems, traffic and power systems, man-
ufacturing systems and economic systems, may be a too complex solution or not even
feasible. With the quick development of communication networks, centralized control
has been gradually replaced by distributed control such as in multi-robot systems and
applications in manufacturing and process industries where multiple units cooperatively
produce a good. In distributed control schemes, agents share information in order to im-
prove closed-loop performance, robustness and fault-tolerance [128]. In the approach
described in this thesis, the agents (robots) share their local measurements (states) and
receive the other agents’ states, computing a control input using a reduced order model of
the formation system dynamics. The challenge in this case is to formulate a simpler and
decentralized problem which leads to a behavior that is similar to the one obtained using
a centralized approach [38].
The objective of this chapter is to formulate a nonlinear model predictive formation
controller (NMPFC) for a multi-robot systems formation control. The general structure
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of a coordinated multi-robot system can be classified in three categories: distributed,
centralized, or hybrid (partially distributed). These classifications are based on how the
control signals of each robot are calculated. In this case, the control architecture is fully
distributed [128].
Figure 4.1: Structure of the Nonlinear Model Predictive Formation Controller Applied to robot 1
Fig. 4.1 illustrates the structure of the NMPFC used in this work, where U(k|k) =
U(k) =
[
vre f (k) vnre f (k) wre f (k)
]T
is the output control (see also Fig. 4.3) signal in
the first prediction step, Uˆ(k+ i|k) with i = 0...Nc− 1 is the output control signal from
the optimizer sent to the predictor, and Pˆ(k+ i|k) with i = 1...Np is the response of the
predictor block to each Uˆ(k+ i|k). Here, at an instant k, robot 1 (R1) sends its pose
PR1(k) =
[
xR1(k) yR1(k) θR1(k)
]T
to the NMPFC. Furthermore, the NMPFC also
receives the other robots’ poses [PR2(k)...PRN (k)], the position of the target t in the world
frame wPt(k) =
[
wxt(k) wyt(k)
]T
and the velocity of the target t in the world frame
wVt(k) =
[
wvxt(k) wvyt(k)
]T
.
The NMPFC’s ability to create and maintain a formation is due to the fact that the cost
functions used by the controllers of each robot in the team are coupled. The above men-
tioned coupling occurs when the teammates’ states are used in the cost function of each
robot’s controller to penalize the geometry or the deviation from the desired objective.
This means that the actions of each robot affect every other teammate. Each robot keeps
the formation state (pose and speed of the robots in formation, and position and speed
of any target that should be followed), updating them in each control loop. This infor-
mation is received by the controller of each robot in the formation which in turn creates
the formation geometry where the actions of each robot affect the other teammates. The
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NMPFC can be divided into two sub-blocks:
• Optimizer - This sub-block uses an online numeric optimization method to min-
imize the cost function and generate the signals of optimal control. The resilient
propagation (RPROP) method is used here and it guaranties quick convergence [99];
• Predictor - The predictor performs the state evolution of the robot itself, the team-
mates and the target based on pre-defined models. It uses a simplified dynamic
model to emulate the robot’s evolution. The velocities of the teammates and target
are assumed to be constant and equal to the last known velocities during the entire
prediction horizon. The obstacles (moving or static) are assumed to have zero ve-
locities during the control loop and the evolution of the relative distance between
the obstacle and the robot is predicted. The predictor also emulates the evolution of
the target’s merged state covariance matrix.
After receiving the states of the robot, teammates, obstacles and target, the controller’s
optimizer sub-block provides the control input Uˆ(k+ i|k), in a limited control horizon, to
the predictor sub-block, which then predicts the formation state evolution Pˆ(k+ i|k) for
Np steps (prediction horizons), and provides a cost value to the optimizer in accordance
with Uˆ(k+ i|k). The iterative minimization process is repeated in cyclic fashion. Finally,
the control output in the first step U(k) is sent to the robot.
Figure 4.2: Controller Diagram
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4.3 Nonlinear Model Predictive Formation Control
The nonlinear model predictive formation controller (NMPFC) proposed in this study was
used to control the formation of a multi-robot system in the active target tracking problem.
Fig. 4.2 shows the block diagram of the proposed formation control framework for
robot R1 in a formation with N robots. Here, the subscripted Rn is used to denote the robot
n where 1≤ n≤ N and N is the total number of robots in formation and the subscripted t
to denote the target. Each robot has a NMPFC, a cooperative target estimator (CTE) [129]
and a real time data base (RTDB) communication application [115]. Other functions such
as localization and the vision system are embedded in other software modules represented
here as the block Other Modules from Robot 1. At each instant k the robot R1 sends its
pose (PR1(k)) to the controller and to the RTDB to be shared with the formation. The robot
also sends its pose (PR1(k)), the position of the target in its local frame (
R1Pt(k)) and the
velocity of the target in its local frame (R1Vt(k)) to the CTE. Then, the CTE, represented
as a single block in Fig. 4.2, receives from the RTDB the pose, as well as the position
and velocity of the target in the local frame of each other robot in formation, and also
communicates locally to the NMPFC the information on the fused target position (wPt(k))
and the fused target velocity (wVt(k)), both in the world frame. An additional layer in
communication using a real time data base (RTDB) shared memory makes it possible to
convey information. Then, each robot writes its own pose and reads the teammates’. The
NMPFC also receives the pose of each robot in formation ([PR2(k)...PRN (k)]) from the
robot’s RTDB and then sends an output control signal U(k) to the robot (the tangential
and normal components of linear velocity and angular velocity).
The robot’s pose and velocity estimation is performed using a localization algorithm
that receives data from the odometry, from a digital compass, and from the omnidirec-
tional camera. Then, using the omnidirectional camera to detect the white lines of the
field combined with a map matching algorithm, the robot is localized. During the move-
ment, the velocity is estimated also using data from odometry.
To achieve convergence in the formation, and hence cost function minimization, the
NMPFC’s predictor sub-block produces the evolution of the formation’s behavior, as well
as the behavior of the target’s merged state and covariance matrix which is used by the
NMPFC’s optimizer and predictor sub-blocks for the cyclic minimization process. After
processing the control calculations, the NMPFC sends the desired control output back to
the robot (controller’s reference velocities).
In the NMPFC control mode, the goal is to create and maintain a formation of multiple
robots in order to improve the merged perception of the target by the team while avoiding
teammates, obstacles and so on. The strategy consists of having each robot aware of the
current pose of every teammate in the formation, while configured in a fully distributed
architecture. Similarly to the strategy used in trajectory tracking, here:
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• Each robot predicts the evolution of the entire formation, by using the simplified
nonlinear dynamic model for itself and purely kinematic models for the other robots
or moving targets in the formation;
• The cost function is minimized in order to find the control outputs that keep the
robot in formation;
• The first control input is applied to the robot and the process is repeated when new
measurements are available.
Each formation is defined by a set of cross-coupled cost functions which penalize
deviations from the desired formation. One of these cost functions is attributed to each
robot in the formation, which propels the NMPFC controller to generate its own control
inputs. The following subsection describes the model used in the predictor to perform the
evolution of the formation during each step (prediction horizon).
Figure 4.3: The 5dpo robot graph representation.
4.3.1 The Model
In a robot Rn (where 1 ≤ n ≤ N and N is the total number of robots in the forma-
tion) the wheel angular velocities, ωrRn(k) =
[
ω1(k) ω2(k) ω3(k)
]T
is given by the
odometry and the wheel linear velocity is given by VrRn(k) =
[
v1(k) v2(k) v3(k)
]T
=
r.
[
ω1(k) ω2(k) ω3(k)
]T
. Through a geometric analysis of Fig 4.3 the robot veloci-
ties can be found using the equation below. vRn(k)vnRn(k)
wRn(k)
= (B)−1.
 v1(k)v2(k)
v3(k)
 (4.1)
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with
B =
 cos(δ ) sin(δ ) d−cos(δ ) sin(δ ) d
0 −1 d
=

√
3
2
1
2 d
−
√
3
2
1
2 d
0 −1 d
 (4.2)
where δ = 30◦, resulting:
(B)−1 =

√
3
3
√
3
3 0
1
3
1
3 −23
1
3d
1
3d
1
3d
 (4.3)
The omnidirectional mobile robot model used in the Predictor illustrated in Fig. 4.1
is a nonlinear simplified model that, when properly parameterized, can reduce the com-
putational cost of each cycle of the control algorithm. This translates into the ability to
use greater prediction horizons in the predictive controller, even in computers with mod-
est specifications, keeping the cycle time control within the required limits. The model
is initialized with the limitation of the motor’s velocity by detecting saturation and pro-
portionally scaling the other motors (which can be seen as an input constraint) [130].
Furthermore, the prediction of the wheels’ velocities of robot Rn follows a first order
discrete model, where:
 v1(k)v2(k)
v3(k)
= a.
 v1(k−1)v2(k−1)
v3(k−1)
+b.(BT ).
 vre f Rn(k)vnre f Rn(k)
wre f Rn(k)

and
a = e−
ts
tp , b = (1−a) (4.4)
with ts = 0.01 as the sampling period and tp = 0.04 as the plant time constant. Fur-
thermore, a and b are coefficients in the range from 0 to 1, and coefficient a tends to be
close to 1.
Then, the result is once more inserted in the equation (4.1) to be computed. Therefore,
its state (pose (PRn(k)) and velocity (VRn(k))) are defined as:
PRn(k) =
[
xRn(k) yRn(k) θRn(k)
]T
VRn(k) =
[
vxRn(k) vyRn(k) wRn(k)
]T
(4.5)
and the simulation of the state evolution is given by:
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 xRn(k)yRn(k)
θRn(k)
=
 xRn(k−1)yRn(k−1)
θRn(k−1)
+ ts.
 vxRn(k)vyRn(k)
wRn(k)

and  vxRn(k)vyRn(k)
wRn(k)
=
 cos(θRn(k)) −sin(θRn(k)) 0sin(θRn(k)) cos(θRn(k)) 0
0 0 1
 .
 vre f Rn(k)vnre f Rn(k)
wre f Rn(k)

Taking into account the elements presented in Fig. 3.2, the position Pt(k) and velocity
Vt(k) of the target t (ball) in the world frame in a instant k are defined as:
Pt(k) =
[
xt(k) yt(k)
]T
Vt(k) =
[
vxt(k) vyt(k)
]T
(4.6)
where
{
xt(k) = xt(k−1)+ ts.(vxt(k))
yt(k) = yt(k−1)+ ts.(vyt(k))
(4.7)
and
{
vxt(k) = vxt(k−1).BFC
vyt(k) = vyt(k−1).BFC
(4.8)
where BFC is the ball friction coefficient.
The target’s velocity unit vector is then defined as:
V˜t(k) =
[
v˜xt(k) v˜yt(k)
]T
=
Vt(k)
||Vt(k)|| , (4.9)
where || · || represents the euclidean norm.
The position of the target relative to the robot Rn in a instant k is defined as:
PRnt (k) =
[
xRnt (k) y
Rn
t (k)
]T
(4.10)
where
{
xRnt (k) = xt(k)− xRn(k)
yRnt (k) = yt(k)− yRn(k)
(4.11)
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The unit vector that indicates the direction of the target with respect to the robot is
defined as:
P˜Rnt (k) =
[
x˜Rnt (k) y˜
Rn
t (k)
]T
=
PRnt (k)
||PRnt (k)||
(4.12)
The bearing of the target with respect to robot Rn is defined as:
θRnt (k) = arctan2(y
Rn
t (k),x
Rn
t (k)) (4.13)
The pose of a robot Rn relative to its mate R j (where 1 ≤ j ≤ N, with j 6= n, and as a
matter of simplicity it is represented in the sums by 1≤ j ≤ NM, and where NM = N−1
is the total number of mates) is defined as:
PR jRn (k) =
{
xR jRn(k) = xRn(k)− xR j(k)
yR jRn(k) = yRn(k)− yR j(k)
(4.14)
and with respect to an obstacle Ol (where 1≤ l ≤ NO, and NO is the total number of
obstacles), is defined as:
POlRn (k) =
{
xOlRn(k) = xRn(k)− xOl(k)
yOlRn(k) = yRn(k)− yOl(k)
(4.15)
It is important to mention that in the obstacle’s state evolution, all obstacles (moving
or static) are considered as having zero velocity at that instant in order to reduce the
computation load as the number of obstacles increases.
The model used to predict the nonholonomic Mini-AGV’s behavior can be found in
[131]. Moreover, the dynamic model of the actuators in the nonholonomic robot follows
the same example of the one used in [20].
Finally, in order to model the evolution of the total amount of uncertainty with respect
to the relative position between the robot and the target, a covariance model was created
based on Fig. 4.4. This model depends on the type of camera used (such as omnidi-
rectional mirror-camera, fish eye camera, normal direct cameras). However, the model
can be easily changed using the controller’s code, allowing each robot to have a different
sensor.
In the omnidirectional 5dpo robot camera, the point on the ground plane directly below
the robot’s catadioptric system center (also the robot’s geometric center) is assumed to be
the origin O of the coordinates for the model discussed in this sub-section. The target
observation MRn is represented as a 2D vector [dt ,φ ], where dt (dt ≥ 0 , dt ∈ R) is the
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Figure 4.4: Model of Observation
distance to the target from O, and φ (−pi ≤ φ ≤ +pi,φ ∈ R) is the bearing of the target
from the positive X axis of the robot. The covariance model of a robot Rn in the instant k
is given by (4.16).
ΣRn(k) =
[
σ2dt ρσdtσφ
ρσφσdt σ2φ
]
(4.16)
where σdt is the variance of the target’s distance measurement dt , σφ is the variance of the
target’s bearing measurement and ρ is the correlation coefficient. It is assumed that both
measurements are uncorrelated and ρ = 0.
In the case of the 5dpo robots, an empirical and simplified observation covariance
model (4.17) was created where the variance in the target distance is directly proportional
to the distance squared and the variance in the target bearing is inversely proportional to
the target distance. This observation model was created in a simplified fashion in order to
maintain a low computational cost and it was validated with several experiments in which
it was also possible to find the values of Ka and Kb.
ΣRn(k) =
[
Kad2t 0
0 Kb 1dt
]
(4.17)
Furthermore, it is necessary to represent the observation covariance (4.17) in its canon-
ical form in the Cartesian coordinates centered at O due to the need of ease up the covari-
ances merging that arise from the teammates. Therefore, the canonical representation of
the covariance model in the direction of the target and in its perpendicular direction is
given by (4.18). The statistical development from equation (4.17) to equation (4.18) can
be seen in appendix A.
Σ⊥Rn(k) =
[
K1d2t 0
0 K2dt
]
=
[
σx2 0
0 σy2
]
(4.18)
where K1 = Ka and K2 = (Kb+KaKb) are constants of proportionality.
The covariance merging is performed using Smith and Cheeseman’s formulation [132].
In the formation, each teammate’s covariance Σ⊥R j(k) is also predicted. The teammate’s
predicted covariance is rotated in the robot’s frame and then merged as per the method
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presented in [132]. Therefore, given N robots in a formation, where Rn is the robot pre-
dicting its formation covariances and robots R j are the teammates, with 1≤ j ≤ NM and
NM = N−1 is the number of teammates in formation. The merged covariances are given
by
Σ⊥Merged(k) = ([Σ
⊥
Rn(k)]
−1+[Σˆ⊥R j=1(k)]
−1+ ...+[Σˆ⊥R j=NM(k)]
−1)−1 (4.19)
where Σˆ⊥R j(k) are the covariance rotated matrices of the mates with respect to the robot
Rn.
No noise was introduced in simulation experiments. Therefore, the means of obser-
vation estimates from teammates are identical while the uncertainty ellipse around each
teammate’s observation is formulated as per (4.18) for merging. Furthermore, it is as-
sumed that the same vision system is applied to the nonholonomic robot, where an omni-
directional camera is placed in the robot’s geometric center.
4.3.2 The Cost Function During the Presence of a Target
The cost function of a NMPC (here NMPFC) represents the cost to be minimized by the
predictive controller. It is typically associated to the dynamical change of the system
(formation geometry) over time. Therefore, it reduces the uncertainty of the target’s lo-
calization and velocity estimates, while keeping the robots apart and assigning costs to
the motion of the robots (for instance, to get closer to a ball). The desired formation for
the robots possesses the following characteristics:
• When the velocity of the target is zero, the absolute position around the target is
undefined and the formation’s relative position is determined according to the mini-
mization of the determinant of the merged covariance matrix of the target’s position
estimation. Nevertheless, when the target’s velocity is different from zero, the robot
places itself in a position not only that minimizes the determinant of the merged
covariance matrix of the target’s position estimation but also in a position around
the target defined by a constant Pval that varies between -1 and 1. For example, if
Pval = 1 the robot goes to the front of the target’s velocity vector acting like a re-
ceiver and when Pval = 0 the robot puts itself parallel to the target’s velocity vector
acting as an observer. If Pval =−1 the robot acts as a follower behind the target with
the velocity vector equal in direction to the target’s velocity vector. The minimiza-
tion of this position term helps stabilize this formation during the target’s movement
and during the minimization of the total amount of uncertainty on the target’s ob-
servation;
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• As it was not included in the observation model, it must be guaranteed that the robot
orientation θRn(k) must be at all times equal to the vector P
Rn
t (k) angle, defined by
θRnt (k), in a way that the front of the robot is always turned towards the target;
• As it was not included in the observation model, it must be guaranteed that the
robots must maintain a threshold distance Dval from the target;
• The robots must not collide with mates, with an obstacle or with the target.
The final cost function is a composition of seven terms described in the following sub-
sections. Nevertheless, it is important to remember that here | · | denotes 1-norm for vector
arguments and absolute value for scalars as well as || · || represents the euclidean norm.
4.3.2.1 The Covariance Term
The first term penalizes the total amount of uncertainty given by the merged covariance
matrix Σ⊥Merged(k), where λa is the function’s penalization weight.
Np
∑
i=N1
λa×|det(Σ⊥Merged(k+ i))| (4.20)
4.3.2.2 The Distance Term
The second term penalizes the distance between the target and the robot ||PRnt (k)||. To
avoid collision, the penalization takes into account a threshold distance that the robot
must maintain between it and the target (Dval), where λ0 is the function’s penalization
weight.
Np
∑
i=N1
λ0×|(Dval−||PRnt (k+ i)||)| (4.21)
4.3.2.3 The Orientation Term
This third term penalizes the difference between the angle of the robot in the world frame
(the orientation of the robot in world frame) and the angle between the robot and the
target, which will allow the robot to face the ball. In the case of the 5dpo mobile robot,
it faces the target when its concave face (the kicking mechanism) is towards the target.
The function δ (·) receives two angles as arguments and returns their difference scaled
between −pi and pi . Finally, λ1 is the function’s penalization weight.
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Np
∑
i=N1
λ1×|δ (θRn(k),θRnt (k+ i))| (4.22)
4.3.2.4 The Position Term
This next term will influence the robot’s position with respect to the target’s velocity
vector. It penalizes the robot in the wrong position during the target’s movement. Here,
the Pval will change this position and it must have a value between 1 and -1. Note that
this range of values can allow the robot to be in front of the target, behind it, or at its side.
Here, λ2 is the function’s penalization weight.
Np
∑
i=N1
λ2×|Pval +(P˜Rnt (k+ i) ·V˜t(k+ i))| (4.23)
4.3.2.5 The Mates Avoidance Term
The fifth term is a potential function that penalizes the proximity between the robot and its
available mates (NM). This is a negative linear function of distance. In the term, the given
value where small distances are not penalized is DM = 1.5m. Therefore, the robots must
keep a relative distance between them grater than DM. Here, λ3 is the term’s penalization
weight.
Np
∑
i=N1
NM
∑
j=1
λ3×max(1−
||PR jRn (k+ i)||
DM
,0) (4.24)
4.3.2.6 The Obstacle Avoidance Term
The sixth term works the same way as the previous function. Although it is used here to
avoid obstacles. While in the last function the second sum adds for the maximum number
of available mates, this term sums all obstacles in the robot’s sensor range (NO). Here,
λ4 is the term’s penalization weight and DO = 1.5m has the same purpose of DM but
regarding obstacles.
Np
∑
i=N1
NO
∑
l=1
λ4×max(1−
||POlRn (k+ i)||
DO
,0) (4.25)
In the formation, the obstacles are detected as black blobs (everything inside the field
which is not green, white or the target’s color is considered black blob). Nevertheless, the
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teammates are not considered as obstacles once the teammates’ pose are shared and any
black blob that comes from the mates visual observation is filtered.
4.3.2.7 The Control Effort Term
Finally, the last term penalizes the control effort. In this term, the variation in the output
control signal is penalized instead of its absolute value. Penalizing the output control
signal would create steady-state error in non-zero velocities (for example when pursuing
a moving target).
Nc
∑
i=1
λ5×|∆U(k+ i−1)| (4.26)
In this expression, ∆U(k+ i− 1) is the variation of the output control signals, where
∆U(k+ i−1) =
[
∆v(k+ i−1) ∆vn(k+ i−1) ∆w(k+ i−1)
]T
. It is important to no-
tice that the NMPFC does not act directly into the actuators, but in the velocities of the
robot. To perform this task, a change should be applied to the model inside the NMPFC
used to predict the robot’s behavior. The changes in the model could be implemented
accordingly to the formation necessity, considering as many models (different mobile
robots) as the formation would need.
Therefore, taking into account all the terms previously described, the weights given to
each one, and a penalization term for the variation of control effort, the cost function that
has to be minimized to control each robot is:
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J(N1,Np,Nc) =
Np
∑
i=N1
λa×|det(Σ⊥Merged(k+ i))|+
Np
∑
i=N1
λ0×|(Dval−||PRnt (k+ i)||)|+
Np
∑
i=N1
λ1×|δ (θRn(k),θRnt (k+ i))|+
Np
∑
i=N1
λ2×|Pval +(P˜Rnt (k+ i) ·V˜t(k+ i))|+
Np
∑
i=N1
NM
∑
j=1
λ3×max(1−
||PR jRn (k+ i)||
DM
,0)+
Np
∑
i=N1
NO
∑
l=1
λ4×max(1−
||POlRn (k+ i)||
DO
,0)+
Nc
∑
i=1
λ5×|∆U(k+ i−1)|
(4.27)
where N1, Np are the predicted horizon limits in discrete time, and Nc is the control hori-
zon.
In this cost function, several important parts must be considered to evaluate the pro-
posed contributions of this work:
• There is a penalization function of the total amount of uncertainty of the target’s
perception, which allows the robots to be in the better position while converging or
following a target;
• In the control effort penalization term, the 1-norm is used, which gives the controller
more efficiency [88]. However, the disadvantage of 1-norm is its high nonlinearity.
Given that it was adopted RPROP [99] and that it is a heuristic optimizer, it can
handle the nonlinearities introduced by the use of the 1-norm;
• There is an obstacle avoidance function using a potential field approach and the A*
path planner. This function will be better explained in the next chapter;
• The controller’s output is the robot’s velocities and not the actuator’s voltage or ve-
locity, making the controller independent from the robot’s dynamics. Therefore, this
is an approach that can be applied to different robots’ configurations by changing
their kinematic model, such as: holonomic, nonholonomic, and so forth.
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4.3.3 The Cost Function During Target Absence
The case of the target’s absence is an important special case to be considered. To address
this issue, another cost function similar to the previous one was created. This cost function
is used only in case of the absence of a target in which case each robot has to follow a
robot leader that performs a search in a pre-set area using a robust reactive controller [113]
with the path planner further explained in chapter 5. Note that this cost function is used
only by the follower robots. The case of absence/presence of a target creates some issues
that will be discussed in chapter 6, where a solution will be proposed.
The formation geometry, in this case, selects a fixed robot as the leader, while the other
two robots become the followers. All the assumptions made for the last cost functions
with respect to the target shall be made in this case with respect to the robot leader. An
exception is the first term due to the fact that the leader’s pose is passed to the other robots
(not estimated). Therefore, this cost function is a composition of six terms. The first term
penalizes the distance between a leader robot RL and the follower robot ||PRLRn (k)||. To
avoid collision, the penalization also does not take into account a fixed distance that the
robot must maintain between it and the leader robot (Dval).
Np
∑
i=N1
λ0×|(Dval−||PRnRL (k+ i)||)| (4.28)
The second term penalizes the difference between the angle of the robot (a follower)
in the world frame and the angle between the follower robot and the leader robot. This
will allow the robot to face the leader while it is in movement.
Np
∑
i=N1
λ1×|δ (θRn(k),θRnRL (k+ i))| (4.29)
This next term will influence the robot’s pose with respect to the leader’s velocity
vector as can be seen in Fig. 4.5. It penalizes the robot in the wrong pose. Here, the Pval
will change this pose and it must have a value between 1 and -1.
Np
∑
i=N1
λ2×|Pval +(P˜RnRL (k+ i) ·V˜RL(k+ i))| (4.30)
The fourth, fifth and last terms of this cost function are the same as the fifth, sixth, and
seventh terms of the cost function (4.27). Therefore, taking into account all the elements
previously described, the weights given to each one of them, and a penalization term to
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Figure 4.5: Formation Following a Leader
the variation of control effort, the cost function that represents all this, embedded in all
robots is as follows:
J(N1,Np,Nc) =
Np
∑
i=N1
λ0×|(Dval−||PRnRL (k+ i)||)|+
Np
∑
i=N1
λ1×|δ (θRn(k),θRnRL (k+ i))|+
Np
∑
i=N1
λ2×|Pval +(P˜RnRL (k+ i) ·V˜RL(k+ i))|+
Np
∑
i=N1
NM
∑
j=1
λ3×max(1−
||PR jRn (k+ i)||
DM
,0)+
Np
∑
i=N1
NO
∑
l=1
λ4×max(1−
||POlRn (k+ i)||
DO
,0)+
Nc
∑
i=1
λ5×|∆U(k+ i−1)|
(4.31)
4.4 The Optimization Algorithm
RPROP, short for resilient propagation, is a learning scheme, that performs a direct adap-
tation of the weight step based on local gradient information. After the cascade correlation
algorithm and the Levenberg−Marquardt algorithm, RPROP is one of the fastest weight
update mechanisms. The main reason for the success of this algorithm roots in the concept
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of direct adaptation of the size of the weight-update. In contrast to all other algorithms,
only the sign of the partial derivative is used to perform both learning and adaptation. This
leads to a transparent and yet powerful adaptation process, that can be straight forward
and very efficiently computed with respect to both time and storage consumption [99].
To overcome the inherent disadvantages of pure gradient-descent, RPROP performs
a local adaptation of the weight updates according to the behavior of the error function.
In substantial difference to other adaptive techniques, the effort of the RPROP adaptation
process is not blurred by the unforeseeable influence of the size of the derivative but
only dependent on the temporal behavior of its sign. These characteristics motivated the
selection of RPROP to deal with the NMPFC optimization problems [20].
Whereas standard backpropagation (BP) uses fixed proportions (the learning rate) of
the error gradient to adjust weights, RPROP introduces a time varying weight step ∆i that
determines the size of the weight-update. This adaptive update value evolves during the
learning process based on its local sight on the error function f (·).
Every time the partial derivative of the corresponding weight wi(t) changes its sign,
which indicates that the last update was too big and the algorithm jumped over a local
minimum, the update value ∆i is decreased by the factor η−. If the derivative retains
its sign, the update value increases slightly in order to accelerate convergence in shallow
regions.
Once the update value for each weight is adapted, the weight update itself ∆wi follows
a very simple rule: if the derivative is positive (increasing error), the weight is decreased
by its update value, if the derivative is negative, the update value is increased. However, if
the partial derivative changes sign (i.e. the previous step was too large) and the minimum
was missed, the previous weight update ∆wi is reverted.
Due to that backtracking weight step, the derivative is supposed to change its sign
once again in the following step. In order to avoid a double punishment of the update
value, there should be no adaptation of it in the following step. Therefore, the value of
∂ f
∂wi
(t−1) is set to zero in the ∆i adaptation-rule.
Moreover, with η+ and η− as the optimizer parameters, the RPROP algorithm as
implemented in this thesis is defined as follows:
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Resilient Propagation Algorithm
for i:=0 to Ni do
if ∂ f∂wi (t−1).
∂ f
∂wi
(t)> 0 then
∆i(t) = min(∆i(t−1)∗η+,∆max)
∆wi(t) =−sign( ∂ f∂wi (t))∗∆i(t)
wi(t+1) = wi(t)+∆wi(t)
else if ∂ f∂wi (t−1).
∂ f
∂wi
(t)< 0 then
∆i(t) = max(∆i(t−1)∗η−,∆min)
wi(t+1) = wi(t)−∆wi(t−1)
∂ f
∂wi
(t) = 0
else if ∂ f∂wi (t−1).
∂ f
∂wi
(t) = 0 then
∆wi(t) =−sign( ∂ f∂wi (t))∗∆i(t)
wi(t+1) = wi(t)+∆wi(t)
In this thesis, the same values as [20] were used (η+ = 1.2, η− = 0.8 and Ni = 20,
where Ni is the maximum number of iterations), except for ∆0 and St p, where St p is the
stop criteria for the optimizer. Here, ∆0 = 0.15 and St p = 0.1 are used. The stop criteria
is the maximum acceptable value for the cost function minimization during the optimiza-
tion process. Nevertheless, if the optimization process does not converge in less then 20
iterations, the algorithm assumes a sub-optimal solution and also stops the optimization
process. In almost all situations from the tests made by [20], the RPROP algorithm in
the robots converges in less than 10 iterations and the efficiency of the RPROP algorithm
could be proven in his work. Moreover, this algorithm is much more powerful than pre-
viously thought, handling even nonlinearities such as the use of the 1-norm in the cost
function of the NMPFC controller.
4.5 Weight Tuning Methodology
This section introduces a metric to verify the optimal values for the cost function’s weights.
The optimal values are the ones that minimize an object function that reflects the con-
troller’s efficiency with respect to a given criteria. It is possible to empirically find the
initial values for these weights by analyzing the importance and penalization priority for
each weight. Nevertheless, to be correct and accurate, it is necessary to provide a crite-
rion to an objective function and use, for example, a numeric gradient descent method in
order to search for the optimal value with respect to these weights (lambdas). Therefore,
to achieve a final weight tuning this section presents:
1. An empirical methodology which allows the setting of the initial cost function’s
weights;
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2. A gradient search for the values of λi, where λi =
[
λa,λ1, ...,λ5
]T
, which eval-
uates the controller by minimizing an objective function Vopt with respect to the
adopted criteria further explained.
4.5.1 Initial Analysis of the Terms and Weights of the Cost Function
The main objective of this chapter is to conceive a NMPFC that converges a formation
towards a target, minimizing the total amount of uncertainty of the team of robots’ per-
ception of the target, while avoiding collision with teammates and obstacles, orienting the
robots towards the target, and penalizing oscillations in the control effort. While analyz-
ing this main objective, it is necessary to study the cost function beforehand (4.27), as well
as the multi-robot system and the desired formation performed by the team of robots. In
this cost function, in order to minimize the total amount of uncertainty in the target per-
ception, the robots in formation first have to approach the target. This approach has to
be executed by considering both the best position around the target and the avoidance of
teammates or obstacles during the robots’ movements. Therefore, it is clear that in a scale
of minimization priority, the distance term of the cost function should possess the highest
weight followed by the covariance term, the position term, the obstacle avoidance term
and the teammate’s avoidance term. These last four terms are equally important to the
performance of the formation, implying an equal weight to all four terms. The orientation
of the robot towards the target comes after the previously cited items in the scale of prior-
ity because it does not influence the robots’ movement while the formation is converging,
but only after the position has been achieved the behavior is affected. Finally, there must
be a small weight in the control effort term in order to prevent the robots from shaking in
the convergence area, which would result in an unstable formation.
When analyzing the cost function (4.27), it is necessary to decide whether the terms
in the cost function should also be active during the entire time. By analyzing the cost
function (4.27), it is clear that the position (λ1) and the orientation (λ2) are the only terms
that do not need to be active at all times during the robots’ movements, due to the fact that
they only influence the robot’s movement when it is near the target (less then 4m in the
robots’ setting).
In order to activate these terms, which penalize the error in position and orientation of
each robot, an activation function based on their initial given values was created.
f (||PRnt (k)||) =−(
λimax
(Distmax−Distmin))×||P
Rn
t (k)||+(
Distmaxλimax
(Distmax−Distmin)) (4.32)
where λimax is the initial signed value of λ1 or λ2 (depending on the applied term),
Distmax = 4m is the maximum distance in which a robot can see a target and Distmin =
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1.5m is the distance threshold between the robot and the target that activates the weight.
This function is activated every time the robot places itself less than 4m away from the
target. If its distance is greater than 4m the weight is automatically zero. If it is less than
1.5m, the value is equal to λimax. Therefore, the value of the weight λi will be as follows:
λi =

f (||PRnt (k)||) if 1.5 < ||PRnt (k)|| ≤ 4
λimax if ||PRnt (k)|| ≤ 1.5
0 if ||PRnt (k)||> 4
(4.33)
4.5.2 The Tuning
Finally, an objective function was created to measure the NMPFC’s efficiency. This func-
tion is given by the equation (4.34) and it serves as a metric to evaluate the performance
of the robot’s controller in formation with the given cost function’s weights. Therefore,
the objective function is as follows:
Vopt = βTra j× εTra j +βTime× εTime+βOR× εOR+βJ× J (4.34)
with
εTra j =
Na
∑
i=1
||∆s||, εTime = τ2%
εOR =
∑Nai=1 |(||PRnt (i)||−DORval )|
Na
(4.35)
and
βTra j = 0.1 βTime = 0.01 βJ = 0.00001 DORval = 1.2
βOR =
{
0 if ||PRnt (i)||> 1.5
0.7 if ||PRnt (i)|| ≤ 1.5
where J is the final value of the cost function in equation (4.27), DORval is the distance
desired value and τ2% is determined based on the graph of distance between the robot
and the target. Therefore, τ2% is the time of convergence when the value of distance is in
+/−2% of its final value. εTime is the function that penalizes the time to converge, εTra j
is the function that penalizes a bigger trajectory and εOR is the function that penalizes
the overshoot region made by the robots whenever they pass over the threshold distances,
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where Na is the total number of steps. Finally, β represents the weights for each term of
the objective function (4.34).
Figure 4.6: Tuning Test Setup
Furthermore, a gradient search with a step of +/− 2% of the initial value was per-
formed with respect to the metric described in equation (4.34) in order to search for a set
of weights that could give the minimum value for this objective function. This gradient
search uses the values of a simulation environment used as testbed where its configuration
is set with robots R1 and R2 departing from coordinates (0.3,3.9) and (-0.3,3.9), respec-
tively, as illustrated in Fig. 4.6. Both robots were 90◦ (degrees) oriented in the world
frame. In the path, there were also two fixed obstacles with coordinates (-0.4,2.2) and
(0.4,2.2). The target (ball) was placed in the coordinates (0,0) of the field. This testbed
pushes the formation to its limits, forcing all terms to be activated at some instant in time
during the performed trajectory.
4.5.3 The Influence of the Number of Terms
The process of tuning the parameters of the NMPFC cost function is highly dependent
on the criteria adopted and the number of terms in the cost function. This subsection
exemplifies this dependency throughout the tuning of the weights. It also demonstrates
the change in the final weights values at each time a term is added in the cost function.
Furthermore, let’s begin assuming that the cost function in the equation 4.27 possesses
initially only the terms related to distance, teammates avoidance, and obstacle avoidance.
Let’s remember that the weight of the term that penalizes the oscillations in the control
effort (λ5) is always static and off the tuning process, due to the fact that at least one term
must be always active (different from zero).
Therefore, the NMPFC cost function would be such as:
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J(N1,Np,Nc) =
Np
∑
i=N1
λ0×|(Dval−||PRnt (k+ i)||)|+
Np
∑
i=N1
NM
∑
j=1
λ3×max(1−
||PR jRn (k+ i)||
DM
,0)+
Np
∑
i=N1
NO
∑
l=1
λ4×max(1−
||POlRn (k+ i)||
DO
,0)+
Nc
∑
i=1
λ5×|∆U(k+ i−1)|
(4.36)
Applying the previous proposed method to tune these parameters (λ0, λ3 and λ4), the
weights obtained through this process can be seen in the table 4.1.
Table 4.1: Weights for the Cost Function with Only Four Terms
λ Weights
λ0 1050
λ3 615
λ4 750
λ5 5.00
Now let’s input the merged covariance penalization term with its weight λa. Applying
once more the proposed method to tune these parameters (λa, λ0, λ3 and λ4), the weights
obtained through this process can be seen in the table 4.2.
Table 4.2: Weights for the Cost Function with Five Terms
λ Weights
λa 475
λ0 909
λ3 545
λ4 605
λ5 5.00
Notice here that with the addition of the covariance term, the weights of each term
of the cost function changed. This implies that each term influences the other during the
formation. It also implies the coupling of the cost function terms.
Finally, the final values were found through this gradient search performing exhaustive
simulations. These final simulations consider all the terms in the cost function (4.27).
These values can be seen in table 4.3.
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Table 4.3: Final Weights for the Cost Function: Holonomic Robots
λ Weights
λa 505
λ0 918
λ1 297
λ3 500
λ4 500
λ5 5.00
The values found by exhaustive simulations suffice for the experiments presented in
the results section. The results from this simulation (Fig. 4.6) performed with the values
in table 4.3 can be seen in Fig. 4.7.
−2 −1 0 1 2 3
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
X [m]
Y 
[m
]
Formation Path (X/Y)
 
 
Robot 1
Robot 2
Ball
0 1 2 3 4 5 6 7 8
0
0.5
1
1.5
2
2.5
3
3.5
4
Time [s]
D
is
ta
nc
e 
to
 th
e 
Ba
ll 
[m
]
Distance Between Robot and Ball
 
 
Robot 1
Robot 2
0 1 2 3 4 5 6 7 8
0
1
2
3
4
5
6
7
8
9
10
11
Time [s]
de
t(C
ov
) [m
2 ]
Total Amount of Uncertainty
0 1 2 3 4 5 6 7 8 9
−pi
−pi/2
0
pi/2
pi
Time [s]
An
gl
e 
[ra
d]
Error Angle of the Robots Orientation Facing the Target
 
 
Robot 1
Robot 2
Figure 4.7: Testbed results: using the initial weights
They represent the behavior of the formation for the values found using the gradient
search. These four graphs show an XY plot of the robots’ movements, the distance from
the robot to the ball, the minimization of the merged covariance determinant and the error
angle between the robots’ orientation and the distance between the robots’ and the target.
Furthermore, the final weight parameters had also to be found for the nonholonomic
robots. The parameters were found through the iterative methodology proposed and they
can be seen in table 4.4. As the nonholonomic robot has more nonlinearities and move-
ment constraints, the control effort had to be increased to better control the nonholonomic
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robot’s movement.
Table 4.4: Final Weights for the Cost Function: Nonholonomic Robots
λ Weights
λa 126.25
λ0 229.50
λ1 73.50
λ3 125
λ4 125
λ5 5.00
4.6 Results
The final weights used in the formation were found throughout the gradient search which
in turn uses the above testbed to update these weights. Then, a set of results comprising
several simulations and experiments with real robots were obtained using these weights
to validate the NMPFC controller. In the performed experiments it was possible to see
the behavior of the group under communication, vision and localization problems. Each
group has convergence and retaining formation experiments. The same parameters were
used in the process of obtaining all results. In the experiments, the following assumptions
have been made:
• Desired distance between robot and ball = 1.2m;
• Desired distance between robot and leader robot = 1.2m;
• Maximum velocity of the robots in formation or following leader = 1.5m/s in simu-
lation and 0.7m/s in real experiments;
• Maximum velocity of the leader = 0.5m/s;
• The RPROP parameters were the same ones used in [133] with a maximum of 20
interactions;
• Nonholonomic robot diameter = 0.95m;
• The simulations and experiments with the moving ball (keeping formation) include
the activation of the Position term. The tuning criteria did not considered this term.
The weight for this term was adjusted manually where λ2 = 510 for holonomic
robots and λ2 = 127.50 for nonholonomic robots.
• The control horizon was Nc = 2 and the prediction limits were N1 = 1 and Np = 7.
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4.6.1 Simulations
A setup was created to simulate the behavior of a formation with three mobile robots in
the SimTwo simulator. In order to run the simulator, a notebook was used (Intel Core
i5 3Ghz/Core with 8Gb RAM) with Windows 7. Also in this computer, a software to
capture the simulator screen was running. Another computer, a workstation (Intel Core i7
3Ghz/Core with 8Gb RAM) with Ubuntu 9.04, was used to run the Coach and the Decs
(one for each robot). This configuration can be seen in Fig. 4.8. Both computers are
connected by cable to a router. The communication between them is done using UDP.
Figure 4.8: Simulation Setup
In simulations, SimTwo sends each respective robot’s pose and the position of the
target to their Dec. The Dec of a robot Rn also communicates with the other robot’s Decs
through the Coach sending its own state and the ball state as it observes. Furthermore, the
Coach sends back to each Dec the state of all robots in formation. Finally, the SimTwo
receives back the control inputs for each robot. In this case, the Coach was used to share
the information through cable connection among robots instead of RTDB, which aided in
the simplification of the system.
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Figure 4.9: Simulation 1: Homogeneous Formation Convergence - Plot XY
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4.6.1.1 Simulation 1: Homogeneous Formation Convergence
The first simulation with a homogeneous group of robots puts them initially like demon-
strated in Fig. 4.9. The objective here is to converge the robots towards the ball departing
from different places in the field and test purely the formation convergence. The coordi-
nates for robots 1, 2, 3 and the target are respectively (3.5,-1.8), (-3.5,-1.8), (0,3.5) and
(0,0).
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Figure 4.10: Simulation 1: Homogeneous Formation Convergence - Distance between Robot and
Determinant of Σ⊥Merged(k)
In the formation convergence, the target is stopped. Therefore, the fourth term (posi-
tion) in the cost function is equal to zero. Furthermore, without any obstacles the sixth
term (obstacle avoidance) is also zero. The video C1T1Conv shows the robots’ move-
ment as presented in the plot XY. Note here that the robot always stops facing the ball
(with the carved part towards the ball). A graph with the distance between the robot and
the ball as well as the minimization of the merged covariance’s determinant can be seen
in Fig. 4.10 which shows the formation converged to the desired distance from the target,
minimizing the total amount of uncertainty and penalizing the deviation in the orientation.
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Figure 4.11: Simulation 1: Heterogeneous Formation Convergence - Plot XY
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4.6.1.2 Simulation 1: Heterogeneous Formation Convergence
The previous simulation is performed once more but this time with a heterogeneous group
of robots. It puts the robots far from each other, one in each part of the field, like demon-
strated in Fig. 4.11. Using the same setup as before, this simulation aims to observe
the formation convergence when the third robot is the nonholonomic robot making it an
heterogeneous formation. In Fig. 4.11, the XY plot of the robot’s movement can be seen.
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Figure 4.12: Simulation 1: Heterogeneous Formation Convergence - Distance between Robot and
Ball and the Determinant of Σ⊥Merged
Note here that the robot always stops facing the ball. A graph with the distance be-
tween the robot and the ball as well as the minimization of the merged covariance’s deter-
minant can be seen in Fig. 4.12. It can also be noticed by analyzing the video C3T1Conv
that despite the lower velocity of the nonholonomic robot, the formation converges suc-
cessfully to the desired distance from the target also minimizing the total amount of un-
certainty and setting the robots oriented towards the ball.
This first pair of simulations shows a simple environment where the collisions with
mates are most improbable. The next two pairs of simulations will test the case where the
robots depart from close positions between them.
4.6.1.3 Simulation 2: Homogeneous Formation Convergence
The second pair of simulations places the robots initially like demonstrated in Fig. 4.13.
The objective here is to push the robots to converge towards the ball departing from the
coordinates (-5.5,0), (-4.5,0), (-3.5,0) and (0,0) for robots 1, 2, 3 and target, respectively.
This environment was created to observe whether the robots can avoid collisions between
them during the formation convergence.
In Fig. 4.13 the plot XY describing the robot’s movements can be seen. The video
C1T2Conv shows the robots’ movements as presented in the plot XY. Here, it is shown
that no collisions between the robots occurred while the convergence is performed. A
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Figure 4.13: Simulation 2: Homogeneous Formation Convergence - Plot XY
0 1 2 3 4 5 6 7
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Time [s]
D
is
ta
nc
e 
to
 th
e 
Ba
ll 
[m
]
Distance Between Robot and Ball
 
 
Robot 1
Robot 2
Robot 3
0 1 2 3 4 5 6 7
0
1
2
3
4
5
6
Time [s]
de
t(C
ov
) [m
2 ]
Total Amount of Uncertainty
Figure 4.14: Simulation 2: Homogeneous Formation Convergence - Distance between Robot and
Determinant of Σ⊥Merged(k)
graph with the distance between the robot as well as the minimization of the merged
covariance’s determinant can be seen in Fig. 4.14.
4.6.1.4 Simulation 2: Heterogeneous Formation Convergence
Like in the previous simulation, the robots here are placed like demonstrated in Fig. 4.15.
Once more the objective here is to do a formation convergence without the collision be-
tween the robots with an initial configuration forming an horizontal line. The difference
here is that robot 3 is now a nonholonomic robot and it was set in the closest position to
the target to increase the difficulty in this simulation.
In Fig. 4.15 it can be seen the plot XY of the robot’s movement. Note in the video
C3T2Conv that despite the constraints in the movement of the nonholonomic robot, no
collisions happened and the formation converged. In this simulation, the movement of
robot 3 is more smooth while the movements of the holonomic robot are more tortuous
due to the necessity to avoid collision with the nonholonomic robot. A graph with the
distance between the robot and the ball as well as the minimization of the merged co-
variance’s determinant can be seen in Fig. 4.16 demonstrating the formation convergence
towards the target.
4.6 Results 71
−6 −5 −4 −3 −2 −1 0 1
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
X [m]
Y 
[m
]
Formation Path (X/Y)
 
 
Robot 1
Robot 2
Robot 3
Ball
Figure 4.15: Simulation 2: Heterogeneous Formation Convergence - Plot XY
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Figure 4.16: Simulation 2: Heterogeneous Formation Convergence - Distance between Robot and
Ball and the Determinant of Σ⊥Merged
4.6.1.5 Simulation 3: Homogeneous Leader Following
This simulation places the robots initially as demonstrated in Fig. 4.17 and has a main
objective of analyzing the leader-following environment. Therefore, two robots will fol-
low a robot leader departing from the coordinates (6.3,-3.1), (6.3,0), (6.3,3.1) for robots
1, 2 and 3, respectively. The follower robots shall converge to the leader robot and keep
a formation while following it. In this case, the target is not seen in the field, so robot 1
(as the leader robot) has an A* path planner seen in [134] with a reactive controller [113]
while the follower robots (robots 2 and 3) possess the second cost function presented in
this study and the position term is now taken into account.
In Fig. 4.17, the plot XY of the robot’s movement and a graph with the distance
between the followers and the robot leader is presented. The video C1T3Conv also shows
the robots’ movement as presented in the plot XY. No collisions between robots occurs in
this simulation.
This case used the same values obtained during the weight tuning methodology demon-
strating the robustness of the controller. However, if analyzed carefully, the objective
function (4.34) used to perform the gradient search did not contemplate this case. The
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Figure 4.17: Simulation 3: Homogeneous Leader Following - Plot XY and Distance between the
Leader Robot and the Followers
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Figure 4.18: Simulation 3: Homogeneous Leader Following - Internal Product Between Leader
and Followers and Error Angle of the Followers Orientation Facing the Leader
criteria was composed by the trajectory made, the overshoot in the convergence, the time
of convergence and the cost function itself. The internal product for example was not
contemplated and that can explain the behavior of robot 2 in Fig. 4.18 where it shows
the graphs of the internal product between the leader and the other robots. The given
Pval for robot 2 was Pval = 0 and for robot 3 was Pval = −1. This graph shows two falls
in the internal product convergence due to the leader’s change of orientation. When the
leader robot turns, the followers became oriented in 90◦ with respect to the leader’s orien-
tation until they converge again, also explaining the "jumps" of orientation in Fig. 4.18.
Furthermore, regarding the internal product, robot 3 converged successfully while robot
2 did not. Nevertheless, the error angle between the robot leader and the followers as
successfully minimized as demonstrated in the graph of Fig. 4.18.
In this work, the choice to create another criteria just for this situation to re-tune the
parameters was not taken. That could cause a disturbance in the tuning of other parameters
due to the fact that the terms of the cost function are coupled (one penalization term
influences the other indirectly). Nevertheless, the tuning could be done with another
criteria that could contemplate a better formation behavior regarding the internal product
convergence.
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Figure 4.19: Simulation 3: Heterogeneous Leader Following - Plot XY and the Distance between
the Leader Robot
4.6.1.6 Simulation 3: Heterogeneous Leader Following
This simulation has the same objective as the previous one where the convergence towards
a leader robot and the formation keeping by two follower robots during its movement is
performed. The difference here is once more the substitution of robot 3 by a nonholo-
nomic robot.
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Figure 4.20: Simulation 3: Heterogeneous Leader Following - Internal Product Between Leader
and Followers and Angle Between the Leader and the Followers
The XY plot of the robot’s movement, as well as a graph with the distance between
robot and its leader, can be seen in Fig 4.19. Note that due to the constraints in the mobility
of robot 3, it possesses a smoother trajectory with a better behavior of robot 3 than in the
previous simulation. The convergence of robot 3 and the behavior of robot 2 regarding
the internal product with the leader robot can be seen in Fig. 4.20. The angle between the
followers and the leader can also be seen in this figure, where the convergence of this term
is also shown. Despite the constraints in the nonholonomic robot’s movement, it can be
noted in the video C3T3Conv that the simulation proves the success of the formation in
a leader following approach and the controller’s robustness. However, like the simulation
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before, a tuning could be also applied with a different criterion in order to improve, for
example, the internal product.
4.6.1.7 Simulation 4: Homogeneous Keeping Formation
The main objective in this simulation is to observe the conservation of the formation
during the target’s movement in a straight trajectory. Robots 1, 2, 3 and the target’s
initial coordinates are (0,-1.5), (0,1.5), (1.5,0) and (0,0), respectively, as demonstrated
in Fig. 4.21. Once more, the position term is taken into account, but this time in the
first cost function. The only term that is not active is the obstacle avoidance term. The
ball was guided in a straight line forcing it to possess a constant non zero velocity. In
Fig. 4.21 the plot XY of the robot’s movement can be seen. The video C1T1Man also
shows the robots’ movement as presented in the plot XY. No collisions between the robots
occurs and the formation is kept successfully during the simulation. A graph with the
distance between the robot and the ball and the minimization of the merged covariance’s
determinant can be seen in Fig. 4.22.
−3 −2.5 −2 −1.5 −1 −0.5 0 0.5 1
−1.5
−1
−0.5
0
0.5
1
1.5
X [m]
Y 
[m
]
Formation Path (X/Y)
 
 
Robot 1
Robot 2
Robot 3
Ball
Figure 4.21: Simulation 4: Homogeneous Keeping Formation - Plot XY
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Figure 4.22: Simulation 4: Homogeneous Keeping Formation - Distance between Robot and Ball
and Determinant of Σ⊥Merged(k)
By analyzing the graph distances, it can be witnessed that robot 3 (the one behind the
ball) has more difficulty following the target. Its lag in relation to the balls movement is
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also summed to its acceleration. Therefore, the initial distance between robot 3 and the
ball is grater then the other robots in formation.
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Figure 4.23: Simulation 4: Homogeneous Keeping Formation - Internal Product Between the
Robots and the Ball and Error Angle of the Robots Orientation Facing the Target
Fig. 4.23 shows the graphs of the internal product between the robots and the ball as
well as the angle between the robots’ and the ball’s velocity vector. The given Pval for
robots 1, 2 and 3 were Pval = 0, Pval = 0 and Pval = −1, respectively. Note that during
the ball’s movement (Vt(k) 6= 0) the internal product is different from zero in robot 3. As
soon as the velocity tends to zero, the internal product also drops due to the absence of
the ball’s velocity vector.
4.6.1.8 Simulation 4: Heterogeneous Keeping Formation
This simulation aims to observe the heterogeneous behavior of the formation during the
active target tracking problem. As occurred in the previous simulation, the robots are
placed initially like demonstrated in Fig. 4.24. The video C3T1Man also shows the
robots’ movement as presented in the plot XY.
−4 −3 −2 −1 0 1
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
X [m]
Y 
[m
]
Formation Path (X/Y)
 
 
Robot 1
Robot 2
Robot 3
Ball
Figure 4.24: Simulation 4: Heterogeneous Keeping Formation - Plot XY
A graph of the distance between the robot and the ball as well as the minimization
of the merged covariance’s determinant can be seen in Fig. 4.25. Note here that there is
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Figure 4.25: Simulation 4: Heterogeneous Keeping Formation - Distance between Robot and
Determinant of Σ⊥Merged
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Figure 4.26: Simulation 4: Heterogeneous Keeping Formation - Internal Product Between the
Robots and the Ball and Angle Between the Robots and the Ball’s Velocity Vector
initially a greater difference in the distance between the target and robot 3 (the follower)
as soon as the target starts moving. This distance is greater here than in the simulation
of the homogeneous group due to the nonholonomic robot’s constraints and the lower
maximum velocity this robot has. Nevertheless, it reaches the target and then it readjusts
its pose (robot 3) putting itself at the desired distance and orientation with respect to the
target. Fig. 4.26 shows the graphs of the internal product between the robots and the ball
as well as the angle between the robots and the ball’s velocity vector reflecting the same
behaviors as the previous simulation. Finally, it can be seen that the formation is kept
successfully while the target moves.
4.6.2 Results of the Experiments with Real Robots
A setup was created to perform experiments with real robots in order to analyze the be-
havior of three omnidirectional mobile robots with the NMPFC which is presented in Fig.
3.2. An external computer running the Coach application and connected to a router by
cable was needed in order to serve as a bridge of shared information between the robots,
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where the log of the formation could be collected. Therefore, to run the experiments a
workstation (Intel Core i7 3Ghz/Core with 8Gb RAM) with Ubuntu 9.04 that runs said
bridge was used. Each robot had a computer, a Notebook (Intel Dual Core 2Ghz/Core
with 2Gb RAM) with Ubuntu 9.04, running its own NMPFC and applications previously
seen in Fig. 4.1. Finally, the experiments with real robots were executed in order to
repeat the environment created in the simulations with two experiments in formation con-
vergence, one experiment in leader following and one experiment in keeping formation
case. This configuration can be seen in Fig. 4.27.
Figure 4.27: Experiment Setup
In the real experiment, the SimTwo is substituted by the vision software (HAL) send-
ing locally, to Dec, information to calculate the pose of its robot and the position of the
target. Then, each Dec sends the control inputs to the robot. This main processing unit
(Dec) handles external communication with other robots through wireless communica-
tion. Finally the Coach collects the information from the robots with their pose and their
observed ball state (position and speed of the ball). The Coach then uses its state ma-
chine to activate the roles that each robot must execute, sending back also the information
about which ball from the observed ball is the "best" ball, or the true ball, that will be
used by the formation. In these results the CTE was not implemented and was substi-
tuted by the Coach software. The main reason is that the CTE is another thesis work
from the FCT project (PTDC/EEA-CRO/100692/2008 - Perception-Driven Coordinated
Multi-Robot Motion Control), which in turn is not the purpose of this thesis to evaluate.
Therefore, as the Coach chooses the "best" measurement between the robots measure-
ment, and therefore this becomes the "best ball", it is possible to see a "strange" behavior
of the ball in the experiments when it "jumps" from a position to another in an instant of
time. This is due to the change the coach performs when choosing the "best" ball between
the robots measurement.
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Finally, it is important to notice that in all experiments with real robots there is noise in
the localization and perception of the ball. The localization noise has a standard deviation
in X and Y of 0.05m, and in θ of 0.045m and the noise in perception of the ball has a stan-
dard deviation in X and Y of 0.316m. When comparing the results from the simulations
with those with the real robots through the analysis of the videos of both cases it can be
seen that this noise influences the robots mainly in the final convergence. This influence
puts the robots to shake a little when converging, never completely stopping (they stop
because the experiment was over). This shaking can be noticed in that little oscillation
around the converging final values presented in the graphics of orientation, covariance
penalization and so on. Nevertheless, it also shows the controller’s robustness due to the
fact that despite the noise, the formation converged to the desired behavior.
4.6.2.1 Real Experiment 1: Formation Convergence
The real experiments were conducted with robots number 1, 2 and 3. The first experiment
placed the robots initially like demonstrated in Fig. 4.28. In this figure, the XY plot0
of the robot’s movement can also be seen. As it was in the first simulation, there are no
obstacles in this experiment and the objective is to see the convergence towards a target
placed in the center of the field. Robots 1, 2 and 3 are placed far from each other and their
positions are (-3,1.7), (0,-2) and (3,1.7), respectively. All robots were 270◦ oriented in
the world frame. The target’s coordinates are (0,0). In Fig. 4.29 the graph of the distance
between the robot and the ball as well as the graph of the total amount of uncertainty
(merged covariances) minimization can be seen. The video C1T1ConvReal shows the
robots’ movement as presented in the plot XY.
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Figure 4.28: Real Experiment 1: Formation Convergence
Note here that no collisions between the robots occur and that the robot always stops
while facing the ball (with the carved part towards the ball) as shown in the simulations.
As it can be seen, the ball "jumps" from one coordinate to another because the formation
chooses the "best" ball amongst the balls’ measurement which come from all three robots.
Nevertheless, the robots move in a perfect circle around the ball while trying to minimize
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Figure 4.29: Real Experiment 1: Formation Convergence - Distance between the robot and the
ball and Determinant of Σ⊥Merged(k)
the covariance. That is explained by the fact that even if the best ball changes, or "jumps"
from one coordinate to another, the total cost of these terms (covariance and distance)
are kept very similar as it can be seen in Fig. 4.29. However, the formation converges
successfully.
4.6.2.2 Real Experiment 2: Formation Convergence
The second experiment places the robots initially at the coordinates (2,0), (3,0), (4,0)
and (0,0) for robots 1, 2, 3 and target respectively, like demonstrated in Fig. 4.30. The
objective here is to observe the robots converging to the ball avoiding collisions between
them. Similarly to the second pair of simulations, the robots are placed in a horizontal
line to increase the difficulty in the convergence forcing the robots to avoid each other.
The video C1T2ConvReal shows the robots successfully converging towards the target
while avoiding collision between them.
−1 −0.5 0 0.5 1 1.5 2 2.5 3 3.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
X [m]
Y 
[m
]
Formation Path (X/Y)
 
 
Robot 1
Robot 2
Robot 3
Ball
Figure 4.30: Real Experiment 2: Formation Convergence
In Fig. 4.31, a graph with the distance between the robot and the ball as well as the
graph of the total amount of uncertainty (merged covariances) minimization can also be
seen. Note that this time, there is no "jump" on the "best" ball.
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Figure 4.31: Real Experiment 2: Formation Convergence - Distance between the robot and the
ball and Determinant of Σ⊥Merged(k)
4.6.2.3 Real Experiment 3: Leader Following
This experiment, like the leader following simulation, placed the robots initially as demon-
strated in Fig. 4.32. The objective here is to converge the two follower robots towards
the leader robot departing from the coordinates (3,-2), (3,0), (3,2) for robots 1, 2 and 3,
respectively. The follower robots must also keep a formation while following the leader.
Figure 4.32: Real Experiment 3: Leader Following
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Figure 4.33: Real Experiment 3: Leader Following - Plot XY and Distance between the Leader
Robot and the Followers
4.6 Results 81
Therefore, robot 1 (as the leader robot) has an A* path planner with a reactive con-
troller while the follower robots (robots 2 and 3) have the second cost function presented
in this chapter. In Fig. 4.33 the XY plot of the robot’s movement as well as a graph with
the distance between the follower robots and the robot leader can be seen. The video
C1T3ConvReal shows the robots’ movement as presented in the plot XY.
Fig. 4.34 shows the graphs of the internal product between the leader and the other
robots as well as the angle between them. Finally, the given value for Pval for robots 2
and 3 were Pval =−1 and Pval = 0, respectively. Similarly to the simulations and despite
the correct orientation towards the leader robot, the followers have trouble in converg-
ing the internal product due to the reasons previously explained. The abrupt changes in
the robots’ internal product are also explained by the same reasons demonstrated in the
simulation of this experiment.
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Figure 4.34: Real Experiment 3: Leader Following - Internal Product Between Leader and Fol-
lowers and Error Angle of the Followers Orientation Facing the Leader
4.6.2.4 Real Experiment 4: Keeping Formation
A last experiment was executed to perform formation maintenance with real robots. As
the ball has a non zero velocity, the fourth term in the cost function (equation 4.23) is
taken into account. The real experiment consisted of pushing the ball in a straight line
with the help of a stick to emulate a small kick. The robots 1, 2, 3 and the target’s initial
coordinates are (0,1.5), (0,-1.5), (-1.5,0) and (0,0), respectively, like demonstrated in the
plot XY of the robot’s movement in Fig. 4.35. The video C1T1ManReal shows the
robots’ movement as presented in the plot XY.
In the formation, each robot has, with a small amount of errors in observation, its own
measurement of the target in the world’s frame. During the formation, this information
is exchanged and a "best ball" is chosen from all the measurements that come from the
robots. As a "best ball" is chosen between the measured balls, the position of this final
ball can create, along with small errors in the localization, differences in the distances
between the robots and the ball as it can be seen in the XY Plot and in Fig. 4.36 that
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Figure 4.35: Real Experiment 4: Keeping Formation
shows the distance between the robots and the ball and the graph of the total amount of
uncertainty (merged covariances) minimization.
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Figure 4.36: Real Experiment 4: Keeping Formation - Plot XY and Determinant of Σ⊥Merged(k)
Finally, in Fig. 4.37 the graphs of the internal product between the robots and the ball
as well as the angle between the robots and the ball’s velocity vector can be seen. The
same values of Pval for robots 1, 2 and 3 used in the corresponding simulation, were used
in this experiment.
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Figure 4.37: Real Experiment 4: Keeping Formation - Internal Product Between the Robots and
the Ball and Error Angle of the Robots Orientation Facing the Target
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4.7 Conclusion
This chapter had the main objective to present a new nonlinear model predictive controller
used in formation control of multi-robot systems, here called a nonlinear model predictive
formation controller (NMPFC). The NMPFC was implemented in order to converge a
group of mobile robots towards a desired target and also to maintain the formation during
the target’s movement. Furthermore, a methodology to empirically find the initial values
for the weights of the NMPFC cost function was presented. Finally, the case of absence of
a target was considered too, choosing a fixed leader robot in this case and using a second
cost function to follow the leader robot. The details of the controller structure as well as
a mathematical analysis of the formation model were presented.
This chapter presented several novel contributions introduced by this thesis in for-
mation control using a nonlinear model predictive controller, such as the distributive ar-
chitecture to control robots in formation; a generic cost function for penalization of non
desirable behaviors of the formation when following an observed and non controlled tar-
get; the minimization of a merged covariances of the target perception in the cost function;
the evaluation of which terms of the cost function are active during the formation conver-
gence and maintenance as well as a gradient such to find the optimal values of the cost
function parameters with respect to a desired criteria; the ability to control homogeneous
and heterogeneous groups of mobile robots; and the controller’s robustness despite vision
and localization problems present in real robots environments.
The NMPFC showed to be very flexible, easily adaptable and able to be used in holo-
nomic and nonholonomic robots. This controller could be applied for both types of robots
due to the fact that the control effort does not take into account the voltages on the motors
or the actuator input signals, but instead the robots velocities. Furthermore, the projected
controller was capable of making a team of different robots converge to a desired position
around the target, even if the robots are very far apart.
The results also showed the influence of the vision system on the controllers efficiency
during the formation keeping experiments. Small errors in the ball detection and local-
ization are reflected in the calculation of the distance between the robot and the target
and in the covariance minimization. Nevertheless, the controller was successful in con-
verging the robots to the desired pose, minimizing the total amount of uncertainty while
avoiding mates and setting the correct pose for all robots. Both convergence and keeping
the formation were such that the total amount of uncertainty in the target’s perception was
minimized. Regarding the experiments without a target, the follower robots were success-
ful in converging towards the leader and keeping the formation while the leader robot was
moving despite the weights not being tuned with a criteria that contemplated the internal
product term.
Moreover, the methodology proposed to search for a set of weights for the NMPFC’s
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cost function proved to be efficient. Nevertheless, a tuning aiming the situation regarding
the following leader was not performed showing both the controller’s robustness and a
non optimal convergence of the internal product term (position term) of the cost function.
The NMPFC controller demonstrated a good performance in formation control of
multi-robot systems. It could be implemented in different types of robots and penalize
several non desirable behavior of the formation with the same generic structure. Non-
linearities could be included in the prediction model such as the total amount of uncer-
tainty in the target’s perception which in turn gave relevance to the requirements imposed
by target localization and/or tracking. Furthermore, energy costs, avoidance of obsta-
cles, uncertainties and formation characteristics were considered in a single optimization
problem. Nevertheless, among the disadvantages, the NMPFC still possesses reasonable
computational costs in the system’s processing. Moreover, there is no guarantee of global
minimization of the cost function during the optimization process.
Finally, it can be concluded that the NMPFC was a good choice regarding the active
target tracking problem by a formation of mobile robots due to its performance previously
seen in the results. In this specific problem, the formation is equally important to the target
tracking. The NMPFC’s ability to consider both approaches by penalizing non-desirable
behaviors of the formation proves the efficiency of this controller when applied to the
active target tracking problem.
Chapter 5
Obstacle Avoidance in Formation
Control
This chapter presents an explanation of the obstacle avoidance problem considered by
the nonlinear model predictive formation control. First, an approach is presented which
uses potential functions as terms of the NMPFC. These terms penalize the proximity
with mates and obstacles. A strategy to avoid singularity problems with the potential
functions using a modified A* path planning algorithm was then introduced. Results with
simulations and experiments with real robots are presented and discussed.
5.1 Introduction
The obstacle avoidance problem forms a well known area of research in mobile robotics.
It is a study that involves a wide range of subjects which encompasses from a single robot
movement to a group of mobile robots moving in a specific formation. Issues like static or
mobile obstacle avoidance in single or multiple robots’ motion are the main study cases
in path planning. This chapter presents a deeper explanation about the obstacle avoidance
problem considered by the nonlinear model predictive formation control of multi-robot
system.
Motion planning algorithms are widely used nowadays. In areas such as: UAV path
planning [135], mobile robot outdoor navigation, mobile robot indoor navigation[136]
and even in video games [137] path planning algorithms have been conceived to be the
solution to many obstacle avoidance issues.
Therefore, many path planning techniques rose over the years. One among the most
famous is the artificial potential field approach. This methodology has been widely used
and it states that the collision-free trajectory is generated along the negative gradient of the
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defined attractive and repulsive potential field functions. The subsequent studies can be
found in [138], [131], and [139]. Nonetheless, the potential field method is not straight-
forwardly applicable to mobile vehicles with kinematic constraints since, in the potential-
field design, the robot is usually treated as a simple particle. Another major problem is the
fact that since the method is an essentially faster descent optimization method, the robot
can get trapped into local minima of the potential function other than the goal configura-
tion [140].
Among the most famous there is also the Roadmap method. A computational geome-
try data structure was proposed in [141] to solve the problem of an optimal path generation
between a source and a destination in the presence of simple disjoint polygonal obstacles.
In [142] a good application of the Roadmap method is applied where the use of multi-
ple mobile robots in a common environment, such as underground mining and warehouse
management problems, are considered despite the fact that no randomly moving obstacles
are used. The Roadmap method is applied in low-dimension configuration spaces and it
is not easy to be implemented, depending of the approach [140].
Finally, the last method among the most classic algorithms for path planning is the
Cell Decomposition [140]. In this category are famous and efficient algorithms such as
A*, D*, ARA* and AD*. The A* algorithm is the oldest. It is well applied with static
[143] and dynamic obstacles [136]. It can be applied also for UAV obstacle avoidance
[135] in unknown environments. In [144] an approximate cell decomposition method
was developed in which obstacles, targets, sensor’s platform, and FOV (Field of View) are
represented as closed and bounded subsets of an Euclidean workspace. A good overview
about the advantages and disadvantages of these algorithms cam be seen in [145] and
[146].
One of the methods that has evolved in recent years is the Velocity Obstacles, first
used in [147]. This method defines the set of all the velocities of a robot that will result in
a collision at some point in time, assuming that the obstacle maintains the current speed.
Therefore, its movement planning aims at finding the speeds that fall outside these groups
to ensure that there will be no collisions. This method is widely used in simulations of
crowds, however it has two problems: first, when dealing with static obstacles, the robot
circumvents the edges of the obstacle making the robot slower. The second problem is
the processing time, as noted in [148].
In this chapter, a deeper explanation is presented about the obstacle avoidance problem
considered by the nonlinear model predictive formation control. In the next section the
problem is formulated describing the issue studied. The obstacle avoidance solution with
potential field approach and the NMPFC is presented in the following section. Then, the
A* path planning algorithm is explained in section 5.4. The results of the experiments
with real robots and simulations are shown in section 5.5 and finally the conclusion is
shown in section 5.6.
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5.2 Problem Formulation
Let A be a single rigid object (the robot) moving in a euclidean space W, called workspace,
where W⊂ℜ2. The simulation sets a mobile robot (5dpo middle size league soccer robot
or the nonholonomic Mini-AGV) as the rigid object A. Let "q" be a position of robot A in
the workspace W. Therefore, in this workspace the robot is placed in an initial position
qinit and in the far side of the workspace W, there is the target point qtarget. In between
the initial and target points there is a bigger circle centered in the middle of the field that
symbolizes any crowded environment such as a shopping mall’s hall or a factory corridor,
where people have to perform random trajectories.
Let B1,. . . ,Bn be also, in a first case, fixed rigid objects distributed in W. Let the space
C be the configuration space of robot A, or in other words, all the configuration reachable
by A in the workspace W. Therefore, all obstacles Bi in the workspace W are mapped
in C into a region CBi = {q ∈C/A(q)∩Bi 6= 0} which is called C-obstacle. The union
of all C-obstacles is called C-obstacle region, or the region occupied by the obstacles.
Moreover, the free space in the workspace W is given by:
C f ree =C\
n⋃
i=1
CBi = {q ∈C/A(q)∩ (
n⋃
i=1
CBi) = 0} (5.1)
Therefore, the problem becomes: given an initial position of A and a target position
in W, converge to the target point qtarget avoiding contact with the CBi’s during all the
trajectory.
When the C-obstacles are no longer static, in another words they vary their position
with time, it can no longer be represented as in the problem before. This issue is solved
by simply adding a dimension to C, obtaining therefore, CT = Cx[0,+∞), which is called
configuration space-time of A. Thus, every obstacle Bi maps in CT to a stationary region
CT Bi, called a CT-Obstacle, defined by:
CT Bi = {(q, t)/A(q)∩Bi(t) 6= 0} (5.2)
5.3 Potential Field Approach in NMPFC
The NMPFC is inserted in the optimal control group. It means that this kind of controller
uses an optimizer algorithm to find the best solution, or optimal control output. When
considering such controllers in real time optimization many approaches are available.
Nevertheless, the obstacle avoidance approach that most rapidly and easily fits into this
kind of control is the artificial potential fields (APF) approach. In [88], the author uses the
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APF embedded in a nonlinear model predictive controller as an example for avoid static
obstacles.
The potential field approach uses a potential function to navigate the robot (attrac-
tion function) that drives the robot towards the target, and an avoidance function (repulse
function) that repels the robot when it is near an obstacle. If the NMPFC is considered,
then the attraction function could be seen as the first and second terms of the NMPFC
cost function in equation 4.27. Therefore, a repulsive function had to be made in order to
consider the obstacle avoidance problem.
The main idea underlying the definition of the repulsive potential is to create a poten-
tial barrier around the C-obstacle region that cannot be traversed by the robots’ configu-
ration [140]. In addition, it is usually desirable that the repulsive potential does not affect
the motion of the robots when it is sufficiently far away from the C-obstacles. One way
to achieve these constraints is to define the repulsive potential function as follows:
Urep(q) =
{
1
2η(
1
ρ(q) − 1ρ0 )2 if ρ(q)≤ ρ0
0 if ρ(q)> ρ0
(5.3)
where η is a positive scaling factor, ρ(q) denotes the distance from q to the C-obstacle
region CB, i.e.:
ρ(q) = min
q′∈CB
||q−q′|| (5.4)
and ρ0 is a positive constant called the distance of influence of the C-obstacles. The
function Urep is positive or null, it tends to infinity as q gets closer to the C-obstacle
region, and is null when the distance of the robots’ configuration to the C-obstacle region
is greater then ρ0.
This thesis divided the problem of obstacle avoidance in two repulse functions. The
first considers the mate avoidance, preventing the robots from colliding with themselves.
The second function considers the obstacle avoidance, preventing the robots from collid-
ing with static or moving obstacles which may, or may not appear.
5.3.1 Mate Avoidance Function
The first idea of a term in a nonlinear model predictive controller that penalizes the ap-
proximation between robots in a formation was presented in [20]. In his work, the author
created a sub-function in his nonlinear model predictive controller such as in the equation
5.5.
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Np
∑
i=N1
λ3× (( 1||PRm1Rn (k+ i)||−DM
)2+(
1
||PRm2Rn (k+ i)||−DM
)2) (5.5)
Where ||PRm1Rn (k+ i)|| is the distance between robot Rn and the mate 1. This function
has a nonlinear decreasing behavior as shown in Fig. 5.1
Figure 5.1: Behavior of function in 5.5
As it can be noticed, the first problem is that this approach does not consider a gen-
eralized number of mates, only two. However, a more important issue is addressed when
analyzing the behavior of this function. The avoidance function for its nonlinearity, takes
more time to increase the penalization by proximity, allowing the robots to get too near
each other before penalizing it.
A simple solution is proposed here to avoid these problems. The proposed function
for mate avoidance can be seen in equation 5.6.
Np
∑
i=N1
NM
∑
j=1
λ3×max(1−
||PR jRn (k+ i)||
DM
,0) (5.6)
Remembering that NM is the maximum number of mates, ||PR jRn (k+ i)|| is the distance
between robot Rn and the mate R j and DM is the given value where small distances are
not penalized. The proposed function was changed to a linear function which increases
the penalization with proximity much more rapidly. The generalization of mates was also
considered with a second sum that gives scalability to the NMPFC controller in this thesis.
Finally, an extreme case had to be considered when using potential functions. This
extreme case, also studied among the potential field approach, takes into account the
possibility of the robots getting too close to each other much more rapidly then allowed.
This behavior can occur if the robots are moving in high velocities for instance. To avoid
collision in these cases a protection zone is created around the robots where the weight
of the attraction and repulsion functions (terms of the NMPFC cost function) are rapidly
switched so the robot gives priority to penalize the mate avoidance rather then get to the
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target. When the robots are outside this zone once again, the weights of the cost function
are set back to normal.
5.3.2 Obstacle Avoidance Function
An obstacle avoidance function was created based on the idea of mates avoidance function
and the potential field approach. The repulsion function proposed in this thesis can be seen
in equation 5.7.
Np
∑
i=N1
NO
∑
l=1
λ4×max(1−
||POlRn (k+ i)||
DO
,0) (5.7)
Remembering also that NO is the maximum number of obstacles, ||POlRn (k+ i)|| is the
distance between robot Rn and the obstacle Ol and DO is similar to DM.
Figure 5.2: Local Minima Problem Case
This function’s behavior is similar to the function proposed in the mate avoidance
problem. In the obstacle avoidance proposed function, all obstacles (static or moving)
are considered to be stopped during the 40ms loop control. This assumption speeds up
the calculations in the prediction of the NMPFC by calculating only the robot-obstacle
distance evolution in a simplified fashion. Nevertheless, the static obstacles have a major
issue in potential fields approach: the local minima problem. The most common problem
of APF lies in a robot being stuck in a local minima. It is the case that occurs when the
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total force acting on the agent is summed up to zero even though the robot has not reached
its goal position yet. Fig. 5.2 shows the local minima problem case.
In order to solve this problem, a switching approach was implemented inside the task
Formation, which in turn is inside the role Formation. In this approach, the NMPFC
with the potential function term is substituted by a controller with a modified A* path
planning algorithm if the robots gets trapped in a local minima (if the path towards the
target is obstructed or if there are obstacles in one of the robot’s side). In most of this
local minima problems, the robot encounters obstacles at least in two sides (for example
in front of it and by one side making an L shape). In this case, it turns off the potential
field term and turns on the A* algorithm. Once the robot is outside the entrapment region
(there is no more obstruction between the robot and the target), the task Formation turns
off the A* algorithm and turns back on the potential functions. The switching approach
is implemented in the formation task as illustrated in Fig. 5.3. This switch is due to the
fact that the potential functions have much less computational costs then using A* path
planning and when the A* is executed it is necessary to stop processing some features of
the controller in order to speed up the processing.
Figure 5.3: Switching approach
Finally, the same consideration made in the mate avoidance function has to be consid-
ered here by creating a security zone. An obstacle may appear in the visible zone towards
the robot too rapidly for the robot to avoid it. To avoid collision in these cases a protection
zone is created around the robots where the weight of the attraction and repulsion func-
tions (terms of the NMPFC cost function) are rapidly switched so the robot gives priority
to penalize the mate avoidance rather then get to the target. When the robots are outside
this zone once again, the weights of the cost function are set back to normal.
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5.4 The Modified A* Path Planning Algorithm
It is known that most environments are highly dynamic, highly complex and have ob-
stacles moving randomly. Considering the dynamic constrains of the robot, the situation
studied is often common in the real world, which is to find the fastest solution between
the initial state qinit and the goal state qtarget , avoiding as many collisions as possible.
Therefore, one of the concepts that is necessary to highlight is that the best solution, in
most cases, is not given by the shortest path (optimal path) and can lead to undesired col-
lisions. In another words, the best solution is not the shortest path (the optimal one), but
the fastest path (usually the suboptimal one). That is because the velocity of the robot is
not constant (the robot has limited acceleration) and the robot controller has difficulty in
following trajectories with abrupt changes in direction. To accomplish that, two modifi-
cations were made in the A* algorithm to achieve an optimal solution. The A* algorithm
can be seen below.
Algorithm A*
1: Add the initial node to O-list
2: Do
3: Choose n∗ from O-list in which
4: F(n∗)≤F(n) ∀ n ∈ O-list
5: Remove n∗ from O-list and put into the C-list
6: For all n ∈ Star(n∗), which n /∈ C-list, do:
7: if (n /∈ O-list) then
8: add n node to O-list
9: else if (g(n∗)+c(n∗,n) < g(n)) then
10: change the father node from n to n∗
11: end
12: end
13: While (O-list 6= 0) or (n∗ = end node)
where:
1. Star(n∗) = The set of neighbors to node n∗
2. c(n1,n2) = Cost from going from node n1 to node n2
3. n∗ = Best note in the neighborhood
Therefore, A* is a graph search algorithm which calculates the shortest path through
a graph between the initial and final node. This algorithm uses a heuristic function
F(n) = g(n)+h(n) (5.8)
5.4 The Modified A* Path Planning Algorithm 93
that estimates the lowest cost of going from the initial to the target point while passing
through node n. This sets the search priority for nodes to find the best path as soon as
possible. This function is the sum of two other functions.
1. g(n) = Cost from the origin to node n;
2. h(n) = An heuristic to estimate the cost of the path from node n to the target node.
In this algorithm there are two lists: the O-list and the C-list. The open list, known as
the O-list, contains the nodes that are candidates for exploration. The closed list, known
as the C-list, contains the already explored nodes. The nodes from C-list where previously
in the O-list but as they where explored, they were moved to the C-list. The nodes in these
lists store the "father" node, which is the node used to optimally reach them. This is the
node that lies in the shortest path from the origin to current node.
Once presented the algorithm, it becomes important and necessary to emphasize some
considerations. Mainly, it’s known that the path τ is optimal if an heuristic function
h(n) is admissible. This happens if the function never overestimates the cost to reach the
destination, or in another words if
h(n) < hm(n)∀n (5.9)
where hm(n) is the lowest cost from n until the destination.
To use the A* algorithm in the calculation of a robot’s path, it is necessary to divide
the environment map in cells, as stated in the method approximate cell decomposition.
Here, each cell represents a node. Each node can be connected to other nodes and moving
from one node to the other has an associated cost. In this case, the cost is the metric
distance between the cell centers. The A* can calculate the path that minimizes the cost
from moving from the starting cell to the target cell. In Fig. 5.4 from [110], the black
cells represent the obstacles, the yellow cell represents the initial position (node) and the
blue cell represents the destination point (node).
Finally, it is considered that robot A in the workspace W is represented by the initial
node and that occupies only a single node, being this last one the geometric center of
the objects form an aerial view. The destination node is the target point qtarget . All
other moving objects are considered C-obstacles (CBi). As the robot is represented by
a single cell, the obstacles have to be bigger in a way to represent both obstacle and the
robot’s body. Each obstacle is represented by a circle with radius equal to the sum of the
obstacle’s radius and the robot’s radius. This representation can be seen in Fig. 5.5 from
[110].
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Figure 5.4: Map Cell Decomposition [110]
Figure 5.5: Obstacle’s total radius [110]
5.4.1 The Modifications
The cell decomposition algorithms such as D* (and its evolutions such as D*-Lite and
E*), ARA* and AD* are based in the A* and were developed to solve problems of com-
putational cost, processing time or memory use. The modifications proposed by [110]
and [119] are in the configuration space and not in the algorithm core itself. Therefore, in
the matter of configuration space, all the previous algorithms form A* family should give
an equal or similar solution to the A* algorithm. When applying the modification in any
algorithm from the A* family, the final solution is better.
Finally, in this approach the authors in [110] and [119] base the modifications in the
method of Cell Decomposition where the modifications are not in the A* algorithm but
in the configuration space to later run A* algorithm to find the best path. The advantage
comes with the fact that in the Cell Decomposition there are no local minimums, while
in the VFH or in other similar approaches the local minima can become a problem when
trying to avoid narrow areas. The global modified A* path planned proposed in [110]
and [119] was the one used here in the leader robot and in the case of exiting entrapment
situations (singularities).
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5.5 Results
Both simulation and experiments with real robots results follow the same setup done in
the previous chapter. The results regarding the obstacle and mate avoidance results are
divided in simulation and experiment with real robots. Here, three situations are presented
in simulation environment and are also used in experiments with real robots. Furthermore,
the first two simulations are performed with both homogeneous and heterogeneous groups
of robots.
5.5.1 Simulations
The simulation setup follows the same configuration as in chapter 4 with two comput-
ers and the SimTwo simulator environment. The static obstacles in the simulation were
considered to be boxes with 0.75x0.75x0.5m (depth x width x height) in dimension. The
moving obstacles are considered as self moving spheres in a semi-random path.
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Figure 5.6: Simulation 1: Homogeneous Formation - Plot XY
5.5.1.1 Simulation 1: Homogeneous Formation
The first pair of simulations addresses the corridor problem in obstacle avoidance where
the robots have to pass through a corridor while changing the formation in order to avoid
the obstacles (corridor’s walls). The objective here is to search for the ball departing from
the coordinates (4.3,-1.9), (4.3,-3.1) and (5.5,-3.1) for the robots 1, 2 and 3, respectively.
The obstacles’ walls are made by six blocks in the coordinates (-2.8,-1.7), (-2,-1.7), (-1.2,-
1.7), (-2.8,-4.5), (-2,-4.5) and (-1.2,-4.5) as presented in Fig. 5.6. Robot 2 is the leader
robot in this simulation. A graph with the distance between the follower robot and the
leader robot as well as the angle between them can be seen in Fig. 5.7.
By analyzing the simulation graphs and video C2T1 attached, it can be said that the
robots succeed breaking the formation not by switching it, but by a minimization criteria
of avoiding obstacles and mates during the experiment. During the passage through the
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Figure 5.7: Simulation 1: Homogeneous Formation - Distance between Robot and Leader and
Angle Between the Leader and the Followers
corridor, the robots form a column and the distance from robot 1 to the leader robot (robot
2) is temporarily increased. After passing through the corridor, the robots return to the
desired formation successfully. The disturbance in the angle between the followers and
the leader in the end of the graph of the error angle is due to the turn performed by the
formation near the end of the trajectory.
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Figure 5.8: Simulation 1: Heterogeneous Formation - Plot XY
5.5.1.2 Simulation 1: Heterogeneous Formation
As in the previous simulation, the objective here is to search for the ball avoiding colli-
sions with the mates and the walls of a corridor that exists in the formation path. Fig. 5.8
presents the path made by the formation in a XY plot, where the initial coordinates form
robots 1 and 2 where exchanged and where robot 1 is the leader robot now.
Fig. 5.9 shows the graphs of the distance between the robot and the ball as well as
the angle between them. Analyzing both figures, it can be noted that the simulation was
stopped right after the first turn in the trajectory. The formation behaved as the previous
one despite the nonholonomic robot’s constraints in its movement. As presented in the
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Figure 5.9: Simulation 1: Heterogeneous Formation - Distance between Robot and Leader and
Angle Between the Leader and the Followers
video C3T1Obs, no collisions between the robots in the formation and between the robots
and the obstacles occurred.
5.5.1.3 Simulation 2: Homogeneous Formation
This second pair of simulations addresses the entrapment problem in obstacle avoidance
where the formation has to avoid an U shape obstacle during the convergence towards the
target. In this pair of simulations, robot 2 is again the leader robot. The objective here is
to converge the robots towards the ball departing from the coordinates (4.3,1.5), (-7.5,0),
(5.5,0) and (-6.5,0) for the robots 1, 2, 3 and target, respectively. The obstacles’ walls are
made by nine blocks in the coordinates (-2.8,1.5), (-2,1.5), (-1.2,1.5), (-2.8,-1.5), (-2,-1.5),
(-1.2,-1.5), (-3.6,0.8), (-3.6,0) and (-3.6,-0.8). In this case the leader robot is near the ball
sending information to the other robots about where the target is located. Therefore, the
NMPFC acts by attracting the robots and unavoidably puts the robots in a local minima
as the potential function would behave as demonstrated in the path of robot 3 in Fig. 5.10.
However, the modified A* path planner starts instantly when the robots enter this situation
(at coordinates (-0.5,0)) and puts the robots outside the U shape obstacle.
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Figure 5.10: Simulation 2: Homogeneous Formation - Plot XY
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Figure 5.11: Simulation 2: Homogeneous Formation - Distance between Robot and Determinant
of Σ⊥Merged
The video C2T2A shows the robots’ movement when detecting a singularity point.
While one of the robots detect the singularity situation and turns on the modified A* to
leave the entrapment situation, the other robot (more aside the obstacle) succeeds avoiding
it without the modified A*. Note here that the covariance only starts at approximately 5
seconds when all robots are seeing the ball. A graph with the distance between the robot
and the ball as well as the minimization of the merged covariance determinant can be seen
in Fig. 5.11.
5.5.1.4 Simulation 2: Heterogeneous Formation
This second simulation addresses the same problem in obstacle avoidance as the previous
one, where the formation has to avoid a U shape obstacle. However, this is a heteroge-
neous formation where robot 3 was substituted by a nonholonomic robot.
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Figure 5.12: Simulation 2: Heterogeneous Formation - Plot XY
The path made by the robots can be seen in Fig. 5.12 and in the video C3T2ObsA.
Note here that the nonholonomic robot 3 enters in the entrapment situation and leaves it
while making a big trajectory due to its constraints in mobility. A graph with the distance
between the robot and the ball as well as the minimization of the merged covariance
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Figure 5.13: Simulation 2: Heterogeneous Formation - Distance between Robot and Ball and the
Determinant of Σ⊥Merged
determinant starting at 24s (when all robots see the ball) can be seen in Fig. 5.13 proving
the convergence of the formation.
5.5.1.5 Simulation 3
In this simulation, the used field has 8x10m of size. For the simulations in the unstruc-
tured environment the movement of the obstacles is set to be semi random. That’s because
those movements are set by a simple algorithmic procedure in SimTwo. As it can be seen
in the Set Sphere Speed Algorithm, this uploads the values from each sphere and sets a
force upon each one, making the movements. With a constant velocity for all the spheres,
the movements of each one is practically always the same, except if the robot hits one or
more sphere or if the spheres hit each other.
Algorithm Set Sphere Speed
1: If ∃ Sphere then
2: NexPositionx=Initialx+Radius·cos(Speed·(t+δ ))
3: NexPositiony=Initialy+Radius·sin(Speed·(t+δ ))
4: Set Force of ith-Sphere with
5: Vx = 100*(NexPositionx - Positionx)
6: Vy = 100*(NexPositiony - Positiony)
7: Vz = 0
8: end
9: end
In the algorithm, NexPositionx and NexPositiony are the next position of the ith-sphere,
Initialx and Initialy are the initial position of the ith-sphere in the simulation, Positionx
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and Positiony are the current position of the ith-sphere, Radius is the radius of the ith-
sphere, Speed is the velocity modulus of the ith-sphere, t is the increasing time during
simulation and δ is the orientation of the ith-sphere’s movement. Finally, Vx and Vy are
the new ith-sphere’s velocities.
This third simulation demonstrates the algorithm’s behavior in a crowded environ-
ment. The objective is once more to converge the formation towards the ball, here repre-
sented as a circle. The robot leader is near the ball and it passes the target’s coordinates
to the other robots. The simulation environment is as presented in Fig. 5.14 with the path
made by the robots in a XY plot. Here no collision happened between the robots and the
twelve mobile obstacles and the robots converged towards the target successfully.
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Figure 5.14: Simulation 3 - Environment and Plot XY
A graph with the distance between the robot and the ball as well as the minimization
of the merged covariance’s determinant starting at 4s (when all robots see the ball) can be
seen in Fig. 5.15. The video C2T3 shows the robots’ movement as presented in the XY
plot.
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Figure 5.15: Simulation 3 - Distance between Robot and Ball and Determinant of Σ⊥Merged
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5.5.2 Results of the Experiments with Real Robots
The setup for the real robots experiments follows the same configuration as in chapter
4 with a computer running the Coach as a bridge and each real robot with its computer.
The static obstacles were three walls of 0.7m height. The moving obstacles used in the
experiments were two people passing through the robot’s path. In these real experiments
only two robots were used, robots 1 and 2. Finally, it is important to notice that now robot
1 is the leader robot.
5.5.2.1 Real Experiment 1
This experiment addresses the corridor problem in obstacle avoidance where the robots
have to pass through a corridor changing the formation in order to avoid the obstacles
(corridor’s walls) in the same fashion as seen in the simulations 1. The objective here is
to converge robot 2 towards the ball departing from the coordinates (-3,1.2) while robot 1
is placed near this target. In this case, robot 1 and the target are in the coordinates (-1,2.8)
and (0,2.8), respectively. The obstacles’ walls and the robots’ movements are presented
in Fig. 5.16 and in the video C2T1Real that shows that no collisions between robots or
with an obstacle occurred.
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Figure 5.16: Real Experiment 1 - Environment and Plot XY
A graph with the distance between the robot and the ball and the minimization of the
merged covariance’s determinant can be seen in Fig. 5.17.
It is important to notice in this last graph that when robot 2 leaves the corridor its
position is too close to the ball and too near both obstacles’ walls. Nevertheless, as it
is closer to the ball, the total merged covariance reaches a lower minimum. Then the
controller puts robot 2 in a position more distant from the obstacles, at a ideal distance
from the target in its perception, but it is a less minimized merged covariance. Moreover,
the merged covariance can only be considered 3 seconds after the experiment had started.
Both robots are able to see the target only after 3 seconds have passed.
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Figure 5.17: Real Experiment 1 - Distance between Robot and the Ball and Determinant of Σ⊥Merged
5.5.2.2 Real Experiment 2
This second experiment addresses the entrapment problem in obstacle avoidance where
the robot has to avoid an U shape obstacle by changing the formation in order to avoid
the obstacle. Similarly to simulation 2, the leader robot (robot 1) is near the ball, sending
the information to the other robot (robot 2) of where the target is located. Therefore, the
objective here is to converge to the ball departing from the coordinates (3,1.2), (-3,-0.2)
and (3,0) for the robots 1, 2 and target, respectively. The NMPFC attracts the robot and
unavoidably puts the robots in a local minima just as the potential function would behave.
However, the A* path planner starts instantly when the robots enter this situation and
places the robots outside the U shape obstacle. The walls and the robots’ movements are
presented in Fig. 5.18 and in the video C2T2Real that shows that robot 2 was successful
in leaving the entrapment situation and that no collisions between robots occurred.
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Figure 5.18: Real Experiment 2 - Environment and Plot XY
A graph with the distance between the robot and the ball and the minimization of the
merged covariance’s determinant can be seen in Fig. 5.11. It is noticeable here the same
behavior from the NMPFC as in the previous experiment and due to the same reasons.
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Figure 5.19: Real Experiment 2 - Distance between Robot and Determinant of Σ⊥Merged
Analyzing both video and the Plot XY presented in the Fig. 5.18 the path made by
robot R2 can be understood. During the convergence, robot R2 gets trapped between the
obstacle, the end of the field and robot R1, which stood in front of robot R2. Then, robot
R2 starts searching for a way through, always trying to converge to the target. As the
minimization of the covariance is cooperative, robot R1 moves itself into another pose al-
lowing robot R2 to pass and converge to the target. It can be seen through Fig. 5.18 that in
the real experiment the convergence of both robots towards the target was accomplished.
In the convergence, it is common to see small errors in the distance between the robots
and the target. These errors are explained by a few small vision problems that exist in the
system (even after calibration) and which create errors in the localization of the target in
the robot’s frame. Furthermore, each robot has small localization errors, which, summed
with the vision errors, generate the errors in the world frame and therefore each robot
sees its ball in a different position. Finally, all the balls are then fused in the CTE and a
fused target is generated and spread through RTDB, not eliminating the distance errors
completely.
5.5.2.3 Real Experiment 3
This last experiment repeats the crowded environment in simulation 3. The objective is to
converge robot 2 towards the ball. The robot leader (robot 1) is near the ball and it passes
the target’s coordinates to the other robot. The two persons passing through the robot’s
path are considered as mobile obstacles. The robot sees their legs and considered as black
blobs avoiding them as any other obstacle. The path made by the robots can be seen in
Fig. 5.20. The graph of the distance shows the robots’ convergence towards the target.
The covariance graph, starting from a distance where both robots see the ball (from 2s on)
is also presented containing some noise due to the temporarily obstruction made by the
obstacles in robot 2 target observation.
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Figure 5.22: Real Experiment 3
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A graph with the distance between the robot and the ball as well as the minimization
of the merged covariance’s determinant can be seen in Fig. 5.21. Furthermore, the screen
shots of the experiments showing the robot’s movement and the obstacles’ movement are
presented in Fig. 5.22. Moreover, the video C2T3Real also shows that no collisions
happened. Note that in this experiment, as there is no obstacles pushing the robots afar,
they put themselves in the ideal position for the merged covariance minimization.
5.6 Conclusion
This chapter had the main objective of better explaining the use of the approach while
utilizing artificial potential fields (APF) considered as a term of the nonlinear model pre-
dictive formation control’s cost function, in order to avoid static or moving obstacles.
Regarding the singularity problems that are present when using the APF, the modified A*
algorithm was considered as a complement for the potential field approach during these
cases.
As the NMPFC already minimizes a cost function, the APF approach made feasible
the solution for the obstacles and mates avoidance problem as a terms of the NMPFC cost
function. Another contribution was introduced as a switching approach that, in case of
singularities, uses a modified version of the A* path planner in order to exit the entrapment
situation.
The results demonstrated the efficiency of this approach in formation control when
embedded in the NMPFC cost function by successfully avoiding the obstacles in exper-
iments both done in simulation and with real robots. In the corridor case, the formation
of multiple robots could be seen avoiding two walls of (static) obstacles, breaking the
desired formation by the obstacle avoidance penalization term and, after passing through
the corridor, converging back in formation. The crowded environment demonstrated the
same obstacle avoidance capability regarding mobile obstacles.
However, the APF approach also has its drawbacks regarding concave obstacles where
local minima may occur. In such situations, the modified A* algorithm proved to be a
feasible temporary alternative.
The main advantage of this approach is to consider in the same minimization problem
both controller and obstacle/mate avoidance problem. This approach excludes the need
of a path planner in the active target tracking problem. However, as disadvantage this
approach needs to switch to a global path planner, in some special occasions (singularity),
in order to leave an entrapment situation that may occur.
Finally, it can be concluded that despite the fact that in a single robot situation, a global
path planner would have better results in obstacle avoidance problem, when considering
a formation of a multi-robot system, this approach proved to be a better choice. This is
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due to the fact that the formation uses only one cost function to minimize both forma-
tion behavior terms that perform the convergence towards a target and the obstacle/mate
avoidance terms.
Chapter 6
Intelligent State Changing Applied to
Multi-Robot Systems
The target searching problem is a situation where a formation of multi-robot systems is set
to search for a target and converge towards it when it is found. This problem lies in the fact
that the target is initially absent and the formation must search for it in the environment.
During the target search, false targets may appear dragging the formation towards them.
Therefore, in order to avoid the formation following a false target, this chapter presents
a new methodology using the Takagi-Sugeno type fuzzy automaton (TS-TFA) in the area
of formation control to solve the target searching problem. The TS fuzzy system is used
to change the formation through the modifications in the states of the automaton. This
change does not only switch the rules and therefore the state of each robot, but also the
controllers and cost functions. This approach amplifies the versatility of the formation
of mobile robots in the target searching problem. In this work, the TS-TFA is presented
and its implications in the formation are explained. Simulations and results with real
robot are presented where it can be noticed that the formation is broken to maximize the
perception range based on each robot’s observation of a possible target. Finally this work
is concluded in the last section.
6.1 Introduction
Fuzzy systems and automatons are often applied in robotics. Several research propos-
als use fuzzy systems to control, navigate or evaluate robot systems and the approach
most frequently used is the Mamdani fuzzy system [149], [150], [151] and [152]. More-
over, robotic soccer has become a good work-bench for testing artificial intelligence al-
gorithms and it plays an important role in the progress of the intelligent control algorithm
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field [153], [154], [155] and [156]. In order to avoid deviating the formation from fol-
lowing a false target, this chapter presents the use of a recently presented technique, the
Takagi-Sugeno type fuzzy automaton (TS-TFA) [157]. The TS-TFA selects the roles (be-
haviors) applied to the formation control of three 5dpo soccer robots [123]. These robots,
usually participants of RoboCup [158], are used here as a platform to demonstrate the
performance of a formation during the search of a target when there is the commuting
absence/presence of this target. The problem here lies in the fact that the target is initially
absent. During the target search, false targets may appear dragging the formation towards
them. Therefore, as a proposed solution for this problem, the fuzzy automaton contains
three states which are sufficient in order to solve the problem in the proposed case of
study. The fuzzy automaton does not only change the robots’ role but it changes also
the robots’ cost function or controller (depending on the state change), while pursuing or
searching for a target. A static leader approach was chosen for this work; nevertheless,
the proposed contribution also works with a non-static leader approach. Simulations and
experiments with real robots will also be presented in this chapter.
The positioning of robots in a dynamic environment is also another issue regarding
changes of roles in multi-robot systems [159] and [160]. In the work of Akiyama et.
al. [161], the authors proposed a novel agent positioning mechanism for the dynamic
environments. They state that because the real-world problem is generally dynamic, suit-
able positions for each agent should be determined according to the current status of the
environment. Therefore, the authors in [161] formalized this issue with a map from a
focal point (like a ball position in a soccer field) to a desirable positioning of each player
agent. Furthermore, they proposed a method to approximate this map using Delaunay
Triangulation. The performance of the method was evaluated in RoboCup soccer simu-
lation environment and compared to other function approximation methods such as the
normalized gaussian network (NGN).
Furthermore, Stone and Veloso [162] introduced periodic team synchronization (PTS)
domains as time-critical environments in which agents act autonomously with low com-
munication, but in which they can periodically synchronize in a full-communication set-
ting. The two main contributions of this article were a flexible team agent structure
and a method for inter-agent communication in domains with unreliable, single-channel,
low-bandwidth communication. In said paper, homogeneous agents can flexibly switch
roles within formations, and agents can change formations dynamically, according to
pre-defined triggers which are evaluated at run-time. This flexibility increases the per-
formance of the overall team. Our teamwork structure further includes pre-planning for
frequent situations. Second, the novel communication method is designed for use during
the low-communication periods in PTS domains. Finally, they fully implemented both the
flexible teamwork structure and the communication method in the domain of simulated
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robotic soccer, and conducted controlled empirical experiments to verify their effective-
ness.
Regarding the dynamic change of roles, the work of Reis et. al. [163], presents an
interesting approach. In their paper, they proposed an approach for coordinating a team
of homogeneous agents based on a flexible common team strategy as well as on the con-
cepts of situation based strategic positioning and dynamic positioning and role exchange.
The authors also introduced an agent architecture including a specific high-level decision
module capable of implementing this strategy. Their proposal was based on the formal-
ization of the idea of what a team strategy is for competing with an opponent team having
opposite goals. Agent’s reactivity was also introduced for appropriate response to the dy-
namics of the current situation. However, in their approach this was done in a way that
preserves team coherence instead of permitting uncoordinated agent behavior.
The authors in [164] investigate the leader follower motion coordination of multiple
nonholonomic mobile robots. A combination of the virtual vehicle and trajectory tracking
approach was used to derive the formation architecture. A virtual vehicle was steered in
such a way it stabilizes to a shifted reference position/heading defined by the leader, the
velocity of the virtual vehicle was provided for further use in designing control law for
the follower independent from the measurement of leader’s velocity. Position tracking
control was then constructed by the authors for the follower to track the virtual vehicle
using the backstepping and Lyapunov direct design technique. Furthermore, and to en-
sure the safety of robots while moving in a dynamic environment, an obstacle avoidance
scheme based on sensing the relative distance between follower robots and obstacles was
introduced by [164] using fuzzy logic.
Changing roles in a multi-robot formation system requires a high level of navigation
and control. Role assignment, according to the robot’s features, is a crucial step in the
coordination of multiple heterogeneous robots. The research of [165] presents a strategy
for picking heterogeneous players and forming a soccer team in the RoboCup simulation
environment, which is a multi-robot coordination research platform. Using fuzzy evalua-
tion and fuzzy inference, the authors identify the most suitable role in a soccer team for
a given heterogeneous robot. In the games, the team that possessed this strategy as its
bases showed a significantly better performance when compared to a team based on the
previous hand-tuned solution.
The authors in [166] presented a fuzzy logic based system for formation control
of multiple mobile robots. Two main problems of formation control are investigated -
maintaining correct formation position and inter-formation collision avoidance. A leader-
follower approach with minimal communication between robots was presented here. Sep-
arate fuzzy logic controllers were developed by the authors for formation position control
and internal collision avoidance with a higher level fuzzy coordinator used to fuse their
outputs. A major issue in formation control is the presence of uncertainties in the real
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world, in the form of noisy sensor data and delay in leader position transmission. Noise
was added to the simulated data to prove that the system was capable of tolerating such
disturbance.
In [167], the authors focus on the middle size soccer robot league (MSL) as well
as on new hierarchical hybrid fuzzy methods for decision making and action selection
of a robot. In article [167], the behavior of an agent was introduced, implemented and
classified in two layers, the Low Level Behavior and the High Level Behavior. In phase
one, the robot’s situation is checked in order for a decision to be make on how to perform
the required behavior. In the second phase, the team strategy, team formation, robot’s role
and the robot’s positioning system are introduced. A fuzzy logic approach is adopted to
provide the player with the best position to move based on the information given by the
current state.
The inherent uncertainty present in robotics in general and RoboCup in particular
demands the use of probabilistic methods. With its fuzzy constructs, Fuzzy Logic has
been used as an approach to face the current problems of robotics including uncertainty.
Extending the use of fuzzy logic with type-2 systems and high level world models should
present new solutions to the robotics domain. In [168] the authors introduce an attempt
to present a solution to the not fully resolved question of fusing actions together, using a
fuzzy type-2 approach with the added flavor of semi qualitative world model.
An obstacle avoidance mechanism was developed by [169] for formation control of
multiple mobile robots. This mechanism is designed based on the sequential situations
when the robots likely have a chance to collide with each other. First, the obstacle avoid-
ance is enabled if the distance between robot and obstacle is smaller than a designed
distance and the obstacle is located on the way where the robot is moving to. Second, the
time to turn on the mechanism for obstacle avoidance is decided by a predefined distance.
Finally, an alternative path is generated for the robot to avoid obstacles by using a vec-
tor operation. Meanwhile, a robot behavior-based formation control was also constructed
applying a three level architecture. The developed mechanism was then applied to the
formation control of a group of omnidirectional robots.
The formation problem of a group of robots is one of challenging research directions
of multi-robot system. Aiming at the formation control problem, [170] proposed a kind
of hybrid architecture firstly, which combined the reactive architecture based on motor
schema with the hierarchical architecture. Secondly four kinds of basic behaviors based
on the reactive architecture had been designed, each behavior implemented by a fuzzy
neural networks. Lastly, it was used nerve cell to fuse the outputs of each of behavior to
obtain the final outputs of the system.
Usually, approaches to select roles use Mamdani fuzzy systems [171]. The paper writ-
ten by [172] presented a new fuzzy-genetic analytical model for the problem of project
team formation. It built on previous quantitative approaches, but added several modeling
6.2 The State Machine 111
enhancements like derivation of personnel attributes from dynamic quantitative data and
complex attribute modeling. The authors improved the flexibility of requirement speci-
fication using a special format that expresses the required team capabilities using fuzzy
descriptors. A single compound objective function was then defined, which incorporated
multiple criteria that the solution should maximize. To optimize the selection of multi-
ple project teams with possibly conflicting requirements, the authors proposed a special
adaptation of island genetic algorithm with mixed crossover where the fitness of common
solution was used to drive the selection within the islands.
In [173], an approach that gave the starting point for this contribution was presented.
In [173], a new hierarchical hybrid fuzzy-crisp method for decision making and action
selection of an agent in soccer simulation 3D environment was presented. First, the skills
of an agent were introduced, implemented and classified in two layers, the basic-skills
and the high-level skills. In the second layer, a two-phase mechanism for decision making
was introduced. In phase one, some useful methods were implemented which check the
agent’s situation for performing required skills. In the next phase, the team strategy,
team formation, agent’s role and the agent’s positioning system were introduced. A fuzzy
logical approach was employed to recognize the team strategy and furthermore to tell the
player the best position to move.
In all previously mentioned approaches it is assumed that the ball (target) is in the
group observation range, where at least one robot is seeing the target. This situation
does not occur in the target searching problem. To solve this problem, the TS-TFA was
proposed and implemented. To describe the TS-TFA implemented here, this chapter is
organized in the following order: The next section presents the state machine that rep-
resents the robot’s possible behavior. Section 6.3 presents the TS type fuzzy automaton.
The problem is formulated in the following section and in section 6.5 the results obtained
both in simulation and with real robots are presented. Finally, the conclusion is presented
in the last section.
6.2 The State Machine
The TS-TFA combines fuzzy sets and automaton theory. In one of the most popular
applications of the automaton theory in robotics, a state machine is used to define a high
level control (or navigation). This navigation system is based on the robot’s change in
behavior (e.g. changing from a standstill state to a moving state). In this chapter, the
multi-robot system performs a search and track task of a target (ball). In this task, the ball
can be within the robot’s sensor range or not. Therefore, the multi-robot system changes
its behavior from three states that can be seen in the state machine shown in Fig. 6.1.
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Figure 6.1: Robot State Machine
To better understand the TS-FSA implications, the state machine that governs the
robots’ behavior has to be explained first. Here, a deterministic finite automaton com-
posed of three states governs the behavior of the robots in the target searching problem.
Therefore, consider the state machine SM = (Q,Σ,Φ,Q0,F) which can be seen in
Fig. 6.1, where Q is the set of all states, Σ is the input alphabet, Φ is the state-transition
function that correlates the alphabet with the transition between states, Q0 is the set of
initial states and F is the set of final states. The following assumptions are made:
1. Q := {Formation, Search, SearchFollower}
2. Σ := {a,b,c}
3. Φ := QxΣ→ Q
4. Q0 := Q
5. F⊆ Q
Given Z as the evaluation of the situation generated by the fuzzy system, and L as the
subscript identifying a robot n (where 1 ≤ n ≤ N and N is the total number of robots in
formation) chosen to be the leader, the values for Σ are:

a, I f Z = 1
b, I f Z = 0; n,∀ n 6= L
c, I f Z = 0; n,∀ n = L
(6.1)
The Formation state is when the robot sees the target and starts moving towards it for
improved observation and tracking. The Search state is when the leader robot (n = L)
cannot see the ball and starts the procedure to search for a target, moving around the
soccer field. The last state is the SearchFollower applied to any robot where n 6= L that
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can not see the target. When the SearchFollower is applied, the robot starts following
robot L. In the Formation state, the robot uses the nonlinear model predictive formation
controller (NMPFC) [133]. This controller minimizes the cost function that dictates the
robot’s behavior and penalizes it if the formation does not perform as expected. When the
Formation state is activated, the robot visualizes the target as a leader and starts moving
towards it. The final position of the formation (in a three robot case) should put all of the
robots around the ball, forming a 120◦ (degree) angle between them when the ball is not
moving. In the SearchFollower state, the robot also uses a NMPFC but with a different
cost function that considers the leader robot and not the target, thus it moves towards the
leader robot. Finally, in the Search state, the robot changes to a normal reactive controller
[118] using the global path planner A* presented in chapter 5 to move around the field.
The aim of this work is to use the resulting output state value to change the state of
the robot. The robot formation possesses three states, as previously seen. These three
states are enough to solve the target searching problem where the change between ab-
sence/presence of a target becomes an issue. This is one of the main differences between
this approach and the one in [157], where the authors use the output state as a linear
function instead of a value. In this work the TS-fuzzy is simplified and instead of having
an output fuzzy function, it has an output state. Therefore, if the resulting output state
value is equal to 1, the resulting state is Formation(F), whereas, if the value is equal to 0
its resulting state is either Search(S) or SearchFollower(SF) depending on the value of Z
from robot n, where n is the robot’s number. If the robot’s number is the chosen one to
be the leader (n = L) then the final state will be Search(S). If n 6= L, then the final state
will be SearchFollower(SF). This interaction can be seen in the look-up table below. The
look-up table is a concise representation of the TS-TFA’s behavior with respect to the state
transitions defined through the dominant crisp states.
Table 6.1: Membership Functions-State Transitions. The values NV, VR and VM in the Quality
(q) membership function means, respectively, Not Visible, Visible Reasonably and Visible Much,
and HT, TR and ST in the Trust (t) membership function mean High Trust, Trust Reasonably and
Small Trust, respectively.
q\ t HT TR ST
NV S/SF S/SF S/SF
VR F S/SF S/SF
VM F F S/SF
6.3 The Takagi-Sugeno Type Fuzzy Automaton
Tracking the status of an event-driven, large control system is a difficult problem. These
systems often encounter unexpected roadblocks in an uncertain environment. The use of
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a fuzzy automaton offers an effective approximation method to model continuous and dis-
crete signals in a single theoretical framework using the combination of two techniques:
the automaton theory and Takagi-Sugeno fuzzy systems. A Max-Min automaton can suc-
cessfully model a cluster of relevant states when a decision must be made on the next state
of a goal path at a supervisory level. However, to provide analytical proof for stability and
other key properties of a fuzzy controller, a Takagi-Sugeno (TS) model is preferred. Fi-
nally, in [157] a TS-type fuzzy automaton is introduced.
The fuzzy automaton can remain in different fuzzy states simultaneously, to a certain
degree in each. These degrees are defined by a state membership function. For each
fuzzy state there is just one dominant (crisp) state for which the state membership is 1
(full membership). Each fuzzy state is associated with a linguistic label for inference. For
each fuzzy state there is a fuzzy set that has a state membership degree greater than 0 in
that fuzzy state [157].
The transitions between fuzzy states are based on the transitions defined between their
dominant crisp states. There is an underlying Boolean finite state machine that imple-
ments the fuzzy automaton. The states of this Boolean automaton are the dominant crisp
states of the fuzzy automaton. In the TS-TFA model, the Takagi-Sugeno version of the IF
THEN rules are adopted [157]. Therefore,
R : I f x1 is A1, ...,xk is Ak then Z = gSk (6.2)
and g is a linear function adopted from [157] that, in this work, was defined to assume
only two values
gSk = 0 or gSk = 1 (6.3)
In each crisp state Sk the final output ZSk is calculated according to
[ZSk = ZiSk] = (A
i
1(x
0
1)∧ ...∧Aik(x0k))∧ [Ri] (6.4)
ZSk =
∑[ZSk = ZiSk]×ZiSk
∑[ZSk = ZiSk]
(6.5)
where [·] means the truth value of proposition ·, the ∧ operator is implemented as min and
A(x0) stands for the grade of membership of x0 in fuzzy set A. For simplicity, [Ri] = 1
is assumed. Furthermore, × means a scalar multiplication. The notion of the composite
output Z∗ is introduced to reflect the contribution of the output values devised from the
Takagi-Sugeno linguistic models that are attached to crisp states to the final output in a
fuzzy state. Let the TS-TFA be in a fuzzy state SFk, then
Z∗k =
β k1 ZS1+ ...+β
k
pZSp
∑iβ ki
(i = 1, ..., p) (6.6)
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It is clear from equation 6.6 that only crisp states that have greater than 0 degrees
of membership in fuzzy state SFk contribute to the final output. Therefore, a TS-TFA
automaton with p states is defined as follows [157].
SFk : Sk,gSk (6.7)
RS = T S(XF ,ZS) (6.8)
G =
 β
1
1 · · · β 1p
... · · · ...
β p1 · · · β pp
 (6.9)
Z∗ = T S(X0F ,RS,G) (6.10)
XT is T RUE i f XA ≥ XAT (6.11)
XB = B(XF) (6.12)
YB = fy(XB,WB,XT ,yB) (6.13)
UB = fu(XB,WB,XT ,yB) (6.14)
Where SFk stands for fuzzy state k, Sk represents crisp state k and gSk is the state
membership function associated with Sk(k = 1, ..., p). β k1 ,..., β
k
p stand for the degrees of
state membership function gSk. G stands for the matrix of state membership functions.
The computational algorithm for equation 6.10 is given by equations 6.4-6.6. Finally,
X0F stands for inputs values evaluated by the member function of the fuzzy sets (A). The
variables WB and XA stand for two-valued (boolean) and analog inputs with associated XAT
threshold values, respectively. A threshold comparator module compares the value of each
analog signal with its associated threshold value to set the corresponding XT signal as true
or false. UB stands for two-valued (boolean) outputs. XB, YB and yB stand for two-valued
boolean inputs, next states and the present states of the state variables, respectively.
6.4 Problem Formulation
In order to avoid deviating the formation from following a false target, we present the
use of the TS-TFA technique to select roles applied to formation control of a multi-robot
system composed of three 5dpo soccer robots [123]. The fuzzy automaton will not only
choose the robot’s role, it will also select the robot’s cost function or controller (depending
on the state change), while pursuing or searching for a target. In the 5dpo robot soccer
team, the architecture of each robot is composed of a Coach (a state machine that changes
the robot’s behavior) inside each computer that runs parallel with the Dec (controller)
and the HAL (vision system). These systems are explained in more detail in [123]. The
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state machine used that governs the robot’s behavior and a brief explanation of the TS-
TFA theory have been presented to outline the proposed solution. In this work, intelligent
state changing is applied in the formation control of multi-robot systems to solve the
target searching problem. To accomplish this task, a TS-TFA was applied using the state
machine previously explained in this chapter. This state machine is governed by a set of
rules extracted from the TS fuzzy system. The switch between states performed by the
fuzzy rules assumes that each state in the state machine is a possible scenario that the robot
would be in each instant of time. In turn, each scenario is the result of a fuzzy rule. Finally,
each fuzzy rule performs a weighted calculation based on the measurements from the
robots distance to the target and the robot’s quality of the target perception measurements.
In this TS model the implications (TS fuzzy rules) are as follows:
R1 : I f x1 is NV and x2 is HT then Z = 0
R2 : I f x1 is NV and x2 is T Rthen Z = 0
R3 : I f x1 is NV and x2 is ST then Z = 0
R4 : I f x1 isV R and x2 is HT then Z = 1
R5 : I f x1 isV R and x2 is T Rthen Z = 0
R6 : I f x1 isV R and x2 is ST then Z = 0
R7 : I f x1 isV M and x2 is HT then Z = 1
R8 : I f x1 isV M and x2 is T Rthen Z = 1
R9 : I f x1 isV M and x2 is ST then Z = 0
(6.15)
where x1 is the fuzzy input that represents the quality of the robot camera’s visual on
the target. A camera perception quality decay range that stretches from -100 to 1000 was
created for the 5dpo robot soccer team based on the number of pixels present in the target’s
visualization that represent the target [123]. Moreover, the input x2 is the confidence in
which this observation is made with respect to the distance between the robot and the
estimated target position. If the robot is near the target, it means that its observation has
high confidence and if it is far, it has low confidence. The visibility distance usually varies
from 0 to 10 meters (maximum) and this is the range of confidence in estimation.
Each robot in the formation measures the position and speed of the ball (the state of
the ball) in local frame. This information is sent to the Coach software that is located in
a central computer and merges the information originated from the robots into a single
ball state in the world frame. Afterwards, that is shared among the robots in the forma-
tion through wireless communication. All robots’ poses are also shared throughout the
formation. It is assumed that the merging of the ball position is performed using Smith
and Cheeseman’s formulation [132] and it provides the fused data of the ball speed and
position, as well as the quality of this data. In each rule, the weight given to each mea-
surement (distance of quality of perception) can be seen through a set of membership
functions, which in turn can be seen in 6.2.
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Figure 6.2: Membership Functions and Surface
6.4.1 Membership Functions
The membership functions can be seen in Fig. 6.2. These membership functions are
designed by considering the quality decay of target perception from the robot’s vision
software (HAL). It is important to notice that the present work does not focus on the
vision system. The vision system delivers the blob of the target as a set of pixels with
a center point that in turn is translated into a quality decay range. This range is used
to create the membership functions to evaluate the quality of the observed target [174],
[175].
The Trust (confidence) function represents the reliability in the quality of the target’s
observation based on the distance between the robot and this observed target. Therefore,
the Trust (confidence) function represents the reliability of the vision based on the distance
to the target. If the distance is too far, the trust (confidence) is low but if it is close, the
trust (confidence) is high. This membership function is rated in meters of distance. The
membership functions are adjusted to the maximum performance by setting the functions
proportionally, as per the implementation in real robots. In Fig. 6.2 for example, by
analyzing the Trust function based on the robot’s vision, it is noticeable that the value
that separates the state of seeing and not seeing the target is 5. In the Quality function
of target perception, the value is 450. In the Trust function, between 3 and 7 meters the
confidence in the visual is regular, for less than 3 meters the confidence is strong and
any measurement above 7 meters is not considered. The same situation happens with the
quality function of target perception.
6.4.2 The Problem Example
The example below was created to better understand the contribution of this chapter and
only to illustrate a situation where the existence of a false target would influence the for-
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mation’s behavior. Here, robot 1 is the leader robot, while robots 2 and 3 are the followers.
Robots 1, 2 and 3 depart from coordinates (4.5,-3), (4.5,-1) and (6.5,-3), respectively. To
simulate the appearance of a false target during the search process, the ball was initially
placed in the coordinates (2,2.9). After a while during the simulation the ball is changed
to the coordinates (-4.5,6) where the "true" ball would be located.
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Figure 6.3: The Problem Simulation: Formation Behavior without the TS-TFA approach
This simulates a situation where the robot or the whole formation sees a false ball
and, getting closer to the observed object, discards it as the target (either by the object
format or any other vision process that occurs with the color segmentations process used
to recognize the ball). In this case, without the proposed approach, the formation would
be as shown in Fig. 6.3.
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Figure 6.4: The Solution Simulation: Formation Behavior with the TS-TFA approach
Note that in this example, one of the robots sees the false target and sends the in-
formation to the other robots. Then, all robots in formation try to converge towards this
false target. When the formation approaches the observed object, the robots consider this
as a false target and have to restart the search once more. However, when applying the
proposed technique, the behavior of the formation is improved. Instead of all the forma-
tion converging to a false target, only the robot that sees it weights between the quality
of its observation and the distance that it is from the observed object. Then, this robot
breaks itself from the formation trying to converge towards the possible target while the
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other robots keep searching. By analyzing Fig. 6.4, it can be seen that when the ob-
served object is considered as a false target, the robot converges back to the the formation
which was still searching for a "true" target. Once the formation finds the "true" target, it
converges successfully.
6.5 Results
The results are presented in two sections. The first outlines the simulation results using the
SimTwo simulator [117]. In the simulations the robots (three omnidirectional 5dpo soccer
robots) should achieve a final formation configuration around the ball, forming a 120◦
(degree) angle between them. The three simulations presented here are three different
starting situations: Simulation 1: Robot 3 is relatively near to the target and robots 1
and 2 are relatively far from the target, Simulation 2: Robot 2 is relatively near to the
target and robots 1 and 3 are very far from the target and Simulation 3: Robots 1, 2
and 3 are very far from the target. Furthermore, the subsection 6.5.2 presents the results
of the experiment with real robots, where the real 5dpo soccer robots were used. The
experiment was only conducted with the last simulation case to validate this theory. As a
safety measure, the maximum robot velocity allowed was 0.7m/s.
6.5.1 Simulations
This section presents all three simulations. It is important to remember that here the ball
is always stopped and robot 1 is the robot leader. All the setup made in chapter 4 for the
simulation environment was also made here.
6.5.1.1 Simulation 1
In this simulation, the ball was placed at the coordinates (2,3.5) and robots 1, 2 and 3
were placed at the coordinates (4.3,-3.1), (4.3,-1.8) and (4.3,1.6), respectively. All robots
have an initial θ = 270o in world frame. Fig. 6.5 shows that robot 3 maintained its initial
state Formation and moved towards the ball using the NMPFC, without ever changing its
state. Then, robot 1 receives Search as its initial state with a modified A∗ path planner and
a reactive controller and it kept this state until it reached the coordinates (-3.2,2.8) where
its confidence was high enough to change its state to Formation.
Finally, robot 2 receives SearchFollower as its initial state with a NMPFC controller
with the cost function to follow a leader. Meanwhile, as the formation moves, robot 2
passes through coordinates (3.5,-2) where it was close enough to the target to change its
state to Formation. If other robots see a target, each robot weighs up the global quality of
the ball perception and its distance from the target. If the robot is too far from the target,
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Figure 6.5: Simulation 1: Distance Robot-Ball and Plot XY of the Robots Path
it will not change its state, as shown in table 6.1. Here, the change in state corresponds to
a change in the controller.
By analyzing Fig. 6.5, it can be seen that there is no disturbance in the robots’ trajec-
tories or any presence of instability in the state changes. The controller is the same but the
cost functions are different and once again, no instability could be noted. The distance to
the target and their path in an XY plot can be seen in Fig. 6.5, respectively. The behavior
of the robots in this situation can be seen in Fig. 6.6 where it is possible to see the change
in states during each instant taken from the Coach’s view of the simulations.
6.5.1.2 Simulation 2
Here, Fig. 6.7 shows, through the Plot XY, that the ball was placed at the point with
coordinates (-5.3,0) and robots 1, 2 and 3 were placed at the coordinates (4.3,-3.1), (-
6.3,0) and (4.3,3.1), respectively. Furthermore, all robots have an initial θ = 90◦ in world
frame. Note in the XY Plot from Fig. 6.7 that there is no disturbance in the robot’s
trajectory and there is no presence of instability in the state change. In the distance graph
from Fig. 6.7, it can be seen that the robot converged successfully towards the target.
The XY Plot from Fig. 6.7 demonstrates that robot 2 maintained its initial state Forma-
tion and moved towards the ball using the nonlinear model predictive formation controller
(NMPFC). Furthermore, robot 1 received Search as its initial state with an A∗ path planer
and a reactive controller and it maintained this state until it reached a position where its
confidence was high enough to change its state to Formation (coordinates (1.1,-3)). It is
important to note that the change in state is also a change in the controller and no instabil-
ity could be seen in the robot’s path. However, the "irregularity"’ seen in the path of robot
1 is due to the change in its orientation around 5 seconds after the start of the experiment,
as it can be seen in Fig. 6.8. The rotation is decided and governed by the low-level control
system.
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Figure 6.6: Simulation 1
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Figure 6.7: Simulation 2: Distance Robot-Ball and Plot XY of the Robots Path
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Figure 6.8: Simulation 2: Orientation of the robots
Finally, robot 3 receives SearchFollower as its initial state and it starts moving towards
the robot leader using a NMPFC with a cost function to follow the leader. As it can be seen
in Fig. 6.7, when robot 3 reached the point (0,-1), it places itself with enough distance to
the target in order to change its state to Formation. Here, the controller is the same but
the cost functions are different and once again, no instability can be noticed.
6.5.1.3 Simulation 3
The last simulation case started with robots 1, 2 and 3 on one side of the field placed
at coordinates (4.3,-2), (4.3,0) and (4.3,2), respectively. Robot 1 is the leader robot here
and the ball was positioned at coordinates (-3,1). Furthermore, all robots have an initial
θ = 270◦ in world frame. Note in Fig. 6.9 that there is no disturbance in the robot’s
trajectory and there is no presence of instability in the state change.
By analyzing Fig. 6.9 this experiment shows that the robots started performing the
search for the target by moving around the field. When robots 1 and 3 reached the co-
ordinates (-0.4,-3.1) and (-0.1,-1.4) respectively, they began to see the target, which in
turn changed the state of each robot. Therefore, these two robots started the process of
pursuing the target. At this instant robot 2 could not see the target yet. Meanwhile, robot
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Figure 6.9: Simulation 3: Distance Robot-Ball and Plot XY of the Robots Path
2 was a little bit behind and continued looking for the target and following robot 1 until
the group gained more confidence in the observation while in turn robot 2 saw the target
as well.
6.5.2 Results of the Experiments with Real Robots
This case was similar to the last simulation case where robot 1 was the leader and the
search should be performed by departing from an target absent state.
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Figure 6.10: Real Experiment: Distance Robot-Ball and Plot XY of the Robots Path
However, as the real field of experiments is small and the fact that the search routine
makes the robot leader perform a square path in the field independent from its size the
initial coordinates for robots 1, 2 and 3 were respectively (3,-2), (3,0) and (3,2). The
small difference between this experiment and the last simulation is that the robots depart
with a greater distance in the X axis which in turn does not represent any significant dif-
ference for the comparison between simulation and real experiment. Moreover, Fig. 6.10
shows the distance from the robot to the ball during both states Search/SearchFollower
and Formation.
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Figure 6.11: Real Experiment: Coach View
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It is important to note that before changing to state Formation, the quality of the tar-
get’s perception is affected by various vision noises due to the large distance between the
robot and its target and the camera precision. This fact is demonstrated by the XY Plot
and by the distance graph from Fig. 6.10, and it makes the importance of this contribution
more notable. In this experiment, the robots started performing the search for the target
by moving around the field. When the robots reached a certain point in the field (coordi-
nates (0.2,-1.5) for robot 1 and (0.5,0.2) for robot 3 which were the firsts to see the target
as seen in Fig. 6.10), the robots that reached this specific distance changed their state
and started to pursue the target. Meanwhile, robot 2 was a little bit (1.2m) behind and
continued looking for the target and following robot 1 until it saw the target as well. By
analyzing the distance graph in Fig. 6.10, the main difference between the simulation and
the real robot experiment are noticeable. Here, the variation in the perception of the target
can be seen while the robots are searching and coincidentally approaching the target. It is
the variation in the quality of the perception that makes the fuzzy system discard the ball
positions. The point where the target is reasonably visible is reached in approximately
four seconds when it can also be noticed that the perception quality has improved. The
system works rapidly and smoothly, preventing the robots from colliding, which is possi-
ble at high velocity. However this is not the case when vision perception is not of a high
quality. The XY plot of the movement of the robots is shown in Fig. 6.10. In this figure,
the positions of the ball do not signify that the target moved, they only mean that the
position of the target measured by the robots was not precise until the robot approached
the target. This lack of precision in measurements makes the ball perception move in this
plot. The behavior of the robots in this situation can be seen in Fig. 6.11.
6.6 Conclusion
This chapter presented a new methodology, the Takagi-Sugeno type fuzzy automaton (TS-
TFA), applied to the formation control of multi-robot systems to solve the target searching
problem where the formation is put to search for a target and they converge to it when it
is found. This problem lies in the fact that the target is initially absent and the formation
of a multi-robot system must search for this target in the environment. During the target
search, false targets may appear. Therefore, in order to avoid the formation following a
false target, this chapter presented the use of a recently presented technique, the TS-TFA.
This technique selects one of the three roles applied to formation regarding the target
searching problem. The fuzzy automaton not only changed the robots’ roles (automaton
states) but it also changed the robots’ cost function or controller (depending on the state
change), while searching for a target.
The TS-TFA was modified slightly in order to adapt to the formation control theory
with the leader-following approach. From the simulations and the results with real robots
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it can be noted that the formation is broken to maximize the perception range based on
each robot’s observation of a possible target. It can also be noted that the change in the
controller and the change in the cost function do not make the system unstable in the
representative cases presented. Finally, this application can be generalized and the forma-
tion can consider all sorts of environment applications, including an outdoor environment
where in many circumstances, a false target can be found.
Chapter 7
Conclusions and Future Work
This chapter concludes the work of this thesis. A final observation and commentaries are
made throughout the conclusion. Some suggestions for future works are also made in
this chapter in order to give continuity to the research in formation control of multi-robot
systems.
7.1 Conclusion
The main objective of this thesis was the formation control of a group of mobile robots;
said control minimizes the total amount of uncertainty of a target’s perception converging
towards a desired position while avoiding collisions with the mates, obstacles and the tar-
get. The thesis was focused on the formation with holonomic and nonholonomic mobile
robots and followed a research line that modeled the formation system, selected and con-
ceived a formation controller and approached the addressing roles for breaking formation.
This work was structured to present a summary in the beginning of each chapter and the
obtained results and conclusions in detailed fashion in the end of each chapter. Therefore,
the summary of this work and its main conclusions are as follows:
• The first part of this work modeled the 5dpo middle size league omnidirectional
mobile soccer robot in the SimTwo environment. This task was important to tune
and validate the theory proposed in this work. The modeling and validation were
proven accurate;
• A nonlinear model predictive formation control (NMPFC) was conceived to per-
form a formation control on a group of mobile robots as the following step. The
distributive configuration was created using wireless communication, where each
robot received data from the other robots and processed its own task in the forma-
tion without the need of any kind of supervisor.
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• Two cost functions were created for this work. The first cost function considers the
target as a leader in formation and tries to minimize the total amount of uncertainty
in perception of this target, while converges the robot towards this element in a
desired pose, avoids collisions with mates and obstacles and penalizes oscillations
in the control effort. The second cost function uses a robot as the leader, when the
target is absent, following the leader robot in search for the target.
• The NMPFC also showed that the vision system can influence in the controller’s
efficiency. Small errors in the ball detection and localization are reflected in the
calculation of the distance between the robot and the target and in the covariance
minimization. Nevertheless, the controller was successful in converging the robots
to the desired pose, minimizing the total amount of uncertainty while avoiding mates
and setting the correct pose for all robots. Both convergence and keeping the for-
mation were such that the total amount of uncertainty in the target’s perception was
minimized. Regarding the experiments without a target, the follower robots were
successful in converging towards the leader and keeping the formation while the
leader robot was moving despite the weights not being tuned with a criteria that
contemplated the internal product term.
• A methodology was also proposed to search for a set of weights for the NMPFC’s
cost function. This methodology proved to be effective. Nevertheless, a tuning aim-
ing at the situation regarding the following leader was not performed showing both
the controller’s robustness and a non optimal convergence of the internal product
term (position term) of the cost function.
• The NMPFC was also proved capable of being applied in holonomic and nonholo-
nomic robots with different sizes when joining a multi-robot system in formation.
The models were implemented and used to predict the robot’s velocities. These
are simplified first order models used to calculate the robot’s velocity dynamics.
As the controller actuates directly on the robot’s velocities rather then the motor’s
velocities, it enabled the controller to be generalized;
• The NMPFC was proven to be able to make the robot avoid collisions with static
obstacles, moving obstacles and other robots in the formation by using a artificial
potential field approach through repulsive potential functions embedded in the con-
troller’s cost function. To avoid entrapment situations (local minima problem), a
modified version of the A* global path planner algorithm was used to lead the robot
out of the entrapment situation. This same algorithm was used as a way for the
leader robot to search for a target;
• A TS (Takashi-Sugeno) type fuzzy automaton was used to change cost functions or
controllers accordingly to the presence or absence of the target as well as to evaluate
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the change in the role given to the robot in order to break or not the formation in
search for a possible target. The TS-TFA is present in the Coach and its function
is to assign the roles of each robot separately. If a robot sees a target and it is in
disagreement with the formation (the other robots do not see it), despite sharing the
information, the robot weights between the quality of its perception and its distance
from what it sees. If needed, the robot moves towards the possible target. The
formation keeps searching for another target if disagrees with the robot that is seeing
a possible target. This weighting between the quality of perception of each robot and
their distance from an observable possible target is continually performed online.
7.2 Future Work
Many variations of this work can be executed in order to experiment and try to improve
the formation control system. Some considerations are presented in this section.
7.2.1 Changeable Leader Robot
When considering multi-robot systems in formation one has to considered either a static
or a changeable leader. In this thesis it was chosen a static leader as a matter of simplicity.
Nevertheless, an changeable leader approach can improve the formation in many situa-
tions such as outdoor environments or soccer games. In target pursue problems where
the target is a non-controllable object, to consider this kind of approach (e.g. tracking
a missile by heat sensors) can improve the system by maximizing the coverage area of
pursuit.
7.2.2 Model Considerations
Another consideration to be made is the possibility of using the NMPFC controller with
different models. For instance, the model of the robot used in [130] could be tested.
7.2.3 Parameters Tuning
The tuning methodology proposed in this thesis was performed using as testbed a static
ball case where the criteria of tuning did not consider the position term with respect to the
velocity of the target nor the case of following a robot leader. Therefore, in such cases and
as future work, it is suggested the tuning of the cost function accordingly to a criterion
that considers these cases.
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7.2.4 Heterogeneity Considerations
Another consideration about the multi-robot system is the use of aerial and marine robots.
This NMPFC is prepared to control quadrotors, but it could also potentially control marine
robots due to its capacity to control the formation without considering the actuators, only
the kinematic model of the robot. Therefore, it is a possibility of future works to use the
NMPFC in a multi-robot system with aerial and marine robots in the heterogeneous group
in formation.
7.2.5 Target Observation
Finally, the solution in the active target tracking problem would be improved if the merged
target spread trough the robots would also contain its merged covariance. This would give
a more accurate measurement of the target instead of simulating all the covariances of the
robots in formation.
7.3 Final Considerations
The final objective of this thesis was the formation control of a group of mobile robots
which minimizes the total amount of uncertainty of perception of a target. This work was
planned in four main steps. The first step was to validate the simulation model in SimTwo
environment of the 5dpo mobile robots so that the simulations would represent accurately
the robots’ behavior. The second step conceived the nonlinear model predictive formation
control for the formation with a visible target (ball or robot leader). The third phase of this
work took into account the obstacle and mate avoidance problem. For that step, a hybrid
approach was introduced between artificial potential fields used in the NMPFC and the
modified A* path planning algorithm to be used in the leader robot and in local minima
problems of the APF. Finally, the last step of this thesis considered the intelligent change
of role applied when the formation does not see the target and suddenly starts seeing it.
This algorithm avoided the formation to pursue a false target breaking the formation to
verify its veracity.
Finally, the success in each step of this research was fundamental to accomplish the
next step. The last step of this thesis was executed during an internship in Italy which
provided even more knowledge to this work. All phases of this work were tested with
real robots and simulation environments proving the viability of this work’s contribution.
Therefore, this work provides an important contribution that, through a set of tested and
implemented techniques and algorithms, can be used in problems related to robotics and
control theory as well.
Appendix A
The Covariance Model
Here it is presented the statistical development from equation (4.17) to equation (4.18)
presented in the chapter 4.
A.1 Transformation in the Canonical Form
Let’s analyze the figure below.
Figure A.1: Model of Observation
Based on Fig. A.1, it can be assumed that in a general fashion, to a generic omnidi-
rectional camera:
ΣRn =
[
σ2dt ρσdtσφ
ρσφσdt σ2φ
]
(A.1)
where σdt is the variance of the target’s distance measurement dt , σφ is the variance of the
target’s bearing measurement and ρ is the correlation coefficient. It is assumed that both
the measurements are uncorrelated and ρ = 0.
Therefore,
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{
σ2dt = K1dt
2
σ2φ = ka
1
dt
(A.2)
Nevertheless, assuming that
{
E(d˜t) = dt
E(φ) = 0
(A.3)
where d˜t is a random variable. Then

E(x) = E(d˜t .cos(φ))
= E(d˜t).E(cos(φ))
= E(d˜t).cos(E(φ))
= dt .1
E(x) = dt
(A.4)
and

E(y) = E(d˜t .sin(φ))
= E(d˜t).E(sin(φ))
= E(d˜t).sin(E(φ))
= dt .0
E(y) = 0
(A.5)
Knowing that
σ2a.b = E(a)
2.σ2b +E(b)
2.σ2a +σ
2
a .σ
2
b (A.6)
and that
σ2f (a) = ( f
′(E(a)))2.σ2a (A.7)
we can use equation A.6 as follows
{
σ2x = σ2dt .cos(φ)
σ2dt .cos(φ) = E(d˜t)
2.σ2cos(φ)+E(cos(φ))
2.σ2dt +σ
2
dt .σ
2
cos(φ)
(A.8)
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and equation A.7 allows us to conclude that

σ2cos(φ) = (−sin(E(φ)))2.σ2φ
σ2cos(φ) = (−sin(0))2.σ2φ
σ2cos(φ) = 0
(A.9)
Then, coming back to equation A.8 we have

σ2dt .cos(φ) = E(d˜t)
2.σ2cos(φ)+E(cos(φ))
2.σ2dt +σ
2
dt .σ
2
cos(φ)
σ2dt .cos(φ) = E(d˜t)
2.0+E(cos(φ))2.σ2dt +σ
2
dt .0
σ2dt .cos(φ) = cos(E(φ))
2.σ2dt
σ2dt .cos(φ) = cos(0)
2.σ2dt
σ2dt .cos(φ) = σ
2
dt
σ2dt .cos(φ) = σ
2
x = σ2dt
σ2x = k1.dt2
(A.10)
To calculate σ2y , it is necessary to consider once more equation A.6 as follows
{
σ2y = σ2dt .sin(φ)
σ2dt .sin(φ) = E(d˜t)
2.σ2sin(φ)+E(sin(φ))
2.σ2dt +σ
2
dt .σ
2
sin(φ)
(A.11)
and with equation A.7 it can be concluded that

σ2sin(φ) = (cos(E(φ)))
2.σ2φ
σ2sin(φ) = (cos(0))
2.σ2φ
σ2sin(φ) = 1.σ
2
φ
σ2sin(φ) = σ
2
φ
(A.12)
then, coming back to equation A.11 we have
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
σ2y = σ2dt .sin(φ) = E(d˜t)
2.σ2sin(φ)+E(sin(φ))
2.σ2dt +σ
2
dt .σ
2
sin(φ)
σ2y = E(d˜t)2.σ2φ + sin(E(φ))
2.σ2dt +σ
2
dt .σ
2
φ
σ2y = (E(d˜t)2+σ2dt ).σ
2
φ
σ2y = (dt2+ k1.dt2).
ka
dt
σ2y = (1+ k1).dt2.
ka
dt
σ2y = (1+ k1).ka.dt
σ2y = k2.dt
(A.13)
Finally,
{
σ2x = k1.dt2
σ2y = k2.dt
(A.14)
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