Unsteady heat transfer caused by a confined impinging jet is studied using direct numerical simulation (DNS).
Introduction
Impinging jets have been used in a variety of practical engineering applications to enhance heat transfer due to the high local heat transfer coefficient. Examples include quenching of metals and glass, cooling of turbine-blades, cooling and drying of paper and other materials, and more recently cooling of electronic equipment ͓1,2,3,4͔. A survey of configurations used in jet impingement heat transfer studies is available in Viskanta ͓3͔. A great number of studies have dealt with the heat transfer enhancement due to impinging jets and extensive reviews have been provided by Martin ͓1͔, Jambunathan et al. ͓2͔ , and Viskanta ͓3͔. The effects on the impingement heat transfer of several parameters such as the jet Reynolds number, nozzle-to-plate distance, nozzle geometry, roughness of the impinging wall have been investigated.
It is known from flow visualization studies ͓5͔ that impinging jet flows are very unsteady and complicated. The unsteadiness of the flow originates inherently from the primary vortices emanating from the nozzle of the jet caused by the shear layer instability of a Kelvin-Helmholtz type. These primary vortices dominate the impinging jet flow as they approach the wall. Large-scale coherent structures are found to play a dominant role in momentum transfer of the impinging jet ͓5,6,7,8͔. After the primary vortices deflect from the wall, they convect along the impinging wall, and unsteady separation may occur. The time dependent separation of the wall jet part of an impinging jet was investigated experimentally by Didden and Ho ͓7͔. Due to the highly unsteady flow characteristics, the impingement heat transfer is also strongly time dependent. However, most studies to date have focused on the time-mean heat transfer. The unsteady characteristics of the impingement heat transfer are not yet fully understood. Only a few studies are available in the literature ͓9,10͔. The unsteady heat transfer in an excited circular impinging jet was investigated by Liu and Sullivan ͓10͔. They found that enhancement and reduction of the local heat transfer were related to changes in the flow structure when an impinging jet was forced at different frequencies. It is important, therefore, to understand the unsteady heat transfer characteristics associated with the coherent flow structure. In the present study, direct numerical simulations ͑DNS͒ of a confined impinging jet at low Reynolds numbers are performed to study the unsteady impingement heat transfer. The DNS approach is chosen because of its ability to capture unsteady vortex behavior and to resolve different time and length scales ͓11,12͔. The unsteady compressible Navier-Stokes equations are solved in this study. A high-order finite difference method is used with accurate non-reflecting boundary conditions. The instantaneous flow fields of an impinging jet are examined to investigate the effect of the coherent vortical structures on the unsteady impingement heat transfer. Unlike previous studies ͓7,8,10͔ where the flow was forced at a particular frequency to obtain periodic flow structures, a natural unforced impinging jet flow is considered in this study.
where is the density, u i are the velocity components in x i directions, p is the thermodynamic pressure, i j is the shear stress tensor, q i is the heat flux vector, and f is the scalar variable. E T is the total energy density (internalϩkinetic):
where e is the internal energy per unit mass (eϭp/(␥Ϫ1)), assuming the ideal-gas law.
In this study, all the flow variables are nondimensionalised with respect to values in the jet ( c * ,U c * ,T c * , c *) and the jet width D*.
The superscript * represents a dimensional quantity and the subscript c the jet centreline value. Constitutive relations for the shear stress tensor i j and the heat flux vector q i are given by
where, the viscosity is assumed to follow a power law, ϭT 0.76 for air. The strain rate S i j is defined by
Here, Re is the Reynolds number, M is the Mach number, Pr is the Prandtl number, Sc is the Schmidt number, and ␥ is the ratio of the specific heats. The Reynolds number is defined by Re ϭU c *D*/ c * , where U c * is the jet centerline velocity.
Boundary Conditions.
The mean velocity profile at the inflow is a top-hat profile with smooth edges. A hyperbolic tangent profile is used ͓11,12,13͔:
where is the inflow momentum thickness and U c is the jet center-line velocity. The co-flow velocity U a is chosen to be zero in this study. At the impinging wall the no-slip conditions are imposed and the wall temperature is constant. Nonreflecting boundary conditions are used at the inflow and lateral exit boundaries ͓14,15͔. Eqs. ͑1͒-͑4͒ can be written in a vector using the conservative variables Uϭ(,u i ,E T , f ).
where, ‫ץ‬F i /‫ץ‬x i are the Euler derivatives in the x i direction and no summation law is applied. Derivatives in other directions, including viscous terms are included in D. At boundaries, ‫ץ‬F i /‫ץ‬x i needs extrapolation while D can be evaluated directly. The conservative variables U are related to the primitive variables Ũ ϭ(,u i ,p, f ) as follows:
Using the primitive variables U, we transform Eq. ͑10͒ into primitive form,
where
Using a similarity transformation,
If we define a vector L as
Eq. ͑15͒ may be written as
Finally, at boundaries Eq. ͑10͒ can be written as
P, S i , and L are given in Appendix for x and y directions. At the inflow boundary, the nonreflecting boundary condition of Poinsot and Lele ͓15͔ is implemented, allowing the density to change in time. At the lateral exit, Thompson's ͓14͔ nonreflecting boundary condition is applied. For more details, refer to the papers by Thompson ͓14͔ and Poinsot and Lele ͓15͔. 2.3 Numerical Techniques. For spatial discretization, a sixth-order finite-difference compact scheme from Lele ͓16͔ is used in all directions. Third and fourth-order compact schemes are implemented at the boundary. The spatially discretized governing equations are advanced in time explicitly with a low storage thirdorder Runge-Kutta method ͓17͔. Eq. ͑10͒ can be rewritten as
At each sub-step, U is updated as follows:
where,
At the beginning of each time step, U 0 ϭV 0 . For more details, refer to Sandham and Reynolds ͓18͔, Luo and Sandham ͓11͔, and Jiang and Luo ͓12͔. After both flow and thermal fields have reached a quasi-steady state, the averages over time were taken for several periods. For the definition of the period, refer to the next section. Figure 1 shows an impinging slot jet configuration together with the definition of the relevant coordinates. The jet comes from the top and the impinging wall is located at yϭ0. A Cartesian coordinate system centred at the time-mean stagnation point on the impinging wall is used: x is the direction parallel to the impinging wall, and y is the negative jet direction. The corresponding lateral and axial velocities are u and v. The computational domain size of interest is ͓ϪL x /2,L x /2͔, and ͓0,L y ͔. Symmetry conditions are not used in the simulation. Simulations are performed at three Reynolds numbers Reϭ300, 500, and 1000. The physical constants used in this study are given in Table 1 .
A grid refinement study was performed until more grid points do not cause any significant differences in the result. A hyperbolic sine function, sinh, is also used to give local grid refinement in the wall layer.
where b x and b y are grid control parameters. A computational grid up to 384ϫ384 is used in the simulation. The spatial grid used in this study is very fine and the differences in mean quantities are less than 1 percent from the results using 50 percent more grid points in each direction. It is noted that the grid points used in this study are much larger than those used in previous numerical studies ͓19,20,21,22,23͔. In those studies, symmetric boundary conditions were applied about the jet axis and the jet stagnation point was fixed. Effects of the temporal resolutions are investigated by successively halving the time step. The time step is calculated by
based on numerical stability analysis. The theoretical value for stability is CFLϭ). But numerical tests indicate that the criterion can be relaxed and in practice, CFL numbers up to 4 have been used to give stable solutions. In this study, CFLϭ3 is used. The time steps used in the present study are very small. For example, ⌬t for Reϭ500 is about 1.0ϫ10 Ϫ3 D/U c . With this time step, one period of the oscillating primary vortex is calculated by about 5000 time steps. The time histories of wall temperatures show identical results to those using half of the time steps.
Simulations with two values for the nozzle-to-plate distance (L y /Dϭ4 and 10͒ are performed. It is known that the extent of the potential core is 4 -8 jet widths for slot nozzles ͓24,25͔. L y /Dϭ10 is chosen to analyze the fully developed jet impingement case and L y /Dϭ4 is for the under-developed jet impingement case. The numerical parameters used in the present study are summarized in Table 2 .
The numerical predictions ͑Case 2͒ are compared with the experimental data of Sparrow and Wong ͓26͔. Sparrow and Wong ͑1975͒ used the naphthalene sublimation technique to measure the mass transfer. The mass transfer results were converted to heat transfer coefficients by employing a heat-mass transfer analogy. The Reynolds number of the experiment is Reϭ450. Figure 2 shows good agreement in the impingement region. Figure 3 shows an instantaneous scalar field of the impinging jet flow ͑Case 2͒. In this simulation, no forcing is imposed at the inflow and the jet develops in varicose ͑symmetric͒ mode near the jet nozzle. At Reϭ1000, the jet flow has a weak sinuous ͑asymmetric͒ mode as well as the varicose mode and the instantaneous jet stagnation point moves a little around the time-mean stagnation point (xϭ0). At higher Reynolds numbers, the jet flow becomes three-dimensional and turbulent before impinging on the wall. In this study, the Reynolds numbers are restricted to a low Reynolds number regime, where two dimensionality is valid. The primary vortices emanating from the jet shear layer are clearly seen, which is the characteristic of unsteady jet flow. As the flow is deflected from the impinging wall, a wall jet is developed. The wall jet separates due to the interaction with the primary vortices and the impinging wall, and as a result, secondary vortices are formed. The interaction of the primary vortices with the wall shear layer gives rise to unsteady vortical motions. Table 1 Physical constants used in this study. Here, is the inflow momentum thickness of the jet. Temperatures very close to the impinging wall are monitored to understand the characteristics of the unsteady heat transfer of an impinging jet. Figure 4 shows the time history of the temperature at yϷ0.02 at several locations along the impinging wall for L y /Dϭ10. As the first primary vortices emanating from the jet shear layer approach the wall, they cause a rapid change in temperature near the stagnation point. In Fig. 4 , a sudden increase in temperature at xϭ0 is seen at about tϭ16 for all three Reynolds numbers. It does not appear that the propagation speed of the start-up vortex is a strong function of the Reynolds number. After the primary vortices impinge the wall, the jet flow changes the flow direction and the primary vortices progress downstream along the wall. The temperature increase caused by the moving primary vortices becomes smaller as the flow goes downstream further due to the continuous mixing with the surrounding fluid.
Heat Transfer Coefficient.
After an early transient period (0ϽtϽ25), the temperatures show unsteady and oscillating behavior. The fluctuations in the temperature increase with the Reynolds number and at Reϭ500 the oscillating behavior of the temperature is already clearly seen at all measuring locations. This is due to the direct influence of the coherent vortical structures of the impinging jet shown in Fig. 3 . The unsteady temperature distributions show that the heat transfer characteristics at Reϭ500 are sufficiently coherent and repeatable although the behavior is not perfectly periodic. It is found that in the present study the dominant frequency corresponds to a Strouhal number of StϷ0.2, based on U c and D. This value falls within the range of other experimental ͓7,27͔ and numerical ͓8,28͔ results.
Some effects of the Reynolds number are found in Fig. 4 . For a lower Reynolds number (Reϭ300), the unsteadiness of the temperature data is reduced substantially, mainly due to the weakness of the vortex formation in the jet shear layer. It is not surprising because at a low Reynolds number the viscous effects usually weaken the shear layer instability. The vortex formation is not completely suppressed but the weak vortices make the interaction with the impinging wall much weaker. As the Reynolds number increases, the temperature data become irregular at Reϭ1000 due to nonlinear effects, although the effects of large coherent structures are still discernible.
The time history of the temperature for L y /Dϭ4 is shown in Fig. 5 . The overall features of the instantaneous temperatures in the L y /Dϭ4 case are quite similar to those in the L y /Dϭ10 case, although unsteadiness is stronger in the latter case. Since L y ϭ4 is shorter than the extent of the potential core ͓24,25͔, the primary vortices cannot develop fully in this case. The weak primary vortices result in less vigorous unsteady heat transfer characteristics due to the weaker interaction with the wall shear layer. As far as the unsteady heat transfer characteristics are concerned, the results for the two values of the nozzle-to-plate distance are similar to each other. Here, most results are from the case with L y /Dϭ10.
The time-averaged Nusselt number distributions along the impinging wall are shown in Fig. 6 for L y /Dϭ10. Nusselt number is defined as
where ⌬T is the temperature difference (T c ϪT w ). The fluctuating part of the instantaneous Nusselt number is also shown. The typical bell-shaped profiles are obtained near the stagnation point for all three Reynolds numbers. The stagnation Nusselt number increases as the Reynolds number and the present data can be well correlated by the relation Nu stag ϳRe 0.48 . This is very close to the dependence of the stagnation Nusselt number predicted by a laminar boundary-layer theory, Nu stag ϳRe 0.5 . Sparrow and Wong ͓26͔ found their data correlated with Nu stag ϳRe 0.51 using the naphthalene sublimation technique. The quasi-laminar correlation Nu stag ϳRe 0.5 was also observed by Lytle and Webb ͓29͔, although the Reynolds numbers in their experiments were much higher.
For higher Reynolds numbers (Reϭ500 and 1000͒, the Nusselt number is maximal in the stagnation region. Away from the stagnation region it decreases to a local minimum and then goes through a secondary maximum peak. The secondary maximum in Nusselt number has been observed in many experiments. However, there is no consensus among researchers on what causes the secondary maximum. The disagreement concerning the formation of the secondary maximum is found in the review paper of Viskanta ͓3͔. It has been attributed to either a transition from a laminar to turbulent boundary layer in the wall jet region ͓30,31͔ or a radial increase in turbulent kinetic energy ͓29,32͔. In a visualization study, Popiel and Trass ͓5͔ suggested that the secondary vortices could be responsible for the local heat transfer enhancement and for the secondary maximum in local Nusselt number. Recently, Meola et al. ͓33͔ argued that the vortices emanating from the jet nozzle are responsible for the secondary Nusselt number maximum rather than a flow transition to turbulence. The Reynolds number of their experiments is from 10,000 to 173,000. In the present study, the Reynolds number is restricted to low values due to the relevant applications for electronics cooling, and the stagnation point is laminar, as revealed by the Nu stag ϳRe 0.5 proportionality. In such low-Reynolds number flows, where a flow transition to turbulence is not expected to play an important role, the secondary maximum in Nusselt number is considered as a results of the direct interaction of the wall with the unsteady primary vortices. We will revisit this point later in the next section.
The unsteadiness of the impingement heat transfer characteristics is clearly seen in Fig. 6͑b͒ , which shows the fluctuating part of the unsteady Nusselt number. Here, ⌬Nu is defined as the maximum difference in instantaneous Nusselt number at x, i.e., ⌬Nu(x)ϭNu max (x)ϪNu min (x). Interestingly, the fluctuating part of the instantaneous Nusselt number is very large. Even at the lowest Reynolds number (Reϭ300) the fluctuating part of the Nusselt number is substantial compared to the time-mean Nusselt number, which amounts to about 20 percent of the mean value. The unsteadiness is amplified as the Reynolds number increases. At Re ϭ500, the fluctuating part becomes of the same order of magnitude as the time-mean value at xϭϮ3, where the time-mean Nusselt number has a local minimum.
To understand the unsteady heat transfer characteristics shown in Fig. 6 , the instantaneous Nusselt number distributions during a typical period are analyzed. Since the temperature variation does not have a perfect periodicity as shown in Fig. 4 , the time duration between two consecutive local maxima of the stagnation Nusselt number is considered as a period in this analysis. The half of the period between a local maximum to a local minimum is referred to as the temperature-decreasing phase and the other half between a local minimum to the next local maximum is referred to as the temperature-increasing phase. Figures 7, 8, and 9 show the instantaneous Nusselt number distributions along the impinging wall during one typical period for the three Reynolds numbers, respectively. The beginning and the end of the period is indicated in the caption of each figure.
The heat transfer coefficient generally decreases as the distance from the stagnation point increases. The maximum heat transfer is found at the stagnation point at all time instants as expected, although the absolute value is modulating substantially. It is interesting that the instantaneous Nusselt number distributions for Re ϭ300 show a secondary local maximum during the temperatureincreasing phase ͑Fig. 7͑a͒͒. Note that the time-mean Nusselt number for this Reynolds number decreases monotonically along the impinging wall without having a secondary maximum ͑see Fig. 6 (a)͒. At Reϭ500, the strong unsteadiness of the heat transfer is clearly seen. During the temperature-decreasing phase shown in Fig. 8(a) , the location for the local minimum moves downstream and the magnitude of the local minimum decreases in time. This is because the thermal boundary layer becomes thicker for 2рxр3 during this phase. During the temperature-increasing phase shown in Fig. 8(b) , the magnitude of the local minimum is almost the same as the location itself moves downstream. As the Reynolds number increases (Reϭ1000), the instantaneous Nusselt number distributions become more irregular as shown in Fig.  9 . The loss of symmetry is expected as Re is increased but it remains small at Reϭ1000. There is only a 0.5 percent of asymmetry for Reϭ500 and a 2 percent of asymmetry for Reϭ1000.
Unsteady Flow Field.
To investigate the unsteady impingement heat transfer, the flow field of Reϭ500 is analyzed in more detail ͑Case 2͒. The Reϭ500 case is chosen since the instantaneous Nusselt number has a very strong periodicity as shown in Fig. 4͑b͒ . Figure 10 shows the time history of the instantaneous Nusselt number at the stagnation point, Nu stag . The periodicity, which corresponds to StϷ0.2, is discernible. The fluctuation part of Nu amounts to almost 40 percent of the time-mean value. The instantaneous Nusselt number has local maxima at tϭ34.66 and 41.38 and a local minimum at tϭ38.06. To scrutinize the unsteady nature of the impingement heat transfer shown in Fig. 10 , we examine the flow pattern and the temperature field together at several time instants. Time instants are marked as the open circle in Fig. 10 and summarized in Table  3 . P1 represents the time instant when the instantaneous Nusselt number at the stagnation point has a local maximum, P2 and P3 correspond to the temperature-decreasing phase, P4 represents to the local minimum of the instantaneous stagnation Nusselt number, and P5 and P6 correspond to the temperature-increasing phase. Figure 11 shows the temperature and vorticity contour lines at four time instants marked in Fig. 10 . Due to the strong symmetry ͑see Fig. 8͒ , only one half of the flow field is shown without any loss of information or accuracy of comparison. The primary vortices close to the impinging wall are denoted by PV in the figure, where NV represents the next primary vortices emanating from the jet shear layer. The secondary vortices are indicated by SV in the lower part of Fig. 11 . As can be seen in Fig. 11(a) , the primary vortex PV locates very close to the wall at P1. The proximity of the strong primary vortex results in a thin shear layer and consequently a thin thermal boundary layer along the wall ͑note Prϭ1.0).
As the primary vortex PV moves downstream, the temperature near the stagnation point decreases due to the thickening of the thermal boundary layer. The vorticity contour lines during the temperature-decreasing phase are displayed in Fig. 11͑b͒ . As the primary vortex PV progresses downstream, the location of the primary vortices, y v , increases slightly indicating a thickening of the thermal boundary layer downstream along the impinging wall ͓7͔. This feature is responsible for the decrease in the local minimum Nusselt number during the temperature-decreasing phase shown in Fig. 8͑a͒ . The passage of the primary vortex PV is associated with a vorticity maximum at the impinging wall. The interaction of the primary vortex PV with the shear layer results in a secondary vortex near the wall at the later stage of the temperature-decreasing phase at P3. The primary and secondary vortices are counter-rotating.
As the primary vortex PV moves further downstream while the new primary vortex NV is yet to affect the dynamics near the impinging wall directly, the stagnation Nusselt number keeps decreasing. Figure 11͑c͒ shows the temperature and vorticity contour lines at P4 corresponding to a local minimum of the stagnation Nusselt number. The formation of the secondary vortex SV is clearly seen at xϭ3. The secondary vortex SV is detached from the wall and results in unsteady separation. The unsteady separation region moves downstream together with the primary vortex PV. Upstream of the unsteady separation region, the instantaneous Nusselt number has a local minimum, as seen in Fig. 8 . A secondary maximum in instantaneous Nusselt number was observed in the separation region. The role played by the unsteady separation in the impingement heat transfer is examined in more detail in Fig. 12 .
As the new primary vortex NV approaches the wall, the stagnation Nusselt number begins to increase again. The vorticity contour lines during the temperature-increasing phase are displayed in Fig. 11͑d͒ . The primary vortex PV is located far from the stagnation point and has little influence on the heat transfer near the Fig. 10. x v and  y v are the location of the primary vortex "PV…, and v is the  strength of the primary vortex. stagnation region. The influence from the new primary vortex NV is, however, increasing as it approaches the wall.
The location and the strength of the primary vortex PV are summarized in Table 3 . The location of the primary vortex shows a characteristic V-shape ͓7͔. The strength of the vortex is weakened during the period due to the viscous effects but the decrease is only 10 percent of the strength. It is found that the modulation of the instantaneous Nusselt number is attributed to the dynamics of the primary vortices emanating from the jet shear layer as well as the strength of the vortices.
The enlarged picture of the temperature field and velocity vector plots at P5 are shown in Fig. 12 . Beneath the primary vortex is clearly seen an unsteady separation region centred at xϭ4.2, y ϭ0.14. The thermal boundary layer becomes thick upstream of the unsteady separation region and the instantaneous Nusselt number has a local minimum at xϭ3.4 as shown in Fig. 12͑a͒ . This is consistent with the instantaneous Nusselt number distributions shown in Fig. 8͑b͒ . It is found that the leg of the secondary vortex corresponds to the location for the local minimum Nusselt number ͑see Fig. 11͑d͒͒ . Around the head of the secondary vortex, there is a strong engulfing motion, which causes an increase in the heat transfer. This engulfing motion is responsible for the secondary maximum in the Nusselt number distributions observed in Fig. 8. 
Concluding Remarks
Unsteady heat transfer characteristics of an impinging jet flow have been studied numerically. The instantaneous Nusselt number has very strong fluctuations and this unsteadiness increases with increasing Reynolds number. Detailed analysis of the instantaneous flow field and heat transfer characteristics has been performed. It is found that the unsteady heat transfer characteristics are strongly correlated with the vortex dynamics of the jet flow. The oscillating behavior of the impingement heat transfer is caused directly by the primary vortices moving towards the impinging wall. Unsteady separation also plays an important role in the impingement heat transfer. Unsteady separation induces a secondary maximum and a local minimum of the instantaneous heat transfer along the impinging wall. The instantaneous Nusselt number has a local minimum upstream of the unsteady separation region due to the thickened thermal boundary layer. A secondary maximum in the instantaneous Nusselt number is observed in the Fig. 11 Temperature "left… and vorticity "right… contour lines at several time instants for ReÄ500: at "a… P1, "b… P2, "c… P4, "d… P5.
separation region. The secondary maximum is attributed to the engulfing motion around the secondary vortex, which reduces the thickness of the thermal boundary layer.
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Nomenclature Roman Symbols
c ϭ sound speed D ϭ jet width e ϭ internal energy per unit mass E T ϭ total energy per unit mass h ϭ heat transfer coefficient, hϭ (k/⌬T)(dT/dy) k ϭ thermal conductivity L x ϭ domain size in 
Appendix
A diagonalizing similarity transformation may be generated for A i by forming the matrix S such that its columns are the right eigenvectors r j of A i , and its inverse S Ϫ1 , whose rows are the left eigenvectors l i T . The similarity transformation is then
where ⌳ is the diagonal matrix of eigenvalues: ⌳ i j ϭ0 for i j, ⌳ i j ϭ i for iϭ j. 
Pϭ
where i x , the eigenvalues of A x , are given by 1 ϭuϪc, 2 ϭ 3 ϭ 4 ϭ 6 ϭu, 5 ϭuϩc. 
L 5 ϭ 5 ͩ ‫ץ‬p ‫ץ‬y ϩc ‫ץ‬v ‫ץ‬y ͪ .
(39)
where i y , the eigenvalues of A y , are given by 1 ϭvϪc, 2 ϭ 3 ϭ 4 ϭ 6 ϭv, 5 ϭvϩc. 
