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The problem of determining the number of zeros of a given polynomial in a 
particular half-plane or disc, though solved long ago, continues to attract 
interest by reason of its relevance to control theory. According to Fuller’s 
historical account in [8] Cauchy knew how to find the number of zeros in a 
half-plane as early as 1831; on the other hand, the definitive solution for a disc 
came only in 1922 when Cohn [I] gave a method based on work of Schur 
(although it was possible to handle this case earlier by combining the known 
solution for a half-plane with the use of a linear fractional transformation). 
Cohn gave two ways of testing the polynomial 
p(z) = fz,P + ulzn-l + .*. + a, (a0 f 0) (1) 
for the number of zeros lying inside, on and outside the unit circle: these are 
reproduced (albeit in modified layout) in many modern texts on stability theory 
and complex analysis (for exampIe, [5] and [4]). The first way is to construct, 
starting from p, a sequence of polynomials of successively smaller degree; at 
each step the difference between the numbers of zeros inside the unit circle of 
the old and new polynomials is known, and one ultimately reaches a linear 
equation. This is the method one would use to test a polynomial in practice: 
it is very economical of labour, requiring roughly n2 multiplications. 
Cohn gave a second test baaed on a hermitian form introduced by Schurr 
(here and in the sequel bars denote complex conjugation): 
1 Schur and Cohn actually used the form conjugate to Z; that is, the form whose 
matrix is the complex conjugate of the matrix of 2. 
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He proved that if &’ can be reduced to normal form consisting of the sum of rr 
positive and v negative squares, and if ?T + v = n, then p has v zeros inside and 
v outside the unit circle (Schur had established the special case v = 0). 
As the number of multiplications needed to reduce 3? to canonical form is of 
the order of n3, and since furthermore the theorem leaves us guessing what 
happens when P + v < n, the second test is of less practical importance than 
the first one, but it is nevertheless of great theoretical interest. Since the rank 
and signature of a hermitian form can be deduced from the signs of suitable 
determinants, the above can also be expressed in determinantal form, when it is 
known as the “Schur-Cohn criterion” . Alternatively we can express it in matrix 
notation as follows. Let 
q(2) = z”p(l/z)- 
= if@z” + a;l-lz”-l + ..* + ii0 
and let S be the n x n “shift matrix”: 
yo 1 0 ... 0 
... s= I 0 0 1 0 
. . . . . . . 
0 0 0 -*. 0 
(4) 
(S has ones on the first super-diagonal, zeros elsewhere.) 
Then we can write Schur’s form as 
* = II 4(S) x II2 - iiP(S) x /12, 
where s = (.~i ,..., x,Jr and j/ . jj denotes the usual Hilbert space norm on C?. 
Denote the conjugate transpose of a matrix A by A*; the matrix of 2 is 
ff = q(S)* 4s) - p(S)* P(S), (5) 
and Cohn’s theorem asserts that if H is non-singular then the numbers of zeros 
of p inside and outside the unit circle are respectively equal to the numbers of 
positive and negative entries in any diagonal matrix congruent to H. 
The purpose of this article is to prove a matrix identity which exhibits H as 
as congruent to a suitable diagonal matrix. In view of the lengthy calculations 
needed to establish the results we quote from [9] and [lo], the present proof is a 
good deal longer in total than Cohn’s original one, but it does yield extra infor- 
mation: in particular it tells us exactly when His singular. To state the identity 
we need some more notation. Let the zeros of p, repeated according to their 
multiplicities, be pi ,..., pn , and let 
D = diag{pi ,..., p,}. (6) 
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THEOREM. The matrix H of Schuy’s hermitian form X satisJies 
H = w(I - D*D) w* (7) 
where w is a matrix having determinant2 
det w = aO* n (p& - 
lCi<i$n 
1) (8) 
and given explicitly by the following formulae: 
w = q(S)* P-lGIG2 +.. G,,; 
P= 
0 
1 
-012 
~(-y ,,;:; (-1)-u;:; (-I)“-” u;:,’ ... 1 J
where a,* denotes the elementary symmetric function of degree v in p1 , . . . , pu; GI = Y, 
and, for 1 < k < n, 
Gk = fj-l ;] (11) 
where IkM1 is the (k - I)-square identity matrix and Y, is the (n - k + I)-square 
matrix 
. . . 0 
*‘- 0 
Pk+dk - 1 ‘*’ 0 -1 . (12) 
. . . 
-‘* &,?ik 1 - 
The proof depends on the explicit solution of a certain Lyapunov matrix 
equation ((14) below). Now this type of equation arises from the application 
of Lyapunov’s second method to the problem of ascertaining whether all the 
eigenvalues of a given matrix lie inside the unit circle, and so its relevance to the 
present question is not surprising. Indeed, Parks [6J has used a Lyapunov 
equation very close to (14) to prove the validity of the Schur-Cohn determinantal 
conditions in the special case v = 0 (that is, for testing whether all the zeros of p 
lie inside the unit circle). However, the Lyapunov stability theorem used by 
Parks clearly cannot produce an explicit congruence between Schur’s matrix 
* Here and elsewhere an empty product is to be understood as 1. 
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and a diagonal matrix, and we are obliged to find a new idea to obtain one. In 
fact we find two different formulae for the solution of the Lyapunov equation 
(14), one in terms of the zeros and one in terms of the coefficients of p. Equating 
these solutions gives us identity (7). 
Proof It is immediate from the definitions that 
det q(S)” = uon, detP= 1 and det G, = fi (pi& - l), 
j=?&l 
so that if zo is defined by (9), then formula (8) for det w is correct. 
Let T be the companion matrix of the polynomial p: that is, 
0 
T= ’ / . 
1 0 *.. 
0 1 ..* 
. . . (13) 
1 --a,hl -%-lh --a,-,/a, ... ---al/U” 
Let E be the n x n matrix with (1, 1) entry equal to 1 and all other entries zero. 
We consider the Lyapunov matrix equation 
Y-T*YT=E. (14) 
Roughly speaking, we show that both sides of the identity (7) which we are trying 
to establish are equal to q(S)* Y-‘q(S). 
We suppose for the moment that the zeros of p satisfy p& # 1, 1 < i, j < 71 
(the reason for this assumption is that it is a necessary and sufficient condition 
for (14) to have a solution; this fact is not hard to see, but is not needed 
for the present proof). Then 1- D*D is a non-singular real diagonal matrix, 
and we may form (I - D*D)lj2 and (I - D*D)-1/2, fixing once and for all a 
branch of the square root function which is continuous on the real axis. These 
matrices are not in general hermitian: we have 
((I - D*D)1'2)* = A(1 - D*D)1'2 
((I - D*D)+)* zz (1(J - D*D)-'12 
where A is the diagonal matrix with ith diagonal entry sign (1 - pi&). 
We shall solve (14) by using properties of the matrix 
I- = (I - DD*)-l/'(D - S)(I - D*S)-'(I - D*D)lp. 
(15) 
(16) 
r is an upper triangular matrix with diagonal D, so that p is its characteristic 
polynomial. TJsing (15) we have 
fl - Z-'*Ar = A(I- D*D)1/2(1- S*D)-l[(I- ,S*D)(I - D*D)-l(I- D*S) 
- (D* - S*)(I- DD*)-'(D - S)](I- D*S)-l(I- D*D)'!2. 
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The expression inside the square brackets reduces to I - S*S (cf. [7, page 1451) 
in view of the identities (which are valid for any D such that (I -0*0)-l exists) 
(I - D*D)-l - D*(I - DD*)-1 D = I, 
D(I - D*D)-' - (I - DD*)-1 D = 0, 
(I- D*D)-'D* - D*(I- DD*)-1 = 0, 
D(I- D*D)-'D* - (I - DD*)-1 = -I. 
Hence, since I - S*S = E, 
(1 - r*AI'= A(I- D*D)ljz(I - S*D)-'E(I- D*S)-l(I - D*D)W. (17) 
If R denotes the first row of (I- D*S)-' (I - D*D)1/2 then (17) can be written 
A- PAr=R*R. (18) 
Now let W be the matrix whose ith row is RPl. Since p(r) = 0, 
RF'= -a;l(a,RP-l+ a,RI'n-2+ ..I + anR), 
and on comparing with (13) we find that 
We can now show that, provided W is non-singular, 
y = w*-‘Aw-’ 
is a solution of (14). We must prove that 
w*-lAw-l - T* W*-l/l W-IT = E 
and since (19) gives W-‘T = FW-I, this equivalent to 
W*-l(lW-1 - W*-‘r*ArW-1 = E 
and hence 
A - r*m = W*EW. 
(1% 
(20) 
But this is precisely equation (18). 
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To establish (20) we must show that W is in fact non-singular. This can be 
done by borrowing from [9] a factorization of W into a product of matrices of 
simple form (the result we quote is stated in [9, Lemmas 1 and 21 under the 
hypothesis that / pi j < 1, 1 < i < n, but the proof applies unchanged under 
the weaker assumption pipi # 1, 1 < i, j < n). The statement is 
w = P-‘C,C, ‘.. c, (2’) 
where P is given by (10) and C, is the n x n matrix which differs from G, (cf. 
(11) and (12)) only in that the (1, 1) entry of Y, is replaced by (1 - pkijle)1/2. We 
can express this by writing 
C, = G,L, (22) 
where 
L, = diag(1, l,..., 1, (1 - p&J1i2, l,..., I}, 
the exceptional entry being in the kth place. (21) exhibits W as a product of 
triangular matrices, each of which can easily be seen to be non-singular (subject 
to our assumption about the pi), and so W is non-singular. 
As (1 = diag{*l, il,..., II}, (1-l = /l and hence (20) yields 
Y-1 = wflw*. (23) 
We shall rewrite (23) in such a way as to bring out the fact that the right hand 
side is a continuous function of the pi, even though A is discontinuous. Observe 
that L, commutes with Gi for j > k, so that (21) yields 
W = P-1GlL,G&2 .‘. G,L, 
= P-lG,G, .a. G,L,L, ... L, 
= p-lG,G, . . . G,(I - D*D)lj2. 
Defining w as in (9) we can write this 
W = q(S)*-l w(I - D*D)lj2. (24) 
Substituting for W in (23) and using (15), we find 
Y-l = q(S)*-l w(I - D*D) “*q(S)-l. (25) 
We have now found a solution of equation (14) in terms of the zeros pi of p. 
The author has also solved (14) in terms of the coefficients of p, and by equating 
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the two solutions we shall obtain the desired identity. It is shown in [lo, Theo- 
rem l] that if 
B = &Y P(S) (26) 
then (subject to the same assumption fiQi # 1, 1 < ;, j < n), a solution of (14) is 
Y = (I - B*B)-I. (27) 
Texts on stability theory (for example, [ll]) show that (still under the same 
assumption) (14) h as a unique solution, but in this context we can avoid appealing 
to this theorem as follows. The difference X between any two solutions of (14) 
satisfies 
X = T*XT. 
Let us make the additional assumption that no pi is zero, so that T* is non- 
singular. Then T*-IX = XT, and, by induction, T*-rX = XT’. It follows 
that p( T*-I) X = Xp( T). But p(T) = 0, while p( T*-l) has eigenvalues p( 1 /pi), 
1 < i < 71. By hypothesis none of the latter is zero, and so p(T*-l) is non- 
singular. Thus X = 0. 
We have shown that, subject to the additional assumption p(0) # 0, the Y’s 
occurring in (25) and (27) are the same, and so 
I - B*B = q(S)*-’ w(I - D”D) w*q(S)-l. 
Premultiply by q(S)* and postmultiply by q(S); remembering (26) and bearing 
in mind that any two polynomials (with scalar coefficients) in a given matrix 
commute, we obtain (7), as was our goal. 
It only remains to remove our assumptions on the zeros of p. This is easily 
done: both sides of (7) are continuous functions of p1 ,..., p,, , and the set of 
points (pr ,..., P,J E Cn for which the assumptions are true is dense in C”. This 
completes the proof of the theorem. 
COROLLARY. The discriminant of Schur’s hermitian form X is 
det H = ) a, lZn fi (1 - pi&). 
i.j=l 
(28) 
This is reminiscent of Orlando’s formula, which occurs in the theory of the 
half-plane problem: see [2]. 
Another formula which follows from the above working is one for the deter- 
minant of the solution Y of the Lyapunov equation (14). One has (e.g. from 
WI 
det Y = fi (1 - p&)-r. 
i&I 
(29) 
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This fact does not seem to he easy to show directly; I do not know if it has any 
significance. 
I conclude with a comparison of the present results and those of the pioneer 
in the application of hermitian forms to this type of problem, Hermite himself. 
Consider the form with matrix A = [U&J defined by 
--i P(w)P*(z) - PwP*(w) = i 
w-z 
aZkzZ-%uk--l 
i,k=l 
where p*(z) = p(Z)-. Hermite [3] proved that, provided p has no repeated roots 
nor any pair of complex conjugate roots, the numbers of positive and negative 
terms in the normal form of x*Ax (“Zorsqu’on fait inanouir Zes rectangles”) are 
respectively equal to the numbers of roots of p in the upper and lower half 
planes. To do this he gave two successive explicit linear changes of variable 
which reduced x*Ax to the form Z(pi - p&i yiYk . If we denote by Q the 
matrix corresponding to the composition of these transformations, we have 
Q*AQ = [bi - ,5,&l]. T o s h ow that the latter matrix had the desired property 
Hermite explicitly found an upper triangular matrix U such that (Q*AQ) 1; 
was a unit Iower trangular matrix (i.e. with l’s on the main diagonal); he then 
used the determinantal criterion to ascertain the numbers of positive and negative 
squares in the normal form of Q*AQ. Th us, although Hermite’s method is 
much more computational than those of Cohn and Routh, it does not yield an 
identity of the type established in this paper. 
There are such strong analogies between the half-plane and disc theories that 
it seems very likely that one could obtain a similar identity for the matrix A 
of Hermite’s hermitian form by equating two solutions of the other type of 
Lyapunov matrix equation, TX + XT* = E, for suitable choice of T and E. 
I have not investigated this possibility. 
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