Coagulation of phytoplankton is a fundamental mechanism for vertical ux of carbon in the ocean. This process is dependent on parameters that are not available from experimental data, such as the encounter rate of particles, the contact e ciency of unlike particles and the probability of sticking upon contact. Fragmentation, the breakup of large particles into two smaller ones has been observed in the ocean, but very little modeling e ort for incorporating this process in the dynamics of phytoplankton has been attempted. In this paper we incorporate fragmentation process into a nonlinear hyperbolic equation that describes the evolution of a size structured algal population with the aggregation model. We examine through numerical simulation the e ect of fragmentation on the dynamics of phytoplankton. We present convergence theory for estimating parameters in this model using nonlinear least squares t. The least square method is then tested numerically in ideal cases where the data is the model output with some added noise.
Introduction
Phytoplankton populations are large contributors to the primary production in the ocean. Due to the importance of the increase of CO 2 in the atmosphere y Center for Research in Scienti c Computation and Department of Mathematics, North Carolina State University, Raleigh, NC 27695-8205. Research supported by in part by AFOSR grant F49620-93- and its e ect on the global climate change, it is important to understand the role of phytoplankton in the process of transferring carbon to the deep sea by sedimentation and degradation of these cells.
The importance of coagulation process in oceanic plankton community 5, 6, 23] has been studied through many mathematical models 17, 18, 24, 14, 12, 22, 15, 3] . A common conclusion of these models is that aggregation enhances the sedimentation of phytoplankton cells to the bottom of the ocean. The fragmentation process has been frequently invoked to explain the observation of maximum size that an aggregate can take before breaking up 19] . E orts on modeling this process within the context of phytoplankton coagulation has have been minor and the e ects of such process on the dynamics of aggregates has not been fully understood.
Obtaining experimental values for parameters that govern the aggregation process, such as, sticking e ciency contact e ciency and growth rate of aggregates has proven to be di cult. Alldredge and Mcgillivary 8] observed that occulated diatoms in the size range from 0.2 to 7.6 mm had probability up to 0.88 of sticking to each other. The paper 16] discussed a method for estimating the sticking e ciency from experimental data and a modi cation of the model of Jackson 14] . Their conclusion was that for some species of phytoplankton stickiness increases when nutrients are depleted and for other species stickiness remained almost constant. In 4] an inverse methodology based on least squares, was used together with an aggregation model developed in 3] , in which growth occur only in single cells and not aggregates, to t data obtained from 13] . Their conclusions were that the modeled contact e ciencies are small, in comparison with the actual ones, giving rise to low densities for large aggregates (> 0:6 mm 3 ), a corroboration of Hill's 12] observation. In 1] it was suggested that another solution can be the inclusion of growth term for aggregates as opposed to single cells, as has been the case for most modeling e orts so far. Discussion on the di culty of modeling growth for aggregates and the importance of developing a method for estimating this functions is available in 1].
For a better understanding of the e ects of coagulation on the dynamics of phytoplankton we incorporate fragmentation process in a model developed by Ackleh and k(x)u(t; x)dx (1:4) Here the x variable represents the size (mm 3 ) of the aggregate, and the t variable represents time. The function u(t; x) is the density of aggregates of size x at time t while the function g = g(x) is the size-dependent growth function. The function w = w(x) is the size-dependent sinking rate and Z is the depth of the surface layer. The term wu Z in the function F(u) represents the loss of particles of size x due to sinking out of the surface layer. The function (x; y) represents the rate at which an aggregate of size x coalesce with aggregate of size y and similarly the function (x; y) represents the rate at which particles of sizes x + y fragment to form particles of sizes x and y. The rst term in F(u) expresses the rate at which collisions occur to form new particles with the size x and x + dx while the second term expresses the rate at which collisions cause particles to be lost from the same interval. The third term describes the loss of particles of size x due to fragmentation to smaller sizes and the last term gives the increase in particles of size x owing to such fragmentation. That the size of any individual aggregate is less than x 1 ,the largest observed aggregate (< 10mm in diameter), will follow from the assumptions on g and .
The main goal of this paper is developing methodology for the determination of the functions g; ; and k from pointwise observations z ij which correspond to the density of aggregates of size x i at time t j . Such observation are available in literature (see, e.g., 13, 21] The above inequalities show that F is locally Lipschitz in u, and F(u; ; ) is continuous in and . These properties of F will be of importance in the convergence arguments presented in this section and section 3. For approximating equation (1.1) we have used a method developed in 1]. We make the following assumptions on our parameters to establish convergence of the method: (H1) g is continuously di erentiable on x 0 ; 
for f 2 X N .
Applying A N to the basis elements we get: To prove convergence of the above approximation, we take the standard Trotter Kato approach (which involves showing stability and consistency of the approximating semigroups,e.g., Theorem 114 page 40 in 10]). To prove stability of scheme we let T N (t) be the semigroup de ned on X N with an in nitesimal generator A N (i.e, T N (t) = e A N t ) then we have Next we will show that the approximating generators converge on a su ciently \large subset" of L Where L 1 is a constant that depends on the bounds for T N ( ), N and the local Lipschitz property of F given in (2.2) ( in using the local Liphscitz property it is important to note that the approximate solutions are uniformly bounded in N due to the uniform bound of the approximate semigroups). Hence we see that an application of Theorem 2.1. and Gronwall's inequality will establish the result.
The Least Squares Problem
To begin our parameter estimation problem, we will de ne the sets of parameter over which we will minimize our functional J and J N The set Q = B E G K is easily seen to be compact in e Q, using Sobolev imbeddings and the Arzela Ascoli theorem.
In order to establish the convergence of the parameter approximation we use the abstract theory in 10] (Page 144). The most di cult and important step requires showing that the approximating solutions of equation (2.3) converge to the unique solution of (1.1)-(1.4) and the convergence is uniform in the parameter. As in Section 2 (based on the Trotter Kato theory) we have to show that the approximating generators A N converge on the subset D de ned in Lemma 2.2 to the operator A, and the convergence is uniform in the parameters q = ( ; ; g; k). 
Numerical Results
In this section we present some numerical simulations. In the rst example we illustrate the e ects of fragmentation in the model. In the second and third examples we give some basic computations that explore the accuracy of the inverse method. In all of the simulation below we have used x 0 = 0, x 1 = 1, a rst order discretization in time with t = 0:004 and a nal time t = 1. For the size discretization we chose N = 50 (i.e, x = 0:02). For the parameters g; k; w; and we used the following choice of functions:
k(x) = 0:3 x; g(x) = (1 ? 1) E ect of fragmentation on the dynamics of phytoplankton.
We have simulated our system of equations (1.1)-(1.4) with and without the fragmentation terms and presented the distributions at the nal time in Fig. 1 . The results show that fragmentation process tends to shift the distribution of aggregates to the left by breaking the large aggregates into smaller ones and hence resulting in high densities for smaller aggregate sizes. 
2) Parameter Estimation
To illustrate the computational methods analyzed herein, we estimated the parameters k, g, and from computationally generated data using the numerical method discussed in Section 2 and the above parameters.
For the estimation method we have assumed that For data, we sampled the densities u(t i ; x j ) (t i = i 0:1; i = 1 10, and x j = j?1 15 , j = 1 15) on the interval 0; 1] 0; 1], as generated with the above model. To examine the behavior of the least squares identi cation procedure, we used as data the actual model generated densities, as well as the densities modi ed by Gaussian noise: z i;j = u(t i ; x j ) (1 + i;j ), was used for data, with i;j a random sample from a zero mean Gaussian random number generator. We used = :01 and = 0:03 for standard deviations for the noise.
In order to implement the above compactness constraints we used the regularized least squares cost functional of the form J( ; ; g; k) = X i;j ju(t i ; x j ; ; ; g; k) ? z i;j j 2 + c Z 1
The parameter c varied from 10 ?6 to 10 ?4 depending on the noise level.
In the case where no noise is added to our model output we present in Table 1 , the estimated versus the true c 1 ; ; c 6 constants, and in Figure 2 the estimated versus the true function is presented. In Table 2 , we present the estimated versus the true c 1 ; ; c 6 parameters when = :01, and Figure 2 presents the estimated versus the true function (x+y) using 10 linear splines. We then use = 0:03 and present the estimated parameters in Table 3 and Figure 3 . 
Concluding Remarks
In this paper we have developed a methodology for estimating parameters in structured algal population model with the aggregation process. The initial computational results appear to be very promising. Our future e ort will focus on using this methodology in comparing output of similar models such as that developed in 3] to data available in literature 14, 21] . We have from 9] that A is an in nitesimal generator for a C 0 -semigroup T(t) that satis es kT(t)k e !t .
Using the semigroup, we consider the mild form of the equation, given by
which provides the rst step in solving (1.1). The last inequality is again an application of generalized Young's inequality. One can obtain a similar bound for the rest of the terms of F( ) and hence we can show that kF(u) ? F(v)k which establishes the desired result.
