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Abstract
We discuss some algebraic aspects of the integrable vector non-linear Schro¨dinger
hierarchies (GNLSr). These are hierarchies of zero-curvature equations constructed
from affine Kac-Moody algebras sˆlr+1. Using the dressing transformation method and
the tau-function formalism, we construct the N-soliton solutions of the GNLSr systems.
The explicit matrix elements in the case of GNLS1 are computed using level one vertex
operator representations.
1 Introduction
It is well known that the 1 + 1-dimensional non-linear Schro¨dinger (NLS) equation is in-
tegrable and possesses exact soliton solutions [1]. It has been known that many soliton
equations in 1 + 1 dimensions have integrable matrix generalizations, or more generally,
integrable multi-component generalizations. The most well-known example for the multi-
component case is the vector NLS equation, first studied by Manakov [2]. These type of
equations and their higher-order generalizations find applications in non-linear optics (for a
complete review of the most important references in the field see [3]). The multi-soliton type
solutions of these hierarchies can be obtained using diverse methods. For example, in [4] the
vector NLS equation has been studied in the framework of the inverse scattering method,
the bright and dark multi-soliton solutions and their collisions have been studied.
One of the most fascinating applications of the Kac-Moody theory and its affine Lie
algebras and their relevant groups is to exhibit hidden symmetries of soliton equations.
According to the approach of [5] a common feature of integrable hierarchies presenting soliton
solutions is the existence of some special “vacuum solutions” such that the Lax operators
evaluated on them lie in some abelian subalgebra of the associated Kac-Moody algebra. The
soliton type solutions are constructed out of those “vacuum solutions” through the so called
dressing transformation procedure. These developments lead to a quite general definition
of tau functions associated to the hierarchies, in terms of the so called “integrable highest
weight representations” of the relevant Kac-Moody algebra.
In this paper we obtain the multi-soliton solutions of the vector NLS equation using
the dressing transformation method. We believe that the group theoretical point of view of
finding the analitical results for the general case of N -soliton interactions could facilitate the
study of their properties; for example, the asymptotic behaviour of trains of N solitonlike
pulses with approximately equal amplitudes and velocities, as studied in [6]. The second
point we shoul highlight relies upon the possible relevance of the NLS tau functions to its
higher-order generalizations. We believe that the tau functions of the higher-order NLS
generalization are related somehow to the basic tau functions of the usual (vector) NLS
equations (this fact is observed for example in the case of the coupled NLS+DNLS system
[7, 8], in the second Ref. Hirota’s method has been used).
The plan is as follows. In section 2 we review the theory of the dressing transformations
and the definition of the tau-function vectors. In section 3 we present the construction of the
vector NLS equations (GNLSr) associated to the homogeneous gradation of the Kac-Moody
algebra sˆlr+1, their relevant tau functions are defined and the construction of multiple-soliton
solutions uotlined. In section 4 we present a detailed study of the GNLS1 case; the first
conserved charges are constructed in the context of this formalism and the explicit form of
the N -soliton solutions are presented. Finally, for the sake of completeness, we have included
Kac-Moody algebra notations and conventions, as well as, its well known theory of integrable
highest weight representations, and level one homogeneous vertex operator representations
(see appendices A, B, C). Some of the details regarding the matrix elements appear in the
appendices D, E and F.
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2 Dressing Transformations
Consider a non linear system which can be formulated in terms of a system of first-order
differential equations
LNΨ =0, (2.1)
where LN are Lax operators of the form
LN =
∂
∂tN
−AN (2.2)
and the variables tN are the various “times” of the hierarchy.
Then, the equations of the hierarchy are equivalent to the integrability or zero curvature
conditions of (2.1),
[LN , LM ] = 0. (2.3)
Therefore the Lax operators are of the form of a pure gauge
AN =
∂Ψ
∂tN
Ψ−1. (2.4)
The type of integrable hierarchy considered here is based on a Kac-Moody algebra ĝ
furnished with an integer gradation labelled by a vector s = (so, s1, ..., sr) of r + 1 non-
negative co-prime integers such that
ĝ =
⊕
i∈ZZ
ĝi(s) and [ĝi(s) , ĝj(s)] ⊆ ĝi+j(s). (2.5)
The connections we consider are of the form
AN =
l∑
i=0
AN,i where AN,i ∈ ĝi(s). (2.6)
The “dressing transformations” are non local gauge transformations on AN which main-
tain their form and gradation [5, 9]. Each of these gauge transformations is made with the
help of two group elements Θ+ and Θ− , such that
AN → A
h
N ≡ Θ±ANΘ
−1
± + ∂NΘ±Θ
−1
± (2.7)
or
AhN =
∂(Θ±Ψ)
∂tN
(Θ±Ψ)
−1 (2.8)
We have a residual gauge transformation in (2.8)
Ψ→ Ψh, (2.9)
where h is a constant group element. Therefore we can impose
Θ+Ψ = Θ−Ψh (2.10)
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or equivalently
Θ−1− Θ+ = ΨhΨ
−1 (2.11)
Θ−Ψ defines a new solution
Ψh = Θ−Ψ (2.12)
We admit a Gauss decomposition with respect to the gradation
ΨhΨ−1 =
(
ΨhΨ−1
)
−
(
ΨhΨ−1
)
0
(
ΨhΨ−1
)
+
(2.13)
We choose (see (2.11))
Θ− = (
(
ΨhΨ−1
)
−
)−1 (2.14)
and therefore (2.12) can be written as
Ψh = (
(
ΨhΨ−1
)
−
)−1Ψ =Θ+Ψh
−1 =
(
ΨhΨ−1
)
0
(
ΨhΨ−1
)
+
Ψh−1 (2.15)
where we used (2.10) and (2.11). Ψh in (2.15) is also a solution of the linear problem (2.2).
We shall consider solutions which belong to the orbits of the vacuum solutions.
Define
Θ−1− =
(
Ψ(vac)hΨ(vac)−1
)
−
, B−1 =
(
Ψ(vac)hΨ(vac)−1
)
0
(2.16)
N =
(
Ψ(vac)hΨ(vac)−1
)
+
and Ω = B−1N. (2.17)
Therefore the dressing transformations generated by h becomes
Ψ(vac) → Ψh = Θ−Ψ
(vac) = ΩΨ(vac)h−1. (2.18)
Denote by | λi > the state of highest weight of a fundamental representation such that
si 6= 0.
Define the tau-function vector [5]
τi(t
±) =
(
Ψ(vac)hΨ(vac)−1
)
|λi〉
= Θ−1− B
−1 |λi〉 , i = 0, 1, ..., r; si 6= 0. (2.19)
Note that N | λi >=| λi > and
τ
(0)
i (t
±) = B−1 |λi〉 = |λi〉 τ̂
(0)
i (t
±), (2.20)
since | λi > is an eigenstate of the sublagebra ĝo(s). Then
τ̂
(0)
i (t
±) = 〈λo|
[
Ψ(vac)hΨ(vac)−1
]
(o)
|λo〉 , (2.21)
Using (2.19) we obtain
Θ−1− |λi〉 =
τi(t
±)
τ̂
(0)
i (t
±)
(2.22)
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3 The τ function and the N soliton solution for GNLSr
The GNLSr model is constructed for example in [10], where it was studied in the framework
of the Zakharov-Shabat formalism and the context of hermitian symmetric spaces. In [11] an
affine Lie algebraic foundation (loop algebra g ⊗C[λ, λ−1] of g) for GNLSr was given. Here
instead we will consider the full Kac-Moody algebra ŝl(r + 1) with homogeneous gradation
s = (1,
r−zeros︷ ︸︸ ︷
0, 0, ..., 0), (3.1)
and a semisimple element E(l).
The connections are given by
A1 ≡ A = E
(1) +
r∑
i=1
Ψ+i E
(0)
βi
+
r∑
i=1
Ψ−i E
(0)
−βi
+ ν1C, (3.2)
A2 ≡ B = E
(2) +
r∑
i=1
Ψ+i E
(1)
βi
+
r∑
i=1
Ψ−i E
(1)
−βi
+
r∑
i=1
∂xΨ
+
i E
(0)
βi
−
r∑
i=1
∂xΨ
−
i E
(0)
−βi
−
r∑
i=1
Ψ+i Ψ
−
i βi.H
(0) −
r∑
i,j=1
Ψ+i Ψ
−
i ǫ (βi, βj)E
(0)
βi−βj
+ ν2C, (3.3)
where Ψ+i , Ψ
−
i , ν1 and ν2 are the fields of the model.
We have
E(l) = 2
µr.H
(l)
α2r
,
[
D,E(l)
]
= lE(l) (3.4)
where µr is a fundamental weight and αa are the simple roots of the sl(r + 1) algebra. The
βi are the positive roots defined by
βi = αi + αi+1 + ...+ αr, with α
2
i = 2, (3.5)
and Hi being the generators of the cartan subalgebra in the Weyl-Cartan basis. We need
also some relations in the Chevalley basis
E =
1
r + 1
(
r∑
a=1
aH(o)a
)
, with Ha = αa.H
(o)
µr =
1
r + 1
(
r∑
a=1
aαa
)
, βa.H = Ha + ...+Hr, a = 1, ..., r (3.6)
[
E(m),H(n)a
]
=
m
r + 1
r∑
a=1
aηabCδm,−n,[
E(m), E
(n)
±βi
]
= ±E
(m+n)
±βi
,[
H(m)a , E
(n)
±βi
]
= ±
(
r∑
b=i
Kba
)
E
(m+n)
±βi
,
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where
ηab =
2
α22
Kab = ηba and Kab = 2
αa · αb
α2b
· (3.7)
The potentials are in the subspaces
A1 ∈ ĝo(s) + ĝ1(s), A2 ∈ ĝo(s) + ĝ1(s) + ĝ2(s) (3.8)
The zero curvature condition [∂t −B , ∂x − A] = 0 gives the following system of equations
∂tΨ
+
i = ∂
2
xΨ
+
i − 2
 r∑
j=1
Ψ+j Ψ
−
j
Ψ+i ,
∂tΨ
−
i = −∂
2
xΨ
−
i + 2
 r∑
j=1
Ψ+j Ψ
−
j
Ψ−i , (3.9)
∂tν1 − ∂xν2 = 0.
The system of equations for the Ψ±j fields in (3.9), supplied with a convenient complex-
ification of the time variable and the fields, are related to the well known integrable vector
non-linear Schro¨dinger equation (vector NLS) [2, 4, 12].
Let us now study the vacuum solutions and dressing transformations. Let us note that
Ψ±i = ν1 = ν2 = 0 is a solution of equations (3.9). Therefore from (3.3) we have the
connections
A
(vac)
1 ≡ A
(vac) = E(1), A
(vac)
2 ≡ B
(vac) = E(2), (3.10)
These connections can be obtained from A
(vac)
N = ∂tNΨΨ
−1 from the group element
Ψ(vac) = exE
(1)+tE(2)+X , (3.11)
where
X =
+∞∑
n=3
tnE
(n), tn are real parameters. (3.12)
The connections in the vacuum orbit are given by
A = Θ−E
(1)Θ−1− + ∂xΘ−Θ
−1
− (3.13)
= M−1NE(1)N−1M −M−1∂xM +M
−1∂xNN
−1M,
B = Θ−E
(2)Θ−1− + ∂tΘ−Θ
−1
− (3.14)
= M−1NE(2)N−1M −M−1∂tM +M
−1∂tNN
−1M,
with
Θ− = exp
(∑
n>0
σ−n
)
, M = exp (σo) , N = exp
(∑
n>0
σn
)
(3.15)
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In the present case the gradation operator is Qs = D with
[D, σn] = nσn. (3.16)
We can relate the fields Ψ±i , ν1 and ν2 with some of the components of σn. We have
A = E(1) +
[
σ−1, E
(1)
]
+ terms of negative grade. (3.17)
= M−1
(
E(1) − ∂xM.M
−1 + ∂xσ1
)
M + terms of grade > 1 (3.18)
B = E(2) +
[
σ−1, E
(2)
]
+
[
σ−2, E
(2)
]
+
1
2
[
σ−1,
[
σ−1, E
(2)
]]
+ (3.19)
terms of negative grade
= M−1
(
E(2) − ∂tM.M
−1 + ∂tσ1 + ∂tσ2 + [σ1, ∂tσ1]
)
M+
terms of grade > 2
In (3.17) the term of degree −1 must vanish and therefore
∂xσ−1 +
[
σ−2, E
(1)
]
+
1
2
[
σ−1,
[
σ−1, E
(1)
]]
= 0, (3.20)
Denote (consistently with (3.17))
σ−1 = −
r∑
i=1
Ψ+i E
(−1)
βi
+
r∑
i=1
Ψ−i E
(−1)
−βi
+
r∑
a=1
σa−1H
(−1)
a , (3.21)
σ−2 =
r∑
i=1
σ+i−2E
(−2)
βi
+
r∑
i=1
σ−i−2E
(−2)
−βi
+
r∑
a=1
σa−2H
(−2)
a ,
and therefore from (3.20) we obtain
∂xσ
a
−1 =
r∑
i=1
Ψ+i Ψ
−
i , a, i = 1, ...r.
σ+i−2 = −∂xΨ
+
i +
1
2
r∑
a=1
σa−1Ψ
+
i
(
r∑
b=i
Kba
)
, (3.22)
σ−i−2 = −∂xΨ
+
i +
1
2
r∑
a=1
σa−1Ψ
−
i
(
r∑
b=i
Kba
)
,
Substitution of σ−1, σ−2 in (3.17) and (3.19) we obtain
ν1 = −
1
r + 1
r∑
a,b=1
a.ηabσ
b
−1,
6
ν2 = −
2
r + 1
r∑
a,b=1
a.ηabσ
b
−2. (3.23)
The σ−n ’s with the higher gradations are used to cancel out the undesired componentes.
One of the tau-function vectors is given by
τo (x, t) =
[
Ψ(0)hΨ(0)−1
]
|λo〉 (3.24)
= Θ−1− M
−1 |λo〉 , (3.25)
where h is a particular constant element of ŝl(r + 1).
Then we have
exp
(
−
∑
n>0
σ−n
)
exp (−σo) |λo〉 =
[
Ψ(0)hΨ(0)−1
]
|λo〉 . (3.26)
We want to express the fields Ψ±i in terms of some tau functions, which are some matrix
elements in a appropriate representation of ŝl(r + 1).
We can write down
σo =
r∑
a=1
σ+ao E
(0)
αa
+
r∑
a=1
σ−ao E
(0)
−αa +
r∑
a=1
σaoH
(0)
a + ηC (3.27)
or
σo =
r∑
i=1
σ+io .ei +
r∑
i=1
σ−io .fi +
r∑
a=1
σao .ha + ηC, (3.28)
where ei and fi (i = 0...r) are the generators in the Chevalley basis and { hi , D} generates
the Cartan subalgebra.
We have (see Appendix A)
hi |λo〉 = 0, fi |λo〉 = 0, ei |λo〉 = 0 and C |λo〉 = |λo〉 , i = 1, 2, ...r (3.29)
Therefore the zero gradation of (3.26) is
exp (−σo) |λo〉 =
[
Ψ(0)hΨ(0)−1
]
(o)
|λo〉 , (3.30)
and the left hand side can be written as
exp (−σo) |λo〉 = |λo〉 τ̂
(o) (x, t) (3.31)
with τ̂ (0) a real function given by the matrix element
τ̂ (o) (x, t) = 〈λo|
[
Ψ(0)hΨ(0)−1
]
(o)
|λo〉 . (3.32)
Then the term with grade (-1) in (3.26) is
− σ−1 |λo〉 =
[
Ψ(0)hΨ(0)−1
]
(−1)
|λo〉
τ̂ (o) (x, t)
(3.33)
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or (
−
r∑
i=1
Ψ+i E
(−1)
βi
+
r∑
i=1
Ψ−i E
(−1)
−βi
+
r∑
a=1
σa−1H
(−1)
a
)
|λo〉 =
−
[
Ψ(0)hΨ(0)−1
]
(−1)
|λo〉
τ̂ (o) (x, t)
, (3.34)
Using the commutation rules for the relevant Kac-Moody algebra elements we have
Ψ+i =
τ+i
τ̂ (o)
and Ψ−i = −
τ−i
τ̂ (o)
, (3.35)
where the tau functions are defined by
τ+i ≡ 〈λo|E
(1)
−βi
[
Ψ(0)hΨ(0)−1
]
(−1)
|λo〉 , (3.36)
τ−i ≡ 〈λo|E
(1)
βi
[
Ψ(0)hΨ(0)−1
]
(−1)
|λo〉 , (3.37)
and
τ̂ (o) ≡ 〈λo|
[
Ψ(0)hΨ(0)−1
]
(o)
|λo〉 . (3.38)
In order to obtain the first non trivial solutions of (3.9) let us consider
h = eaFj , Fj =
+∞∑
n=−∞
νnj E
(−n)
−βj
, where νj and a are real parameters. (3.39)
with Fj being an eigenvector under the adjoint action of the generator E
(n), that is[
xE(1) + tE(2) +X,Fj
]
= − [νj (x+ νjt) + νj]Fj , (3.40)
where
νj =
+∞∑
n=3
znν
n
j ;
denoting ϕj = νj (x+ νjt) + νj one can write[
Ψ(0)hΨ(0)−1
]
= exp
(
e−ϕjaFj
)
(3.41)
= 1 + e−ϕjaFj ,
where we have used the fact that F nj = 0, for n ≥ 2, that is, Fj are nilpotent (see Appendix
B for more details)
The tau function τ̂ (o) becomes
τ̂ (o) = 〈λo|
(
1 + e−ϕjaFj
)
|λo〉 = 1,
since
〈λo|E
(o)
−βi
|λo〉 = 0.
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For the tau function τ+i we have
τ+i = 〈λo|
[
E
(1)
−βi
exp
(
e−ϕj .a
+∞∑
n=−∞
νnj E
(−n)
−βi
)]
(o)
|λo〉
= 〈λo|
[
E
(1)
−βi
e−ϕj .a
+∞∑
n=−∞
νnj E
(−n)
−βi
]
(o)
|λo〉 ,
as
[
E
(1)
−βi
, E
(−n)
−βj
]
= 0 and E
(1)
−βi
|λo〉 = 0, it follows
τ+i = 0.
Now
τ−i = 〈λo|
[
E
(1)
βi
e−ϕj .a
+∞∑
n=−∞
νnj E
(−n)
−βi
]
(o)
|λo〉 ,
if i 6= j the last expression becomes
τ−i = 〈λo|E
(0)
βi−βj
e−ϕj .aνj |λo〉 = 0,
then
τ−i = aδije
−ϕj .νj 〈λo|E
(1)
βi
E
(−1)
−βi
|λo〉 ;
the matrix element can be written as
〈λo|
{
r∑
a=1
H(0)a + C + E
(−1)
−βi
E
(1)
βi
}
|λo〉 .
Then it follows
τ−i = δij .a.νj.e
−ϕj ,
and therefore we obtain the solution
Ψ+i = 0, Ψ
−
i = −δij .a.νj.e
−ϕj . (3.42)
We can also make the choice
h = eb.Gj , with Gj =
+∞∑
n=−∞
ρnjE
(−n)
βi
, ρj being a real parameter.
with Gj a new eigenvector of the adjoint action of E
(l).[
xE(1) + tE(2) +X , Gj
]
=
(
ρj (x+ ρjt) + ρj
)
Gj,
with
ρj =
+∞∑
n=3
znρ
n
j .
As in the previous case [
Ψ(0)hΨ(0)−1
]
= exp (eηjbGj)
9
= 1 + eηjbGj , (3.43)
where Gnj = 0 for n ≥ 2. Denoting ηj = ρj (x+ ρjt) + ρj, and performing a similar
calculations as in the previous case, one gets
τ̂ (o) = 1, τ−i = 0 and τ
+
i = δij .b.ρj.e
ηj ,
and therefore we have a new solution of the form
Ψ−i = 0, Ψ
+
i = δij .b.ρj.e
ηj . (3.44)
Consider now the product
h = eaj1Fj1ebj2Gj2 , j1, j2 = 1, 2, ...r, (3.45)
where
Fj1 =
+∞∑
n=−∞
νnj1E
(−n)
−βj1
, Gj2 =
+∞∑
n=−∞
ρnj2E
(−n)
βj2
; aj1, bj2 real parameters.
Let us note that Fj1 and Gj2 are associated to positive and negative roots respectively.
Therefore[
Ψ(0)hΨ(0)−1
]
=
(
1 + e−ϕj1aj1Fj1
)
(1 + eηj2 bj2Gj2)
= 1 + e−ϕj1aj1Fj1 + e
ηj2 bj2Gj2 + aj1bj2e
−ϕj1 eηj2Fj1Gj2, (3.46)
with ϕj1 = νj1 (x+ νj1t) + νj1 and ηj2 = ρj2 (x+ ρj2t) + ρj2. The corresponding tau
function are
τ̂ (o) = 1 + δj1,j2aj1bj2Cj1,j2e
−ϕj1 eηj2 , Cj1,j2 =
νj1 .ρj2
(νj1 − ρj2)
2 , (3.47)
τ+i = 〈λo|E
(1)
−βi
bj2e
ηj2Gj2 |λo〉 (3.48)
= δi,j2bj2ρj2e
ηj2 ,
and
τ−i = δi,j2aj1νj1e
−ϕj1 . (3.49)
In Appendix D we outline the form of the corresponding matrix elements. We therefore
obtain
Ψ+i =
δi,j2bj2ρj2e
ηj2
1 + δj1,j2aj1bj2Cj1,j2e
−ϕj1 eηj2
, Ψ−i = −
δi,j2aj1νj1e
−ϕj1
1 + δj1,j2aj1bj2Cj1,j2e
−ϕj1eηj2
· (3.50)
If j16=j2 in (3.47) we recover the solution (3.42) and (3.44). Therefore in order to have
one-soliton solutions we must have j1 = j2 = i and therefore a solution of the system of
equations (3.9) is
Ψ+i =
biρie
ηi
1 + aibiCi,ie−ϕieηi
, Ψ−i = −
aiνie
−ϕi
1 + aibiCi,ie−ϕieηi
· (3.51)
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In order to study the N -soliton solution consider the following group element
h = ea1Fi1 ...eaNFiN eb1Gj1 ...ebNGjN , (3.52)
where
Fjl =
+∞∑
n=−∞
νnl E
(−n)
−βjl
, Gjl =
+∞∑
n=−∞
ρnl E
(−n)
βjl
, l = 1, 2, ...N ; il, jl = 1, 2, ...r;
al, bl, νl and ρl are real parameters.
where
ϕl = νl (x+ νlt) + ν l , ηl = ρl (x+ ρlt) + ρl , l = 1, 2, ..., N.
Then [
Ψ(0)hΨ(0)−1
]
=
(
1 + e−ϕ1a1Fi1
)
...
(
1 + e−ϕNaNFiN
)
(1 + eη1b1Gj1) ...
(1 + eηN bNGjN ) , (3.53)
Using (3.36), (3.37) and (3.38) we calculate the corresponding tau functions. Denoting
Ail ≡ alνl.e
−ϕl, Bjl ≡ bllρle
ηl , (3.54)
we have
τ̂ (o) = 〈λo|
(
Ψ(0)hΨ(0)−1
)
|λo〉
τ̂ (o) = 1 +
〈λo| {
N∑
n=1
∑
1≤l1<l2<...<lN≤N
(
Ail1 ...Ailn
) (
Fil1 ...Filn
) ∑
1≤k1<k2<...<kn≤N
(
Bjk1 ...Bjkn
)
(
Gjk1 ...Gjkn
)
} |λo〉 (3.55)
= 1 +
N∑
n=1
∑
1≤l1<l2<...<ln≤N, 1≤k1<k2<...<kn≤N
Cil1 ...iln ,jk1 ...jknAil1 ...AilnBjk1 ...Bjkn , (3.56)
where the coefficients are given by the matrix elements
Cil1 ...iln ,jk1 ...jkn = 〈λo|Fil1 ...FilnGjk1 ...Gjkn |λo〉 , (3.57)
Similarly
τ±i = 〈λo|E
(1)
∓βi
Ψ(0)hΨ(0)−1 |λo〉
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= 〈λo|E
(1)
∓βi
(
1 + e−ϕ1a1Fi1
)
...
(
1 + e−ϕNaNFiN
)
(1 + eη1b1Gj1) ...
(1 + eηN bNGjN ) |λo〉 , (3.58)
Therefore we obtain
τ+i =
N−1∑
n=0
∑
1≤l1<l2<...<ln≤N, 1≤k1<k2<...<kn+1≤N
C+iil1 ...iln ,jk1 ...jkn+1
Ail1 ...AilnBjk1 ...Bjkn+1 , (3.59)
τ−i =
N−1∑
n=0
∑
1≤l1<l2<...<ln+1≤N, 1≤k1<k2<...<kn≤N
C−il1 ...iln+1 ,ijk1 ...jkn
Ail1 ...AilnBjk1 ...Bjkn+1 , (3.60)
with the matrix elements given by
C+iil1 ...iln ,jk1 ...jkn+1
= 〈λo|E
(1)
−βi
Fil1 ...FilnGjk1 ...Gjkn+1 |λo〉 , (3.61)
C−il1 ...iln+1 ,ijk1 ...jkn
= 〈λo|E
(1)
βi
Fil1 ...FilnGjk1 ...Gjkn |λo〉 . (3.62)
The calculation of the corresponding matrix elements is outlined in Appendix D.
4 The example of GNLS1
The hierarchy GNLS1 has a Lax operator
L = ∂x − E
(1) −Ψ+E
(0)
+ −Ψ
−E
(0)
− − ν1C, (4.1)
where Ψ± and ν1 are the fields of the model.
The corresponding ŝl(2) algebra in the Weyl Cartan basis is[
H(m), H(n)
]
=
n
2
Cδm+n,0,[
H(n), E
(m)
±
]
= ±E
(m+n)
± , (4.2)[
E
(m)
+ , E
(n)
−
]
= 2H(m+n) + nCδm+n,0.
The equations of the hierarchy are obtained as follows
∂L
∂tN
= [BN , L] , N > 0
where
BN =
(
UH(N)U−1
)
≥0
∈ C∞ (IR, ĝ≥o (s)) ,
BN ⊂
N⊕
i=0
ĝi,
12
with U being a group element obtained by exponentiating the negative degree elements
U = exp
(∑
n>1
T (−n)
)
,
[
D, T (n)
]
= nT (n).
The first two BN are
B1 = H
(1) +Ψ+E
(0)
+ +Ψ
−E
(0)
− + ν1C, (4.3)
B2 = H
(2) +Ψ+E
(1)
+ +Ψ
−E
(1)
− − 2Ψ
+Ψ−H(0) + ∂xΨ
+E
(0)
+ −
∂xΨ
−E
(0)
− + ν2C, (4.4)
and the first equations of the hierarchy are
∂t1L = [B1, L] :
∂t1Ψ
± = ∂xΨ
±, (4.5)
∂t1ν1 = ∂xν1.
and
∂t2L = [B2, L] :
∂t2Ψ
± = ±∂2xΨ
± ∓ 2.
(
Ψ+Ψ−
)
Ψ±, (4.6)
∂t2ν1 = ∂xν2.
The system of equations for the Ψ± fields in (4.6), supplied with a convenient complexifi-
cation of the time variable and the fields, are related to the well known non-linear Schro¨dinger
equation (NLS) [13, 14]. The zero curvature condition for B1 and BN can be written as
[∂tN − BN , ∂x − B1] = 0, N = 1, 2, ... (4.7)
where BN has the general form
BN = H
(N) +
N−1∑
n=0
B
(n)
N , with B
(n)
N ∈ C
∞ (R, ĝn (shom)) . (4.8)
As Ψ± = νN = 0 is a solution of each system of equations of the hierarchy, we have
B
(vac)
1 = H
(1), B
(vac)
N = H
(N), (4.9)
such connections can be obtained with the help of BN = ∂tNΨΨ
−1 from the group element
Ψ(vac) = exp
xH(1) + tNH(N) + ∑
n=2,3,...n 6=N
tnH
(n)
 ≡ exp
 ∑
n=1,2,...
tnH
(n)
 . (4.10)
Observe that according to (4.5) we have identified t1 = x.
The connections in the vacuum orbit are given by
B1 = ΘH
(1)Θ−1 + ∂xΘΘ
−1, (4.11)
13
= M−1
(
NH(1)N−1 − ∂xMM
−1 + ∂xNN
−1
)
M,
BN = ΘH
(N)Θ−1 + ∂tNΘΘ
−1, (4.12)
=M−1
(
NH(N)N−1 − ∂tNMM
−1 + ∂tNNN
−1
)
M.
Denote
Θ = exp
(∑
n>0
σ−n
)
, M = exp (σo) , N = exp
(∑
n>0
σn
)
, (4.13)
[D, σn] = nσn,
Therefore we can relate Ψ± to some σn. For instance for N = 2 and denoting t2 = t, we
have
B1 = H
(1) + [σ−1, H
(1)] + terms of negative grade, (4.14)
= M−1
(
H(1) − ∂xMM
−1 + ∂xσ1
)
M + terms of grade > 1,
B2 = H
(2) + [σ−1, H
(2)] + [σ−2, H
(2)] +
1
2
[σ−1, [σ−1, H
(2)]]+
+ terms of negative grade. (4.15)
=M−1
(
H(2) − ∂tMM
−1 + ∂tσ1 + ∂tσ2 + [σ1, ∂tσ1]
)
M + terms of grade > 2.
Let us observe that the next term (with degree −1) in (4.14) vanishes, and therefore we
have
∂xσ−1 + [σ−2, H
(1)] +
1
2
[σ−1, [σ−1, H
(1)]] = 0. (4.16)
Denoting
σ−1 = −Ψ
+E
(−1)
+ +Ψ
−E
(−1)
− + σ
o
−1H
(−1) (4.17)
and
σ−2 = −σ
+
−2E
(−2)
+ + σ
−
−2E
(−2)
− + σ
o
−2H
(−2), (4.18)
from (4.16) we obtain
∂xσ
o
−1 = 2.Ψ
+Ψ− (4.19)
σ+−2 = −∂xΨ
+ +
1
2
σo−1Ψ
+ (4.20)
σ−−2 = −∂xΨ
− +
1
2
σo−1Ψ
−. (4.21)
Substituting these expressions for σ−1 and σ−2 in (4.14) and (4.15 ) we obtain (4.7 ) with
ν1 = −
σo−1
2
, ν1 = −σ
o
−2. (4.22)
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The σ−n ’s with higher grades are to cancel the undesired components. The term of
gradation −2 in (4.14) satisfies 1
∂xσ−2 + [σ−3, H
(1)] +
1
2
[σ−2, [σ−1, H
(1)]] +
1
2
[σ−1, [σ−2, H
(1)]] = 0, (4.23)
where
σ−3 = σ
+
−3E
(−3)
+ + σ
−
−3E
(−3)
− + σ
o
−3H
(−3).
From (4.23) we obtain
∂xσ
o
−2 = Ψ
−∂xΨ
+ −Ψ+∂xΨ
−. (4.24)
Equating to zero the terms of degree (−1) and (−2) in (4.15) we can obtain
∂tσ
o
−1 = 2
(
Ψ−∂xΨ
+ −Ψ+∂xΨ
−
)
, (4.25)
and
∂tσ
o
−2 =
2
3
Ψ+Ψ−
(
σo−1
)2
− 2∂xΨ
+∂xΨ
− −
2
3
(
Ψ+Ψ−
)2
+Ψ−∂xΨ
+ −Ψ+∂xΨ
−. (4.26)
From (4.19) and (4.25) we obtain
∂t
(
Ψ+Ψ−
)
= ∂xF [Ψ
+,Ψ−], (4.27)
where F is a functional of the fields and H1 is the first Hamiltonian given by
H1 =
∫ +∞
−∞
dx.Ψ+Ψ−.
In the same way (4.24) and (4.26) gives
∂t
(
Ψ−∂xΨ
+ −Ψ+∂xΨ
−
)
= ∂xG[Ψ
+,Ψ−], (4.28)
where G is a functional of the fields and H2 is the second Hamiltonian of GNLS1 system
given by
H2 =
∫ +∞
−∞
dx.
(
Ψ−∂xΨ
+ −Ψ+∂xΨ
−
)
. (4.29)
In this way one can construct the remaining Hamiltonians of higher order corresponding
to every σ0n (n < −2).
Let us define the tau-function vector
τ (x, t2, t3, ...) = Ψ
(vac)hΨ(vac)−1 |λo〉 , (4.30)
= Θ−1M−1 |λo〉 , (4.31)
where h is a particular element of the group ŝl(2) which generates a dressing transformation.
1we use ∂eσe−σ = ∂σ + 1
2!
[σ, ∂σ] + 1
3!
[σ, [σ, ∂σ]] + · · ·
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Therefore we have
exp
(
−
∑
n>0
σ−n
)
exp (−σo) |λo〉 = Ψ
(vac)hΨ(vac)−1 |λo〉 , (4.32)
and then one can write
σo = σ
o
oH + σ
+
o E
(o)
+ + σ
−
o E
(o)
− + ηC, (4.33)
or
σo = σ
o
oh1 + σ
+
o e1 + σ
−
o f1 + ηC,
where we have used h1 |λo〉 = 0, f1 |λo〉 = 0 and C |λo〉 = |λo〉 . In this way the zero
gradation of expression (4.32) is
exp (−σo) |λo〉 =
(
Ψ(vac)hΨ(vac)−1
)
(o)
|λo〉 , (4.34)
which can be rewritten as
exp (−σo) |λo〉 = |λo〉 τ̂
(o) (x, t)
where τ̂ (o) (x, t) is a function of x and the times tn given by the following matrix element
τ̂ (o) (x, t) = 〈λo|
(
Ψ(vac)hΨ(vac)−1
)
(o)
|λo〉 . (4.35)
The term with degree (−1) in (4.32) becomes
(−σ−1) |λo〉 =
(
Ψ(vac)hΨ(vac)−1
)
(−1)
|λo〉
τ̂ (o) (x, t)
,
or (
−Ψ+E
(−1)
+ +Ψ
−E
(−1)
− + σ
o
−1H
(−1)
)
|λo〉 = −
(
Ψ(vac)hΨ(vac)−1
)
(−1)
|λo〉
τ̂ (o) (x, t)
, (4.36)
As H(0) |λo〉 = h1 |λo〉 = 0, E
(1)
± |λo〉 = 0 we can write
Ψ+ =
τ+
τ̂ (o)
and Ψ− = −
τ−
τ̂ (o)
, (4.37)
where
τ+ ≡ 〈λo|E
(1)
−
(
Ψ(vac)hΨ(vac)−1
)
(−1)
|λo〉 , (4.38)
τ− ≡ 〈λo|E
(1)
+
(
Ψ(vac)hΨ(vac)−1
)
(−1)
|λo〉 . (4.39)
The relations (4.35), (4.38) and (4.39) define the tau-functions of the GNLS1 system of
equations (4.6).
In order to obtain the first non trivial solution we choose
h = eF , with F =
+∞∑
n=−∞
νn1E
(−n)
− . (4.40)
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Since [
+∞∑
n=1
tnH
(n), F
]
= −
(
+∞∑
n=1
tnν
n
1
)
F, with ν1 a real parameter, (4.41)
we may obtain (
Ψ(vac)hΨ(vac)−1
)
= exp
(
e−ϕ1F
)
(4.42)
= 1 + e−ϕ1F, (4.43)
with
ϕ1 =
+∞∑
n=1
tnν
n
1 .
Where we have used the property F n = 0, for n ≥ 2. The tau functions become
τ (o) = 〈λo|
(
1 + e−ϕ1E
(o)
−
)
|λo〉 = 1,
τ+ = 〈λo|E
(1)
− e
−ϕ1ν1E
(−1)
− |λo〉 = 0,
τ− = 〈λo|E
(1)
+ e
−ϕ1ν1E
(−1)
− |λo〉 (4.44)
= ν1e
−ϕ1 〈λo|
(
2H(0) + C
)
|λo〉 (4.45)
= ν1e
−ϕ1 . (4.46)
Using (4.37) we obtain the following solution of the Eqs. (4.6)
Ψ+ = 0 e Ψ− = −ν1e
−ϕ1 . (4.47)
Now let us choose
h = eG, G =
+∞∑
n=−∞
ρn1E
(−n)
+ , ρ1 is a real parameter. (4.48)
Since
[
+∞∑
n=1
tnH
(n), G] =
(
+∞∑
n=1
tnρ
n
1
)
G,
we obtain (
Ψ(vac)hΨ(vac)−1
)
= exp (eη1G) (4.49)
= 1 + eη1G, with η1 =
+∞∑
n=1
tnρ
n
1 , (4.50)
where we used Gn = 0, n ≥ 2. Therefore the tau functions become
τ̂ (o) = 〈λo|
(
1 + eη1E
(o)
+
)
(o)
|λo〉 = 1,
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τ− = 〈λo|
(
E
(1)
+ e
η1ρ1E
(−1)
+
)
(o)
|λo〉 = 0,
τ+ = 〈λo|E
(1)
− e
η1ρ1E
(−1)
+ |λo〉 = ρ1e
η1 ,
and the corresponding solutions
Ψ− = 0 and Ψ+ = ρ1e
η1 . (4.51)
In order to obtain one-soliton solutions, let us choose
h = eaF ebG, where F and G are given in (4.40) and (4.48) (4.52)
with a and b real parameters.
Then
Ψ(vac)hΨ(vac)−1 = exp
(
e−ϕaF
)
exp (eηbG) (4.53)
= 1 + e−ϕaF + eηbG + e−ϕeηaFbG, (4.54)
with ϕ =
∑+∞
n=1 tnν
n and η =
∑+∞
n=1 tnρ
n. τ̂ (o). Let us compute the relevant tau functions.
The expression for τ̂ (o) becomes
τ̂ (o) = 1 + a b c e−ϕeη, (4.55)
where c is an matrix element of the following form
c = 〈λo| (FG)(o) |λo〉
= 〈λo|
 +∞∑
n,m>0
ν−n1 ρ
m
1 E
(n)
− E
(−m)
+

(o)
|λo〉
= 〈λo|
+∞∑
n,m>0
ν−n1 ρ
m
1
(
−2H(n−m) +mδn−m,oC
)
(o)
|λo〉
=
+∞∑
n=0
n
(
ρ1
ν1
)n
,
=
ν1ρ1
(ρ1 − ν1)
2 · (4.56)
where, for pedagogical reasons, we have used step by step, the properties of the integrable
highest weight representation of the algebra sˆl(2), see Appendix A (Eqs. (A.31)-(A.37)).
The computation of higher order matrix elements is performed very quickly using the vertex
operator formalism, see Appendix E.
The remaining tau functions are given by
τ+ = 〈λo|E
(1)
−
(
beηρ1E
(−1)
+
)
|λo〉
= beηρ1 〈λo|E
(1)
−
(
−2H(0) + C
)
|λo〉
= bρ1e
η (4.57)
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and
τ− = 〈λo|E
(1)
+
(
a.e−ϕν1E
(−1)
−
)
|λo〉
= a.ν1e
−ϕ. (4.58)
Thus, a one-soliton solution is
Ψ+ =
bρ1e
η
1 + a b c e−ϕeη
, (4.59)
and
Ψ− = −
a ν1e
−ϕ
1 + a b c e−ϕeη
. (4.60)
Let us write down the explicit form of this one-soliton solution. As a particular case we
set the following relations
ρ1 = −ν1, b = −a = −2 and t2n+1 = 0 (n ≥ 0), (4.61)
then the relations (4.59) and (4.60) become
Ψ+ = ν1 exp
(
ν21 t+ ν1
)
sech (ν1x) (4.62)
and
Ψ− = −ν1 exp
(
−ν21 t− ν1
)
sech (ν1x) , (4.63)
where ν1 =
∑+∞
n=2 ν
2n
1 t2n is a phase parameter as far as only the equation (4.6) of the whole
hierarchy is considered. The solutions of types (4.62) and (4.63), are known as an ‘envelope
soliton’ or ‘bright soliton’ solutions in the context of the non-linear Schro¨dinger equation
[15].
Next let us choose
h = ea1F1 ea2F2 eb1G1 eb2G2, ai, bi, νi, ρi real parameters;
with Fi =
+∞∑
n=−∞
νni E
(−n)
− and Gi =
+∞∑
n=−∞
ρni E
(−n)
+ , i = 1, 2. (4.64)
Then
Ψ(vac)hΨ(vac)−1 = 1 + e−ϕ1a1F1 + e
−ϕ2a2F2 + e
η1b1G1 + e
η2b2G2 +
eη1eη2b1G1b2G2 + e
−ϕ1e−ϕ2a1F1a2F2 + e
−ϕ1eη1a1F1b1G1 + e
−ϕ1eη2a1F1b2G2 +
e−ϕ2eη2a2F2b2G2 + e
η1e−ϕ2b1G1a2F2 + e
η1e−ϕ2eη2b1G1a2F2b2G2 +
e−ϕ1e−ϕ2eη2a1F1a2F2b2G2 + e
−ϕ1eη1e−ϕ2a1F1b1G1a2F2 +
e−ϕ1eη1eη2a1F1b1G1b2G2 + e
−ϕ1eη1e−ϕ2eη2a1F1b1G1a2F2b2G2, (4.65)
with
ϕi =
+∞∑
n=1
νni tn, ηi =
+∞∑
n=1
ρni tn, i = 1, 2.
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The corresponding tau functions are
τ̂ (o) = 1 + e−ϕ1eη1a1b1 〈λo|F1G1 |λo〉+ e
−ϕ1eη2a1b2 〈λo|F1G2 |λo〉+
e−ϕ2eη2a2b2 〈λo|F2G2 |λo〉+ e
η1e−ϕ2b1a2 〈λo|G1F2 |λo〉+
e−ϕ1eη1e−ϕ2eη2a1b1a2b2 〈λo|F1G1F2G2 |λo〉 , (4.66)
τ+ = eη1b1 〈λo|E
(1)
− G1 |λo〉+ e
η2b2 〈λo|E
(1)
− G2 |λo〉+
e−ϕ1eη1eη2a1b1b2 〈λo|E
(1)
− F1G1G2 |λo〉+
eη1e−ϕ2eη2b1a2b2 〈λo|E
(1)
− G1F2G2 |λo〉 (4.67)
and
τ− = e−ϕ1a1 〈λo|E
(1)
+ F1 |λo〉+ e
−ϕ2a2 〈λo|E
(1)
+ F2 |λo〉+
e−ϕ1e−ϕ2eη2a1a2b2 〈λo|E
(1)
+ F1F2G2 |λo〉+
e−ϕ1eη1e−ϕ2a1b1a2 〈λo|E
(1)
+ F1G1F2 |λo〉 . (4.68)
Notice that only some terms of the expansionΨ(vac)hΨ(vac)−1 contribute to the tau functions.
For example the terms 〈λo|Fi |λo〉 , 〈λo|Gi |λo〉 , 〈λo|FiGjFk |λo〉 and 〈λo|GiFjGk |λo〉 do not
contribute to the computation of τ̂ (o), since these matrix elements vanish.
In particular let us consider ρi = −νi, bi = −ai = −2 and t2n+1 = 0, then
τ+ = a1ν1e
ϕ̂1 + a2ν2e
ϕ̂2 + a1a
2
2∆1e
ϕ̂1e−ϕ2eϕ̂2 + a21a2∆2e
−ϕ1eϕ̂1eϕ̂2, (4.69)
τ− = a1ν1e
−ϕ1 + a2ν2e
−ϕ2 + a1a
2
2∆1e
−ϕ1e−ϕ2eϕ̂2 + a21a2∆2e
−ϕ1eϕ̂1e−ϕ2 , (4.70)
where
ϕ̂i = −νi (x− νit) + νi, (4.71)
ϕi = νi (x+ νit) + νi, (4.72)
∆i =
νi
4
(
ν1 − ν2
ν1 + ν2
)2
, i = 1, 2;
now let us choose a1 and a2 such that
νi = a
2
j∆i, (i 6= j) ,
then
a1 = a2 ≡ a = 2
(
ν1 − ν2
ν1 + ν2
)
.
Let us remark that the parameters νi are some phase parameters if only the equations (4.6)
of the hierarchy are to be considered. With this choice of parameters the τ̂ (o) function turns
out to be
τ̂ (o) = e−(ν1+ν2)x{
4
a2
(e(ν1−ν2)x + e−(ν1−ν2)x) + e(ν1+ν2)x + e−(ν1+ν2)x +
4
ν1ν2
(ν1 − ν2)
2 (e
(ν21−ν22)t+(ν1−ν2) + e−(ν
2
1−ν
2
2)t−(ν1−ν2)}. (4.73)
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Therefore the fields Ψ+and Ψ− become
Ψ± = ±ae±[(ν
2
1+ν
2
2)t+(ν1+ν2)]·
e∓(ν
2
1 t+ν1)ν2 cosh (ν1x) + e
∓(ν22t+ν2)ν1 cosh (ν2x)
4
a2
cosh [(ν1 − ν2) x] + cosh [(ν1 + ν2) x] + 4
ν1ν2
(ν1−ν2)
2 cosh [(ν21 − ν
2
2) t+ (ν1 − ν2)]
, (4.74)
which are the two-soliton solutions of (4.6) or the two-soliton solutions (after relevant com-
plexification) of the corresponding non-linear Schro¨dinger equation [16].
Regarding the solutions of the equations of higher order of the hierarchy (4.7), we may
argue that the same solutions, 1-soliton (4.59)-(4.60) and 2-soliton constructed with the tau
functions (4.66), (4.67) and (4.68) satisfying (4.6) should satisfy the higher order equations
of the hierarchy GNLS1, each equation with its corresponding time scale tn. This behaviour is
also observed in the study of the KdV system using the perturvative reduction and multiple
time scaling approach [17].
4.1 N-soliton solutions
The generalization for a N-soliton solution can be made choosing
h = ea1F1 ...eaNFN eb1G1 ... ebNGN , (4.75)
where
Fi =
+∞∑
n=−∞
νni E
(−n)
− , Gi =
+∞∑
n=−∞
ρni E
(−n)
+ , i = 1, 2, ..., N (4.76)
with ai, bi, νi and ρi are real parameters . (4.77)
The following expression plays an important role in the construction af the tau functions
Ψ(vac)hΨ(vac)−1 =
(
1 + a1e
−ϕ1F1
)
(1 + b1e
η1G1) ...
(
1 + aNe
−ϕNFN
)
(1 + bNe
ηNGN) ,
(4.78)
where
ϕi =
+∞∑
n=1
νni tn, ηi =
+∞∑
n=1
ρni tn, i = 1, 2, ..., N ;
the parameters νi and ρi will characterize each soliton.
It will be convenient to write the various Fi and Gi in terms of the vertex operators (see
Appendix C)
Fi −→ νiΓ− (νi) , Gi −→ ρiΓ+ (ρi) , (4.79)
then
Ψ(vac)hΨ(vac)−1 =
(
1 + a1ν1e
−ϕ1Γ− (ν1)
)
(1 + b1ρ1e
η1Γ+ (ρ1)) ...(
1 + aNνNe
−ϕNΓ− (νN)
)
(1 + bNρNe
ηNΓ+ (ρN)) .
Denoting
An ≡ anνne
−ϕn , Bn ≡ bnρne
ηn ,
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we may compute the relevant tau functions
τ̂ (o) = 1 + 〈λo|
N∑
n=1∑
1≤i1<i2<...<in≤N
Ai1 ...AinΓ− (νi1) ...Γ− (νin)
∑
1≤j1<j2<...<jn≤N
Bj1...BjnΓ+ (ρj1) ...Γ− (ρjn) |λo〉 .
We are using some properties of the product of vertex operators acting on |λo〉 and its
dual 〈λo| (see Appendix B and C). Then
τ̂ (o) = 1 +
N∑
n=1
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn≤N
Ai1 ...AinBj1...Bjn · (4.80)
[
∏
1≤l<m≤n
(νil − νim)
2 (ρjl − ρjm)
2 ǫ (αil , αim) ǫ (αjl, αjm)] · (4.81)
[
∏
1≤l≤m<n
(νil − ρjm)
2 ǫ (αil , αjm)]
−1. (4.82)
Denoting
ǫ (αil , αim) = ǫ (−α,−α) ≡ ǫ (−,−) ,
ǫ (αjl, αjm) = ǫ (α, α) ≡ ǫ (+,+) ,
ǫ (αil, αjm) = ǫ (−α, α) ≡ ǫ (−,+) ,
and using the properties of the cocycles in the case of ŝl(2) [18]
ǫ (+,+) = ǫ (−,−) = −1, (4.83)
ǫ (+,−) = ǫ (−,+) = 1, (4.84)
we can write
τ̂ (o) = 1 +
N∑
n=1
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn≤N
Ai1 ...AinBj1...Bjn · (4.85)
[
∏
1≤l<m≤n
(νil − νim)
2 (ρjl − ρjm)
2][
∏
1≤l≤m≤n
(νil − ρjm)
2]−1 (4.86)
and
τ± =
1
2πi
∮
dz.z 〈λo|Γ∓ (z)
(
1 + a1ν1e
−ϕ1Γ− (ν1)
)
(1 + b1ρ1e
η1Γ+ (ρ1)) · · · (4.87)(
1 + aNνNe
−ϕNΓ− (νN)
)
(1 + bNρNe
ηNΓ+ (ρN )) |λo〉 . (4.88)
According to Eq C.15, in order to have non vanishing terms, we must have equal number of
operators Γ+ and Γ− inside the states 〈λo| and |λo〉, then
τ± =
1
2πi
∮
dz.z
N∑
n=1
Am11 ...A
mN
N B
n1
1 ...B
nN
N 〈λo|Γ∓ (z) Γ
m1
− (ν1) ...Γ
mN
− (νN) · (4.89)
Γn1+ (ρ1) ...Γ
nN
+ (ρN) |λo〉 , (4.90)
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where the exponents satisfy the following relations
N∑
i=1
mi ± 1 =
N∑
i=1
ni = n (4.91)
mi, ni = 0, 1. (4.92)
Reordering the operators we may write
τ+ =
1
2πi
∮
dν.ν
N−1∑
n=0
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn+1≤N
Ai1 ...AinBj1...Bjn+1 (4.93)
〈λo|Γ− (ν) Γ− (νi1) ...Γ− (νin) Γ+ (ρj1) ...Γ+
(
ρjn+1
)
|λo〉 , (4.94)
=
1
2πi
N−1∑
n=0
∑
1≤i1<i2<...<in≤N 1≤j1<j2<...<jn+1≤N
∮
dν.ν
 ∏
0<l≤n
ǫ (−α, αil) (ν − νil)
2
(4.95)
 ∏
0<m≤n+1
ǫ (−α, αjm) (ν − ρjm)
2
−1Ai1 ...AinBj1...Bjn+1 (4.96) ∏
0≤l<m≤n
ǫ (αil, αim) (νil − νim)
2
 ·
 ∏
0≤l<m≤n+1
ǫ (αjl, αjm) (ρjl − ρjm)
2
 (4.97)
 ∏
1≤l≤m≤n+1, l 6=n+1
ǫ (αil , αjm) (νil − ρjm)
2
−1 · (4.98)
In Appendix F we show that the contour integration in the variable ν is equal to 2πi for
any value of n. Then,
τ+ =
N−1∑
n=0
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn+1≤N
Ai1 ...AinBj1...Bjn+1
 ∏
1≤l<m≤n
ǫ (αil , αim) (νil − νim)
2
 ·
 ∏
1≤l<m≤n+1
ǫ (αjl, αjm) (ρjl − ρjm)
2
 .
 ∏
0<l≤n
ǫ (−α, αil)
 ·
 ∏
1≤l≤m≤n+1
ǫ (αil, αjm) (νil − ρjm)
2
−1 ∏
0<m≤n+1
ǫ (−α, αjm)
−1 ·
Likewise we have
τ− =
1
2πi
∮
dρ.ρ
N−1∑
n=0
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn+1≤N
Bi1 ...BinAj1...Ajn+1 .
〈λo|Γ+ (ρ) Γ+ (ρi1) ...Γ+ (ρin) Γ− (νj1) ...Γ−
(
νjn+1
)
|λo〉
=
1
2πi
N−1∑
n=0
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn+1≤N
∮
dρ.ρ
 ∏
0<l≤n
ǫ (α, αil) (ρ− ρil)
2

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 ∏
0<m≤n+1
ǫ (α, αjm) (ρ− νjm)
2
−1Bi1 ...BinAj1 ...Ajn+1 ∏
1≤l<m≤n
ǫ (αil , αim) (ρil − ρim)
2
 ·
 ∏
1≤l<m≤n+1
ǫ (αjl, αjm) (νjl − νjm)
2

 ∏
1≤l≤m≤n+1, l 6=n+1
ǫ (αil, αjm) (ρil − νjm)
2
−1 ,
the contour integration in ρ is also equal to 2πi ( see Appendix F) for any value of n.
Therefore
τ− =
N−1∑
n=0
∑
1≤i1<i2<...<in≤N, 1≤j1<j2<...<jn+1≤N
Bi1 ...BinAj1...Ajn+1
 ∏
1≤l<m≤n
ǫ (αil , αim) (ρil − ρim)
2
 ·
 ∏
1≤l<m≤n+1
ǫ (αjl, αjm) (νjl − νjm)
2
 ∏
0<l≤n
ǫ (α, αil)
 ·
 ∏
1≤l≤m≤n+1
ǫ (αil, αjm) (ρil − νjm)
2
−1 ∏
0<m≤n+1
ǫ (α, αjm)
−1 ·
Similar expressions were found by Kac and Wakimoto [19] in the context of their gener-
alized Hirota equations approach.
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A Appendix: The “untwisted” Kac-Moody algebras
and their integrable highest-weight representations
We present the necessary Kac-Moody algebra notations and conventions used to construct
integrable models, as well as, the theory of the so called “highest weight integrable represen-
tations” which are useful in the construction of their soliton solutions. A complete treatment
can be found in [13, 20].
An “untwisted” Kac-Moody algebra ĝ affine to a finite Lie algebra g can be realized as
an extension of the “loop algebra” of g:
ĝ =
(
g ⊗C[z, z−1]
)
⊕CC ⊕CD, (A.1)
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where C[z, z−1] is the algebra of Laurent Polynomials in z and Cx (x = C,D) is a 1 dimen-
sional subspace. Writing an element of the loop algebra as an≡ (a⊗ z
m) , where a ∈ g and
n ∈ Z, then the algebra can be written as
[an, bm] = [a, b]n+m + δm+n,0 (a, b)mC,
[D, an] = nan (A.2)
[D,D] = [C,D] = [C,C] = [C, an] = 0, (A.3)
where (a, b) is the Killing form of g and [a, b] is the Lie bracket in g. C is the central element
of ĝ, and D is a derivative operator which induces a natural integer gradation of ĝ
ĝ =
⊕
i∈Z
ĝi,
where [D, ĝi] = iĝi. The operator D defines the so called “homogeneous gradation”.
Here let us point out that there is a natural Heisenberg subalgebra of ĝ. Introducing a
triangular decomposition of the finite algebra g = n−⊕h⊕n+, one can define an homogeneous
Heisenberg algebra as an algebra composed of the elements {h⊗ zn, C} such that
[an, bm] = δm+n,0 (a, b)mC.
In the Cartan-Weyl basis the commutation relations are given as
[Hmi , H
n
j ] = mCδijδm,−n, (A.4)
[Hmi , E
n
α] = αiE
m+n
α , (A.5)
[Emα , E
n
β ] =

ε(α, β)Em+nα+β , if α + β is a root
2
α2
α ·Hm+n + Cmδm+n,0, if α + β = 0
0 , in other case
(A.6)
[C,Emα ] = [C,H
m
α ] = 0 (A.7)
[D,Enα] = nE
n
α , [D,H
n
i ] = nH
n
i . (A.8)
In this case the Cartan subalgebra is formed by the generators {H
(0)
i , C,D} and the step
operators are:
- Enα associated to the roots a = (α, 0, n) , where α belongs to the set of roots of g and n are
integers,
- Hni associated to the roots nδ = (0, 0, n) with n 6= 0.
The positive roots are (α, 0, n) for n > 0 or n = 0 and α > 0, and among them the simple
roots being ai = (αi, 0, 0) , i = 1, ...r, and αo = (−ψ, 0, 1) with ψ the maximal root of g.
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The representation theory of the Kac-Moody algebra in terms of vertex operators usually
make use of the Cartan-Weyl basis [18], see Appendix B. Instead, to construct the so
called “integrable highest weight representations” [13, 20] of the “untwisted” affine Kac-
Moody algebra we will need the Chevalley basis commutation relations (the notations and
presentation here follow closely the Appendix of [21])
[Hma ,H
n
b ] = mCηabδm+n,0 (A.9)
[Hma , E
n
α] =
r∑
b=1
mαbKbaE
m+n
α (A.10)
[Emα , E
n
−α] =
r∑
a=1
lαaH
m+n
a +
2
α2
mCδm+n,0 (A.11)[
Emα , E
n
β
]
= (q + 1) ε(α, β)Em+nα+β ; se α + β e´ uma raiz (A.12)
[C,Emα ] = [C,H
m
α ] = 0 (A.13)
[D,Enα] = nE
n
α, [D,H
n
a ] = nH
n
a . (A.14)
where Kab = 2αa · αb/α
2
b is the Cartan matrix of the finite simple Lie algebra g associated
to ĝ and generated by {H0a, E
0
α}. ηab =
2
α2a
Kab = ηba, q is the highest positive integer such
that β − qα is a root, ε(α, β) are (±) signs determined by the Jacobi identities, lαa and m
α
a
are the integers in the expansion α/α2 =
∑r
a=1 l
α
aαa/α
2
a and α =
∑r
a=1m
α
aαa respectively,
where α1, ..., αr are the simple roots of g (r ≡ rank of g). ĝ has a symmetric non-degenerate
bilinear form which can be normalized as
Tr (Hma H
n
b ) = ηabδm+n,0
Tr
(
Emα E
n
β
)
=
2
α2
δα+β,0δm+n,0
Tr (CD) = 1.
The integer gradations of ĝ
ĝ =
⊕
n∈Z
ĝn
have been presented in [13]. The gradation operator Qs satisfying
[Qs, ĝn] = nĝn; n ∈ Z, (A.15)
is defined by
Qs = Hs +NsD + σC, Hs =
r∑
a=1
saλ
v
a ·H
0, H0 =
(
H01 , ...H
0
r
)
(A.16)
where (so, s1, ..., sr) is a n−tuple of non-negative co-prime integers, and λ
v
a ≡ 2λa/α
2
a with
λa and αa being the fundamental weights and the simple roots of g respectively. Moreover,
Ns =
r∑
i=0
sim
ψ
i , ψ =
r∑
a=1
mψaαa, m
ψ
0 ≡ 1, (A.17)
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with ψ being the maximal root of g. The value of σ is arbitrary. Therefore
[Qs,H
n
a ] = nNsH
n
a
[Qs, E
n
α] =
(
r∑
a=1
mαasa + nNs
)
Enα .
The positive and negative “step operators” of ĝ associated to the simple roots are:
ea ≡ E
0
αa
, eo ≡ E
1
−ψ, fa ≡ E
o
−αa e fo ≡ E
−1
ψ , (A.18)
and its Cartan subalgebra generated by
ha ≡ H
0
a, h0 ≡ −
r∑
a=1
lψaH
0
a +
2
ψ2
C e D, (A.19)
with lψa given above; then they satisfy
[Qs, hi] = [Qs, D] = 0; [Qs, ei] = siei; [Qs, fi] = −sifi; i = 0, 1, ..., r. (A.20)
An important class of representations of the Kac-Moody algebra are the so called “inte-
grable highest-weight representations” [13]. They are defined in terms of a highest weight
|λs〉 labelled by the gradation s of ĝ. That state is annihilated by the positive grade generators
ĝ+ |λs〉 = 0, (A.21)
and it is an eigenstate of the generators of the subalgebra ĝo
hi |λs〉 = si |λs〉 (A.22)
fi |λs〉 = 0; for any i with si = 0 (A.23)
Qs |λs〉 = ηs |λs〉 (A.24)
C |λs〉 =
ψ2
2
(
r∑
i=0
lψi si
)
|λs〉 , (A.25)
where lψi is given by
ψ
ψ2
=
r∑
a=1
lψa
αa
α2a
; lψ0 = 1. (A.26)
The eigenvalue of the central element C in the representation |λs〉 , is known as the level of
the representation
c =
ψ2
2
(
r∑
i=0
lψi si
)
, (A.27)
in particular, the “highest-weight integrable representations” with c = 1 are known as “basic
representations”.
The states of highest weight |λs〉 can be realized as
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|λs〉 ≡
r⊗
i=0
∣∣∣λ̂i〉⊗si , (A.28)
where
∣∣∣λ̂i〉 are the highest states of the fundamental representations of ĝ, and λ̂i are the
relevant fundamental weights of ĝ, . They are given by [18]
λ̂0 =
(
0,
ψ2
2
, 0
)
(A.29)
λ̂a =
(
λa,
lψaψ
2
2
, 0
)
, (A.30)
where λa, a = 1, 2..., r are the fundamental weights of the finite Lie algebra g associated to
ĝ, lψa is defined in A.26, and the corresponding components are the eigenvalues of H
0
a, C and
D respectively, viz.
H
0
a
∣∣∣λ̂0〉 = 0; C ∣∣∣λ̂0〉 = ψ2
2
∣∣∣λ̂0〉 (A.31)
H
0
b
∣∣∣λ̂a〉 = δa,b ∣∣∣λ̂a〉 ; C ∣∣∣λ̂a〉 = ψ2
2
lψa
∣∣∣λ̂0〉 (A.32)
and
D
∣∣∣λ̂i〉 = 0. (A.33)
Let us notice that in each of the r+1 fundamental representations of ĝ, the (unique) highest
weight state satisfies
hj
∣∣∣λ̂i〉 = δij ∣∣∣λ̂i〉 (A.34)
ej
∣∣∣λ̂i〉 = 0, ∀ j (A.35)
fj
∣∣∣λ̂i〉 = 0, for j 6= i (A.36)
f 2j
∣∣∣λ̂i〉 = 0. (A.37)
Then the generators ei and fi are nilpotent when acting on |λs〉 , and these are indeed,
integrable representations.
B The construction of the homogeneous vertex opera-
tors
The construction of vertex operator representations of Kac-Moody algebras can be found in
[13, 22]. The construction of the homogeneous vertex operators is based on the homogeneous
Heisenberg subalgebrah. Here we follow the construction developed in [13].
Consider
g = h
⊕(⊕
α∈∆
CEα
)
, (B.1)
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g being a simple finite Lie algebra of type Al, Dl or El, whose commutation relations are
given by
[h, h,] = 0, if h, h, ∈ h (B.2)
[h,Eα] = (h | α)Eα, if h ∈ h, α ∈ ∆ (B.3)
[Eα, E−α] = −α, if α ∈ ∆
[Eα, Eβ] = 0, if α, β ∈ ∆, α + β /∈ ∆ ∪ {0}
[Eα, Eβ] = ε (α, β)Eα+β, if α, β, α+ β ∈ ∆,
where ∆ = {α ∈ Q/(α | α) = 2} and Q is the root lattice; ( | ) is the invariant symmetric
form of g, normalized as follows:
(h | Eα) = 0, if h ∈ h, α ∈ ∆; (Eα, Eβ) = −δα,−β, if α, β ∈ ∆.
Let
ĝ = C
[
t, t−1
]
⊗C g +CC +CD, (B.4)
be an affine algebra of type A(1)n , D
(1)
n or E
(1)
n , respectively.
Consider the complex commutative associative algebra
V = S
⊕
j<0
(tj ⊗ h)
⊗C C [Q] , (B.5)
where S stands for the symmetric algebra and C [Q] stands for the group algebra of the root
lattice Q ⊂ h of g. Let α → eα denote the inclusion Q ⊂ C [Q](a base of the vector space
C [Q] is given by the elements eα, α ∈ Q, and, it is defined the twisted product of the group
algebra elements, eαeβ = ε (α, β) eα+β [23]); u(n) will stand for tn ⊗ u (n ∈ Z, u ∈ g). For
n > 0, u ∈ h, denote by u (−n) the operator on V of multiplication by u(−n) . For n ≥ 0,
u ∈ h, denote by u (n) the derivation of the algebra V defined by the formula
u(n)
(
v(−m) ⊗ eα
)
= nδn,−m (u | v)⊗ e
α + δn,0 (α | u) v
(−m) ⊗ eα (B.6)
Choosing dual bases ui and u
i of h, define the operator Do on V by the formula
Do =
l∑
i=1
1
2
ui(0)u
i(0) +
∑
n≥1
ui(−n)u
i(n)
 . (B.7)
Furthermore, for α ∈ Q, define the sign operator cα:
cα
(
f ⊗ eβ
)
= ε(α, β)f ⊗ eβ . (B.8)
Finaly, for α ∈ ∆ ⊂ Q introduce the vertex operator
Γα(z) = exp
∑
j≥1
zj
j
α(−j)
 exp
−∑
j≥1
z−j
j
α(j)
 eαzα(0)cα, (B.9)
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here z is viewed as an indeterminate. Expanding in powers of z:
Γα(z) =
∑
j∈Z
Γ(j)α z
−j−1, (B.10)
we obtain a sequence of operators Γ(j)α on V . Now we can state the result.
Theorem: The map σ : ĝ → End (V ) defined by
C −→ 1,
u(n) −→ u (n) , for u ∈ h, n ∈ Z,
E(n)α −→ Γ
(n)
α , for α ∈ ∆, n ∈ Z,
D −→ −Do, (B.11)
defines the basic representation of the affine algebra ĝ on V . End (V ) denotes the space of
the linear maps of an vector space V on itself.
The proof of this theorem is presented in [13].
C Homogeneous vertex operator calculus
Defining
Γ±α (z) = exp
∑
j≥1
α (±j)
∓j
z∓j , Γ0α(z) = e
αzα(0)cα, (C.1)
the following relations can be obtained:
Γ−α (z1)Γ
+
β (z2) = Γ
+
β (z2)Γ
−
α (z1)
(
1−
z2
z1
)(α|β)
(C.2)
and
Γ0α(z1)Γ
0
β(z2) = e
α+βz
α(0)
1 z
β(0)
2 z
(α|β)
1 cαcβε (α, β) , (C.3)
where
(
1− z2
z1
)m
, m ∈ Z, with | z2
z1
| ≤ 1.
From (C.2) and (C.3) it follows
Γα(z1)Γβ(z2) =
(
1−
z2
z1
)(α|β)
z
(α|β)
1 ε(α, β) exp
∑
j≥1
1
j
(
zj1α(−j) + z
j
2β(−j)
)
exp
−∑
j≥1
1
j
(
z−j1 α(j) + z
−j
2 β(j)
) eα+βzα(0)1 zβ(0)2 cαcβ . (C.4)
If z ≡ z1 = z2 and α = β, from (C.4) we can obtain
Γα(z)Γα(z) = 0,
or
[Γα(z)]
n = 0, for n ≥ 2. (C.5)
30
A useful formula
ΓαN (zN )ΓαN−1(zN−1)...Γα1(z1) (1⊗ 1) =
∏
1≤i<j≤N
ε(αi, αj) (zi − zj)
(αi|αj) ·
 N∏
i=1
exp
∑
j∈N
zji
j
αi(−j)
⊗ exp( N∑
i=1
αi
)
(C.6)
Proof.: We will prove by induction
for N = 1
Γα(z1) (1⊗ 1) = exp
∑
j≥1
zj1
j
α(−j) exp−
∑
j≥1
z−j1
j
α(j)eαz
α(0)
1 cα ; (C.7)
we have the following relations:
cα (1⊗ 1) = ε(α, 0)1⊗ 1, consider the convention: ε(α, 0) ≡ 1
= 1⊗ 1 (C.8)
z
α(0)
1 (1⊗ 1) = 1⊗
(
eln z1α(0)
)
1
= 1⊗ 1. (C.9)
where we used
eα (1⊗ 1) ≡ eα (1⊗ eα) = 1⊗ eα (C.10)
From (B.6) we have
u(n)
(
v(0) ⊗ eα
)
≡ u(n) (1⊗ eα) = nδn,0 (u | v)⊗ e
α + δn,0 (α | u) v
(0) ⊗ eα
then for (n > 0)
u(n) (1⊗ 1) = 0. (C.11)
Therefore
exp−
∑
j≥1
z−j1
j
α(j) (1⊗ eα) =
1−∑
j≥1
z−j1
j
α(j) + ...
 1
⊗ eα
= 1⊗ eα. (C.12)
Besides we can write
exp
∑
j≥1
zj1
j
α(−j) (1⊗ eα) =
∑
j≥1
zj1
j
α(−j)⊗ eα,
thus
Γα1(z1) (1⊗ 1) =
exp∑
j≥1
zj1
j
α1(−j)
⊗ eα1 , (C.13)
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which is equal to the equation (C.6) for N = 1.
Now, let us assume that (C.6) is true for a given N , and we will write (C.6) as
ΓαN (zN)ΓαN−1(zN−1)...Γα1(z1) (1⊗ 1) =
∏
1≤i<j≤N
ε(αi, αj) (zi − zj)
(αi|αj) ·
 N∏
i=1
exp
∑
j∈N
zji
j
αi(−j)
 exp( N∑
i=1
αi
)
(1⊗ 1) . (C.14)
Multiplying (C.14) by ΓαN+1(zN+1) and using the relations (C.2), (C.3) and (C.7)-(C.12)
many times, we can write
ΓαN+1(zN+1)ΓαN (zN )...Γα1(z1) (1⊗ 1) =
∏
1≤i<j≤N
ε(αi, αj) (zi − zj)
(αi|αj) ·
∏
1≤k<N+1
ε(αk, αN+1) (zk − zN+1)
(αk |αN+1) ·
exp∑
j∈N
zjN+!
j
αN+1(−j)
 eαN+1 ·
 N∏
i=1
exp
∑
j∈N
zji
j
αi(−j)
 exp( N∑
i=1
αi
)
(1⊗ 1)
=
∏
1≤i<j≤N+1
ε(αi, αj) (zi − zj)
(αi|αj)
N+1∏
i=1
exp
∑
j∈N
zji
j
αi(−j)
 ·
exp
(
N+1∑
i=1
αi
)
(1⊗ 1)
=
∏
1≤i<j≤N+1
ε(αi, αj) (zi − zj)
(αi|αj)
N+1∏
i=1
exp
∑
j∈N
zji
j
αi(−j)
⊗ exp(N+1∑
i=1
αi
)
,
which is exactly the expression (C.6) written for N + 1. This way the equation (C.6) is
proved.
Moreover, making the correspondence
|λo〉 ←→ 1⊗ 1,
where |λo〉 denotes a highest weight state of a fundamental representation, we can write
〈λo|ΓαN (zN )ΓαN−1(zN−1)...Γα1(z1) |λo〉 =
{
0, if
∑N
i=1 αi 6= 0∏
1≤i<j≤N ε(αi, αj) (zi − zj)
(αi|αj) if
∑N
i=1 αi = 0
(C.15)
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where we have used the fact that
〈λo| exp
∑
j∈N
zji
j
αi(−j) = 〈λo|
1 + ∑
j∈N
zji
j
αi(−j) + ...

= 〈λo| ,
and
〈λo| exp
(
N∑
i=1
αi
)
=
{
0, if
∑N
i=1 αi 6= 0
〈λo| , if
∑N
i=1 αi = 0
D Matrix elements using a vertex operator represen-
tation of the algebra ŝlr+1
Consider the correspondence
Fi −→ νiΓ−βi (νi) ,
Gi −→ ρiΓβi (ρi) .
then we can write
C
l1...il1
, jk1 ...jkn
= 〈λo|Fil1 ...FilnGjk1 ...Gjkn |λo〉
= νil1 ...νilnρjk1 ...ρjkn 〈λo|Γ−βil1
(
νil1
)
...Γ−βiln
(
νiln
)
Γβjk1
(
ρjk1
)
...Γβjkn
(ρjkn) |λo〉
= {δ−→
0 ,βjk1+···βjkn−βil1−···βiln
νil1 ...νilnρjk1 ...ρjkn ·
∏
1≤a<b≤n
ǫ
(
βjka , βjkb
)
ǫ
(
−βila ,−βilb
) (
ρjka − ρjkb
)(βjka |βjkb) ·
(
νila − νilb
)(βila |βilb) }/{ ∏
1≤a<b≤n
ǫ
(
−βila , βjkb
) (
νila − ρjkb
)(βila |βjkb) }, (D.1)
where we have used equation (C.15).
C+iil1 ...iln ,jk1 ...jkn+1
= 〈λo|E
(1)
−βi
Fil1 ...FilnGjk1 ...Gjkn+1 |λo〉
=
1
2πi
∮
dν.ννil1 ...νilnρjk1 ...ρjkn+1 ·
〈λo|Γ−βi (ν) Γ−βil1
(
νil1
)
...Γ−βiln
(
νiln
)
Γβjk1
(
ρjk1
)
...Γβjkn+1
(
ρjkn+1
)
|λo〉
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=
1
2πi
∮
dν.ννil1 ...νilnρjk1 ...ρjkn+1δ−→0 ,βjk1+···βjkn+1−βi−βil1−···βiln
·
{
∏
0<a≤n
ǫ
(
−βi,−βila
) (
ν − νila
)(βi|βila ) ∏
0<b≤n+1
ǫ
(
−βi, βjkb
) (
ν − ρjkb
)−(βi|βjkb) ·
∏
0≤a<b≤n
ǫ
(
−βila ,−βilb
) (
νila − νilb
)(βila |βilb) ∏
0≤a<b≤n+1
ǫ
(
βjka , βjkb
)
·
(
ρjka − ρjkb
)−(βjka |βjkb) }/{ ∏
0≤a≤b≤n, a6=n+1
ǫ
(
−βila , βjkb
) (
νila − ρjkb
)(βila |βjkb)}. (D.2)
In the last relation we have written the following contour integration:
I1 =
1
2πi
∮
dν.ν
∏
0<a≤n ǫ
(
−βi,−βila
) (
ν − νila
)(βi|βila )
∏
0<b≤n+1 ǫ
(
−βi, βjkb
) (
ν − ρjkb
)(βi|βjkb) · (D.3)
Likewise we have
C−
l1
...iln+1 ,ijk1 ...jkn
= 〈λo|E
(1)
βi
Fil1 ...Filn+1Gjk1 ...Gjkn |λo〉
=
1
2πi
∮
dρ.ρνil1 ...νiln+1ρjk1 ...ρjkn ·
〈λo|Γβi (ρ) Γ−βil1
(
νil1
)
...Γ−βiln+1
(
νiln+1
)
Γβjk1
(
ρjk1
)
...Γβjkn
(ρjkn) |λo〉
=
1
2πi
∮
dρ.ρνil1 ...νiln+1ρjk1 ...ρjknδ−→0 ,βi+βjk1+···βjkn−βil1−···βiln+1
·
{
∏
0<a≤n
ǫ
(
βi, βjka
) (
ρ− ρjka
)(βi|βjka ) ∏
0<b≤n+1
ǫ
(
βi, βilb
) (
ρ− νilb
)−(βi|βilb) ·
∏
0≤a<b≤n
ǫ
(
βjka , βjkb
) (
ρjka − ρjkb
)(βjka |βjkb) ∏
0≤a<b≤n+1
ǫ
(
−βila ,−βilb
)
·
(
νila − νilb
)−(βila |βilb) }/{ ∏
0≤a≤b≤n, b6=n+1
ǫ
(
−βila , βjkb
) (
νila − ρjkb
)(βila |βjkb)}. (D.4)
This time the relevant contour integration becomes
I2 =
1
2πi
∮
dρ.ρ
∏
0<a≤n ǫ
(
βi,−βjka
) (
ρ− ρjka
)(βi|βjka )
∏
0<b≤n+1 ǫ
(
βi, βilb
) (
ρ− νilb
)(βi|βilb) · (D.5)
34
E Matrix elements using the homogeneous vertex op-
erator representation of the Kac-Moody algebra ŝl2
In the case of the affine algebra ŝl2, we have the generators
α =
(
1 0
0 −1
)
, e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
and let us choose the following dual bases of ŝl2
{tnα, tne, tnf, C,D} , and
{
1
2
t−nα, t−nf, t−ne,D, C
}
.
We have
Q = Zα, (α | α) = 2, ε(α, α) = ε(−α,−α) = −1, ε(α, α) = ε(−α,−α) = 1
(we are using the “gauge fixing” of [18, 24] for ε(α, β)).
Considering q = eα, we identify C [Q] with C [q, q−1] . Thus the homogeneous vertex
operator construction can be described as follows
L (λo) = C
[
x1, x2, ...; q, q
−1
]
;
α(n) 7→ 2
∂
∂xn
and α(−n) 7→ nxn for n > 0, α
(0) 7→ 2q
∂
∂q
;
C 7→ 1, D 7→ −
(
q
∂
∂q
)2
−
∑
n≥1
nxn
∂
∂xn
;
E(z) :=
∑
n∈Z
E
(n)
± z
−n−1 7→ Γ±(z)
where
Γ±(z) = exp
±∑
j≥1
zjxj
 exp
∓2∑
j≥1
z−j
j
∂
∂xj
 q±1z±2q ∂∂q c±α, (E.1)
(note that z±2q
∂
∂q (qn) = z±2nqn).
Then, we can make use of the Eqn.(C.15) to compute the matrix elements, viz.,
〈λo|ΓαN (zN )ΓαN−1(zN−1)...Γα1(z1) |λo〉 = (E.2)
{
0, if
∑N
i=1 αi 6= 0∏
1≤i<j≤N ε(αi, αj) (zi − zj)
(αi|αj) if
∑N
i=1 αi = 0
(E.3)
In this way we have two types of operators, Γ±(z), associated to α and -α respectively.
We should have an even number of Γ,s in Eqn. (C.15) in order to have a non zero value
35
for 〈λo|ΓαN (zN)ΓαN−1(zN−1)...Γα1(z1) |λo〉; thus we may choose 2N operators, such that N
operators correspond to α and the remaining N of them correspond to −α.
We provide some of the matrix components we used in the construction of one-soliton
and two-soliton solutions of the system NLS. Defining
Gi =
+∞∑
n=−∞
ν−ni E
(n)
+ , Fi =
+∞∑
n=−∞
ν−ni E
(n)
− ; (E.4)
we can make the correspondence
Gi −→ ρiΓ+ (ρi) , Fi −→ νiΓ− (νi) . (E.5)
Then
〈λo|GiFj |λo〉 = 〈λo|FjGi |λo〉 = ρiνj 〈λo|Γ+(ρi)Γ−(νj) |λo〉
= ρiνj
ε(+,−)
(ρi − νj)
2
=
ρiνj
(ρi − νj)
2 ·
As a special case we compute the following expression
〈λo|E
1
−Gi |λo〉 =
1
2πi
∮
dz zρi 〈λo|Γ−(z)Γ+(ρi) |λo〉
=
1
2πi
ρi
∮
dz.
z
(z − ρi)
2
= ρi,
where we have used
E1− =
∮
dz zΓ−(z),
where integration is over some curve encircling the origin.
The same method can be used to compute the following matrix element
〈λo|E
1
−G1F2G2 |λo〉 =
1
2πi
∮
dz z ρ1 ν2 ρ2 〈λo|Γ−(z)Γ+(ρ1)Γ−(ν2)Γ+(ρ2) |λo〉
=
1
2πi
∮
dz z ρ1 ν2 ρ2ε(+,−)ε(+,+)ε(+,−)ε(−,+)ε(−,−)ε(+,−)
(ρ2 − ρ1)
2 (ν2 − z)
2
(ρ2 − ν2)
2 (ν2 − ρ1)
2 (ρ2 − z)
2 (ρ1 − z)
2
= ρ1 ν2 ρ2
(ρ2 − ρ1)
2
(ρ2 − ν2)
2 (ν2 − ρ1)
2 ·
The remaining matrix elements can be computed in the same way. We give some of them
〈λo|E
1
−Gi |λo〉 =
1
2πi
∮
dz.zρi 〈λo|Γ−(z)Γ+(ρi) |λo〉
=
1
2πi
ρi
∮
dz
z
(z − ρi)
2
= ρi
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〈λo|FiGiFjGj |λo〉 =
ρi νj ρiρj (ρj − ρi)
2 (νj − νi)
2
(ρj − νj)
2 (ρj − νi)
2 (ρi − νi)
2 (ρi − νj)
2 , (E.6)
〈λo|E
1
−GiFjGj |λo〉 =
ρi νj ρj (ρj − ρi)
2
(ρj − νj)
2 (νj − ρi)
2 , (E.7)
〈λo|E
1
+Fi |λo〉 = νi, (E.8)
〈λo|E
1
+FiGiFj |λo〉 =
νi νj ρi (νj − νi)
2
(ρi − νj)
2 (νi − ρi)
2 · (E.9)
These results suggest that a general matrix element could be expressed in terms of
Vandermonde-like determinants. In fact, recently in [25] there was derived a natural re-
lationship with the Vandermonde-like determinants. The resulting framework in our case
may be well-suited to achieve a compactness and transparency in N -soliton formulas.
F The contour integration of the matrix elements in
the case of ŝl2
Let us show that the integral
In =
1
2πi
∮
dz.z
(z − ν1)
2 ... (z − νn−1)
2
(z − ρ1)
2 ... (z − ρn)
2 , n ≥ 1 (F.1)
is equal to unity. We will prove by induction.
For n = 1 :
I1 =
1
2πi
∮
dz
z
(z − ρ1)
2
= 1.
Assuming that In = 1 for some n > 1 let us determine the form of In+1.
The expression for In+1 can be written as
In+1 = In + Cn, (F.2)
where
Cn =
1
2πi
∂
∂ρ1
· · ·
∂
∂ρn+1
∮
dz.z
(z − ν1)
2 · · · (z − νn−1)
2
(z − ρ1) · · · (z − ρn+1)
(ρn+1 − νn)
2
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=
1
2πi
{
∂
∂ρ1
· · ·
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 (ρ3 − ν2)
2 · · · (ρn+1 − νn)
2 ·
z
(z − ρ1) · · · (z − ρn+1)
+
[
∂
∂ρ1
∂
∂ρ3
· · ·
∂
∂ρn+1
∮
dz (ρ3 − ν2)
2 · · · (ρn+1 − νn)
2 ·
z
(z − ρ1) (z − ρ3) · · · (z − ρn+1)
+
∂
∂ρ1
∂
∂ρ2
∂
∂ρ4
· · ·
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 (ρ4 − ν3)
2 · · · (ρn+1 − νn)
2 ·
z
(z − ρ1) (z − ρ2) (z − ρ4) · · · (z − ρn+1)
+ · · ·+
∂
∂ρ1
· · ·
∂
∂ρn−1
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 (ρ3 − ν2)
2 · · · (ρn−1 − νn−2)
2 (ρn+1 − νn)
2 ·
z
(z − ρ1) · · · (z − ρn−1) (z − ρn+1)
] + [
∂
∂ρ1
∂
∂ρ4
· · ·
∂
∂ρn+1
·∮
dz (ρ4 − ν3)
2 · · · (ρn+1 − νn)
2 ·
z
(z − ρ1) (z − ρ4) · · · (z − ρn+1)
+
∂
∂ρ1
∂
∂ρ3
∂
∂ρ5
· · ·
∂
∂ρn+1
·∮
dz (ρ3 − ν2)
2 (ρ5 − ν4)
2 · · · (ρn+1 − νn)
2 z
(z − ρ1) (z − ρ3) (z − ρ5) · · · (z − ρn+1)
+
∂
∂ρ1
∂
∂ρ3
· · ·
∂
∂ρn−1
∂
∂ρn+1
∮
dz (ρ3 − ν2)
2 · · · (ρn−1 − νn−2)
2 (ρn+1 − νn)
2 ·
· · ·+
z
(z − ρ1) (z − ρ3) · · · (z − ρn−1) (z − ρn+1)
+
∂
∂ρ1
∂
∂ρ2
∂
∂ρ5
· · ·
∂
∂ρn+1
·∮
dz (ρ2 − ν1)
2 (ρ5 − ν4)
2 · · · (ρn+1 − νn)
2 z
(z − ρ1) (z − ρ2) (z − ρ5) · · · (z − ρn+1)
+
· · ·+
∂
∂ρ1
∂
∂ρ2
∂
∂ρ4
· · ·
∂
∂ρn−1
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 (ρ4 − ν3)
2 · · · (ρn−1 − νn−2)
2 ·
(ρn+1 − νn)
2 z
(z − ρ1) (z − ρ2) (z − ρ4) · · · (z − ρn−1) (z − ρn+1)
+ · · ·+
∂
∂ρ1
· · ·
∂
∂ρn−2
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 · · · (ρn−2 − νn−3)
2 (ρn+1 − νn)
2 ·
z
(z − ρ1) · · · (z − ρn−2) (z − ρn+1)
] + [
∂
∂ρ1
∂
∂ρ5
· · ·
∂
∂ρn+1
∮
dz (ρ5 − ν4)
2 · · ·
(ρn+1 − νn)
2 z
(z − ρ1) (z − ρ5) · · · (z − ρn+1)
+
∂
∂ρ1
∂
∂ρ4
∂
∂ρ5
· · ·
∂
∂ρn−1
∂
∂ρn+1
·∮
dz (ρ4 − ν3)
2 (ρ5 − ν4)
2 · · · (ρn−1 − νn−2)
2 (ρn+1 − νn)
2 ·
z
(z − ρ1) (z − ρ4) (z − ρ5) · · · (z − ρn−1) (z − ρn+1)
+ · · ·+
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∂∂ρ1
· · ·
∂
∂ρn−3
∂
∂ρn+1
∮
dz (ρ2 − ν1)
2 · · · (ρn−3 − νn−4)
2 (ρn+1 − νn)
2 ·
z
(z − ρ1) · · · (z − ρn−3) (z − ρn+1)
] + · · ·+
∂
∂ρ1
∂
∂ρn+1
∮
dz (ρn+1 − νn)
2 z
(z − ρ1) (z − ρn+1)
}· (F.3)
It is easy to show the following:
i)
1
2πi
∮
dz
z
(z − ρ1) (z − ρ2)
= 1, (F.4)
and ii) ∮
dz
z
(z − ρ1) · · · (z − ρn)
= 0 for n > 2 · (F.5)
writing
1
(z − ρ1) · · · (z − ρn)
=
1
det∆
[
An,1
z − ρ1
+
An,2
z − ρ2
+ · · ·+
An,n
z − ρn
]
, (F.6)
with
∆ =
1 1 ... 1
−
∑n
i=1, i 6=1 ρi −
∑n
i=1, i 6=2 ρi · · · −
∑n
i=1, i 6=n ρi∑n
1≤i<j≤n, i,j 6=1 ρiρj
∑n
1≤i<j≤n, i,j 6=2 ρiρj · · ·
∑n
1≤i<j≤n, i,j 6=n ρiρj
−
∑n
1≤i<j<k≤n, i,j,k 6=1 ρiρjρk −
∑n
1≤i<j<k≤n, i,j,k 6=2 ρiρjρk · · · −
∑n
1≤i<j<k≤n, i,j,k 6=n ρiρjρk
· · ·
· · ·
· · ·
(−1)n−1ρ2ρ3...ρn (−1)
n−1 ρ1ρ3ρ4...ρn · · · (−1)
n−1 ρ1ρ2...ρn−1

(F.7)
Ai,j denotes the cofactor of the element ∆i,j. Let us note that, multiplying by
∑n
i=1 ρi the
first row and adding to the second row of the matrix ∆, the det∆ and the cofators An,i do
not change; then (F.6), can be written as
1
(z − ρ1) · · · (z − ρn)
=
1
det d
[
Bn,1
z − ρ1
+
Bn,2
z − ρ2
+ · · ·+
Bn,n
z − ρn
]
(F.8)
where det∆ = det d and Ai,j = Bi,j, Bi,j are the cofactors of the matrix elements di,j. It is
easy to realize that the matrix d has d2,i = ρi as the elements of the second row. Then the
contour integration of the relevant terms of (F.8) is
1
2πi
∮
dz
z
(z − ρ1) ... (z − ρn)
=
1
det d
[ρ1Bn,1 + ρ2Bn,2 + · · ·+ ρnBn,n] .
We know that
n∑
i=1
dl,jBk,j = 0, l 6= k
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and therefore, we can conclude∮
dz
z
(z − ρ1) · · · (z − ρn)
= 0, for n > 2 (F.9)
Thus, the last term of Cn vanishes due to (F.4) and the remaining terms vanish because
of (F.5). Then Cn = 0 for n > 1, and the Eqn.(F.2) becomes
In+1 = In, n > 1,
this shows that
In = 1 n ≥ 1.
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