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In this paper, the existence of boundary layer solutions to the Boltzmann equation for
hard potential with mixed boundary condition, i.e., a linear combination of Dirichlet
boundary condition and diffuse reﬂection boundary condition at the wall, is considered.
The boundary condition is imposed on the incoming particles, and the solution is supposed
to approach to a global Maxwellian in the far ﬁeld. As for the problem with Dirichlet
boundary condition (Chen et al., 2004 [5]), the existence of a solution highly depends on
the Mach number of the far ﬁeld Maxwellian. Furthermore, an implicit solvability condition
on the boundary data which shows the codimension of the boundary data is related to the
number of the positive characteristic speeds is also given.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In our paper, we consider the boundary layer problem of the Boltzmann equation for hard potential with angular cut-
off which arises in the physical condensation–evaporation problem. We will study the stationary problem in a half-space
with a mixed boundary condition, i.e., a linear combination of Dirichlet boundary condition and diffuse reﬂection boundary
condition and convergence to an equilibrium state at inﬁnity.
A lot of numerical results about the boundary layer problem have been made by [1,2,11,12]. The boundary layer problem
for linearized Boltzmann equation has been well-studied in [3,6,9]. The existence of solutions was solved in [8] on the non-
linear problem with specular reﬂection boundary condition. With respect to the nonlinear problem with Dirichlet boundary
conditions, existence and stability of the boundary layer solutions are given by [5,16,18] and [17,19,20] respectively. Re-
cently, the problems with mixed boundary conditions for hard sphere case were considered in [13,14]. In our paper, we
will work on the boundary layer problem with a mixed boundary condition by using the method developed in [5] for hard
potential case.
The boundary layer problem we consider is as follows,⎧⎪⎪⎪⎨⎪⎪⎪⎩
ξ1Fx = Q (F , F ), x > 0, ξ ∈ R3,
F |x=0 = F0(ξ) + sMω
∫
ξ ′1<0
∣∣ξ ′1∣∣F (0, ξ ′)dξ ′, ξ1 > 0,
F → M∞ (x → ∞), ξ ∈ R3.
(1.1)
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Q (F , F ) =
∫ ∫
R3×S2
(
F
(
ξ ′
)
F
(
ξ ′∗
)− F (ξ)F (ξ∗))q(v, θ)dξ∗ dω,
where ξ and ξ∗ are velocities of gas particles before collision, while ξ ′ = ξ − ω(ξ − ξ∗) · ω and ξ ′∗ = ξ∗ + ω(ξ − ξ∗) · ω
are velocities after collision. Here v = ξ − ξ∗,ω ∈ S2 and cos θ = v·ω|v| . This is a stationary problem with mixed boundary
condition at x = 0 for incoming particles, where M∞(ξ) = M[ρ∞,u∞,T∞](ξ) and Mω(ξ) = M[1,0,Tω](ξ) are Maxwellians.
As to the collision kernel q(v, θ), we have the following assumption for the hard potential with angular cutoff, cf. [15].
Assumption. There exist 0 δ < 1 and a positive constant c such that
0 q(v, θ) c
(|v| + |v|−δ)| cos θ |; (1.2)
there is a positive constant c,∫ ∫
R3×S2
e−
|ξ∗|2
2 q(v, θ)dξ∗ dω
( ∫ ∫
R3×S2
e−|ξ∗|2q(v, θ)dξ∗ dω
)−1
 c. (1.3)
In this paper, the gas constant R is normalized to 1. Then a Maxwellian with the mass density ρ , ﬂow velocity u and
temperature T is given by
M = ρ
(2π T )
3
2
e−
|ξ−u|2
2π T .
It is well known that Q (M) = 0. Furthermore, the collision operator has exactly ﬁve collision invariants
φ0 = 1, φi = ξ (i = 1,2,3), φ4 = |ξ |2
satisfying〈
φi, Q (F )
〉= 0, i = 0,1, . . . ,4,
for any distribution function F (see [7]), here 〈,〉 is an inner product of L2ξ .
Without loss of generality, we can assume u∞,2 and u∞,3 of the Maxwellian in the far ﬁeld are zeroes. Then the sound
speed and Mach number of the far ﬁeld Maxwellian can be deﬁned
c∞ =
√
5
3
T∞, M∞ = u∞,1
c∞
, (1.4)
see [4]. We will consider the boundary layers near the global Maxwellian M∞ at inﬁnity. Let F = M∞ +M
1
2∞ f , then Eq. (1.1)
will be reformulated into⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ1 fx − L f = Γ ( f , f ), x > 0, ξ ∈ R3,
f |x=0 = M−
1
2∞ (F0 − M∞) + sM−
1
2∞ Mω
∫
ξ ′1<0
∣∣ξ ′1∣∣(M∞ + M 12∞ f )(0, ξ ′)dξ ′, ξ1 > 0,
f → 0 (x → ∞), ξ ∈ R3,
(1.5)
where
Γ ( f , f ) = M−
1
2∞ Q
(
M
1
2∞ f ,M
1
2∞ f
)
and
L f = M−
1
2∞
(
Q
(
M∞,M
1
2∞ f
)+ Q (M 12∞ f ,M∞)).
In the following, we will introduce two weight functions. The ﬁrst one is
Wβ(ξ) =
(
1+ |ξ |)−βM1/2[1,u∞, T∞](ξ) (1.6)
J. Sun, Q. Tian / J. Math. Anal. Appl. 375 (2011) 725–737 727with β ∈ R . The second one is
σ(x, ξ) = 5(δx+ l) 23−β1
(
1− η
(
δx+ l
(1+ |ξ − u∞|)3−β1
))
+
(
δx+ l
(1+ |ξ − u∞|)1−β1 + 3|ξ − u∞|
2
)
η
(
δx+ l
(1+ |ξ − u∞|)3−β1
)
(1.7)
where x 0 and η : (0,∞) → R is a smooth non-increasing function which has the following properties:
η(s) =
{
1, s 1,
0, s 2,
and 0 η(s) 1.
After the introduction of the above notations, we state our main result in this paper.
Theorem 1.1. SupposeM∞ 	= 0,±1 and β > 5/2. If s is small enough and Tω < 2T∞ , then there exist positive numbers  , 1 , 2 ,
and a C1 map
Ψ : L2(R3+, eσ (0,ξ)ξ1 dξ)→ Rn+ , Ψ (0) = 0, (1.8)
such that the following holds.
(i) For any F0 satisfying∣∣∣∣eσ (0,ξ)(F0 − M∞ + sMω ∫
ξ ′1<0
∣∣ξ ′1∣∣M1/2∞ (0, ξ ′)dξ ′)∣∣∣∣ 1Wβ, ξ ∈R3+, (1.9)
Eq. (1.1) admits a unique solution F in the class∥∥eσ (x,ξ)M−1/2∞ (F − M∞)∥∥σβ  2, (1.10)
when F0 satisﬁes
Ψ
(
M−1/2∞
(
F0 − M∞ + sMω
∫
ξ ′1<0
∣∣ξ ′1∣∣M1/2∞ (0, ξ ′)dξ ′))= 0 (1.11)
where l > 0 is large and δ > 0 is small in σ(x, ξ) and ‖ · ‖σβ is deﬁned in (4.1).
(ii) The set of F0 satisfying (1.9) and (1.11) forms a local C1 manifold of co-dimension n+ .
Remark 1.2. The number n+ of solvability conditions changes with Mach number as
n+ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, M∞ ∈ (−∞,−1),
1, M∞ ∈ (−1,0),
4, M∞ ∈ (0,1),
5, M∞ ∈ (0,∞).
(1.12)
We exclude the casesM∞ = 0,±1 which are also important physically.
2. Preparations
Before we study the equation itself, we will study the properties of the weight functions and the linearized collision
operator.
2.1. Weight functions
A careful analysis helps us to get the properties of σ below:
σ(x, ξ) =
⎧⎪⎪⎨⎪⎪⎩
c1(1+ |ξ − u∞|)2, (x, ξ) ∈ Ω1,
c2(δx+ l)
2
3−β1 + c3(1+ |ξ − u∞|)2, (x, ξ) ∈ Ω2,
2
3−β1
(2.1)5(δx+ l) , (x, ξ) ∈ Ω3,
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Ω1 =
{
(x, ξ): δx+ l (1+ |ξ − u∞|)3−β1},
Ω2 =
{
(x, ξ):
(
1+ |ξ − u∞|
)3−β1  δx+ l 2(1+ |ξ − u∞|)3−β1},
Ω3 =
{
(x, ξ): δx+ l 2(1+ |ξ − u∞|)3−β1},
c1, c2 and c3 are positive functions of (x, ξ), and c1 and c2 + c3 have uniform lower bounds.
With respect to σx , we have the following results:
σx =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
δ(1+ |ξ − u∞|)−1+β1 , (x, ξ) ∈ Ω1,
δ(c4(1+ |ξ − u∞|)−1+β1 + c5(δx+ l)−
1−β1
3−β1 ), (x, ξ) ∈ Ω2,
10δ
3−β1 (δx+ l)
− 1−β13−β1 , (x, ξ) ∈ Ω3,
(2.2)
where c4 + c5 has a uniform lower bound.
From the above results, we can learn
σ(x, ξ) c6(δx+ l)
2
3−β1 ,
0< c7 min
(
(δx+ l)−
1−β1
3−β1 ,
(
1+ |ξ − u∞|
)−1+β1) σx  c8(δx+ l)− 1−β13−β1 ,
|σxξ1| c
(
1+ |ξ |)β1  cν, (2.3)
where c6, c7 and c8 are positive constants.
2.2. Linearized collision operator
It is well known that the linearized collision operator L is of the form:
L f = − f (ξ)
∫
M∞(ξ∗)q(v, θ)dξ∗ dω − M
1
2∞
∫
f (ξ∗)M
1
2∞(ξ∗)q(v, θ)dξ∗ dω
+
∫ (
f
(
ξ ′∗
)
M
1
2∞
(
ξ ′
)+ f (ξ ′)M 12∞(ξ ′∗))M 12∞(ξ∗)q(v, θ)dξ∗ dω
= (−ν(ξ) − K1 + K2) f (ξ). (2.4)
In the sequel, we assume that
c1
(
1+ |ξ |)β1  ν(ξ) c2(1+ |ξ |)β2
for constants 0 < β1  β2  1. K1 and K2 are integral compact operators with kernels k1(ξ, ξ∗) and k2(ξ, ξ∗) respectively.
Set K = −K1 + K2 and k = −k1 + k2, cf. [10]. The kernel k1 has the following property:
k1(ξ, ξ∗)
(|ξ − ξ∗| + |ξ − ξ∗|−δ0)exp(−|ξ − u∞|2
4T∞
− |ξ∗ − u∞|
2
4T∞
)
(2.5)
where 0 δ0 < 1. Furthermore, the kernel k2(ξ, ξ∗) satisﬁes,
k2(ξ, ξ∗) = a(ξ, ξ∗)exp
(
−||ξ − u∞|
2 − |ξ∗ − u∞||2
8T∞|ξ∗ − ξ |2 −
|ξ∗ − ξ |2
8T∞
)
(2.6)
where
a(ξ, ξ∗) c|ξ − ξ∗|−1. (2.7)
Then, k has the following properties:∫
R3
∣∣k(ξ, ξ∗)∣∣(1+ |ξ∗|)−β dξ∗  (1+ |ξ |)−β−1, β ∈ R,
∫
R3
∣∣k(ξ, ξ∗)∣∣2 dξ  c,
∞∫ ∞∫ ∣∣k(ξ, ξ∗)∣∣dξ2 dξ3  c. (2.8)−∞ −∞
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Lemma 2.1. There is a constant 1 > 0, such that for 0   1 and g ∈ N⊥ ,
−〈g, e|ξ−u∞|2 Le−|ξ−u∞|2 g〉 ν1〈ν(|ξ |)g, g〉, (2.9)
for a positive constant ν1 depending on 1 .
Lemma 2.2. There is a constant 2 > 0, such that for 0   2 and g ∈ N⊥ ,
−〈g, eσ (x,ξ)Le−σ (x,ξ)g〉 ν2〈ν(|ξ |)g, g〉, (2.10)
for a positive constant ν2 depending on 2 .
3. Linear existence
In order to solve Eq. (1.1), we will ﬁrstly show the existence of a solution to the linearized problem (3.5) with damping
term. Deﬁne the following orthogonal projections with respect to L:
P0 : L2ξ → N, P1 = I − P0 : L2ξ → N⊥ (3.1)
where N is the null space of the linearized collision operator L and is spanned by the ﬁve collision invariants M
1
2∞φi ,
i = 0,1, . . . ,4. N⊥ denotes the orthogonal complement of N in L2ξ .
Deﬁne the operator for macroscopic convection:
A = P0ξ1P0. (3.2)
It is easy to see that A has the eigenvalues
λ1 = u∞,1 − c∞, λi = u∞,1 (i = 2,3,4), λ5 = u∞,1 + c∞, (3.3)
on N . n+ happens to be the number of the positive eigenvalues. As in [16], we decompose the operator A into the positive
part and the negative part A+, A− , and denote the corresponding projections by P+0 , P
−
0 . Note that if M
∞ 	= 0,±1, then
A = A+ + A−, P0 = P+0 + P−0 .
We modify (1.1) and (1.5) by adding a damping term,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ1Fx = Q (F , F ) − γ (δx+ l)−Θ P+0 ξ1W−10 (F − M∞), x > 0, ξ ∈ R3,
F |x=0 = F0(ξ) + sMω
∫
ξ ′1<0
∣∣ξ ′1∣∣F (0, ξ ′)dξ ′, ξ1 > 0,
F → M∞ (x → ∞), ξ ∈ R3,
(3.4)
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ1 fx − L f = h − γ (δx+ l)−Θ P+0 ξ1 f , x > 0, ξ ∈ R3,
f |x=0 = b0(ξ) + sM−
1
2∞ Mω
∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞ f (0, ξ ′)dξ ′, ξ1 > 0,
f → 0 (x → ∞), ξ ∈ R3,
(3.5)
where
b0(ξ) = M−
1
2∞ (F0 − M∞) + sM−
1
2∞ Mω
∫
ξ ′1<0
∣∣ξ ′1∣∣M∞ dξ ′,
h = Γ ( f , f ), Θ = 1− β1
3− β1 ,
and γ is a positive constant to be chosen later. Note that for the case M∞ < −1, A has no positive eigenvalue. Hence,
P+0 = 0 and the damping term vanishes.
Let
f = exp[−σ (x, ξ)]g.
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ξ1gx − σxξ1g − L g + D g = h¯, x > 0, ξ ∈ R3,
g|x=0 = a0(ξ) + sM−
1
2∞ Mωeσ (0,ξ)
∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞e−σ (0,ξ ′)g(0, ξ ′)dξ ′, ξ1 > 0, (3.6)
where
a0(ξ) = M−
1
2∞ eσ (0,ξ)
(
F0 − M∞ + sMω
∫
ξ ′1<0
∣∣ξ ′1∣∣M∞(0, ξ ′)dξ ′)
and
h¯ = eσ (x,ξ)h, L = eσ Le−σ , D = γ (δx+ l)−Θeσ P+0 ξ1e−σ .
In the following, we will mainly consider the linear problem (3.6). Let D∗ be the adjoint operator of D , and set
V =
{
ψ
∣∣∣∣ ψ = −ξ1φx − σxξ1φ − L−φ + D∗φ, φ ∈ C∞0 ,φ0 = φ|x=0 = sM 12∞e−σ ∫ξ ′1>0 |ξ ′1|M− 12∞ Mωeσ φ0 dξ ′ for ξ1 < 0.
}
(3.7)
We deﬁne
g˜ψ = (h¯, φ) + 1
2
〈
ξ1a0, φ
0〉
+
where (,) denotes the inner product in L2(R+ × R3) and 〈 f , g〉± =
∫
±ξ1>0 f g dξ .
Consider(
ψ(φ),φ
)= ∫
R+
∫
R3
(−σxξ1φ2 − φLφ + φDφ)dξ dx+ 1
2
∫
ξ1>0
ξ1
(
φ0
)2
dξ
+ s2
∫
ξ1<0
ξ1M∞e−2σ
( ∫
ξ ′1>0
∣∣ξ ′1∣∣M− 12∞ Mωeσ φ0 dξ ′)2 dξ. (3.8)
In order to estimate the above term, we show the following lemma ﬁrst.
Lemma 3.1. Let l be suﬃciently large. Then there exists a positive constant c, such that when γ = O (1)  1 and γ >  ,∫
|ξ˜ |3−β1 l2
φ
(
γ P+0 ξ1P0 − P0ξ1P0
)
φ dξ  c
∫
R3
φ2 dξ, (3.9)
for any φ ∈ N where ξ˜ = ξ − u∞ .
Proof. We set φ =∑5j=1 b jχ j , where χ j is the normalized eigenvector of A corresponding to the eigenvalue λ j . Then(
γ P+0 ξ1P0 − P0ξ1P0
)
φ = (γ − )λ+j b jχ+j − λ−j b jχ−j ,
where λ+j (λ
−
j ) denotes the positive (negative) eigenvalue, and χ
+
j (χ
−
j ) denotes the corresponding eigenvector to λ
+
j (λ
−
j ).
Therefore, when l is suﬃciently large,∫
|ξ˜ |3−β1 l2
φ
(
γ P+0 ξ1P0 − P0ξ1P0
)
φ dξ < μ
5∑
i=1
b2j = μ
∫
R3
φ2 dξ.
Moreover, since λ 	= 0 and γ = O (1) , there exists a positive constant c, such that∫
R3
φ
(
γ P+0 ξ1P0 − P0ξ1P0
)
φ dξ  c
∫
R3
φ2 dξ.
When l is suﬃciently large, we have μ < c . Then the proof is completed. 2
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Lemma 3.2. Let l be suﬃciently large,  and δ be suﬃciently small and l−1   . When s is suﬃciently small and Tω < 2T∞ , there
exists a constant c, such that when γ = O (1)  1 and γ >  , the following result holds(
ψ(φ),φ
)
 c
(

∥∥(δx+ l)−Θ/2φ0∥∥2 + ∥∥ν 12 φ1∥∥2 + 〈ξ1φ0, φ0〉+). (3.10)
Proof. Let φ1 = P1φ, and φ0 =∑5j=1 b jχ j . We consider the term ∫R3 (φDφ − ξ1σxφ20)dξ at ﬁrst,∫
R3
(
φDφ − ξ1σxφ20
)
dξ =
∫
R3
φγ (δx+ l)−Θ P+0 ξ1P0φ − ξ1σxφ20 dξ
+
∫
R3
φ
(
D − γ (δx+ l)−Θ P+0 ξ1P0
)
φ dξ. (3.11)
Notice that∫
R3
ξ1σxφ
2
0 dξ 
10δ
3− β1 (δx+ l)
−Θ
∫
2(1+|ξ˜ |)3−β1δx+l
φ0P0ξ1φ0 dξ + c(δx+ l)−Θ exp
(−c(δx+ l) 23−β1 ) 5∑
j=1
b2j ,
then from Lemma 3.1, we have∫
R3
φγ (δx+ l)−Θ P+0 ξ1P0φ − ξ1σxφ20 dξ  c(δx+ l)−Θ‖φ0‖2L2ξ . (3.12)
We know that∫
R3
φ
(
D − γ (δx+ l)−Θ P+0 ξ1P0
)
φ dξ = γ (δx+ l)−Θ(〈φ, (eσ P+0 ξ1e−σ − P+0 ξ1)φ〉+ 〈φ, P+0 ξ1φ1〉). (3.13)
As the kernel of (eσ P+0 ξ1e−σ − P+0 ξ1) is∑
j
χ+j (ξ∗)χ
+
j (ξ)ξ∗1
(
e(σ (ξ)−σ (ξ∗)) − 1), (3.14)
we can get that∫
R3
φ
(
D − γ (δx+ l)−Θ P+0 ξ1P0
)
φ dξ  c
2
(δx+ l)−Θ‖φ0‖2L2ξ + c(δx+ l)
−Θ‖φ1‖2L2ξ .
From (2.3), we have the following result∫
R3
(
φDφ − ξ1σxφ2
)
dξ  c
2
(δx+ l)−Θ‖φ0‖2L2ξ − c(δx+ l)
−Θ∥∥ν 12 φ1∥∥2L2ξ .
Secondly, similar to the case with Dirichlet boundary condition, we also have
−
∫
R3
φLφ dξ −c2(δx+ l)−θ‖φ0‖2L2ξ + c
∥∥ν 12 φ1∥∥2L2ξ . (3.15)
Furthermore, when s is suﬃciently small, we can have
1
2
s2
∫
ξ1<0
ξ1M∞e−2σ
( ∫
ξ ′1>0
∣∣ξ ′1∣∣φ0M− 12∞ Mωeσ dξ ′)2 dξ  14 〈ξ1φ0, φ0〉+. (3.16)
In conclusion, we can get the following result(
ψ(φ),φ
)
 c
(

∥∥(δx+ l)−Θ/2φ0∥∥2 + ∥∥ν 12 φ1∥∥2 + 〈ξ1φ0, φ0〉+) (3.17)
for some positive constant c. The proof is ended. 
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‖u‖1 =
(∥∥(δx+ l)− Θ2 u0∥∥2 + ‖u1‖2) 12 ,
‖u‖2 =
(∥∥(δx+ l)Θ2 u0∥∥2 + ‖u1‖2) 12 , (3.18)
where u0 = P0u and u1 = P1u.
Thus, Lemma 3.2 implies that∥∥ψ(φ)∥∥2  c‖φ‖1 + c〈ξ1φ0, φ0〉 12+. (3.19)
In the following, we get the key result for this section.
Theorem 3.3. If ‖h¯‖2 < ∞, Tω < 2T∞ ,  , δ and s are suﬃciently small, l is suﬃciently large and l−1   , then the linearized problem
with damping (3.6) has a unique solution g which satisﬁes∥∥(δx+ l)− Θ2 g0∥∥2 + ∥∥ν 12 g1∥∥2 + ∣∣〈ξ1g0, g0〉−∣∣ c(,a0)(〈ξ1a0,a0〉+ + ‖h¯‖22). (3.20)
Proof. By (3.17), we have
|g˜ψ | =
∣∣∣∣(h¯, φ) + 12 〈ξ1a0, φ0〉+
∣∣∣∣
=
∣∣∣∣(h¯0, φ0) + (h¯1, φ1) + 12 〈ξ1a0, φ0〉+
∣∣∣∣
 c(,a0)
(∥∥|ξ1| 12 a0∥∥+ + ‖h¯‖2)‖ψ‖2. (3.21)
Then, g˜ can be taken as a continuous functional on the subspace V with respect to the norm ‖ · ‖2. Hence, from the Hahn–
Banach theorem and the Riesz representation theorem, we know there exists an element g in the space L2(R+ × R3) such
that (g,ψ) = g˜ψ . A similar argument to [16] yields that g is the unique solution to Eq. (3.6). Multiplying (3.6) by g and
integrating the result over R+ × R3, similar to the discussion in Lemma 3.2, we can get the estimate (3.20). 
4. Nonlinear existence
In this section, we will prove the existence for the nonlinear problem with damping on the basis of the estimates on the
solution to the linearized equation (3.6).
We will consider the problem in another space. Deﬁne the weighted norm:
‖ f ‖σβ =
∥∥σ 12x (1+ |ξ |)β f ∥∥L∞x,ξ = supx∈R,ξ∈R3 σ
1
2
x
(
1+ |ξ |)β ∣∣ f (x, ξ)∣∣. (4.1)
In order to obtain the above ‖ · ‖σβ norm of the solution to Eq. (3.6), we will introduce the weighted function wα . Set
wα =
{ |ξ1|α, |ξ1| < 1,
1, |ξ1| 1.
Rewrite (3.6)
gx = σxg + 1
ξ1
L g + 1
ξ1
h¯ − D
ξ1
g =
(
σx − ν(ξ)
ξ1
)
g + 1
ξ1
(h¯ + K¯ g) (4.2)
where
K¯ = eσ Ke−σ − γ eσ P+0 ξ1e−σ .
Let
κ(x, ξ) =
x∫
0
(
−σx + ν(ξ)
ξ1
)
dy.
Therefore, the solution to Eq. (3.6) can be formally written as
g = a˜ + U (K¯ g + h¯), (4.3)
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a˜ =
{
exp(−κ(x, ξ))(a0(ξ) + sM−
1
2∞ Mωeσ (0,ξ)
∫
ξ ′1<0
|ξ ′1|M
1
2∞e−σ (0,ξ
′)g(0, ξ ′)dξ ′), ξ1 > 0,
0, ξ1 < 0
(4.4)
and
U (h) =
{∫ x
0 exp(−(κ(x, ξ) − κ(τ , ξ))) 1ξ1 h(τ , ξ)dτ , ξ1 > 0,
− ∫∞x exp(−(κ(x, ξ) − κ(τ , ξ))) 1ξ1 h(τ , ξ)dτ , ξ1 < 0. (4.5)
The operators K¯ and U have the following properties stated in Lemma 4.1 and Lemma 4.2.
Lemma 4.1.When  is suﬃciently small and l is suﬃciently large, K¯ satisﬁes
1. σ
1
2
x K¯σ
− 12
x is a bounded operator from L
2
ξ to itself.
2. σ
1
2
x K¯σ
− 12
x is a bounded operator from L
2
ξ to L
∞
ξ .
3. ‖K¯h‖σβ  c‖h‖σ(β−1) for β ∈ R.
4. w−ασ
1
2
x K¯σ
− 12
x is a bounded operator from L
2
ξ to itself, when 0 α < 12 .
5. σ
1
2
x K¯σ
− 12
x w−α is a bounded operator from L2ξ (L∞x ) to L∞x,ξ , when 0 α < 12 .
6. σ
1
2
x K¯σ
− 12
x w−α is a bounded operator from L2ξ (L∞x ) to itself, when 0 α < 12 .
Proof. The details of the ﬁrst ﬁve properties can be found in [5]. We will prove the sixth property in detail.
As σ
1
2
x (x, ξ)e
σ (x, ξ)e−σ (x, ξ∗)σ
− 12
x (x, ξ∗) can be controlled by ec||ξ˜ |
2−|ξ˜∗|2| , for any h ∈ L2ξ (L∞x ), we have∥∥σ 12x eσ Kσ− 12x e−σ w−αh∥∥2L2ξ (L∞x )
=
∫
sup
x∈R3
∣∣∣∣∫
R3
σ
1
2
x (x, ξ)e
σ (x, ξ)k(ξ, ξ∗)e−σ (x, ξ∗)σ
− 12
x (x, ξ∗)w−α(ξ∗)h(x, ξ∗)dξ∗
∣∣∣∣2 dξ
 c
∫
sup
x∈R3
∣∣∣∣∫
R3
∣∣k(ξ, ξ∗)ec||ξ˜ |2−|ξ˜∗|2|w−α(ξ∗)h(x, ξ∗)∣∣dξ∗∣∣∣∣2 dξ
 c
∫ ∫
R3
∣∣k(ξ, ξ∗)e2c||ξ˜ |2−|ξ˜∗|2|w−2α(ξ∗)∣∣dξ∗ sup
x∈R3
∫
R3
∣∣k(ξ, ξ∗)h2(x, ξ∗)∣∣dξ∗ dξ
 c‖h‖L2ξ (L∞x ). (4.6)
Furthermore, with respect to the other part of σ
1
2
x K¯σ
− 12
x w−α , we have∥∥σ 12x eσ P+0 ξ1σ− 12x e−σ w−αh∥∥2L2ξ (L∞x )
=
∫
sup
x∈R3
∣∣∣∣∑
j
∫
R3
σ
1
2
x (x, ξ)e
σ (x, ξ)ξ∗1χ+j (ξ∗)χ
+
j (ξ)e
−σ (x, ξ∗)σ
− 12
x (x, ξ∗)w−α(ξ∗)h(x, ξ∗)dξ∗
∣∣∣∣2 dξ
 c
∫
sup
x∈R3
∣∣∣∣∫
R3
∣∣e−c|ξ˜ |2−c|ξ˜∗|2w−α(ξ∗)h(x, ξ∗)∣∣dξ∗∣∣∣∣2 dξ
 c
∫ ∣∣∣∣∫
R3
e−2c|ξ˜ |2−2c|ξ˜∗|2w−2α(ξ∗)
∣∣∣∣dξ∗ sup
x∈R3
∫
R3
∣∣h2(x, ξ∗)∣∣dξ∗ dξ
 c‖h‖L2ξ (L∞x ). (4.7)
Then the proof is completed. 
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1. ‖U (h)(x, ξ)‖Lpx  cν−1‖h(x, ξ)‖Lpx ,
2. ‖U (h)(x, ξ)‖Lrξ (Lpx )  c‖ν
−1h(x, ξ)‖Lrξ (Lpx ) ,
3. ‖U (h)(x, ξ)‖σβ  c‖ν−1h(x, ξ)‖σβ ,
4. ‖σ
1
2
x Uσ
− 12
x (h)(x, ξ)‖Lpx  cν−1‖h(x, ξ)‖Lpx ,
5. ‖σ
1
2
x Uσ
− 12
x (h)(x, ξ)‖Lrξ (Lpx )  c‖ν
−1h(x, ξ)‖Lrξ (Lpx ) ,
where 1 p, r ∞ and β ∈ R.
Next, we will estimate Eq. (3.6) in order to obtain the estimate on ‖ · ‖σβ of g .
Lemma 4.3. The solution to the linearized Boltzmann equation with damping (3.6) satisﬁes for 0 α < 12 ,∥∥σ 12x w−αν 12 g∥∥+ ∥∥σ 12x w1ν− 12 gx∥∥ c(∥∥|ξ1| 12 w−αa0∥∥+ + ‖h¯‖2 + ∥∥w−ασ 12x h¯∥∥). (4.8)
Proof. Since Theorem 3.3 and the properties of σx , we have∥∥σ 12x g0∥∥2 + ∥∥ν 12 g1∥∥2 + ∣∣〈ξ1g0, g0〉−∣∣ c(,a0)(〈ξ1a0,a0〉+ + ‖h¯‖22). (4.9)
Let θ be a cut-off function for large |ξ |. Multiplying θ2w2−ασx g to (3.6) and integrating it with respect to x and ξ over
R+ × R3, we have
1
2
〈
θ2w2−ασx|ξ1|g0, g0
〉
− +
(
θ2w2−ασxνg, g
)
= (θ2w2−ασ 2x |ξ1|g, g)+ 12 (θ2w2−ασxx|ξ1|g, g)+ (θ2w2−ασxg, K¯ g)
+ (θ2w2−ασxg, h¯)+ 12 〈θ2w2−ασx|ξ1|g0, g0〉+. (4.10)
In the following, we only analyze some terms on the right side of the above equation since others are simple. Since
w−ασ
1
2
x K¯σ
− 12
x is a bounded operator from L
2
ξ to L
2
ξ , we have(
θ2w2−ασxg, K¯ g
)

∥∥θ2w−ασ 12x g∥∥∥∥w−ασ 12x K¯σ− 12x g∥∥
μ
∥∥θσ 12x w−α g∥∥2 + c∥∥σ 12x g∥∥2
μ
∥∥θσ 12x w−α g∥∥2 + c(〈ξ1a0,a0〉+ + ‖h¯‖22) (4.11)
where μ is a small constant.
Since |σxxξ1| δσxν , we have
1
2
(
θ2w2−ασxx|ξ1|g, g
)
 δ
((
θ2w2−ανσxg, g
))
. (4.12)
What follows, we will estimate the last term of the right side of the above equality (4.10). When  and s are suﬃciently
small, we have
1
2
〈
θ2w2−ασxξ1g0, g0
〉
+ =
1
2
∫
ξ1>0
θ2w2−ασxξ1
∣∣g0∣∣2 dξ
 c
∫
ξ1>0
θ2w2−ασxξ1
(
|a0| + sM−
1
2∞ Mωeσ (0,ξ)
∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞e−σ (0,ξ ′)g(0, ξ ′)dξ ′)2 dξ
 c
∫
ξ1>0
θ2w2−ασxξ1|a0|2 dξ + c
∫
ξ1>0
∫
ξ ′1<0
θ2w−2ασxξ1s2M−1∞ M2ωe2σ (0,ξ)
∣∣ξ ′1∣∣M∞(ξ ′)
× e−2σ (0,ξ ′)w−2α
(
ξ ′
)
σ−1x
(
0, ξ ′
)
dξ ′ dξ
〈
w2−ασx
∣∣ξ1∣∣g0, g0〉−
 c
∫
θ2w2−ασxξ1|a0|2 dξ +
1
4
〈
w2−ασx
∣∣ξ1∣∣g0, g0〉−. (4.13)
ξ1>0
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holds.
From (4.2) and the above inequality, we can get
∥∥σ 12x w1ν− 12 gx∥∥2  ∥∥∥∥σ 12x w1(σx − ν(ξ)ξ1
)
g
∥∥∥∥2 + ∥∥∥∥σ 12x w1 1ξ1 (h¯ + K¯ g)
∥∥∥∥2
 c
(∥∥σ 12x ν 12 g∥∥2 + ∥∥σ 12x g∥∥2 + ∥∥σ 12x h¯∥∥2). (4.15)
Combining (4.14) with (4.15) completes the proof. 
After the above preparations, we can estimate the ‖g‖σβ now.
Lemma 4.4. For 0< α < 12 , β >
3
2 , the solution to the problem (3.6) satisﬁes
‖g‖σβ  c
(∥∥ν−1h¯∥∥
σβ
+ ‖h¯‖2 +
∥∥w−ασ 12x h¯∥∥+ ‖a0‖+,β + ∥∥|ξ1| 12 w−αa0∥∥+) (4.16)
where ‖a0‖+,β = supξ∈R3,ξ1>0(1+ |ξ |)β |a0(ξ)|.
Proof. From the formula g = a˜ + U (K¯ g + h¯) and by using the properties of U and K¯ , we have
‖g‖σβ  c
(‖a˜‖σβ + ∥∥ν−1 K¯ g∥∥σβ + ∥∥ν−1h¯∥∥σβ)
 c
(‖a˜‖σβ + ‖g‖σ (β−1) + ∥∥ν−1h¯∥∥σβ). (4.17)
Notice that∥∥∥∥exp(−κ(x, ξ))sM− 12∞ Mωeσ (0,ξ) ∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞e−σ (0,ξ ′)g(0, ξ ′)dξ ′∥∥∥∥
σβ
 c
∥∥|ξ1| 12 g0∥∥−. (4.18)
Then, inserting the above result into the estimate (4.17), the following
‖g‖σβ  c
(‖a0‖+,β + ‖g‖σ (β−1) + ∥∥ν−1h¯∥∥σβ + ∥∥|ξ1| 12 g0∥∥−)
 c
(‖a0‖+,β + ‖g‖σ0 + ∥∥ν−1h¯∥∥σβ + ∥∥|ξ1| 12 g0∥∥−) (4.19)
holds.
In order to estimate ‖g‖σ0, by using the result of Lemma 4.3 and Theorem 3.3, we have for 14 < γ < 12 ,∥∥σ 12x wγ g∥∥2L∞x (L2ξ )  ∥∥σ 12x wγ g∥∥2L2ξ (L∞x )
 c
(∥∥σ 12x w−(1−2γ )ν 12 g∥∥+ ∥∥σ 12x w1ν− 12 gx∥∥+ ∥∥σ 12x g∥∥)
 c
(∥∥|ξ1| 12 w−(1−2γ )a0∥∥+ + ‖h¯‖2 + ∥∥w−(1−2γ )σ 12x h¯∥∥). (4.20)
Using the expression (4.3), we have
σ
1
2
x g = σ
1
2
x a˜ + σ
1
2
x Uσ
− 12
x
(
σ
1
2
x K¯ g + σ
1
2
x h¯
)
. (4.21)
From Theorem 3.3, Lemma 4.1 and Lemma 4.2, we have∥∥σ 12x g∥∥L2ξ (L∞x )  c(‖a˜‖L2ξ (L∞x ) + ∥∥ν−1σ 12x K¯ g∥∥L2ξ (L∞x ) + ∥∥ν−1σ 12x h¯∥∥L2ξ (L∞x ))
 c
(‖a0‖+ + ∥∥|ξ1| 12 g0∥∥− + ∥∥σ 12x K¯σ− 12x w−γ σ 12x wγ g∥∥L2ξ (L∞x ) + ∥∥ν−1σ 12x h¯∥∥L2ξ (L∞x ))
 c
(‖a0‖+ + ∥∥|ξ1| 12 w−(1−2γ )a0∥∥+ + ‖h¯‖2 + ∥∥w−(1−2γ )σ 12x h¯∥∥+ ∥∥ν−1σ 12x h¯∥∥L2(L∞)). (4.22)ξ x
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‖g‖σ0  c
(‖a0‖+,0 + ∥∥|ξ1| 12 g0∥∥− + ∥∥ν−1σ 12x K¯ g∥∥L∞x,ξ + ∥∥ν−1σ 12x h¯∥∥L∞x,ξ )
 c
(‖a0‖+,0 + ∥∥|ξ1| 12 g0∥∥− + ∥∥σ 12x g∥∥L2ξ (L∞x ) + ∥∥ν−1σ 12x h¯∥∥L∞x,ξ )
 c
(‖a0‖+ + ∥∥|ξ1| 12 w−(1−2γ )a0∥∥+ + ‖h¯‖2 + ∥∥w−(1−2γ )σ 12x h¯∥∥
+ ∥∥ν−1σ 12x h¯∥∥L2ξ (L∞x ) + ∥∥ν−1σ 12x h¯∥∥σ0). (4.23)
Finally, when β > 32 , we have
‖g‖σ ,β  c
(‖a0‖+,β + ‖a0‖+ + ∥∥|ξ1| 12 w−(1−2γ )a0∥∥+ + ‖h¯‖2 + ∥∥w−(1−2γ )σ 12x h¯∥∥
+ ∥∥ν−1σ 12x h¯∥∥L2ξ (L∞x ) + ∥∥ν−1σ 12x h¯∥∥σ0 + ∥∥ν−1h¯∥∥σβ)
 c
(‖a0‖+,β + ∥∥|ξ1| 12 w−(1−2γ )a0∥∥+ + ‖h¯‖2 + ∥∥w−(1−2γ )σ 12x h¯∥∥+ ∥∥ν−1h¯∥∥σβ). (4.24)
This completes the proof. 
After the above estimates about the solution to the linearized Boltzmann equation with damping, we will prove the
existence of a solution of the nonlinear Boltzmann equation with damping. Below, we will introduce the following two
lemmas on the properties of Γ (g, g), see [5].
Lemma 4.5. The projection of Γ (g, g) on the null space of L vanishes and there exists a positive constant c, such that∥∥ν−1eσ Γ (e−σ g, e−σ g)∥∥
σβ
 c exp
(−2(δx+ l) 23−β1 )‖g‖2σβ (4.25)
for any β > 1−β12 and suﬃciently small constant  > 0.
Lemma 4.6.When β > 52 and  is suﬃciently small, we have the results below:∥∥σ− 12x eσ Γ (e−σ g, e−σ g)∥∥ c‖g‖2σβ,∥∥eσ Γ (e−σ g, e−σ g)∥∥2  c‖g‖2σβ,∥∥w−ασ 12x eσ Γ (e−σ g, e−σ g)∥∥ c‖g‖2σβ, 0 < α < 12 . (4.26)
In summary, we have the following existence theorem for the nonlinear problem with damping.
Theorem 4.7.When the boundary data F0 satisﬁes that M
− 12∞ eσ (0,ξ)(F0 − M∞ + sMω
∫
ξ ′1<0
|ξ ′1|M∞(0, ξ ′)dξ ′) is suﬃciently small
in the norms ‖ ·‖+,β , Tω < 2T∞ , l is suﬃciently large,  , δ and s are suﬃciently small and l−1   , then Eq. (3.5) has a unique solution
F , such that eσ W−10 (F − M∞) is bounded in the norm ‖ · ‖σβ , when β > 52 .
Proof. For any h which has ‖ · ‖σβ < ∞, there exists a unique solution to the equation according to the theorem,⎧⎪⎪⎨⎪⎪⎩
ξ1gx − σxξ1g − L g − D g = eσ Γ
(
e−σh, e−σh
)
, x > 0, ξ ∈ R3,
g|x=0 = a0(ξ) + sM−
1
2∞ Mωeσ (0,ξ)
∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞e−σ (0,ξ)g(0, ξ ′)dξ ′, ξ1 > 0. (4.27)
Furthermore, from Lemmas 4.4 and 4.6, we will get
‖g‖σβ  c
(‖h‖2σβ + ‖a0‖+,β + ∥∥|ξ1| 12 w−αa0∥∥+)
 c
(‖h‖2σβ + ‖a0‖+,β) (4.28)
since β > 52 . Hence, when ‖a0‖+,β is suﬃciently small, there exists a solution g to (3.5) by contraction mapping theorem.
Since g satisﬁes the inequality
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M∞ < −1 Codim({b0 ∈ L2ξ1,+|P+0 ξ1Aγ (b0) = 0}) = 0
−1<M∞ < 0 Codim({b0 ∈ L2ξ1,+|P+0 ξ1Aγ (b0) = 0}) = 1
0<M∞ < 1 Codim({b0 ∈ L2ξ1,+|P+0 ξ1Aγ (b0) = 0}) = 4
M∞ > 1 Codim({b0 ∈ L2ξ1,+|P+0 ξ1Aγ (b0) = 0}) = 5
‖g‖σβ  c
(‖g‖2σβ + ‖a0‖+,β),
the solution is unique. 
As in [16], we will give an implicit solvability condition on the boundary data for the existence of a solution to the
nonlinear Boltzmann equation.
Let Aγ be a nonlinear operator
Aγ (b0) ≡ f (0, ·) (4.29)
where f (x, ξ) = e−σ (x,ξ)g is given by⎧⎪⎪⎨⎪⎪⎩
ξ1 fx − L f = h − γ (δx+ l)−Θ P+0 ξ1 f , x > 0, ξ ∈ R3,
f |x=0 = b0(ξ) + sM−
1
2∞ Mω
∫
ξ ′1<0
∣∣ξ ′1∣∣M 12∞ f (0, ξ ′)dξ ′, ξ1 > 0. (4.30)
From the energy estimate on the solution to the nonlinear Boltzmann equation with damping, we know the operator
satisﬁes
Aγ : eσ (0,ξ)b0 ∈ L2ξ1,+ → Aγ (b0) ∈ L2|ξ |,
and is bounded when b0 is suﬃciently small. It is easy to see that the solution of (3.4) is a solution of (1.1) if
P+0 ξ1Aγ (b0) ≡ 0.
Using the method in [16], we can get the key result in this paper.
Theorem4.8. The classiﬁcation of the boundary data near the far ﬁeldMaxwellian satisfying the solvability condition P+0 ξ1Aγ (b0) ≡ 0
with respect to Mach number in the far ﬁeld can be summarized in Table 1.
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