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Abstract
This thesis develops an integrated methodology for high resolution geoelectrical sur-
veys including a physically meaningful inversion method, an efficient inversion algo-
rithm, a resolution and uncertainty analysis technique, and an effective data acquisi-
tion geometry. The methodology is applied to three important geoelectrical inverse
problems: 3-D d.c. electrical resistivity, 3-D electrical induced polarization, and 3-D
electrical self-potential.
The 3-D d.c. electrical resistivity inversion recovers the subsurface bulk resistivity
distribution from static electrical potential measurements obtained on the surface of
the earth or in boreholes. This is an ill-posed problem in the sense that a large
number of solutions to the inverse problem exist due to incomplete and uncertain
data. To reduce the ill-posedness, this thesis investigates inversion algorithms based
on the Tikhonov regularization method which solves a minimization problem to find
models that fit the data and also have minimum structure. Different smoothness
constraints are investigated to obtain the minimum structure. A smoothness operator
that employs the second-order spatial derivatives (the Laplacian) is found to be most
effective in yielding a stable inversion solution and eliminating surface artifacts.
To implement the regularized inversion on a 3-D resistivity model, one faces a
computational challenge owing to the nonlinear nature of the resistivity problem
and the large number of model parameters and data which can possibly exist in a
moderate 3-D model. This thesis develops an efficient numerical algorithm based
on the nonlinear conjugate gradient method with pre-conditioning to minimize the
objective functional and solve the inverse problem. Different pre-conditioners are
investigated and their efficiency are compared. By using a pre-conditioner based on
the approximate form of the Hessian matrix of the objective function, the nonlinear
conjugate gradient method results in a tremendous time saving over the conventional
Gauss-Newton approach.
The nonlinear regularized inversion methodology is then extended to solve the
inverse problem of 3-D electrical Induced Polarization (IP). The subsurface complex
resistivity distribution is reconstructed from the measurements of the amplitude and
phase of the electrical potential in the frequency domain. Given a complex resistivity
structure, the forward modeling which predicts the complex electrical potential dis-
tribution is solved by a bi-conjugate gradient method. Because the linear system of
the equation for the forward modeling has a complex symmetric conductance matrix,
the bi-conjugate gradient method is simplified to a special form which is comparable
to the (real) conjugate gradient method that is used in the d.c. resistivity forward
modeling. While in the IP inversion, the imaginary component of the complex resis-
tivity is much smaller than the real part, the objective function is constructed in a
complex form, and the minimization is solved directly in the complex domain using
a bi-conjugate gradient method. This approach makes the inversion of 3-D Induced
Polarization efficient because the computational cost is similar to that of the d.c.
resistivity problem.
The inversion methodology is also extended to the inverse problem of 3-D elec-
trical Self-Potential (SP), here the subsurface electrical current source distribution
induced by underground mechanical and electrochemical activities is recovered. The
SP inverse problem is inherently non-unique, in fact one can obtain a perfect data fit
by appropriately adjusting the location, magnitude, and dimension of the electrical
current source in many combinations. To reduce the nonuniqueness, the regulariza-
tion constraints are justified and extended to a broader range of formulation including
constraints on the resistivity structure and constraints on position, orientation, mag-
nitude, or dimension of the SP source geometry.
Usually, the inversion reconstruction is evaluated in terms of how well the data
are fit, but the suitability of the solution is better judged through uncertainty and
resolution analysis. This thesis introduces an uncertainty and resolution analysis to
quantify the variance and resolution length as a function of position for the geoelec-
trical inversion. It appeals to the Bayesian framework whereby both variance and
resolution are inferred from the a posteriori covariance associated with the Tikhonov
regularization method. The a posteriori covariance matrix is first calculated on an
optimal nonlinear regularization solution by inverting the associated Hessian matrix
or a Monte Carlo sampling method to give a local estimate of uncertainties about the
optimal solution. Such resulted uncertainty does not posses an accurate measure for
every model parameter. Therefore, the only uncertainties extracted are the ones as-
sociated with deterministically resolved model parameters. Then these uncertainties
are calibrated from a sensitivity analysis. The uncertainty associated with the other
model parameters are thus obtained. To measure the resolution power of the inver-
sion technique, a Monte Carlo method is used to invert realizations of perturbed data
and obtain the a posteriori model correlation. For computational efficiency the reso-
lution is also analyzed through the Modulation Transfer Function, borrowed from the
optical imaging community. The numerical analysis of synthetic data demonstrates
that the method gives resolution and variance information that correlates well with
the electrical current coverage and the character of the associated reconstruction.
In order to increase the accuracy of the geoelectrical imaging technique, a new
survey geometry which employs a spatially varying source dipole is designed. This
new survey geometry is investigated with sensitivity analysis and model correlation
estimation, and it appears to be more effective than traditional pseudo-section acqui-
sition geometry in cases where structure has an extended lateral variation.
Finally, our inversion techniques are successfully applied to various geoelectric
field measurements. The first example applies the 3-D d.c. resistivity tomography to
characterize subsurface soil properties in an effort to understand the transport mecha-
nisms that have been involved in drinking water contamination in the Aberjona River
of Woburn, Massachusetts. The inversion result correlates well with other geophysical
results at the site (GPR sections and cone penetrometer logs) and extrapolates the
sparse stratigraphic information into a full 3-D model of the study area. The second
example uses the 3-D d.c. resistivity tomography to monitor changes in subsurface
electrical resistivity caused by the movement of water and the conversion of water to
steam in the Larderello-Valle Secolo geothermal field in Italy. Comparisons of the re-
sistivity anomalies obtained from two surveys conducted in 1991 and 1993 indicate a
correlation between the changes in resistivity and the water re-injection history. The
results show that it is possible to evaluate and detect the re-injection of fluid through
systematic observation of electrical resistivity at the site. The third example uses the
3-D d.c. resistivity tomography to map underground limestone caves in Barbados,
West Indies. The inversion successfully identifies the known caves and a previously
undiscovered cave. In the last example, the 3-D electrical Self-Potential tomography
is used to investigate groundwater contamination associated with a jet-fuel leakage
at Massachusetts Military Reservation in Cape Cod, Massachusetts. The inversion
locates and describes the shape of the contaminant plume which matches well the
plume geometry obtained from drill-hole samples.
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Chapter 1
Introduction
1.1 Background
Geophysical surveys are used to remotely sense the physical properties of the earth to
provide specific knowledge of the subsurface for a wide range of applications such as
oil exploration, mineral prospecting, groundwater mapping, and environmental con-
tamination detection to name a few. There are many geophysical surveying methods
available to determine different physical properties of the earth which include geoelec-
trical, seismic, gravity, magnetic, electromagnetic, and radar methods. Geoelectrical
surveys distinguish themselves from these other techniques through the detection of
surface electrical fields produced by electric current flow in the ground.
Geoelectrical survey methods include d.c. electrical resistivity, electrical induced
polarization (IP), and electrical self-potential (SP) methods. These methods can be
classified by the type of electric source involved in the survey. The d.c electrical
resistivity and the IP method attempt to map subsurface properties using an artifi-
cially applied current source, while the SP method relies on naturally induced current
sources. This thesis will address issues of modeling and inversion techniques, as well
as the optimization of survey geometry as applied to these three methods.
In the problem of d.c. electrical resistivity, one is interested in finding the subsur-
face bulk resistivity distribution from static electrical measurements obtained on the
boundary of the domain, usually the surface of the earth. It is the most commonly
used geoelectrical method due to the enormous variation in electrical resistivity found
in earth material and to its cost effectiveness . This problem has extensive applica-
tions in mineral deposits prospecting, underground facility identification, groundwater
exploration, geothermal studies, and engineering construction projects.
In the problem of Induced Polarization, one is interested in finding the distribution
of the complex character of low-frequency resistivity in the subsurface. The name in-
duced polarization is derived from the analogy to the polarization of electrodes that
occurs when an electric current is passed between an electrode and a surrounding
ionic conducting fluid (Madden and Cantwell, 1967). It has been observed that when
a current is applied to the ground, the ground behaves much like a capacitor, storing
some of the applied current as a charge that is dissipated upon removal of the current.
In this process, both capacitative and electrochemical effects are responsible. In com-
parison with the d.c. resistivity measurements, the IP method measures the transient
(short-term) variations in electrical potential as the current is initially applied to or
removed from the ground. IP is commonly used to detect concentrations of clay and
electrically conductive metallic mineral grains, and it has recently been applied to
the detection of underground environmental contaminant plumes.
In the problem of electrical Self-Potential, one is interested in finding the dis-
tribution of subsurface induced current sources, which may be caused by concealed
geological features of economic or other interests, from the measurement of the elec-
trical potential field made on the surface of the earth. The induced current sources
are driven by subsurface electrochemical, electrokinetic, and thermoelectric energies.
The method thus bears a close relationship to the IP method. Measurements that uti-
lize SP have been found in association with studies of groundwater movement related
to leakage of dams, dikes, canals, reservoir floors, and other contaminant structures
(Corwin, 1990). Other examples of SP investigations include the evaluation of heat
flow associated with geothermal activity and certain biologic processes.
While each technique is designed to detect different information about the subsur-
face earth material, the physical phenomena of these three geoelectrical techniques
are coherent and can be modeled jointly using Ohm's law and the conservation of
current. This transfers into a second-order elliptic equation with either a spatially
variable coefficient corresponding to the resistivity (bulk resistivity in the d.c. re-
sistivity case; complex resistivity in the IP case) or a variable source term (in the
SP case). Under this model, the inverse problem is defined as the determination of
the variable coefficient representing the d.c resistivity, the complex resistivity (IP), or
the variable source term representing SP as functions of position given the discrete
measurement of electrical potential and certain boundary conditions. This has long
been a difficult problem in the geophysics community.
The common difficulties among the three methods resemble many other geophysics
inverse problems. The nonuniqueness is by far the most prominent factor to be con-
sidered. The solutions of geoelectrical inverse problems are necessarily nonunique.
Consider for instance the problem of estimating the the spatially varying resistivity
structure as a function of position. Because the resistivity is a continuous function
which, in principal, consists of an infinite number of variables, it is impossible to
define a unique solution solely from information of a finite number of potential mea-
surements on the surface. The nonuniqueness also arises from the lack of knowledge
which accounts for the complexity of the real earth: observed potential data always
have experimental uncertainty, and the physical theories allowing the solution of the
forward problem are always approximations of a more complex reality.
Geoelectrical inverse problems also exhibit a nonlinear and numerically extensive
nature. The electrical potential is nonlinearly dependent on the resistivity structure.
Further, the number of parameters in the model must be large enough to allow an
accurate simulation of the real earth, and the number of data associated with a moder-
ate sized experiment is usually quite large. Thus many theoretical and computational
challenges are involved in the successful application of these techniques.
The potential benefit through the application of geoelectrical techniques prompted
a long history of extensive modeling and inversion developments for each of these three
methods. The following paragraphs will briefly describe the interpretation history of
each method, more detailed discussion is reserved for later chapters.
From the pioneering work of the early 1930's through the present day, there has
been steady evolution in d.c electrical resistivity inversion technology. In early work
between the 1930's and 1950's, efforts were made primarily on the interpretation of
resistivity data over a 1-D layered earth using a curve matching technique based on
Hankel's Fourier-Bessel formula (Slichter, 1933; Pekeris, 1940; Vozoff, 1958). Issues of
the uniqueness and stability were not considered. Later, numerical algorithms using
inversion methods on a trial-and-error basis was introduced to 1-D and 2-D resistivity
interpretation (Madden, 1967; Coggon, 1971; Mufti, 1976; Dey and Morrision, 1979).
Beginning in the late 1970's, more sophisticated numerical modeling for 2-D and 3-D
earth models which permitted higher accuracy and resolution were developed. They
include the integral equation approach to solve for simple prismatic inhomogeneities
(Hohman, 1975; Yang and Ward, 1985; Eloranta, 1986; Beasley and Ward, 1986),
the alpha center approach for solving uncomplicated structures (Petrick et al., 1981;
Shima, 1990), the finite-element approach (Sasaki, 1992), the finite-difference ap-
proach (Dey and Morrison, 1979; Park and Van, 1991; Ellis and Oldenburg, 1994b),
and the network analogy approach (Zhang et al., 1995) for inhomogeneous media.
These methods emphasized the ability to calculate the anomalies caused by com-
plex 2-D or 3-D structures, they usually required extensive computation and a large
number of iterations based on a Newton-type scheme. Even with the approved de-
velopment of the mathematical theory in handling complex structure, they are still
limited by the computational burden. Some of these methods touched on the use of
damping or smoothness to get a stable solution in dealing with the nonuniqueness,
but how to properly constrain the model was not fully understood.
The interpretation of IP data was developed in conjunction with the d.c. resistivity
interpretation, but with far less success. Until fairly recently IP interpretation was
mainly qualitative. Attempts were usually made to plot the change of apparent bulk
resistivity with frequency but ignoring the phase shift associated with IP effect (Hallof,
1957; Madden, 1967). Methods for numerically inverting IP data were found to be
sparse in the literature. The most common approach was to invert time domain IP
data into an intrinsic chargeability distribution, defined as the ratio of the secondary
voltage measured immediately after the current is turned off to the primary voltage
measured while the current is on (Pelton et al., 1978; Rijo, 1984, Oldenburg and
Li, 1994). There was no successful inversion technique available which could extract
more information from the IP data.
Methods for Self-Potential data interpretation were developed independently from
the d.c resistivity or IP in past decades. Older methods were mostly based on po-
larized simple geometry bodies (de Witt, 1948; Yungul, 1965; Paul, 1965). After
Marshall and Madden (1959) and Nourbehecht (1963) who related the solution of
electrical potential to the primary coupled flows, research was focused on deriving
the potential anomalies produced by the suspected thermoelectric, electrochemical,
and electrokinetic sources by taking them as simple dipping dipoles contained in
a medium with a simple resistivity structure (Sill, 1983; Fitterman, 1984). All of
these methods were limited to forward modeling, there was no inversion technique
available at the time. This slow progress can be partly attributed to the lack of
practical techniques for the inversion mostly caused by questions of how to constrain
nonuniqueness.
The focus of today's research in geoelectrical imaging has been the development
of efficient inversion algorithms for generating 3-D images of subsurface resistivity
or current source structure. Relatively little work has been done on the problem of
quantifying the accuracy and resolution of such images, i.e. to what degree do the
images represent the actual medium. These accuracy and precision questions must
be answered for geoelectrical imaging to become a practical technology. To further
enhance the geoelectrical imaging method, optimization of the survey geometry is
also a key issue, however, relatively little work has been done on this topic in the
past.
1.2 Objectives
The objectives of this thesis are the following:
e Develop a better inversion method for 3-D d.c. electrical resistivity.
e Extend this inversion method to the 3-D electrical Induced-Polarization and the
3-D electrical Self-Potential inverse problems.
e Characterize uncertainty and resolution associated with the inversion.
9 Develop an optimized electrode array to enhance the resolution and accuracy
of the geoelectrical surveys and thus to increase the efficiency of the method.
* Bridge the gap between geoelectrical inversion theory and the applications by
applying our inversion algorithms to various real geophysics problems.
1.3 Thesis Plan
The topics presented in the objectives will be covered in the individual chapters of
the thesis as follows:
Chapter 2 discusses the generalized inversion methods used to treat the nonlinear-
ity and nonuniqueness of the 3-D electrical inverse problem. I approach the solution
to the inverse problems in two parts. First, I present the generalized inverse theory
used as a framework to solve for the unknown electrical parameters. A minimization
condition is defined which combines the misfit between observed and calculated data
with an imposed smoothness constraint on the reconstructed model. This yields a
model with minimum structure: i.e. it is the most featureless structure that fits the
data. I implement this minimum structure approach using the method of Tikhonov
regularization with a differential operator. I examine the possible form of the dif-
ferential operator and will show that, for the electrical resistivity inversion, the best
explicit form of the operator performs a second derivative operator over the region of
the model. I demonstrate the type of regularization which produces minimum struc-
ture models that can vary in the degree of smoothness versus the fit to data. The
second part of the solution is to develop an efficient numerical technique to solve the
inverse problem. I present a nonlinear iterative method using the nonlinear conjugate
gradient method and compare its efficiency with the commonly used Gauss-Newton
method. I show that the efficiency of the method depends on the preconditioning,
which controls the search direction of the minimization scheme, and experiment with
a variety of preconditioners.
Chapter 3 details the implementation of nonlinear electrical tomography for the d.c
resistivity problem. From the application point of view, perhaps the most important
objective is to demonstrate that the method can be applied to the real earth. I
therefore apply nonlinear 3-D d.c. resistivity tomography to three field data sets.
The first data set was collected from the Aberjona River in Woburn, Massachusetts.
The goal of the resistivity survey is to characterize the soil structure around the
river in order to understand the transport mechanisms that have been involved in
the contamination of drinking water. Inversion results from the resistivity survey is
correlated with ground penetrating radar data and cone penetrometer information.
The second experiment was performed in the Laderallo Geothermal Field in Italy.
The objective is to relate the variations in resistivity with position and time to the
re-injection history. A particular inversion procedure will be developed to extract the
variation of resistivity as a function of time. The third experiment was performed at
the Harrison's cave in Barbados, West Indies. The objective of the study is to detect
underground limestone caves in an effort to understand the cavern structure in order
to facilitate surface construction activities. I invert data from this experiment and
show that our resistivity tomography technique can be very useful for cave or other
underground facility mapping.
In chapter 4 I extend the theory of 3-D d.c. electrical resistivity tomography
to Induced Polarization inversion. The parameters that are used to describe the
IP effect are complex resistivity values. Under this definition the inversion will be
carried out in the complex domain. From a synthetic example, with the 'true' complex
resistivity value measured from a laboratory experiment, I show that IP tomography
can be utilized to detect contaminant plumes, even with weak concentration, where
d.c resistivity is not effective.
In chapter 5 I extend the inversion theory to the electrical self-potential problem
and develop an inversion algorithm for reconstruction of underground current sources
generated by fluid flow or other origins. I investigate the strong nonuniqueness prop-
erties of the problem, and provide means to reduce the nonuniqueness by various
constraints. The method is then applied to map a jet fuel contamination plume at
the Massachusetts Military Reservation in Cape Cod, Massachusetts.
An inversion is incomplete without the analysis of uncertainty and resolution.
This topic is discussed in chapter 6 where I develop a methodology to assess the
uncertainty and resolution analysis of electrical inversion methods.
As a consequence, chapter 7 discusses the optimization of electrical surveys. Sen-
sitivity analysis combined with the uncertainty and resolution analysis provide guide-
lines for the design of geoelectrical field surveys.
I summarize the work and results of the thesis in chapter 8, and discuss future
work directions which could utilize and enhance the capability of our nonlinear 3-D
electrical tomography techniques.
Chapter 2
Inversion of D.C. Electrical
Resistivity Data - Theory
2.1 Introduction
The d.c. electrical resistivity method is a principal geophysical exploration technique
which has been used extensively for subsurface characterization. The implementation
of the method consists of injecting current into the ground, measuring the electri-
cal potential at intervals on the surface or in boreholes, and from those measure-
ments deducing the subsurface resistivity distribution. Because the instrumentation
is simple and the data acquisition is straightforward, the method is extremely cost
effective. Important applications include mineral deposits prospecting (Keller and
Frischknecht, 1966; Burger, 1992), groundwater exploration (McNeill, 1990; Medeiros
and Lima, 1990), geothermal studies (Burger, 1992) and engineering construction
projects (Bogoslovsky et al., 1979; Shima, 1992). Recently, this method increasingly
has been applied to environmental protection surveys because of its non-invasive
property. The applications include general hydro-geological mapping (Okko,1993),
monitoring contaminated fluid migration (Blum, 1989; Van et al., 1992; Spies and El-
lisi, 1995), mapping the extent of landfill areas (Carpenter et al, 1990) and detection
of contaminant plumes (Mazac et al., 1990; Buselli et al, 1991)
The electrical resistivity of geological materials depends on mineralogy, clay con-
tent, pore fluid, permeability, conducting metal content, and other properties of
the materials. The resistivity value of different geological materials can vary from
104 Q.m(Pyrrhotite) to 10"Q.m (dry limestone), a range in values that may be the
widest of any common physical property of earth materials. The electrical resistiv-
ity method is ideally suited for the task of detection of chemical contamination. The
resistivity of some chemical contaminants may be much in contrast with the surround-
ing natural materials, this contrast makes the resistivity method the most sensitive
in discerning contaminants from groundwater. Even when the resistivity image does
not reveal the presence of chemical contaminants directly, it can provide valuable
information on soil properties that control the transport of chemical contaminants.
The task of the d.c. electrical resistivity inversion is to solve for the subsurface
resistivity distribution using the measurements of electrical potential on the earth's
surface or in boreholes. This is a difficult problem on many levels. One major diffi-
culty encountered is that such an inverse problem is ill-posed. The ill-posedness comes
from the fact that the number of measurements is always finite while the unknown
subsurface electrical property distribution is a continuous function which contains in
principle an infinite number of variables. It is impossible to construct a solution that
is stable and unique based on fitting data alone. Therefore solutions must incorporate
some a a priori information or be regularized in order to be stable and meaningful
against the noise in the data. Since such a priori information or regularization is usu-
ally difficult to obtain directly from the geological reality, it is subjected to personal
bias. Deciding which a priori assumption or regularization criterion is appropriate for
the geoelectrical inversion remains a problem. The other major difficulty associated
with the inversion is a result of the problem's nonlinear and numerically intensive
nature. Since, in practice, a 3-D model always involves a large number of model
parameters and data sets, the forward modeling entails solving many matrix systems.
Further, for the d.c. electrical resistivity problem, because the observed electrical
potential data are nonlinearly dependent on the subsurface resistivity parameters,
iterative methods are needed to obtain the inversion solutions. Owing to this compu-
tational difficulty, methods for geoelectrical inversion were mostly restricted to 1-D
(Inman, 1975; Parker, 1984) or 2-D (Pelton et al., 1978; Tripp et al, 1984; Smith and
Vozoff, 1984) earth models in the past decades, only a few 3-D model inversions were
found in recent literature (Park and Van, 1991; Ellis and Oldenburg, 1994; Zhang et
al., 1995).
There has been no great success in overcoming the uniqueness problem associated
with practical data. A very common approach is restriction of the solution to the
class of models consisting of a small number of parameters. In the past, most methods
for d.c. resistivity inversion (e.g. Inman, 1975; Vozoff and Jupp, 1975) used coarsely
parameterized models (e.g. large layers or blocks) to make the problem well-posed.
These solutions suppress significant structures and can hardly match the geological
reality. A more objective approach that allows finely parameterized model was de-
veloped by Parker (1984) using bilayer expansion of Green's function on a 1-D earth
model. He introduced some smoothness constraints to eliminate the rapid unstable
oscillation of the resistivity values that are caused by the non-uniqueness of the prob-
lem. Since the bilayer expansion was formulated based on a simple layered model,
his approach was limited to 1-D earth models. Park and Van (1991) and Zhang et
al. (1995) developed a 3-D resistivity inversion based on the maximum likelihood
method (Tarantola and Valette, 1982) using statistical information to constrain the
models. The method philosophically requires full statistical knowledge of the model
parameters. However, in practice, such information is often unattainable. Therefore
the statistical information was often replaced by a uniform damping weighted on each
model parameter which makes the method effectively the same as the conventionally
damped least square method.
The approach presented in this paper is based on Tikhonov regularization (Tikhonov,
1977). The method finds solutions by emphasizing the importance of the spatial cor-
relation of the model parameters. It seeks spatially smooth (or "minimum structure")
solutions of the inverse problem. The basic motivation for seeking smooth models is
that we do not wish to be misled by features that appear in the model but are not
essential in matching the observations. Other models which satisfy observations but
contain more complicated structures will be far more provocative and attractive than
reality. This approach thus provides a low bond of the model complexity. It guar-
antees that the real profile must be as rich in structure as the inversion solution but
never less complex in structure.
The quest for simple solution is well founded in literature. In the early fourteenth
century William of Occam wrote that "it is vain to do with more what can be done
with fewer " (Constable et al, 1987). What has become known as Occam's razor has
also become a fundamental tenet of modern science: hypotheses should be neither
unnecessarily complicated nor unnecessarily numerous. The minimum structure ap-
proach has been taken by many others. For example, it was taken by Rodi (1989)
in 2-D magnetotellurics and seismic data, by Pilkington and Todoeschuk (1992) in
cross-hole seismic tomography, by Scales et al (1990) in refraction seismic profile, by
Matarese (1995) in nonlinear traveltime tomography, and by Jiracek et al. (1987),
Rodi (1989), deGroot-Hedlin and Constable (1990) in 2D magnetotellurics.
Additionally, we have justification in physics. Due to the diffusive nature of the
electrical energy, the resistivity measurement does not possess high resolution on
sharp contrasts. Therefore the minimum structure models are reasonable representa-
tions of the real earth.
When minimum structure models are sought, the inversion requires insertion of
some smoothness constraints which are used to minimize the model roughness. One
objective in this chapter is to investigate the effect of the smoothness constraints
used in the Tikhonov regularization method. We will compare three commonly used
smoothness constraints, i.e. the zeroth, the first and the second order spatial deriva-
tives of model parameters. We will show that their effect on the stability of the
solution relies on the behavior of the sensitivity function, which is a measure of how
the electrical potential outputs change due to a small perturbation in the resistivity
model parameters.
The difficulty of implementing such minimum structure regularization on a 3-
D inversion depends, in part, on the numerical algorithm used for minimization.
For d.c. electrical resistivity, because of the nonlinearity of the forward problem,
iterative minimization schemes are needed to obtain solutions. The nonlinearity may
also induce multiple local minima in the objective function used to find minimum
structure models that fit the data. Therefore it may be necessary to repeat the
iterative procedure by varying initial models for the minimization algorithm. Further,
due to the non-uniqueness and uncertainty of the problem, it is desirable to find the
full set of acceptable solutions or, at least, find as many solutions that fit the data
as possible. In doing so, one needs to repeat the iteration algorithm by varying
the a priori model or the smoothness constraint. Most current resistivity inversion
algorithms are solved by an iterative linearized procedure which corresponds to the
Gauss-Newton method (e.g. Park and Van, 1991; Zhang, et al, 1995). It starts from
an initial model, then estimates a perturbation of the current model based upon the
Taylor expansion. This process is then repeated until the solution converges. This
method suffers from slow convergence at the early stage of iterations. It has been
shown that it may take tens of hours of CPU time on a high speed workstation to find
a single inversion solution on a small (20x20x10) model (Ellis, 1995). A faster and
more robust algorithm is very desirable for extensively studying the uncertainty and
the resolution of the problem and to benefit the 3D geoelectrical method in future
environmental and engineering application.
The second objective in this chapter is to investigate a more efficient algorithm
based on the conjugate gradient method to solve the nonlinear minimization. We will
show that with an appropriate pre-conditioner our algorithm requires fewer computer
resources than the Gauss-Newton method, and its superiority will become important
when the initial model varies widely from the true model.
2.2 Formulation of the Inverse Problem
A practical d.c. electrical resistivity inverse problem may be defined as: given a set
of electrical potential measurements d = (di, d2 , ..., dm) made at the surface or in
boreholes, determine as much information as possible about the subsurface electrical
resistivity. This may be written via an equation,
d = G(m) + e (2.1)
where d E EM is a vector representing data in the Euclidean space of dimension M,
m = m(x), is the unknown resistivity function, G is a forward modeling operator
which maps the model space to the data space, and e is an error vector. To allow
general spatial variations in resistivity and, at the same time, force resistivity to be
positive everywhere, we may define m as a function of 3-D position, x, whose values
are the logarithm of resistivity, i.e. m(x) = log p(x). In practice, the function m is
sampled on a dense grid, m E EN
Resistivity surveys inject current into the ground via a positive and negative
electrode and the source current density j(x) can be written
j(x) = Jo [e+(x) - e-(x)] (2.2)
where J0 is the total source current and where e+ and e_ represent the spatial dis-
tribution of the two electrodes. Typically, each electrode is small compared to the
spacing between electrodes and e+ and e_ are each taken to be concentrated at a
point, e.g.,
e+(x) = 6(x - xo) (2.3)
where (xo) is the electrode position, and 6 is the Dirac distribution.
The forward modeling operator, G, is defined implicitly by the current-conservation
equation
V- ( ()VV(x)) = -I(x) (2.4)
where I(x) is the current source and V(x) is the electric potential field. Electrical
potential V(x, y, z) is subject to appropriate boundary conditions. On the surface
of the earth, it is necessary to use the Neumann boundary condition, Bv/ aft = 0,
where n is the direction normal to the boundary. On portions of the boundary inside
the earth, an exact boundary condition is not available but various approximate
boundary conditions including Dirichlet and mixed boundary conditions (Day and
Morrison, 1979; Zhang et al., 1995) can be used. For numerical simplicity, we assume
that the model boundaries are far from the source and receiver so that a Dirichlet
boundary condition, v = 0, can be used.
To solve Equation 2.4 numerically, we use the transmission network analog de-
veloped by Madden (1972) to discretize the 3-D model into a network that consists
of network node, boundary nodes, and impedance branches (Figure 2-1). We define
voltage nodes at the top center of each medium block, and the impedance elements,
R2, RY, and R,, at the network branch. RX, Ry, and R2 are functions of the re-
sistivity and the dimension of the network cells. Current sources can be placed at
any network nodes and the potential is defined at every node. The governing equa-
tion(Equation 2.4) applied to the network results in a linear system of equations:
Ky = s (2.5)
where v is a vector of the potentials at the network nodes, s is the current source
vector, and K is a real, symmetric, and positive-definite matrix which depends on
the resistivities and dimensions of the network cells. For a potential measurement d
at receiver number ir, we can write,
d = G(m) = Cirv (2.6)
where C, = (0, ..., 0, 1, 0, ..., 0), 1 is ir-th the component which corresponds to the
location of the receiver. To efficiently solve the forward problem (Equation 2.5), a
linear conjugate gradient algorithm with incomplete Cholesky decomposition is used
(Zhang et al., 1995).
Since d is finite-dimensional while (in theory) m is infinite-dimensional, the inverse
problem (Equation 2.4) is ill-posed, i.e. unique, stable solutions cannot be obtained
solely on the basis of fitting the data. It is necessary to incorporate a priori data or
preferences in order to define a unique solution.
2.3 Nonlinear Inversion Using Tikhonov Regular-
ization
There is little success in overcoming the uniqueness problem associated with practical
data. The Monte Carlo method, in which a huge number of randomly generated
models are tested against the data, has been used for resistivity (Sternberg, 1979)
and magnetotelluric (MT) (Jones and Hutton, 1979b) soundings in an attempt to
characterize all models which agree with the observations. Such computations can
never be exhaustive.
Another approach to overcome the nonuniqueness is to incorporate some priori
information in order to define a unique solution. Classical remedies that advocate
a priori preference into the model fall under two classes. One class assumes that
the model parameters are random variables so that statistical information can be
introduced to constrain the model. Important approaches include: Bayesian inference
(Duijndam, 1988); stochastic inversion (Franklin, 1970), and the maximum likelihood
method (Tarantola and Valette, 1982). The second class assumes some "regularity"
properties of the solution such as a constraint on the spatial smoothness of the model
parameter. This idea is familiar from the modern methods of data interpolation. For
example, cubic spline interpolation describes the curve passing through a given series
of measurement points with the smallest possible roughness. The original idea of a
penalty for complexity seems to be due to Tikhonov, who named the general procedure
"regularization", introducing it in order to overcome mathematical difficulties in the
theory of ill-posed problems. (Tikhonov and Arsenin, 1977).
Tikhonov regularization defines a solution of the inverse problem that fits the data
but also has minimum possible structure. It is our contention that regularization has
enormous practical benefits in the interpretation of experimental data. In the case
of the highly non-unique problems, this technique is very useful because it provides
the simplest, or "minimum structure", solutions (Constable et al, 1987). It is also
important to note that the methods in the first class, such as Bayesian inference,
stochastic inversion, and the maximum likelihood method, philosophically require
full statistical knowledge of the model parameters. However, often in practice, when
such information is unavailable, these methods impose some smoothness constrains
which makes them effectively the same as Tikhonov regularization.
Using a least-square criterion, Tikhonov regularization defines a solution that is
a joint minimization of data misfit and a "stabilizing functional":
= (d - G(m))TR1(d - G(m)) + T(m - mo)TL TL(m - mo) = min (2.7)
where T is the objective functional to be minimized, Rdd is data covariance matrix,
L is a linear operator, r is a positive number known as the regularization parameter,
and mo is a a priori model. The first term of T is the chi-squared measure of the data
misfit. The second term defines the stabilizing functional which measures the spatial
roughness of the model. In the stochastic or the maximum likelihood inversion, mo
is taken to be the a priori mean of m and L is chosen such that (LTL)- 1 = Rmm
is an a priori covariance of m. In a minimum structure approach, L is a differential
operator and mo is taken to be a simple a priori model. In practice it is desirable to
vary mo so that multiple solutions can be obtained.
Conventionally, the most commonly used stabilizing functionals are:
1, L = , (M - mo)TLTL(m - mo) = dxdydzlm - MOl2 (2.8)
2, L = V, (M - mo)TL T L(m - mo) = dxdydzlV(m - mo)| 2  (2.9)
3, L = V 2 , (M - mo)TL T L(m - mo) = dxdydzIV2(m - mo)1 2  (2.10)
It is not certain whether any of these options guarantees a well-posed minimization
in geoelectrical inversion. In the next section we will discuss this issue.
2.3.1 Comparison of Stabilizing Functionals
Among proponents of the minimum-structure approach, there is no consensus on the
best smoothing operator L to use (at least for 1-D models) (Bache et al. 1978).
Constable et al. (1987), Smith and Booker (1988) defined L in terms of the first
derivative, as in equation (Equation 2.9). Scales et al. (1990) defined L in terms of
the second derivative, as in Equation 2.10. Jiracek et al. (1987), Ellis and Oldenburg
(1994) defined L as a combination of both the first and the second derivatives. To
investigate their influences on the 3D resistivity problem, we compare the three sta-
bilizing functionals described in Equation 2.8 - Equation 2.10 both theoretically and
numerically.
We know that in equation (Equation 2.7), when T is minimized, its first order
partial derivative with respect to m is zero yielding,
A [T R (d - Gr^n) + r-L T L( M^ - mo) = 0 (2.11)
where r^ is the solution at which W(rii) is minimized. A is the sensitivity operator, or
Fr6chet derivative which measures how data changes to a change of resistivity model.
For a discrete model, A is the matrix
aGiAij = (2.12)
8mi
Park et al. (1991) derived that the sensitivity matrix is given by the inner product of
the current density (J,) from a point source at the transmitter and the current density
(J,) from a point source at the receiver integrated over the perturbed volume,
Ai f ~ pJs - Jrd3  (2.13)
In the 3-D problem, since the current distribution from a point source approaches
infinity at the source, this sensitivity function has singularities at the location of
source and receivers. These singularities could result in a large variation in model
space given a small perturbation in the data. This aspect of the physics must be
accounted for in the regularization method.
Using Equation 2.11, we obtain the following relationship between the regularized
solution model fn and the sensitivity matrix A,
LTLi = LTLmo + T-AR-'(d - Gfn) (2.14)
Therefore, when L is an identity, the solution model in^ equals mo plus a linear com-
bination of the sensitivity matrix multiplied by the data residual. When L is the first
order spatial derivative operator, the Laplacian of fn is a linear combination of the
sensitivity matrix multiplied by the data residue. When L is the second order spatial
derivative operator, the Laplacian squared of fn are a linear combination of the sensi-
tivity matrix multiplied by the data residual. To test which choice of the stabilizing
functional yields a stable solution, we design a simple synthetic test problem.
The model is a conductive block (1Q.m) buried in a homogeneous half space
(100Q.m) (Figure 2-2). The model is parameterized as Logio resistivity and dis-
cretized into 21x21x15 elements with 10 m spacing. The (1Q.m) conductive block
is discretized into 7x7x3 elements. 25 receiver electrodes are placed on the surface
using the pole-pole configuration, among which nine of them are also used as current
electrodes. A total of (9x24=216) observations are produced by forward modeling
and 3% random Gaussian noise is added to the data.
To investigate which smoothness operator gives a better minimum structure model,
we compare inversion results obtained by different smoothness operators, all fit data
equally (X2 = 216). The results for an inversion obtained using the zeroth, the first
and the second order regularization are shown in (Figure 2-6). The one with the
zeroth order regularization has large resistivity variations in the vicinity of source
and receivers indicating that the singularities in the sensitivity functions are not
suppressed by this stabilizing functional. The first order regularization yields better
results; however, the surface artifacts are still seen in the resulting model. The second
order regularization successfully suppresses the surface artifacts, giving the smoothest
result.
For a given stabilizing functional, the amount of smoothing done is more or less
arbitrary and left to subjective judgment. Previous studies (Backus and Gilbert,
1970; Parker, 1984) indicate that when noise contaminates the data there is a trade-
off between the data misfit and the model roughness. By varying the regularization
parameter T, a trade-off curve (Figure 2-3) is generated using stabilizing functional
Equation 2.10 as an example. Three points, T1 ,T2 and 73 , are selected from the curve
and their associated models are reconstructed and shown in (Figure 2-4). It is found
that when the model is too smooth ( when r = 5.5), it can not fit the data very well
(x2 = 275). As r is lowered (r = 1.1), the model has a smooth structure and provides
a better reconstruction (X2 = 176). Over-fitting data (x 2 = 130 at r = 0.1) results in
a rough model which contains incorrect surface anomalies.
We now ask ourselves, which -r is the optimum choice? To answer this question,
we display the RMS misfit between the solution and the true model and the RMS x 2
data misfit as functions of r in Figure 2-5. It is found that there is a minimum model
misfit with the corresponding value of r = 1.1 (top). Because this value of r gives
the lowest model misfit, it is considered to be an optimum choice. Unfortunately in
practice such comparison of the RMS model misfit is not available because true models
are not known. Therefore one must seek other means for choosing the regularization
parameter r. If we look at the curve of X2 data misfit against the regularization
parameter T (middle) we find there is a slope change in the data misfit curve when
T reaches its optimal value. By integrating the x2 data misfit with respect to r the
change in slope is enhanced, as shown in the same figure (bottom). For the segments of
the X2 data misfit curve that are below this point relatively unconstrained solutions
are obtained for the inversion indicating a leakage of data noise into the solution.
Even though the data misfit is small, the solution is unreliable and the associated
model misfit may be large. For the segments of the X2 data misfit curve above this
point, especially for a very large r, inversion solutions are highly constrained and
over smoothed, which may result in poor model fitting. This change in slope in the
data misfit curve may serve as a good indicator for picking the optimal regularization
parameter, r. In solving a traveltime tomographic problem, Philips and Fehler (1991)
have found a similar behavior of the optimal regularization coefficient.
In the case where data contain random Gaussian noise, the expected value of
X2 would be equal to the number of independent data. When x 2 is greater than
the number of independent data, the data have not been fully explained by the
hypothesized model. This implies that either the inversion scheme is not applicable
or the geometry of the model cells is inappropriate. More detail in the data may be
fitted if a more complex model is used. In contrary, if x2 is smaller than the number
of independent data, either the estimated variances of the observations have been
overestimated (Wiggins, 1972; Inman, 1975) or the inversion is fitting the noise in
the data (Inman, 1975).
2.4 Nonlinear Minimization Algorithm
In the preceding sections we have defined the solution of the resistivity inverse prob-
lem by minimizing the objective function T in Equation 2.7. Since the forward
modeling operator G depends nonlinearly on m, T is non-quadratic and an iterative
minimization is required.
In this section we will investigate two algorithms for minimizing the objective func-
tional, i.e. the Gauss-Newton method, and a nonlinear conjugate gradients method.
2.4.1 Gauss-Newton Method
The Gauss-Newton method is based on expanding G in a Taylor series and calculating
the model correction at each iteration on the assumption of local linearity. By Taylor
expansion, we have
G(m + 3m) = G(m) + Aom (2.15)
where we have ignored higher order derivatives. Thus the value of T predicted by
Equation 2.7 is
T(m + 6m) = (d - G(m) - Aom)TR-1(d - G(m) - Aom) +
r(m - mO + om)TL T L(m - mo + 6m) (2.16)
With this approximation, T depends quadratically on 3m and is minimized by setting
O'J/06m = 0. Thus om is found by solving
6m = (A TR-A + rLT-L)(A TR-(d - G(m)) + rL T L(mo - m)) (2.17)
The Gauss-Newton method thus constructs a sequence of the models by
mk+1 = Mik + omk (2.18)
where omk is given by
6mik = (AkTR.A+ - rL T-L)l(AkTR-1(d - G(mk)) + rLTL(mo - Mik)) (2.19)
and a repetition of this process yields successive estimates m1 , M 2 , ... Mik until the
minimum is found.
Solving this system by computing the inverse of the Hessian, (ATR JA + TLTL),
requires a tremendous amount of computing resources. Zhang et al. (1995) suggested
that one can solve for 3m without direct computation of the Hessian matrix by ap-
plying a linear conjugate gradient scheme. This approach significantly reduces the
amount of computing resources needed and makes the 3-D resistivity inversion using
the Gauss-Newton method practical.
The Gauss-Newton method has the desirable feature of rapid convergence if the
initial guess is close to the solution, especially if, in the neighborhood of the solution
the objective function appears to become quadratic, then Gauss-Newton method
will find the solution in one step. Unavoidably, an initial guess that is far from the
solution may lead to difficulty. The convergence may reveal overshooting and unstable
features. Therefore in practice a small damping is often added to the Hessian in order
to secure the stability.
2.4.2 Nonlinear Conjugate Gradient Method
As shown in the previous section, we are able to solve for a minimum of T by substi-
tuting a linearization of G(mk) about a perturbed mk into Equation 2.16 and solve
the inversion iteratively with each model update expressed in Equation 2.19. This
Gauss-Newton type linearization procedure may result in a slow convergence for the
nonlinear inverse problem when T is far from a quadratic function. Another poten-
tially more efficient algorithm for minimizing '(m) is developed in this chapter. This
method, the nonlinear conjugate gradient (NLCG) method, will solve Equation 2.7
directly.
All conjugate gradient methods were originally invented and analyzed for the
purely quadratic optimization problem. Fletcher and Reeves (1959) extended the con-
jugate gradient to the general nonlinear minimization problem. Conjugate gradient
methods use updated model vectors which are conjugate versions of each successive
gradient vector: this means that the directions of updates are not specified a priori,
but are determined sequentially as linear combinations of previous direction vectors.
Use of these conjugate directions helps the minimization procedure to make uniform
progress towards convergence which is not so important in quadratic problems, but
can be of crucial importance in non-quadratic problems (e.g. nonlinear inversion).
NLCG method yields an alternative minimization of a nonlinear function directly
without making any assumptions about its linearity. It has been implemented by
Thompson (1995), Reiter and Rodi (1996) in a nonlinear waveform tomography, and
by Matarese (1995) in a nonlinear traveltime tomography.
The framework of NLCG we use is from the Numerical Recipes library (Press et
al., 1989). It is outlined as follows:
(a) Choose m1 , and set gi = -VW(mi), hi = Cgi
(b) Find a = ak which minimizes 'k(a) = 'I(mk + ahk)
(C) Mk+1 = Mk + akhk, 9k+1 = -V (mk+l)
(d) hk+1 = Cgk+1 + Okhk, where k - (gk+1-gk>(Cgk+1)(gk)-(Cgk)
In the algorithm, gk is the gradient of the objective functional, hk is the direction along
which the parameter ak is searched to minimize '(mk + ahk), C is a preconditioning
operator which we will discuss later, and the formula for hk and gk above imply the
basic CG-relation
gi -h,. = 0, (i #1 j) (2.20)
This general NLCG scheme must be modified for use in our resistivity inversion. Two
important procedures can aid in the convergence of the algorithm. First, in step (b)
there is a line minimization required so as to find a single variable a which minimizes
J(mk + ahk). At the earlier stage of the iterations, the surface of T tends to be more
distorted due to a relatively large amount of nonlinearity of G, while at the later
stage of the iterations it becomes more quadratic in the vicinity of the minimum.
This behavior of T leads us to design a line minimization routine that is adequate for
both the earlier and the later iterations. The strategy is: at every iteration k, try the
first step of the line minimization based on a quadratic assumption, a = -T' /"
where T'I and T" are the first and the second partial derivatives of T with respect
to a. After a minimum is bracketed, then estimate the minimum point and estimate
its value by using a cubic interpolation. Such a strategy not only would work at the
earlier stage of iteration but also would guarantee a rapid quadratic convergence at
the later stage of the iterations.
Secondly, we can also aid in the convergence of the algorithm by modifying the
gradient direction in some sensible way through some a priori knowledge or constraint.
This modification process is termed preconditioning: it can take many different forms
depending on the problem being solved. A good preconditioner may help to decrease
the objective function more quickly in the early iterations. If the problem were linear
(quadratic T ), a perfect preconditioner would be the inverse of the Hessian matrix
C = (V2 I- 1 = -(ATR1A + TLT-L) (2.21)
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It is probably safe to assume that this preconditioner works well in the nonlinear
problem too. However, applying it requires extensive computing resources. Hence we
explore an improved preconditioner that approximates Equation 2.21 and can be im-
plemented quickly. We suggest the use of the following formula as our preconditioner,
C =(TLTL + EI-' (2.22)
where
(Au)TRAu(
T =d (2.23)
in which
u = [log po, log po, o --. 109o Po (2.24)
is an uniform model vector with constant resistivity po.
The substitution of Equation 2.23 for Equation 2.21, in fact, maintains the d.c.
component of the term ATR-JA. Numerically, the constant e defined by Equa-
tion 2.23 is easy to calculate by integrating Equation 2.12 over the uniform vector
U,
(Au)i = (G(m))i (2.25)
which is the response of the constant model and can be obtained with no computation
beyond the forward calculation.
Another important issue needs to be addressed. Because of the strong nonlinearity
of the resistivity problem, the objective function T may have not only a global mini-
mum but also some undesired local minimums. Although both the Gauss-Newton and
NLCG methods solve the nonlinear minimization problem and will find a minimum,
they can not guarantee that the minimum found is the global minimum. Finding the
global minimum is, in general, a very difficult problem. A widely used method is to
repeat the algorithm starting from different initial models, find minimums, and then
pick the most extreme of them (if they are not all the same) (Press et al., 1992). A
faster algorithm will be benefit for this repeating procedure.
2.4.3 Numerical Comparison
We conducted a number of convergence tests for the Gauss-Newton and the nonlinear
conjugate gradient method using the same synthetic model described above (Figure 2-
2). The Gauss-Newton minimization scheme we compared to was developed by Zhang
et al. (1995). It uses a linear conjugate gradient method for the purpose of efficiently
computing the inverse of the Hessian matrix. It does not compute the inverse of
Hessian matrix.
Choosing a starting model with a homogeneous resistivity value of 200 Q.m, the
convergence results for each optimization method are shown in (Figure 2-7). Here
'NLCG' denotes the NLCG method with the improved preconditioner Equation 2.22,
'NLCG-1' denotes the NLCG method without preconditioning (C=identity), and
'NLCG-2' denotes the NLCG with the Hessian Equation 2.21. From these results
it is clear that the convergence rate of the NLCG method depends strongly on the
preconditioner: NLCG is the most efficient method in terms of the CPU time, and
NLCG-2 is the least efficient method. We also see that NLCG-2 makes larger de-
creases in T per iteration but takes more CPU time. The Gauss-Newton method
interpolates between NLCG and NLCG-2. When all of the methods converge, they
find the same solution (Figure 2-8).
If the initial model is chosen to be close to the true model (mo = 50Q.m inside
the conductive block and mo = 100Q.m else where), the Gauss-Newton method is as
efficient as that of the NLCG method (Figure 2-9). This result demonstrates that
the Gauss-Newton method has a fast convergence rate in the neighborhood of the
solution. Both methods find the same solution (Figure 2-10).
When the initial model is far from the solution, mo = 500Q.m, the NLCG method
has a much faster convergence than the Gauss-Newton method (Figure 2-11). Both
methods finally find the same solution (Figure 2-12).
2.5 Conclusions
In this paper, we have presented a method for solving the nonlinear geoelectrical
inverse problem. To deal with the ill-posedness of the problem, the method uses
Tikhonov regularization to obtain a solution which has the least structure necessary
to fit the data to specified error bonds. We have investigated three different smooth-
ness constraints and concluded that it is necessary to constrain second order spatial
derivatives of the resistivity function to obtain smooth, stable solutions. This result
can be understood in terms of the sensitivity functions for 3-D resistivity data and
the fact that they are singular at source and receiver positions.
To implement Tikhonov regularization numerically, we have developed a fast and
efficient algorithm based on conjugate gradient with preconditioning to solve the
nonlinear minimization problem. Using a simple preconditioning operator, the NLCG
algorithm results in a tremendous time savings over the conventional Gauss-Newton
approach, especially when the initial guess is far from the solution.
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Figure 2-1: The 3-D electrical model is discretized into a network which consists of
network nodes, boundary nodes, and impedance branches.
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Figure 2-2: The synthetic model consists of a 7x7x3 prism(p = 1Q.m) inside a
21x21x15 background (p = 100.m). The data are defined on a 5x5 electrode array
and comprise 24 potential field measurements for each of nine pole current sources.
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Figure 2-3: This trade-off curve shows how the data misfit balanced by the model
roughness. If the model is too smooth, it can not fit the data well. Over-fitting the
data will result in a rough model which contains incorrect surface anomalies. An
optimum choice is to fit X2 to the number of independent data which, in this case, is
180, indicated by the dashed line.
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Figure 2-4: Resistivity inversion model for three values of the regularization parameter r.
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Figure 2-5: A minimum model misfit with the corresponding value of T = 1.1 is found
in the RMS model misfit curve (top). This r is considered to be an optimum choice.
There is a slope change in the data misfit curve (middle). This slope change becomes
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Figure 2-6: Resistivity inversion model for three regularization operators.
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Figure 2-7: NLCG is the most efficient method compared to NLCG-1, NLCG-2, and
Gauss-Newton method. NLCG-2 is the least efficient method. The Gauss-Newton
method interpolates between them. The initial model for this test is m0 = 200Q.m.
Solutions by Different Algorithms
Gauss-Newton NLCG NLCG-1 NLCG-2
1.5 1.6 1.7 1.8 1.9 2 2.1 2.2
Log Resistivity (ohm-m)
Figure 2-8: All of the algorithms find the same solution using an initial model m, = 200Q.m. In all of these
example, r = 1.1.
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Figure 2-9: When the initial guess is close to the true model, the Gauss-Newton
method is about as efficient as the NLCG method. Where 'S' denotes the objective
function, and 'x2' denotes the y2 . The initial model for this test is m0 = 100Q.m for
the background, and m = 50Q.m for the target.
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Figure 2-10: All of the algorithms find the same solution using an initial model m0 = 200Q.m.
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Figure 2-12: All of the algorithms find the same solution using an initial model m, = 500.m.
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Chapter 3
Inversion of d.c. Electrical
Resistivity Data - Applications
3.1 Introduction
In this chapter, we demonstrate the practical value of our inversion algorithm de-
veloped in chapter 2 by applying it to various field data. The first data sets are
collected from an Environmental Protection Agency (EPA) superfund in Woburn,
Massachusetts. Using the homogeneous initial model based on surface measurement
at selected points, we are able to invert the data for underground resistivity structure.
The information is correlated with the ground penetrating radar data and the cone
penetrometer. The second experiment is performed in Larderello Geothermal Field in
Italy. The objective is to relate the variations in resistivity with position and time to
the water re-injection history. In this example, since we are interested in the electrical
resistivity change between different times during the re-injection, we modify the inver-
sion procedure to efficiently calculate the resistivity change through the linearization
about a base model. We then compare the inversion result to the ones obtained by
a nonlinear inversion procedure. The third experiment is performed in Barbados,
West Indies. The objective of the study is to detect underground limestone caves in
an effort to understand the cavern structure an thus facilitate surface construction
activities. We invert data from this experiment and show that our resistivity tomog-
raphy technique can be very useful for mapping caves or other underground facilities
mapping. The results not only recover the existing cave locations and sizes but also
indicate some new undiscovered cavern systems in the area.
3.2 Imaging Aberjona Contamination Site
3.2.1 Introduction
The Aberjona Watershed is located in eastern Massachusetts (Figure 3-1) in the town
of Woburn. The area has a history of industrial contamination dating back to the
beginning of the century. Industries, including leather tanning, metal cleaning and au-
tomobile salvage yards, dumped waste into the ground and contaminated the ground
water with high concentrations of chemicals, including chloroform, perchloroethylene
(PCE), trichloroethane, and trichloroethylene (TCE). The area was designated as a
U.S. Environmental Protection Agency superfund site in 1982, and has become the
focus of numerous environmental investigations.
The subsurface geology of the Aberjona Watershed is characterized by glacial
outwash and till deposits. The Aberjona Valley was formed by glacial movement
and runs beneath the main branch of the Aberjona River. The valley that forms the
transmissive regions of the aquifer to a depth of over 100 feet is filled with glacial
outwash consisting of fine to medium sands with traces of silt at shallow depth, and
medium to coarse sand and gravel as the depth increases. Previous studies also
indicated a peat layer overlaying the stratified sand deposits extending over a large
area with thickness ranging from 2 to 7 feet (U.S.G.S., 1989).
Our study site (marked inside the square in Figure 3-1) is located near the Well H
region of the Aberjona River. Our interest focuses on characterizing the soil around
the river in an effort to understand the transport mechanisms been involved in the
contamination of drinking water. Before our resistivity survey, other geophysical
investigations were conducted in the area, including ground penetrating radar and
cone penetrometer surveys (Zeeb et al., 1994). The goal of the resistivity survey is
to correlate soil properties with those investigations and to extend the sparse ground
truth information into a 3-D map of the stratigraphy of the region.
We performed the electrical resistivity survey at the site in March 1995. Figure 3-
2 shows the electrode configuration for the experiment. There are 80 electrodes
placed at 25 ft intervals in an 8x10 array on the surface, covering a 175 ft by 225
ft area. Electric current is injected one at a time into 30 of the electrodes with the
negative end of the current placed 1000 feet south of the Well H. Potential differences
are measured between each of the remaining electrodes and a point adjacent to the
current electrode. A total of 2340 potential differences are thus obtained.
3.2.2 Inversion Results
Our 3-D inversion model is defined over a 26x24x20 grid of cells covering a volume
beneath the electrode array. To construct a starting model, surface resistivity in-
formation is used. As one can see from Figure 3-2, a part of the Aberjona River
meanders its way southward about 100 feet west of the Well H. The river is built into
the starting model by assigning an initial resistivity value of 10 Qm to cells traversed
by the path of the river. In the rest of the area resistivity values of surface soil sam-
ples are measured and their mean value, 65 Qm, is assigned to the remaining cells of
the starting model. The NLCG algorithm is used to compute a minimum-Laplacian,
3-D model that fits the data. The NLCG algorithm requires less than two hours of
computing time on a DEC alpha workstation to find the solution. We regenerate the
same solution with the Gauss-Newton algorithm, which required more than ten hours
of CPU time. The efficiency of the computation using the Gauss-Newton method and
the Nonlinear Conjugate Gradient is shown in Figure 3-3.
Figure 3-4 and Figure 3-5 show our 3-D resistivity inversion model as vertical
and horizontal cross-sections. The results depict a resistive zone at 20 feet below the
surface, dipping from southeast to northwest. Above the resistive zone is a bowl-
shaped conductive zone. To verify the robustness of this bowl-shaped zone, we take a
2-layer model as our a priori model and see if the inversion results will be consistent
with this chosen model. We see that the model shown in Figure 3-6 reveals a similar
bowl-shaped structure in the upper half of the model. This common property shared
by both models should be given high confidence.
In order to interpret the physical soil types, a vertical cone penetrometer profile
obtained at a site 75 feet west of Well H is used to correlate the resistivity results.
The penetrometer results are shown in Figure 3-7. The cone penetrometer response
indicates somewhat more detailed soil types at shallow depth. Except for a region of
organic peat layers directly below the surface, there is a section comprising brown,
spongy material that has a high water content (80% water by weight) and contains
almost no organic matter. This section is found to be diatomaceous earth which con-
sists primarily of siliceous skeletons of diatom-microscopic. Because of high porosity
(generally 70-90%) resulting in high water content, the diatomaceous earth section
appears to be very conductive. Adjacent to the bowl-shaped lower boundary of the
diatomaceous earth is, as expected, a glacial sand layer which is quite resistive. The
boundary between the conductive zone (peats and diatomaceous earth) and the re-
sistive zone (sand), as indicated by the 3-D resistivity inversion model, is strongly
consistent with the cone penetrometer results. However, due to their limited resolving
power (e.g. interval between each of the electrodes is 25 ft), the resistivity data can-
not delineate heterogeneity within the conductive zone, i.e. different thin peat layers
and the diatomaceous earth section.
The resistivity results are in strong agreement with GPR (ground penetrating
radar) experiments at the site (Cist et al, 1995). Figure 3-8 and Figure 3-9 compare
two vertical GPR sections with a corresponding vertical cross-section of the 3-D resis-
tivity inversion model. From these plots, one can see that the shape of the boundary
between the diatomaceous earth and the sand layer is in good agreement between
the two experiments. Below this interface, the GPR section is dominated by ring-
ing effects of the antennas, whereas the resistivity model detects vertical and lateral
variations in electrical resistivity. This result indicates that the resistivity method
has great advantages in resolving structures at depths unattainable by either GPR
method or cone penetrometer.
3.2.3 Conclusion
We have successfully applied our 3-D resistivity inversion algorithm to an actual re-
sistivity field survey in the Aberjona Watershed, Woburn, Massachusetts. Our 3-D
resistivity image indicates two major layers of the site: a shallow conductive layer
composed of thin peat beds and diatomaceous earth overlying a resistive layer of
glacial sands. The top of the sand layer is approximately 20 feet deep and dips from
southeast to northwest. These results are strongly correlated with other geophysical
data from the site such as cone penetrometer and GPR measurements. Thus, the
resistivity experiment succeeds in extending these sparse measurements into a 3-D
stratigraphic model, which adds valuable information about the transport of contam-
inants in the Aberjona Watershed.
3.3 Imaging Larderello Geothermal Field
3.3.1 Introduction
The Valle Secolo geothermal region in the Larderello Geothermal Field (Figure 3-10)
in Tuscan region of Italy is a vapor-dominated, hydrothermal type that produces
steam primarily from shallow, highly fractured Tuscany Anhydrites at a depth of a
few hundred to 3000 meters (Allegrini et al., 1995; Dini, 1989; Batini et al., 1985;
Ferrara et al., 1985; Block, 1991). Intensive exploitation in this area caused a sharp
decline in the fluid storage of the reservoir and depleted the reservoir pressure. For en-
vironmental and economic reasons, starting in 1984, re-injections of water discharged
from power plants became an important part of the exploitation strategy for this area.
It has been confirmed that a large portion of the re-injected water has been converted
into super-heated steam, with a significant increase in both the steam flow-rate and
the reservoir pressure (Cappetti et al., 1995).
In the last few years the re-injection rate has been steadily increased. Whether
such an increment of re-injection is sustainable, or if it could gradually modify the
natural hydrostatic equilibrium provoking liquid phase storage inside the reservoir,
remains a question. In order to monitor the re-injection, and particularly to locate
the possible presence of liquid accumulation caused by the re-injection, geoelectrical
monitoring surveys have been performed by ENEL (Ente Nazionale per L'Energia
Elettrica) of Italy.
The surveys were carried out in a two-phase procedure. Phase 1, which took place
in the winter of 1991, was carried out under the existing conditions of re-injection
and exploitation. Phase 2, which took place 18 months later, was carried out with
the same layouts of electrodes, following a steady increment of re-injections in the
period between phase 1 and phase 2.
The purpose of this work is to present the results of the geoelectrical monitoring
survey by applying a 3-D electrical resistivity tomography technique.
3.3.2 Geoelectrical Survey at Larderello-Valle Secolo
The electrical resistivity data are collected in the vicinity of injection wells 138, 140,
94, 119, etc., inside a 2.2 x 2.8 (km 2 ) area. Figure 3-11 shows the study area, the
locations of the nearby wells, and the coordinates that will be used in the later
inversion analysis.
A vertical cross-section, displayed in Figure 3-12, shows the local geological stratig-
raphy. Under the recent sediments, the geological structure is primarily characterized
by a three-layer model. The main upper layer is a thick flysch. The middle layer,
overlain by a high permeable zone, is a Tectonic Wedges complex mainly constituted
by Anhydrites and limestones. The deepest layer is the metamorphic basement con-
sisting of Phyllites and quartzites.
Three types of electrical measurements are conducted in both phase 1 and phase
2:
* Electrical potential measurements between the injection well 140 and the sur-
rounding area, with a dipole current source located at S. Dalmazio 4 and well
134.
* Electrical potential measurements between the injection well 140 and the sur-
rounding area, with a dipole current source located at Colline 3 and well 134.
" Electrical apparent resistivity measurements between wells and at the surface
on a 'rectangle' configuration. The dipole current source is located at Colline 3
and S. Dalmazio 4.
Field instrumentation is calibrated carefully in order to reduce any internal and
external sources of noise. The total percentage error of the measurement is estimated
to be no greater than 4 percent (ENEL report, 1995). We present here a portion
of the electrical potential and apparent resistivity measurements results Figure 3-13,
Figure 3-14, and Figure 3-15.
Between the 1991 and 1993 surveys, a large decrease of about 15-20% in potential
values are observed. There is also a strong reduction of the apparent resistivity
values across the entire area under examination. In the next section we will describe
how these data can be inverted to recover a three dimensional subsurface resistivity
distribution by using a 3-D resistivity inversion technique.
3.3.3 Inversion Procedure
Resistivity surveys inject current into the ground via a positive and negative electrode
and the source current density can be written
j(x, y, z) = Jo [e+(x, y, z) - e_(x, y, z)] (3.1)
where Jo is the total source current and where e+ and e_ represent the spatial dis-
tribution of the two electrodes. Typically, each electrode is small compared to the
spacing between electrodes and e+ and e_ are each taken to be concentrated at a
point, e.g.,
e+(x, y, z) = 6(x - xo)b(y - yo)b(z - zo) (3.2)
where (xo, yo, z0) is the electrode position, and 6 is the Dirac distribution. In the
present study, some of the data are obtained using steel well-casings as electrodes.
Since the well casings extend to several hundred meters or more in depth, we model
them as vertical line distributions of finite length, e.g.
e+(x, y, z) = 6(x - xo)b(y - yo) [H(z - zi) - H(z- z 2 )] /(z 2 - z 1 ) (3.3)
where H is the Heaviside function, zi and z2 are the minimum and maximum depth
of the casing, respectively.
Similarly, a potential field measurement, d, is the difference between the voltages
sampled by two "receiver" electrodes:
d = Je+(x, y, z)v(x, y, z) dx dy dz - Je (x, y, z)v(x, y, z) dx dy dz (3.4)
where again e+ and e_ denote electrode distributions. As with the source, the receiver
electrodes are usually concentrated at points, but in the present study, some are well
casings. In the latter case, e+ and e_ are taken as vertical line distributions as in
Equation 3.3.
In the present study we have two data sets, dP) and d corresponding to two
resistivity surveys at different times. The resistivity models for the two surveys, ml)
and M(), may be different. Of particular interest is the change in resistivity between
the two surveys, i.e.,
m(x, y, z) = m2)(X, Y, Z) - m(1)(x, y, z) = log P(X, y, z) (3.5)
p( )(X, y, Z)
Here we outline two methods for estimating 6m. Both methods assume that a non-
linear inversion of the first data set is performed to yield a model 'M(1):
||dl) - G(h(1 ))11 2 + rIIL-( 1)112 = minimum. (3.6)
The methods differ in how they obtain a second model, '( 2), and the model change,
6m.
Method 1: Separate, Nonlinear Inversion. In this method, we simply perform
a nonlinear inversion of the second data set to obtain a second model, ii( 2 ), and then
let 6m = -(2_ '). Thus, the second model satisfies
d - G(M(2 )I 2 + T|LG)||2 = minimum. (3.7)
Method 2: Coupled, Nonlinear Inversion. The model Mi ) resulting from
Method 1 is constrained to be smooth but is not directly constrained to be simi-
lar to 'M(). In Method 2 we modify the model roughness penalty function to include
-M(l) as a priori model. The minimization criterion is
|d -G + r||L - = minimum. (3.8)
Note, this approach is only valid if the time interval between measurements is small
compared to a characteristic time scale for change in the flow system.
Linearization If 6m is not too large, the above methods can be performed with
the forward modeling operator, G, replaced by its first order approximation about
ij(l). Let A) be the first-order derivative of G evaluated at m = Wi(). Then the
first order approximation is
G(M) ~ G(ThJ')) + A(')('i - -M(')). (3.9)
Using this approximation, the minimization problems in Methods 1 and 2 reduce to
the solution of linear systems.
When the linear approximation in Equation 3.9 is used, it is natural to re-couch
each method in terms of a minimization with respect to 6m. For Method 1, we have
|Id -G(M ) - A6^m| 2 + r||L(m1 ± 6^)||2 = minimum. (3.10)
For Method 2:
Id(2) - G(SN) + A6^m)|| 2 + -r|L6m||2 = minimum. (3.11)
3.3.4 Inversion Results and Interpretation
Our 3-D inversion model is defined over a 26x36x17 grid of cells covering a volume
of 2.2x2.8x1.5 km 3 beneath the injection area. A three-layer starting model for the
inversion iterations is developed using available geologic data. In this Larderello appli-
cation we input a priori information into the final inversion via the MT measurement.
These include the bottom topography of the flysch layer, and the average resistivity
values for each of the layers (i.e., po = 20Q.m for the flysch; po = 200Q.m for the
Tectonic Wedges; po = 200Q.m for the metamorphic basement) obtained from an MT
survey (Rieven et al, 1995; Fiordelisi et al., 1995).
Figure 3-16 shows our 3-D resistivity inversion model as vertical and horizontal
cross-sections of phase 1. The primary resistivity variations in the Larderello-Valle
Secolo geothermal field seem to be of structural origin. However, the results depict
a conductive zone at a depth of 700 meters, starting from the location of well 140,
diffusing towards the north-west direction. This feature is not structurally related and
therefore may indicate a zone of high permeability or high water saturation assumed
to be related to the injection history.
Inversions of resistivity using data from the phase 2 survey are computed by the
two inversion methods described in the last section. Figure 3-17 and Figure 3-18
present the results of the changes in resistivity between the two surveys. The results
clearly indicate a large decrease of the resistivity values across the northeastern part
of the survey area. Most resistivity changes have taken place either inside the flysch
or at the interface between the flysch and the Tectonic Wedges. Little or no variation
is observed below a depth of 750 m where the transition to the Tectonic Wedges
is complete. The correlation of high conductive anomalies near the northern part
of the survey area from phase 1 to phase 2 suggests that this area may have high
permeability, and/or high water saturation. Comparison of the anomaly in Figure 3-
16, Figure 3-17, and Figure 3-18 indicates a change of the diffusion directions from
phase 1 to phase 2. This feature most likely relates to the increment of the re-injection,
indicating a possible modest water accumulation in this area.
3.3.5 Conclusions
We have presented a method for monitoring changes in subsurface electrical resis-
tivity caused by the movement of water and the conversion of water to steam in the
Larderello-Valle Secolo geothermal field. Comparisons of the resistivity anomalies ob-
tained from two surveys conducted in 1991 and 1993 indicate a correlation between
the changes in resistivity and the water re-injection history. The results show that
it is possible to evaluate and detect the re-injection of fluid through the systematic
observation of electrical resistivity at the site.
3.4 Imaging A Limestone Cavern System in Bar-
bados, West Indies
3.4.1 Introduction
Delineation of underground cavities has been a challenging problem for exploration
geophysicists. The problem continues to be relevant today as the discovery of more
underground cavities or tunnels is important to domestic and military interests. Many
geophysical methods have been employed for cave structure investigation including the
electrical resistivity method. Traditionally, electrical resistivity surveys were designed
with soundings, profilings, or pseudo-section interpretations. These methods cannot
yield a complete or accurate image of the subsurface structure. Today, faster computer
resources and the development of robust inversion techniques have made the use of
tomography technology possible, this advance can, in theory, improve the recovery
of the complete underground structure. In this section, we will apply the resistivity
tomography to map an underground limestone cave system in Barbados, West Indies.
Barbados is a small island located in the east of the Caribbean Sea (Figure 3-19).
The island has been formed by progressive uplifting of a great thickness of sediment.
Most of the island is covered by coral limestone with a thickness about 90 meters.
Harrison cave is located in the center of the island. The purpose of the geophysical
survey in this area is to investigate the structure of the caves, and to delineate any
unknown caverns that might be suitable for future public development.
3.4.2 Data Acquisition
A 2-D resistivity tomography survey employs a series of electrodes laid out in a
straight line with a constant electrode spacing. We used the ELREC T resistivity
meter produced by IRIS Instruments for data recording. The resistivity meter is con-
nected to an intelligent node system in which the active electrodes can be selected
automatically to vary source and receiver dipole spacing for each measurement. The
measurement is made automatically through the control of a microprocessor, au-
tomatic self potential correction, and temporal stacking signal enhancement. The
internal memory store the electrical data as well as station number and position of
electrode.
A total of three electrical resistivity tomography lines were acquired (Figure 3-20).
Line A is 90 meters long, located in the general vicinity of the Cascade Pool. Line
B is on top of the Great Hall with a length of approximately 80 meters long. Line
C is about 160 meters and is perpendicular to line B. Line A and line B contain 20
electrodes placed at 5 meter intervals. Line C deploys two sets of 20 electrode arrays
which are overlapped by 30 meters to cover a total length of 160 meters. The data
acquisition was performed on a dipole-dipole tomographic electrode configuration
(see Chapter 7). This data acquisition geometry guarantees an evenly distributed
sensitivity across the whole region. The inversion model for each electrode array is
defined over a 46x26 grid of cells covering a cross-section beneath the electrode array.
A homogeneous starting model was chosen for the inversion.
3.4.3 Inversion Results
Figure 3-21 shows the resistivity inversion results of line B. This is out best calibrated
line because there is a borehole connecting the Great Hall next to our survey line.
The resistivity image shows two large cave systems possibly connected by a narrow
route. Because this line is known to be directly over the Great Hall by existing
borehole data, the cave on the left is confirmed to be the Great Hall by comparison
with actual shape of the cave. Notice the indication in the resistivity image of a
fracture or a high porosity path (on the left corner) rising toward the surface.
As shown earlier, in order to obtain a stable solution the minimum structure ap-
proach employs a spatial smoothness constraint in the inversion. Such an approach
results in diffused or blurred boundaries between the cavern system and the sur-
rounding environment. To better establish true cave shapes we employ a method
that qualitatively predicts the anomaly's geometry suggested by Beard and Morgan
(1991). This method determines a cut off resistivity value. Any resistivity value
less than the cut off value is shaded by blue, and resistivity values higher (resistive
zone) than the cut off value is shaded by yellow. The cut off resistivity value pct is
determined by,
PCut = 10h- (3.12)
and
AX = (xh - xl)/a (3.13)
where Xh and x, denote the highest and the lowest logarithmic resistivity values
respectively, and a is a coefficient which controls the size of the shaded anomaly.
Resistive anomalies associated with a large a tend to have more compressed shape
than the ones that are associated the a small a. An optimal a is usually obtained
by numerical exercise. Through numerical tests using identical data acquisition and
model geometry, we find that a = 8 gives the best estimate of a resistive anomaly's
size for our case. Using this approach, our best estimate of sizes and locations of
caverns in line B is displayed also in Figure 3-21.
Recall that line C is perpendicular to line B. The resistivity data of line C is
gathered in two overlapping sections and then combined in a single image. The
inversion result (Figure 3-22) shows a broad region of high resistivity, however, three
distinct cave systems can be identified. The cave to the left is probably a cross-over
of the cave system going out to the Rotunda Room. The anomaly in the middle is
assumed to be the passage of the known cave system. The large anomaly to the right
in the figure is in close proximity to the natural entrance system. One interpretation
is that there is a large significant cave at this position. These assumptions can only
be tested through a more intensive survey which will be planned for the future. Note
the distinct high resistivity features extending from the top of the large cave toward
the surface. We interpret these as high porosity chimneys connecting the cave with
the surface or near-surface. These anomalies are far too high in amplitude to be
considered artifacts.
The location of line A has a very complicated topographic feature, our survey
line is sited almost at the bottom of a valley. This line has a possible connection to
another cavern system, the Cole's cave, which is in the west of the Harrison's cave.
The inversion result (Figure 3-23) depicts a conductive feature centered at a high
resistivity region shown on the right. There is also a small feature in the upper left,
it is hoped that future investigations will clarify these anomalies.
3.4.4 Conclusion
The d.c. resistivity tomography has been applied to the delineation of a limestone cave
system in Barbados. The inversion successfully identifies the known caves, and a new,
previously undiscovered cave. However, from our known knowledge of Harrison's cave
the inversion suffers from a bias which tends to locate the caves at a shallower depth
and to exaggerate their size. Improvements can be made by combining resistivity
with other geophysical methods, such as gravity, GPR or seismic methods.
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Figure 3-1: The Aberjona Watershed is located in eastern Massachusetts. Our ex-
periment site (indicated by the small square) is located near the Well H region of the
Aberjona River in the town of Woburn, ten miles north of Boston (Modified from
USGS report, 1989).
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Figure 3-2: The resistivity experiment deploys 80 electrodes in the Well H region, 30
of them are used as the current electrodes. The negative current electrode is 1000 ft
south of the Well H. The potential differences are measured with respect to a point
which is adjacent to the current electrode
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Figure 3-4: 3D resistivity inversion model (vertical slices) for the Aberjona contamination site. The resistive
zone at depth dipping from east to west is interpreted to be a sand formation underlying more conductive
diatomaceous earth.
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Figure 3-5: 3D resistivity inversion model (horizontal slices) for the Aberjona con-
tamination site. The resistive zone at depth dipping from east to west is interpreted
to be a sand formation underlying more conductive diatomaceous earth.
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Figure 3-6: 3D resistivity inversion model (vertical slices) for the Aberjona contamination site. At this time, a
2-layer model is chosen to be the a priori model. The inversion model reveals similar structure with respect to
the previous inversion in Figure 3-4.
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Figure 3-7: Correlating the 3-D resistivity inversion model with the Cone penetrom-
eter response. Note, the bowl-shaped lower boundary of the diatomaceous earth is in
good agreement with the resistivity inversion method.
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Figure 3-8: Comparison of resistivity inversion model with a GPR section located at
75 ft west of Well H. The shape of the boundary between the diatomaceous earth and
the sand layer is in good agreement.
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Figure 3-9: Comparison of resistivity inversion model with a GPR section located at
150 ft north of Well H. The shape of the boundary between the diatomaceous earth
and the sand layer is in good agreement.
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Figure 3-10: The geographic location of Larderello Geothermal Field.
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Figure 3-11: The relative position of the major injection wells are shown with the
rectangular survey area and the inversion coordinate system.
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Figure 3-12: Cross-section depicting the three layers characterizing the geologic
stratigraphy in the Larderello-Valle Secolo geothermal field, (section A-A' from (Fig-
ure 3-11)).
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Figure 3-13: Contour plot of the potential variations (in the unit of mv) between
phase 1 and phase 2. The current sources were located at well 134 and S. Dalmazio.
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Figure 3-14: Contour plot of the potential variations (in the unit of mv) between
phase 1 and phase 2. The current sources were located at well 134 and Colline 3.
Figure 3-15: Contour plot of the apparent resistivity variations between phase 1 and
phase 2. The measurement was conducted on a 'rectangle' configuration, and the
current sources were located at Colline 3 and S. Dalmazio.
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Figure 3-16: The vertical and horizontal slices of the 3-D resistivity inversion results of phase 1. The results
depict a conductive zone at a depth of 700 meters near well 140. This feature is not structural and therefore
may indicate a zone of high permeability of high water saturation. It is related to the re-injection.
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Figure 3-17: This figure presents the change in resistivity between the two surveys computed by the two
methods. The results are displayed on horizontal cross-section. A large decrease of the resistivity values (about
100 times less) are observed in the northern part of the survey area, particularly in the north east side of well
140. Method 1 (left) shows stronger anomaly than Method 2(right).
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Figure 3-18: This figure presents the change in resistivity between the two surveys computed by the two
methods described in section 3.3.3. The results are displayed on vertical cross-section.
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Figure 3-19: Locations of the Barbados island and the Harrison's cave.
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Figure 3-20: Map of Harrison's cave, showing locations of survey lines and the features discussed in the survey
(modified from Hobbs, 1994).
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Figtire 3-21: Resistivity inversion results of line B show two caves possibly connected
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Figure 3-22: Resistivity inversion results of line ( depict three distinct caves.
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Figure 3-23: Resistivity inversion results of line A.
Chapter 4
Inversion of Electrical Induced
Polarization Data
4.1 Introduction
The most common electrical and electromagnetic method used in exploration geo-
physics measures the d.c. electrical resistivity of the subsurface. There are two other
electrical techniques which utilize different electrical properties than simply resistivity.
These are (1) the electrical induced-polarization (IP) method and (2) the electrical
self-potential (SP) method. The IP and SP methods both attempt to measure effect
where electro-chemical phenomena play an important role. The following two chap-
ters will address issues of measurement and inversion techniques for the IP and SP
methods.
The IP response is a current-stimulated electrical phenomenon observed as a de-
layed voltage response in earth materials. Excellent reviews on the IP method and
case histories can be found in Sumner (1976), Fink et al. (1990), Bertin and Loeb
(1976), and Madden and Cantwell (1967). The basic mechanisms of the IP response is
mainly driven by the electro-chemical processes, where some of the chemical energy is
stored because of (a) variation in the mobility of ions in fluids associated with mineral
surface and (b) variations between ionic and electronic conductivity where metallic
minerals are present. The first of these effects is known as membrance or electrolytic
polarization, the second is known as electrode polarization or over-voltage. Conven-
tionally the IP method has been most applied to mineral exploration. Recently, the
method has been extended to application of the delineation and characterization of
groundwater contaminants.
It has been indicated that the IP method is a more effective means of detecting
and mapping ground water contaminants in many situations where d.c. resistivity
has been ineffective. In many groundwater contaminant plumes, the concentrations
of contaminants is very low so that they do not significantly change the conductiv-
ity of the saturating solution. Therefore, they do not cause a measurable resistivity
anomaly. Although the contaminant concentrations are too low to be detected using
conventional resistivity methods, they are still very toxic to humans. The acceptable
drinking water limits for most toxic substances are orders of magnitude less than
the concentrations that can be detected using conventional resistivity. Therefore,
conventional resistivity only provides enough sensitivity to detect levels of contami-
nation which are relatively high. The IP response of rocks and soils is controlled by
surface chemical effects which are very sensitive to the solution chemistry. Even small
amounts of contaminant can significantly effect the surface properties of a sample.
Measurement of the IP effect can be made either in the time or the frequency
domains. In the time-domain method a square wave current source is applied and the
transient (decay or buildup) electrical potential is sampled at the receiver electrodes
as a function of time. Superficially the transient voltage behavior in the time domain
measurement resembles the discharge and charge effects of a capacitor through a finite
resistance, but the charge and decay curves are logarithmic rather than exponential
(as in the R-C circuit) and do not commence at the static potential limits, 0 and
V (Figure 4-1). In the frequency-domain method, the current is harmonic and the
amplitude and phase lag of the potential is measured over a spectrum of source
frequencies.
Although surveying with the IP method is, in principle, similar to d.c. resistivity
(measuring potential difference between two points on the surface of the earth or in the
bore hole), the interpretation of IP data is considerably more complex. Until recently,
IP interpretation was mainly a qualitative exercise. As the measurement techniques
for detecting the IP effect fall into two classes, the time domain and the frequency
domain methods, the parameters that are used to interpret the IP effect also fall
into two categories. In the time domain measurement, the most commonly measured
parameter is the apparent chargeability, i, defined as the area beneath the decay
curve over a certain time interval (ti - t2) normalized by the steady-state potential
V, e.g. = _ 1) fA2 V(t)dt. IP results are then displayed in simple profiles of
chargeability plotted against station location. In the frequency domain, the apparent
percentage frequency effect, defined as a normalized percentage difference between the
apparent resistivity measured at two frequencies, or, the metal factor defined as the
percentage frequency effect times a fixed factor, are plotted against station location.
Recently quantitative interpretations have been found in the literature. In these
works, most authors adopt a method given by Seigel (1959) that the ultimate effect
of a chargeable body alters its effective conductivity. As such, the IP and DC re-
sistivity problems are intimately linked, and the inversion of IP data is a two-step
process (Oldenburg and Li, 1994). In the first step, the DC potentials are inverted
to recover the background conductivity O-b. The second step recovers the perturbed
conductivity so that a chargeability can be recovered. This procedure may be suited
for the forward modeling problem, but for the inversion it is not practical because of
the measurement inaccuracy and errors in numerical computation which result in in-
stabilities in the inversion. Except for the interpretation based on chargeability, more
complicated approaches have been taken by few authors. One of the approaches is
the Cole-Cole method (Cole and Cole, 1941) in which the IP effect is characterized
by four parameters, the d.c electrical resistivity, the intrinsic chargeability, the time
constant and the frequency dependent constant. Pelton et al. (1978) study mineral
IP effects using Cole-Cole method. They employ the Marquardt least-square method
to fit the apparent Cole-Cole parameters. This method provides useful information
for a homogeneous medium, but it cannot handle situations where the Cole-Cole pa-
rameters are functions of position. A different method to recover the Cole-Cole model
is accomplished by Johnson (1990). He uses a master curve fitting to back out the
Cole-Cole parameters for a simple medium. A more recent work by Yuval and Old-
enburg (1997) extends the time-domain approach by using samples of the potential
fields V at discrete times, tk, to infer d.c. resistivity and chargeability vs. tk and
position, then from the chargeability curve estimates of the Cole-Cole parameters as
a function of position are made.
Extending the work of d.c. electrical resistivity inversion theory, an alternate IP
inversion technique, based on frequency domain measurements, is presented in this
chapter. This technique is based on the assumption that the resistivity value of the
subsurface is complex. Complex resistivity results in a complex electrical potential
observed on the surface of the earth and recorded as the amplitude of the electrode
potential and the phase shift from the injected current signal. A general algorithm to
simulate the response of an arbitrary 2-D or 3-D distribution of complex resistivity
to arbitrary arrays of current and receiver electrodes and its inversion procedure is
developed.
4.2 Formulation of the Problem
The induced polarization phenomenon is usually modeled macroscopically as a gener-
alization of Ohm's law in which voltage V(t) is linearly related to current I(t) through
convolution with an impedance response function R(t):
V (t) =_ 1 R(t') I(t - t') dt' (4.1)
Treating the earth as a continuum, we have at each point
E(t) = f p(t')J(t - t') dt' (4.2)
where E is the electric field, J is the current density, and p is the electrical resistivity.
The function p(t) is taken as the superposition of an instantaneous response and a
decaying memory function. We write this as
d
p(t) = Pa [(1 - 7o)6(t) - _71(t) (4.3)
where po is the d.c. resistivity, yo is the total chargeability, and y(t) is a decay function.
yo is a number between zero and one; the function y is equal to go for t < 0 and decays
to zero as t -+ oo. The Fourier transform of p(t) defines a complex resistivity as a
function of frequency, p(w), such that
E(w) = p(w)J(w). (4.4)
For low frequencies, electromagnetic induction can be ignored and E is the gradient
of a potential field V that is determined by the current conservation law
V (1 VV(x, W)) = -I(x, w) (4.5)p (x, W)
where I is the source current. In the IP method, the difference between V at two
point electrodes is measured, as generated by a source (I) comprising current injected
at two other electrodes. In the time-domain method, a transient signal is obtained
by shutting off a steady current. In the frequency-domain method, the amplitude
and phase lag of V is measured with respect to I for a set of source frequencies.
The inverse problem is to use such measurements, for many different current and
potential field electrode locations, to infer the complex resistivity function p(x, w) or,
alternatively, the d.c. resistivity function po(x) and chargeability function q(x, t).
The inversion method of Li and Oldenburg (1994) uses time-domain IP data to
infer two parameters of the medium as a function of position: the d.c. resistivity,
po(x), and total chargeability, qo(x). Yuval and Oldenburg (1997) extend the time-
domain approach by using samples of the potential fields V at discrete times, tk, to
infer po(x) and Y(x, tk). (They fit the sampled medium response at each point x with
Cole-Cole parameters as an additional step.) In this paper we develop a frequency-
domain approach. Complex potential field measurements at discrete frequencies,
Wk, are used to infer the complex resistivity in the earth at these same frequencies,
p(x, Wk).
4.3 Forward Modeling
Given a complex resistivity function p, the predicted IP response of the earth for a
given source I and frequency w is obtained by solving Equation 4.5 (with suitable
boundary conditions). IP data are samples of V at various electrode locations. It
is clear that the forward problem separates with respect to W, i.e. the IP data for a
particular frequency depends on the earth's resistivity only at that frequency.
We discretize (Equation 4.5) on the transmission network introduced earlier in the
d.c. electrical resistivity problem with current and potentials defined at each node
and a complex impedance on the branch connecting each node. This method, like
finite differences. entails sampling p and V spatially on a dense, 3-D grid and then
solving a linear system of equations,
Ky = s (4.6)
where K is a matrix depending on the resistivity function p and grid geometry; v
is a vector containing the potential field samples at grid points; and s is a source
vector determined by integrating the current distribution I over grid elements. The
resulting equations are precisely those for d.c. resistivity modeling but with K, v
and s complex, instead of real, quantities. The matrix K is complex symmetric, not
Hermitian.
We solve the system (Equation 4.6) using a complex bi-conjugate gradient method
(e.g. Jacobs, 1986). Given that K is symmetric, the bi-conjugate gradient method
reduces to a special form which is very similar to the (real) conjugate gradient method
extended to complex numbers. This simplification makes solving an IP forward model
no more computationally different than a d.c. resistivity forward modeling. Although
the bi-conjugate gradient method for complex symmetric systems is not guaranteed
to converge (Jacobs, 1986), our experience to date has not encountered convergence
problems, probably owing to the fact that for the types of earth materials we have
considered, the imaginary part of p, and hence K and v, are much smaller than its
real part.
4.4 Extension of Nonlinear Inverse Theory to the
Complex Domain
Let us define a complex vector dk to contain all the complex potential measurements
associated with a fixed frequency Wk. Each component of dk corresponds to a sin-
gle source and receiver electrode configuration. We let m denote a model function
that defines the complex resistivity in the subsurface as a function of position and
frequency. In this paper, we use
m(x,w) = log p(x,w). (4.7)
Therefore, the real part of m is the log amplitude of the complex resistivity (log Ip)
while the imaginary part of m is the phase of resistivity.
We may state the frequency-domain IP inverse problem as determining the func-
tion m from the equations
dk = G(m; wk) + ek, k = 1, 2, ... , n (4.8)
where G represents the forward modeling operator, defined implicitly by Equation 4.5,
and each ek is a (complex) error vector. In this paper we do not address the inter-
polation of m with respect to w via parameterization (e.g. Cole-Cole) or smoothing.
Instead, because the forward problem separates by frequency, we approach Equa-
tion 4.8 as n separate inverse problems with the objective of inferring m only at the
observation frequencies, Wk. That is, we solve
dk = G(mk) + ek, k = 1,2, ... ,n (4.9)
where mk(x) = m(x,wk). (Note that, if the source is independent of frequency, G
does not depend explicitly on w.)
Our inversion algorithm solves the inverse problem for each frequency Wk sepa-
rately. Accordingly, in this section we drop the subscript k on the data vector d and
model function m.
The IP inverse problem (for a given frequency) is ill-posed because m is a function
of continuous position while d is finite-dimensional. In practice, m is sampled on a
grid and is thus finite-dimensional, but the grid is intentionally dense and the ill-posed
nature of the problem remains. To obtain stable solutions of the inverse problem, we
employ the method of Tikhonov regularization, following the implementation of the
previous chapter for d.c. resistivity inversion. That is, we define solutions in terms of
an optimization problem where an objective function, I(m), is minimized. We write
'Pas
T(m) = (dr - Gr(m))T R (-1(d, - G,(m)) + (di - Gi(m))T R7 (di - Gi(m))
+rimT L T Lm, + r2mTLTLmi (4.10)
where d = d, + idr denotes the complex electrical potential data, m = m, + imi =
log(p) the complex resistivity model (mr representing the logarithmic amplitude of
the complex resistivity, mi representing the phase), G = G, + iG; the complex
forward modeling operator, R, and R; the covariance matrices corresponding to the
real and the imaginary part of the data, L a linear operator taken to be the Laplacian
(L = V 2), and T1 and T2 are positive numbers (the "regularization parameter").
The objective function T defined above presumes that the real and imaginary
parts of d have an independent covariance matrix. Therefore, a different coefficient of
the smoothness constraint is required, in principal, to apply to the real and imaginary
parts of m. However, in practice, the imaginary component of the complex resistivity
is always much smaller than the real part, mi < m,, and the imaginary component
of the data is always much smaller than the real part, Gi < G,. Further, because the
forward modeling operator G is analytic, it satisfies the Cauchy-Riemann equation,
OG, 
_ OGi (4.11)
OG,. _ Gi
-in &i (4.12)
which implies that the contribution of the real model component to the real data
component is equal to the contribution of the imaginary model component to the
imaginary data component. The cross-dependency also has an equal magnitude which
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is very small. Therefore, it is reasonable to assume a common regularization term,
Rr1 = Rir 2 = rI (4.13)
With this definition, the objective function can be written in a more compact format,
'11(m) = Id-G(m)||2 + r||Lm|| 2
= (d - G(m))H(d - G(m)) + rmH LT Lm (4.14)
where H denotes the conjugate transpose, or Hermitian (note L is real).
Because the forward modeling operator G depends nonlinearly on m, T in Equa-
tion 4.14 is not a quadratic functional, and an iterative or search algorithm is needed to
find its minimum. A commonly used iterative method is the Gauss-Newton method.
It starts with an initial guess, m, and at the kth iteration step finds a model mrk+1
that minimizes an approximate version of T, defined by linearizing G at the current
model, Mk
G(mk + 6m) = G(mk) + Abm (4.15)
where A is the complex sensitivity matrix defined as
A = A, + iAi (4.16)
with
Ar = OGr ,Gi (4.17)
A. mJ r _ DG
Ai- Din Di (4.18)09mi om,
both of which are real quantities.
Substituting Equation 4.15 - Equation 4.18 into Equation 4.14, we obtain
IF(mk + m) = (d - G(mk) - Abin)H(d - G(nk) - ASm)
+r(mk + 6in)HLT L(Mk + Sm) = Minimun (4.19)
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Let
om = bm, + ibm; (4.20)
Then TI(mk + 6m) = Minimum requires
Oamr = -2AT[d, - G,(mk)] - 2A[[di - Gi(mk)] + 2rLTLmk +
2(ATAr + ATAi + rLTL)bmr
= Re{-2A H[d - G(mk)]} + 2L TLmk + 2( A Ar + A[ Ai + rLT L)Sm,.
-0 (4.21)
asm,= Im{-2AH[d - G(mk)]} + 2(AT Ar + AA + rL L)6mi = 0 (4.22)86mir
Putting them together,
(A HA + rL T L)(m, + iom ) = Re{AH[d - G(mk)]} + 7T Lm
+iIm{AH [d - G(mk)]} (4.23)
i.e.
(AH A + T L)m = AH [d - G(mk)] + rLTLmk (4.24)
We solve this equation by the complex bi-conjugate gradient method. Because AHA+
-rLTL on the left hand side of this equation is a Hermitian matrix, the complex bi-
conjugate gradient method becomes the general conjugate gradient with the complex
form, as expected.
The Gauss-Newton method thus constructs a sequence of models with
mk+1 - mk + m
until the model converges.
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(4.25)
4.5 Bi-Conjugate Gradient Method
In the preceding section, we defined the induced polarization forward problem to solve
equation Equation 4.5 and the inverse problem to construct a sequence of models with
increment defined by equation Equation 4.24, both are systems of complex matrices.
Since, in practice, a moderate 3-D complex resistivity model always involves a large
number of model parameters, solving these systems is numerically intensive. A fast
method known as the complex-bi- conjugate gradient method can be used to solve
these problems.
The elements of the bi-conjugate gradient method were first introduced by Lanczos
(1952) for obtaining the eigenvalues of nonsymmetric real matrices. The method was
later extended by Jacobs (1986) to treat complex non-symmetric matrix equations. To
solve a complex matrix equation such as Ax = b, the complex bi-conjugate gradient
method defines the following recurrence,
(a) Choose xo, set ro = b - Axo = po
set wo = ro, and qo = fo
(b) For k=1,2, ... do
Zk C_ rk
a = <k-Z 
k
<pkAPk> PkApk
(c) Xk+1= Xk +akPk
rk+1 rk - CkAPk
Wk+1=Wk - AHqk
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(d) Pk+1 = Zk + OkPk
qk+1 = Zk + 3 kqk
where Ok = <rk+1Zk+1> - fk+1zk+1
<fk Zk > kH
The differences between this algorithm and the conventional conjugate gradient
method is that the number of unknowns are doubled. However, for a complex sym-
metric matrix, i.e. AT = A which is the case in the induced polarization forward
problem Equation 4.6, the above algorithm can be simplified as follows:
(a) Choose xo, set ro = b - Axo = po
(b) For k=1,2, ... do
Zk C 1k
<fk'Zk> - fH
=Pk'APk PAPk
(c) Xk+1 Xk+ akPk
rk+1 =rk - QkApk
(d) Pk+1= Zk + kPk
h -<fk+1'zk+1> -'k+1xk;+1where k = 
-z > HZ),<Tk.Zk  h
If A is Hermitian, i.e. AH = A which is the case in solving the induced polarization
inverse problem (Equation 4.23), the above complex bi-conjugate gradient algorithm
becomes the complex form of the basic conjugate gradient algorithm, as expected.
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4.6 Example
To illustrate the inversion method we invert synthetic data taken over a contami-
nated plume model shown in Figure 4-2. The model consists of a 70x70x40 meter
plume embedded in a homogeneous background. The complex resistivity parameters
of the background medium are based on laboratory data from Berea sandstone cores
saturated with 0.01M NaCl solution with a pH value of 8, while data from 0.0096M
BaCl2 solution saturated cores are used to model the contamination plume param-
eters. The laboratory measurements used are from Frye et al. (1998). Data from
five different frequencies used for the inversion with each model parameter at each
frequency are shown in Table 4.1 and plotted in Figure 4-3. The IP data responses
are simulated on a 5x5 electrode array and comprise 24 potential measurements for
each of 9 current sources at frequency f = 0.01(Hz), f = O.1(Hz), f = 1(Hz),
f = 10(Hz), and f = 100(Hz), respectively.
The inversion results are shown in Figure 4-4, Figure 4-5, Figure 4-6, and Figure 4-
7. The inversion results depict the plume in both the amplitude and phase frames.
The frequency dependence of the plume resistivity is clearly detected. Although both
the amplitude and phase values of the anomaly reveal somewhat under-determined
natures, the variations of both values with frequencies are certainly almost identical to
the "true" model's frequency response. Additionally, in this example we only consider
IP response at five single frequencies, but the inversion method is general and by
repeating the inversion procedure we can obtain more complete complex electrical
properties of the sample over a large frequency band.
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4.7 Conclusion
We have developed algorithms for forward modeling and inversion of spectral IP data
in 3-D media. The algorithms accommodate a general earth model with a complex
electrical resistivity as a function of frequency and 3-D spatial position. Given a com-
plex resistivity structure, the forward modeling which predicts the complex electrical
potential distribution is solved by a bi-conjugate gradient method. Because the linear
system of the equation for the forward modeling has a complex symmetric conduc-
tance matrix, the bi-conjugate gradient method is simplified to a special form which
is comparable to the (real) conjugate gradient method that is used in the d.c. resis-
tivity forward modeling. Regularization and optimization techniques are employed
to obtain stable solutions to the nonlinear inverse problem. In practice, because the
imaginary part of both data and model are much smaller than their real parts, the
inversion can be formulated in a compact form and solved completely in the complex
domain. Such an approach achieves an efficient IP inversion. We have successfully
applied our inversion technique to synthetic data from a known model, demonstrating
the feasibility of interpreting spectral IP data directly in the frequency domain.
Sample Material Frequency (Hz) Amplitude (Q.m) Phase (mrad)
Berea Sandstone + NaCl 0.01 12060 -6.42
Berea Sandstone + NaCl 0.1 11960 -8.35
Berea Sandstone + NaCl 1 11815 -7.69
Berea Sandstone + NaCl 10 11693 -7.11
Berea Sandstone + NaCl 100 11577 -7.10
Berea Sandstone + BaCl2 0.01 10327 -4.00
Berea Sandstone + BaCl2 0.1 10244 -5.14
Berea Sandstone + BaCl2 1 10164 -4.77
Berea Sandstone + BaCl2 10 10094 -4.30
Berea Sandstone + BaCl2 100 10027 -4.16
Table 4.1: Complex resistivity parameters of the model
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Figure 4-1: Comparison of IP and R-C decay curves.
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Figure 4-2: Simple model of a contaminated plume embedded in a homogeneous
background. The complex resistivity parameters as a function of frequency are based
on the laboratory results. Synthetic IP data were computed for the electrode array
at the surface.
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Figure 4-3: Frequency variations of amplitude and phase for the two materials (Berea
sandstone saturated with 0.01M NaCi, and Berea sandstone saturated with 0.0096M
BaCl2).
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Figure 4-4: Inversion images for f=1 hz (bottom) are compared to the "true" model
(top). Each frame shows a cross-section through the center of the 3-D model. The
amplitude of the complex resistivity is shown on the left, and the phase is shown on
the right.
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Chapter 5
Inversion of Electrical
Self-Potential Data
5.1 Introduction
Self-Potential (SP) refers to a naturally induced electrical field from a source in the
subsurface of the earth. There are four principal mechanisms producing these po-
tentials (Telford et al., 1990). Electrokinetic potential, also known as streaming
potential, is observed when a fluid is forced through a porous medium. The resultant
potential depends on the product of the pressure gradients, the electrical resistivity
structure of the material, and the cross-coupling coefficients between the fluid flow
and the electrical properties. The diffusion potential is caused by the difference in
mobilities of various ions in solutions of different concentration and is proportional
to the logarithm of the solution concentrations. The shale potential, which also is
proportional to the logarithm of the solution concentrations, is caused by immersing
two identical metal electrodes in a solution with different concentrations at the two
114
electrodes. The mineralization potential, which is especially pronounced in metallic
zones such as sulfides, graphite, and magnetite, is caused by an oxidation reaction on
the mineral bodies.
The SP method is based on measurements of the surface electrical potential field,
and from these measurements locations of subsurface current source are inferred. Be-
cause the SP anomalies are associated with subsurface fluid flow, heat transfer, and
the movement of ions, the use of the SP method has a great advantage in characteriz-
ing sources associated with these phenomena. The SP method was first introduced in
mineral exploration (Sato and Mooney, 1960) and recently the method has been in-
creasingly employed in the investigation of underground water movement (Sill, 1983)
and monitoring the migration of environmental contaminants (Vichabian, 1997). Be-
cause the method offers relatively rapid field data acquisition it is a cost effective
means for reconnaissance and initial field investigation of an area prior to more ex-
tensive geophysical studies.
Quantitative interpretation of SP data is difficult. In the early years, interpreta-
tions of SP data was done mostly qualitatively. The shape of the SP anomaly and
its extent were indicated by the contour map of equal-potentials. The depth of the
SP source was approximated as the same order of half the distance of the total width
of the anomaly at half the maximum magnitude. The attitude of the source body
also was obtained from the symmetry of the anomaly profile. Such qualitative in-
terpretation has proven useful in many cases where the SP data primarily were used
to indicate locations for more detailed geophysical investigations. In order to help
provide more information about the depth, location, and configuration of anomaly
sources, the use of geometric interpretation techniques were later developed by many
authors (Corwin et al., 1981; Fitterman, 1979, 1984). Geometric interpretation in-
volves the use of calculated curves and contours, generated by relatively simple SP
source models, to match the observed field data. Available models include polar-
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ized points, lines, cylinders, spheres, sheets, and other geometric forms (Corwin et
al. 1981). Although these techniques are useful, they have limitations when source
structure becomes complex, especially in the presence of a complex resistivity dis-
tribution. The use of these techniques becomes extremely difficult and impractical
under these conditions.
In this chapter, a new technique for modeling and inverting the SP data to recover
a 3-D subsurface electrical current source distribution is presented. The technique is
based on the idea that the subsurface electrical current sources can be considered as
multi pairs of dipole current sources with arbitrary intensity, orientation, and spatial
extent. Therefore the SP voltages are produced by such distributed current sources
with the current passing through the specific subsurface resistivity structure. Using
this technique for SP problems provides a new flexibility in the interpretation of SP
data.
Once the inversion procedure is established, another major difficulty in the inter-
pretation of SP data is the problem's non-unique nature. The second objective of this
chapter is to investigate the non-uniqueness and possible reduction in non-uniqueness
by appropriately constraining the resistivity structure and the source location, mag-
nitude, and dimensions.
5.2 Formulation of the Forward Modeling
The electrical SP forward problem is to solve the surface electrical potential field
given the surface electrical resistivity structure and source current distribution. The
source current distribution is governed by the conservation of current law,
V - ( 1 Vv(x)) = -j(x) (5.1)
px)
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where j(x) is the current source, p(x) is the resistivity of the media, and v(x) is the
electric potential field. In the problem of resistivity inversion, one is interested in
recovering the resistivity structure, however the goal of the SP inversion is to recover
the current source distribution j(x). Using the network analogy, a linear system of
equations is constructed,
Ky = s (5.2)
where v is a vector of the potentials at the network nodes, s is the current source
vector, and K is a real, symmetric, and positive-definite matrix which depends on
the resistivities and dimensions of the network cells. On the surface of the earth,
it is necessary to use the Neumann boundary condition, av/8i5 = 0, where n is the
direction normal to the boundary. On portions of the boundary inside the earth, an
exact boundary condition is not available but various approximate boundary condi-
tions including Dirichlet and mixed boundary conditions can be used (see chapter 3,
section 1). A linear conjugate gradient algorithm implemented with the incomplete
Cholesky preconditioning is used to efficiently solve the forward problem. Compar-
ing this forward modeling with the forward modeling of d.c. electrical resistivity, one
finds that, except for the fact that the source nature is different, the forward modeling
procedures are identical.
A synthetic test model is designed to demonstrate the forward modeling algo-
rithm. The test model is constructed of a horizontal dipole current source inside a
50x50 square meter homogeneous background (p = 10000m). The surface electrical
potential responses are calculated for various dipole current source depth locations
(Figure 5-1). The results show that the deeper the current source is buried, the
broader and less sharp the surface anomaly becomes. Although this example is based
on a single dipole source inside a homogeneous earth model, the forward modeling it-
self is capable of computing the surface potential for cases with randomly distributed
multi-current sources in inhomogeneous earth models.
117
5.3 Inversion Method
A practical electrical SP inverse problem may be defined as follows: given a finite set
of electrical potential measurements d = (di, d2 ,.. ., dM) made at the earth's surface,
determine the intensity and location of subsurface current sources s. The relation
between d and s may be written via the standard inverse problem,
d = G(s) + e (5.3)
where G represents the forward modeling operator that maps a current source vector
to a theoretical data vector, and e is an error vector. Like most ill-posed geophysics
inverse problems, the SP inverse problem is inherently non-unique. Solution of the
inverse problem also is made by incorporation of the Tikhonov regularization where a
solution is defined to jointly minimize the data misfit and a "stabilizing functional,"
7P = (d - G(s))TR-1(d - G(s)) + r||W(s - so)112 (5.4)
where T is the objective functional to be minimized, Rdd the data covariance matrix,
W a linear operator, T a regularization parameter, and so the a priori model. The first
term in the objective function measures the data misfit, it is the likelihood function
when noise contaminating each observed data has Gaussian distribution with zero
mean and variance Rdd. The second term defines the stabilizing functional as a
regularization term which helps to constrain the model. Due to high sensitivities in
the region near the surface, the SP inversion tends to find the solution that depicts
the current sources near the surface. In order to overcome this problem, knowledge
from geologic information and other geophysical data can be introduced to constrain
the current source intensity or location through a proper choice of W, in the following
combinations,
No constraint
W=O (5.5)
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Unif orm damping
W = Identity (5.6)
Spatial constraint, while(so = 0)
W = W(x, y, z) (5.7)
Source constraint, while(so # 0)
W = W(x, y, z) (5.8)
Since the surface potential data is linearly dependent on the subsurface current
source, the inversion is linear and can be solved by a one step Gauss-Newton method.
Assuming the starting model in so, the final model can be written as
s = so + Ss (5.9)
with
6s = (ATRyJA + rWTW)- [ATR-(d - G(s)) +,rWTW(so - s)] (5.10)
5.4 Non-uniqueness
To study the non-uniqueness of the SP inversion, a synthetic model is designed. The
model contains a dipping dipole located at about 100 m below the surface. The
medium has a homogeneous background (100Q.m) with a resistive layer (1000Q.m)
at the near surface. There are 60 electrodes deployed in the medium, with 30 placed
on the surface and 30 in boreholes. The SP data are generated by forward modeling
with a 1% random noise added (Figure 5-2).
In the beginning of the test, only the surface SP data are used for the inversion.
The results of the SP inversion for the synthetic model are found to be extremely
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non-unique. In fact one can obtain perfect data fits by appropriately adjusting the
location, magnitude of current source and source dimensions. Without knowing the
resistivity structure and without using any constraint, the inversion finds a solution
which depicts the current dipole at the surface with a perfect data fit (Figure 5-3)
(top). The current distribution is unsymmetric due to the near surface resistivity
inhomogeneity. When the correct resistivity structure is applied, the inversion re-
sult (Figure 5-3) (bottom) gives a somewhat more symmetric, better current source
distribution on the surface, but the perfect data fit still remains.
By using both the borehole and the surface data in the inversion, the inversion
result places the current source at a more accurate depth location but exaggerates
the size (Figure 5-4). However, because of the high sensitivities near the surface,
the inversion still tends to place part of the current sources on the surface area. To
further constrain the inversion result, we employ a depth constraint by imposing a
depth varying operator, W(x, y, z) = W(z), to the objective function. Specifically,
we use W(z) = 1.Oe + 7 when z <= 100m and W(z) = 0 when z > 100m. With
this constraint, the inversion returns a source distribution with a more accurate size
(Figure 5-5). We then further impose a magnitude constraint on the current source,
i.e. we force the magnitude of the source to be Is| = 1, the inversion finds a solution
which is identical to the true model (Figure 5-6). These exercises show that with
additional constraints the nonuniqueness can be reduced to some extent. However,
a complete elimination of the nonuniqueness is extremely difficult, it requires further
constraints. These constraints may be attainable in practice.
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5.5 Field Example
In the spring of 1996, a SP survey was conducted to investigate the groundwater
contamination associated with fuel leakage at the Massachusetts Military Reservation
(MMR).
The MMR is located in western Cape Cod, about 60 miles south of Boston.
There are various Department of Defense (DOD) operations housed at the reservation
including the US Coast Guard, the US marine Corps, the National Guard, the US
Army, and the US Air Force. In 1986, the National Guard Bureau's Installation
Restoration Program was initiated to investigate suspected contaminant plumes at
the MMR.
Our investigation was conducted at the FS-12 jet fuel plume. The source area
of FS-12 is at the intersection of Green way road and the western entrance of the
L-firing range, about 3000 ft north of Snake pond (Figure 5-7). Leakage from an
underground fuel pipeline during 1972 resulted in an estimated spill of 70000 gallons,
mainly aviation gasoline and JP-4 jet fuel. The pipeline which was built in the early
1960s, transports fuel from the Cape Cod canal to the National Guard flight line.
The contaminants of greatest concern are Benzene and Ethylene Dibromide (EDB)
because they are the ones with the greatest potential health hazard. The direction of
the plume migration is south-southeast-ward (HAZWRAP, 1995).
Figure 5-8 shows the extent of the Benzene contamination. The greatest level
of contamination in the source area is 2000 ppb, at depth of 100 feet. In the down
gradient, the maximum plume concentration is shifted to 150 feet. The vertical
geologic cross-section and the relative plume location (Figure 5-9) show that the
subsurface of FS-12 consists of outwash sands and gravel with discontinuous lenses
of sand, silt, and clay down to at least a depth of 130 ft below the water table. The
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majority of the aquifer is confined by deep clay layers, or bedrock. The surface soil
is about 2-5 feet, on average. The interval typically consists of silty clay or clay silt,
with a mixture of fine sand or organic matter. A layer of sand and gravel outwash
deposit lies below. The sand and gravel serve as a primary aquifer for municipal and
residential water supply wells.
A Soil Vapor Extraction (SVE) system and an Air Sparging (AS) system are
currently in operation to remove fuel at the source area of FS-12. The components of
systems include vacuum pumps, control valves which adjust air flow, pressure gauges,
flow meters at well heads, air-liquid separation, and air treatment. The AS system
is accomplished by injecting air under pressure below the water table. It is expected
that contaminants located within air flow pathways will volatilize or biodegrade. The
SVE system began operation on Oct 23, 1995, the AS began on Feb 21, 1996. As of
Feb 1997, an estimated 19,147 kilograms of product had been removed from the site.
At the time of our SP measurements, the entire system was shut down. On all other
days, the system is in operation.
Figure 5-10 shows the location of electrodes deployed in seven lines at FS-12. Each
electrode is placed at a 25 ft interval, with potential measured with respect to a point
far away from the source area. A large negative anomaly with a maximum value of
600 mv, covering a range of 300 ft down gradient from Green Road was observed
(Figure 5-11). The estimated depth of the water table in this region is around 100 ft
deep from the well log information. A Wenner array sounding is performed and the
corresponding apparent resistivity data are shown in Figure 5-12. A 1-D resistivity
inversion was then carried out and the inversion results are shown in Figure 5-12.
The resistivity data shows a small decreasing resistivity as the depth approaches the
water table and then a gradually increasing resistivity as the depth crosses the water
table. This increase in resistivity is caused by the highly resistive contaminant plume.
The resistivity value starts to decrease as it passes the contaminant plume and then
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increases again as the depth approaches bedrock.
A 3-D model consisting of 26x20x15 grid cells covering 624x480x300 (fta) is chosen
for the inversion. All the electrodes are placed on the surface layer, the observations
of SP on these electrodes are inverted to reconstruct the subsurface electrical current
source. The input resistivity values for each cell is obtained from our 1-D resistivity
inversion results. A homogeneous current model (s = 1 Am) is chosen as a starting
model for the SP inversion.
We first conduct an inversion without any spatial constraint. As expected, the
inversion results shown in Figure 5-13 depict all the current source anomalies on
the surface. This is certainly unrealistic. We then use the information of the depth
location of the contaminant plume from other sources of measurement such as the
the well log data and the apparent resistivity data, as mentioned earlier, to constrain
the location of the plume. Specifically, we add a spatially varying damping coefficient
which permits the majority of the electrical current source variation to take place
below the water table. With this depth constraint, the inversion locates an egg-
shaped anomaly below the water table with a spatial extent of 160 ft in range and 50
ft in depth (Figure 5-14). The center point of this current anomaly has a magnitude of
-15(am). This inversion result is compared to the previously measured concentration
information of Benzene, shown in Figure 5-8. A comparison of the results shown
in Figure 5-15 and Figure 5-16 at a vertical and a horizontal cross-section cutting
through the groundwater monitor well GMW-51 reveal a coherent match. The actual
electrochemical cause of the SP anomaly is not fully understood and is currently
under study.
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5.6 Conclusion
In this chapter, we develop a methodology for the inversion of 3-D electrical Self-
Potential data. By measuring the electrical potential on the earth surface or boreholes,
the distribution of subsurface electrical current, induced by underground mechanical
and electrochemical activities, is recovered. This inversion is inherently non-unique.
In fact one can obtain a perfect data fit by appropriately adjusting the location, mag-
nitude and dimension of the electrical current sources. To reduce the nonuniqueness,
the regularization constraints are justified and extended to a broader range of formu-
lation including constraints on the resistivity structure and constraints on position,
orientation, magnitude, and dimension of the SP source geometry. With these con-
straints, the nonuniqueness can be reduced to some extent, however, it is difficult
to completely eliminate the nonuniqueness. In practice, the success of SP inversions
is highly dependent on one's knowledge of the resistivity structure and reasonable
estimation of the geometry and location of the source.
We conduct a 3-D electrical Self-Potential tomography to investigate a groundwa-
ter contamination associated with a jet-fuel leakage at Massachusetts Military Reser-
vation in Cape Cod, Massachusetts. With the information of the possible location
of the contaminant plume, the inversion describes a shape of the contaminant plume
which matches the results of the concentration information obtained by monitoring
wells.
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Figure 5-1: The surface electrical potential responses computed by the forward modeling for a dipole current
source located at a depth of 10 m (left), 25 m (middle), and 30 m (right). The results show that the deeper the
current source is buried, the broader and less sharp the surface anomaly becomes.
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Figure 5-2: The synthetic model consists of a dipping dipole located at about 100 m
below the surface. The medium has a homogeneous background and a resistive layer
near the upper left corner. There are 60 electrodes deployed in the medium, with 30
placed on the surface and 30 in boreholes. The SP data are generated by forward
modeling with 1% random noise added.
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Figure 5-3: The inversion results obtained by using only the surface data. Both
results, with (bottom) and without (top) the resistivity constraint, depict the current
anomalies near the surface. The unit of the color scale is (mA).
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Figure 5-4: The inversion obtained using both the surface data and the borehole data.
The current anomalies are mapped to the places near the surface and the places near
the boreholes.
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Figure 5-5:
hole data.
The inversion results obtained using both the surface data and the bore-
A depth constraint is applied to this inversion.
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Figure 5-6: The inversion results obtained using both the surface data and the bore-
hole data. A magnitude constraint is applied to this inversion.
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Figure 5-7: Our study area is located at the FS-12 fuel plume at the Massachusetts
Military Recreation (MMR), Cape Cod, Massachusetts.
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FS-12
Figure 5-8: Extent of contamination of Benzene at the FS-12 study area (modified
from HAZWRAP (1995)).
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Figure 5-9: Vertical geology and the extent of contamination of Benzene at the FS-12
study area (modified from HAZWRAP (1995)).
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Figure 5-10: The experiment site and the surface electrode configuration. There are
a total of seven lines of electrodes deployed on the surface. Each survey line is laid
along the same line as of the soil venting wells and the air sparing wells.
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Figure 5-11: A strong SP anomaly with the approximate extent of 300 x 200 (ft 2 ) is
found in FS-12 studying area. The x-z position of (300,0) on this plot is the position
point where the Green way Road crosses the vertical center line of our surveys, as
indicated in Figure 5-10.
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Figure 5-12: The apparent resistivity (top) and the inverted resistivity based on a 1-D
earth model (bottom). The resistivity data reaches a maximum value when the depth
crosses the water table which is approximately 100 ft deep in this area. The deeper
resistive anomaly on the apparent resistivity probably corresponds to the location of
'bedrock'.
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Figure 5-13: The inversion results without any constraint depicts all the anomalies
near the surface. The apparent resistivity data, is used to construct a layered resistivity
structure for the inversion. The inversion starts from a homogeneous model with
s = 1(na).
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Figure 5-14: The inversion results with the depth constraint locate and describe an
egg shaped current source anomaly below the water table.
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Figure 5-15: The SP inversion results are compared to the concentration extent of
Benzene. The inversion result shown on the left figure is a vertical cross-section
cutting through the location of the groundwater monitoring well GMW-51. Results
are taken from a vertical cross-section cutting through the groundwater monitoring
well GMW-51. The concentration extent of Benzene is from a report by HAZWRAP
(1995).
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GMW-51
Figure 5-16: The SP inversion results (left) are compared to the concentration ex-
tent of Benzene. Here a horizontal cross-section cutting through the groundwater
monitoring well GMW-51 is taken for the comparison. The concentration extent of
Benzene is from a report by HAZWRAP (1995).
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Chapter 6
Uncertainty and Resolution
Analysis
6.1 Introduction
When analyzing a geophysical inverse problem, obtaining an optimal model is usually
not sufficient. Normally we also wish to have an estimation of uncertainties and reso-
lutions in the information content of the images. In other words, we wish to know to
what degree the inversion results represent the actual structure. Any inversion pro-
cedure is considered to be incomplete without the uncertainty or resolution analysis
in the results. In general, because the theory linking data with model parameters
is often nonlinear, it may be multimodal in the model space, which thus makes the
uncertainty or resolution analysis extremely difficult. For nonlinear inverse prob-
lems, there has been no great success in analyzing the uncertainty and resolution.
Therefore, inversion results often are provided without accuracy information. Three
popular approaches to resolution and uncertainty analysis among geophysicists are:
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the method of Backus-Gilbert (Backus and Gilbert, 1968,1970), Bayesian parameter
estimation (Tarantola, 1987; Duijndam, 1988), and Monte Carlo sampling (Press,
1968; Tarantola, 1987).
The Backus-Gilbert method poses uncertainty in terms of 'spread', a measure of a
kernel which describes the spatial average of the parameter, and variance. The basic
premise is that since a finite set of data cannot resolve details in earth structure on
an arbitrarily small scale, only averages over a finite spatial extent can be estimated,
i.e. the geophysical data depend on earth structure in a simple way, they act like
simple low-pass filters to the spatial variations of earth structure. The spread, de-
fined as a quantity which measures the spatial resolution, is intended to indicate the
spatial scale over which a given estimator resolves earth structure. Furthermore, the
averaging extent of an estimate varies inversely with the degree to which the estimate
is contaminated by noise, i.e. there is a trade-off between the spatial resolution and
statistical variance of earth structure estimates. The Backus-Gilbert method obtains
an optimal linear estimator of the model parameter at a given position in the earth
through a joint minimization of spread and variance.
Another appealing approach is Bayesian parameter estimation. In the Bayesian
approach, parameters are estimated by combining information from data with a a
priori information on the parameters. The first type of information is reflected in
the likelihood function, the second in the a priori probability density function (pdf).
The product of the two determines the a posteriori pdf, which is the solution to the
inverse problem. The shape of this pdf gives the full picture of uncertainties of param-
eters. Three types of quantities that relate to the uncertainty or resolution analysis
can be extracted from the a posteriori probability density function. They are the
standard deviation, the covariance matrices, and the eigenvalue spectra. Standard
deviations can be computed from taking the square root of the diagonal elements of
the covariance matrix as overall uncertainty measures of the parameters. Covariance
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and related matrices give more detailed information on spatial correlations between
model parameters that are resolved by inversion. An eigenvalue or principal compo-
nent analysis allows the inspection of essential linear combinations of the parameters.
Both methods mentioned above, however, are only realistic and relevant to the
linear inversions. There has been no great success in the assessment of the resolution
associated with practical data as the result of a highly nonlinear inverse problem. The
Backus-Gilbert method is limited strictly to linear inverse problems. For nonlinear
inverse problems, which are the general case in geophysics, where data determine non-
linear spatial averages of the structural parameters, the Backus-Gilbert framework
breaks down. Although through the works by Snieder (1991) and Rodi (1989) the
Backus-Gilbert method was extended to nonlinear problems based on small perturba-
tions, two requirements must be satisfied for the set of models to adequately explain
the data: (1) the forward problem must be expanded in a regular perturbation series
and (2) models within the set must differ only by a fine length scale. Therefore, the
usefulness of the theory for practical problems depends on the strength of nonlinear-
ity. The validity of this approach for a very nonlinear problem such as resistivity and
IP is unknown and needs to be verified.
In Bayesian formulation, questions of resolution are answered via the a posteri-
ori probability density. The a posteriori probability density distribution contains all
information about the parameterized physical system that can be derived from the
available sources. Unfortunately, this distribution is multidimensional and is, there-
fore, hard to analyze and display, especially for highly nonlinear inverse problems
such as resistivity and IP. For this class of inverse problems, the a posteriori distri-
butions are typically multimodal, and traditional techniques for analyzing error and
resolution properties of unimodal problems break down. Under this circumstance,
computing standard derivations or covariances may be meaningless if the a posteriori
probability density is far from Gaussian, which is always the case for highly nonlinear
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problems. On the other hand, an exact computation of the a posteriori probability
density would involve an extensive exploration of the a posteriori pdf through the
whole parameter space. This is too computationally demanding for all but the most
trivial cases.
The Monte Carlo method, where a large number of randomly generated mod-
els are tested against the data, conceptually can be used to assess the uncertainty
or resolution analysis for both the linear and nonlinear inversions. By extensively
sampling the model space, the Monte Carlo method avoids entrapment in local min-
ima, and therefore provides a useful way to attack highly nonlinear inverse prob-
lems. Early geophysical examples of solving inverse problems by means of the Monte
Carlo method are usually made by simple uniform samplings, or a crude Monte Carlo
method (Keilis-Borok and Yanovskaya, 1967, Press, 1968). The method has been
used for 1-D resistivity (Sternberg, 1979) and 1-D magnetotellurics (MT)(Jones and
Hutton, 1979b) soundings in an attempt to characterize all models that agree with
the observations. However, this approach is only ideal for problems with low dimen-
sionality. For problems with high dimensionality, the crude Monte Carlo sampling is
computationally infeasible. It is therefore necessary to severely restrict the number of
samplings, as compared to the exhaustive search. One way to improve the sampling
of the model space is by combining the Monte Carlo method with the Bayesian esti-
mation. The basic idea behind this approach was described by Tarantola (1987). One
can use the Monte Carol method to invert random data vectors and random model
vectors generated according to the data variance and the a priori model distribution
for many realizations until the a posteriori model covariance can be reasonably well
approximated. Mosegaard and Tarantola (1995) have shown a synthetic example of
using of the Monte Carlo method to derive uncertainty estimates by sampling the
a posteriori probability density functions without resorting to a Gaussian approxi-
mation for this probability. However, one of the problems raised by these authors
was that the Bayesian approach requires an explicit formula for the a priori model
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distribution, which is difficult to attain in practice. As an example, consider a resis-
tivity survey. In such a situation one may have a fairly accurate idea of resistivity
values of targets (for instance, resistivities of caverns and certain minerals are known
accurately). However, the depth and the length scale of the resistivity variation is
to a large extent unknown. This implies that our knowledge of the earth's interior
is rather poor, especially where it concerns the a posteriori correlation length of the
model (Scales and Snieder, 1997).
In this chapter, we will develop a methodology to assess the resolution and uncer-
tainty capabilities of the inversion algorithms developed in Chapter 2. Considering
the enormous difficulty encountered in the resolution and uncertainty analysis for
the nonlinear inverse problem, we will explore possibilities and take into account the
factors that may help to understand and estimate the properties of resolution and un-
certainty. Specifically, we achieve our goal by the following procedures. We will first
describe approaches to the uncertainty analysis within the framework of Bayesian
parameter estimation combined with the Monte Carlo method. Secondly, we will
discuss the feasibility of adapting Bayesian's a posteriori covariance to the nonlinear
geoelectrical inversion in the concept of Tikhonov regularization. Third, we will jus-
tify the approach for Tikhonov regularization by incorporating a sensitivity analysis
to give a reasonable estimate of the uncertainty bounds or 'error bars' on the model
parameters. Then we will perform resolution analysis through the estimation of the
a posteriori model correlations. Finally we further quantify the resolution length of
the inversion method via a spectrum analysis method - the Modulation Transform
Function (MTF).
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6.2 Uncertainty Analysis via Bayesian Parameter
Estimation and Monte Carlo Method
In Bayesian formulation the solution to the inverse problem is the a posteriori prob-
ability density o(m) on the space of models m with the form (Tarantola 1987):
o(m) = np(m)<p(m) (6.1)
where , is an appropriate normalization constant. The a posteriori probability density
o-(m) equals the a priori probability density p(m) times a "likelihood function" <p(m)
which measures the fit between observed data and data predicted from the model m.
We assume that all uncertainties are Gaussian, thus the likelihood function L(m) is
proportional to
1
L(m) oc exp[--(d - Gm)TR-'(d - Gm)], (6.2)2
while the a priori model distribution p(m) is proportional to
1
p(m) oc exp[--(m - mpi,,or)TC-1 (m - mprior)] (6.3)2
where G is the forward modeling operator that predicts the observations given a
discretized model m of the subsurface, d is the observed resistivity or IP data, Rdd
is the data covariance matrix, mprior is the a priori model, and CM is the model
covariance matrix. Rdd and CM incorporate the uncertainties in the data (numerical
and observation errors) and uncertainties related to the model.
As mentioned earlier, in Bayesian inference, all questions of uncertainties and
resolution are addressed via the a posteriori probability density o(m) expressed in
Equation 6.1. Because of the complicated nature of this function due to the nonlin-
earity, one approach is to resort to Monte Carlo integration or sampling procedures
(Gouveia and Scales, 1997; Mosegaard and Tarantola, 1995) to extract confidence
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sets or other measures of resolution from or(m). Considering the dimensionality and
the high computational cost of the modeling algorithms for the d.c. resistivity or
IP inversion, a complete search of the whole model space using Monte Carlo meth-
ods are not feasible for this problem without vastly greater computational resources
than were available to us. As a compromise, the maximum likelihood point of the a
posteriori probability density, mmap, is often calculated. The computation of mmap
corresponds to the optimization problem minimizing the exponential component of
the o-(m) in Equation 6.1,
'(mmap) = (d - Gmmap)T R-](d - Gmmap) + (mmap - mprior)TCi (mmap - mn,.io,)
= minimum (6.4)
A local analysis of -(m) in the vicinity of mmap gives the a posteriori covariance
matrix C; by
Ch = (AT R-'Am., + C-)-1 (6.5)
mmap dd (6.5)
where Ammap is the Frdchet derivative of G evaluated at mmap. Note that for non-linear
and non-Gaussian problems, Equation 6.5 is only an approximation of the a posteriori
covariance matrix. The problem has to be linear enough for the approximation to be
accurate. If it is not, the computed matrix still may be useful because it describes
the curvature of the a posteriori pdf around the maximum likelihood point.
Tarantola (1987) suggested that when the validity of the linearization estimation
of the covariance is uncertain, one can use Monte Carlo methods to generate Gaussian
random data vectors with mean d and covariance operator Rdd and Gaussian random
model vectors with mean mp,.o, and covariance operator CM, solve the nonlinear
inverse problem for each realization, and compute a statistics of the results. Specif-
ically, in Equation 6.4, if we take the data to be N(O, Rdd) with null correlations
(i.e., Rdd = oI), and the a priori model to be ~ N(O, Cm) with null correlations
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(i.e., CM = oI), Equation 6.4 then becomes,
*(mmap) = o- 2 (d - Gmmap)T (d - Gmmap) +
o-,; 2 (mmap - mprior)T (mmap - mprior) (6.6)
The Monte Carlo method then proceeds by constructing K random data vectors dk
and randomized the a priori model vectors such that
dk= d + ek, k = 1, 2, ,K, (6.7)
where ek ~ N(0, o-), i.e., o- is the variance of the uncorrelated Gaussian errors of
data. In addition, we construct K random model vectors with mprior as their mean
such that
mpror = mprior + Ck, k = 1, 2, -- K (6.8)
where ek~ N(0, o2), i.e., o is the variance of the uncorrelated Gaussian errors of
the a priori model. For each of the K realizations, we then perform the full nonlinear
inversion to determine the kth regularized solution ^k by minimizing the following
objective function:
XJ!('k) = 0-22(dk - k - Gi) + a-2 (mi - )T(ik - mro,) (6.9)
and then,
Amk = rn - mmap (6.10)
is the model residual for the k"h random realization. From these K solutions, we can
compute the a posteriori covariance Ch,
1 KT
C' =K E Ak(Amk) (6.11)
k=1
The above derivation is based on performing K nonlinear inversions to obtain an
accurate estimate of the a posteriori covariance. However, considering the amount of
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computational effort required for each nonlinear inverse problem, such a procedure is
computationally highly demanding, and therefore one also can linearize the inversion
about the solution to get an approximated estimate of the a posteriori covariance.
Specifically, we randomly generate K realizations of the data perturbations and then
solve for the linearized inversion solution associated near that point via the stationary
condition
Ord2 (Am )T (AIm Am -- ek) + o 2(Amk - 6k) = 0. (6.12)
Comparing the a posteriori covariance matrix C obtained by a linearization around
mmap in Equation 6.5 and by the Monte Carlo method in Equation 6.11, the compu-
tation of COk via the Monte Carlo method has two advantages: (1) the Monte Carlo
method serves a much broader search over the model space, therefore, C in Equa-
tion 6.11 represents a much more accurate estimate of the a posteriori covariance
matrix provided a sufficient number of realization are performed and (2) the time
required to calculate the a posteriori covariance matrix in Equation 6.5 via the con-
jugate gradient matrix inversion is proportional to the square of the number of model
parameters, which may be quite large. While using the Monte Carlo method, the ac-
curacy of the estimate of C' depends only on the number of realizations. Specifically,
to obtain an estimate of the model variance that is precise to 25% at 95% confidence
requires K = 100 realizations. Given K = 1000 realizations, we can be 95% confi-
dent that our estimate of the variance is within 10%. Typically, the time to compute
a realization depends linearly on the model discretization. Given the realizations,
calculation of the covariance with respect to a point in the model requires negligible
computer time.
Once the covariance matrix is established, the most trivial quantity that can be
extracted is the standard deviation, which is computed from taking the square root of
the diagonal elements of Cf. The standard deviations can be interpreted as overall
uncertainty bounds or 'error bars' on the model parameters when the a posteriori pdf
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does not deviate too much from the Gaussian form.
6.3 Uncertainty Analysis via Tikhonov Regular-
ization and Monte Carlo Method
In this section we will explore the feasibility of adapting the previously discussed
Monte Carlo procedure to analyze uncertainty in the concept of Tikhonov regular-
ization. Such an approach was also attempted by Matarese (1995) for the nonlinear
traveltime tomography.
In Tikhonov regularization, the inversion solution is obtained by a joint minimiza-
tion of data misfit and a model roughness
W(m) = (d - Gm)R-,(d - Gm) + r|ILm| 2  (6.13)
where L is a linear operator to regularize a minimum structure solution, in our case a
Laplacian, and r is the regularization coefficient. The first term measures data misfit,
the second term introduces model roughness.
Matarese (1995) suggested that the uncertainty analysis developed within a Bayesian
framework by using the Monte Carlo method can be theoretically adapted to the
Tikhonov Regularization. If we let oh = r-1/2, we can rewrite Equation 6.13 as
T (m) = o-d 2 (d - Gm)T(d - Gm) + h 2(0 - Lm)T(0 - Lm), (6.14)
This objective function can be interpreted as the joint minimization of the data misfit
(d-Gm) subject to the data variance o-<2 and the roughness misfit (0-Lm) subject to
the roughness "variance" oh 2. A small value for 0 -h favors models with less variability
in the local roughness. This is equivalent to choosing a large value for T to emphasize
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model smoothness. Large values for Uh (low values of T) allow rougher models in
fitting the data.
It seems that Equation 6.14 can be directly related to Equation 6.9 because of their
similar formulation. Therefore, Matarese suggested that one can generate K random
data vectors and K random roughness vectors hk with variance o to calculate the
a posteriori covariance using the concept of Tikhonov regularization, i.e., for each
random realization, we solve the following optimization problem:
'(mmik) = g-2 (d - Giik )T (dk - Gmik) + ck 2 (hk - Lmi j)(hk - L iik) = min.(6.15)
Because of the extensive computational demand in solving for K nonlinear inverse
problems, Matarese solved a nonlinear regularization problem only once to obtain
the regularized solution 'n and then linearized the solution about i and solved the
following equation given by the stationary condition.
d 2 (Alg)T(AljAmk - ek) + o- -2 LT(LAmk - hk) = 0. (6.16)
Matarese's approach suffers from the following shortcomings. Although comparison
of the Tikhonov regularization formulations in Equation 6.13, to Equation 6.15 with
those of the Bayesian formulations reveals that the Tikhonov regularization math-
ematically resembles that of Bayesian inference (if we incorporate smoothness into
the Bayesian problem as the a priori covariance matrix C-1 = rLTL), the goals and
interpretations of the two methods are rather different. In Tikhonov regularization,
we solve the inverse problem by determining the maximum model smoothness that
allows for data fitting without incorporating a priori information about the models,
and estimate the resolution in terms of the degree of model smoothness implied by
the data. In the Bayesian inversion, however, we compute a probability distribution
of models that are consistent with the data and the a priori information. This dis-
tribution is then used to assess the resolution provided by the inverse procedure. In
fact, C and rLTL never can be equal because the inverse of LTL is not well-posed;
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thus the corresponding a priori covariance CM would be infinite and meaningless. It
is impossible to perform a Monte Carlo random search which can sample all possible
solutions in the model space. By perturbing the roughness term Lm only as shown in
Equation 6.15 instead of perturbing the a priori model directly, we essentially test the
stability of the minimum structure solution against the local roughness. This is not
equivalent to randomly sampling the whole a priori model space, such an approach
cannot be served as a complete method for the uncertainty and resolution analysis of
the Tikhonov regularization inversion. More effort must be taken to accomplish this
goal.
6.4 Augmented Uncertainty Analysis In Tikhonov
Regularization
For many geophysical inverse problems, it is often true that some model parameters
can be resolved deterministically and others only can be resolved statistically. Assum-
ing we have a set of models that fit the data, it may happen that all the models give
the same value for the model parameters which are resolved deterministically. Such
parameters are well constrained by the data, and their inverse problems are "well-
posed" using old terminology. On the contrary, it may happen that all the models
give absolutely different answers for model parameters which are poorly constrained
by the data. To determine whether a model parameter is resolved deterministically
or statistically, we introduce a sensitivity analysis.
Sensitivity analysis is a procedure to quantify an overall electric potential response
to a small perturbation in each model parameter. It can be carried out by computing
the sensitivity matrix which is a measure of how the surface potential measurement
changes with respect to a unit perturbation in the model parameter, and then sum-
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ming over the source numbers and the receiver numbers. The method of calculating
the sensitivity matrix on a network formulation can be efficiently obtained by incor-
porating reciprocity into the inversion theory. Many works have demonstrated the
efficiency of reciprocity. (Rodi, 1976; Tripp at al, 1984; Park et al., 1991; Mackie and
Madden, 1993; Zhang et al., 1995).
According to Ohm's law and conservation of current, the forward response of a
resistivity model is calculated by solving linear system of equations
Kv' = s"s (6.17)
where v" is a vector of the potentials at the network nodes due to source is, s is the
is-th current source vector, and K is a real, symmetric, and positive-definite matrix
which depends on the resistivities and dimensions of the network cells.
For a potential measurement, Q , due to a source number, is, at a receiver num-
ber, ir, we can write,
Q = Cir vo" (6.18)
where Cir = (0, ..., 0,1,0,..., 0), the non-zero component '1' is the ir-th component
which corresponds to the location of the receiver. The source term Ss is independent
of model parameters. Thus after taking the partial differential on both sides of Equa-
tion 6.17 with respect to a model parameter, i.e. the logarithmic resistivity log(p 3 )
of cell (j), we obtain
aQ " - K
" = -C"K-1 K vis (6.19)
Olog(p 3 ) r olog(p 3 )
This equation shows that the sensitivity of the potential at the receiver ir to a change
of jth resistivity at depth is equal to the response at the receiver site due to a source
term -vs, which represents a collection of sources placed at the jth resistivity
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position. The sensitivity matrix for the source number is is thus defined as,
/ OQ; NQS t- 8QS
Dlog(ps) alog(p2) 8lo9(p3 ) alog(pn)
&i 8Qi' 8Q' IsQS8
A's = alog(p) slog(P2) alog(pN) alog(pn) (6.20)
\ pi Olog(p2 ) 8p3 8 log(pn)
To calculate the summation of the potential responses of the entire data set with
respect to each model element, we simply multiply the transpose of matrix A's with
a unit vector 'I' and then sum over the source numbers, i.e.
ns,nr a s n3nsnr
lo ( ) ='A3 KI= 9(-CKK v ) (6.21)
In diaplay, since 'Q!" can vary many orders of magnitude, we take the logarithmic
measure of the above equation,
Log *p = Log E (-CjrK-1 vK (6.22)(pi) Olog(p )V
Given a unit change in the model parameter log(pj) = 1, Equation 6.22 estimates
an overall change in the observation. If this overall change in the observation is
large, it means that the parameter log(p 3 ) is well constrained by the data. A poorly
constrained model parameter will result in a small sensitivity.
The sensitivity analysis can be incorporated with the Tikhonov regularization to
calibrate the estimation of the uncertainty bounds, or 'error bars'. Once the geometry
of sources and receivers is given, the sensitivity analysis can be performed over the
inverted model to estimate how each model parameter is dependent on the observa-
tion. The uncertainty on each model parameter should be inversely proportional to
the sensitivity, i.e. parameters which possess higher sensitivities should have lower
uncertainties or smaller 'error bars'. On the other hand, parameters which possess
lower sensitivities should have higher uncertainties or larger 'error bars'. Therefore,
if we are able to obtain an accurate estimate of the uncertainty bounds, or 'error
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bars', on well constrained model parameters, we may then extend such an estimation
of uncertainty to model parameters which are poorly constrained by data via the
calibration of sensitivity analysis.
To obtain an accurate estimate of the uncertainty on the model parameters which
are well constrained by the data, we can simply invert a Hessian matrix defined earlier
or use the Monte Carlo method based on data perturbation. Since the model param-
eters can be resolved deterministically, any inversion model which fits data should
posses the same uncertainty information as the model parameters. Therefore, we can
solve the nonlinear regularized inverse problem first to obtain a regularized solution
and then calculate the posteriori covariance according to the stationary condition
which corresponds to
C/ = (A T R- A + r L )L-l (6.23)
For simplicity and to be consistent with the Tikhonov regularization method described
above, we here omit the subscript of the sensitivity matrix A.
An alternative way to calculate the posteriori covariance is to use the Monte Carlo
method. But here we only need to generate K random data vectors with a known
standard deviation to give a statistical estimate of the posteriori model covariance,
as the a priori mean and the local roughness do not influence the inversion results
for parameters that can be resolved deterministically.
6.5 Resolution Analysis Via Model Correlation and
The Modulation Transfer Function
More detailed information can be derived from the posteriori covariance matrix. Par-
ticularly, correlations between parameters can be quantified by the correlation matri-
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ces defined in the following equation to asses the resolution analysis:
c (6.24)2 2
(Caa)k (C wfl)
If the correlation between parameters ma and m,' is close to zero, the a posteriori
uncertainties are uncorrelated. If the correlation is close to 1, the uncertainties are
highly correlated. A strong correlation of uncertainties indicates that the two param-
eters have not been independently resolved by the data set and that only some linear
combination of the parameter are resolved.
The computation of the model correlations (Equation 6.24) requires the perfor-
mance of K inversions on randomly generated data based on the Monte Carlo method.
A more direct means of quantifying the resolution of the inversion is the method of
the Modulation Transfer Function (MTF).
The MTF is a measure of quality with which an imaging system like the inversion
algorithm constructs images of the subsurface whose resistivity distribution can be
described by sinusoidal functions. It measures characteristics of the inversion algo-
rithm that determine contrast sensitivity in terms of spatial frequency. Although
the origin of the MTF lies in the evaluation of the resolution ability of optical imag-
ing instruments (Born and Wolf, 1964; Perrin 1969), the methodology is suitable for
geophysical tomography. The inversion exhibits inaccuracies at a variety of spatial
scales owing to the discretized data sampling and the diffusive nature of the electrical
method. Structure on a spatial scale finer than some critical level will be impossible
to resolve. This critical scale is called the resolution length which is identified by the
MTF.
To calculate the MTF function, a series of 'delta-function' resistivity perturba-
tions can be placed in a synthetic medium. The forward model is used to calculate
the resultant surface data, then the inversion code is run, using the surface data as
input, to produce an image of the original delta-function. The resultant image of the
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delta-function perturbation and its width are an indication of the smearing introduced
by the inversion process. A Fourier transform is then conducted on both the origi-
nal delta-function and the response of the delta-function which is the reconstructed
model. The spectral results are plotted as a function of a spatial wave number. The
MTF is defined as the ratio of the spectrum which corresponds to the reconstructed
model to the spectrum of the delta-function. Therefore, the MTF quantifies at what
spatial frequency (i.e. resolution length) the contrast sensitivity is lost.
Study of the resolution capabilities of the inversion algorithm through the MTF
function can be accomplished by a succession of tests on synthetic data sets. Res-
olution capabilities will be evaluated by comparing an original synthetic resistivity
distribution with the image calculated by the inversion algorithm through the use
of the MTF. Since the resolution length would be expected to vary from place to
place within the model, conceptually, the ideal synthetic medium would be a stochas-
tic distribution of resistivity which would contain the complete spectrum of spatial
frequencies. However, this ideal approach is probably not practical because of the
nonlinear nature of the problem. The resolution in some parts of the medium is
dependent on the medium's overall resistivity distribution. For example, if we re-
construct the resistivity imaging from a so called 'checker-board' test (Leveque et
al., 1993), the deeper anomalies would be masked by the shallower structure, the
resulting image would therefore misrepresent the resolution of the deeper structure.
This means we must seek a more specific approach taking into account the typical
target distribution and its variability. Therefore the synthetic test data sets would
contain variations in range and depth for typical features which are expected in the
application.
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6.6 Numerical Results
This section presents numerical results of uncertainty and resolution analysis on syn-
thetic data sets. To facilitate computations, a 2-D synthetic model containing two
resistivity anomalies (Figure 6-1) is discretized onto a 40 x 20 grid covering 80 x
40 square meters. In order to eliminate the boundary effect, we add three model
cells on each side of the lateral extended boundaries, which makes the total number
of discretized model parameters 46 x 20. There are 20 electrodes deployed on the
surface at a 4-meter interval, and they are arranged in a dipole-dipole configuration.
Each dipole current source pair has a fixed length of 4 meters. In total, there are 150
dipole potential observations, each generated via a d.c resistivity forward modeling
calculation and with 5% noise added.
We perform a nonlinear inversion to recover the subsurface electrical resistivity
structure and analyze uncertainties that are associated with the inversion. By solving
an optimization problem defined by the Tikhonov regularization, we obtain a mini-
mum structure solution (the corresponding optimal regularization coefficient r = 0.4,
and the data misfit y2 = 122) and display the inversion result and the associated
model residual (i.e. mtrue - mpredicted) in Figure 6-2. The inversion result depicts
a resistive anomaly in the center of the model and embedded inside a homogeneous
background. Comparing the inversion result with the true model, we find that there
is little indication of the second resistive anomaly which is located near the left-side
boundary. From the residual plot, we see that the inversion result poses higher vari-
ances near the corners of the rectangular object, the lower corners display larger
errors.
The objective of the uncertainty analysis is to give an estimation of the inversion
result's accuracy, or in a more direct sense, to derive 'error bars' on the inversion
solution. By this definition, we would expect to see that our inversion result should
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fall within the 'error bars,' given that the estimation of the 'error bars' is correct.
This concept is, in fact, a simple way to check whether our final estimation of the
uncertainty makes sense.
Our first calculation is the inversion of (ATR-1 A + rL TL), as described in Equa-
tion 6.23 to obtain the linearized a posterior covariance matrix. As mentioned above,
the a posteriori covariance may not accurately represent the true a posteriori covari-
ance as it is only a local approximation of the a posterior on the maximum likelihood
solution point. However, for the parameters that are well constrained by the data,
this a posteriori covariance should give the correct answer for uncertainties of the
model parameter. We use a conjugate gradient method for the task of the matrix
inversion. The standard deviation of each model parameter is then extracted by tak-
ing the square-root of the diagonal terms in the a posteriori covariance matrix. The
result, shown in Figure 6-3 (top), indicates that the uncertainty is not uniform across
the model. In the vicinities of the sources and receivers, the standard deviations ap-
pear to be minimal (Logp = 0.2 on average). Locations farther from the sources and
receivers display larger standard deviations. The highest standard deviations appear
at the boundaries of our model. In the area where the center anomaly is located,
the standard deviations reveal a relatively higher value than the surrounding area.
Comparing the standard deviations of model parameters located at the lower part
of the model to the parameters near the region of the sources and receiver, there is
no significant change. Variations of the standard deviations, ranging from 0.2 (on
the surface) to 0.8 (near the side boundaries), is too small to include the true model
residual calculated in Figure 6-2. Thus the a posteriori standard deviations calcu-
lated from the expression in Equation 6.23 cannot yield an accurate estimation of the
uncertainty on all model parameters.
Next, we perform a calculation of the standard deviation based on the Monte
Carlo method by generating many realizations of random perturbation on the data
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vector. In the uncertainty analysis 1000 data error realizations were computed from
which the a posteriori covariance was computed. This number of realizations made it
possible to achieve a sample deviation within 5% of the true deviation. The bottom
plot in Figure 6-3 shows the a posteriori standard deviation as a function of model
position by using the Monte Carlo sampling on data vectors. Since the perturbation
is only performed on the data vector, the standard deviation calculated via this
method only provides information on how the data uncertainties propagate into the
model uncertainties. In other words, assuming that the total model uncertainties are
determined by two terms, the data term and the regularization term, this calculation
only takes into account the uncertainties in the data. In fact, in the surface area
where the model parameters can be resolved deterministically, the two methods give
equivalent results.
We then carry out a sensitivity analysis via Equation 6.22. The top left figure in
Figure 6-4 displays the sensitivity as a function of position. The highest sensitivity
is found in the vicinity of the sources and receivers. The sensitivity decreases as the
depth increases, and also decreases approaching the left and right sides of the bound-
aries. Using this sensitivity information, we calibrate the a posteriori standard devi-
ations obtained in Figure 6-3 to give a more accurate estimate of the model standard
deviations. Specifically, we take the average value of the model standard deviation
calculated by (1) using the Monte Carlo sampling on data vectors and (2) inverting
matrix (ATR yA + rLTL), and multiply it with the normalized diagonal elements
of the sensitivity matrix. This gives the calibrated a posteriori standard deviations,
which are displayed in the top right figure in Figure 6-4. This new standard deviation
reveals a much broader range in variation of the standard deviation. The true model
residual displayed in Figure 6-2 falls inside the 'error bars.' We further add this stan-
dard deviation to the inversion solution shown in Figure 6-2 to give an estimate of
high bounds of the inversion solution. This result, together with low bounds of the
inversion solution by subtracting the standard deviation from the inverted model, is
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shown in the bottom of Figure 6-4. Between these two figures is a range of resistivity
models all of which will fit the surface potential data well. Although these results do
not give an exact measure of errors between the inverted model and the true model
(because the true model is unattainable in practice), they provide a range of possible
solutions within which the true model is contained. Because of the broad range of
solutions which fit the data, one sees the limitation of a specifically chosen survey
geometry. This means more sophisticated and improved data acquisition geometry
should be incorporated into the surveys if better accuracy is to be determined.
Perhaps the more interesting result of the a posteriori covariance is with regard to
the model correlations. For the three selected points in the model (i.e. a shallow point,
a deeper point, and a point near the right side of the boundary), Figure 6-5 "maps"
the corresponding rows and columns of the model correlation matrix calculated via
the Monte Carlo method. Two fundamental characteristics define the correlations:
(1) positive correlations with the highest values (i.e. +1) in the selected point and
a gradually decreasing correlation in the regions near by and (2) correlations are not
uniform over the entire area. At the near surface and center, the correlations tend
to peak higher than at the deeper and boundary areas. As mentioned earlier, if the
correlation is close to 1, the parameters are highly correlated. A strong correlation of
uncertainties means that the two parameters have not been independently resolved
by the data set and only some linear combination of the parameter is resolved. The
correlation results in Figure 6-5 thus indicate that the inversion poses a better resolv-
ing power under the center line of the surface electrodes than near the boundary and
deeper areas. These results translate into acquisition guidelines which would locate
the target as close as possible to a trustworthy region of the inversion.
In the previous examples, the anomalies are chosen to be resistive. For conductive
anomalies, one would expect to see a relatively lower variance in the center of the
conductive anomalies because they have the highest electrical current concentration
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and thus pose a relatively high sensitivity. For the same reason, one would expect a
relatively poor resolution and higher variance in the areas located below the conduc-
tive bodies. The shape of the conductive bodies would be less well resolved compared
to the conductive bodies because the current tends to be absorbed by the conductive
anomaly but travels around the region of the resistive anomaly. To verify this result,
the resistive bodies in the previous examples are replaced by conductive bodies, with
each anomaly having the resistivity of 20 Q.m. The reconstructed model and associ-
ated standard deviation estimation, displayed in Figure 6-6 and the correlation map,
displayed in Figure 6-7, verifies this behavior. As we can see in Figure 6-7, a more
extended model correlation for the selected point below the conductive anomaly has
been observed.
The resolution certainly can be improved by performing denser measurements.
To perform denser measurements, we place double the number of electrodes on the
surface, with each pair of electrodes occupying a 2 meter interval instead of a 4 meter
interval. With the same dipole-dipole configuration, the dense survey yields a total of
703 data points. Figure 6-8 shows the a posteriori model correlation at the selected
points. Model correlations at the selected points appear to be more condensed than
the previous results (Figure 6-5), indicating a better resolution capability.
To further quantify model resolutions as a function of position, we perform the
MTF estimation. To facilitate computations, synthetic models containing recurrent
step-functioned anomalies at different depths are discretized onto a 40 x 20 grid.
There are 40 electrodes deployed on the surface using dipole-dipole configuration and
potential distributions are measured by pseudo-section data gather. The nonlinear
inversion reconstructs the subsurface resistivity structure using a homogeneous back-
ground as a starting point.
Figure 6-9 shows the inversion results of reconstruction and the MTF functions
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calculated from anomalies located at shallower depths. This reconstruction indicates
that the anomalies are well resolved with a resolution length estimated to be the same
as that of the anomaly at this depth.
For deeper anomalies, the resolution decreases substantially (Figure 6-10) - (Fig-
ure 6-11). When the depth reaches 20 meters (for this specific background, i.e.
p = 200P -m) the resolution length is close to 40 meters. The resolution abilities of
the data warn us to be skeptical of the deeper information, since the true length scale
of these anomalies may be much less than the resolving length.
6.7 Conclusions
This chapter developed a method for measuring uncertainty and resolution associated
with the nonlinear regularized inverse problem. It appeals to the Bayesian framework
whereby both variance and resolution are inferred from the a posteriori covariance as-
sociated with Tikhonov regularization. To implement an uncertainty analysis within
the Bayesian framework, one can employ the Monte Carlo method to the inversion
where many realizations of perturbed data and the a priori model are inverted to
obtain the a posteriori covariance and then from which the standard derivation and
model correlation can be extracted. Such an approach, however, cannot be directly
implemented with the Tikhonov regularization because the inverse of the regulariza-
tion operator, which corresponds mathematically to the a priori model defined in the
Bayesian framework, is ill-posed and not well defined. To overcome this problem, we
developed a new methodology based on a sensitivity analysis. This new methodology
measures the uncertainty resolution associated with the regularized nonlinear inverse
problem and involves the following procedures. First, we solve the nonlinear regular-
ization problem to obtain an optimal minimum structure solution. The a posteriori
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covariance matrix linearized about this inversion solution is then calculated by invert-
ing the Hessian matrix of this solution. The resulted posterior covariance matrix does
not represent the true a posteriori covariance matrix associated with the nonlinear in-
version, but it can give a correct measure of the uncertainty for the model parameters,
which can be resolved deterministically in the nonlinear inversion. The Monte Carlo
method, in which many realizations of perturbed data are inverted to obtain the a
posteriori covariance, also can be used to give a correct measure of the uncertainty
with respect to the deterministic model parameters. Then, a sensitivity analysis is
carried out by adding together the responses of observations to a unit perturbation
on each model parameter. The resulting sensitivity of each model parameter can
give a quantitative measure of how well the model parameter be determined by the
data. By incorporating the sensitivity information with the previously obtained the
a posteriori covariance matrix, calibrated uncertainty bounds, or 'error bars' can be
obtained for each model parameter. Although these results do not give an exact mea-
sure of errors between the inverted model and the true model, they provide a range
of possible solutions within which the true model is contained. More sophisticated
and improved data acquisition geometry should be incorporated into the surveys if
better accuracy is to be determined.
To measure the resolution of the inversion result, we used the Monte Carlo method
to generate random perturbations on the data vector and invert the perturbation data
to give an estimate of model correlation. To further quantify the resolution length
with respect to any position in the model, the MTF method is used in which a series
of 'delta-function' resistivity perturbations are inverted and the spatial resolution is
extracted through spectral analysis. Our approach yields results that behave properly
for simple numerical problems.
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Figure 6-1: A synthetic model generated for uncertainty and resolution analysis.
The model contains two resistive anomalies (p = 2000Q.m) buried in a homogeneous
background (p = 2000.m).
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Figure 6-2: The constructed model (top) and the inodel residuals (bottom) as a func-
tion of position. The reconstructed model only depicts the anomaly that is located
in the center of the model due to the uneven spatial sensitivity of this data, configu-
ration. The model residuals vary spatially, with the maximum value appearing to be
at the anomaly located near the boundary.
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Figure 6-3: The standard deviation of logarithmic resistivity calculated by inverting
the Hessian matrix of the optimal solution (top), and by a Monte Carlo method
based on data perturbation (bottom). Note, units of all model standard deviations
are Log(Q.m).
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Figure 6-4: The model sensitivity as a function of position (top left) and the calibrated
standard deviation (top right). The high and low bonds of model are shown in the
bottom figures, respectively. Note, units of model standard deviations and model
bonds are Log(Q.m).
168
Sensitivity Plot
Correlation
0 20 40
Range (m)
0
-- 10
CL -20
-30
0.5
0
-0.5
-- 10E
. -20
-30
0 20 40
Range (m)
Correlation
0 20 40
Range (m)
Figure 6-5: The model correlations at three selected points reveal a, better resolving
power below the center line of the surface electrodes than the places near the boundary
and deeper areas.
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Figure 6-7: The model correlations at three selected points for the conductive anoma-
lies indicate a, poorer resolution below the conductive anomalies.
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Figure 6-8: The model correlations at three selected points for a dense array reveal
better resolution, overall.
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Figure 6-9: Inversion results and the MTF function obtained for an anomaly located
at shallow depth. The reconstruction well resolves the anomaly.
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Figure 6-10: Inversion results and the MTF function obtained for an anomaly located
at a deeper depth. The reconstruction shows a smeared anomaly.
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Chapter 7
Optimizing The Electrical Survey
7.1 Introduction
The effectiveness and efficiency of the geoelectrical imaging method is highly depen-
dent on the electrode configuration. An optimal electrode configuration should bring
the maximal response and the highest resolution of the subsurface target inhomogene-
ity with the least amount of data acquisition. A number of studies have investigated
various data acquisition geometries over geologic structures. A general conclusion is
that the pole-pole array enables the greatest depth of investigation at the expense of
vertical resolution (Roy and Apparao, 1971). The pole-dipole and the dipole-dipole
arrays have the best sensitivity to anomalies (Coggon, 1973; Beard and Tripp, 1995)
and are clearly superior to the pole-pole array. The dipole-dipole array appears to
hold a slight advantage over the pole-dipole array (Beard and Tripp, 1995).
Traditionally, when the dipole-dipole array is used, a common approach for the
acquisition geometry is the pseudo-section measurement in which the length of the
current dipoles and the potential dipoles remains constant and data are plotted at
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the intersection of lines sloping at 45 degrees from the center of the potential and
current electrode pairs (Figure 7-1). It has been found that this method does not
demonstrate capabilities of fully recovering underground structure. Thus, a more
appropriate survey methodology is required to optimize the capability of the inversion
technologies available.
The following sections outline a new data acquisition method which will increase
the accuracy of resistivity tomography results. The sections includes a demonstration
of this new data acquisition geometry with a comparison to results of the traditional,
pseudo-section data gather on both a numerically generated synthetic test model and
a field model. They also include an investigation of analytical approaches to estimate
the sensitivity and accuracy of the new data acquisition geometry with a comparison
to the pseudo-section data gather.
7.2 Tomographic Data Acquisition Geometry
A 2-D resistivity tomography survey consists of a series of electrodes deployed in
a straight line over the expected anomaly with a constant electrode spacing. A
new geometry to obtain tomographical data is shown in Figure 7-2. This method
is designed to achieve higher resolution than can be obtained with a pseudo-section
gather. The measurement starts with injecting current into the ground at electrode
number 1 with the common current sink located at the nth electrode. Potential
differences are measured along the line of electrode pairs. Then the current is injected
into the electrode number 2, and the measurements are repeated. This procedure
continues until all the electrodes have been excited. The entire procedure is then
repeated after reversing the geometry of the source dipole, (the current sink is moved
to the number 1 electrode, and the source is scanned starting from the nth electrode).
177
7.3 Tomographic Vs. Pseudo-Section Acquisition
To illustrate the effectiveness of the spatially varying source dipole data acquisition, a
numerically generated, synthetic model is designed. The synthetic model consists of
two resistive prisms (p = 2000Q.m). One is located in the middle of the model, and the
other is near the edge. Both are buried in a homogeneous background (p = 20Mm).
Results from the inversion of pseudo-section data reveals the anomaly located in
the middle of the model, while the spatially varying source dipole data acquisition
system leads to solutions revealing both anomalies (Figure 7-3). In practice, this new
method is of interest for imaging of subsurface structures that have extended lateral
anomalies. Therefore, this method can be more effective when little is known about
the location, shape or extent of the anomalies.
The comparison of the two data acquisitions is also made on a field example. Recall
in Chapter 3, in the field application of electrical resistivity tomography technique to
the mapping of Harrison's cave in Barbados, West Indies, two caves in line B were
indicted by the inversion results (Figure 3-21). The data acquisition geometry used to
produce these results was the spatially varying source dipole tomographic data gather.
On the same line, a pseudo-section data gather was also conducted, and the resulting
image is compared to the results obtained with tomographic data gather techniques
(Figure 7-4). The results indicate that the pseudo-section data acquisition geometry
is only capable of depicting the cave located below the central area of the survey line.
The large cave located near the left edge of the survey line is not resolved.
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7.4 Sensitivity Analysis
In the investigations above, the study of a particular electrode array's effectiveness
was carried out by a comparison between the inversion results and the true models. A
more direct way to analyze the optimum of the electrode configuration is to investigate
the variation of the sensitivities and model correlations with respect to each array.
Sensitivity analysis has been described in Chapter 6 for the uncertainty and reso-
lution analysis. It is carried out by computing the sensitivity matrix and then adding
together all the sources and receivers:
ns,nr 0Qgs ns,nr 
. K
Log E * = Log E (-CrK v") (7.1)
isir Olog(p) irlog(p)
where is and ir are indexes numbers of sources and receivers, respectively. K denotes
a real, symmetric, and positive-definite matrix which depends on the resistivities and
dimensions of the network cells. p is the model resistivity. v" is a vector of the
potentials at the network nodes due to source number is. Cir = (0, ..., 0, 1, 0, ..., 0)
where 1 is irth the component which corresponds to the location of the receiver.
To compare the two survey geometries, a test model is designed for the sensitivity
analysis and is chosen to be similar to Figure 7-3 but without the two anomalies. The
focus is on the distribution of the sensitivity pattern caused only by the electrode
configurations. 20 electrodes are placed on the surface at intervals of 4 meters. The
sensitivities for both the pseudo-section gather and the spatially varying source dipole
gather, as defined by Equation 6.22, are calculated and the results are displayed in
Figure 7-5. The choice of a specific array geometry of source and receiver electrodes
in order to yield the maximal response from a target inhomogeneity depends not only
on the array configuration but also on the location of the target anomaly (e.g. for a
deep target, the optimal array should have the ability to focus its energy in the zone
of the target. Other places will not be important). If no such information is available,
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finding an optimal array is irrelevant. In this case, the criteria for an optimal array
is that the sensitivities are uniformly distributed throughout the elements of the
entire model. The spatially varying source dipole data gather yields more uniformly
distributed sensitivities which makes the method more effective in detecting structure
with lateral extended anomalies.
7.5 Model Correlation Analysis
As shown in Chapter 6, the a posteriori correlation matrix can be extracted from
the a posteriori covariance to inspect the relationship between the model parameters.
If the model parameter is better resolved, the correlation matrix of that parameter
tends to be more peaked. Conversely, a spreading correlation matrix indicates a
poor resolution. This approach can be applied to distinguish an optimal electrode
configuration. As seen in Figure 7-6 and Figure 7-7, the a posteriori model correlation
at selected points gathered by the pseudo-section data acquisition tends to peak more
at a point near the center than the one near the boundary. In the case of the spatially
varying source dipole configuration, reconstruction of the model is more accurate. As
seen in Figure 7-7 the model correlation at the boundary point is more peaked than
that of the pseudo-section data gather, and spreading of the model correlation is
similar to the one near the center, indicating that the entire area shares the same
model correlations. These results translate into acquisition guidelines which would
provide the ability to resolve targets with a high degree of accuracy.
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7.6 Conclusion
This chapter is dedicated to the development of a methodology for investigating the
optimization of electrode configuration to achieve higher resolution through sensitivity
and model correlation analysis. Through this analysis it is clear that, for mapping
subsurface geoelectrical structures, the spatially varying source dipole tomographic
data acquisition geometry holds a more uniformly distributed sensitivity and leads
to higher resolution than the traditional pseudo-section data gather. The idea of the
spatially varying source geometry can be extended further. For example, one can put
one of the current electrodes farther from the survey line and move it around so that
more electric current can be injected into the depth. Such a performance can achieve a
high resolution at depth. The idea can also be extended to 3-D electrical surveys. By
spatially changing current source dipoles and moving them along different directions,
one can obtain increased resolutions both laterally and with depth.
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Figure 7-1: Diagram of the pseudo-section data gather in which the length of the
current dipoles and the potential dipoles remain constant and data are plotted at the
intersection of lines sloping at 45 degrees from the center of the potential and current
electrode pairs.
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Figure 7-3: The synthetic model consists of two resistive prisms (p = 2000Q.rn) buried
in a homogeneous background (20 Q.m) (top). Results from the inversion of pseudo-
section data only reveals the anomaly located in the middle of the model (middle).
Results from inversion of spatially varying source dipole data. reveals both anomalies
(bottom).
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Figure 7-4: Results from inversion of pseudo-section data in Barbados Site, line B
reveals only a small cave located in the middle of the model (top). Results from
inversion of spatially varying source dipole data in Barbados Site, line B not only
reveal the anomaly located in the middle of the model, but also indicate a large cave
located near the left boundary of the model (bottom).
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Figure 7-5: The sensitivities of the pseudo-section data gather shows a bowl-shaped
distribution (top), while the sensitivities of the spatially varying tomographic data
gather shows a more uniformly distributed pattern (bottom).
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Figure 7-6: Model correlations for a selected point near the center area (top) and
a point near the boundary (bottom) based on the pseudo-section data acquisition
geometry.
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Figure 7-7: Model correlations for a selected point near the center area (top) and
a point near the boundary (bottom) based on the spatially varying source dipole
tomographic data acquisition geometry.
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Chapter 8
Summary and Conclusions
8.1 Conclusions and Contributions
This thesis has developed a theory for the modeling and inversion of geoelectrical
data based on Tikhonov regularization and the nonlinear conjugate gradient method.
We have applied this theory to three important geoelectrical inverse problems: 3-
D d.c. electrical resistivity, 3-D electrical Induced Polarization, and 3-D electrical
Self-Potential. The primary purpose of this thesis is to develop an integrated geoelec-
trical methodology which includes a more physically meaningful inversion method,
a more efficient algorithm to solve the inversion, a way to assess the resolution and
uncertainty of the inverse solution, and a more effective survey geometry for the high
resolution geoelectrical tomography. To demonstrate the applicability and the value
of this inversion method to the real world, several geophysical field measurements
have been conducted and the inversion results have been analyzed. Throughout the
accomplishment of these goals this thesis has made the following contributions and
conclusions.
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Like many other geophysics inversion problems, the geoelectrical inversion is in-
herently nonunique. There are two reasons for the nonuniqueness: the intrinsic lack of
data, and the uncertainties caused by the numerical and experimental errors. Mathe-
matically, such an inverse problem is referred to as an 'ill-posed' problem of which the
solution is neither unique nor stable. It is necessary to introduce a priori assumptions
to the unknown model parameters in order to get a more unique and stable solution.
This thesis has taken a approach of choosing a model that has the minimum structure
to fit the data. Any variation of the model parameter is only required by the data.
This approach is significant in that it obeys a fundamental tenet of modern science,
known as Occam's razor, which states: hypotheses should be neither unnecessarily
complicated nor unnecessarily numerous. This approach is a conservative way of
interpreting data and provides a lower bound of model complexity.
The minimum structure solution has been constructed by using Tikhonov regu-
larization by which the solution to the inverse problem is defined as a joint mini-
mization of data misfit and model roughness. The minimization problem has been
solved efficiently by a nonlinear conjugate gradient method with proper precondition-
ing. An optimal preconditioner which resembles the property of the Hessian matrix
but requires far less computational power has been found. This nonlinear conjugate
gradient method has resulted in a tremendous time savings over the conventional
Gauss-Newton approach.
When Tikhonov regularization is applied to geoelectrical problems, it has the fol-
lowing justifications. (1) For the d.c resistivity problem it is necessary to apply the
Laplacian operator as the smoothness constraint in order to stabilize the inversion
and eliminate the surface artifacts. The 0-th order partial differential operator sim-
ply is a least square damping, it cannot diminish the surface roughness due to the
singularities at the source and receiver positions. The first order partial differential
operator (i.e. the gradient) can diminish some of the surface roughness but cannot
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fully eliminate the surface singularity. For this reason, the Laplacian operator used
as the smoothness constraint is the preferred technique. (2) For the induced polar-
ization problem, the Laplacian operator is also necessary for stabilization. However,
when applying the Tikhonov regularization method to IP problem, it is possible to
use different smoothness coefficients on the real and the imaginary components of
the model for a better constraint of the inversion because the real and the imaginary
parts of the solution have different orders of magnitude and independent errors. In
practice, because the imaginary part is much smaller than the real part, we found it
is reasonable to use the same smoothness coefficient for both the real and the imagi-
nary part of the solution. Under these circumstances, the objective function can be
constructed in a complex form and solved in a straight forward scheme in the complex
domain. Each step of the inversion procedure now can be related directly to the d.c
resistivity inversion. From a synthetic example of the application of the inversion
process, we have demonstrated that such an inversion is capable of identifying even
slight changes of complex resistivity with changes in frequency. The variation of the
amplitude and phase of the complex resistivity as a function of frequency has been
clearly reconstructed. (3) In the problem of Self-Potential inversion, one is interested
in the reconstruction of subsurface current sources from a surface electric potential
anomaly. The inversion has more nonuniqueness difficulties than d.c resistivity and
IP. When the Tikhonov regularization method is applied to the SP problem, the def-
inition of the regularization operator must be justified and extended. A more flexible
version of the regularization operator should be defined to reduce the nonuniqueness.
For example, one can regularize the resistivity structure, the position, orientation,
and magnitude of the SP anomaly, depending on the a priori knowledge of such in-
formation. When these constraints are applied to the inversion, the nonuniqueness
can be reduced to some extent; however, it is difficult to completely eliminate the
nonuniqueness. In practice, the success of SP inversions is highly dependent on one's
knowledge of the resistivity structure and a reasonable estimation of the geometry
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and location of the source.
Once the stabilizing functional is established, the amount of smoothing done is
controlled by the regularization coefficient r. The optimal value of T is determined
by plotting the RMS x2 data misfit curve against r and picking a value of r at the
place where the slope of the curve starts to change.
We have developed a methodology to characterize the uncertainty and resolution
capability of the geoelectrical inversion. We perform an uncertainty analysis to quan-
tify the resolution and variance as a function of position in the model. We appeal to
the Bayesian framework whereby both variance and resolution are inferred from the a
posteriori covariance associated with our reconstruction. A direct extension of using
the Monte Carlo method to calculate the a posteriori covariance is not available be-
cause the inverse of the regularization operator, which corresponds mathematically to
the priori model defined in the Bayesian framework, is ill-posed and not well defined.
Therefore, a new method which consists of the following procedures is proposed. We
first calculate the corresponding a posteriori covariance matrix on an optimal non-
linear regularization solution to give an accurate measure of the uncertainty. This
uncertainty is associated with the model parameter and can be resolved deterministi-
cally by the data. Through sensitivity analysis, the obtained uncertainty is calibrated
to measure uncertainty for the other model parameters. To measure the resolution
power of the inversion technique, the Monte Carlo method is used, and many realiza-
tions of perturbed data are inverted to obtain the a posteriori model correlation. For
computational efficiency, the resolution is analyzed through the Modulation Transfer
Function, borrowed from the optical imaging community. The numerical analysis on
synthetic data demonstrates that the method gives resolution and variance informa-
tion that behaves correctly with regard to the electrical current coverage and the
character of the associated reconstruction.
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We have also developed a new survey geometry for the geoelectrical method. This
method employs a spatially varying source dipole and obtains more complete subsur-
face information. We have used sensitivity analysis and model correlation estimation
to demonstrate the advantages of this new geometry. Our synthetic example and
the field example of mapping limestone caves in Barbados have shown that the new
acquisition geometry is more effective than the traditional pseudo-section acquisition
geometry in cases where structure has an extended lateral variation.
We have applied our inversion techniques to various geoelectric field measure-
ments. With these modern inversion methods, we can revolutionize our subsurface
imaging capability. We have demonstrated that the geoelectrical inversion technique
can be used successfully for several purposes: (1) to characterize subsurface proper-
ties and structure, (2) to map underground caverns or facilities which are important
to both domestic and military applications, (3) to monitor re-injection history in
geothermal fields, and (4) to map and characterize environmental contamination.
Although this thesis has provided limited examples, the application of geoelectrical
inversion certainly can be used for many other geophysics problems. It is the author's
belief that this advanced modeling and inversion technique will help the geoelectrical
method evolve as a more general technique which can be applied to many complicated
structures.
8.2 Future Work
While working on this thesis, we found that the following issues require more concen-
trated investigation in the future.
A better smoothness operator should be investigated. Although the Laplacian op-
erator can successfully constrain the surface roughness and stabilize the solution, the
193
overall reconstructed imaging is overly smoothed compared to the original medium.
Future focus should consider methods to increase the resolution ability of the geoelec-
trical inversion technique or to yield a more accurate reconstruction of the subsurface.
A possible approach is using the fractional partial derivative as the smoothness op-
erator.
In this thesis, regularization is applied to the model space to emphasize the spa-
tial correlation of each model parameter. In the future, it would help to develop
a regularization technique in terms of spatial interpolation which can be applied to
the data space. There are two advantages: first, since each datum contains random
experimental noise, regularizing data through the spatial interpolation can average
the noise and, essentially, increase the data accuracy; second, by regularizing data,
additional information may be added to the inversion. Any earth material should
obey certain spatial continuity and geoelectrical energy also has a diffusive nature;
therefore, any abrupt spatial change in data is not realistic. Geophysical data should
follow spatial continuity in the places that are nearby. Using data regularization, one
hopes to retrieve such spatial correlation. Thus more information about the medium
can be extracted from the existing data and can be added to positions where there is
no electrode coverage.
Investigation on the interpretation of IP data is still in a premature state. This
thesis has theoretically developed an inversion methodology to invert the frequency
domain IP data for the complex resistivity structure. Whether such a method can
be applied successfully to the real field data is not verified. Field experiments need
to be conducted to demonstrate the applicability of the inversion technique. Another
important direction for the future work on IP inversion is the investigation of IP
parameters as they relate to solving real geophysics problems such as delineation of
environmental contamination plumes and prospecting for mineral deposits.
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The inversion of SP data can be extended to the characterization of electrokinetic,
electrochemical, thermalelectrical sources. Current emphasis is made on the purely
electrical problem, ignoring the sources that cause the SP effects. In the future,
a more direct inversion can be developed including the cross-coupling effect. The
inversion thus can be proposed as a two-step process. For instance, in the problem
of streaming potential, one first can invert the electrical potential data to recover the
location and magnitude of subsurface electrical current sources, then on the same grid
system one can perform an inversion to solve for the hydrodynamic term that causes
the electrical Self-Potential anomaly.
Finally, the joint inversion concept is an important approach to develop in the fu-
ture. Because the resolution power of each individual method is limited, a combined
survey and a joint inversion between different geophysics surveys is promising for ob-
taining more accurate images of subsurface structure. Any joint inversion technique
requires a more sophisticated inversion method and more computational effort. With
further development of the inversion technique and the advancing computational po-
tential, it will become a practical method and will result in more detailed information
than is possible with a single technique.
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