An accurate single-sheeted double many-body expansion potential energy surface has been obtained for the ground electronic state of the hydrogen cyanide molecule via a multiproperty fit to ab initio energies and rovibrational data. This includes 106 rovibrational levels and 2313 discrete points, which are fit with a rmsd of 4 cm -1 and 2.42 kcal mol -1 , respectively, and seven zero first-derivatives that are reproduced at three stationary points. Since the potential also describes accurately the appropriate asymptotic limits at the various dissociation channels, it is commended both for the simulation of rovibrational spectra and reaction dynamics.
Introduction
A few years ago, we reported 1 a global single-valued potential energy surface for the ground electronic state of HCN (heretofore referred to as DMBE I) from a fit to the ab inito data of Bowman et al. 2 using the double many-body expansion 3-5 method. Although an extensive but by no means exhaustive revision of the literature prior to 1995 has then been made, 1 an update may be required since the title system continues to attract much attention due to its prototypical relevance on fundamental issues such as isomerization, [6] [7] [8] [9] high-lying vibrational states, 10 potential-energy surface crossings, 11 and quantum chaos. 12 Moreover, the simulation of HCN/HNC 13,14 vibrationalrotational (rovibrational) spectra is of great importance in astrochemistry, particularly in what concerns the detection and assignment of HNC rovibronic levels, 15, 16 and the equilibrium constant for the isomerization process HCN h HNC. 17 It is also well established that HCN plays a key role in the combustion chemistry of nitrogen species, 18, 19 where new reaction routes involving this molecule continue to be discussed (see, e.g., ref 20) . Furthermore, due to its fundamental importance, several reaction dynamics studies involving HCN have been reported. [21] [22] [23] [24] The most recent potential energy surface for HCN comes from the work of van Mourik et al., 13 who have based it on a fit to highly accurate ab initio data. Several analytical or semianalytical HCN/HNC potential energy surfaces had, however, been reported previously, 1,2,25-27 some of which by explicitly fitting spectroscopic data. [27] [28] [29] [30] [31] Smith et al. 32 have discussed the sensitivity of empirical fits to spectroscopic data, and suggested that the ab initio based potential energy surfaces can be globally better than fully empirical ones. The potentials of Bowman et al., 2 our previous DMBE I 1 form, and the function of van Mourik et al. 13 have all been modeled along such lines by employing ab initio energies as key data for their calibration.
Starting with an accurate ab initio potential, it seems reasonable to make small corrections to fine-tune the potential such as to achieve spectroscopic accuracy, although the procedure may not be warranted a priori. For example, Wu et al. 31 fitted J ) 0 and J ) k ) 1 rovibrational data aiming to improve the Bowman et al. 2 potential energy surface for HCN and found that the final form is a smooth function of the coordinates only when fitting J ) 0 states alone, becoming nonsmooth when the J ) k ) 1 states are also included. In fact, besides the somewhat straightforward (but often very cumbersome) technical problems that appear when using unrealistic or excessively flexible functions and the subtleties encountered in the experimental data itself, it seems that the inversion problem for polyatomic molecules poses problems of a more fundamental nature. Indeed, it is now consensual that the problem of modeling a polyatomic potential energy surface exclusively from a fit to rovibrational data is generally an undetermined one (i.e., the data can be properly mimicked without leading to the true potential), especially when several minima and barriers are involved. For example, Gadzy and Bowman 28 have shown that it is possible to fit a large set of spectroscopic data for HCN without obtaining a reasonable estimate of the potential barrier for isomerization. Moreover, Carter et al. 30 have reported an empirical potential function from vibrational states of the HCN isomer up to ca. 18 000 cm -1 (this is well above the isomerization barrier) that gives reasonable estimates for localized stretching states observed up to 30 000 cm -1 10,33,34 without allowing for the HCN h HNC isomerization process. Whether the delocalized isomerization states of HCN not yet observed experimentally (see ref 8 for a survey of the literature and a theoretical proposal toward their detection) can lead to a better-posed formulation for the inversion problem based exclusively on spectroscopic data remains therefore an open question.
In the present work, we revisit the issue of obtaining an accurate DMBE model for the potential energy surface of HCN. Our main goal is to slightly improve the long-range functional form reported elsewhere 35 and, following previous work on SO 2 , 36,37 fit the potential to highly accurate rovibrational data for the HCN 34,38-45 and HNC [46] [47] [48] isomers. For this, we employ a multiproperty fit that uses accurate ab initio data 2,13,49 as the starting point. From such a fit, one expects to obtain a globally accurate potential energy surface for HCN/HNC that is shaped by the spectroscopic data in the valence regions associated to the deep minima while being guided there by the ab initio energies, follows the latter at intermediate regions, and is ruled by the best semiempirical estimates of the long-range forces at asymptotic channels.
Another efficient scheme for including spectroscopic information in potential energy surfaces is the energy switching 35 method. This has been used to obtain local spectroscopic accuracy for several molecular systems, including multisheeted potential energy surfaces. [50] [51] [52] [53] Although easy to use, the method relies by its own nature on the quality of the available spectroscopic local potential energy expansions. Although an hybrid approach using an energy switching/fitting methodology may still be employed, 53 its value is yet to be tested on systems such as the title one where subtleties such as the double minimum and isomerization barrier are present.
A final remark to emphasize that the potential energy surface is calibrated from experimental data, and hence it will account implicitly for nonadiabatic and mass-dependent effects. As a result, the final potential energy surface will lie beyond the strict concept that originates from the Born-Oppenheimer approximation, where such effects do not manifest on the potential energy surface. Specifically, we have considered a single isotopomer of the hydrogen cyanid molecule to extract the rovibrational data, namely 1 H 12 C 14 N. Although isotopic mass effects could possibly be better accounted for via a simultaneous fit of the data pertaining to all other isotopomers once weighted according to some scheme, they are likely to be small and possibly within the error of the least-squares fit. Thus, such effects will be heretofore ignored.
The paper is organized as follows. In section 2, we describe the formal representation of the DMBE II potential energy surface, with details of the three-body dispersion, electrostatic, and extended Hartree-Fock (EHF) energies being given in sections 2, 2.1, and 2.2, respectively. Section 3 gives the technical details involved on the least-squares fitting procedure, whereas the main topographical features of the DMBE II potential energy surface are discussed in section 4. The major conclusions are in section 5.
Double Many-Body Expansion Potential Energy Surface
Within the DMBE framework, 3-5 a single-sheeted potential energy surface for HCN assumes the form where V EHF,i (n) and V dc,i (n) are the (n ) 2 and 3)-body extended Hartree-Fock (EHF) and dynamical correlation terms, and V elec (3) is the three-body electrostatic energy (note that the electrostatic contributions are absent at two-body level as long as charge overlap effects are ignored). For the two-body terms, we have employed the EHFACE2U 54 potential energy curves reported in ref 1, where the reader is referred for details.
In second-order of perturbation theory, the dynamical correlation energy is mainly due to the long-range dispersion energy which is given by the sum of the pair interactions and hence can be expressed as a sum of inverse powers of the interfragment separation for each channel. For the title system, one may distinguish atom-atom and atom-diatom channels but such a distinction is formal except at the asymptotic limits (note that we are not explicitly accounting for the pure three-body atomatom-atom contributions which arise in the third-order of longrange perturbation theory). Thus, when the three atoms are well separated, the second-order dispersion energy is given by the sum of three atom-atom contributions, whereas at each atomdiatom asymptote, it is given by the sum of the atom-diatom intermolecular dispersion interaction plus the intramolecular one. Two approaches have been developed to mimic such a behavior. The first method uses only the knowledge of the atom-atom interaction contributions and interpolates in the remaining of configuration space by considering the united-atoms formed from the coalescing atom-atom and atom-atom-atom interactions at the limit of vanishingly small interatomic distances. 3 An improved scheme to describe the atom-diatom interactions as a function of the intramolecular coordinate has also been reported. 55 As the knowledge of atom-diatom interactions improved, a second approach has been suggested which uses switching forms to allow the switch from the atom-atom to the atom-diatom regimes 35, 56 In ref 1, we have used the first approach to construct the HCN DMBE I potential energy surface, whereas in the present work, we adopt the somewhat simpler switching methodology to obtain DMBE II. Thus, we write the three-body dynamical correlation in the form 35 where i labels the channel A -BC associated with each atomdiatom interaction; R i is the diatomic internuclear distance, r i is the separation of atom A from a certain point located in the BC diatomic bond distance, and θ i is the angle between these two vectors (see Figure 1) . In turn, C n (i) (R i ,θ i ) are atom-diatom long-range dispersion coefficients to be defined later, and n -(r i ) is the usual dispersion damping functions. 57 Moreover, the three-dimensional switching function assumes the form with the numerical parameters being taken as ) 1 a 0 -1 and η ) 6. This value has been chosen in order to make the atomdiatom dispersion contributions active only when the diatomic internuclear distances are a factor of 3-fold larger than the mean value of the two other distances. As noted above, there are regions of configuration space where the concept of atom-pair and atom-diatom interactions become ambiguous. To avoid overcounting the dynamical correlation through such terms, we follow our previous approach 35 by switching-off the atom-atom contributions at the atom-diatom limits. Several functional forms have been investigated to represent this switching function, with the best results (judged on a basis of smoothness of the potential energy surface at regions where accurate ab 
V(R)
initio energies are missing) being now obtained by multiplying the two-body dynamical correlation term for the ith pair by
Following previous work, 36, 37 we have chosen to use Jacobi coordinates for the representation of the dynamical correlation, as such coordinates are the most akin to the definition of center of dispersion. 58 This introduces some parameters A i with values numerically equal to the atomic masses which will then be fixed for all isotopomers of HCN. Thus, no explicit mass-dependence will be introduced on the definition of the potential energy surface. However, as already noted, the final surface implicitly accounts for nonadiabatic and mass effects via the fit to the spectroscopic data, which makes it fall beyond the strict concept that emanates from the Born-Oppenheimer approximation. For the purpose of simplicity, we have also used the approximations 36 Finally, the atom-diatom dispersion coefficients C n (i) (R i ,θ i ) of eq 2 assume the form where P L are Legendre polynomials with L ) 0, 2,.., n -4 for n ) 6, 8,..., and L ) 1, 3,..., n -4 for n ) 7, 9, .... For homonuclear diatomics, only even anisotropic terms contribute to the dispersion energy expansion. Although odd terms should be considered in constructing the HCN potential energy surface, this will not be done explicitly since the odd leading term is n ) 7 and hence should not be the dominant one. In turn, the radial dependence of the dispersion coefficients is modeled by the expression 59 where a i and b i are fitting parameters and r ) R -R M ; b 1 ) a 1 , and R M is the internuclear distance associated to the position of the maximum in eq 7. All coefficients in eq 7 have been numerically defined elsewhere, 1 and hence will not be given here.
Electrostatic Energy.
The long-range electrostatic potential terms of the HCN system arise from the interaction of the permanent quadrupole moment of the carbon atom with the permanent dipole and quadrupole moments of NH. Following previous work, 1 we describe the electrostatic energy by the form where R, r, and θ are the Jacobi coordinates for C-NH interaction, θ a is the angle that defines the atomic quadrupole orientation, and φ ab is the corresponding dihedral angle. Note that the coefficients C 4 (R, r) and C 5 (R, r) include the associated charge-overlap damping functions 57 where D NH (R) and Q NH (R) are the permanent electrostatic dipole and quadrupole moments of NH, and Q C the permanent electrostatic quadrupole moment of the carbon atom. Moreover, the angular functions A DQ and A QQ assume the form 60 Using now the classical-optimized-quadrupole (COQ) model, 1,61-64 the angle θ a assumes the analytical form 36 As this expression may have singularities on the derivatives at the linear geometries, 65 the angle θ in eq 12 has been scaled to read cos θ f cos θ′ (1-10 -4 cos θ′ 6 ), thus removing such singularities without affecting too much its shape. After substitution of eq 12 into eqs 10, 11, and 8, the analytical COQ model is obtained. The analytical dependence of the CH quadrupole and dipole moments in the internuclear distance are also taken from ref 1.
2.2. Three-Body EHF Energy. The three-body EHF energy is the term that remains after subtracting the sum of the twobody diatomic energies, long-range three-body dispersion, and electrostatic energies from the total potential energy. It is this term that contains the least-squares fitting parameters, being modeled via a distributed n-body approach 66 with n ) 3 where each of the R ) 1, 2, 3 polynomials has the form The complete set of least-squares parameters amounts to 168 c ijk R linear coefficients and 18 nonlinear ones: 9 γ i R , and 9 R i,ref R, .
Least-Squares Fitting Procedure
The calibration of the EHF term of the DMBE potential energy surface for ground-state HCN has been done by using an automated multiproperty fitting procedure previously em-
A DQ (θ a ,θ,φ ab ) ) cos θ (3 cos 2 θ a -1) + 2 sin θ a sin θ cos θ a cos φ ab (10) A QQ (θ a ,θ,φ ab ) ) 
ployed 37 to fit experimental rovibrational data, structural information, and ab initio energies for ground-state SO 2 .
The fitted experimental rovibrational data consists of 49 frequencies for HCN (J ) 0), 11 for HNC (J ) 0), 12 for HCN (J ) 1), 9 for HNC (J ) 1), 14 for HCN (J ) 2), and 11 for HNC (J ) 2), in a total of M ) 106 frequencies taken from Refs. 38-43. For J ) 0, we have taken the reported band centers, whereas for J ) 1, 2, the frequencies have been generated with the spectroscopic constants of Maki et al. 42 for HCN and of Maki and Mellau 48 and Northrup et al. 47 for HNC. The l-type splitting of the states with vibrational angular momentum quantum number l ) 1, 2 has also been taken into account. The fitted levels have been weighted according to the reported experimental error bars, ranging from w i ) 10 to 10 3 (see Tables 1-4) .
For HCN, the automated assignment of the calculated rovibrational levels raises a more cumbersome problem than the one described elsewhere 37 for the ground electronic state of SO 2 . This is mostly due to the occurrence of two isomers for the title system (HCN and HNC), and to the fact that one requires to calculate vibrational states for values of total angular momentum greater than zero, J > 0. All rovibrational calculations have been carried out using the DVR3D and ROTLEV3 suite of programs of Tennyson and co-workers, 67 which employ the two-step approach of Tennyson and Sutcliffe 68 for treating the J > 0 case. The Jacobi coordinate option has been utilized with 35 DVR grid points for the H-CN atom-diatom coordinate r, 25 for the CN diatomic coordinate R, and 60 for the angular coordinate θ. Following Harris et al., 14 the parameters of the Morse oscillator basis have been taken as R e ) 2.3 a 0 , D e (R) ) 29.0 E h , ω e (R) ) 0.0105 E h , r e ) 3.2 a 0 , D e (r) ) 5.0 E h , and ω e (r) ) 0.004 E h where the involved coordinates are indicated for clarity (see ref 67 for technical details). An energy cutoff of -70 000 cm -1 (the potential minimum is located at -109 570 cm -1 ) has been used for the 1D solutions, and 1000 2D solutions are used for building the final 3D matrix with dimensions tested over the range 1500-3000. The diagonalization problem has then been solved in the order ( R f r f θ) for obtaining the lowest 200 states. For J > 0, 60 states have been calculated from the 200 states obtained in a decoupled where 71) have also been included in the fit by imposing that the derivatives of the potential energy surface at such geometries should vanish: the corresponding least-squares weights are w i ) 10 5 . A similar procedure has been used to impose the best ab initio estimate of the saddle-point geometry 13 for the HCN h HNC isomerization process, with the associated weight being w i ) 10 3 . This results in L ) 7 independent derivatives to fit (note that HCN and HNC have linear structures at equilibrium).
As for the ab initio data, we have included in the fit 256 points CCSD(T) of van Mourik et al. 13 with w i ) 10 and 1602 CCSD(T) points of Bowman et al. 2 with w i ) 1. These have been chosen from the set of 2172 points reported in ref 2 and have values of the H-CN Jacobi coordinate confined to r e 4 a 0 . All ab initio energies have been scaled linearly such as to reproduce the best estimate of the dissociation energy of HCN obtained by Martin, 49 ∑D e ) 313.07 ( 0.25 kcal mol -1 (the value obtained from the fit is ∑D e ) 313.25 kcal mol -1 ). Also included in the least-squares fit, mainly for guiding purposes at regions not covered by the ab initio data and rovibrational frequencies, are 44 scaled FVCAS points 1 obtained for C‚‚‚H‚ ‚‚N regions (w i ) 0.1), 627 long-range points (w i ) 1) for values of the Jacobi coordinate r > 5.5 a 0 (these are obtained as the sum of the two-body diatomic terms and three-body dispersion and electrostatic energies), and 298 short-range points (w i ) 1) estimated from the pairwise sum of the three diatomic curves. In addition, we include in the fit the energies of the minima (w i ) 10 4 ) and saddle-point (w i ) 10 3 ) geometries referred to above. All such data resulted in a total of N ) 2830 energy points to fit, with the final objective function assuming the form A strategy that we found convenient has been to initiate the multiproperty fit with the parameters that are obtained in a fit without including rovibrational data. Using such a scheme and the LMDER routine of MINPACK 72 package which is based on an improved version of the Levenberg-Marquadt method, 73 the convergence is typically reached in 10 iterations (the actual number in the final calculation has been 11). As in previous work, 1,37 the nonlinear parameters of the potential energy surface (γ i R and R i,ref R ) have been optimized by trial-and-error, being kept fixed in the global fitting procedure. In the present case, the initial estimates appeared to be acceptable, and no further optimization was deemed to be necessary. The final numerical values of the coefficients in the three-body extended-HartreeFock energy expression (eq 13) are given in Table 5 . 
In Tables 1-4 , we summarize the errors obtained in the fitted rovibrational data, while a graphical view of the errors obtained for the pure vibrational states is shown in Figure 3 . In turn, Table 6 collects the errors associated to the fitted ab initio energies. It is seen that they are typically smaller than about 1 up to 40 kcal mol -1 above the absolute minimum of the potential energy surface, growing to around 2 kcal mol -1 for the total of 2313 points below 200 kcal mol -1 .
A graphical display of the positions of the HCN/HNC calculated vibrational states, together with the minimum-energy path of the final potential energy surface for the HCN h HNC isomerization process is shown in Figure 4 . Note that the expectation value 〈θ〉 defines the location of each state as a point, while the line defines its uncertainty as 〈θ 2 〉 -〈θ〉 2 . Note especially the many delocalized states that lie above the barrier (shown by the solid line), which poses an intricate problem to their assignment and hence to their use for obtaining the potential energy surface by inversion of the spectroscopic data. An useful method for characterizing vibrational states is the natural expansion analysis. [74] [75] [76] [77] Using this methodology, the wave function for each state n is expanded as a product of functions, namely when the θ coordinate is singled out, with equivalent expansions holding for the r and R coordinates. Within the DVR approximation, {d q 2 } and {F q } are, respectively, the eigenvalues and eigenvectors of the matrix where ψ n R γ are the values of the wave function at the (r R , R ,θ γ ) DVR set of points corresponding to the coordinates (r, R,θ); see also ref 78 . As it is well established, 74-77 the result d 1 > 1 / 2 implies a dominant function in the natural expansion and indicates that the coordinate is essentially uncoupled from the other two. Values of d 1 2 for the θ natural expansion obtained for the calculated J ) 0 states are given (for the fitted levels) in the last columns of Tables 1 and 2 and shown graphically as a function of the vibrationally averaged angle (〈θ〉) for all calculated states in Figure 5. [A full list of the numerical data can be obtained from the authors upon request.] Clearly, the nonlocalized states reported in Figure 4 correspond to those lying below the reference line of d 1 2 < 0.5. Note that a few such states lie close to the borderline, corresponding to nearly separable states at an average angular geometry in the vicinity of the transition state (this is indicated by the arrow). Note further that most such states lie close to inflection points (or points with a small angular curvature) along the minimum energy path for isomerization, as shown by the solid line (-dV/ dθ) in Figure 5 . Also indicated are the fitted energies which correspond as expected to well localized states. Recall that the nonassigned levels (which are possibly observable 8 ) correspond to the majority of the calculated ro-vibrational energies and cannot obviously be fitted by the current approach. However, since the energies of the assigned levels are mimicked with a good accuracy, one may expect those of the unassigned states to offer reliable clues to experimental observation. Table 7 provides an exhaustive list of the minima and saddlepoints of index 1 existing on the DMBE potential energy surface (hereafter referred to as DMBE II) obtained in the present work.
Features of the Potential Energy Surface
The global HCN and local HNC appear to be the only minima.
The most important saddle-point is the CNH † that connects those two minima. Other two first-order saddle-points have been detected for weakly bound regions associated to C‚‚‚H‚‚‚N structures, but they do not appear to play an important role in the chemistry of the title system as they lie above all atomdiatom asymptotes. All the major topographical features of the potential energy surface can be seen in Figures 6-8 which present contour plots for an hydrogen atom moving around a partially relaxed CN radical (2.1144 e R CN /a 0 e 2.3144), a nitrogen atom moving around a partially relaxed CH molecule (1.953 e R NH /a 0 e 2.153), and a carbon atom moving around a partially relaxed NH radical (1.865 e R NH /a 0 e 2.065). In Figure 6 are visible the HCN and HNC minima, as well as the saddle-point CNH † that connects them. The minimum energy path is indicated by a dashed line. In turn, Figure 7 shows the HCN minimum and regions associated to CH‚‚‚N structures, whereas in Figure 8 are visible the HNC minimum and NH‚‚‚C regions. Note that the atom-diatom dissociation energy is indicated by a dashed contour in the last two plots. A global view of the potential energy surface is shown in Figure 9 using a relaxed triangular plot 79 in hyperspherical coordinates.
Conclusions
We have obtained a single-valued double many-body expansion (DMBE II) potential energy surface for the ground electronic state of the hydrogen cyanide molecule (HCN) from a multiproperty fit to ab initio energies and spectroscopic rovibrational data. The new surface should be valuable for studying the HCN/HNC spectra up to very high energies, particularly in what concerns spectra simulation and evolution of the delocalized isomerization states or localized stretching states above the barrier for isomerization. Naturally, it would be interesting to search for regular patterns among the nonassigned levels. In fact, one wonders whether some of the unassigned levels may be attributed to the transition state structure and define accordingly a spectroscopy of the transition state. Work along this direction is currently in progress. Since the DMBE surface of the present work is globally accurate, it can also be useful to calculate the vibrational states of HCN/ HNC up to dissociation. Finally, as the dissociation channels are correctly described, it can be used for reaction dynamics studies.
