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Abstract
In this paper we analyze different ways of performing principal component analysis throughout
three different approaches: robust covariance and correlation matrix estimation, projection pursuit
approach and non-parametric maximum entropy algorithm. The objective of these approaches is the
correction of the well known sensitivity to outliers of the classical method for principal component
analysis. Due to their robustness, they perform very well in contaminated data, while the classical
approach fails to preserve the characteristics of the core information.
Keywords: Statistics, non-parametric, robust, PCA.
1 Introduction
In principal component analysis (PCA), we seek to maximize the variance of a linear combination of a
set of independent variables considered (Rencher, 2003). Essentially, the goal of PCA is to identify the
most meaningful basis to re-express a data set in a way that it preserves its structure and leaves behind
some of its noise.
As many other techniques, PCA has been proved to be sensitive to outliers in the data set by various
authors (Ibazizen & Dauxois, 2003). To face this problem, there are several courses of action. The first,
is to apply a robust estimator of the covariance or correlation matrix, to give full weight to observations
assumed to come from the main body of the data, but reduced weight to the tails of the contaminated
distribution.
Let X = (X1, X2, . . . , Xp) be a multivariate vector with distribution function F in Rp. Let, also, Σ be the
correlation matrix of X, the first eigenvector of this matrix is defined as a unit length vector, vˆ1, which
maximizes the dispersion of the projection of the observation on that direction. The second eigenvector
is defined similarly, but now we only maximize over all vectors perpendicular to the first eigenvector. The
k-th eigenvector vˆk is defined as the maximizer of the function
a→ S(atx1, . . . , atxn) (1)
under the restrictions
a⊥vˆ1, . . . a⊥vˆk−1, ata = 1 (2)
Where S is a function of the dispersion of the sample. The corresponding eigenvalues are given by
λˆk = S(vˆ
t
kx1, . . . , vˆ
t
kxn) (3)
for 1 ≤ k ≤ n. In classical PCA one takes for S in Equation 1 the square root of the sample variance, and
the solutions to the above problem are given by the eigenvectors and eigenvalues of the sample covariance
1
ar
X
iv
:1
90
3.
00
09
3v
1 
 [m
ath
.ST
]  
28
 Fe
b 2
01
9
Laniado & Va´squez (2018)
matrix. This measure, the sample covariance matrix, is very sensitive to outliers. Some approaches to
PCA is to calculate this matrix using robust measures.
In this project we focus on some ways of calculating this matrix, and compare it to some results in the
literature like the projection pursuit purposed in Croux & Ruiz-Gazen (1996) and the maximum entropy
approach purposed in He et al. (2010), all of these approaches to principal component analysis robust
to outliers.
2 Robust PCA
Consider the solution to the optimization problem in 1 given by the eigen values of the covariance matrix
Σ, or the correlation matrix for the standarized data. Our first approach to perform robust PCA is to
generate a robust estimator to Σ, such as the sensitivity to outliers is properly corrected.
2.1 Robust covariance matrix by M-estimator
Let X¯ represents the p× 1 vector of sample means and V the covariance matrix, then, the Mahalanobis
squared distance of the mth observation form the mean of the observations is defined by
d2m = (xm − X¯)TV −1(xm − X¯) m = 1, . . . n (4)
Atypical multivariate vectors of observations will tend to deflate correlations and possibly inflate
variances, an this will decrease the Mahalanobis distance for the outliers.
Based on this approach, one can propose a M-estimator for the sample mean and variance, that gives
a modification of the classical estimators, but give full weight to observations assumed to come from
the main body of the data and reduced weight to possible outliers, that is, observations with large
Mahalanobis distance.
Campbell (1980) define the robust estimators for mean and covariance as follows
xˆ =
∑n
m=1 wmxm∑n
m=1 wm
(5)
V =
∑n
m=1 w
2
m(xm − X¯)(xm − X¯)T∑n
m=1 w
2
m − 1
(6)
where.
• wm = w(dm) = ω(dm)/dm
• dm = {(xm − X¯)TV −1(xm − X¯)}1/2
The solution for 5 and 6 is iterative and best described in (Campbell, 1980). This estimator can be used
instead of the usual estimator to calculate the eigenvectors that provide the directions for the principal
components.
2.2 Robust correlation matrix by Kendall’s and Spearman’s correlation
coefficients
Kendall’s Tau and Spearman’s rank correlation coefficient assess statistical associations based on the
ranks of the data. Ranking data is carried out on the variables that are separately put in order and are
numbered.
Correlation coefficients take the values between minus one and plus one. The positive correlation signifies
that the ranks of both the variables are increasing. On the other hand, the negative correlation signifies
that as the rank of one variable is increased, the rank of the other variable is decreased.
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The widely used parametric correlation coefficient, known as the Pearson product–moment correlation
coefficient is defined as
ρ =
∑
(Xi − X¯)(Yi − Y¯ )[∑
(Xi − X¯)2
∑
(Yi − Y¯ )2
]1/2 (7)
As for the Spearman’s rank correlation, 7 can be re-written as (Zar, 2005)
ρs =
12
∑R(Xi)R(Yi)
n3 − n −
3(n+ 1)
n− 1 (8)
where R(Xi) is the rank of the observation Xi.
For the Kendall’s tau, consider (Xi, Yi) and (Xj , Yj), a pair of bivariate observations, If Xi − Xj and
Yi−Yj have the same sign, the pair is concordant, else, is discordant. Let C be the number of concordant
pairs and D the number of discordant ones. The Kendall’s S, S = C −D , measures the strength of the
relationship between two variables. Then, the Kendall’s tau is defined as follows (Noether, 1981)
τˆ =
2S
n(n− 1) (9)
Using these estimators for the correlations, that are both no parametric, one can compute the correlation
matrix and use it to perform a principal component analysis on a scaled data set, and expect it to perform
in a robust way.
3 PCA based on projection pursuit
3.1 Introduction
Projection pursuit (PP) methods aim at finding structures in multivariate data by projecting them on
a lower-dimensional subspace, often of dimension one, selected by maximizing a certain projection index
(Croux et al. , 2007).
PCA is an example of the PP approach. If we have n observations, each of them column vectors of
dimension p, the first principal component is obtained by finding the unit vector a which maximizes the
variance of the data projected on it:
a1 = argmax
||a||=1
S2(atx1, . . . ,a
txn) (10)
where S2 is the variance. By projecting the data on the direction a1 we obtain univariate data, in
accordance to PP idea. Taking the variance as a projection index leads, to standard PCA. But, taking a
robust measure of variance can lead to a robust procedure for PCA.
If we have already computed the (k−1)th principal component, then the direction of the kth component,
with 1 < k ≤ p, is defined as the unit vector maximizing the index S2 of the data projected on it, under
the condition of being orthogonal to all previously obtained components:
a1 = argmax
||a||=1,a⊥a1...a⊥ak−1
S2(atx1, . . . ,a
txn) (11)
following this idea, one can only compute a fraction of the components, implying reduction in time and
space when p is large.
3.2 Algorithm
Consider a data matrix X with n rows and p columns, having the observations xi = (xi1, . . . , xin)
t in its
columns. Assume, also, that p ≤ n.
March 4, 2019 3
Laniado & Va´squez (2018)
The maximal values for the variances, denoted by
λk = S
2(atkx1, . . . ,a
t
kxn) (12)
will be provided by the algorithm and also the directions of the vectors in 10 and 11. For the method,
we will consider robust versions of S2: the Median Absolute Deviation (MAD):
MAD(z1, . . . , zn) = 1.48 med
j
|zj −med
i
zi| (13)
and the first quartile of the pairwise differences between all data points
Q(z1, . . . , zn) = 2.22{|zi − zj |; 1 ≤ i < j ≤ n} n
2
/4 (14)
Let x1i = xi − µˆ(X) be the centered data, where µˆ(X is the L1-median, a robust estimator of the center
of the data.
Suppose that in step k− 1, the algorithm returned the vector aˆk−1, an approximation for the solution to
11. Then we update the observations according to
xki = x
k−1
i − (aˆtk−1xk−1i )aˆk−1 (15)
for 1 ≤ i ≤ n and k > 1. The algorithm only considers n trial directions in the set
An,k =
{
xk1
||xk1 ||
, . . . ,
xkn
||xkn||
}
(16)
And then, the kth eigenvalue is approximated by
λˆk = max
a∈An,k
S2(atkx1, . . . ,a
t
kxn) (17)
and aˆk is the argument where the maximum of 17 is obtained (Croux & Ruiz-Gazen, 2005). This will
be, then, the direction of the kth robust principal component.
4 PCA based on non-parametric maximum entropy
Consider a data set of samples X = (X1, . . . , Xn), where Xi us a variable with dimensionallity d,
U = (U1, . . . , Um) ∈ Rd×m a projection matrix whose columns constitute the bases of a m-dimensional
subspace, and V = (V1, . . . , Vn) ∈ Rm×n is the projection coordinates under the projeciton matrix U .
PCA can be formulated as the following optimization problem:
min
U,V
n∑
i=1
||Xi − (µ+ UVi)||2 (18)
where µ is the center of X. The global minimum of 18 is provided, as we know, by singular value
decomposition, whose optimal solution is also the solution of the equation:
max
UTU=I
Tr(UTΣU) (19)
where Σ is the covariance matrix, Tr()˙ is the matrix trace operation. Equation 19 searches for a projection
matrix where the variances of UTX are maximized.
The aim of MaxEnt-PCA is to learn a new data distribution in a subspace such that entropy is maximized.
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The Reinyi’s quadratic entropy of a random variable X with probability density function fX(x) defined
by
H(X) = − log
∫
f2X(x)dx (20)
When we replace the density function by its estimator, a Gaussian Kernel
G(X −Xi, σ2) = 1
(2pi)d/2
exp
(
−||x− xi||
2
2σ2
)
(21)
we obtain the following optimization problem
max
U
− log
 1
n2
n∑
i=1
n∑
j=1
G(UTXj − U tXi, σ2
 s.t. U tU = I (22)
where G(X −Xi, σ2) is the Gaussian kernel with bandwidth Σ = σ2I
The optimal solution of MaxEnt-PCA in 22 is given by the eigenvectors of the following generalized
eigen-decomposition problem:
XL(U)XTU = 2UΛ (23)
where:
L(U) = D(U)−W (U) (24)
Wij(U) =
G(UTxi − UTxj , σ2)
σ2
∑n
i=1G(U
Txi − UTxj , σ2 (25)
Dii =
n∑
j=1
WijU (26)
Since L(U) in 24 is also a function of U , the eigenvalue decomposition problem in 24 has no closed-form
solution. We use, then a gradient-based fixed-point algorithm, and follow these steps to update the
projection matrix U :
U = (I + βXL(U)XT )U (27)
U = svd(U) (28)
where β is a step length to ensure an increment of the objective function, and svd(U) returns an
orthonormal base by the Singular Value Decomposition (SVD) on matrix U . Also, the bandwidth σ2, as
a factor of average distance between points is given by (He et al. , 2010)
σ2 =
1
sn2
n∑
i=1
n∑
j=1
||UTxi − UTxj ||2 (29)
where s is a scale factor. in each iteration, we want to see how much entropy we have achieved it, and if
the difference between iterations has converged. More details about the performance of this method are
in (He et al. , 2010).
5 Numerical experiments
5.1 Robust estimators for the correlation and covariance matrix
Consider a data set of 6 normal distributed random variables with mean 0, 1, . . . , 5 and covariance matrix
given by diag(5, 1, 1, 1, 1, 1) with 1000 observations each contaminated with 60 observations of a normal
distribution with mean 20 and variance 5. In Figure 1 are the graphics for the performance of the Principal
March 4, 2019 5
Laniado & Va´squez (2018)
Component Analysis with the correlation of Pearson (the regular correlation)(1c), the Kendall’s τ (1a
and the Spearman’s correlation (1b)
The difference of performance between the last two no-parametric correlation coefficients between the
variables is noticeable, in terms of how much the directions of the principal components respond to the
presence of outliers in the data, compared to the regular PCA. It is also true that the estimators tend to
go a little to the contaminated data, but still preserve a lot of the structure of the clean data.
In Figure 2 we can see the performance of the Principal component analysis using the robust estimation
of the covariance matrix proposed in the previous section and the usual covariance matrix. Again, the
usual is sensitive to outliers, while the robust matrix can perform better in the core of the data, given
more precise directions for the principal components.
(a) PCA using the Kendall’s τ for correlation
matrix
(b) PCA using the Spearman’s correlation for
correlation matrix
(c) Classical PCA
Figure 1: PCA in contaminated data with correlation matrix
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(a) PCA with robust covariance matrix (b) PCA with regular covariacne matrix
Figure 2: PCA in contaminated data with covariance matrix
5.2 Projection pursuit approach
Consider, again, a data set of 6 normal distributed random variables with mean 0, 1, . . . , 6 and covariance
matrix given by diag(5, 1, 1, 1, 1, 1) with 1000 observations each. We apply the classical Principal
Component Analysis to the data and obtain the results shown in the Figure 3a, and also apply the
algorithm for projection pursuit PCA, obtaining the results shown in the Figure 3b. As one can notice,
the results are pretty similar.
(a) Classical PCA (b) Projection Pursuit PCA
Figure 3: PCA in clean data
Introducing atypical observations to the data, coming from a normal distribution with mean 20 and
variance 1, we analyze the performance of both methods in the Figure 4. Is easy to verify that classical
PCA is very sensitive to analysis, and the projection pursuit approach keeps the directions from the core
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of the data, surpassing the outliers.
(a) Classical PCA (b) Projection Pursuit PCA
Figure 4: PCA in contaminated data
6 Conclusions
We presented three different ways to perform PCA that are in some way robust to outliers presence in
the data considered. One of them makes use of robust estimators of theprevipus steps for the anlaysis
itself, and the other ones make the whole proces more robust to the presence of atypical data.
This is useful for the analysis of real problems, in which data of unknown distribution and possible
contaminated values by human or numeric errors or wrong sampling can appear, because it preserves a
great part of the original structure of the data and gives points to analyze it from its core, without being
drown to the outer layers by atypical values.
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