Abstract-While the output regulation problem for linear systems accommodates both bounded and unbounded exogenous signals, the existing formulation of the output regulation problem for nonlinear systems only allows bounded exogenous signals produced by an exosystem with a neurally stable equilibrium. In particular, when it comes to the robust output regulation problem, the only admissible exogenous signal is a finite combination of step and sinusoidal functions. In this paper, we will give a general formulation of the robust output regulation problem that admits unbounded exogenous signals, and contains the previous formulations as special cases when the system is linear or when the exogenous signals are bounded. Then we will give conditions under which the problem can be converted into a robust stabilization problem of an augmented system. Finally, we will present the solvability conditions of the general robust output regulation problem for the class of lower triangular nonlinear systems.
I. INTRODUCTION
Consider a plant described bẏ x = f (x, u, v, w), x(0) = x 0 e = h(x, v, w), t ≥ 0
and an exosystem described bẏ
where x is the n-dimensional plant state, u the mdimensional plant input, e the p-dimensional plant output representing the tracking error, v the q-dimensional exogenous signal representing the disturbance and/or the reference input, and w N -dimensional plant uncertain parameter whose nominal value is 0. The functions f , h and a are sufficiently smooth satisfying f (0, 0, 0, w) = 0 and h(0, 0, w) = 0 for all w, and a(0) = 0. The output regulation problem for nonlinear systems of the form (1) where w is held at its nominal value 0 has been extensively studied since the 1990s for the exosystem satisfying the following assumption. A1.1: The equilibrium of the exosystem (2) at v = 0 is stable, and there is an open neighborhood of v = 0 in which every point is Poisson stable [11] .
The robust version of the same problem has also been studied later in [1] , [6] , [9] , [13] for the exosystem satisfying the following assumption. Recently, more attentions have been paid to the global or semi-global version of the robust output regulation problem for uncertain nonlinear systems (1) for the exosystem satisfying A1.2.
A1.2: a(v)
It is clear that exogenous signals produced by (2) are sufficiently small under either A1.1 or A1.2 with sufficiently small initial states. In particular, under A1.2, the trajectories of (2) are finite sum of step and sinusoidal functions. Thus, these two assumptions severely limit the class of exogenous signals that can be accommodated by the existing output regulation theory. For example, one of the most useful testing signals in control engineering, the ramp signal, cannot be produced by the exosystem (2) under either of these two assumptions.
Assumption A1.1 or A1.2 naturally entered into the original problem formulation of the output regulation given in [1] , [7] , [9] , [11] , since the local nature of the regulation excludes the unbounded signal anyway. From the technical point of view, A1.1 or A1.2 is also necessitated by the use of the reduction theorem of the center manifold theory to establish the stability property of the closed-loop system [6] , [11] . However, it does not seem that A1.1 or A1.2 must be a must when it comes to the global version of the output regulation problem. For example, for the class of linear systems, the formulation of the output regulation problem does allow the matrix A 1 to be unstable. Technically, it is shown recently that, under certain conditions, the robust output regulation problem for the plant (1) can be converted into a robust stabilization problem of an augmented system [2] , [3] , [4] , [8] . Thus, there is no need to use the center manifold theory to establish the stability of the closed-loop system.
As a result of the above observation, the time is ripe for pondering the possibility of tackling the robust output regulation problem that may accommodate unbounded exogenous signals. Indeed, in Section II of this paper, we will first give a general formulation of the robust output regulation problem that accommodates unbounded exogenous signals. This new formulation includes the original formulation for nonlinear systems as a special case when the exosystem satisfies A1.2, and is equivalent to the formulation for linear systems when the exogenous signals are unbounded. In Section III, we will first point out using counter examples that the framework established in [8] that converts the robust output regulation problem for a given plant into a robust stabilization problem of an augmented system may not work when the exogenous signals are unbounded without further assumptions. Then we will give sufficient conditions under which the framework still works even if the exogenous signals are unbounded. In Section IV, we will apply the general results obtained in Section III to address the general global robust output regulation problem for a class of lower triangular systems.
II. A GENERAL FORMULATION OF THE PROBLEM
Our formulation of the problem will be given in terms of the closed-loop system composed of the plant (1) and a class of control laws described by
where z c is the compensator state vector of dimension n z to be specified later, and the functions k and f z are sufficiently smooth. Denote the state vector of closed-loop system (1) and (3) by x c = col(x, z c ) with initial state x c0 = col(x 0 , z c0 ), then the closed-loop system can be put into the following formẋ
where
, and
Before formulating the general global robust output regulation problem, let us first recall the various versions of the existing robust output regulation problem [5] , [7] , [8] , [14] . Basically, the existing formulation involves two requirements on the closed-loop system. The first one is the internal stability of the closed-loop system and the second one is the asymptotic convergence to zero of the error output e(t). While the second one is self-explanatory, the precise meaning of the first one depends on the setting under which the problem is formulated. For example, when dealing with the robust output regulation of the linear systems, the closedloop system (4) is defined by
, and the internal stability is defined by the requirement R1: The eigenvalues of A c (0) have negative real parts.
Due to this requirement, the Sylvester equation X c (w)A 1 = A c (w)X c (w) + B c (w) has a unique solution X c (w) for all w such that A c (w) is Hurwitz and the solution of the closed-loop system starting from any initial state x c0 and v 0 satisfies
for some positive numbers α and λ. In other words, the solution of the closed-loop system will exponentially converge to the subspace x c − X c (w)v = 0 for any initial state x c0 , and any v(t), bounded or unbounded.
When it comes to the (local) robust output regulation of the nonlinear systems, the internal stability means that R2: The eigenvalues of ∂fc xc (0, 0, 0) have negative real parts [9] .
Clearly, R2 is a natural extension of R1 to the nonlinear systems. By the reduction theorem of the center manifold theory, requirement R2 guarantees the boundedness of the trajectories of the closed-loop system for sufficiently small exogenous signal v(t) and sufficiently small uncertain parameter w. Nevertheless, requirement R2 cannot guarantee the boundedness of the trajectories of the closed-loop system when v(t) is sufficiently large. In fact, the boundedness of the trajectories of the closed-loop system cannot be guaranteed for bounded v(t) even if requirement R2 is strengthened to the following R3: The equilibrium ofẋ c = f c (x c , 0, 0) is globally asymptotically stable (GAS) or globally exponentially stable (GES).
Example 2.1:
Consider systeṁ
wherev = 0. It can be seen that the tracking error e satisfieṡ e = −e. Thus, for any initial state, lim t→∞ e(t) = 0. Further, from the explicit solution of the system,
it can be seen that the equilibrium of this system is GES when v = 0. Nevertheless, when v = 0, e.g., v = 1, and (x 1 (0), x 2 (0)) = (1, 1), x 2 (t) = e 0.5t approaches infinity. Needless to say that, the above example is just a manifestation of the simple fact that there always exist bounded initial states and bounded inputs such that the trajectories of the closed-loop system blow up unless the closed-loop system is input-to-state stable (ISS) for any w viewing x c as state and v as input [15] .
As a result of the above observation, requirement R3 cannot be used as the interpretation of the internal stability when it comes to the global robust output regulation problem. Thus, in [8] , the following definition is given for the global robust output regulation problem.
Problem 1: Global robust output regulation problem. For any compact subset V ⊂ q , and any compact subset W ⊂ N , find a controller of the form (3) such that the closed-loop system (4) has the following two properties: P1: For all v 0 ∈ V and w ∈ W , the trajectories of the closedloop system (4) starting from any initial states x c0 exist and are bounded for all t > 0; P2: lim t→∞ e(t) = 0.
Though Property P1 is meaningful when the exogenous signal v(t) is bounded, it is unlikely accomplishable when the exogenous signal v(t) is unbounded. Thus, it is necessary to further modify the formulation of Problem 1 in order to accommodate the unbounded exogenous signals. For this purpose, let us again recall that, despite the variations of the characterizations of the internal stability, a common feature of these characterizations is to guarantee the existence of a sufficiently smooth function x c (v, w) with x c (0, 0) = 0 satisfying, at least for sufficiently small v and w, the following equations,
and the existence of the solution x c of the closed-loop system satisfying
The solution x c (v, w) of equations (7) defines an invariant manifold {(x c , v, w) | x c = x c (v, w)} for the composite system (1), (2) , andẇ = 0, and the error output of the system is identically zero on this manifold. We will call this manifold the output zeroing invariant manifold in the sequel. It is known that, when the exosystem satisfies A1.1, the manifold is a center manifold of the system, and when the closed-loop system further satisfies R2, then the manifold is a stable center manifold of the system.
Making use of (7) and (8), we can give a more general formulation of global robust output regulation problem as follows.
Problem 2: General global robust output regulation problem. For any compact subset V ⊂ q , and any compact subset W ⊂ N , find a controller of the form (3) such that the closed-loop system (4) has the following three properties: P3: There exists a sufficiently smooth function x c (v, w) with x c (0, 0) = 0 satisfying (7) for all v ∈ q and w ∈ N ; P4: For all v 0 ∈ V and w ∈ W , the trajectories of the closedloop system (4) starting from any initial state x c0 exist for all t > 0, and, satisfy
for some class KL function (·, ·); P5: lim t→∞ e(t) = 0.
Remark 2.1:
When the exosystem satisfies A1.2, a closedloop system satisfying P3 and P4 automatically satisfies P1. However, what makes Problem 2 interesting is that, the formulation renders the solution of the closed-loop system starting from any initial state x c0 asymptotically approach the output zeroing invariant manifold x c −x c (v, w) = 0 even when the exogenous signals are unbounded. This property is exactly consistent with the requirement of the formulation of the robust output regulation problem for linear systems as manifested by the inequality (5) . Moreover, in the nonlinear case, x c (t) may still be bounded when x c (v(t), w) is bounded even if v(t) is unbounded. It is also noted that P4 not only guarantees the asymptotic convergence to zero of the difference x c (t) − x c (v(t), w) , but also renders the difference be bounded by a monotonously decreasing time function for any fixed initial states x c0 and v 0 . Another interesting feature is that when the exosystem satisfies A1.2, P3 and P4 imply P5. However, as shown in Example 3.2 later, P3 and P4 may not imply P5 when the exosystem does not satisfy A1.2.
To close this section, we note that a local version of Problem 2 was studied in [10] in which the objective of control is to render a closed-loop system with Properties P3 to P5 for sufficiently small x c0 , v 0 and w.
III. SOLVABILITY CONDITIONS OF PROBLEM 2
In [8] , we have established a framework that can convert Problem 1 for the plant (1) into a robust stabilization problem of an augmented system. In this section, we will first summarize the framework given in [8] . Then we will point out using counter examples that this framework may not work for Problem 2 with unbounded v(t) without further assumptions. Finally, we will give sufficient conditions for the solvability of Problem 2.
A. A Framework for Tackling Problem 1
To summarize this framework, let us list an assumption. A3.1: There exist sufficiently smooth functions x(v, w) and u(v, w) with x(0, 0) = 0 and u(0, 0) = 0 satisfying, for all v ∈ q and w ∈ N , the following equations
Definition 3.1: Let g : n+m → l be a mapping for some positive integer 1 ≤ l ≤ n + m. Under Assumption A3.1, the nonlinear system (1) and (2) 
If, in addition, the linearization of the pair {β(θ), α(θ)} at the origin is observable, then {θ, α, β} is called a linearly observable steady state generator with output g(x, u).
Without loss of generality, in the sequel, we assume
The definition of the steady state generator leads to a general characterization of the internal model as follows.
Definition 3.2:
Assume the nonlinear system (1) and (2) has a steady state generator with output g(x, u). Then we call the following systeṁ
an internal model with output
Remark 3.1: Given a steady state generator, we can always construct an internal model. A universal construction of the internal model has been given in [3] . A specific one for the lower triangular systems will be given in Section IV.
Attaching the internal model to the given plant yields the following augmented systeṁ
Performing on (12) the following coordinate and input transformation
gives a new system denoted bẏ η =γ(η,x,ū, v, w),ẋ =f (η,x,ū, v, w), e =h(η,x, v, w) (14)
Theorem 3.1: Suppose A3.1, and assume system (1) has a global steady state generator with output g(x, u) = col(x 1 , · · · , x d , u) and an internal model described by (11) . Then the augmented system in the new coordinates and input described by (14) has the property that, for all trajectories v(t) ∈ q of the exosystem, and all w ∈ N ,
By this theorem, for any v and any w, the origin of the augmented system (14) is an equilibrium point at which the output is zero. Therefore, we can obtain the following corollary.
Corollary 3.1: Suppose A3.1 and A1.2, given any sets V ⊂ q and W ⊂ N , assume there exist a controller of the formū
where ξ ∈ z , and the functions k, ζ vanish at their origins, that globally robustly stabilizes the equilibrium (η,x) = (0, 0) of the augmented system (14) in the following sense that, for any col(η(0),x(0), ξ(0)), any v 0 ∈ V and w ∈ W , the solution of the closed-loop system exists for all t ≥ 0 and satisfies
for some class KL function (·, ·), independent of v and w. Then the following controller
solves Problem 1 for the system (1). Basically, this corollary says that, if the exosystem satisfies A1.2, then one can solve Problem 1 by solving the robust stabilization problem of the augmented system (14). This conclusion was first given in [8] and was considered so obvious that no proof was given there. Nevertheless, it is important to note that the validity of this corollary hinges on the key assumption that v(t) is bounded for t ≥ 0 for all v 0 ∈ V . As a matter of fact, when the exosystem does not satisfies A1.2, Problem 2 may not be solved by the solvability of the stabilization of the augmented system.
B. A Counter Example
Example 3.1: Consider systeṁ
It can be verified that the solution of the regulator equations is
An internal model corresponding to this steady state generator isη = 2η − 12x 1 . Using the coordinate and the input transformationη = η − v,x 1 = x 1 ,x 2 = x 2 − 1 16 η 2 and u = u − η gives the augmented systeṁ η = 2η − 12x 1
The global robust stabilization problem for this system is solvable by a linear controllerū = − 12 5x 1 . Indeed, the closed-loop system withη =η − 3x 1 becomeṡ
And the solution can be explicitly expressed as
hence,
Now consider the closed-loop system composed of the original plant (17) and the controller
Denote x c = col(η, x 1 , x 2 ), and it can be verified that the closed-loop system satisfies P3 with
we have
where the term 1 2η (0)v(0)e t approaches infinity wheñ η(0)v(0) = 0, which contradicts P4.
It will be made clear in a moment in the proof of Theorem 3.2 that the failure of Corollary 3.1 when v(t) is unbounded is because lim t→∞ β(η(t)) − β(θ(v(t), w)) may not exist for unbounded v(t) even if lim t→∞ η(t) − θ(v(t), w) = 0. Thus if additional assumptions are imposed to guarantee the convergence of lim t→∞ β(η(t)) − β(θ(v(t), w)) , it is still possible to validate Corollary 3.1 for unbounded v(t).
C. Solvability Conditions
for some positive number L i , and the error output function h(x, v, w) is globally Lipschitz w.r.t. x, i.e., for all
for some positive number L 0 . Then, for any v 0 ∈ V and w ∈ W , the controller (16) solves the global robust output regulation problem (Problem 2) for the original system (1) and (2) if the controller (15) globally stabilizes the equilibrium (η,x) = (0, 0) of the augmented system (14) for any v 0 ∈ V and w ∈ W .
Proof: Since the global robust stabilization problem of system (14) is solvable by controller (15) for any v 0 ∈ V and w ∈ W , and any col(η(0),x(0), ξ(0)), the solution of the closed-loop system composed of (14) and (15) exists for all t ≥ 0 and satisfies col(η,x, ξ)(t) ≤ 1 ( col(η,x, ξ)(0) , t) , t ≥ 0 for some class KL function 1 . Denote the state of the closed-loop system composed of (1) and (16) by x c = col(η, x, ξ), and let x c (v, w) = col(θ(v, w), x(v, w), 0). Then it can be verified that x c (v, w) satisfies equations (7) associated with the closed-loop system (1) and (16) for all v and w. This shows the satisfaction of Property P3 of the closed-loop system. Next, for t ≥ 0,
By condition (22),
Then from (24), we further have, for t ≥ 0,
for some class KL functions 2 and 3 , where
That is, the Property P4 is satisfied. Finally, using (23) and (25) gives,
Thus, Property P5 is satisfied.
It is possible to deduce a proof of Corollary 3.1 from that of Theorem 3.2.
Proof of Corollary 3.1: Assume the exosystem satisfies A1.2, then for all v 0 ∈ V and w ∈ W with V and W compact, θ(v(t), w) is bounded for all t ≥ 0. Thus, in (24), |β i (η(t))−β i (θ(t))| = |β i (η(t)+θ(t))−β i (θ(t))| is bounded for all t ≥ 0, and converges to 0 as t → ∞ sinceη converges to 0 as t → ∞. Thus, x c (t) − x c (v(t), w) is bounded for all t ≥ 0 and converges to 0 as t → ∞ for all x c0 , all v 0 ∈ V and w ∈ W . Therefore x c (t) is bounded for all t ≥ 0, all v 0 ∈ V and w ∈ W . Using the fact that the function h is continuously differentiable gives lim t→∞ e(t) = lim t→∞ h(x(t), v(t), w) − h(x(v(t), w), v(t), w) = 0 since x(t), v(t), w, x(v(t)) are bounded for all t ≥ 0 and lim t→∞ x c (t) − x c (v(t), w) = 0. Thus, we have shown, without assuming the two global Lipschitz conditions (22) and (23), that the closed-loop system composed of the original system (1), exosystem (2) , and the controller (16) satisfies Properties P1 and P2. In fact, it is possible to show that x c (t) − x c (v(t), w) is upper bounded by a class KL function for all t ≥ 0.
The reason for imposing the globally Lipschitz condition on the function β has been explained by Example 3.1. The following example further explains the reason for imposing the globally Lipschitz condition on the function h.
Example 3.2:
, and the steady state generator with output g = col(x 2 , u 1 , u 2 ) is {θ, α, β} where
An internal model corresponding to this steady state generator isη = 2u 1 . Using the coordinate and the input transformationη = η − v,x 1 = e 1 ,x 2 = x 2 − 0.2η,
gives an augmented systeṁ
The global robust stabilization for this augmented system is solved by a linear controller
Indeed, the closed-loop system composed of (28) and (29) withη =η − 3x 1 becomes a system in the form of (20), which is GAS. Now consider the closed-loop system composed of the original plant (26) and the controller
Denote x c = col(η, x 1 , x 2 ), and it can be verified that the closed-loop system satisfies P3 with x c (v) = col(v, v, 0.2v), and P4 with x c (t) − x c (v(t)) = col (η(t),x 1 (t),x 2 (t) + 0.2η(t)) wherex 1 (t),x 2 (t) andη(t) are taken from the explicit solution of (20) given in Example 3.1. However, we can verify that P5 is not satisfied. In particular,
which approaches infinity when [η(0) +x 2 (0)]v(0) = 0. The reason for this failure is that x 1 x 2 − 0.2v 2 is not globally Lipschitz w.r.t. x 1 , x 2 . If we replace the second output equation by e 2 = x 2 − 0.2v, then it is easy to verify that Problem 2 is solved by the same controller.
IV. SOLVABILITY FOR LOWER-TRIANGULAR SYSTEMS
In this section, we will apply Theorem 3.2 to study the solvability of Problem 2 for a class of nonlinear lower triangular systems described as follows,
. . .
with z ∈ m , x i ∈ , i = 1, · · · , r, the plant states, u(t) ∈ the plant input, e(t) ∈ the tracking error, v(t) ∈ q the exogenous signal with v(0) ∈ V ⊂ q , and w ∈ W ⊂ N the uncertain parameter for some compact sets V, W . All functions are continuously differentiable (C 1 ) satisfying f (0, 0, 0, w) = 0, f i (0, · · · , 0, w) = 0, i = 1, · · · , r, and q(0, w) = 0. Andv = A 1 v for any matrix A 1 .
Our approach is to convert Problem 2 of the above lower triangular systems into a global robust stabilization problem for the system described in (32). Then invoke the robust stabilization result of system (32) to solve Problem 2 for the original system (31). For this purpose, consider the following systeṁ
where x = col(x 1 , · · · , x r ) and z = col(z 0 , z 1 , · · · , z r ) are the states with x i ∈ , i = 1, · · · , r, and with z i ∈ ni , i = 0, · · · , r, u = x r+1 ∈ is the input, and µ : [t 0 , ∞) → Σ ⊂ nµ is a vector of any unknown parameters and/or disturbances with Σ a prescribed compact set. All functions are C 1 satisfying f 0 (0, 0, µ) = 0, Q i (0, · · · , 0, µ) = 0, and f i (0, · · · , 0, µ) = 0, i = 1, · · · , r, for all µ ∈ nµ . In (32), the vector µ is not available for feedback control, and is called the static uncertainty. On the other hand, the functions Q i may not be known precisely, and/or the state z i may not be available for feedback control. Thus the dynamics governing z i , i = 1, · · · , r, will be called dynamic uncertainty of the system (32) as apposed to the static uncertainty µ(t). In the special case when the dimension of z i is zero for all i = 1, · · · , r, system (32) is reduced to the standard nonlinear systems in strict feedback form.
Next, let us list a few assumptions as follows. A4.a: For all µ ∈ nµ , and all i = 1, · · · , r, b i (µ) > 0. A4.b: The systemż 0 = f 0 (z 0 , x 1 , µ(t)) , t ≥ t 0 , is ISS with state z 0 and input x 1 , and has a known C 1 gain function κ 0 (·) independent of µ(t), A4.c: For all i = 1, · · · , r, the systemż i = Q i (z 0 , z 1 , · · · , z i , x 1 , · · · , x i , µ(t)) , t ≥ t 0 , is ISS with state z i and input col(z 0 , z 1 , · · · , z i−1 , x 1 , · · · , x i ), and has a known C 1 gain function κ i (·) independent of µ(t).
Theorem 4.1:
Suppose system (32) satisfies assumptions A4.a to A4.c. Then there exists a smooth state feedback controller of the form u = k(x 1 , · · · , x r ) such that the equilibrium of the closed-loop system at the origin is globally robustly asymptotically stable in the sense that for any z(t 0 ), x(t 0 ), any µ : [t 0 , ∞) → Σ, the solution col(z(t), x(t)) of the closed-loop system exists for all t ≥ t 0 and satisfies
for some class KL function (·, ·), independent of µ(t). Due to the space limit, the proof of this theorem is omitted, and can be found from the full version of the paper in http://www.acae.cuhk.edu.hk/˜accl/preprint.html. Now, we will return to the problem conversion. To this end, let us list the following assumptions on system (31).
A4.1:
There exists a sufficiently smooth function z(v, w)
A4.2:
There exist sufficiently smooth functions
, with x(0, 0) = 0 and u(0, 0) = 0, such that, x 1 (v, w) = q(v, w) and for i = 1, · · · , r, To state the fourth assumption, let us introduce some terminology. Let π(v, w) be any sufficiently smooth function in v and w. We call a monic polynomial P (λ) = λ r − a 1 − a 2 λ − · · · − a r λ r−1 for some set of r real numbers a 1 , a 2 , · · ·, a r a zeroing polynomial of π(v, w) if, along all trajectories v(t) of the exosystemv = A 1 v, π(v(t), w) satisfies a differential equation of the form
for all trajectories v(t) of the exosystem, and all w ∈ N . A monic polynomial P (λ) is called a minimal zeroing polynomial of π(v, w) if P (λ) is a zeroing polynomial of π(v, w) and it divides any other zeroing polynomialP (λ) of π(v, w). Let π i (v, w), i = 1, · · · , I, for some positive integer I, be I sufficiently smooth functions each of which admits a minimal zeroing polynomial P i (λ). Then they are called mutually coprime if P 1 (λ), · · · , P I (λ) are such that P i (λ) and P j (λ) are coprime for all i = j, 1 ≤ i, j ≤ I. vanishing at the origin such that, for all trajectories v(t) of the exosystem, and w ∈ N ,
, (34) and
Ii ] is the Jacobian matrix of Γ i at the origin, and Φ i j is the companion matrix of P i j (s). Remark 4.1: It is shown in [7] for the case where the exosystem satisfies A1.2 that a function π(v, w) satisfies (33) if and only if π(v(t), w) is a polynomial in v(t) or if and only if π(v(t), w) is a trigeometric polynomial in t. In the current case where A 1 is an arbitrarily matrix, it is possible to show that a function π(v, w) satisfies (33) if and only if there exist distinct complex numbersλ 1 , · · · ,λ n k with Im{λ i } ≥ 0 for some finite positive integer n k such that
where C i (v 0 , w, t) is polynomial of t of degree of r i with coefficients depending on v 0 and w, C * i (v 0 , w, t) andλ * i are the conjugate complex of C i (v 0 , w, t) andλ i , respectively.
Remark 4.2:
It is clear that A4.1 and A4.2 are equivalent to A3.1. In case A4.1 holds with z(v, w) being a polynomial function in v with coefficients depending on w, and that the functions q(v, w), f (z, x 1 , v, w) and f i (z, x 1 , · · · , x i , v, w) are polynomial in (z, x 1 , . . . , x i , v) with coefficients depending on w, then, A4.2 and A4.4 are satisfied automatically.
It is shown in [4] that under assumptions A4.1-A4.4, system (31) has a steady state generator {θ, α, β} with output
where for i = 1, · · · , r, j = 1, · · · , I i ,
. Then the pair {E, Φ} is observable if and only if all the pairs {E i , Φ i }, for i = 1, · · · , r are observable. With the steady state generator (37) ready, we can construct an internal model for system (31) with output col(x 2 , · · · , x r , u) as follows.
For i = 1, · · · , r, pick some controllable pair (M i , N i ) where M i is Hurwitz and has disjoint spectra with Φ i , then there exists a matrix T i satisfying the Sylvester equation
is an internal model with output x i+1 , anḋ
an internal model with output col(x 2 , · · · , x r , u), with
Remark 4.3:
If the exosystem satisfies A1.2, then all eigenvalues of Φ i have zero real parts. As a result, any Hurwitz matrix M i has disjoint spectra with Φ i . The plant (31) and the internal model (39) constitute the augmented system. Under the following coordinate and input transformation,
the augmented system takes the following forṁ
withx r+1 =ū and some C 1 functionsf andf i . By Corollary 3.1, the global robust output regulation problem for system (31) will be solved if we can make the equilibrium of the system (40) at (z,x,η) = (0, 0, 0) globally robustly asymptotically stable for all v 0 ∈ V , and all w ∈ W . An inspection of the structure of (40) reveals that (40) is in the lower triangular form with dynamic uncertaintȳ η i , i = 1, · · · , r, and static uncertainty µ(t) = col(v(t), w). However, in order to invoke Theorem 4.1, two more issues need to be addressed further. First, since
i Φ i T i and the eigenvalues of the matrix Φ i may have zero or positive real part, the subsystems described by the second equation of (40) may not be ISS. Second, when v(t) is unbounded, µ(t) = col(v(t), w) is unbounded. Thus, Theorem 4.1 cannot directly apply to system (40). To circumvent the first difficulty, let us further perform on (40) another coordinate transformatioñ
for some C 1 functionsf ,f i and Q i . In particular,
where the functionγ i is C 1 , and β [2] i (·) is the nonlinear part of β i (·), i.e., β [2] 
It can be seen that, the transformed augmented system (41) is still in the lower triangular form. Moreover, the linear approximation of the function Q i (0, 0, · · · , 0,η i , 0, · · · , 0) is given by M iηi with M i a Hurwitz matrix. Therefore, as will be seen later in Remark 4.5, in many interesting cases, the subsystems described by the second equation of (41) is ISS.
To circumvent the second difficulty as mentioned above, instead of letting µ(t) = (v(t), w), we make the following additional assumption A4. 5 There exist a bounded function Σ :
q+N → nµ and sufficiently smooth functionsf ,Q i ,f i vanishing at (η,z,x) = 0, such that, for all v(t) of the exosystem, and all w ∈ W ,f (z,x 1 , µ(t)) =f (z,x 1 , v, w) (42) Q i (· · · , µ(t)) = Q i (· · · , v, w) (43) f i (· · · , µ(t)) =f i (· · · , v, w) .
where µ(t) = Σ(v(t), w).
Remark 4.4:
When the exosystem satisfies A1.2, v is bounded for any initial state. Hence, A4.5 is satisfied automatically with Σ = col(v, w). When v is unbounded, A4.5 may still be satisfied if v enters the right hand sides of (42) -(44) through some bounded functions such as sinusoidal functions. Now, it is ready to reach the following main theorem.
Theorem 4.2:
Suppose A4.1-A4.5 with b M i and b mi , i = 1, · · · , r, in A4.3 and the bound of µ(t) in A4.5 known, and the following two assumptions, A4.6: The subsystemż =f (z,x 1 , µ(t)) is ISS with statē z and inputx 1 , and has a known C 1 gain function κ 0 (·) independent of µ(t). A4.7: For i = 1, · · · , r, the subsystemη i = Q i (z,η 1 , · · · ,η i ,x 1 , · · · ,x i , µ(t)) is ISS with stateη i and input col (z,η 1 , · · · ,η i−1 ,x 1 , · · · ,x i ), and has a known C 1 gain function κ i (·) independent of µ(t).
Then, the global robust output regulation problem (Problem 2) of (31) is solved if, for i = 1, · · · , r − 1, β i (x) is globally Lipschitz.
Remark 4.5:
We can identify two nontrivial cases where A4.7 is satisfied. First, when the solution of the regulation equations, x 2 (v, w), · · · , x r (v, w), u(v, w), are polynomial, A4.7 automatically holds. In the current case, A4.7 has to be verified. In fact, it can be verified that if there exists a positive definite matrix R i satisfying −2g [2] i (η i + δ i ) − β [2] i (δ i ) ≤η The inequality (45) restricts the growth of the nonlinear part of the function β i (·). This inequality (45) is obvious satisfied when β i is linear. Moreover it may be satisfied in a more interesting case. It can be seen that (45) holds for R = r 0 I with 0 < r 0 < 1 when β [2] i (η i + δ i ) − β is globally Lipschitz, i.e., β [2] i (η i + δ i ) − β V. ACKNOWLEDGEMENTS The work described in this paper was partially supported by a grant from the Research Grants Council of the Hong
