Background/Aims: Alzheimer's disease (AD) is a chronic neurodegenerative disease that causes memory loss and a decline in cognitive abilities. AD is the sixth leading cause of death in the USA, affecting an estimated 5 million Americans. To assess the association between multiple genetic variants and multiple measurements of structural changes in the brain, a recent study of AD used a multivariate measure of linear dependence, the RV coefficient. The authors decomposed the RV coefficient into contributions from individual variants and displayed these contributions graphically. Methods: We investigate the properties of such a "contribution plot" in terms of an underlying linear model, and discuss shrinkage estimation of the components of the plot when the correlation signal may be sparse. Results: The contribution plot is applied to simulated data and to genomic and brain imaging data from the Alzheimer's Disease Neuroimaging Initiative (ADNI). Conclusions: The contribution plot with shrinkage estimation can reveal truly associated explanatory variables.
Introduction
Alzheimer's disease (AD) is a neurodegenerative disorder. As a type of dementia, it is a neurological dysfunction that is irreversible, neurodegenerative, and progressive, causing memory loss and a decline in cognitive function. AD usually occurs in older people and is considered to be a complex disease driven by a combination of genetic and environmental factors. More than 5 million Americans suffer from AD, and it is ranked as the sixth leading cause of death in the USA [1] .
The Alzheimer's Disease Neuroimaging Initiative (ADNI) is a longitudinal multisite study that started in 2004 to understand the onset, progression, and etiology of AD. One of the ADNI objectives is to identify associa-
The data used in preparation of this article were obtained from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni. loni.usc.edu). As such, the investigators within the ADNI contributed to the design and implementation of the ADNI and/or provided data but did not participate in the analysis or writing of this report. A complete listing of ADNI investigators can be found at http://adni.loni. usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledge-ment_List.pdf.
DOI: 10.1159/000501334
tions between genetic and brain imaging biomarkers of AD [2] . Neuroimaging studies such as the ADNI feature multivariate data sets, typically composed of large numbers of genotypes and phenotypes. For example, the data set in the study by Szefer et al. [3] consisted of 75,181 single nucleotide polymorphism (SNP) genotypes and 56 brain phenotypes derived from MRI scans.
To measure the association between multivariate data sets, many different correlation coefficients have been introduced. One of the most popular is the RV coefficient, which measures the linear association between two data sets by estimating the population vector correlation coefficient ρ V [4] . When both data sets consist of a single variable, RV is the squared Pearson correlation coefficient and ρ V is the squared population correlation coefficient.
In the study by Szefer et al. [3] , the RV coefficient is used to summarize the multivariate association between brain phenotypes and SNPs in AD linkage regions. The authors performed a test of the null hypothesis ρ V = 0 versus the alternative hypothesis ρ V > 0, and they rejected the null hypothesis. In a post hoc investigation, they decomposed the RV coefficient into contributions from each SNP and plotted the result [3; Fig. 5] . A sample contribution plot using the methods described in section 2.1 of this paper is given in Figure 1 . The plot suggests that the association between the multivariate data matrices of explanatory and response variables is driven by the 30th and 70th explanatory variables.
In this report we investigate the properties of the contribution plot in terms of an underlying linear model, and discuss estimation of the components of the plot when the correlation signal may be sparse. The contribution plot is applied to simulated data sets and to genetic and brain imaging data from the ADNI study.
Materials and Methods

The Contribution Plot
In this section, we define the RV coefficient and its population counterpart, the multivariate correlation coefficient ρ V , following Josse and Holmes [4] . Our intended use of the RV coefficient is to investigate correlations between matrices of genetic marker genotypes and brain phenotypes, and our descriptions will be in those terms, though the methods apply in any multivariate setting. We decompose ρ V into contributions from each genetic marker, and study the form of such contributions under a multivariate linear model for brain phenotypes given genomic data. Finally, we discuss shrinkage estimation of the contributions that may be useful when the correlation signal is sparse. By sparse we mean few nonzero pairwise correlations between genotypes and phenotypes.
Let X = (X 1 , … , X p ) denote a random vector of p explanatory variables and Y = (Y 1 , … , Y q ) denote a random vector of q response variables. A measure of population correlation between X and Y [5] is
where cov() denotes population covariance. The coefficient ρ V may be viewed as an extension of the squared population correlation to the multivariate setting. Suppose we have n independent and identically distributed realizations of X and Y, arranged row-wise as data matrices X(n × p) and Y(n × q), respectively. Let X .k denote the k-th column of X, i.e., the vector of genotypes for genetic marker k. Similarly, let Y .l denote the l-th column of Y, i.e., the vector of measurements for phe- Fig. 1 . Sample contribution plot for data simulated as described in section 2.2 (sample data set 3) using the methods of section 2.1. The vertical axis is the contribution of each explanatory variable to a modified RV coefficient designed to identify sparse correlation signals (section 2.1). The horizontal axis is the index of the explanatory variables. The horizontal line is the estimated 95th percentile of the distribution of the maximum contributions under no association, where the maximum is over all explanatory variables. The estimate is based on an empirical null distribution from 5,000 data sets in which the rows of the matrix of explanatory variables are permuted. Individual contributions that exceed the 95% threshold are considered noteworthy. 
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Josse and Holmes [4] and Appendix A in Choi's thesis [6] give alternate forms of the RV coefficient. From equation 2, the contribution of the k-th genetic marker to the RV coefficient is proportional to
The notation Ĉ k reflects the fact that the contribution of genetic marker k to the RV coefficient is an estimate of a corresponding contribution to ρ V (X, Y):
The covariances that compose C k can be derived under a linear model for the association between X and Y. Such a model is consistent with the RV coefficient measuring the linear relationship between two multidimensional data sets. In fact,
shows that C k depends on not only the regression coefficients, but also the variance of X k and the covariances between X k and the other components of X. Some simplification of the contributions is obtained by scaling each X k by its standard deviation, so that the variance terms become one and covariances become correlations. Letting X* and Y* denote the standardized variables, the contribution of genetic marker k to ρ V (X*, Y*) is
where β* kl is the coefficient of the standardized X* k in the regression of the standardized Y* l on X*. Thus, genetic marker k makes a nonzero contribution to ρ V (X*, Y*) if it is directly associated with one or more Y l (i.e., β kl ≠ 0 for one or more l) or if it is correlated with one or more X k ′ that is/are directly associated with one or more Y l (i.e., there is a k′ such that cor(X k , X k ′) ≠ 0 and an l such that β k ′ l ≠ 0). Interestingly, a genetic marker's indirect associations with phenotypes do not play a role in determining its contribution; we return to this point in the analyses of the simulated data. We now turn to estimation of the contributions to the RV coefficient. The contribution from the k-th genetic marker is
å  a sum of squared sample correlations. Our studies of simulated data (section 3.1) suggest that when the correlation signal is sparse, in the sense that there are few truly non-zero correlations, and the sample size is modest compared to the number of phenotypes, sampling error in estimates of truly zero correlations can obscure the signal of the truly non-zero correlations. A solution is to raise the squared correlations to a power, α; i.e., we consider the contributions
Raising correlations to powers larger than 2 has the effect of differentially shrinking all estimates toward zero, with estimates near zero shrunken more than those near 1. Independently, Xu et al. [7] arrived at the same modified RV coefficient in the context of testing the null hypothesis H 0 : ρ V (X*, Y*) = 0 versus the alternative hypothesis
In their sum-of-powered-correlations test, SPC(α), they employed RV(X*, Y*|α) as a test statistic and assessed its significance with a Monte Carlo permutation test. They also suggested an adaptive test (aSPC), in which the test statistic is a minimum p value for the SPC(α) test over a grid of powers. Though testing is not the focus of this project, we make use of their minimum-p-value idea to select a power α for the contribution plot. In particular, our contribution plot is of contributions Ĉ* k (α m ) for the power α m that minimizes the p value of the test based on RV(X*, Y*|α), for values of α on a grid. In our study, we chose the grid α = 1, 2, 3, or 4. The R code [8] to implement the contribution plot is given in the Appendix.
Simulated Data Settings
We applied the contribution plot to simulated multivariate data sets consisting of a matrix of explanatory variables X and a matrix of response variables Y. Here we summarize the results from three data sets simulated to represent no or a sparse association. To investigate the effect of correlation among explanatory variables and correlation among response variables on the properties of the contribution plot, we simulated data with and without these correlations, as described next.
The simulated data sets consisted of p = 130 explanatory variables and q = 25 response variables on n = 100 subjects. We simulated from a multivariate multiple-regression model
in which Y n×q is a matrix of response variables, X n×p is a matrix of explanatory variables generated from MVN(0, ∑ X ), B p×q is a coefficient matrix, and E n×q is an error matrix generated from MVN(0, ∑ E ). In our simulation model, we vary the parameters ∑ X , ∑ E , and B. Let I p and I q denote the p × p and q × q identity matrices. We summarize the results from three data sets simulated under the following parameter values: with Y 1 and Y 10 , respectively Further simulation settings were considered in the thesis by Choi [6] (chapter 4), but we do not present them here.
ADNI Data Description
In this section we describe the ADNI data used to illustrate the contribution plot.
Subjects
Both the SNP and the brain imaging data considered in this analysis were from the ADNI Phase 1 (ADNI-1) study, which was run in the years 2004 through 2009. Our interest was in genetic variation that predicts structural differences in the brain before subjects experience memory loss. Hence, we considered data from the 200 cognitively normal (CN) subjects only. Further details about the ADNI-1 study design are available on the ADNI website (http://adni.loni.usc.edu/study-design/).
Genotype Data
Genotyping was performed as described by Saykin et al. [9] . Genotypes were processed according to standard quality control and imputation procedures to fill in missing values as described by Szefer [10] . SNPs were chosen from the top 40 AD candidate genes listed on the AlzGene database as of June 10, 2010. After data processing, 179 subjects with data on 493 SNPs in 33 genes remained for analysis. Table 1 gives a summary of gene names and the numbers of SNPs from each gene. The SNP names are given in Appendix C of Choi's thesis [6] .
Imaging Phenotype Data
The phenotypes, as defined by Wang et al. [11] , were derived from baseline MRI scans taken for the ADNI-1 study. The MRI measurements were of volumes or cortical thicknesses of 56 brain regions (Table 2) , adjusted for covariates such as age, gender, education level, handedness, and baseline intracranial volume.
Adjustment for Potential Confounders
Following Szefer et al. [3] , the phenotypes and genotypes were adjusted for ethnicity and APOE genotypes. Ethnicity was represented by the top 10 principal components of a genome-wide set of approximately independent genetic markers. Adjusted variables were taken to be the residuals from a linear regression on these principal components and APOE genotype categories.
Standardization
Data cleaning and adjustment for confounders led to a 179 × 493 matrix of explanatory variables X and a 179 × 52 matrix of response variables Y. Each column of X and of Y is a residual and therefore has a sample mean of zero. The final step of data preparation was to standardize each column of X and Y by division by their standard deviation.
Results
Simulated Data Results
We applied the contribution plot to each of the data sets simulated as described in section 2.2. For each data set, we report the p value for the aSPC test and show the contribution plot. Recall that the contribution plot is of the contributions to RV(X*, Y* | α m ) for the value α m that 
Data Set 2: Sparse Association, Correlated Explanatory Variables
These data were simulated with equicorrelated explanatory variables X 25 , … , X 35 . The sample correlations between these explanatory variables ranged between 0.77 and 0.97 (median 0.91).
The p value for the aSPC test on this simulated data set is 0.0006, reflecting the true association between the 30th explanatory variable, X 30 , and the first response variable, Y 1 , and between the 70th explanatory variable, X 70 , and .k , Y * .l ) resulting from positive dependence between response variables. In the top panel of Figure 4 , the peak signal is at X 100 , which is not truly associated with any of the response variables. By contrast, in the contribution plot of the bottom panel, the contributions of the two truly associated variables do exceed the threshold.
The top panel in Figure 5 breaks down the signal at X 100 into its squared sample correlation components, cor 2 (X * .100 , Y * .l ). The variable X 100 appears to be modestly associated with the correlated responses Y 2 , … , Y 15 , with the highest pairwise correlation being between X 100 and Y 11 , even though the true population correlations between X 100 and these Y i 's are zero. Essentially, we have one modest sample correlation, by chance, repeated 14 times due to the correlation between the 14 variables Y 2 , … , Y 15 . The accumulation of these modest sample correlations leads to the relatively large contribution for X 100 in the top panel of Figure 4 
Summary of Simulated Data Analyses
The contribution plot is intended as a post hoc investigation of an association between multiple explanatory variables and multiple response variables, to identify particular explanatory variables that may be responsible for the linear association with response variables. Our simulated data examples illustrate two main points about the contribution plot. First, correlation between explanatory variables can widen the peak of a signal, making it difficult to pinpoint the particular variable(s) driving an association. Second, increasing the variance of the contributions, either through correlation between the responses or through increasing the number of responses (results not shown), can obscure the signal. However, raising squared correlations to a power can counteract this increase in variance and may allow us to identify the explanatory variables that are responsible for an association.
ADNI Data Results
The aSPC test of association between the genetic and phenotypic variables gives a p value of 0.0154. The contribution plot may therefore be viewed as a post hoc investigation of the significant overall association. To select the power α m for the contribution plot, we calculate p values for SPC(α) tests. The p values are 0.683, 0.323, 0.062, and 0.008 for α = 1, 2, 3, and 4, respectively, leading to α m = 4. Figure 6 shows the contribution plot (α m = 4). The SNPs on the x axis are sorted by chromosome number and base pair location. The spike above the permutationbased threshold is a strong signal of a linear association that comes from SNP rs16871157 within the NEDD9 gene on chromosome 6.
We can further decompose the contribution of rs16871157 by brain region. The results are shown in Figure 7, where the y axis represents the individual sample correlation to the power of 8 between rs16871157 and the 56 brain regions. Comparing the two panels of the figure, we see that the correlations in the right hemisphere are stronger than those in the left hemisphere, but that the patterns of association are very similar. Overall, it appears that rs16871157 is associated with measures of cortical thickness, particularly in the temporal lobe of the brain (phenotype MeanTemp).
Scatterplots of adjusted MeanTemp and MeanLatTemp thickness by rs16871157 genotypes are shown in Figure 8 for both the left and the right hemisphere. In both hemispheres, the distribution of adjusted cortical thickness in CN subjects with the variant allele at rs16871157 is shifted towards negative values compared to the distribution in CN subjects with two copies of the wild-type allele, which is centered at zero. Thus, the presence of the variant allele at rs16871157 is associated with reduced cortical thickness in CN subjects. 
Discussion
Measures of multivariate correlation are used in fields such as neurogenetics to find an association between a multivariate phenotype and a vector of explanatory variables. After an association is found, it may be of interest to identify the explanatory variables that are primarily responsible for the signal. In this report we have developed such a post hoc procedure and applied it to data from the ADNI-1 study. The contribution plot decomposes the RV coefficient into contributions from each explanatory variable and displays them graphically. A significance threshold determined by a permutation procedure may be added to the plot. Explanatory variables with contributions above the threshold are considered noteworthy.
Analyses of simulated data sets demonstrated two main points about the contribution plot. First, localization of the particular variables driving an association is more difficult when there is correlation between explanatory variables than when explanatory variables are uncorrelated. Second, shrinking contributions by raising the squared component correlations to a power reduces their In fL a tV e n t L a tV e n t E n tC tx F u s if o rm In fP a ri e ta l In fT e m p o ra l M id T e m p o ra l P a ra h ip p P o s tC in g P o s tc e n tr a l P re c e n tr a l P re c u n e u s S u p F ro n ta l S u p P a ri e ta l S u p T e m p o ra l S u p ra m a rg T e m p o ra lP o le M e a n C in g M e a n F ro n t M e a n L a tT e m p M e a n M e d T e m p M e a n P a r M e a n S e n s M o to r M e a n T e m p
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We applied the contribution plot to the data on CN subjects from the ADNI-1 study. The aSPC test for correlation between SNP genotypes and phenotypes of brain regions of interest was significant (p = 0.0154). The contribution plot suggested a sparse signal, driven by a single SNP, rs16871157, within the NEDD9 (neural precursor cell expressed, developmentally down-regulated 9) gene on chromosome 6. rs16871157 is in an intron of the NEDD9 gene and has no known function. Our results suggest that the variant allele at rs16871157 is associated with reduced cortical thickness in CN subjects. Reduced cortical thickness is associated with symptom severity in mild cognitive impairment and early AD, and has been observed in CN patients with amyloid binding [12] .
Much of the research to date on NEDD9 has focused on the association between variation in the gene and different cancers [e.g., 13], but the protein product of NEDD9 is also involved in brain development. For example, Vogel et al. [14] found that the NEDD9 protein plays a role in neuronal differentiation. In AD research, the SNP rs760678 in NEDD9 was found to be associated with late- 
