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ABSTRACT
Today, continuosly growing wireless traffic have guided the progress in the wireless commu-
nication systems. Now, evolution towards next generation (5G) wireless communication systems
are actively researched to accomodate expanding future data traffic. As one of the most promising
candidates, integrating photonic devices in to the existing wireless system is considered to improve
the performance of the systems. Emerging silicon photonic integrated circuits lead this integration
more practically, and open new possibilities to the future communication systems.
In this dissertation, the development of the electrical wireless communication systems are
briefly explained. Also, development of the microwave photonics and silicon photonics are descri-
bied to undearstand the possibility of the hybrid SiP integrated wireless communication systems. A
limitation of the current electrical wireless systems are addressed, and hybrid integrated mm-wave
silicon photonic receiver, and silicon photonic beamforming transmitter are proposed and analysed
in system level.
In the proposed mm-wave silicon photonic receiver has 4th order pole-zero silicon photonic
filter in the system. Photonic devices are vulnerable to the process and temperature variations.
It requires manual calibration, which is expensive, time consuming, and prone to human errors.
Therefore, precise automatic calibration solution with modified silicon photonic filter structure
is proposed and demonstrated. This dissertaion demonstrates fully automatic tuning of silicon
photonic all-pass filter (APF)-based pole/zero filters using a monitor-based tuning method that
calibrates the initial response by controlling each pole and zero individually via micro-heaters. The
proposed tuning approach calibrates severely degraded initial responses to the designed elliptic
filter shapes and allows for automatic bandwidth and center frequency reconfiguration of these
filters. This algorithm is demonstrated on 2nd- and 4th-order filters fabricated in a standard silicon
photonics foundry process. After the initial calibration, only 300ms is required to reconfigure a
filter to a different center frequency. Thermal crosstalk between the micro-heaters is investigated,
with substrate thinning demonstrated to suppress this effect and reduce filter calibration to less
ii
than half of the original thick substrate times. This fully automatic tuning approach opens the
possibility of employing silicon photonic filters in real communication systems.
Also, in the proposed beamforming transmitter, true-time delay ring resonator based 1x4 beam-
forming network is embeded. A proposed monitor-based tuning method compensates fabrication
variations and thermal crosstalk by controlling micro-heaters individually using electrical moni-
tors. The proposed tuning approach successfully demonstrated calibration of OBFN from severely
degrated initial responses to well-defined group delay response required for the targeted radiating
angle with a range of 60◦(-30◦ to 30◦) in a linear beamforming antenna array. This algorithm is
demonstrated on OBFN fabricatd in a standard silicon photonicsfoundry process. The calibrated
OBFN operates at 30GHz and provide 2GHz bandwidth. This fully automatic tuning approach
opens the possibility of employing silicon OBFN in real wideband mm-wave wireless communi-
cation systems by providing robust operating solutions.
All the proposed photonic circuits are implemented using the standard silicon photonic tech-
nologies, and resulted in several publications in IEEE/OSA Journals and Conferences.
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NOMENCLATURE
1G First generation
2G Second generation
3G Third generation
4G Fourth generation
5G Fifth generation
APF All-pass filter
OBFN Optical beamforming network
HD High definition
MIMO Multiple-input-multiple-output
MWP Microwave photonics
RoF Radio-over-fibre
WDM Wavelength-division-multiplexing
RAU Remote antenna unit
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OPLL Optical phase-lock Loop
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WDM Wavelength-Division-Multiplexing
SiP Silicon photonics
IC Integrated circuit
SOI Silicon-on-insulator
SiO2 Silicon dioxide
CMOS Complementary metalâA˘S¸oxideâA˘S¸semiconductor
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BW Bandwidth
Q-factor Quality factor
RF Radio frequency
SAW surface acoustic wave
LTCC Low-temperature co0fired ceramic
MZM Mach zehnder modulator
TIA Transimpedance amplifier
DSP Digital signal processing
BER Bit error rate
NF Noise figure
BB Base band
PA Power amplifier
LO Local oscillator
IL Insertion loss
IIP3 third0order intercept point
SNR Signal to noise ratio
EVM Error vector magnitude
QAM Quadrature amplitude modulation
ACPR adjacent channel power ratio
FDTD Finite-difference time-domain
PIC Photonic integrated circuit
MZI Mach-Zehnder interferometer
PD Photo-detector
RTL Round trip loss
ORR Optical ring resonator
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ADC Analog-to-digital converter
DAC Digital-to-analog converter
FIR Finite impulse response
IIR Infinite impulse response
FSR Free spectral range
CMP Chemical mechanical planarization
SPI Serial peripheral interface
OVNA Optical vector network analyzer
CLIPP contactless integrated photonic probe
TEC Thermo electric cooler
µ-TEC Micro thermo-electric cooler
TTD True time delay
PCB printed circuit board
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1. INTRODUCTION
1.1 Wireless communications
The past few decades have shown a great advancement in wireless communication systems.
Also, this technology-driven development of the communication systems has influenced the lives of
the people dramatically. And now explosive increase in data traffic demands a further improvement
of the wireless communication systems toward next-generation platforms. Looking past, wireless
communication systems have followed several important paths till now [3, 4] (Fig. 1.1). Initially,
wireless communication was introduced with wireless telegraph, and first speech transmission is
used for the military in the early 1920s. It evolved into the car based telephone for commercial use
in the 1930s. When the car-based telephone was first introduced, it only showed limited ’push-to-
talk’ voice call, which is a half-duplex system. A bidirectional full-duplex system is introduced in
the 1960s.
Figure 1.1: Development of wireless communication
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The first-generation system, generally known as the 1G technology was introduced in the early
1980s, brought the very first cell phone. The 1G systems were based on analog systems and analog
signals, which supported data bandwidth of up to 2.4kbps. This 1G technology-based services only
provided analog voice services without any data services. The mobile communication systems
evolved to the second-generation (2G) systems in 1991. The 2G has introduced a mobile system
that was completely digital while providing capacity and coverage. The early 2G system supported
data bandwidth up to 64kbps, and it supported both voice call and data transmission, such as MMS
(multimedia messaging service) i.e. text messaging. The third-generation (3G) supported higher
data transmission rates up to 144kbps for moving vehicles, up to 384kbps for pedestrians and up to
2Mbps for stationary users. This enabled mobile online access and multimedia applications, such
as TV streaming, video conferencing, navigation, and so on. The fourth-generation (4G) provides
mobile ultra-broadband internet access and also provides much faster data speed up to 1Gbps for
stationary users, and up to 100Mbps for high mobility users. This wireless higher data rate access
enabled high-end gaming, high definition (HD) video streaming, and high-performance imaging
through the mobile communication.
Now fifth generation (5G) of the mobile technology is highly demanded to accommodate the
ever-growing mobile traffic. To meet an orders-of-magnitude increase in data traffic demand,
hardware-centric enabling technologies are required [5]. For example, incorporating cell sizes,
increasing spectral efficiency and also acquiring mm-wave spectrum for the new wireless channel,
realizing massive multiple-input-multiple-output (MIMO) at the base station, or remote antenna
unit [6]. An excellent description of all the technologies required for potentially realizing a 5G
network was provided in [1] and is reprinted in Fig 1.2.
Today’s wireless networks are crammed on the same bands of the radio-frequency spectrum
below 6GHz while increasing number of devices are consuming more data. Easy solution to solve
this problem is utilizing mm-waves broadcasting at new frequencies (30 ∼ 300GHz). mm-wave
signals have one major drawback which cannot easily penetrate buildings or obstacles. This issue
is being addressed with small cell concepts in 5G network. Small cells are portable miniature base
2
Figure 1.2: An overview of the 5G cellular networks challenges, potential enablers, and design
principles [1].
stations that require minimal power to operate and can be placed every 250m or so throughout
cities. Therefore, small cell principle in 5G network fit very well with the mm-wave frequencies.
Also, small cells allow efficient use of spectrum. Spectrums that one station uses in one area can
be reused by another station in another area [7].
MIMO describes wireless systems that use two or more transmitters and receivers to send and
receive more data at once. Massive MIMO takes this concept to a new level by featuring dozens
of antennas on a single array [7]. Multiple antennas at the transmitter and/or receiver can improve
network throughput, capacity, and coverage without additional bandwidth or transmit power level.
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MIMO is already utilized on some 4G base stations, but massive MIMO is still in development.
Massive MIMO looks promising for the future of 5G, however; installing many antennas to handle
cellular traffic faces more interference between those signals. Therefore beamforming, which con-
fines signal power in a direction instead of transmitting in all directions, should be incorporated in
the 5G stations.
None of these technologies is new to the community. However, implementing them in a 5G
cellular network face a number of challenges to solve not only from an engineering angle but also
in terms of cost.
1.2 Microwave photonics towards 5G networks
Microwave Photonics (MWP) is now a mature interdisciplinary engineering field that attempts
to utilize the properties of photonic technologies to improve the performance of microwave/wireless
systems, sensor networks, radar, satellite communications, instrumentation, and warfare systems
[6, 8]. Research in the area of microwave photonics has been more than three decades, and many
research findings are in photonic generation, photonic signal processing, control and distribution
of microwave and mm-wave signals. Most of the MPW research are exploiting the inherent trans-
mission properties of photonic technologies; low loss, large bandwidth, and immunity to electro-
magnetic interference) to enhance the performance of a microwave system.
As discussed earlier, small cells will play an important role in 5G networks by connecting
mm-wave signals to users, enabling frequency reuse, potentially reducing energy and cost. To
serve these small cell concepts in 5G networks, a backbone network implemented over a radio-
over-fibre (RoF) based architecture can be an ideal solution [9]. RoF enables RF signals to be
transported over fiber across kilometers with minimal loss over the links. Hence, it eases spectrum
constraints, and it can replace multiple coax cables with a single fiber-optic cable. RoF also brings
several advantages such as simpler RAUs (remote antenna units) since it does not require up-
conversion, centralized frequency channel management, capable to support multiple wideband
signals through wavelength-division multiplexing (WDM) [10]. A RoF architecture is a highly
promising network solution to bridge the last-meter wireless connection with ultra-fast optical
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signals. Also, established fiber infrastructures are strengthening the RoF architecture as a candidate
for 5G backbone network. For example, the deployment of passive optical networks (PONs) brings
access points, supporting higher than Gbps, closer to end-users, and can be used as optical backhaul
network for the next generation (5G) wireless broadband connections [11].
Utilizing mm-wave spectrum is essential in 5G networks to accommodate future data traffic.
Conventionally, a microwave or mm-wave signal is generated using electronic circuitry with many
stages of frequency doubling to achieve the desired frequency, which is complicated and costly [8].
In addition, the distribution of a generated microwave or mm-wave signal in the electrical domain
is not practical due to the high loss electrical distribution lines. Whereas, broad bandwidth and
low loss of the innate optical fiber properties make optical fiber as an ideal solution to distribute
the signals. Therefore, the ability to generate a mm-wave signal in the optical domain is essential
to utilize RoF. A mm-wave signal generation in optical domain have been studied and successfully
demonstrated through numerous MWP techniques, such as optical injection locking [12, 13], opti-
cal phase-lock loop(OPLL) [14, 15, 16], microwave generation using external modulation [17, 18]
and dual-wavelength laser source [19].
Massive MIMO is also a key technology in 5G networks. At mm-wave frequencies, higher
path loss limits the coverage of the system therefore employing beamforming techniques to focus
and steer the signal beam to the desired directions is considered as a promising solution. Instead
of transmitting in all directions, antennas confine signal power in a particular direction of interest
and allows effective power consumption at the transmitter. By focusing the signal beam in certain
directions, the interference issue of the MIMO can be addressed. Because of their fast steering and
compactness, phased array antennas (PAAs) seems to be the most attractive beam steering method
in the mm-wave band. Traditionally, beamforming is realized in electronic circuits. However,
electronic integrated circuits suffer from the high loss at the mm-wave signals. Also, PAAs based
on phase shifters suffer from the beam-squint effect which results in frequency dependant beam-
steering, and limits the bandwidth of the PAA. The emerging techniques in MWP are based on
True Time Delay (TTD) and providing broadband beam steering as well as low loss properties
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[20].
One of the interesting MWP areas, which can be incorporated with 5G networks is MWP fil-
ters. MWP filters are designed to perform equivalent tasks to those of conventional microwave
filters, however; they show superior performance in mm-wave frequency bands due to its innate
properties, such as low loss, high bandwidth, immunity to electromagnetic interference, and re-
configurability and tunability [21, 22, 20].
1.3 Silicon photonics
Silicon photonics (SiP) is the study and application of photonic systems which use silicon
as an optical medium [23, 24]. Initial motivation of SiP is based on its compatibility with the
mature silicon IC manufacturing. Silicon has been widely used as the substrate for most integrated
circuits. Hence, silicon wafers have the lowest cost per unit area and the highest crystal quality
compared to other semiconductor material. Fabricating low-cost high quality photonics by utilizing
the IC fabrication infrastructure has been the major motivation for SiP research. However, it is
not the only benefit for SiP. The high-quality silicon-on-insulator (SOI) wafers provide an ideal
platform for planar waveguide circuits. The high index contrast between silicon and SiO2 allows
strong optical confinement and also make possible to scale photonic devices down to hundreds of
nanometer level [24]. Also, silicon has excellent material properties that are important in photonic
devices, such as high thermal conductivity, high optical damage threshold, and high third-order
optical nonlinearities, and shows strong Kerr and Raman effect. For the last, compatibility with
the silicon IC manufacturing allows monolithic integration of silicon photonic components with
CMOS chips as shown in Fig. 1.3 (reprinted courtesy [2]). This opens up the new potential of
photonic integration.
Based on these motivations, mainstream application of SiP has been targeted for optical in-
terconnects for data communications [25]. Due to the large bandwidth and low loss properties of
optical channels, optical interconnect technologies play an important role in scaling up the perfor-
mance of various network segments that range from long-distance inter data-center connections to
short-reach rack-to-rack communication and include onboard and chip-to-chip links [26].
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Figure 1.3: Silicon photnoic platform with photonic devices and MOSFETs on a SOI wafer.
(reprinted courtesy [2]).
Not only the optical interconnects, silicon photonics is a promising technology for MWP. In-
creasing demands for 5G network solution, MWP is one of the promising candidates for the 5G
networks. However, traditional MWP are suffering from reliability, cost, and power consumption
issue even though its prominent functionalities over a large bandwidth. With silicon photonics, one
can achieve a reliability, reduction in footprint, inter-element coupling losses, packaging cost as
well as power dissipation [27]. And some of silicon photonic MPW application will be introduced
in this work.
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2. SILICON PHOTONIC INTEGRATED MM-WAVE SYSTEM
2.1 Silicon Photonic Receiver
Wideband mm-wave multifunction receivers (f >30GHz) that can cover a broad spectral range,
be rapidly reconfigured, and supporting high frequencies are essential for a variety of applications,
including wireless communications, radar, and sensing systems. However, ensuring robust op-
eration in mm-wave wireless environments targeting 5G applications is challenging. A potential
solution is to employ photonic devices into the conventional system, provided that high quality
factor (Q) filters capable of highspeed reconfiguration and operation at mm-wave frequencies can
be realized. While this is not feasible with conventional electronic filter technology, RF photonic
technology has the potential to enable widely tunable mm-wave receivers which possess both wide
instantaneous bandwidth (BW) 5GHz over a broad spectral range (f >30 GHz) [28]. Rapid dy-
namic filter reconfiguration (sub-ms) and blocker cancellation ( -10dBm) with 40dB out-of-band
rejection will be essential to effectively utilize a wideband spectrum [29]. Utilizing the innovative
optical filter and CMOS circuit techniques discussed in this work will enable the efficient use of
RF silicon photonic band-pass filters to fulfill these requirements.
Figure 2.1: Wideband multi-function mm-wave receiver block diagram (f>30Ghz)
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2.1.1 Electrical mm-wave receiver limitations
There are fundamental limitations to achieving the required level of frequency selectivity and
tuning range and speed with conventional active or passive electrical filters within the size, weight,
and power targets of radio systems with small form factors at mm-wave frequencies. Off-chip
surface acoustic wave (SAW) filters have been widely adopted at the front end of many receivers
in harsh RF environments [30]. However, in multi-band or highly-dynamic RF environments, a
complex high-speed tunable filter is required which is not feasible with existing SAW filters. Other
technologies, such as off-chip MEMS or low-temperature co-fired ceramic (LTCC) filters [31, 32],
due to a limited Q-factor, are expected to have limited rejection for strong close-in jammers.
Existing on-chip or integrated front-end filtering solutions can be categorized into high fre-
quency integrated RF/analog tunable filters [33, 34], and SAW-less reconfigurable front-ends.
Currently, highfrequency integrated analog filters cannot achieve the high selectivity and wide
tuning requirements necessary for tunable receivers with wide instantaneous bandwidth due to
low/moderate on-chip inductor Q-factors. Also, due to the active nature of these filters, their lin-
earity is limited. SAW-less receivers have gained attention for single/multi-band wireless systems
to mitigate SAW filters by proving dynamic bandpass filtering based on a reciprocal passive mix-
ing technique, but it is extremely difficult to push their frequency of operation into the mm-wave
range, as they need a clock with a frequency at least 4X higher than the desired radio frequency
[30, 35, 36]. Table. 2.1 shows out-of-band blocker rejection and input frequency range of recently
reported CMOS SAW-less receivers. As can be seen, blocker rejection and frequency range are
limited for wide instantaneous bandwidth receivers.
[30] [35] [37] [36] [38]
Rejection [dB] <20 <21 <20 <24 <15
Input RF signal [GHz] 0.9 1.96 0.4-0.9 0.9 2.4
CMOS technology [nm] 65 65 90 65 90
Table 2.1: Rejection and input RF signal frequency range of SAW-less CMOS receivers.
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These limitations of electrical filters motivates the employment of RF photonic band-pass and
notch filters, which can achieve higher Q, multi-GHz tuning ranges, and, with the innovative tuning
schemes proposed in this work, sub-ms reconfiguration times. While RF photonic filters have
traditionally been demonstrated with bulky, discrete optical test-bench implementations using array
waveguide gratings, optical fiber Bragg gratings, and fiber Fabry-Perot filters [39], the emergence
of silicon photonics has enabled the potential for these RF photonic filters to be implemented in the
size, weight, and power requirements of radio systems with small form factors [40, 41]. Because
of significant loss reduction and high waveguide refraction index, 200,000 Q factors and high
integration density is achievable [42].
2.1.2 System Design
The targeted system is silicon photonic mm-wave receiver for 5G communications that utilizes
high-performance band-pass photonic filtering. The photonic receiver is implemented in a 130nm
SOI optical chip that is intelligently controlled by a 65nm CMOS chip to allow for automatic
calibration and tuning of both photonic band-pass and notch filters with very high accuracy. Fig.
2.2 shows the system driver of hybrid integrated RF-photonic receiver, consisting of the two main
parts.
Variable Definition or Value [unit]
Laser Source Power (Popt,in) 19.2 [dBm]
Coupler Loss (Lc) 0.4 [dB]
Detector Responsivity(RPD) 0.75 [A/W]
MZM Insertion Loss (LMZM ) 6.5 [dB]
MZM Vpi 3.1 [V]
MZM Bias Voltage (Vbias) Vpi/2 [V]
RF Input Power -20 [dBm]
Temperature 293 [K]
Optical Wavelength 1550n [nm]
Modulator Input Load 50 [Ω]
TIA Input Impedance 200 [Ω]
Table 2.2: mm-Wave Silicon Photonic RX Parameters
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Figure 2.2: Hybrid integrated silicon photonic RF front-end.
The CMOS chip includes the antenna interface, MZM pre-distortion linearization stage, optical
RF front-end (TIA), as well as the electrical circuitry for tuning the filter responses. The SOI SiP
chip includes MZMs for E-O conversion, a 5GHz reconfigurable channel-select 4th-order BPF, and
waveguide photodetectors for O-E down-conversion and filter monitoring. An external wideband
frequency synthesizer is utilized for generation of different stimuli used in the calibration of the
photonic filters. After O-E conversion by an adaptive bandwidth TIA, an external DSP module
detects and de-spreads the 0-5GHz baseband spread spectrum signal to measure the system BER.
The system model of the mm-wave receiver has been constructed in order to quantify the key
system parameters which are summarized in Table. 2.2. Key silicon photonic device data is taken
from the IME foundry information, to estimate a 22.37dBm third order intermodulation point
power (PIIP3), 7.4dB noise figure (NF). An eq.(2.1) is used to estimate the signal power gain.
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Prx,out = 10log10(
piVrf
2Vpi
) + 10log10(RTIA) + 20log10(Rpd)
+Popt,input − Lfilter,4th − Lgrating − 2× Lc
(2.1)
2.2 Silicon Photonic Beamforming Transmitter
Beamforming with wideband instantaneous bandwidth and high-resolution is essential for many
applications including fifth-generation (5G) wireless communications with carrier frequency of
30 GHz and multi-Gbps data rates requiring multi-GHz instantaneous beamforming bandwidth
[43, 44, 45, 46, 47, 48], and radar and satellite communications such as airborne satellite radios
providing in-flight connectivity for flight crew information and wideband streaming of live TV
and high-speed internet for the passengers with beam angles as low as 2 degrees [49, 50, 10].
Fig. 2.3 shows the block diagram of a mm-wave beamforming transmitter array including the
up-converter to transfer the baseband (BB) signal to mm-wave range (f > 20 GHz), beamforming
network to generate the required delay for each path to direct the radiated beam in a particular
angle, and a mm-wave power amplifiers (PA) and antenna for each signal path. A potential so-
lution is to employ wideband mm-wave PAs and antennas along with wideband, high resolution
mm-wave beamforming networks. While it is extremely challenging with conventional electronic
beamforming network technology, RF photonics technology has the potential to provide mm-wave
beamforming transmitters with wide instantaneous bandwidth (∼ 5 GHz) with high beam steering
resolution (< 2 ◦ Utilizing the photonic beamforming network and CMOS electronics discussed in
this proposal will allow the use of RF silicon photonics delay units to fulfill these requirements.
2.2.1 Electrical mm-wave beamforming transmitter limitaions
There are significant limitations to achieve the required instantaneous bandwidth and beam
steering accuracy at mm-wave frequencies with conventional electronic beam forming arrays.
Electronic beamforming can be performed in either the RF, LO or BB path [51, 52, 53, 54, 55,
56, 57]. RF beamforming is the most widespread method since it provides RF spatial filtering and
it has less power consumption compared to two other approaches [51, 52, 53, 54, 55]. RF beam-
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Figure 2.3: Blcok diagram of a beamforming mm-wave transmitter array.
forming is either performed using phased arrays or timed arrays [51, 52, 53, 54] Phased arrays
employ phase shifters in their RF path mostly for wireless communications applications. They
have several major drawbacks. They are inherently narrowband, therefore, beam radiation angle is
dependent on the RF wavelength (Beam squint effect) and the robust ones have discrete phase tun-
ing states with limited phase resolution (> 5.6 ◦). Passive phase shifters consume a small amount
of power and are highly linear, but they are very lossy (IL > 5 dB), while active ones can have
gain but their linearity is limited and they consume larger amount of power. They can be easily
integrated using CMOS process with a small footprint. Timed arrays, on the other hand, employ
delay units in their RF path to provide larger instantaneous bandwidth at RF frequencies mostly
for ranging applications [55], so they do not suffer from beam squint effect, but they also have
some drawbacks. Their robust delay units have discrete tuning states with limited resolution, also
they are bulky and their integration into CMOS process is challenging, especially if high delay
resolution is required. They typically include active components which increase their power con-
sumption and limits their linearity. Therefore, realization of mm-wave beamforming arrays with
large instantaneous bandwidth, high beam steering resolution and small foot-print for integration
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is extremely challenging using conventional electronic solutions.
These limitation of electrical timed/phased array at mm-wave motivates the employment of
RF-photonic delay units that can achieve simultaneous wide bandwidth, and high beam steering
resolution. While delay-based RF photonic beamformers have traditionally been realized using
discrete optical test bench implementations such as Fourier optics [58], dispersive fibers [58],
fiber gratings [59, 60], and switchable delay matrices [61], the emerging of silicon photonics has
enabled the potential for these RF photonic delay units to be realized in the size, weight and power
consumption of radio systems with small form factors [27, 50].
Major drawbacks of the reported silicon RF beamforming network include the difficulty of cal-
ibration due to fabrication and temperature variations and adjustment of the beamforming network
with high accuracy for the precise beam steering. Since phased arrays with acceptable directivity
at mm-wave are at least 8-element or larger, a significant number of photonic phase shifters inside
the beamforming network structure need to be very precisely tuned to provide the desired group
delay at the band of interest [27, 50]. A common procedure is to visually monitor the filter response
using a spectrum analyzer and manually tune each phase shifter via trial-and-error to achieve the
desired response. This is very time consuming, requires expensive lab equipment, and is also sub-
ject to human error for the required large number of array elements. All these issues demand a
more elegant way of adjusting the beamforming network within the silicon photonic mm-wave
transmitter.
2.2.2 System Design
Proposed system in this work is chip-scale wideband silicon photonic mm-wave beamforming
transmitter array for applications such as 5G wireless communications and airborne satellite ra-
dios utilizing high-performance photonic beamforming network for array operation. The photonic
transmitter is implemented in a SOI optical chip that is intelligently controlled by a CMOS chip
to allow for automatic calibration and tuning of beamforming network with very high accuracy.
Figure 2 shows the system driver hybrid mm-wave transmitter, consisting of the three main parts;
the 28nm CMOS chip includes MZM pre-distortion linearization stage, optical RF front-end array
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(TIAs and PAs), as well as the electrical circuitry for tuning the filter responses, the 256nm SOI
silicon photonic chip includes DD-MZMs for E-O conversion, a 5GHz reconfigurable beamform-
ing network, and waveguide photodetectors for O-E conversion and photonic monitoring, and the
Rodgers duroid RT/5880 substrate including antenna array. An external wideband frequency syn-
thesizer is utilized for generation of different stimuli used in the calibration of the beamforming
network, and RF LO signal generation. After O-E conversion by ultra-wideband TIAs, wideband
mm-wave PAs amplify the modulated mm-wave signal with sufficient linearity to stimulate the
antenna array and transmit modulated signal to a desired direction.
Fig. 2.4 shows the proposed mm-wave transmitter array designed for wideband beam steer-
ing. Implementing the integrated beamformer in the optical domain provides many advantages to
the RF system, including lower loss, larger instantaneous bandwidth, higher beam steering reso-
lution and inherent immunity to electromagnetic interference. Note that it is very challenging to
perform electrical beamforming over the proposed wideband operation range. The proposed sys-
tem is capable of transmitting 5GHz modulated signal at 30GHz carrier frequency. A 16-QAM
modulated signal is generated externally and used as the baseband input. This modulated signal is
up-converted to the C-band (1550nm) optical carrier with a DD-MZM. Since MZM follows the co-
sine characteristic, MZM linearization circuits are implemented to linearize the optical modulation.
An 8-element beam forming network splits the signal to each branch, and applies broadband group
delays over the 5GHz range and also, equalizes the optical output power at each branch for the de-
sired beamforming. Both O-E conversion and down-conversion to RF carrier frequency (30GHz)
are achieved with a waveguide photodetector (PD) connected with a micro bump (µ-bump), to a
high-sensitivity/bandwidth TIA through flip-chip bonding. Output of TIAs are amplified further
with wideband PAs to stimulate the antenna array. A preliminary system model of the proposed
transmitter has been constructed with Simulink modeling in order to quantify the key system pa-
rameters of a single transmitter branch in the array, which are summarized in Table. 2.3. Key
mm-wave system data taken from the papers for 5G applications [62], and silicon photonic device
data tape-outs through the IME foundry, is utilized to estimate the required RF output power, laser
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Figure 2.4: Hybrid integrated silicon photonic mm-wave transmitter.
power, and PA third-order intercept point (IIP3). The proposed mm-wave photonic transmitter is
designed to operate with a 5 GHz 16-QAM modulated signal (10 GBPs), and 40m link range. In
order to achieve reliable detection at the receiver side, the total RF output power (PTx,rf (fc)) of
the transmit array in dBm is estimated by to be 10.8 dBm using eq. (2.2) and information provided
in Table. 2.3. Also, the required laser power to satisfy the estimated RF output power is found to
be 12.7 dBm using the link budget calculation including the O-E modulation, optical loss, E-O
conversion, and electrical gain for the proposed hybrid system using eq. (2.3).
PTx,rf (fc) = 10log10(kT × 103 ×BWsig) +NFsig + SNRsig + Lpath(fc) + Lmisc
+Lfe,Tx(fc) + Lfe,Rx(fc)−Garray,Tx(fc) +Garray,Rx(fc))
(2.2)
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PTx,out = GPA − 10log10(RTIA)− LMZM − Lbeamforming − Lgrating − Lmisc
+20log10(RPD · pi · Vrf
2Vpi
+ Popt + Lfe,Tx(fc) + Lfe,Rx(fc)
−Garray,Tx(fc) +Garray,Rx(fc)
(2.3)
Variable Definition or Value [unit]
SNRsig (16-QAM) SNR at digital Rx output for 10−3 BER = 18 [dB]
EVMreq −(SNRsig + 3dB)
BWsig 5 [GHz] (16-QAM RF bandwidth)
D 40 [m]
αatm(fc) 0.0002 [dB/m]
λeff (fc) λ0
√
εe
Lpath(fc) 10log10|(4piDfc/c0)2|+ αatm(fc)×D [dB]
Garray 10log10(Nx ×Ny) +Gelem [dBi] )
Gelem 4.5 [dBi]
NX,Y floor[dx,y − 1.2λeff (fc)]/[0.5λ0(fc)]
dx,y 43.6 × 12.5 [mm2]
NFRx 8 [dB]
Lfeed(fc) 1.9 [dB]
Lmisc 15 [dB]
PTx,rf (fc) 10.8 [dBm]
PAIIP3 5 [dBm]
EVMsim -21.5 [dB]
ACPR -26.82 [dBc]
GPA 15 [dB] (Assumed)
RTIA 200 [Ω] (∼ 23.4 [dB])
LMZM,grating 5 [Ω]
LOBFN 9.2 [Ω]
Lmisc 2.5 [dB]
RPD 0.75 [A/W]
MZMV[pi] 2 [V]
MZMIIP3 23 [dBm]
λopt 1550 [nm]
Popt 12.7 [dBm]
Table 2.3: Summary of system specifications and variable definitions and variable definitions
System-level simulations are performed to demonstrate the capabilities of the proposed single-
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path mm-wave photonic transmitter architecture. The simulated transmitter output constellation
for 16-QAM modulation is illustrated in Figure 3 showing an EVM of -21.5 dBm, which satisfies
required transmitter EVM (SNRsig+3dB margin) for the assumed operation environment. To sat-
isfy this value of EVM, the PA requires an IIP3 of at least + 5 dBm. Also, the output spectrum of
the transmitter in Fig. 2.5, shows the high selectivity to the adjacent channel and shows adjacent
channel power ratio (ACPR) of 26.82 dBc.
Figure 2.5: System simulation results for output spectrum, adjacent channel power ratio (ACPR),
and constellation (16-QAM) with EVM < -21.5 dB
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3. RING RESONATOR BASED OPTICAL CIRCUIT DESIGN
3.1 Fundamentals of optical circuits
Silicon photonic circuits are consist of various optical components. In this chapter, major
components for building silicon photonic filter and OBFN are introduced. Also, the procedure of
the photonic circuit design is addressed in the last section.
3.1.1 Waveguides
There are three types of commonly used rectangular waveguide structures compatible with SiP;
raised strip waveguide, strip waveguide, and rib (ridge) waveguide (Fig. 3.1 ) [63]. The raised strip
waveguide has the high index core (Si) on the substrate (SiO2), and cladding can be formed by air
or another dielectric material which has lower dielectric constant than that of the core. The strip
waveguide has the core (Si) completely surrounded by a cladding (SiO2). Generally, 0.5um (width)
X 220nm (height) core slab waveguide is used for the single mode waveguide in SiP standard. For
the last, rib waveguide has the core (Si) consists of the strip and thin slab (90nm) on the substrate,
and cladding(SiO2) covers the core. Strip waveguides show small bending radius and require
simpler fabrication steps however, rib waveguides show lower propagation loss, coupling losses.
In photonic filter and OBFN design, rib waveguide is used for the better SiP chip performance. In
our measurement fabricated rib waveguide through IME showed 0.4dB/cm.
Figure 3.1: Rectangular waveguide structures. (a) raised strip waveguide, (b) strip waveguide, and
(c) rib (ridge) waveguide.
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Losses in the waveguides are originated from several factors. When the sidewall of the waveg-
uide is rough, it introduces reflections and phase perturbations along the waveguide and it exacer-
bates the sidewall scattering. If there is a defect in the core, due to the doping, it also induces a loss
in the waveguide. Also, metal near the waveguide can absorb the propagating light. And for the
last, rounding of the waveguide also induces loss that radius of the rounding should be kept large
enough (>25µm). Power intensity attenuation of the light in the waveguide can be described by
eq. (3.1).
I(z) = I0e
(−αpropz+αmisc) (3.1)
Since loss is one of the most important factors in SiP chip performance, these factors should
be considered carefully in SiP chip design.
3.1.2 Couplers
Couplers are fundamental components for optical circuit design. A directional coupler, tunable
MZI couplers will be treated briefly in this section.
3.1.2.1 Directional couplers
A directional coupler has a simple structure which has two waveguides in close. When the
waveguides are placed close, evanescent field of one waveguide and the core of the other waveg-
uide overlaps and it results in coupling between two waveguides. The coupling coefficient depends
exponentially on the waveguide spacing between two waveguides because the evanescent field
tails decrease exponentially. Directional couplers can have two configurations as shown in Fig.
3.2; asymmetric (one straight waveguide and one curved waveguide) or symmetric (symmetrically
curved two waveguides) directional coupler. A symmetric directional coupler have shorter transi-
tion region at the beginning and end of the coupling region. Also, symmetric design shows more
uniform loss characteristic at the different port of the coupler. Therefore symmetric directional
couplers are used for PIC design in this work. To determine the coupling length of the directional
coupler for the desired coupling ratio, Lumerical FDTD simulation is performed (Fig. 3.3) and
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Lcoupling = 3.2µm for 50% coupler, and Lcoupling = 28.2µm for 5% coupler is used.
Figure 3.2: Directional coupler configurations. an (a) asymmetric, and a (b) symmetric directional
coupler.
Figure 3.3: Simulated directional coupler with Lumerical FDTD. (a) Simulation setup, and (b)
coupling length (Lcoupling) vs coupling ratio (κ) for 200nm gap (Lgap) directional coupler.
PIC components can be described in terms of the Z-transform [63]. PICs are assumed to
be linear and time-invariant. The basic directional coupler is described in Z-transforms using
waveguide delays and splitting and combining the signals. A power coupling ratio, κ is associated
with each directional coupler. A directional coupler has two input/output ports. For an input on one
port, the power coupled to the cross-port is κ times the input power. The length of the region where
the waveguides are coupled determines the coupling ratio. And the relationships are expressed in
terms of the fields as a 2× 2 transfer matrix, Φcplr(κ) as shown in eq. (3.2).
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Eoutput1
Eoutput2
 =
 c −js
−js c

Einput1
Einput2
 = Φcprl(κ)
Einput1
Einput2
 (3.2)
where κ is the coupling ratio, Einput,output are coupler input and output field amplitudes, c =
√
1− κ is through-port transmission and −js = −j√κ is cross-port transmission. The transfer
matrix assumes no excess loss, so the sum of the output powers equals the sum of the input powers.
In addition, a directional coupler is assumed to be a narrowband operation, the coupling ratio is
wavelength independent.
3.1.2.2 MZI couplers
Directional couplers’ coupling ratio is highly dependent on the geometry of the directional
coupler (Lcoupling, Lgap). This results in high process variations of the directional couplers. To
compensate the variations, Mach-Zehnder interferometer (MZI) is used as a tunable coupler in
PIC design. This tunability also provides, reconfigurability of the PICs. The MZI coupler has
two inputs and two outputs same as the directional coupler. The basic structure of MZI coupler is
consist of two directional couplers in front and the end, and a phase shifter in one arm as shown in
Fig. 3.4. Coupling ratios of the directional couplers (κ1, κ2) are 0.5 typically. The transfer matrix
for the MZI can be described as eq. (3.3).
Figure 3.4: An MZI coupler (a) schematic, and (b) layout.
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Eoutput1
Eoutput2
 = γ
 c2 −js2
−js2 c2

1 0
0 e−jφ

 c1 −js1
−js1 c1

Einput1
Einput2

= ΦlossΦcprl2(κ)ΦphaseshifterΦcprl1(κ)
Einput1
Einput2

(3.3)
Where, κ1,2 = 0.5, φ is phase shift in MZI coupler and γ is the loss of the MZI coupler. Loss of
the MZI coupler, γ follows eq (3.4).
− 20log10(γ) = αL+ Lossinsertion (3.4)
Where, α is the loss in dB/cm for propagation through the wavegudide. L is the length of the
waveguide in cm. Also, directional couplers typically have insertion loss of 0.4dB/each.
3.1.3 Grating coupler
Coupling light between PIC and a single-mode fiber is an important problem. The waveguide
core layer is only about 220nm, whereas single-mode fiber has about 9µm diameter, so that there
is a large mismatch between the waveguide mode and single-mode fiber mode. To solve this
mismatch edge couplers or grating couplers are used to couple the light into the PIC. Edge couplers
require accurate alignment and lensed fibers are often used to couple the light into the PIC. Also
coupler should be placed at the edge, so dice and polish the chip needs to be done carefully.
Whereas, grating coupler shows relatively easy coupling, and since it is vertically coupled coupler
can be placed anywhere on the chip. This provides freedom on PIC design. Also, wafer-scale
testing of PIC is possible with grating couplers.
The basic grating structure has a periodic rectangular grating teeth. The grating period is
Λ = λ/neff (Λ = 630nm for 1550nm), where λ is light wavelength, and neff is effective refraction
index. To avoid diffraction of the light, fiber is coupled at a small angle with respect to the surface
normal. In Fig. 3.5 (a), the 1-D grating coupler has a long taper (∼ 500µm) to guide the light from
the single-mode fiber mode to waveguide mode with the minimal loss. To reduce the taper length,
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focused 2-D grating coupler can be used (Fig. 3.5 (a)). However, in this work, 1-D grating coupler
is used for the PIC design. The average grating coupler insertion loss at 1550nm is 4.5dB.
Figure 3.5: Layout of an (a) 1-D grating coupler , and a (b) 2-D focused grating coupler
3.1.4 Waveguide Ge photodiode
SiP is an excellent platform for realizing low-loss passive components due to its transparency
near 1310 and 1550nm wavelength band. However, it makes hard to build sources or detectors on
SiP. Therefore, it requires the integration of III/V materials or germanium(Ge) to build high speed
active components. Germanium is favored in SiP due to the easy growth on silicon compared to
another interface. There are design trade-offs between quantum efficiency, operating bandwidth,
and output power [64]. Small PDs are preferred for the high bandwidth PDs due to their low
capacitance. However, small PDs have limited absorption region, so high quantum efficiency and
abrupt absorption profiles are required. For the high output power PDs, large devices with dilute
absorption profiles are preferred. Most of the SiP integrated PDs have PIN diode structures. There
are two common structures for a PIN waveguide PDs: Butt-coupling and vertical coupling. A butt-
coupled PD has the absorbing region at the end of the input waveguide (3.6). Vertically-coupled
PDs have an absorbing region on top of the waveguides. Typically butt-coupled PDs are more
complex to fabricate however, they provide compact size, high efficiency, and low capacitances
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which is favored for high speed PDs. In this work, waveguide Ge pin PD is used for the PIC
design.
Figure 3.6: Layout of an waveguide Ge photodiode.
3.1.5 Optical Ring resonator
An optical ring resonator (ORR) is one of the simplest photonic circuits. By utilizing this basic
structure, complex high-order filter [65, 66, 67, 68, 63, 40] or beamforming network [10] can be
designed. In the ORR, the unit delay is the circumference of the ring. This unit delay can be
expressed as z−1 in a transfer function of the ORR. Then basic ring resonator with one directional
coupler (Fig. 3.7(a))can be described as eq. (3.5)
H(z) = c− s2(γz−1ejφ) +−s2(cγz−1ejφ)2 +−s2(cγz−1ejφ)3 + · · ·
= c+
−s2γz−1ejφ
(1− cγz−1ejφ) =
c− γz−1ejφ
(1− cγz−1ejφ)
(3.5)
where γ(= 10
−αL
20 ) is round trip loss (RTL), and φ is phase shift. The infinite sum with common
term cγz−1ejφ simplifies to the ring’s transfer function. The location of the pole is determined by
the coupling ratio, RTL, and phase shift. The single ORR transfer function is always stable since
cγe−jφ is always less than unity. This simple ORR is vulnerable to the process variation that
tunable MZI coupler (Fig. 3.4) is implemented to compensate it (Fig. 3.7 (b)). Then the transfer
function is modified to the eq. (3.6)
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Figure 3.7: Single ORR schematics. A (a) basic ORR, an (b) ORR with MZI coupler, and an (c)
ORR with MZI coupler, and drop port.
H(z) =
(c1c2 − s1s2ejθ)− γz−1ej(φ+θ)
1 + (s1s2 − c1c2ejθ)γz−1e−jφ
=
0.5(1− ejθ)− γz−1ej(φ+θ)
1 + 0.5(1− ejθ)γz−1e−jφ
(3.6)
where c1, s1, c2, s2 (=
√
0.5 ideal) are directional coupling ratios of MZI coupler, and θ is phase
shift in MZI coupler. By adding another port in the ring resonator (Fig. 3.7 (b)), the transfer
function of the single ORR increases the loss by the factor of the coupling ratio of the monitor
(cm, sm). However, the transfer function of the added port has both zero and pole as shown in
eq. (3.7). In this structure, through port response and monitor response are in a complimentary
relationship, and this relation will be used to place pole and zero at the desired position in Chapter.
4.
Hthrough(z) =
(c1c2 − s1s2ejθ)− cmγz−1ej(φ+θ)
1 + (s1s2 − c1c2ejθ)cmγz−1e−jφ
Hmonitor(z) =
(s1c2 − c1s2ejθ)smγz−1ejφ
1 + (s1s2 − c1c2ejθ)cmγz−1e−jφ
(3.7)
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3.2 Optical circuit design
By using the basic components introduced earlier, complex PICs can be designed to perform
complex functions. Most of the optical simulation solves electromagnetic problems by using finite-
difference time-domain method (FDTD) for the accurate modeling of the photonic devices. How-
ever, it requires massive calculation, so that it is not suitable for large PIC design.
Figure 3.8: PIC design procedure.
To solve this issue, large size PICs are designed through this steps 3.8. Firstly, based on the
transfer function approach, design the whole PIC. PIC transfer functions can be simulated through
the MATLAB. This determines the desired coupling ratios of the MZIs, size of the ring resonator
circumference, and PIC structure. Also, output response can be predicted with this steps. The
next step is simulating each component through the FDTD. In this work, the Lumerical simulator
is used to simulate the components. This allows determining details of each component. For
27
example, the gap , and the coupling length of the directional coupler can be set accurately through
this simulation steps. The last step is circuit level simulation. After the second step, parameters of
each component are extracted and applied to the compact model of the PIC circuit level simulator
(Interconnect). The PIC simulator solves scattering matrix of a component and provides frequency
domain analysis. By comparing the MATLAB simulation result in the first step and the PIC circuit
simulation result, PIC design can be validated. In fabricated PICs, they show sensitivity to the
process variations that design with the margin or adding the tunability should be also considered
during the design procedure.
28
4. AUTOMATIC MONITOR-BASED TUNING OF RECONFIGURABLE SILICON
PHOTONIC APF-BASED POLE/ZERO FILTERS
4.1 Introduction
Wireless data traffic is projected to increase by 1000-fold in the near future [5] . An evolution of
wireless networks is required to accommodate this explosion in future data traffic, such as shifting
to higher frequency bands to utilize a wider amount of spectrum, reducing cell size, and realizing
massive multiple-input/multiple-output (MIMO) systems at the base transceiver stations [21, 6] .
Agile and reconfigurable integrated microwave photonic chips are promising candidates to meet
these requirements due to their broadband operation, as well as being compact, lightweight, and
power efficient [6, 69].
In these future wireless systems, receiver front-end filtering plays the critical role of guaran-
teeing the necessary RF performance and also relaxing subsequent analog-to-digital conversion
(ADC) and digital signal processing (DSP) requirements [22]. Such filters should have pass-band
bandwidth tunability, multi-GHz center frequency tunability, and high out-of-band rejection in or-
der to work with different channel and frequency requirements [70]. These filter requirements
are difficult to meet with conventional electrical filtering implementations [68]. Therefore, pho-
tonic filters are considered possible alternatives due to their innate high bandwidth, low loss, and
wide tuning range properties. In addition, silicon photonic platforms compatible with conven-
tional CMOS fabrication processes can enable chip-level realizations of these photonic filters in a
conceptual highly-integrated mm-wave receiver front-end (Fig. 4.1).
Many different integrated photonic filter structures have been proposed [63, 71, 72, 40, 73,
74, 75, 76, 77, 41, 78, 79, 80, 67] with various challenges and trade-offs in achieving bandwidth
and center frequency tunability while maintaining high frequency selectivity. Most of these filters
can be described using digital filter concepts [63]. Structures with delay lines and no feedback
paths are finite impulse response filters (FIR), since their impulse responses have finite duration
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Figure 4.1: Conceptual integrated silicon photnoic mm-wave receiver front end
[71]. Photonic filters with feedback paths, often implemented with resonator structures such as
Bragg gratings [72], thin films [63], ring resonators [40, 73, 74, 75, 76] or disk resonators [77],
are infinite impulse response (IIR) filters. Among them, Bragg gratings and thin film-based filters
show limited tunability due to physical limitations and disk resonator-based filters have high com-
plexity due to their multi-mode operation. In contrast, ring resonator-based structures with tunable
couplers are simpler and widely used for tunable IIR optical filters. An important issue is that
FIR- or IIR-only structures show limited performance since they are zero- or pole-only systems.
For example, cascaded ring resonators with tunable coupler structures are designed as frequency
and bandwidth tunable filters, but the structure’s flexibility is limited due to the dependency of
the filter’s bandwidth and out-of-band rejection [75, 76]. Therefore, lattice structure with both a
delay line and ring resonator in each cell [71, 41, 78] and all-pass filter (APF)-based pole/zero
structures are proposed for arbitrary bandpass filter synthesis [79, 80, 67, 66] by combining FIR
and IIR filters together. However, the lattice filter structure requires a large number of couplers
(2N+1) and phase shifters (2N) to tune an Nth-order filter response. On the other hand, an APF-
based pole/zero filter architecture provides similar performance and flexibility in filter synthesis
while demanding a reduced number of couplers (N+2) and phase shifters(N+2) for filter tuning.
Additionally, tuning of the lattice filter is more challenging due to the feedforward paths [41]. This
is not an issue in the APF-based structures that allow independent control of the filters poles and
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zeros. The independent pole/zero control and the reduced number of tuning elements translates
into simpler filter tuning algorithms and reduced power consumption for the APF-based structures.
While APF-based filters have the flexibility to tune to an arbitrary filter response, they are sensi-
tive to process and temperature variations. This necessitates precise control of the tuning phase
shifters to calibrate and reconfigure the filter response. Most existing approaches involve manual
tuning by visually monitoring the filter response using an optical network analyzer [74], which
is time consuming, prone to human errors, requires expensive lab equipment, and generally not
feasible in realistic operating environments with thermal variations. This motivates the develop-
ment of automatic photonic filter calibration schemes. An interesting approach to automatically
tune a filter response by monitoring a fraction of the output power has been demonstrated with
high-order stacked ring filters [75]. While effective at center frequency tuning, this method does
not provide bandwidth tunability. Programmable bandwidth tuning has been demonstrated with
a 2nd-order stacked ring structure [76], but this demonstration relies on a calibrated data set with
different coupler settings, limiting the automatic and adaptive tuning capability.
This paper presents a monitor-based tuning algorithm suitable for APF-based pole/zero fil-
ter structures that allows for fully-automated bandwidth and center frequency tunability, while
maintaining the targeted out-of-band rejection. Building upon the scheme described in [67] for a
2nd-order structure, this work demonstrated faster calibration speed and successful filter calibra-
tion and reconfiguration for a 4th-order structure. Section II details the pole/zero filter design and
introduces the automatic monitor-based tuning algorithm. Photonic device design and fabrication
details are discussed in Section III. Section IV presents experimental calibration and reconfigu-
ration of 2nd- and 4th-order pole/zero filters and also discusses the key issue of thermal crosstalk
between the heater-tuned phase shifters. A discussion of chip substrate thinning, which dramati-
cally improves the filter calibration speed, and a general comparison with other silicon photonic
filter demonstrations is given in Section V. Finally, Section VI concludes this work.
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4.2 APF-Based Pole/Zero Filters
4.2.1 Filter Design
Fig. 4.2 shows the schematics of the designed APF-based pole/zero filters. As a single ring
resonator produces a pole/zero pair, an Nth-order filter has N ring resonators in the main filter
structure. These main rings are split equally between the upper and lower arms, which are con-
nected with 50% couplers at the beginning/end. Several modifications are made to the basic filter
structure to enable automatic filter tuning that both compensates for process variations and allows
for filter reconfiguration. Each main ring cell includes a ring phase shifter (φr1...N ) for resonance
tuning and an MZI coupler (κr1...N ) for filter bandwidth tunability. An additional ring (Ring 3 and
Ring 5 in the 2nd- and 4th-order structures, respectively), an MZI coupler (κfe), and front phase
shifters (φfe,up/dn) are employed to provide tunability for filter out-of-band rejection. Electrical
monitoring is achieved via 5% coupled drop ports (κm1...N ) with Germanium waveguide photode-
tectors (PD) are added to every ring resonator. The photonic filters Z-domain transfer functions
are described in (4.1) and (4.2), with the ring round trip loss (r1...N ) considered.
H2nd(z) = − j√
2
[cfee
jφfe,up
cr1 − cm1r1ejφr1z−1
1− cr1cmr1ejφr1z−1 + sfee
jφfe,dn
cr2 − cm2r2ejφr2z−1
1− cr2cmr2ejφr2z−1 ] (4.1)
H4th(z) = − j√
2
[cfee
jφfe,up
(cr1 − cm1r1ejφr1z−1)(cr2 − cm2r2ejφr2z−1)
(1− cr1cmr1ejφr1z−1)(1− cr2cmr2ejφr2z−1)
+sfee
jφfe,dn
(cr3 − cm3r3ejφr3z−1)(cr4 − cm4r4ejφr4z−1)
(1− cr3cmr3ejφr3z−1)(1− cr4cmr4ejφr4z−1) ]
(4.2)
where cr =
√
1− kr, sr =
√
kr, cm =
√
1− km, cfe =
√
1− kfe, and sfe =
√
kfe.
This APF-based pole/zero filter structure also offers flexibility in the specific filter response,
as a single implementation can be dynamically tuned to synthesize Butterworth, Chebyshev, or
elliptic responses [79, 80, 67, 67]. Since elliptic filter responses display a sharp cut-off and the
narrowest transition width characteristic relative to other filters with the same order, 2nd-order and
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Figure 4.2: APF-based pole/zero photonic filter schematics and design parameters: (a) 2nd-order
structure with details of a unit ring cell and (b) 4th-order structure.
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4th-order elliptic filters are designed to have 40dB out-of-band rejection and 0.1dB passband ripple.
The elliptic filter transfer functions are mapped to the optical components based on an all-pass de-
composition algorithm [63, 79], with the parameters summarized in Fig. 4.2 for 7GHz bandwidth
2nd-order and 5GHz 4th-order designs. Assuming 0.52dB ring round trip loss, Fig. 4.3 shows the
photonic filters output and monitor responses centered at 25GHz with 50GHz free spectral range
(FSR) relative to the 1550nm laser wavelength and the corresponding z-plane pole/zero positions.
4.2.2 Tuning Algorithm
4.2.2.1 Monitor-based Single Ring Cell Tuning Principle
Tuning of the photonic filters is achieved by individually adjusting the pole/zero position of
each ring. In order to enable this, monitors are employed at each ring to acquire the ring response
information. Referring to the zoomed-in single ring of Fig. 4.2 (a), each rings through-port re-
sponse Z-domain transfer function can be expressed as (4.3)
Hthrough(z) =
(c1c2e
jθ1 − s1s2ejθ2)− cmrej(θ1+θ2+φr)z−1
1 + (s1s2ejθ1 − c1c2ejθ2)cmrejφrz−1 (4.3)
while the ring’s drop-port response transfer function is (4.4)
Hdrop(z) =
(s1c2e
jθ1 + c1s2e
jθ2)smre
jφrz−1
1 + (s1s2ejθ1 − c1c2ejθ2)cmrejφrz−1 (4.4)
Here c1, s1, c2, and s2 are the cross/through port coefficients for the fixed 50% couplers in the
ring MZI couplers, θ1 and θ2 are the phase shift of the MZI coupler in each arm, and losses due to
the couplers are considered in the round trip loss r. Based on (4.3) and (4.4), the rings through-port
and drop-port responses share the same pole, and the through-port response has an additional zero.
This results in a complementary relationship with the through-port notch frequency always aligned
with the drop-port peak frequency. Therefore, the through-port response of the ring can be tuned
by monitoring its drop-port response.
Monitoring the drop-port response provides information to tune the through-port response to
achieve a desired resonance frequency and ring coupling factor. Resonance frequency tuning is
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Figure 4.3: Simulated APF-based pole/zero photonic elliptic filters centered at 25GHz with 50GHz
FSR relative to the 1550nm laser wavelength. Output and monitor responses of the (a) 7GHz 2nd-
order filter and (b) 5GHz 4th-order filter. Z-plane pole/zero plots of the (c) 2nd-order filter and (d)
4th-order filter.
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Figure 4.4: Monitor-based single ring cell tuning z-plane plot and corresponding frequency re-
sponse for the ring through-port and monitor drop-port: (a) resonance tuning and (b) coupling
ratio tuning.
achieved by adjusting the rings thermal phase shifter to change the angle of the pole position
(Fig 4.4 (a)). Since the drop-port response shows the maximum output when the frequency of
the ring resonator corresponds to the input laser frequency/wavelength, maximizing the drop-port
signal allows tuning of the ring to the desired resonance frequency. Fig. 4.5 (a) shows how the
drop-port monitor reading varies as the ring coupler ratio is tuned via the MZI coupler thermal
phase shifter. Tuning this coupler changes the magnitude of the pole position, which affects the
Q of the rings through-port response and its peak value (Fig. 4.4 (b)). Since the drop-port has
a complimentary response compared to the through-port, the Q factor of the drop-port response
also varies with different coupling ratios. Taking the maximum peak when the ring is critically
coupled [28] as a reference, the MZI couplers characteristic sinusoidal response is used to tune
to a desired coupling factor (Fig. 4.5 (b)). Through tuning both the rings phase shifter and MZI
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coupler, the angle and magnitude of each rings pole can be tuned as desired by monitoring the
drop-port response with the appropriate laser stimulus. This individual pole position control allows
reconstructing the desired filter response at the output. Any variations in the ring MZI couplers
cross/through port coefficients due to fabrication tolerances is compensated by the proposed tuning
algorithm [7], which is discussed in detail in the next subsection. This tuning procedure is valid
for narrowband operation around a nominal (1550nm) center wavelength. Note that, due to the
wavelength-dependent coupling ratio versus MZI coupler tuning power relationship, re-calibration
is required if the filter operates at a different center wavelength.
4.2.2.2 Complete Filter Tuning Procedure
Based on the single ring cell tuning principle, a monitor-based automatic tuning algorithm is
proposed to calibrate a complete filter response. Fig. 4.6 shows the algorithm flowchart for a
4th-order filter, where the response is set by individually tuning the poles/zeros of a specific ring
through monitoring its drop port response. There are three main steps: (1) coupler tuning, (2) filter
resonance tuning, and (3) out-of-band rejection tuning. Fig. 7 shows the poles and zeros placement
after each of these steps. This algorithm operation is verified in MATLAB utilizing models for the
proposed fourth-order elliptic photonic filter [68, 81], with sub-steps included to address thermal
crosstalk induced by the phase shifter heaters. Accurate automatic filter tuning results are obtained
by utilizing the pre-characterized ring resonators Vpi and round trip loss values.
Coupler tuning (κr1−4) of the filter‚s ring resonators is performed first. Due to process varia-
tions, the initial ring resonator coupling ratios will deviate from the designed values shown in Fig.
4.2. To recover this, each ring‚s coupling ratio is tuned to the critical coupling point with the input
laser stimulus at the desired center frequency/wavelength. The drop-port peak response shows the
maximum reading under this critical coupling ratio (Fig. 4.5 (a)). A coarse-to-fine search algo-
rithm is used to rapidly find this monitor maximum point, with an initial 5-bit resolution sweep
of the MZI coupler phase shifter across the full range that is followed by a fine 11-bit resolution
sweep over the appropriate sub-range. This DAC resolution translates to a 0.002 coupler tuning ac-
curacy. Fig. 4.5 (b) shows how this maximum critical coupling point [28] is utilized as a reference
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Figure 4.5: Simulated monitor peak response vs ring coupling ratio (utilizing measured 0.52dB
round trip loss). (b) Coupler tuning procedure with measured MZI response vs thermal phase
shifter heater power and corresponding measured monitor output. PD dark current is normalized
out.
for tuning the coupling ratio to the designed value with the sinusoidal MZI coupler characteristic,
which is relatively robust to the temperature variation induced by other heaters [76]. Since thermal
crosstalk during the MZI coupler tuning also shifts the rings resonance point, the ring phase shifter
is also adjusted in parallel to correct for this.
For the 4th-order filter, the ring MZI couplers are tuned in order from Ring 1 to 4. Thus, the
cascaded rings (Ring 2 and Ring 4) monitor responses are affected by the previous rings (Ring 1
and Ring 3) responses. In order to address this, the Ring 1 and Ring 3 coupling ratios are tuned
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Figure 4.6: 4th-order filter calibration algorithm flowchart.
to a zero coupling ratio to remove the influence of the previous rings on the Ring 2 and Ring 4
coupling ratios, respectively. First, the critical coupling ratios of the previous rings are found,
stored, and the MZI sinusoidal characteristic is utilized to tune the previous ring coupling factors
to zero. After tuning the cascaded ring, the coupling ratio of the previous ring is tuned back to the
desired ratio to recover the desired filter shape at the output. A simulated filter response after the
coupler tuning step is illustrated in Fig. 4.7 (a), with the filter response still highly distorted from
process variations.
The second step in the tuning procedure is resonance tuning (φr1−5) to set the filter bandwidth
and center frequency. By applying the laser input signal at the desired center frequency, Rings
1-4 (Ring 1 and 2 for a 2nd-order filter) are resonance tuned in order by adjusting the ring phase
shifter to maximize the monitor reading. Also, Ring 5 (Ring 3 for a 2nd-order filter) is tuned to the
filter out-of-band null frequency by switching the input laser to this frequency. Thermal crosstalk
effects are addressed by including the Ring 5 tuning in this step and performing multiple iterations
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Figure 4.7: Simulated filter output and monitor responses: (a) after coupler tuning, (b) after center
frequency tuning, (c) after resonance tuning, and (d) after out-of-band rejection tuning, with the
dashed line representing the responses before tuning, (e) z-plane pole-zero position after each
tuning step.
across the rings. Fig. 4.7 (b) shows the simulated filter response with the four main rings tuned
to the center frequency and the filter output displaying a sharp resonance at this point. In order to
form the bandpass filter shape while maintaining the input laser source at the center frequency, first
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Rings 1 and 4 are red shifted while Rings 2 and 3 are blue shifted based on calculated ideal values.
Then, further adjustment of the ring phase shifters lock the ring monitor readings to the appropriate
percentage of the peak value corresponding to the individual rings desired resonance frequency.
Fig. 4.7 (c) shows that the bandwidth of the filter is now formed after this step. However, the
rejection band performance is still very poor. In order to improve the out-of-band rejection, the
end MZI coupler (κfe) and front phase shifters (φfe,up/dn) are tuned in the final step. Ring 5 (Ring
3 for a 2nd-order filter), placed at the filters complementary port, allows for out-of-band rejection
tuning by maximizing the rings monitor response with the input laser set to the filter null frequency.
A similar coarse-to-fine procedure is used to first tune the front phase shifters and then tune the
end MZI coupler. Fig. 4.7 (d) shows that after this final tuning step the photonic filter has a
well-defined bandpass shape.
4.3 Device Design and Fabrication
Figure 4.8: (a) Chip micrograph of the 2nd-order APF-based pole/zero filter. (b) Cross-section
schematic of the rib waveguide with resistive heater. (c) Chip micrograph of the 4th-order APF-
based pole/zero filter.
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The presented automatic photonic filter tuning algorithm is demonstrated using 2nd-order and
4th-order APF-based pole/zero filers fabricated in the IME A*STAR baseline SI photonics process
that utilizes SOI wafers. As shown in the die micrographs of Fig. 8, the 2nd-order filter structure
occupies 2885µm × 800µm, and 4th-order filter structure utilizes 3700µm × 800µm.
1-D grating couplers with a center wavelength around 1550nm are placed at the filters input and
output ports. Rib waveguides are employed with a 220nm total slab height, 90nm thick partially-
etched strip, and a 500nm width silicon core surrounded by a SiO2 cladding. The filters rings are
designed as rounded rectangles with 25µm radius corners to minimize area and waveguide loss. A
50GHz FSR is achieved by setting the ring circumference to 1554µm. Directional couplers with
a 200nm gap are employed throughout the filter structure, with the couplers in the tunable MZI
structures having a nominal 50% coupling ratio. The ring drop ports are designed for 5% coupling
and have waveguide Ge p-i-n PDs. Thermo-optic phase shifters, which have lower tuning speed
relative to electro-optic plasma dispersion phase shifters [82], are chosen due to their low loss
characteristics. N-doped resistive heaters placed 0.6µm away from the sidewall of the waveguide
slab realize the thermos-optic phase shifters with tunability over the full FSR range. This heater
placement does not introduce any additional waveguide loss which is critical to the filter Q factor.
Metal bondpads are present at the top and bottom of the filters to electrically control the phase
shifter heaters and provide the bias and electrically monitoring of the drop-port PDs. One important
fabrication parameter is the silicon substrate thickness, which has a default value of 750µm below
the 2µm buried oxide layer. This large thickness relative to the buried oxide layer induces thermal
crosstalk between the phase shifters and also results in long thermal time constants. To solve this
issue, the silicon substrate is thinned to 75µm with an additional CMP process. The following
section demonstrates the 2nd-order filter with both the original thick and CMP processed substrate
and the 4th-order filter with the CMP processed substrate.
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4.4 Experimental Results
4.4.1 Measurement Setup
Fig. 4.9(a) shows the automatic monitor-based tuning system block diagram for the 4th-order
filter. The photonic integrated circuit (PIC) is wire-bonded to the custom-designed PCB board that
includes low-bandwidth transimpedance amplifiers (TIAs) and 10-bit analog-to-digital converters
(ADCs) to sense the average photocurrent from the filters monitor waveguide Ge PDs that are
biased at -1V. These ADCs interface with a microcontroller (Arduino Due) that implements the
filter tuning algorithm by controlling 16-bit digital-to-analog converters (DACs) through a serial
peripheral interface (SPI). The DACs apply control voltages across the resistive heaters on the PIC
to adjust the optical phase shifters. A free-space optical fiber coupling stage couples a tunable laser
(Luna Phoenix 1400) into the PIC (Fig. 4.9(b)). This tunable laser generates the two wavelengths
(center and null frequencies) required for the calibration and is also controlled by the same micro-
controller to realize a fully automated tuning system. The PIC sits on a large metal footprint with
thermal vias down to the bottom layer of the PCB where a thermoelectric cooler (TEC) is placed
with thermal grease passivation to provide temperature stabilization. An optical vector network
analyzer (OVNA) is coupled into the integrated photonic chip for device characterization and ver-
ification of the calibrated filter response. Each ring resonator is characterized independently by
configuring zero coupling at the other rings and using the OVNA time domain response at the
filter output. From the ring resonators Jones matrix [83] a 0.52dB (±0.1dB) round trip loss and
0.3963nm (49.64GHz) FSR is determined. The critical coupling values used in the automatic tun-
ing algorithm are determined based on these characterized round trip loss measurements of each
ring.
4.4.2 Second-Order Pole/Zero Filter Tuning
The proposed filter tuning algorithm is demonstrated first with the 2nd-order photonic pole/zero
filter. Fig. 4.10 shows that the initial filter response of the fabricated device, and the response
severely deviates from the desired bandpass shape and also varies between the shown 2 samples.
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Figure 4.9: Automatic monitor-based tuning system: (a) block diagram with the 4th-order filter
and (b) photograph of the system with the optical fiber vertical coupling stage.
Utilizing center 1550.1nm and null 1549.9nm wavelengths from the tunable laser, the filter tuning
algorithm is applied, and a well-defined bandwidth shape is recovered. However, as shown in Fig.
4.11(a), a long 1778s initial calibration time is required for the thick substrate sample. A primary
reason for this is that the temperature sensitivity of the rings resonance necessitated multiple tuning
iterations to compensate for thermal crosstalk, and these iterations where slowed due to the PIC
heat capacity causing large thermal time constants [82, 84].
This effect is studied in the Fig. 4.12 COMSOL modeling results of the integrated resistive
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Figure 4.10: Measured 2nd-order pole/zero filter output responses before/after calibration with
original 750µm silicon substrate and thinned 75µm substrate.
heater used in the phase shifters. Referring to Fig. 4.8, the N-doped resistive heater is primarily
surrounded by silicon dioxide, with the thick silicon substrate 2µm beneath the buried oxide layer.
The top of the silicon dioxide boundary is interfaced with convection cooling, while the bottom of
the silicon substrate is assumed to have a constant 300K temperature to emulate the interface with
the TEC cooler. The simulated temperature distribution along the Fig. 4.12(a) cutline where the
silicon waveguides are placed is shown in Fig. 4.12(b) for different silicon substrate thicknesses.
At 100µm away from the heater, which is the minimum adjacent phase shifter separation, a 700µm
substrate shows an elevated 320K temperature when the heater is near 405K. Thinning the substrate
down to 100µm dramatically reduces this thermal crosstalk to only an additional 2.1K relative to
the TEC reference. A thinner substrate also significantly reduces the heat capacity H due to the
smaller mass. This reduces the thermal time constant (τ ) which can be expressed as τ=∆ Tpi H/Ppi)
where ∆Tpi is the temperature change and Ppi is the power dissipation required to achieve pi phase
shift, respectively [82, 84].
Another issue is that dramatically different thermal time constants are observed for the heating
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Figure 4.11: Tuning convergence: (a)2nd-order filter w/ 750µm substrate, (b)2nd-order filter w/
75µm substrate, and (c)4th-order filter w/ 75µm Si substrate.
and cooling processes [85]. This is because during the heating process the heater directly heats up
the waveguide, whereas cooling relies on thermal diffusion and is sensitive to boundary conditions.
For example, the original 750µm thick substrate PIC could support a minimum 200µs tuning time
step during heating, but required a 300ms cooling time. Even with a conventional centimeter-scale
TEC cooler, this solution is poorly suited to a relatively thick PIC substrate [86].
These thermal effects are dramatically reduced by thinning the PIC substrate to 75µm. This
allowed support of a minimum 100µs tuning time step during heating and a 10ms cooling time.
As shown in Fig. 4.11(b), this dramatically reduced the initial filter calibration time to 736s. These
measurements utilize an ADC acquisition time of 4.5µs, with digital filtering over 100 samples
applied for noise suppression. Overall, the smaller thermal time constants with the thinner substrate
allowed a faster measured tuning speed and improved convergence behavior.
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Figure 4.12: Integrated resistive heater thermal silulation: (a)temperature cross-section and
(b)temperature distribution along waveguide-level cutline.
Fig. 4.13 shows the 2nd-order filter measurement results after each tuning step. Due to process
variations, the filter has a very poor initial response (Fig. 4.13(a)). After the Ring 1 and Ring
2 coupler values are recovered through the coupler tuning procedure with the 1550.1nm center
wavelength (Fig. 4.13(b)), the filters center frequency and bandwidth still deviate significantly.
The filter begins to come together after the resonance tuning step (Fig. 4.13(c)), with the center
frequency and bandwidth well defined. By maximizing the monitor3 response through tuning
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front phase shifters and end MZI coupler with the 1549.9nm null wavelength, the filter response is
recovered to the designed response (Fig. 4.13(d)). Fig. 4.10 shows the calibrated 2nd-order filter
responses with 6.89GHz 3dB pass bandwidth centered at 1550.1nm for both 750µm and 75µm
silicon substrate thickness samples. Despite large differences between the two initial responses
and substrate thickness, both the filter responses are automatically calibrated closely to the desired
response. The minor deviations between the two responses is primarily due to slight variations in
the coupling coefficients and loss differences.
Figure 4.13: Measured 2nd-order filter output responses (a) before calibration, (b)after coupling
ratio tuning, (c) after resonance tuning, and (d) after out-of-band rejection tuning.
4.4.3 Fourth-Order Pole/Zero Filter Tuning
Calibration of a 4th-order filter is also demonstrated utilizing the three main tuning steps. The
4th-order pole/zero structure has more heaters (11) to control and is more sensitive to thermal
crosstalk than the 2nd-order structure. Thus, in order to achieve a reasonable convergence time, the
4th-order filter calibration was demonstrated only with a thinned 75µm substrate sample that has
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reduced thermal crosstalk sensitivity.
Figure 4.14: Measured 4th-order filter output responses (a) before calibration, (b)after coupling
ratio tuning, (c) after resonance tuning, and (d) after out-of-band rejection tuning.
Fig. 4.14 shows the 4th-order filter output response after each tuning step, with the DAC
convergence waveforms also shown in Fig. 4.11(c). Similar to the 2nd-order filter, the original 4th-
order filter response is severely degraded from process variations (Fig. 4.14(a)). After the coupling
ratio and resonance tuning, the filter bandwidth and center frequency is defined (Fig. 4.14(b) and
(c)). This verifies that the cascaded ring coupling ratio can be tuned successfully by setting Ring 1
and 3 MZI to zero coupling during Ring 2 and 4 tuning and that the 5 ring resonance frequencies
can be set in an iterative fashion. After maximizing the Ring 5 monitor response to optimize the
out-of-band rejection, Fig. 4.14(d) shows that the calibrated 4th-order filter response achieves the
expected narrower passband and sharper roll off relative to the 2nd-order filter response. The total
initial calibration time was 1223s, which is slightly less than twice the 75µm substrate 2nd-order
filter time and also shorter than the 750µm substrate 2nd-order filter time.
Ten calibration trials are performed with the same filter sample to verify the automatic tuning
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Figure 4.15: Measured 4th-order filter calibrated responses for 10 trials with the same sample. The
dashed line represents the initial response.
Mean Std. Dev.
Passband Loss [dB] -4.67 0.04
Center Wavelength [nm] 1550.02 0.0083
3dB Bandwidth [GHz] 5.061 0.142
Table 4.1: Calibrated 4th-order filter response variations.
procedure. The superposed 10 trials of Fig. 4.15 show the consistency of the automatic tuning
scheme, with the variations quantified in Table. 4.1. Both the filter passband loss and center
wavelength show very small variation, while the bandwidth has a standard deviation of less than
3%. These variations are mainly due to noise from the monitor photodetectors, TIAs, and finite
ADC resolution.
4.4.4 Filter Reconfiguration
The information extracted during the initial calibration enables reconfiguration of bandwidth
and center frequency, which can provide these silicon photonic filters with the flexibility to support
50
Figure 4.16: Reconfiguration of APF-based pole/zero photonic filters: (a) 2nd-order filter, (b) 4th-
order filter with different 3-dB bandwidth, and (c) 4th-order filter positioned at 5 different frequen-
cies at 0.04nm spacing.
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different communication systems. Fig. 4.16(a) shows the 2nd-order filter (750µm substrate) that
is initially calibrated to 6.89GHz 3dB bandwidth with 32dB out-of-band rejection. A 9.8GHz
frequency shift is shown by simply shifting Ring 1 and 2 phase shifters (φr1,2) by the same amount.
The switching between different responses is only limited by the cooling, with a measured 300ms
time observed. It is also possible to reconfigure the 3dB bandwidth to 4.3GHz and maintain the
same rejection by repeating the full calibration procedure.
Bandwidth reconfiguration of the 4th-order filter is shown in Fig. 4.16(b). The filter is initially
configured to have 5.02GHz 3dB bandwidth with better than 33dB rejection. By utilizing the pro-
posed algorithm with different optical parameter sets, the filter is reconfigured to have 6.13GHz
and 4.03GHz 3dB bandwidth. Note that, due to the ring round trip loss, the passband level reduces
as the bandwidth decreases. Reconfiguration of the filter to 5 different center frequencies spaced
by 0.04nm is shown in Fig. 4.16(c). While ideally this reconfiguration could be achieved sim-
ply by shifting the four main ring phase shifters, as in the 2nd-order filter case, complex thermal
crosstalk between the four main ring heaters prevents preservation of the relative phase and ruins
the filter output bandwidth and shape. Therefore, a foreground calibration scheme with five tuning
procedures with different laser input frequencies is performed and the individual DAC codes are
stored. Recalling these stored DAC codes allows for rapid reconfiguration of the 4th-order filter to
the different center frequencies. The switching between different responses is only limited by the
cooling, with a measured 300ms time observed.
4.5 Discussion
Table II shows the presented integrated silicon photonic filters performance summary and pro-
vides a comparison with 5th-order stacked ring [75], 2nd-order stacked ring [76], 4th-order APF-
based lattice [41], 4th -order pole/zero [80] and 4-tap FIR structures [87]. The presented approach
is the only one to offer fully automatic calibration of the center frequency, bandwidth, and out-of-
band rejection. This exceeds the automatic tuning capabilities of previous stacked ring structures
that only offer center frequency and limited bandwidth calibration [75, 76]. Also, utilizing the same
4th-order pole/zero filter structure, this work showed better out-of-band rejection performance and
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This work This work [75] [76] [41] [80] [87]
(2nd-order) (4th-order)
Structure
2nd-order 4th-order 5th-order 2nd-order 4th-order 4th-order 4-tap
Pole/zero Pole/zero Stacked Stacked ring APF-based Pole/zero FIR
APF-based APF-based ring ring Lattice APF-based
Filter Performance
FSR [nm] 0.396 0.396 2.32 2.1 0.0792 0.1307 0.8
3dB BW [nm] 0.055 0.039 0.247 0.265 0.0079 0.0079 0.247
(GHz) 6.89 5 31.2 33.4 1 1 31.2
Out-of-band 32 33 45 25 30 26 30rejection [dB]
Reconfiguration
Center frequency Y Y Y Y Y Y Y
Bandwidth Y Y N Y Y Y Y
Automatic Calibration
Center frequency Y Y Y Y N N N
Bandwidth Y Y N Y∗ N N N
Out-of-band Y Y N N N N Nrejection [dB]
∗ Showed bandwidth programmability after bandwidth calibration.
Table 4.2: Integrated silicon photonic filter performance summary and comparisons
agreement with the ideal filter response due to the precision of the automatic filter tuning approach
relative to a manual tuning approach [80]. Note that the 5% coupled drop port monitors cause
the round trip loss of each ring resonator to increase and results in an additional 1.2dB passband
loss penalty in the filter response. This passband loss penalty can potentially be removed by im-
plementing transparent detectors, such as a contactless integrated photonic probe (CLIPP) [88],
instead of the 5% coupled drop port monitors.
A key observation in this work is that thermal crosstalk limited reduction in filter calibration
time. This necessitated multiple iterations throughout the main steps of the tuning process. While
PIC substrate thinning can reduce this effect, there are several other options to consider for further
improvement. The first option is employing a more power efficient heater. This work placed
resistive heaters next to the phase shifter waveguides in a manner that allowed for low waveguide
loss. However, resistive heaters directly doped on the waveguide [75, 76] or metal heaters [85]
may provide a reduction in thermal crosstalk and improved power efficiency at the cost of higher
waveguide loss. Also, the designed heater geometry was relatively large to reduce the maximum
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temperature for 2pi phase shift. Applying a higher maximum temperature to a smaller heater with
less thermal capacity can provide more localized heating and less thermal crosstalk. However,
one important consideration is how the maximum voltage swing changes, as this can limit further
integration with electrical CMOS ICs [82]. The second option is improving the thermal isolation
between the heaters. Thermal transfer from one heater to another can be reduced by adding a deep
trench between the heaters [89] or using thick SOI wafers [90]. A final option involves integrating
the thermo-electric module. Potential device-integrated micro thermo-electric coolers (µTECs)
[86], would allow direct temperature control of individual heaters.
4.6 Conclusion
This paper has presented an automatic monitor-based filter calibration and reconfiguration
scheme for silicon photonic APF-based pole/zero filters. Utilizing electrical information obtained
from monitor photodetectors at the filters rings drop ports, the proposed tuning algorithm controls
thermal phase shifters to calibrate severely degraded initial responses of both 2nd- and 4th-order
elliptic filters. The information extracted during this initial calibration enables reconfiguration of
bandwidth and center frequency. PIC substrate thinning is shown to dramatically reduce thermal
crosstalk between the phase shifter heaters and allow for faster filter tuning times. Overall, lever-
aging the proposed automatic photonic filter calibration scheme can allow for robust operation of
silicon photonic filters in future wideband communication systems.
(c) 2018 IEEE. Reprinted, with permission, from [Gihoon Choo, Automatic Monitor-Based
Tuning of Reconfigurable Silicon Photonic APF-Based Pole/Zero Filters, Journal of Lightwave
Technology, Volume: 36, Issue: 10, May15, 15 2018 ]
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5. AUTOMATIC MONITOR-BASED TUNING OF RF SILICON PHOTONIC
TRUE-TIME-DELAY BEAMFORMING NETWORKS
5.1 Introduction
Continuous growth in wireless data traffic makes millimeter wave (mm-wave) frequencies more
attractive due to abundantly available spectrum, compact antenna size, and potential use in com-
mercial 5G applications [5, 6]. An important part of a mm-wave 5G cellular communications
transceiver is an antenna array that allows for power-efficient transmission, avoidance of overlap
between communication cells, and modification of the coverage range of a single base station [91].
Within the antenna array system, the beamforming network plays a critical role by providing beam
focusing and steering to a specific direction. Unfortunately, conventional electronic beamforming
networks that operate in the mm-wave range face significant challenges in achieving the required
instantaneous bandwidth and high beam steering resolution in a small form factor. Integrated mi-
crowave photonic circuits offer a potential solution due to their broadband operation, immunity to
electromagnetic interference, and compact size.
Conventional electronic beamforming systems based on phase shifters display frequency de-
pendent behavior, called beam squint [92, 51]. Thus, antenna array systems require true time-delay
(TTD) beamforming to obtain wide instantaneous bandwidth and squint-free operation of the an-
tenna array [93, 27, 94]. Several photonic approaches have been proposed to address this. An
intuitive approach involves using a TTD network consisting of fixed-length optical fibers and sets
of switchable fiber delay lines to create discrete delay differences [95]. Other fiber-based solutions
include utilizing either a fiber optic prism [96] or fiber Bragg-gratings [97, 59, 98] to create vari-
able delays for different source wavelengths. While these fiber-based systems perform well, they
are relatively bulky. Integrated photonic beamforming networks offer a dramatic reduction in form
factor. One integrated approach utilizes a TTD network with integrated waveguide delay lines and
switch elements to provide discrete delay differences [99, 100, 101]. This allows for simple switch-
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Figure 5.1: Conceptual integrated silicon photonic ORR-based mm-wave beamforming transmitter
array.
ing control, but the discrete delays limit the beam scanning resolution. Another approach utilizes
optical ring resonators (ORRs) as tunable delay elements, with a conceptual integrated silicon pho-
tonic mm-wave beamforming transmitter array that employs an ORR-based beamforming network
shown in Fig. 5.1. ORR-based beamforming networks have been successfully demonstrated with
different platforms [102, 103, 104, 105, 50, 106], and combinations of ORRs and switchable delay
lines have also been shown to realize large delays with continuous tuning capability [107].
While ORR-based beamforming has the potential to allow for continuous tuning, this neces-
sitates precise control of the ORRs. A major drawback of reported ORR-based beamforming
networks is the difficulty of calibrating the original response in the presence of fabrication and
temperature variations. Integrated heaters are most commonly utilized for tuning these structures
via the thermo-optic effect. Current demonstrations are manually tuned and rely on output monitor-
ing, which is time consuming and prone to human errors. Thermal crosstalk between phase shifters
in the integrated photonic chips exasperate this process, often requiring simultaneous monitoring
of each output with multiple optical vector network analyzers (OVNAs).
This paper presents a fully automatic monitor-based tuning algorithm for a 1X4 silicon pho-
56
tonic ORR-based asymmetric binary tree OBFN. Added drop ports and photodetectors in each
ORR provide electrical information to automatically tune all OBFN outputs simultaneously. To
the best of our knowledge, this is the first demonstration of automatic OBFN tuning with an in-
tegrated electrical monitoring approach. Building upon the scheme described in [108], this work
demonstrates multiple successful calibrated results that correspond to different beam directions
in a beamforming antenna array. Section II details the design of the ORR-based beamforming
network that operates at 30GHz with 2GHz bandwidth and also introduces the automatic monitor-
based tuning algorithm. Photonic device design and fabrication details are discussed in Section III.
Section IV presents experimental calibration of the 1X4 silicon photonic ORR-based beamform-
ing network and discusses the corresponding beam pattern of the antenna array. A discussion of
thermal crosstalk, design optimization, and comparison with other silicon photonic beamforming
networks is provided in Section V. Finally, Section VI concludes the paper.
5.2 True-time Delay Beamforming Network
5.2.1 Beamforming Network Design
As shown in Fig. 5.1, the proposed integrated silicon photonic beamforming system modulates
a continuous-wave laser signal with the mm-wave signal, and the modulated optical signal propa-
gates through the multiple-output optical circuit. Each optical output is then converted back to the
electrical domain by a photodetector and transimpedance amplifier (TIA). Power amplifiers (PAs)
follow to drive the antenna array to realize the desired transmit beam pattern. This beam pattern is
determined by the group delay between the outputs, which is tuned in a continuous manner via the
ORR-based photonic integrated circuit.
Fig. 5.2(a) shows a single ORR that has one phase shifter for resonance tuning and one MZI
coupler for coupling ratio adjustment. Also, a 5% coupled drop port with a Germanium (Ge)
waveguide photodetector (PD) is added to the ring for electrical monitoring purposes. Since a
single ORR has one feedback path, it can be described as a digital infinite impulse response (IIR)
filter whose response repeats with a free spectral range (FSR) period that is determined by the
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Figure 5.2: Schematic of (a) a single ORR and (b) three cascaded ORRs. Simulated normalized
group delay responses of (c) a single ORR and (d) three cascaded ORRs centered at 30GHz. The
rings have 50GHz FSR, 0.65dB round-trip waveguide loss, and 20ps round-trip delay.
ring circumference. The ORR output magnitude response shows a notch response that is centered
at the resonance frequency (fr), while the monitor magnitude response shows a complementary
bandpass response. A single ORR group delay response (τg) is
τg(f) =
κrτr
r(2− κr)− (1 + r2)
√
1− κr cos(2pifτr + φr)
, (5.1)
where φr is the ring phase shift, κr is the ring MZI coupling ratio, τr is the round-trip delay,
and r is the ring round-trip loss (RTL) [109]. The 2pi phase shift limitation in one FSR period of a
single ring resonator presents a strong trade-off where increased group delay results in dramatically
reduced bandwidth, as shown in Fig. 5.3 [50]. Therefore, a single ORR can only provide a limited
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Figure 5.3: Simulated group delay versus bandwidth for a varying number of cascaded ORRs.
Design conditions are group delay ripple<1.6ps, FSR=50GHz, and RTL=0.65dB.
bandwidth-group delay product, which limits its effectiveness for mm-wave signals (Fig 5.2(c)).
This trade-off is broken by cascading multiple rings (Fig 5.2(b)), as the total group delay response
(τg,cascaded) is the summation of each ring’s response (τg,n).
τg,cascaded =
∑
n
τg,n (5.2)
Properly setting the coupling ratio (κr1,2,3) and resonance of each ring (fr1,2,3) allows for an ex-
tended bandwidth with a large group delay (Fig. 5.2(d) and Fig. 5.3).
One issue with utilizing cascaded ORRs is that passband ripple is present in their combined
group delay response, which can cause distortion in the mm-wave signal. Ripple reduction is
achieved by adding more ORRs in a given bandwidth, such that their peaks are closer, or by
reducing the peak delay [110]. By optimizing the coupling ratios and resonance frequency of each
ORR, or by increasing the number of ORRs, this ripple can be reduced to arbitrarily small values
[49]. The cascaded ORR group delay response for the targeted bandwidth, group delay, and ripple
requirements can be optimized based on three criteria: delay, phase, or signal power [111]. This is
done on a per-angle basis to set the optical component values, with the optimization that yields the
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Figure 5.4: 1X4 ORR-based asymmetric binary tree OBFN schematic.
smallest mean-squared error (ε) from the ideal group delay response (D) utilized.
ε =
∫
BW
(τg(f)−D)2df (5.3)
The beamforming network presented in this paper optimizes the cascaded ring group delay re-
sponse to allow 1.6ps ripple over a 2GHz bandwidth, which corresponds to a phase shift of pi/10
for a 30GHz signal. This maximum pi/10 phase error degrades array gain by less than 0.5dB [112].
Several ORR-based OBFNs have been reported, such as symmetrical and asymmetrical paral-
lel structures and symmetrical and asymmetrical binary tree structures [113]. Parallel structures
provide large degrees of freedom to generate arbitrary group delay responses. However, they have
an increased ring resonator count relative to binary tree structures that share ORRs. Consider-
ing linearly increasing group delay requirements in an antenna array, binary tree structures are
more efficient than parallel structures for similar group delay performance. Another consideration
is symmetrical versus asymmetrical structures. Symmetric structures allow bi-directional beam-
angle tuning that covers both negative and positive beam angles. However, they require twice the
ORR count as asymmetric designs. A drawback with asymmetric structures is the requirement of
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Figure 5.5: Conceptual transmitter antenna array with beamforming network.
an offset delay with additional waveguide length to cover the negative beam angles. However, the
lower ORR count provides major reductions in automatic tuning algorithm complexity by reducing
the number of tuning elements and the amount of thermal crosstalk. Thus, an asymmetrical binary
tree OBFN structure that utilizes the minimum ring count is chosen for the automatic OBFN tuning
demonstration.
Fig. 5.4 shows the 1X4 ORR-based asymmetric binary tree OBFN that was designed in this
work. This structure saves ORRs by sharing Rings 3 and 4 in the Output 3 and 4 paths. Flexibility
in beam tuning angle is achieved by utilizing waveguide delay lines in the design. In order to
provide enough group delay response bandwidth, an additional Ring 2 is placed in the Output
2 path. One issue with this structure is that each ORR induces additional loss and each path
experiences a different number of ORR, resulting in different output powers. This output power
difference is compensated with tunable couplers (κMZI1−3) placed at each branch.
The OBFN is designed to work with a 30GHz (λ ≈ 1cm) carrier frequency, have 2GHz band-
width, and support a beam steering angle of 150◦ to 210◦. Note, this is an identical pattern as -30◦
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Table 5.1: Output Group Delay (Wavegudie + ORR Delay) Requirements for Corresponding Ra-
diating Angle at the Antenna Array
Radiating Angle (θ) Output 1 Output 2 Output 3 Output 4
θ = 150◦ 0.0ps 25.0ps 50.0ps 75.0ps
(0ps + 0ps)∗ (-25.5ps + 50.5ps) (-51.0ps + 101.0ps) (-76.5ps + 151.5ps)
θ = 165◦ 0.0ps 29.0ps 58.0ps 87ps
(0ps + 0ps) (-25.5ps + 54.5ps) (-51.0ps + 109.0ps) (-76.5ps + 163.5ps)
θ = 180◦ 0.0ps 33.3ps 66.7ps 100.0ps
(0ps + 0ps) (-25.5ps + 58.8ps) (-51.0ps + 117.7ps) (-76.5ps + 176.5ps)
θ = 195◦ 0.0ps 37.6ps 75.3ps 112.9ps
(0ps + 0ps) (-25.5ps + 63.1ps) (-51.0ps + 126.3ps) (-76.5ps + 189.4ps)
θ = 210◦ 0.0ps 41.6ps 83.3ps 124.9ps
(0ps + 0ps) (-25.5ps + 67.2ps) (-51.0ps + 134.3ps) (-76.5ps + 201.4ps)
∗Group delay (path delay + ORR delay)
to 30◦ for a linear isotropic antenna array with λ/2 separation (D) (Fig. 5.5). For a certain beam
radiation angle (θ) at the antenna array, the distance between the same phase wavefront (∆R) is
defined as ∆R = Dsinθ and the required delay between the two adjacent OBFN outputs (∆τ ) is
∆τ = Dcosθ/c. In order to meet the specifications, the nominal unit path delay τ is 25.5ps for
the 1X4 OBFN structure. Table 5.1 summarizes the delay requirements for the asymmetric binary
tree OBFN outputs to cover the targeted beam steering angle range. Assuming 0.65dB ring round
trip loss and designing for a 50GHz FSR relative to the 1550nm laser wavelength, Table 5.2 sum-
marizes the optical component values extracted from the optimization procedure. A single ORR
can provide enough bandwidth for the Output 2 response for radiating angles of 150◦ to 195◦, and
thus the Ring 2 coupling ratio is set to zero. However for a radiating angle of 210◦, a single ORR
with 67.2ps peak delay cannot provide the required 2GHz bandwidth. Thus, Ring 2 is activated in
cascade with Ring 1 to expand the group delay bandwidth. The simulated OBFN output magnitude
and group delay responses for the targeted radiating angles (θ) at the antenna array are shown in
Fig. 5.6. Including MZI1 − 3 allows for equal output power over the 2GHz bandwidth for the
entire beam angle range.
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Figure 5.6: Simulated OBFN magnitude and group delay response as the radiating angle varies
from 150◦to 210◦from the assumed linear antenna array with isotropic antenna elements.
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Table 5.2: Designed OBFN Component Values for the Corresponding Radiating Angle (θ) at the
Antenna Array
Radiating ORR Coupling Ratio ORR Phase Shift (rad) MZI Coupling Ratio
Angle (θ)
κr1 κr2 κr3,4 κr5 φr1 φr2 φr3 φr4 φr5 κMZI1 κMZI2 κMZI3
150◦ 0.810 0 0.680 0.810 3.769 3.769 3.386 4.152 3.769 0.660 0.540 0.570
165◦ 0.780 0 0.660 0.775 3.769 3.769 3.417 4.121 3.769 0.670 0.545 0.575
180◦ 0.753 0 0.630 0.750 3.769 3.769 3.445 4.093 3.769 0.680 0.548 0.580
195◦ 0.728 0 0.595 0.730 3.769 3.769 3.469 4.069 3.769 0.695 0.553 0.590
210◦ 0.859 0.859 0.580 0.703 3.191 4.347 3.490 4.048 3.769 0.705 0.556 0.595
5.2.2 Tuning Algorithm
5.2.2.1 Monitor-based single ring group delay tuning
Tuning of the OBFN involves adjusting each ORR’s group delay, which is a function of the
ring’s coupling ratio and phase shift. Each ring employs a tunable MZI coupler and phase shifter
to achieve this (Fig. 5.2(a)). As shown in Fig. 5.7, the ORR resonance frequency(fr) is adjusted by
tuning the phase shifter (φr) and the depth of the output port notch response is determined by the
coupling ratio (κr). The ring’s monitor port shows a complementary bandpass response with the
peak at the same resonance frequency. This relationship is utilized in our previous monitor-based
tuning work [65, 67, 68, 66] to set the desired ORR magnitude response in the presence of deviated
coupling ratio and resonance frequency due to process and temperature variations. This approach
is modified in this work to allow for monitor-based ORR group delay tuning.
In order to utilize monitor-based tuning, the group delay response should be mapped to the
monitor response. As can be seen in Fig. 5.7, both the ORR group delay and monitor output
display similar bell-shaped responses centered at the ORR resonance frequency. Thus, calibrating
the monitor’s peak output will also set the peak of the ORR group delay to the desired frequency.
Since the monitor response is maximized when the ORR resonance frequency corresponds to the
input laser frequency/wavelength, maximizing the monitor signal while tuning the phase shifter
(φr) allows for tuning the ring to the targeted resonance frequency.
64
Figure 5.7: Simulated ORR output magnitude, monitor, and group delay responses with (a) phase
shifter (φr) tuning and (b) MZI coupler (κr) tuning.
Figure 5.8: Simulated single ORR group delay response with different round trip loss values.
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Figure 5.9: 1X4 OBFN calibration algorithm flowchart.
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Figure 5.10: Simulated OBFN output transmission and group delay responses for a radiating angle
of 150◦ at the antenna array: (a) the initial response with process variations, (b) after Output 1 & 2
tuning, (c) after Output 3 tuning, (d) after Output 4 tuning, and (e) after ring resonance tuning.
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As shown in Fig. 5.8, decreasing the coupling ratio from a large value monotonically increases
the maximum ORR group delay at the resonance frequency until critical coupling is achieved. The
ring’s RTL sets the critical coupling ratio and affects the group delay slope, such that a larger spread
is observed as the group delay increases. This necessitates careful characterization of a ring’s RTL.
Note that this work lumps the 5% monitor coupling in the proposed ORR structure as part of the
RTL. While the ORR coupling ratio can theoretically be tuned from 0 to 1, process variations of
the directional coupler used in the MZI structure prohibit achieving a maximum coupling ratio of
1 and set a practical minimum ORR group delay. Also, the group delay experiences a very steep
reduction for values less than critical coupling. Thus, the coupling ratio range is restricted to tune
between 0.5 and 0.9 in the presented OBFN design.
Monitor-based ORR coupling ratio tuning [65, 67] is applied to achieve the targeted group
delay. A tuning reference point is first set by finding the critical coupling ratio where the monitor
response is maximized. The ORR sinusoidal MZI coupler response is then used to tune to the
desired coupling ratio [65]. However, thermal crosstalk in the MZI coupler tuning process shifts the
ORR’s resonance frequency. This is compensated by adjusting the ring phase shift (φr) in parallel
to correct the resonance frequency. This tuning procedure is valid for narrowband operation around
a nominal center wavelength (1550nm). Also, due to the wavelength-dependency of the directional
coupler, recalibration should be performed to operate at a different resonance frequency.
5.2.2.2 Complete Beamforming Network Tuning Procedure
Based on the single ORR group delay tuning principle, a monitor-based automatic tuning al-
gorithm is proposed to calibrate the complete OBFN response. Fig. 5.9 shows the flowchart for
automatic tuning of a 1X4 OBFN, where each output response is set by individual tuning of a
specific ring through monitoring its drop port response. This algorithm is verified in MATLAB
utilizing a 1X4 OBFN model and pre-characterized ORR RTL and MZI coupler Vpi values.
Step 1 - Output 1 & Output 2 Path Tuning: Process variations cause the optical component
values to initially deviate from the designed values in Table II, resulting in significantly distorted
responses at the four output ports (Fig. 5.10(a)). Referring to Fig. 5.4, the Output 1 and 2 (κr1,2,
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κMZI1,2) paths are calibrated first utilizing the desired center wavelength/frequency laser stimulus
(1549.76 nm). This single laser input is split amongst the four outputs through MZI 1, 2 and
3 (κMZI1,2,3). Given that it is important to maximize the monitor SNR in order to improve the
coupler tuning accuracy, MZI 1 and 2 are first tuned to maximize the Output 2 power. This is
achieved by tuning MZI 1 and 2 to maximize the Monitor 1 response. A course-to-fine search
algorithm is used to find this maximum point rapidly with 11-bit resolution. During MZI 1 and 2
tuning, the resonance of Ring 1 shifts due to the thermal crosstalk. To correct this error, Ring 1
resonance tuning is performed in parallel with MZI 1 and 2 coupler tuning. After maximizing the
Output 2 power and storing κMZI1,2, the Ring 1 MZI coupler κr1 is tuned to the critical coupling
ratio by maximizing the Monitor 1 signal. A course-to-fine search algorithm is also used in this
step, along with resonance tuning of Ring 1 being performed in parallel. After saving the Ring 1
critical coupling ratio, the Ring 2 critical coupling ratio is then obtained. Given that Ring 1 and 2
are cascaded in the Output 2 path, the Ring 2 monitor response is affected by the previous Ring
1 response. To address this issue, Ring 1 is tuned to zero coupling by using the saved critical
coupling ratio and the MZI sinusoidal characteristic. Then, the Ring 2 MZI coupler is tuned to
the critical coupling ratio by maximizing the Monitor 2 response. In parallel, resonance tuning of
Ring 2 is performed. After finding both Ring 1 and 2 critical coupling ratios, this reference point
and the MZI sinusoidal characteristic is utilized to tune both rings’ MZI couplers to their desired
ratios for a given beam angle. Finally, MZI 2 is tuned to equalize the Output 1 and 2 power using
the MZI characteristic. Fig. 5.10(b) shows the simulated OBFN response after Step 1 for a 150◦
angle. While Outputs 1 and 2 are now close to the desired group delay and have near equal power,
Outputs 3 and 4 are still highly distorted.
Step 2 - Output 3 Path Tuning: The critical coupling values of Rings 3 and 4 in the Output
3 path are obtained in this step. Following the same procedure as Step 1, MZI 1 is first tuned to
maximize the Monitor 3 and 4 readings. Note that since Rings 3 and 4 are placed before MZI 3,
the tuning of this MZI is not necessary. The Ring 3 and 4 MZI couplers are then tuned to find
the critical coupling settings. Similar to Step 1, the Ring 3 MZI coupler is tuned to zero coupling
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temporarily during the Ring 4 coupler tuning. After obtaining the critical coupling values of Ring
3 and 4, both of the ORRs’ coupling ratios are then tuned to zero coupling in order to tune Ring
5 in the next step. Fig. 5.10(c) shows the simulated OBFN response after this intermediate Step
2, with the Output 3 group delay response now showing a flat response due to both Rings 3 and
4 coupling ratios being set to zero coupling in preparation for Step 3. Also, note that the Ring 2
center frequency has shifted due to thermal cross-talk and must be corrected later.
Step 3 - Output 4 Path Tuning: The critical coupling values of Ring 5 in the Output 4 path are
obtained in this step, along with setting the desired coupling ratios of Rings 3-5 and optimizing the
MZI 1 and 3 coupling values. First, MZI 3 is tuned to maximize the Monitor 5 reading for accurate
calibration. Then, the Ring 5 MZI critical coupling ratio is obtained by maximizing the Monitor 5
signal. Now that the critical coupling values of Rings 3-5 have been stored, these coupling ratios
are then adjusted to the desired values using the MZI sinusoidal characteristic. Finally, MZI 1 and
3 are tuned to the desired values to equalize the whole OBFN output powers. Fig. 5.10(d) shows
the simulated OBFN response after Step 3. While the output powers are now closer, they are not
exactly the same and the group delays are still off due to the ring’s resonance frequencies not being
set to their final values.
Step 4 - Resonance Tuning: The final step is OBFN resonance tuning to set the group de-
lay center frequency and bandwidth. Rings 1-5 are resonance tuned in order by adjusting the
individual ring’s phase shifter (φr1−5) to maximize the monitor reading with the laser input wave-
length/frequency switched to the corresponding ideal fr. Since resonance tuning is sensitive to
thermal crosstalk, multiple iterations are performed across the rings. Fig. 5.10(e) shows that af-
ter this final tuning step the OBFN’s four outputs have well-defined group delay responses and
equalized power around the 30GHz center frequency.
5.3 Device Design and Fabrication
The presented automatic OBFN tuning algorithm is demonstrated using a 1X4 asymmetric bi-
nary tree structure fabricated in the IME A*STAR baseline Si photonics process that utilizes SOI
wafers. As shown in the die micrograph of Fig. 5.11(a), the OBFN structure occupies 4575µm
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Figure 5.11: (a) OBFN chip micrograph of the OBFN. (b) Cross-section schematic of the rib
waveguide with resistive heater.
× 800µm. Rib waveguides are employed to minimize propagation loss. They are designed with
a 220nm total slab height, that has a 90nm thick partially-etched strip, and a 500nm width silicon
core surrounded by SiO2 cladding (Fig. 5.11(b)). In order to achieve a nominal unit delay (τ )
of 25.5ps, 1981.4µm additional waveguide length is added to the appropriate paths. 1-D grating
couplers with a center frequency around 1550nm are placed at the OBFN input and output ports.
The OBFN’s ORRs are designed with 1554µm ring circumference to achieve a 50GHz FSR and
have a rounded rectangular shape with 25µm radius corners to minimize area and waveguide prop-
agation loss. The ORR drop port monitors are designed for 5% coupling and are terminated with
waveguide Ge p-i-n PDs. N-doped thermo-optic phase shifters are implemented 0.6µm away from
the sidewall of the waveguide slab to minimize optical loss. These thermal phase shifters provide
tunability over the full FSR range. Directional couplers with a 200nm gap are employed through-
out the OBFN structure, with the couplers in the tunable MZI structures having a nominal 50%
coupling ratio. Metal bondpads are placed at the top and bottom edges of the photonic integrated
circuit (PIC) to electrically control the phase shifter heaters and provide the bias and electrically
monitor the drop-port PD signals. In order to reduce the amount of thermal crosstalk between the
thermo-optic phase shifters, the default silicon substrate thickness of 750µm is thinned to 75µm
with an additional CMP process. This reduces the thermal time constant and results in a dramatic
improvement in tuning speed [65].
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Figure 5.12: Automatic monitor-based tuning system: (a) block diagram with the OBFN and (b)
photograph of the system with the optical fiber vertical coupling stage.
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5.4 Experimental Results
5.4.1 Measurement Setup
The OBFN automatic monitor-based tuning system block diagram and a picture of the mea-
surement setup is shown in Fig. 5.12. A free-space optical fiber coupling stage couples a tun-
able laser (Luna Phoenix 1400) into the PIC. This tunable laser generates the five wavelengths
required for calibration that correspond to each ORR resonance. The PIC is wire-bonded to the
custom-designed printed circuit board (PCB) that includes low-bandwidth transimpedance ampli-
fiers (TIAs) using op-amps (OPA727) and 12-bit analog-to-digital converters (ADCs) (Arduino
Due internal ADC) to sense the average photocurrent from the OBFN ORR’s monitor waveguide
Ge PDs that are biased at -1V. These ADCs interface with a microcontroller (Arduino Due) that
implements the OBFN tuning algorithm by controlling 16-bit digital-to-analog converters (DACs)
(LTC2668) through a serial peripheral interface (SPI). The DACs apply control voltages across the
resistive heaters on the PIC to adjust the optical phase shifters. A fully-automated tuning system is
achieved with the tunable laser also controlled by the same microcontroller. The PIC is placed on a
large metal footprint with thermal vias down to the bottom layer of the PCB where a thermoelectric
cooler (TEC) is placed with thermal grease passivation to provide temperature stabilization.
An optical vector network analyzer (OVNA) signal is coupled into the PIC for device char-
acterization and verification of the calibrated OBFN group delay and magnitude responses. The
OBFN output group delay responses are obtained using the OVNA time domain response at the
corresponding outputs. Since group delay is sensitive to noise, digital filtering over 40 samples
and time domain windowing are used [114]. Each ORR in the OBFN structure is characterized in-
dependently by configuring zero coupling for the other rings. A Jones matrix method that employs
a time domain impulse response of the ORR and its corresponding transfer function is utilized to
extract accurate RTL values. From the ORR’s Jones matrix [83], a 0.65dB (± 0.1dB) RTL and
0.3963 nm (49.64GHz) FSR is determined. These characterized round trip loss measurements are
used to determine the ORR critical coupling values and to model the group delay response.
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Figure 5.13: Measured single ORR group delay response vs coupling ratio.
5.4.2 Single ORR Measurement
Accurate OBFN automatic tuning requires initial characterization of the ORRs. To characterize
a specific ring resonator, the other cascaded ring resonators’ coupling ratio are set to zero to remove
their response seen at the output. One issue is that the ORR resonance drifts slightly when tuning
the coupler due to the varying phase shift of the MZI coupler and thermal crosstalk [106]. This
is compensated by performing resonance tuning in parallel with the ORR coupler tuning [65].
Fig. 5.13 shows the measured ORR group delay response versus ORR coupling ratios, which
shows good agreement with simulations utilizing 0.65dB round-trip loss. Theoretically, the ORR
coupling ratio can vary from 0 to 1 by tuning the thermal phase shifter (κr) of the corresponding
MZI coupler. However, fabrication variations of the 50% couplers present in the MZI coupler
limit the coupling ratio tuning range to a maximum of 0.93. Neglecting the dramatically-changing
group delay region with low coupling ratios, this limits the minimum achievable OBFN group
delay response to 34.5ps. Overall, the good agreement between the measured and simulated group
delay response versus coupling ratio validates that the monitor-based tuning approach can precisely
set a desired group delay during the full OBFN tuning procedure.
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Figure 5.14: Measured 1X4 OBFN initial responses.
5.4.3 Full OBFN Tuning
The proposed OBFN tuning algorithm is demonstrated with the 1X4 asymmetric binary tree
OBFN structure. Fig. 5.14 shows that the fabricated device’s initial output responses have sig-
nificant variation in output magnitude and severely deviate from the designed group delay re-
sponses. Before tuning to a specific angle, the OBFN path delays are first characterized by setting
all the ORR coupling ratios to zero and maximizing the output power by tuning the MZI couplers
(κMZI1,2,3). OVNA measurements show that, after normalizing for 9dB of input/output grating
coupler insertion losses, the OBFN displays 1.1dB of combined tunable coupler and waveguide
propagation loss (Fig. 5.15). This magnitude response varies by ±0.1dB due to grating coupler
fabrication variations, fiber alignment error, and limitations in the achievable MZI coupler ratios.
These MZI coupler limitations, which are due to the 50% directional coupler imperfections, are
corrected through the coupler tuning algorithm [67, 68]. The measured group delays of the output
paths display close to the nominal 25.5ps spacing.
Utilizing the 1549.76nm center wavelength (30GHz away from 1550nm) and four additional
wavelengths (Table 5.3) derived from the tunable laser, the OBFN tuning algorithm is applied and
well-defined group delay responses are observed as the angle is tuned from 150◦ to 210◦ (Fig.
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Figure 5.15: Measured automatically-tuned OBFN magnitude and group delay response for an
initial flat configuration and as the radiating angle varies from 150◦ to 210◦.
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Figure 5.16: Simulated linear array beam patterns based on measured automatically-tuned OBFN
output responses: (a) Assumed linear array. Radiating angles at (b) 150◦ (30◦), (c) 165◦ (15◦), (d)
180◦ (0◦), (e) 195◦ (-15◦), and (f) 210◦ (-30◦).
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Table 5.3: Input Laser Wavelengths Utilized in Full OBFN Tuning
Radiating Wavelength (nm)
Angle(θ)
150◦ 1549.76 1549.784 1549.735
165◦ 1549.76 1549.782 1549.737
180◦ 1549.76 1549.781 1549.739
195◦ 1549.76 1549.779 1549.740
210◦ 1549.76 1549.775 1549.742 1549.797 1549.723
Figure 5.17: 1X4 OBFN automatic tuning convergence for a 210◦ radiating pattern.
5.15). The calibrated OBFN group delay responses show errors less than±0.3ps, with the smallest
2.02GHz (16.2pm) bandwidth occurring at Output 2 with a 195◦ radiating angle. For a given angle,
the proposed algorithm equalizes the output power levels to have less than±0.2dB variation. Note
that only the largest 210◦ angle requires all five input tuning wavelengths due to this angle’s group
delay values requiring activation of Ring 2. All the other angles have zero coupling for Ring 2 and
only require three tuning wavelengths.
Further insight on the measured OBFN group delay responses is possible by simulating the
radiating beam patterns of a 4 element linear isotropic antenna array in MATLAB. As shown in
Fig. 5.16, the linear array has 5mm spacing and operates over a 29-31GHz frequency band with
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Table 5.4: Integrated OBFN Comparison Table
This work [50] [106] [115]
Operating Frequency 29 - 31GHz 10.7 - 12.75GHz 75 - 100GHz -
Platform SOI Silicon Nitride (TriPleX) Silicon Nitride Silicon Nitride
Laser Wavelength 1550nm 1550nm 1550nm 1550nm
OBFN Type TX RX TX TX
Input×Output 1×4 8×1 1×4 2×2
Delay Element 5 ORR 8 ORR 8 ORR Delay line + Swtich
FSR 50GHz 15GHz 22GHz -
Structure Asymmetric Asymmetric Symmetric Swtch matrix
binary tree binary tree binary tree
Tuning Resolution Continuous Continuous Continuous 4 bit
Delay Range 36 - 200 (ps) 40 - 600 (ps) 8.7 - 209 (ps) 0 - 12.35 (ns)
RF Bandwidth 2GHz 1GHz 6GHz -
Automatic Calibration Y N N N
good agreement in main lobe directionality and power within 0.1dB of the ideal OBFN response.
While the sidelobes are slightly increased relative to the ideal case due to the group delay ripple
and residual magnitude error, the main lobe maintains at least a 9.5dB larger response over the
maximum sidelobe for all angles. The true time-delay operation of the ORRs allows for squint-
free operation, with the same radiating angle achieved over the 29-31GHz band.
For each radiating angle, the OBFN automatic tuning process involves the calibration of 13
heaters for ORR and MZI coupler tuning and takes 1617s to complete. As shown in the mea-
sured DAC plots for a 210◦ radiating pattern (Fig. 5.17), each of the four tuning steps show good
convergence. This is achieved by tuning the corresponding ring phase shifter in parallel to track
the monitor reading during the MZI coupler tuning procedure. The individual DAC codes are
stored for each radiating angle during this initial calibration procedure. Subsequent rapid switch-
ing between the different angles is achieved by simply recalling these stored DAC codes, with this
process only limited by the 300ms measured heater cooling time [65].
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5.5 Discussion
Table 5.4 summarizes the integrated silicon photonic OBFN performance and compares it with
other implementations. This work targeted a potential 5G application that utilizes a 30GHz carrier
frequency and achieves a higher RF bandwidth than the other asymmetric binary tree design [50].
Relative to the ORR-based symmetric binary tree design [106], it utilizes fewer ORRs. Also, the
proposed OBFN allows for continuous tuning at a much higher resolution than the 4-bit delay line
implementation [115]. Overall, the presented approach is the first and only design to offer fully
automatic calibration of the OBFN group delay response and output power.
There are several areas of improvement possible in future implementations of the proposed
OBFN. The current design has a single ORR minimum achievable group delay response that is
limited to 34.5ps, while the path delay is designed at 25.5ps. In order to achieve the -30 ◦to 30
◦radiating angles at the antenna array, large group delay responses are set at the cost of some
bandwidth. Considering the minimum group delay requirements, this can be improved by simply
increasing the path delay to 43ps. This will extend the OBFN bandwidth by 36% by reducing
the required ORR group delay from 201.5ps to 142.9ps. Another observation is that τoutput4 >
τoutput3 > τoutput2 > τoutput1 for the asymmetric binary tree OBFN structure to cover the same
radiating angle at the antenna (Table 5.1). This design achieved this with more identical ORRs in
a particular path to achieve a larger delay. In order to have a larger bandwidth, the ORRs can be
further optimized by varying their size for the different output paths. Also, one practical limitation
of the current demonstration is that the output grating couplers were not designed to accommodate
an output fiber array. This resulted in inefficient measurement procedures and some output power
variance due to alignment errors. Aligning the output grating couplers with a standard fiber array
spacing will improve this and ease the electrical connection in a full transmitter demonstration.
Other important issues are OBFN insertion loss and thermal crosstalk amongst the tuning ele-
ments. In order to enable the monitor based tuning approach, 5% coupled drop port monitors are
added in the OBFN structure. This increases the round trip loss of each ring resonator by an addi-
tional 0.2dB. Implementing transparent detectors, such as a contactless integrated photonic probe
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(CLIPP) [36], can potentially remove this penalty. Thermal crosstalk between the heaters limited
OBFN calibration time and resulted in complex tuning steps. Reduction in this thermal crosstalk
is possible with more thermally-efficient heater designs utilizing graphene [116], tungsten[85],
chromium [117], and resistive heaters directly doped on the waveguide [118, 85]. Also, optimiz-
ing the size and shape of the heaters, placing thermal isolation [89], or employing compact cooler
packaging (µ-TEC) [86] can provide further improvements.
5.6 Conclusion
This paper has presented an automatic monitor-based calibration scheme for a silicon photonic
ORR-based asymmetric binary tree OBFN. Utilizing electrical information obtained from monitor
photodetectors at the ORRs’ drop ports, the proposed tuning algorithm compensates fabrication
variations and thermal crosstalk by controlling individual micro-heaters. Successfully calibration
of a 1X4 OBFN from a severely degraded initial response to the well-defined group delay responses
required for a targeted radiating angle over 60◦in a linear beamforming antenna array is achieved.
Overall, leveraging the proposed automatic calibration scheme can allow for robust operation of
OBFNs in future wideband wireless communication systems.
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6. CONCLUSIONS
6.1 Future works
6.2 Conclusions
To support exponentially increasing future mobile traffic, some of the disruptive technologies
are necessary. Microwave photnoic technology can be used to help meet these goals. And emer-
gence of silicon photonic technology makes possible to integrate microwave photonic technology
in a small form factors. It is clear that silicon photonics may help realize the archiectures required
to make the next-generation 5G network a reality.
The first part to the dissertation presented an automatic monitor-based filter calibration and re-
configuration scheme for silicon photonic APF-based pole/zero filters. To automate the calibration
of the filter, drop port monitors with PD are added to the ring resonators. Utilizing electrical in-
formation obtained from monitor photodetectors, the proposed tuning algorithm controls thermal
phase shifters. As a result of the calibration, severely degraded initial responses of both 2nd- and
4th-order elliptic filters are calibrated to the designed filter responses. The information extracted
during this initial calibration enables reconfiguration of bandwidth and center frequency. During
the automatic tuning thermal crosstalk issue severely dragged its performance interms of tuning
time. PIC substrate thinning is shown to dramatically reduce thermal crosstalk between the phase
shifter heaters and allow for faster filter tuning times. Overall, leveraging the proposed automatic
photonic filter calibration scheme can allow for robust operation of silicon photonic filters in future
wideband communication systems.
The second part of the dissertation presented an automatic monitor-based calibration for a sili-
con photonic ORR-based asymmetric binary tree OBFN. Utilizing electrical information obtained
from monitor photodetectors are applied to this structure also. Unlike the filter tuning, beamform-
ing network utilizes drop port monitor response to tune the group delay response at the output. As
a result , severely degraded initial group delay response is calibrated using the proposed tuning
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algorithm, which ccontrols thermal phase shifters in the structure. Through the proposed cali-
bration algorithm, fabrication variations and thermal crosstalk are compensated and well-defined
full 1X4 calibrated output responses are demonstrated. Leveraging the proposed automatic OBFN
calibration can allow for robust operation of OBFN in future wideband wireless communication
systems.
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