Abstract-Due to the explosive increase of online images, content-based image retrieval has gained a lot of attention. The success of deep learning techniques such as convolutional neural networks have motivated us to explore its applications in our context. The main contribution of our work is a novel endto-end supervised learning framework that learns probabilitybased semantic-level similarity and feature-level similarity simultaneously. The main advantage of our novel hashing scheme that it is able to reduce the computational cost of retrieval significantly at the state-of-the-art efficiency level. We report on comprehensive experiments using public available datasets such as Oxford, Holidays and ImageNet 2012 retrieval datasets.
I. INTRODUCTION
The field of content-based image retrieval consists of a lot of different indexing structures, schemes, and methods aiding the related retrieval tasks. The goal of the indexing structures is to take an available dataset, and produce a concise and easier to handle index which can be used to search for similar content [1] . Both image representations and computational cost fill an unavoidable part in content-based image retrieval. Binary hashing has attracted a lot of attention due to computational and storage efficiencies of binary hash codes. It tries to map high-dimensional image data to compact binary codes in a Hamming-space while keeping several notion.
The explosive growth of online images is making rapid similarity search demanding in content-based image retrieval. Using Hamming-distance and binary pattern matching, the efficiency of fast image retrieval can be measured. Due to the compact binary codes, the computational overhead can be reduced considerably. The success of deep learning techniques such as convolutional neural network (CNN) motivated us to explore its applications in providing compact binary codes directly. To address this problem, a deep semantic hashing algorithm is proposed in this paper, which based on CNN to learn semantic information and binary representations concurrently.
The main contributions of our work are as following. An efficient end-to-end supervised learning framework is presented for fast image retrieval that learns probability-based semanticlevel similarity and feature-level similarity concurrently. Unlike previous methods [11] , [12] , the semantic from the last fully-connected layer is derived directly, instead of inserting a new hash layer. We trace the roots of our approach to the work of Zhao et al. [12] , a deep semantic ranking based method for learning hash functions that retain semantic information. Unlike [12] , our algorithm learns image representations and hashing codes concurrently in an implicit aspect. The main advantage of our novel hashing scheme that it is able to reduce the computational cost of retrieval considerably at the stateof-the-art efficiency level.
The rest of this paper is organized as follows. In Section II, the related and previous works are reviewed. We describe the proposed fast image-retrieval architecture in Section III. Section IV shows experimental results and analysis. We draw the conclusions in Section V.
II. RELATED WORKS
The existing hash methods can be roughly divided into two categories: data-independent and data-dependent. In this section, we will mainly focus on data-dependent hash methods which are related to our algorithm.
An ordinary example of data-independent methods is Locality Sensitive Hashing (LSH) [2] that applies random projection to create hash functions. LSH hashes the input items so that similar items map to the same cluster with high probability.
Havasi et al. [3] proposed the Local Hash-indexing tree which is similar to M-index [4] where base points are chosen randomly to reduce the high-dimensional feature vectors. Unlike M-index, during random point selection a quasi orthogonality criterion is forced.
Convolutional neural networks have achieved amazing success in modeling large-scale data recently. It have been demonstrated to be very effective in various computer vision and image processing tasks including pedestrian detection [5] , face detection [6] , image classification [7] , image super-resolution [8] , automatic image colorization [9] etc.
Researchers have applied CNNs to enhance the performance of image retrieval lately, since the top layers of deep convolutional neural networks can provide a high-level descriptor of the visual content of images. Babenko et al. [10] investigated the features of different layers and improved the image retrieval process with the help of dimensional reduction.
Xia et al. [11] presented an image retrieval method that contains a two-stage framework to precisely retain the semantic similarities of given image pairs. In the first stage, given the pairwise similarity matrix over training images a scalable coordinate descent method is proposed to decompose the similarity matrix. In the second stage, a feature representation is learned concurrently for the input images as well as a set of hash functions. Zhao et al. [12] proposed a deep semantic ranking based method for learning hash functions in order to preserve multilevel semantic similarity between multilabel images. CNNs were incorporated into hash functions to jointly learn feature representations and mappings from them to hash codes. A ranking list was applied to encode the multilevel similarity information. Wang et al. [13] proposed a fine-grained image similarity learning method that captures efficiently between-class and within-class image differences. A ranking loss based CNN architecture was proposed on triplet sampling to learn image similarity metric. Developing the convolutional architecture, Gong et al. [14] integrated into the CNN a warp approximate ranking algorithm.
III. OUR APPROACH
In general, a hash function h: R D → {0, 1} is treated as a mapping that projects a D-dimensional input onto a binary code. Let's assume that we are given a set of images and their labels I = {(x n , Y n )}, where each image x ∈ R D is associated with a subset of possible labels Y ⊆ L. In previous works, the primary intention was to create a similarity function which assigned low-level image representation to a similarity value. Unlike previous methods [12] , [13] , [14] , we obtain first the so-called mid-level features from raw image data (see Figure  1 ), then these mid-level features are used to determine the probabilities of the semantic labels and to compute the hash codes of CNN feature vectors.
As shown in Figure 1 , our algorithm consists of two main steps. In the first step, we obtain the image representations with the help of a CNN which was supervised pre-trained on the ImageNet 2012 dataset [15] and fine-tuned on target dataset. The CNN model of Krizhevsky et al. [15] (VGG-16) contains five convolutional layers, two fully-connected layers, and a softmax classifier. This model incorporates a huge amount of semantic information, since it was trained on ImageNet 2012 classification dataset which consists of more than 1 million images and it is able to classify into 1.000 categories. This huge amount of semantic information and the large number of categories makes suitable this model with slight modifications to our task. Note that the input of this pre-trained CNN is a fixed-size, mean-subtracted 224 × 224 RGB image.
Unlike [12] , the semantic feature is derived from the last fully-connected layer directly, instead of inserting a new hash layer. The output of the last fully-connected layer is splitted into two ways. One part eventuates in an n-ways softmax classifier where n stands for the number of categories of the target dataset. The other part makes up a hash-like function which composes the features obtained by CNN to hash codes.
The so-called mid-level features are obtained from the last fully-connected layer, and softmax classifiers are trained for each semantic label concurrently. We interpret the output of the softmax classifiers as probabilities of different semantic labels. The layers F C6 and F C7 are connected to the deep hash layer in order to code a broad assortment of visual content information. In the following subsections we will define our feature vector and the computation of the hash function.
A. Semantic-level Similarity based on probability If we apply hard alignment of semantic categories to the images, we dispose of the set L = {1, ..., C} of semantic labels. Let denote the indicator function by δ i (x) ∈ {0, 1} which means that image x possesses semantic i. To measure the similarity of two arbitrary images, we have to determine the matches of their indicator functions.
As pointed out in [16] , natural semantic categories regularly interlap and constitutionally uncertain, using hard-categories to recognize objects very often results in failing. To solve this problem and improve performance, a probability-based semantic-level similarity is proposed in this paper.
Lets assume that image x has semantic label l, we can use probability p(δ l (x) = 1|x) to indicate that image x has semantic l. Obviously, the semantic label of the image will be: l = max l (p(δ l (x) = 1|x)). As we mentioned before L = {1, ..., C} stands for the set of semantic labels and I denotes the set of images. To increase scalability, two images are regarded to be relevant if their joint distribution outstrips a cutoff threshold t. In short, we write:
where t denotes the cutoff threshold that is [z] t = z if z > t otherwise 0.
B. Feature-level Similarity
Given an image x, the output of the fully-connected layers (F C6 and F C7) is obtained as image representation which we denoted by f (x). Function f (·) incorporates all convolutional operators of the preceding layers. Then a q-bit binary code is obtained by a hashing function h(·). For each bit i = 1, ..., q, the output of the binary hash codes will be:
, where h i ∈ {0, 1} q stands for the binary codes of each image, M ean(v) is the average value of vector v, and H(·) is the Heaviside step function. Given a query image x, we use its binary codes to identify the image from the images set I. We used the Euclidean distance to define feature-level similarity. The smaller the Euclidean distance is, the higher the similarity of the two images is, and top k ranked images are identified. [10] 0.247 Compressed Fisher [20] 0.324 Compressed BoW [21] 0.305 CVLAD [22] 0.273 OASIS [23] 0.342 MCML [24] 0.315 LEGO [25] 0.142 LMNN [16] 0.183 Spatial Pooling [26] 0.605 CNNaug-ss [27] 0.562 MOP-CNN [28] 0.493 Ours (t=0. 2) 0.580
C. Fusion of Semantic-level and Feature-level Similarity
Using the definition of probability-based semantic-level and feature-level similarity described above, the similarity between two arbitrary image x and y can be determined as:
where L = {1, ..., C} is the set of given semantic labels, d(x, y) stands for the Euclidean distance between the featurelevel similarity of image x and y, and Λ II (x, y) was defined by Eq. 1 and 2. First, the semantic relevance Λ II (x, y) is determined between the target and the query image, if it equals to zero the target image will be disregarded. After the semantic relevance checking, we obtain a set of candidate images. The feature-level similarity will be computed over this set.
IV. EXPERIMENTAL RESULTS
We used the Oxford [17] and Holidays datasets [18] to compare with other state-of-the-art algorithms and ImageNet 2012 [19] was used for large-scale experiments. The Oxford retrieval dataset contains 5062 images which were collected from Flickr by searching for particular Oxford landmarks. The collection was manually annotated to generate a comprehensive ground truth for 12 different landmarks (souls, ashm, ball, bodle, christ, corn, hert, keble, magd, pitt, red), each represented by 5 possible labels (Good, Ok, Bad, Junk).
We have used 1670 images as our validation dataset and the other 3392 images as training dataset. It is well-known that the amount of training images is very important for training a CNN. That is why we were forced to increase the number of images of each category to 1000 using among others brightness transformations, horizontal flipping, and rotation. Figure 2 and Figure 3 illustrate some query results. In these figures, the query image can be seen on the left and we give the top 5 retrieved images to each query image on the right. In the following, we give qualitative results in order to demonstrate that our architecture is favorable for retaining the semantic information which makes the target images comparable to the query image. Figure 4 shows the MAP (mean average precision) curve measured on Oxford dataset with respect to threshold t. As we described above, higher thresholds will filter out more semantic dissimilarities, but it may reject similar categories, principally for difficult scenes. The published curve indicates that t = 0.2 is a satisfying option. That is why we used everywhere t = 0.2 threshold during the evaluation of our algorithm. Table II summarizes the comparison with other state-of-the- localization of hash function, we outperform in retrieval times the other state-of-the-art algorithms (Table III) . Finally, we measured the precision on ImageNet 2012 dataset in order to demonstrate the efficiency and scalability of our algorithm. Table I summarizes the obtained results. It can be seen that our method gives competitive results in comparison to other CNN-based approaches (Spatial Pooling, CNNaug-ss, MOP-CNN).
V. CONCLUSION
We have introduced a novel end-to-end supervised learning framework that learns probability-based semantic-level similarity and feature-level similarity concurrently. We reported on competitive results using public available datasets including Oxford, Holidays and ImageNet 2012 retrieval datasets. Semantic-level similarity and feature-level similarity were combined in the retrieval process and this layout transfered robust priors to determine similarity distance effectively. We showed if efficiency and speed considered together our method outperforms the state-of-the-art results.
