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RESUME 
Nous proposons, dans ce memoire, un estimateur d'erreur a posteriori pour les modeles a 
velocite discrete (MVD) pour 1'equation de Boltzmann, element central pour la construc-
tion d'algorithmes adaptatifs. Par une generalisation de l'etude de Z^-stabilite de MVD 
effectuee par Ha et Tzavaras, nous avons etablit un estimateur d'erreur a posteriori et en 
avons formule une preuve mathematique rigoureuse. Nous proposons une version adap-
tative de l'algorithme d'lllner et Rjasanow pour l'equation de Boltzmann. Des resultats 
numeriques qui confirment l'efficacite de l'estimateur d'erreur sont egalement presentes. 
Ce travail est limite au cas 1-D. Notre approche est originale et pourrait, sous certaines 
conditions, etre generalisee aux modeles multi-dimensionnels. 
Vll 
ABSTRACT 
We propose, in this thesis, an a posteriori error estimator for discrete velocity models 
(DVM) approximation of the Boltzmann equation, a key element for the formulation of 
adaptive algorithms. In generalizing Ha and Tzavaras L1 -stability analysis for Discrete 
Velocity Boltzmann equations, we have formulated an a posteriori error estimator and 
have made a rigorous mathematical proof. We present an adaptive version of the Illner-
Rjasanow algorithm for the Boltzmann equation. Numerical results which confirm the 
efficiency of the error estimator are also presented. This work is limited to the 1-D case. 
Our approach is original, and could, under certain conditions, be generalized to multi-
dimensional models. 
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INTRODUCTION 
Ce memoire contient la premiere construction mathematique rigoureuse d'un estimateur 
d'erreur a posteriori pour les modeles a velocite discrete (MVD), en vue de l'implemen-
tation d'un algorithme adaptatif du modele de Illner et Rjasanow. Le resultat est limite 
a la projection ID de modeles 3D, et constitue l'element de base pour la formulation et 
1'implementation de versions adaptatives de MVD. Ce resultat est base sur une genera-
lisation de l'etude de la L1-stabilite des MVD en 1-D par Ha et Tzavaras. Cette etude 
utilise une fonctionnelle non lineaire d'interaction que nous etendons au contexte de 
deux modeles differents. 
Ce memoire est constitute de quatre chapitres. Le premier chapitre contient une intro-
duction a la theorie cinetique de Boltzmann (Pequation de Boltzmann et ses proprietes). 
La Section 1.8 contient un bref descriptif des methodes d'approximation numeriques 
usuelles pour l'equation de Boltzmann. Le second chapitre decrit les generalites concer-
nant les modeles a velocite discrete pour l'equation de Boltzmann. Nous y presentons 
en particulier l'algorithme de Illner-Rjasanow dans le cas homogene en espace. Nous 
proposons a la derniere section du chapitre 2, une version adaptative de l'algorithme 
Illner-Rjasanow pour le probleme general non homogene en espace. Le troisieme cha-
pitre etablit et demontre un estimateur d'erreur a posteriori pour les modeles a velocite 
discrete. Notre resultat principal pour l'estimation d'erreur est ennonce dans le Corol-
laire 3.2.4. Dans le quatrieme chapitre, on presente des resultats numeriques validant 
l'efficacite de l'estimateur d'erreur. Bien que nous ayons propose une version adaptative 




EQUATION DE BOLTZMANN 
L'objectif de ce chapitre est de familiariser le lecteur avec l'analyse de l'equation de 
Boltzmann. Les modeles a velocite discretes qui sont une approximation de l'equation 
de Boltzmann seront traites en detail dans le Chapitre 2, apres la mise en contexte du 
Chapitre 1. 
1.1 Gaz rarefies : Applications 
Dans un domaine ferme Q de l'espace contenant un gaz, les molecules du gaz sont 
dispersees et entrent occasionnellement en collision les unes avec les autres. Quand les 
variations de temperature, pression et densite du gaz sont petites, par rapport a l'echelle 
de temps entre les collisions dans le gaz, alors le gaz atteint tres rapidement un equilibre 
thermodynamique local. II est bien connu en mecanique statistique que cet equilibre 
thermodynamique local, i.e dans un voisinage d'un point x e Q, au temps t, implique 
que la distribution / qui definit la probabilite 
f,/ f (x, u, t)du 
P{particule en x, t) a vitesse u € V } = y \\ \ , , (1.1) 
Jm / (x , u, t)du 
est une distribution maxwellienne 
ff ^ P(
x.f) ( lu-"|2 
/ ( x ' u , f H ( i^r e x p ( -^^-
3 
ou R est une constante (appelee la constante du gaz), d la dimension de l'espace. Cette 
distribution est done entierement determinee par la valeur moyenne u(x, t) des vitesses, 
la temperature T — T(x, t) et la densite p au point (x, t). Sous ces hypotheses physiques, 
il est possible d'ecrire des equations aux derivees partielles qui decrivent revolution 
temporelle et spatiale de ces moyennes. 
Dans certaines situations physiques, l'hypothese que les variations de temperatures, pres-
sion et densite du gaz soient tres lentes par rapport a l'echelle de temps entre les colli-
sions n'est pas satisfaite et les distributions de probabilite des vitesses ne sont pas max-
welliennes. Le parametre caracteristique qui determine les proprietes d'ecoulement de 
gaz est le nombre de Knudsen, Kn = ^ ou r est le libre parcours moyen dans le gaz et 
L l'echelle de longueur de reference de l'ecoulement. Les effets de l'invalidite de 1'ap-
proximation de milieu continu se font remarquer lorsque Kn ~ 0.1 ou meme moins. 
Bien qu'il n'existe aucune frontiere nette partageant les regions de nombre de Knudsen, 
il est generalement admis que les ecoulements avec nombre de Knudsen inferieur a 0.01 
sont consideres des ecoulements en milieu continu. II est aussi generalement admis que 
le regime d'ecoulement de molecules libres est suppose pour les nombres de Knudsen 
superieurs a 10. La region de nombre de Knudsen entre 0.01 et 10 est connu comme 
le regime transitionnel ou ni l'hypothese de milieu continu, ni l'hypothese de molecule 
libre ne sont appropries. Pour un tel regime, on a necessairement recours a la theorie 
cinetique, qui consiste a modeliser la fonction de distribution de vitesses. Les applica-
tions de haute performance ou Ton pourrait necessiter une modelisation de la distribu-
tion des vitesses des particules comprend a la fois des applications en aerodynamique : 
rentree atmospherique d'une navette spatiale, les moteurs Ramjet et Scramjet, les mo-
teurs spatiaux a ions ainsi que des applications industrielles : modelisation des interfaces 
de changement de phases, modelisation des bouilloires dans les raffineries, modelisation 
des plasmas, et meme en astronomie (si on tient compte des equations de Vlasov): vents 
lR = 287.05 Jkg-lK~1 pour l'air sec. 
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solaires, nebuleuses, etoiles, etc. 
1.2 Modele de gaz rarefie 
Pour des molecules symetriques (gaz monoatomiques), la mecanique statistique permet 
d'etablir que la fonction distribution / = / (x , u, t) pour un gaz rarefie obeit a l'equation 
de Boltzmann 
^ + u . V x / = Q( / , / ) (u) , (1.2) 
ou x e Q c Rd (d = 1,2 ou 3) est la variable de position dans le domaine 0 de 
l'espace physique, < G R + est la variable de temps, u € Rd est la vitesse et Poperateur 
de collision Q(f, / ) (u) est donne par 
Q(f,f)(u)= [ f B ( u , w , e ) ( / ( u ' ) / ( w ' ) - / ( u ) / ( w ) ) d e d w . (1.3) 
Dans le cas ou le gaz ne contient que des particules identiques, les vecteurs u, w G 
Rd designent les vitesses pre-collisionnelles, et u ' ,w' € M.d sont les vitesses post-
collisionnelles, 
u' = i ( u + w + |e|e), (1.4) 
w' = - ( u + w - | e | e ) , (1.5) 
entierement determine par ^ = u — w et un vecteur unitaire e € § d _ 1 C Rd. II est 
facile de verifier que toute collision entre deux particules identiques de vitesses u, w, 
qui satisfait la conservation de la quantite de mouvement et de l'energie, doit resulter 
en des particules de vitesses u', w' qui satisfont (1.4)-(1.5). La fonction £?(u,w,e) 
nommee noyau de collision, est non-negative et depend de la physique (quantique) de 
5 
la collision comme les forces electromagnetiques entre les molecules a courte echelle. 
Dans l'expression (1.3), de represente l'integration par rapport a la mesure de Lebesgue 
normalisee sur la surface de la sphere unite Sd_1. L'equation (1.2) est soumise a une 
condition initiale et des conditions aux frontieres sur V — dd, que nous expliciterons 
dans la Section 1.5. 
Interpretation 
Considerons le gaz dans un petit element de volume E x A en (x, u) dans l'espace de 
phase ou E est 1'element de l'espace de vitesse, et A un element de 0. Alors dAr(t) = 
d3xd3u/(x, u, t) represente le nombre de molecules de gaz situes a l'instant t dans un 
petit volume d3x autour du point x et ayant une vitesse u definie a d3u pres. Le terme 
Q(f, f) rend compte du taux de collisions entre molecules de vitesse u, w produisant 
des particules de vitesses u , w'. L'equation de Boltzmann est une forme compacte ex-
primant / 'equilibre entre "production " et "perte " de particules dans A (respectivement 
les termes positif et negatif de (1.3)). 
Hypotheses de validite 
II est important de mentionner le fait que 1'equation de Boltzmann ne decrit pas toutes 
les situations physiques des gaz. Nous presentons ici un sommaire des conditions qui 
sont implicites dans le modele (1.2) et (1.3): 
(i) molecules identiques de masse m, electriquement neutre, 
(ii) les molecules y sont supposees sans structure interne (molecules monoatomiques), 
ceci implique naturellement que les collisions sont elastiques et "symetriques" puis-
qu'il ne peut y avoir d'echange d'energie avec des degres de liberte internes, 
6 
(iii) le gaz est suffisamment dilue, de sorte que seules les collisions binaires sont a 
considerer, 
(iv) seules sont permises les collisions pour lesquelles la conservation de la quantite de 
mouvement et de l'energie sont respectees 
u + w = u + w , 
2 2 
i | 2 i i2 ' ' 
|u| + |w| — u + w 
(v) chaque collision a une duree r0 beaucoup plus courte que le temps moyen separant 
deux collisions successives 
/ 
V 
Echelle de temps 
entre collisions 
dans E x A 




au bord dT, J 
(vi) il n'y a pas presence de champs de force externe, entre autres on neglige la gravite, 
(vii) la vitesse u de la particule de gaz est non correlee avec la position (stosszahl Ansatz 
de Boltzmann), 
(viii) Dans une collision entre deux molecules, toute correlation entre les vitesses d'avant 
collision et d'apres collision est negligee. 
La derniere hypothese d'approximation, dite hypothese de chaos moleculaire, est fonda-
mental dans la theorie cinetique standard : elle est parfaitement justifiee dans le cas de 
faible densite de gaz. Pour plus d'information, nous suggerons le texte de Huang (Huang, 
1987). 
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1.3 Le noyau de collision 
1.3.1 Generalites 
Grace a aux hypotheses (i) — iyiii), le noyau de collision B(u, w, e) peut s'ecrire (Cer-
cignani, 1988), (Ibragimov and S.Rjasanow, 2002) sous la forme 
B(u,w,e) = 1̂1 (7(1^1,0;), (1.6) 
(E e) 
w = cos0 = ^ p . (1.7) 
La fonction a : R+ x [—1,1] —> R+ est la section efficace differentielle, 8 est Tangle de 
scattering et £ = u — w. Dans la geometrie de la collision, Tangle 6 est Tangle polaire 
de w' dans le systeme de coordonnees spheriques attache a la molecule en x avec Taxe 
z oriente dans la direction £ (figure 1.1 ). Le noyau de collision est une description 
complete de la physique des interactions entre particules que Ton modelise. 
FIGURE 1.1 Geometrie de collision de spheres dures. 
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1.3.2 Exemples de noyaux de collision 
Des modeles standards de noyaux de collision couramment utilises sont les suivants. Nos 
travaux s'appliqueront a tous les noyaux satisfaisants 2.1, et en particuliers ceux decrit 
ci-dessous. 
Le modele de sphere dure 
On suppose dans ce modele, que les collisions consistent en des evenements de type 
balles de billard elastiques entre molecules de rayons finis r0. On a (Ibragimov and 
S.Rjasanow, 2002) 
<KI£|,w) = rg, 
et la section efficace totale est atot — ixr\. 
Le modele de repulsion en puissance inverse 
Dans ce modele, on considere que le potentiel d'interaction intermoleculaire est inverse-
ment proportionnelle a une certaine puissance de la distance de separation entre les deux 
molecules partenaires de collision. Le noyau est donne par 
__4_ 
cr(|^| , ^ ) = |£| m hm(uj), m > 4, 
ou m est l'ordre du potentiel et hm est une fonction qui depend uniquement de Tangle 
de scattering. Dans le cas m — 4, le noyau B ne depend pas de la vitesse relative |£|. Ce 
cas special correspond aux pseudo-molecules de Maxwell avec i?(u, w, e) = /&4(w). 
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Le modele de Lennard-Jones 
Ce modele constitue une force d'interaction intermoleculaire plus realiste (figure 1.2) 
sous la forme d'une combinaison de lois de puissance (Lennard-Jones, 1931), (Hill, 
1986) 
U(r) = U0 
\ 12 / \ 6-
A _Ja 
r I \r 
UQ, a constantes. 
ou U0 est la profondeur du puits de potentiel, et r est la distance entre les deux parti-
cules en interaction. Le potentiel Lennard-Jones est un modele mathematique simple qui 
represente assez bien le comportement physique a courte et a grande separation inter-
atomique : une force attractive a longue portee et une force repulsive a courte portee. Le 
potentiel atteint son minimum — U0 en r — a. 
FIGURE 1.2 Potentiel de Lennard-Jones. 
Les grandeurs U0 et a, qui ont les dimensions d'energie et de longueur respectivement, 




On definit un invariant collisionnel (ou invariant de collision) comme une fonction $(u) 
telle que 
J Q(f, f)(uMu)du = 0, V/. 
On a alors (Cercignani, 1988),(Cercignani et al., 1994) $ est un invariant collisionnel si 
et seulement si elle satisfait 
$(u') + $(ui) - <E>(u) - $(ui) = 0 (1.8) 
V(u, uiju'jU^) tel que 3 n et (u',Ui) = Jn(u, ui), ou pour n fixe dans S
2, Jn : 
(u, ux) —> (u', u[) est l'application de transformee de collision definie par 
u = u — (u — U!,n)n, (1.9) 
ux = Ui + (u — ^,11)11. (110) 
Proposition 1.4.1. Si $ estsuffisamment "lisse" (exemple confirm) alors (1.8) est equivalent 
aufait qu 'il existe des constantes A,C £ R etun vecteur B g R 3 tels que 
$(u) = A + B - u + C|u | 2 . (1.11) 
On peut alors remarquer que les invariants collisionnels sont associes aux quantites 
11 
conservees pour fluide. En effet, (1.11) implique que 
/ i \ 
0(/,/)(u) u du = 0. 
\M J 
Ces trois identites expriment respectivement que les collisions preservent masse, quantite 
de mouvement et energie. 
Proposition 1.4.2. Que tous les invariants collisionnels sont de la forme (1.11) signifie 
qu 'il n 'existe aucune autre quantite conservee autre que les combinaisons lineaires de 
masse, quantite de mouvement et energie. Les fonctions 
*o = l , ( * i , * 2 , * 3 ) = u, *4 = | u | \ (1.12) 
sont souvent appelees invariants collisionnels elementaires. 
Pour une preuve detaillee de cette propriete, nous referons le lecteur a (Cercignani, 
1988), (Glassey, 1996). 
Distribution d'equilibre: etat maxwellien 
Les etats d'equilibre thermodynamique de gaz sont definis comme les distributions / qui 
annulent l'operateur de collision : Q(f, f) = 0. Les fonctions de distribution d'equilibre 
sont appelees distributions maxwelliennes dont une expression peut etre donnee sous la 
forme 
M, n0 rj0,uo,To (27rTo)3/2 exp -
|u - up I 
2T0 
12 
On reconnait ici une gaussienne dans l'espace des vitesses ou les quantites n0, uo, T0 ne 
sont rien d'autre que la densite, vitesse moyenne et temperature de la gaussienne, c'est 
a dire sa masse totale, sa moyenne et sa deviation quadratique moyenne. 
Theoreme H: etat loin d'equilibre, evolution vers I'equilibre 
Le theoreme H a ete formule par Boltzmann dans le cadre de la theorie cinetique des 
gaz, lorsqu'un gaz hors d'equilibre verifie son equation. Selon ce theoreme, il existe une 
certaine grandeur H(t) qui varie de facon monotone au cours du temps, pendant que le 
gaz relaxe vers l'etat d'equilibre caracterise par la distribution de Maxwell. 
Proposition 1.4.3 ((Boltzmann, 1872)). Soit f = / (x , u, t) solution del'equation (1.2) 
et la fonctionnelle H definiepar 
H{t) = / / ln /d 3 xd 3 u, 
oii I 'integration d3x est realisee sur le volume total du systeme considere. Alors 
«-§<<>. (.,3) 
En pratique, H(t) mesure l'entropie totale du fluide et la contrainte (1.13) est le fameux 
deuxieme principe de la thermodynamique. La densite d'entropie mathematique / I n / 
est l'oppose de la densite d'entropie physique, d'ou la decroissance en (1.13). 
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1.5 Conditions initiates et aux frontieres 
L'equation de Boltzmann (1.2) est soumise a la condition initiate 
/ ( x , u , t = 0) = /o(x,u) , f0-.nxR^R+, (1.14) 
ainsi qu'une condition aux frontieres pour x € T = cftl 
Designons par nx le vecteur normal entrant a la frontiere F au point x e V, et 
l i ( x ) = { w G R 3 : ( w , n x ) > 0 } , 
R ^ ( x ) = { w G R 3 : ( w , n x ) < 0 } . 
Les conditions aux frontieres s'ecrivent alors [(Cercignani et al., 1994), chp.8 ] 
/ ( x , u , t ) ( u , n x ) = / l f s (x , i ;w->u) / (x ,w , t ) | (w ,n x ) | d
3 w, (1.15) 
MutW 
exprimant le lien entre le flux entrant de particules 
/ (x ,u , i ) (u ,n x ) , x € r , u e K
3„(x), 
et le flux sortant de particules 
/ ( x , u , i ) | ( u , n x ) | , x e T , uGR
3
u t (x) , 
a la frontiere T = dQ du domaine physique, en utilisant un operateur noyau de diffusion 
Ks(x, t; w —* u). Dans le contexte de notre recherche, nous utiliserons uniquement les 
deux types de conditions aux frontieres suivantes : 
(a) Reflexion speculaire 
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Pour ce cas, 
Ks(x, t; w -> u) = 5 ( w - (u - 2(u, nx)) J , 
et alors la condition (1.15) prend la forme 
/ (x ,u , i ) (u ,n x ) = , f ( x ,u -2 (u ,n x ) , i ) , x G V, u G R?„(x), 
La masse et Penergie sont conservees pour cette condition aux frontieres. 
(b) Condition aux frontieres de flux entrant: 
/ (x ,u , i ) (u ,n x ) = fin(x, u , i ) (u,n x) , x G T, uGM^(x) . 
1.6 Existence de solution 
La question de l'existence et unicite de solutions de l'equation de Boltzmann consti-
tue un probleme mathematique important et difficile : elle demeure un champ actif de 
recherche scientifique theorique. Le developpement de telles theories est d'interet mul-
tiple. 
Ce probleme s'inscrit dans le programme general de comprendre les methodes mathema-
tiques des phenomenes de la mecanique classique. En fait, les proprietes mathematiques 
des modeles classiques continus, telle que la question de l'existence de solutions de 
l'equation de Navier-Stokes, pour t ;» 0, sont intimement reliees aux proprietes de 
l'equation de Boltzmann. 
La question theorique detaillee de l'existence est hors du contexte de notre presente 
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recherche. Neanmoins, a titre indicatif, nous referons dans la suite le lecteur a quelques 
resultats cles publies par divers auteurs : 
Equation homogene 
Pour l'equation de Boltzmann homogene en espace du type 
% = Q(f,f), 
une theorie d'existence raisonnablement complete est disponible. Le premier resultat 
d'existence et unicite de solutions classiques est du a Carleman (Carleman, 1933), (Car-
leman, 1957a). Ce resultat fut plus tard ratline et complete par Arkeryd (Arkeryd, 1972a), 
(Arkeryd, 1972b). On peut aussi mentionner les progres recemment realises par plu-
sieurs auteurs sur le comportement de la solution aux grandes valeurs de temps et sa 
convergence a une Maxwellienne quand t —>• oo dont Desvillettes (Desvillettes, 1993) et 
Wennberg (Wennberg, 1995). 
Equation non homogene 
Une des difficultes du traitement theorique de l'equation de Boltzmann reside dans la 
non linearite quadratique de l'operateur de collision Q(f,f). Un travail de reference 
sur la question d'existence de solution pour l'equation de Boltzmann non homogene en 
espace demeure celui de DiPerna et Lions (DiPerna and Lions, 1989) qui ont reussi a 
surmonter cette difficulte en introduisant le concept de solutions renormalisees et dont 
une extension aux problemes aux frontieres a ete realisee dans (Hamdache, 1992). Une 





v.Vx)L(f)=L'(f)Q(f) dans V, 
VL Lipschitz, t.q. |L'( /) | < C/(l + / ) . 
L'idee principale de la renonnalisation est qu'avec la condition ci-dessus sur L, L'(f)Q(f, f) 
croit lineairement avec / : ce qui permet de traiter la nonlinearite du probleme, "comme 
si elle etait lineaire". Nous referons le lecteur au travail original (DiPema and Lions, 
1989) ou (Cercignani et al., 1994) pour les details de la theorie. 
1.7 Connexion microscopique-macroscopique 
1.7.1 Grandeurs physiques 
Toutes les proprietes physiques pertinentes de l'ecoulement d'un gaz sont calculables a 
partir des premiers moments (ou de leurs combinaisons) de la fonction de distribution 
/ . Ces moments sont la densite p(x, t), la quantite de mouvement m(x, t), le flux de 
quantite de mouvement <̂ >m(x, t) et le vecteur flux d'energie <f>e(xi, t) donnes par 
p (x , t )= / / (x ,u, t )d 3u, (1.16) 
n ( x , t ) = / u / (x ,u , i )d 3u, (1.17) 
m ( x , t ) = / uu
T / (x ,u , i )d 3 u, (1.18) 
Jm3 
i e (x , t )= f u |u |
2 / (x ,u , t )d 3 u . (1.19) 
JR3 
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ou / est la matrice identite, R une constante reliee a la masse moleculaire moleculaire 
moyenne Mm et la constante universelle de Boltzmann k (k = 1.38 x 10"
23 J/°K) 
par R — k/Mm. Des equations (1.22) et (1.23), on deduit la relation suivante, appelee 
Vequation d'etat du gaz, 
2__ 
p = -pe, (1.26) 
qui permet d'exprimer une quelconque des trois quantites p, p, e en fonction des deux 
autres. 
1.7.2 Equations de conservation 
Les quantites macroscopiques, ci-dessus definies, satisfont des equations differentielles 
particulieres. Ces equations souvent appelees equations de conservation (de masse, quan-
tity de mouvement et energie) peuvent etre obtenues a partir de l'equation de Boltzmann. 
En effet, en multipliant l'equation de Boltzmann (1.2) par les invariants collisionnels 
elementaires ^a, a = 0 , . . . , 4, definis dans (1.12), et en integrant par rapport a la vi-
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tesse u, 
dt J * „ / d u + Vx • J * Q / d u - j * a Q ( / , / ) (u ) /du = 0, (1.27) 
Ton obtient apres rearrangement des termes , les cinq equations suivantes (Cercignani, 
1988), (Cercignani et al., 1994), (Glassey, 1996): 
3t/9 + V x - (pv) = 0, (1.28) 
dt(p^) + J2 TT.^i + P**i) = °> 3 = !>2'3 (L29> 
a / ^ e + l ^ l v l ^ + ^ A ^ e + i ^ l v ^ + ^Vj -Py + g^ = 0 . (1.30) 
Les equations (1.28), (1.29), (1.30) constituent les cinq equations macroscopiques de 
base de la mecanique des fluides. Ces cinq equations ont plus de cinq inconnues (qua-
torze inconnues) : dont deux inconnues scalaires p, e, six inconnues provenant des vec-
teurs q, v et six inconnues pour la matrice P (matrice 3 x 3 symetrique). En tenant 
compte de la relation connue 
x ; p « = 2/*>, (i.3i) 
i 
le nombre d'inconnues se ramene a treize. II s'avere important d'imposer des equations 
constitutives pour relier Pij,qi a /), v„ e. Deux exemples bien connues sont 
(a) le modele defluide ideal, dans lequel 
Pij=P$ij, qi = 0, (1.32) 
conduisant aux equations classiques d'Euler, 
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(ou [i et A sont des coefficients de viscosite et K le coefficient de conduction ther-
mique), conduisant aux equations classiques de Navier-Stokes. 
Bien que l'approche macroscopique est plus simple (5 fonctions de 4 variables) que 
l'approche microscopique (1 fonction de 7 variables) et done lui est preferable dans 
bien des applications, il existe neanmoins des regimes de rarefaction pour lesquels les 
equations constitutives ne sont pas valides; dans ces cas, il n' y a pas d'autre choix que 
de resoudre effectivement 1'equation de Boltzmann. 
1.8 Methodes numeriques usuelles 
L'un des problemes pratiques majeurs associes a l'equation de Boltzmann est la construc-
tion de methodes numeriques efficaces pour 1'approximation de ses solutions. Parmi les 
differentes approches pour l'approximation de l'equation de Boltzmann, on doit distin-
guer deux families principales de methodes : les methodes deterministes et les methodes 
Monte Carlo. Les secondes sont les plus couramment utilises, de nos jours, et sont basees 
sur des simulations stochastiques. Chacune de ces deux families presentent des avantages 
et des inconvenients. Entre autres, les methodes deterministes generent generalement des 
solutions precises libres d'oscillations mais plus cotiteuses que les methodes stochas-
tiques, pour un meme nombre de degres de liberie discretes. Les methodes Monte Carlo 
sont souvent preferes pour les regimes tres eloignes de l'equilibre thermodynamique, 
tandis que les methodes deterministes sont competitives pour les situations pas tres 
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eloignees de l'equilibre thermodynamique et celles ou une haute precision est exigee. 
Nous mentionnons maintenant quelques methodes couramment utilisees. 
La methode de simulation directe Monte Carlo 
La methode classique de particules introduite par G.A.Bird (Bird, 1970), (Bird, 1976), 
(Bird, 1994) et Nanbu (Nanbu, 1981),(appelee "Direct simulation Monte Carlo" ou 
methode DSMC), fut derivee sur la base d'intuition physique. Elle a depuis lors gagne 
une grande popularity. La methode DSMC a ete utilisee avec succes pour les ecoulements 
hypersoniques (Long, 1991) dans des conditions ou Phypothese du continu et les equations 
de Navier-Stokes traditionnelles ne sont plus valides. Plutot que de calculer exactement 
les collisions comme en dynamique moleculaire, la methode DSMC genere des colli-
sions entres des particules choisies aleatoirement avec des taux de "diffusion" et des 
distributions de vitesses post-collisionnelles determinee a partir de la theorie cinetique 
d'un gaz dilue. Bien que les simulations DSMC ne soient pas correctes a l'echelle de 
longueur aussi courte que celle du diametre atomique, elles sont "precises" aux echelles 
plus petites que celles d'un libre parcours moyen. 
La methode stochastique de particule ponderee 
Les methodes stochastiques de particule ponderee (Stochastic weighted particle method) 
ont ete introduites par Rjasanow et Wagner (Rjasanow and Wagner, 1996a), (Rjasa-
now and Wagner, 1996b), (Rjasanow and Wagner, 2001). Ces algorithmes utilisent une 
procedure generale de modelisation des collisions entre particules basee sur un transfert 
aleatoire de poids a partir des particules avec des vitesses pre-collisionnelles vers des 
particules avec des vitesses post-collisionnelles. Cet algorithme generalise la methode 
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standard de simulation directe Monte Carlo, qui y est contenue comme un cas particu-
lier. Une theorie de convergence solide a ete elaboree pour cette methode (Rjasanow and 
Wagner, 1996a). Ces methodes sont competitives avec les methodes spectrales. 
Les methodes spectrales 
L'approximation spectrale est fondee sur une discretisation de l'operateur de collision 
basee sur un developpement en serie de Fourier de la fonction de distribution en fonc-
tion de la variable vitesse (Bobylev and Rjasanow, 1997), (Pareschi and Perthame, 1996). 
Ces methodes, etant spectrales par rapport a la vitesse, sont adaptatives par rapport a 
leur discretisation en espace de vitesse. Bien que ces methodes sont tres rapides du point 
de vue algorithmique, les preuves de convergence sont plus rares. Pour une descrip-
tion detaillee de l'approche spectrale a l'equation de Boltzmann et d'autres equations 
cinetiques voir par exemple (Pareschi, 2003). 
La methode des modeles a velocite discrete 
Les modeles a velocite discrete (MVD) de l'equation de Boltzmann sont des modeles 
ou la vitesse est discretisee, i.e la vitesse est supposee etre capable de prendre uni-
quement un nombre fini de valeurs differentes (Buet, 1996), (Inamuro and Sturtevant, 
1990). L'equation de Boltzmann peut etre approchee par les MVD et ces approxima-
tions peuvent etre utilisees pour des methodes numeriques. Nous presentons plus loin 
(dans le prochain chapitre) une etude detaillee de ce modele. Ce memoire concerne une 
implementation particuliere de ce modele dit l'algorithme de Illner & Rjasanow (Illner 
and Rjasanow, 1994) qui est un modele hybride deterministe-stochastique. Nous referons 
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le lecteur a la Section 2.2 pour une description plus complete du modele de Illner & Rja-
sanow. 
Les modeles de Boltzmann sur reseau 
Historiquement, les modeles de l'equation de Boltzmann sur reseau (en anglais Lattice 
Boltzmann models) sont des evolutions directes des modeles d'automates sur gaz de 
reseau (en anglais Lattice Gas Automata models). Les systemes automates sur gaz de 
reseau (AGR) peuvent etre decrits de la maniere suivante. Considerons un reseau forme 
de sommets (noeuds) et d'aretes reliant les sommets. Placons des particules ponctuelles 
sur les noeuds avec des vitesses dans la direction des aretes, avec au plus une parti-
cule avec une vitesse donnee en chaque sommet. Ensuite, supposons qu'a des temps 
discrets, chaque particule se deplace d'un noeud a un noeud voisin et qu'a son arrivee 
sa vitesse est ajustee conformement a un ensemble de regies de collision deterministes 
ou stochastiques dependant du nombre et des vitesses des autres particules arrivant a ce 
meme noeud au meme instant. Apres ajustement des vitesses de toutes les particules, le 
processus est repete. 
Alors que les modeles AGR sont des modeles booleens, les modeles de Boltzmann sur 
reseau (MBR) sont des equivalents en nombres a virgule flottante des modeles LGA cor-
respondants. Une particule dans le modele AGR (representee par un nombre booleen) est 
remplacee par une fonction de distribution de particule (representee par un nombre reel). 
Les MBR considerent un element de volume typique du fluide comme compose d'une 
collection de particules representees par une fonction de distribution de vitesse pour 
chaque composante de fluide en chaque noeud du reseau. Les particules sont contraintes 
a se deplacer sur le reseau ( hexagonal, carre avec diagonales, ou autres) le long des 
aretes. Le temps est compte en pas discrets et les particules de fluides peuvent entrer en 
collision entre eux lors de leurs deplacements. Les regies qui regissent les collisions sont 
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concues de sorte que le mouvement moyen des particules est consistent avec l'equation 
de Navier-Stokes. Malgre le lien historique entre les MBR et les AGR, les MBR peuvent 
neanmoins etre consideres comme une forme speciale de discretisation de l'equation de 
Boltzmann continue (He and Luo, 1997). 
Parmi les avantages des modeles MBR, on peut citer sa capacite a representer facile-
ment les phenomenes physiques complexes tels que les ecoulements multiphases (Shan 
and Chen, 1993), (Shan and Chen, 1994), (Swift et al., 1995), les interactions chimiques 
entre le fluide et les surfaces de frontieres, les ecoulements chimiquement reactifs (Chen 
et al., 1995) ainsi que la facilite de traiter les geometries de domaines complexes. II existe 
actuellement une grande diversite de modeles de Boltzmann sur reseau, caracterises par 
le choix de modelisation de l'operateur de collision, le choix de 1'evaluation de la dis-
tribution d'equilibre et la forme du temps de relaxation. Nous referons le lecteur aux 
articles suivants pour plus de details concernant les modeles particuliers. Une revue de 
la litterature concernant le modele de Boltzmann sur reseau avec operateur de colli-
sion BGK peut etre obtenue dans (Chen and Doolen, 1998). L'article de d'Humieres 
et al. traite du modele de relaxation de temps multiple le plus communement utilise 
(d'Humieres et al., 2002). Un autre modele dit modele regularise est introduit dans (Latt 
and Chopard, 2006). Le modele entropique de Boltzmann sur reseau est decrit dans (An-
sumali and Karlin, 2002),(Ansumali et al., 2003). 
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CHAPITRE 2 
MODELES A VELOCITE DISCRETE 
Les modeles a velocite discrete (MVD) standards constituent une approximation simple 
de l'equation de Boltzmann ou l'espace continu des vitesses est remplace par un en-
semble discret. Ces modeles ont ete etudies depuis longtemps en theorie cinetique (Broad-
well, 1964), (Carleman, 1957a), (Carleman, 1957b), (Gatignol, 1975), (Cabannes, 1975), 
(Cabannes, 1980), (Monaco and Preziosi, 1991), (Godunov and Sultanghazin, 1971). 
L'idee principale etant de reproduire les proprietes formelles de l'equation de Boltz-
mann en utilisant un nombre fini de velocites discretes, ce qui offrirait l'avantage d'etre 
plus simple a etudier, soit analytiquement ou numeriquement. 
L'objectif de ce chapitre est de presenter la theorie des MVD. Des elements de la theorie 
generate sont presentes dans la Section 2.1, un cas particulier de MVD sera decrit dans la 
Section 2.2, puis nous en presenterons dans la Section 2.3 un algorithme pour resoudre 
numeriquement l'equation de Boltzmann a l'aide d'un MVD. 
2.1 Theorie cinetique discrete generate 
Le modele general a velocite discrete (MVD) s'ecrit 
^ ( x ) t ) + u i -V x / j (x , i ) = Q i(f,f), i = l , 2 , . . . , n (2.1) 
/i(x,0) = /io(x), 
ou x € O c M.d (d — 1,2 ou 3) est la variable d'espace (physique), t € R+ est la 
variable de temps, F = {ui, u 2 , . . . , un : Uj € R
d, i = 1 , . . . , n} est un ensemble fini 
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de vitesses, f = (/»,... , fn), fi = /i(x, t) = / (x , Uj, i) pour 1 < i < n est la fonction 
de distribution de particules se deplacant a vitesse fixe Ui au temps t. L'operateur de 
collision Qi(f, f) dans (2.1) est donne par 
n 
Qi{{, f) = X) ^kiUkfi - fitf, P<™ i = 1.2,..., n, (2.2) 
j,k,l=X 
ou il est suppose que les coefficients de collision Alk\, 1 < i,j, k,l < n, satisfont les 
relations : AfJ = Aft = A
1^ > 0 si les lois de conservation (2.3)-(2.4) 
u4 + Uj = ufe + u;, (2.3) 
|Ui |
2 + |U j |
2 = |ufe|
2 + |u,|2. (2.4) 
sont satisfaites. Si les paires (i, j) et (k, I) ne satisfont pas (2.3)-(2.4), alors A1^ = 0. 
Le modele considere un gaz de particules dans l'espace Rd (d = 1,2, ou 3), ou chaque 
particule peut seulement se deplacer avec une vitesse appartenant a l'ensemble V = 
{u i , . . . , u„} C M.d. Les collisions binaires entre particules avec vitesses Uj, u, dans V 
(avant collision) resultent en des particules avec vitesses u^, u; dans V (apres collision), 
ou seules sont autorisees les collisions pour lesquelles les moments et l'energie sont 
conserves selon (2.3)-(2.4). Une collision transferant la paire de vitesses (u», u,) en la 
paire (ujt, ui) sera notee, par la suite, (u,, Uj) —> (u*;, u/). L'evolution de 1'element de 
gaz pourra etre decrite en introduisant n fonctions densites fi = /,(u, t), i — 1,2,..., n 
decrivant la densite de particules se mouvant a vitesse Uj au temps t. On comprend in-
tuitivement que /j(x, t)dx decrit la fraction (ou le nombre) de particules avec vitesse u, 
dans un volume infinitesimal dx autour du point x au temps t. Nous prendrons main-
tenant le temps de decrire plus en details la signification des coefficients de collisions 
Aij Aki-
Nous supposons que si deux particules entrent en collision avec vitesses u4 et Uj, res-
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pectivement, alors il existe une probability p1^ > 0 que leurs vitesses post-collisionnelles 
soient u; et u&; plk\ est appele probability de transition. La conservation de masse, de 
quantite de mouvement et d'energie, ainsi que le postulat d'indiscernabilite des parti-
cules impliquent que 
(0 Ewpg = i 
(**) Pu = p\i = PL) 
{in) PZ = 0 si n ̂  m 
{iv) plx = p1l si k ̂  i ou Ifi 
(v) Vki = 0 si (2.3) ou (2.4) ne sont pas verifiees 
(vi) Plk\ = P%-
La condition (vi) ci-dessus vient du fait que, generalement, on suppose que les proba-
bility de collisions directe et inverse sont egales : c'est le postulat de la reversibilite 
microscopique (ou micro-reversibilite). Des considerations mecaniques simples nous 
permettent alors de conclure que le taux de collision (u», u,) —> (iifc, uj) est 
A \ \ <*• Pki\ui ~ u i \ • (2-6) 
ou la constante de proportionnalite est de l'ordre de 1/r (ou r est le libre parcours 
moyen "mean free path"). On a que A™ = A^ si et seulement si p^ = p%t. En effet, 
(1.4)-(1.5) impliquent que \ui — Uj\ = \uk — uL\. A partir de ces observations, le taux 
Bf de production de particules avec vitesse u^ sera 
JV N N 
Bf = E A« " ^ E A™5* - \ E A«B*«, (2-7) 
j = l m,n=l m,n=l 
ou Sik est le symbole de Kronecker. L'operateur de collision (2.2) peut etre reecrit sous 
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la forme compacte 
n 
Qi(f, f)=Yl B*lhfi> P°ur * = 1,2,...,n. (2.8) 
k,l=l 
2.1.1 Un exemple simple : modele 3D de Broadwell 
Broadwell a propose (Broadwell, 1964) un modele a velocites discretes simple tant 
du point de vue mathematique que physique. Malgre sa simplicity, il a tout de meme 
demontre que certaines proprietes thermodynamiques etaient fidelement reproduites, 
telles que la vitesse et la structure interne des ondes de chocs, ainsi que la vitesse du 
son dans un tel "gaz". 
Dans son modele de gaz, il considere des particules de masses identiques, se deplacant 
selon les trois directions de coordonnees perpendiculaires avec le meme module de vi-
tesse u (figure 2.1). Le modele de Broadwell est decrit par le systeme d'equations 
(dt + udx)fi = 
(dt - udx)f2 -
(dt + udy)fa = 
(dt - udy)f4 = 
(dt + udz)f5 = 
(dt - udz)f5 = 
= v(hf4 + hfa -
= cr(hfi + hh -
= cr(fif2 + hh -
= o"(/i/2 + kh -
-- °(hh + hfA -
= a(hf2 + hh -
~ 2 / i / 2 ) 





ou tous les resultats de collision sont supposes equiprobables (i.e la section efficace de 
toute collision possible est identique) et ou uniquement les collisions binaires sont prises 
en consideration. Ceci implique que a = ag, a est la section efficace de collision binaire, 
g = 2u est le module de la vitesse relative de deux particules en collision se deplacant 
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FIGURE 2.1 Modele a 6-vitesses de Broadwell. 
On peut deriver une forme encore plus simple d'ecoulements pour lesquelles les / sont 
independants de y et z en imposant fs — fi — f^ — f&-
(dt + udx)f1 = -{fi-f1f2) 
(dt-udx)f2 = -(fi-f1f2) 
1_ 
2? 




ou e = j - correspond au nombre de Knudsen et toutes les quantites ont ete normalisees. 
2.1.2 Autres exemples 
II existe d'autres modeles simples en deux et trois dimensions. Dans le cas 2-D, on peut 
citer par exemple le modele a 8-vitesses dont les vecteurs vitesses sont construites de la 
maniere suivante. Considerons un carre centre a l'origine de l'espace des vitesses. Un 
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vecteur vitesse du modele est construit soit en joignant le centre du carre a un sommet du 
carre, soit en joignant le centre du carre au milieu d'un de ses cotes (figure 2.2). Dans le 
cas 3-D, un autre modele interessant est celui de Cabannes a 14-vitesses (Cabannes, 
1975) dont les vecteurs vitesses sont construits de la maniere suivante. Considerons 
un cube centre a l'origine de l'espace des vitesses. On construit un vecteur vitesse du 
modele de Cabannes en joignant le centre du cube a ses sommets, ou en joignant le 
centre du cube aux centres de ses faces. II existe une litterature abondante portant sur 
la maniere de construire et analyser des modeles MVD physiquement realistes (c'est a 
dire qui satisfont les lois de conservation appropriees et un principe d'entropie), voir par 
exemple (Bobylev and Cercignani, 1999). 
FIGURE 2.2 Modele coplanaire a 8-vitesses. 
Tout modele en 2D ou 3D qui possede des solutions ne dependant que d'une seule co-
30 
ordonnee peut etre projete sur cet axe de coordonnee. II en resulte des modeles 1-D qui 
satisfont toutes les proprietes sauf celle de conservation d'energie. Ce sont ces modeles 
generalises auxquels nos estimateurs d'erreur s'appliqueront et que nous utiliserons dans 
la validation numerique au Chapitre 4. 
2.1.3 Proprietes heritees de 1'equation de Boltzmann 
Le modele discret presente quelques proprietes analogues aux proprietes de Pequation 
de Boltzmann. 
Invariants collisionnels 
Une fonction <f> = (p(u) est un invariant collisionnel si et seulement si 
(f)(Ui) + (f>(\lj) = 0(ufc) + (p{Ui), 
pour tous les indices (i,j, k, I) tels que Afj / 0. Les invariants collisionnels typiques 
sont la masse ( 1 , 1 , . . . , 1) € W, les n composantes du moments (uiXi,u2xi, • • •, upXi) G 
W, i = l,...,nou(x1,x2,..., xn) G W et l'energie \{u\,u%, ...,u
2
p) <E W. A la 
difference de la theorie cinetique classique, d'autres invariants collisionnels sont pos-
sibles (Platkowski and Illner, 1988). 
H-Theoreme 




* s 0 -
0 «• fifj = fkfi Vi, j , fe, / € { 1 , . . . , n}, 
H > -(n/e), 
e etant la base du logarithms naturel. 
L'equilibre thermodynamique du modele est atteint quand ^ = 0. Pour la preuve de ce 
theoreme, voir par exemple (Gatignol, 1975), (Cabannes, 1980). 
Connexion microscopique-macroscopique 
Definition 2.1.2. Pour une application 
$ : ^ = { u 1 , . . . , u „ } ^ M
n 
avec les coordonnees 
$i = 4>{ui), i = l , . . . , n 
oii cf) est unefonction de T dans R1, la valeur moyenne de <fr par rapport a un ensemble 
donne 
f : = ( / i , . . . , / „ ) € R : 
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est donnee par 
Pi 
ou p := Yin fi est defini comme la densite spatiale du gaz. 
Les moments macroscopiques pour les MVD sont dermis comme les valeurs moyennes 
de certaines applications $ particulieres. On a : 
P i 
^ / i ( U j - U ) <g> (Uj - U ) 
2 












ou u est la vitesse de bloc (ou d'ensemble), P le tenseur de pression, p la pression hydro-
dynamique, f la temperature (k etant la constante de Boltzmann), q le flux thermique et 
e est l'energie interne. 
II est etabli (Platkowski and Illner, 1988) que les valeurs moyennes ci-dessus satisfont 
les lois de conservation de masse, quantite de mouvement et d'energie ecrites sous la 
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forme habituelle des equations d'Euler de la dynamique des fluides : 
dtp + V-{pa) = 0, (2.18) 
dt(pu) + V • (pa <g> u) + P = 0, (2.19) 
dt (h> + \pu2j + V • Q p u + \pxx u2 + u • P + q j - 0. (2.20) 
En general, le systeme d'equations ci-dessus n'est pas ferme au sens que ce sont 5 
equations pour 8 variables. Les procedures de fermeture sont en dehors du contexte du 
present rapport et nous referons le lecteur aux travaux suivants (Platkowski and Illner, 
1988) pour des details. 
Connexion avec Vequation de Boltzmann 
La relation des modeles a velocite discrete a 1'equation de Boltzmann peut etre vue a 
deux niveaux. II serait naturel de se demander pour un MVD donne avec N vitesses dont 
le vecteur solution est f^ et pour f, la solution de Pequation de Boltzmann, est-ce qu'il 
est 




(b) convergent, i.e. l im^oo ||f - fW|| = 0? 
La justification theorique rigoureuse de la relation des modeles a velocite discrete a 
l'equation de Boltzmann est une question mathematique importante mais difficile. Cette 
question est souvent designee comme l'etude des limites macroscopiques des MVD. 
Les principaux travaux sur la question concernent des MVD particuliers. Par exemple, 
Buet (Buet, 1996) etudia le MVD formule par Goldstein et al. (Goldstein et al , 1989) 
et donna un argument heuristique demontrant la consistence. La convergence de solu-
tions du MVD (Goldstein et al., 1989) dans le cas d'espace homogene fut etabli par 
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Palczewsky et Schneider (Palczewski and Schneider, 1998) et pour les solutions en es-
pace non homogene un resultat de convergence tut donne par Mischler (Mischler, 1997). 
Nous ne presenterons pas ces resultats ici, car ils sont en dehors du contexte de notre 
rapport. En fait, la litterature est tres vaste et technique et il serait difficile d'en donner 
meme un bref sommaire. Pour ce travail, il suffit de remarquer qu'il existe une preuve 
de la consistence et convergence au sens probabiliste de l'algorithme de Illner-Rjasanow 
basee sur les MVD vers une solution de 1'equation de Boltzmann (Illner and Wagner, 
1993). 
2.1.4 Solution faible et existence 
Nous presentons ici, sans entrer dans les details, quelques resultats d'existence de solu-
tions pour le probleme a velocite discrete (2.1) dans le cas ID. 
Definition 2.1.3. On dit que f = (/1 ? . . . , fN) € C([0,T); {L\R))
N) est une solution 
"douce" fife (2.1)pour les conditions initiates fo €E L1(R)N, si Qi(f, f) € L ' (Rx [0,T]) 
etpourt € [0,T] etpresque partout x 6 K , f ( i , ( ) satisfait Vequation integrate 
fi{x,t) = fi0(x - Vit) + [ Qi{f,f)(x - Vi{t - T),r)dT, (2.21) 
Jo 
pouri — 1 , . . . , N. 
Considerons les hypotheses suivantes sur les coefficients Bf (2.8) pour le probleme (2.1) 
en 1-D : 
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B: ,jk B: kj 
BJk < 0 si j = i ou k = i, 
Bfk > 0 si j ± i et k ^ i, 
B] ,jk < B*, B* une certaine constante positive 
ii) 
Vi < V2 < • • • < VN, 
iii) II existe ut > 1, (i = 1,... ,N) tel que pour j,k fixes, 
N 
5>£f = o, 
i= l 
N 
J>^fif = 0, 
iv) Si Bf < 0, alors il existe une suite d'indices i = iu i2,.. • ,ir telle que 
B£+\>0 pourfc = l,. 








r - 1, (2.29) 
(2.30) 
Toutes les conditions ci-dessus, sauf (iii) et (iv) sont intuitives. Les entiers ut de (iii) 
represented le nombre de vitesses dans le modele n-D qui sont projetees sur la meme 
vitesse u, en 1-D. La condition (iv) est plus technique et provient directement de la 
projection. Le resultat d'existence globale de base est le suivant 
Theoreme 2.1.4 ((Beale, 1986), (Bony, 1987)). Supposons que (2.1) satisfait les hy-
potheses (i) - (iv) ci-dessus et soit f0 > 0 avec f0 € (£
x(^) I"1 ^° 
N 
. Alors, il existe 
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line unique solution "douce", non negative, de (2.1) avec 
f eC([0,T];(L 1 (R) i V ) )n(L o o (Rx [0,T\)N (2.31) 
pour tout T > 0, et Qj(f, f) € L1 (R x [0, T}), i = l,...,N. Deplus, si f0 est de classe 
C1, alors f sera aussi de classe C1 en (x, t). 
Nous referons le lecteur interesse aux articles ci-dessus mentionnes pour plus de details. 
La definition de solution au sens "doux" est un compromis entre une solution au sens 
"faible" et une solution au sens "fort". La categorie generale dans laquelle devrait de-
meurer ces solutions, particulierement pour 1'equation de Boltzmann, reste un probleme 
ouvert. 
2.2 L'algorithme de Illner-Rjasanow 
Illner et Rjasanow proposerent dans (Illner and Rjasanow, 1992) un modele hybride entre 
les modeles standards de velocites discretes et les techniques Monte Carlo de simula-
tion de particules pour 1'equation de Boltzmann : le modele a velocite discrete aleatoire 
(MVDA). L'innovation de leur methode reside dans le fait de subdiviser, de maniere 
aleatoire, 1'ensemble des vitesses en plusieurs sous-groupes de 9 vitesses et d'utiliser 
un algorithme numerique efficace pour traiter les collisions dans chaque sous-ensemble. 
L'un des avantages de cette technique est que Illner et Wagner (Illner and Wagner, 1993) 
ont montre qu'elle converge, au sens des probabilites, vers une solution de l'equation de 
Boltzmann. Un autre avantage de cette methode est qu'elle est apparentee a la methode 
Stochastic Weighted Particle Method (SWPM) (Rjasanow and Wagner, 1996a), (Rjasa-
now and Wagner, 1996b), dont elle est un cas particulier. Cette methode a ete utilisee 
dans des problemes industriels et constitue l'une des techniques les plus performantes. 
Un des objectifs a long terme de ce travail est de contribuer au developpement de la 
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methode SWPM. 
Nous presentons, dans ce memoire, l'approche originale d'lllner et Rjasanow (Illner and 
Rjasanow, 1994) pour le cas simple de l'equation de Boltzmann homogene en espace 
%= f f q(v, u, e)(/'/; - ffjdedu (2.32) 
mv) = fQ(v), (2.33) 
ou la notation usuelle / = /(£, v), /* = f(t, v*), f> — f(t, v>), fl = f(t, v'J est utilisee, 
q(v, u, e) est le noyau de collision. II est possible d'etendre l'algorithme a l'equation de 
Boltzmann non-homogene en espace. 
Ann de decrire les algorithmes pour ce probleme, nous introduisons les concepts sui-
vants, qui ont l'avantage d'etre intuitivement transposables en concepts de program-
mation objet: 
Definition 2.2.1. On appelle X-Espace X, une discretisation (partition) du domaine 
physique fi. Chaque cellule X de la partition est appelee une X-Cellule. 
Definition 2.2.2. On appelle V-Espace V, une discretisation (partition) du domaine de 
vitesse R3. Chaque cellule V de la partition est appelee une V-Cellule. 
Par preoccupation d'une implementation intuitive en programmation orientee objet de 
ces algorithmes, il s'avere commode de regarder les processus de collision comme des 
processus de transfert de masse entre pseudo-particules (Illner and Wagner, 1993). Nous 
formaliserons cette idee en introduisant le concept de P-particule. 
Definition 2.2.3. On appelle P-particule de vitesse vt dans une X-Cellule, la paire 
(VJ, gi) a I'instant t, oil sa densite gi — g^t) est unefonction du temps. 
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Definition 2.2.4. On appelle P-Cellule P, tout triplet (X, Vx, £x) forme par une X-
CelluleX, un V-Espace Vx et un ensembledeP-particulesEx = {(vi) 5i)> • • • •> (vn, %)}• 
Definition 2.2.5. On appelle P-Espace V, construit a partir du X-Espace X et d'un 
ensemble de V-Espace Vx, pour X £ X, Vensemble des P-Cellule V := {(X, Vx,£x) \ 
X <E X}. 
Dans l'algorithme de Illner-Rjasanow, la distribution continue / (x , v, t) de 1'equation 
de Boltzmann est approximee par 
1. une discretisation de Q, en X-Espace, 
2. une discretisation des vitesses dans chaque X-Cellule, telle que si x e X, et la 
vitesse Vj appartient a une V-Cellule V, alors / (x , v,, t)\xeX ~ gt(t). 
Plus techniquement, en utilisant les representations suivantes en structures de donnees 




real CFL() ; 
void init(); 










void collisions_particules( Real dt ); 
private: 
VEspace *vdomaine; 
XCellule *xcell ; 
vector<Particule> ens_particules ; 
} 




n_iter = 0; 
t = 0.0; 
while((t < t_final)&&(n_iter < Max_iter)) 
{ 
dt = distribution.CFL(); 
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distribution.collision_operateur( dt ) ; 
distribution.reduction(); 
t = t + dt; 
n_iter++; 
} 
ou les methodes principales sont: r e d u c t i o n ( ) , c o l l i s i o n _ o p e r a t e u r () et 
i n i t 0 . La premiere methode initialisera le domaine et sera decrite en detail dans 
la Section 2.2.1. La methode c o l l i s i o n _ o p e r a t e u r () sera traitee dans la Sec-
tion 2.2.2 et r e d u c t i o n () dans la section 2.3 Section 2.2.3. 
Remarque 2.2.1. 
(a) L 'etat du systeme, a un instant t, est entierement definitpar la donnee de I 'ensemble 
de toutes les P-particules dans toutes les X-Cellules du domaine. 
(b) II est important de distinguer le concept de P-particule d'avec celui de particule 
physique reel (ou molecule physique reelle). Le premier a une densite uniforme dans 
une X-Cellule mais la densite du second depend de chaque point de la X-Cellule. 
Dans le cas homogene que nous decrirons ici, on se limitera a une seule X-Cellule, done 
nous ne la mentionnerons pas explicitement. 
Si une interaction entre P-particules iri et TTJ dans un espace homogene est decrite sym-
boliquement par 
•Ki + TTj -+TTi + 7Tj + 7Tfe + 7T, (2.34) 
alors, au premier ordre, revolution des P-particules durant un intervalle de temps At est 
(Illner and Wagner, 1993) 
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^( t ) :--
*i(t) •--
TTi(t + At) :--
TTj(t + At) :--
irk{t + At) := 
7H(t + At) : = 
Vi,gi(t)), 
v i , 5 j ( i ) ) , 
Vi,gi{t + At)), gt(t + At) = g^t) - ~5gi:j, 
v i , 9j {t + At)), 9j(t + At) = gj(t) - -Sgtj, 
vk,gk(t + At)), gk(t + At) = -5gi:i, 







Comme on peut le remarquer, il y a creation de P-particules nk, TTI et destruction par-
tielle des P-particules 7 ,̂ 7TJ par transfert de masse. Le caractere hybride stochastique-
deterministe du modele vient du fait que 
(i) les vitesses post-collisionnelles v& et vj sont generees stochastiquement, tandis que 
(ii) les transferts de masse 8gtj sont realisees de maniere deterministe. 
En pratique, ceci se traduit par un algorithme en deux etapes. La premiere, dont nous 
parlerons en detail dans la Section 2.2.2.1, construit aleatoirement un ensemble de vi-
tesses post-collisionnelles vk, v; qui definissent les P-particules irk, 7T/. La deuxieme 
etape, decrite dans Section 2.2.2.2, est un calcul deterministe des bg^ (done gk, g{) post-
collisionnelles. 
Considerons le cas du modele a velocite discrete homogene en espace (de type modele 
de Broadwell) ou trois vitesses pre-collisionnelles Uj, i = 1,2,3 sont connues, et six vi-
tesses post-collisionnelles generees aleatoirement u^, i,j = l,2,3,i^j sont incluses. 
L'evolution dans le temps des poids correspondants gt, i — 1,2,3, et g^, i,j = 1,2,3, 
i / j , ou gij(0) — 0, est donnee par le systeme d'equations differentielles non-lineaires 
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suivant (Illner and Rjasanow, 1994): 
o 
. 7 = 1 
^ ~ = -a«(4(*) - #(%(*)) (2-42) 
5i(0) = 5i0) > 0, i = l ,2,3 (2.43) 
S«(0) = 0, i , j = 1,2,3, i ^ j . (2.44) 
Les parametres de collisions a^, i, j = 1 , . . . , n, i 7̂  j sont definis par 
(Xij = 4nNq(ui, uJ5 e^), i, j = 1, 2, 3, i ̂  j (2.45) 
a«i = ctji, (2.46) 
ou e»j est un vecteur unitaire sur la sphere unite. La constante de normalisation 4nN est 
necessaire pour la convergence de la methode. II est bien connu que ce systeme a une 
solution globale non negative. Afin d'assurer que la solution numerique de (2.41) reste 
positive pour At choisi, Illner et Rjasanow utilise une methode d'Euler implicite; voir 
Section 2.2.2.2 pour les details. 
2.2.1 Initialisation d i s t r i b u t i o n , i n i t () 
L'initialisation est realisee suivant les etapes suivantes : 
(i) Diviser l'espace de vitesse R3 en N V-Cellules convexes C^(i), i = 1 , . . . , AT et 
supposer que quand N —• 00 , le maximum des diametres des cellules finies converge 
vers zero (certaines V-Cellules sont de volumes infinis). Le point milieu M de chaque 






(ii) Definir l'ensemble initial des vitesses discretes : V(0) = {vi,..., VJV(O)}-
(iii) Associer a chaque vitesse initiale v i ; i = 1 , . . . , N(0), le poids initial <7i(0) donne 
par 
gM = [ fo(v)dv. (2.47) 
JcN(i) 
Si la distribution initiale est non-homogene, pour definir ^(0) sur une X-Cellule, il suffit 
de prendre des moyennes sur celle-ci. 
2.2.2 La methode c o l l i s i o n . o p e r a t e u r () 
Les collisions s'effectuent localement dans chaque P-Cellule de la maniere suivante : 
void PEspace::collision_operateur( Real dt ) 
{ 
p_iter = pdomaine.begin(); 
while ( p_iter != pdomaine.end()) 
{ 
p__iter++; 




Lamethode c o l l i s i o n s _ p a r t i c u l . e s ( Rea l d t ) (dans le cas non-homogene, 
elle est ignorante des X-Cellules voisines) est donnee par : 
v o i d P C e l l u l e : : c o l l i s i o n s _ p a r t i c u l e s ( Rea l d t ) 
{ 
njparticules = ens_particules.size(); 
p = permutation(n_particules); 
n_triplet = n_particules/3; 
for (int i=0; i < n_triplet; i++) 
{ 
Construire vitesses post-collisionnelles; 
Calculer densites post-collisionnelles; 
} 
} 
2.2.2.1 Vecteurs vitesses post-collisionnelles 
A un temps t fixe, la construction stochastique des vitesses post-collisionnelles est realisee 
de la maniere suivante : 
(i) Partitionner l'ensemble de toutes les P-particules (VJ(£), pj(t)) en m groupes de 3 
P-particules choisies aleatoirement. Naturellement, on doit supposer au depart que 
N(t) — 3m est un multiple de 3. La partition aleatoire est faite a l'aide d'une permu-
tation de { 1 , . . . , N(t)}. 
(ii) Choisir aleatoirement trois parametres de collisions independants et equidistribues 
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e$j G S2 avec 
Calculer les vitesses post-collisionnelles u»j et u^ selon les formules 
Ujj = u, + (uj - Ui, ei;?-)ey, (2.48) 
u^ = Uj + (Uj - u i ; ey)ey. i, j = 1,2,3, i ^ j , (2.49) 
II est bien connu que ces nouvelles vitesses permettront des collisions (u*, Uj) —>• (u^, u,-j) 
qui conservent la masse, la quantite de mouvement et l'energie. 
2.2.2.2 Densites post-collisionnelles 
Chacune des 6 nouvelles vitesses u^ ,i / j necessite maintenant un poids qui peut 
etre obtenu uniquement en diminuant les anciens poids gt et §j. V evolution des poids 
5 i , . . . , #3 et <7y, i, j = 1 , . . . , 3, i ^ j est donnee par le modele a velocite discrete 
homogene en espace (2.41). Le resultat de revolution en temps dans (2.41) pour chaque 
groupe est le nouvel ensemble {(iii (£)><?*(*))> i = 1,..., 3N(t)} qui contient 3N(t) 
vitesses avec des poids correspondants. On peut remarquer que gij(t) — gji(t), t>0 car 
ils occupent les memes equations avec les memes conditions initiales <?y(0) = gji(0) = 
0. 
Nous presentons maintenant le schema utilise par Illner et Rjasanow pour resoudre les 
equations du modele discret (2.41). L'algorithme utilise le schema implicite d'Euler, qui 
a l'avantage de garantir la non-negativite de tous les poids pour tout At > 0. Afin de 
controler le nombre total de P-Particules, ils proposent aussi une reduction du nombre 
de P-Particules qui conserve les trois valeurs macroscopiques : masse, quantite de mou-




T e R 3 , 
a = (ai2,ai3,a23)T € 1R3, 
b=(^f, 5^
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l'algorithme de calcul des poids gt, g^ au temps t = r s'ecrit 
) Etant donnes a12, «i3, «23 et gf\ g£\ gf\ 






(i  n, [', 2 , g^ , calculer les vecteurs a et b et la matrice 
(ii) Resoudre le systeme lineaire 
y(r) = ai + F(y(r))a2 
a i = r(7 + rdiag(b)5)
_1diag(b) 





(iii) Calculer les valeurs (Ja1, ai), (Ja2 , a2) et ((J + J
T )a i , a2), 
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(iv) Calculer a selon 
1 - ( ( ( J + J T ) a i , a 2 ) - J i - f ( ( J + jT )a 1 , a 2 )
2 -4 ( Ja 1 , a 1 ) ( J a 2 , a 2 ) ' ) 
a 2(Ja2 ,a2) 
(v) Calculer 512(r), g13{r) etg23(r) comme 
(512(7"), 513(7-)) 523(7-)) = a i + a a 2 , 
(vi) Calculer (51 (r), 52(r), 53(r)) a partir de la loi de conservation : 
5i(7-) =5 ! 0 ) -5 I2 (T) -513(7 - ) (2.57) 
52(T) = 5 f ~ 9U(T) - g23(r) (2.58) 
5 3 ( r ) = 5 f -5I3(T)-523(7-) (2.59) 
2.2.3 La methode r e d u c t i o n () 
Une des proprietes importantes des MVDA est que le nombre de P-particules croit 
de maniere importante a chaque pas de temps. II s'avere alors necessaire de reduire 
ce nombre. Nous donnerons dans cette section plus de details concernant l'etape de 
reduction du nombre de P-particules. 
Supposons que les collisions ont evoluees de maniere a ce que Ton se retrouve m P-
Particules avec des vitesses dans la meme V-Cellule, disons la k—ieme CN(t)(k). Notre 
objectif sera de limiter le nombre de vitesses a deux fois le nombre originale de N(0) 
V-Cellule dans le V-Espace. 









V ^ i i2 




qui doivent etre conserves. La vitesse moyenne u = - Y^ 5iU», est toujours dans 
CJV(J) (fc) parce qu'elle est un element de la fermeture convexe de l'ensemble de vitesse 
{ u 1 ; . . . , u m } . 
Considerons maintenant deux P-particules (vi, s{) et (v2, s2) definies par 
vi = u — ain, (2.63) 
v2 = u + a2n, (2.64) 
si + s2 = g, (2.65) 
S1V1 + s2v2 = #u, (2.66) 
si Ki|2 + s2 |v2|
2 = ge (2.67) 
ou n G S2 est un vecteur arbitraire. Notre objectif sera de remplacer les m > 0 parti-
cules par ces 2 P-Particules de facon a conserver la masse, la quantite de mouvement et 
l'energie. Nous avons maintenant quatre parametres libres a1,a2,s1,52 pour atteindre ce 
but. On obtient: 
si + s2 = g, (2.68) 
siai = S2«2, (2.69) 
sia\ + s2al = g{e- |u|
2). (2.70) 
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Le choix le plus simple est bien sur (Illner and Rjasanow, 1994) 
5i = s2 = .g/2, (2.71) 
«i = «2 = y e — |u|2. (2.72) 
Meme si ces nouvelles vitesses n'appartiennent pas a la V-cellule, il reste que l'algo-
rithme applique successivement a toutes les particules generera au plus 2N(0) vitesses, 
c'est a dire deux fois le nombre de V-Cellules dans le V-Espace. 
2.3 Schema pour le probleme non-homogene 
Le probleme homogene en espace a ete traite dans la section precedente par l'approche 
proposee par Illner et Rjasanow (Illner and Rjasanow, 1994). On s'interesse ici au cas de 
1'equation dependant de 1'espace, 
di 
— (x,v,t) + v.V,f = g(f,f) , xeQ, (2.73) 
at 
f(x,v,0) = fo(x,v), xeQ, 
C.F, {x,t)edQx(0,T) 
pour un domaine d'espace Q C M3 et t € / = (0, T), base sur le modele aleatoire 
a velocites discretes. Les conditions aux frontieres C.F seront precisees dans la Sec-
tion 2.3.2.3. Nous nous interesserons ici au cas transitoire. L'objectif de ce chapitre est 
de presenter un schema d'approximation numerique par les modeles a velocites discretes 
pour le probleme dependant de l'espace de type (2.73). Le choix de discretisation de l'es-
pace de phase est d'abord decrit dans la section suivante, puis nous presentons brievement 
la methode numerique basee sur le splitting d'operateur, et enfin notre modele adaptatif 
sera formule. 
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2.3.1 Discretisation de l'espace de phase 
L'espace des phases associe au probleme de Boltzmann est un continuum. Les modeles 
a velocites discretes permettent de travailler dans un espace discret. Nous proposons 
quelques definitions. 
Definition 2.3.1. On dit qu 'un V-Espace V2 est une subdivision dans un V-Espace Vi 
(on ecrit V-Espace V\ C V2), si VVi G Vi, 3V2j,... V2k € V2 tels que 
k 
Vi = \J V2i, mats 4 (J V2j = %,i± j . 
i= i 
On dira alors que V2 est plus fin que V\ (ou V\ est plus grossier que V2). 
Definition 2.3.2. Un P-Espace adaptatif sur un X-Espace X et une suite de V-Espace 
Vi C V2 C . . . Vn, est un ensemble de P-Cellules P := {(X, Vi{X)) \VX e X, i(X) G 
{ l , . . . , n } } . 
L'idee de notre approche est resumee dans l'enonce suivant: 
Enonce 2.3.3. Soit X un XEspace et V un VEspace. Alors une approximation fapProx 
par modele de velocites discretes de f solution de (2.73) est donnee par la suite des 
fXi ._ fapprox\x 0ii fk
 i
 : = f
Xi(x, ffc) est homogene en espace sur laXCellule X». 
Le calcul se fait en deux etapes : un calcul sur V-Espace pour collision, suivi (puis) un 
calcul sur X-Espace pour transport. Illner et Rjasanow ont choisi un seul P-Espace et 
leur calcul est dans V-Espace uniquement. Mais a la difference d'eux, nous travaillons 
avec des P-Espaces adaptatifs. Nous allons utiliser un estimateur d'erreur a posteriori 
pour raffiner localement notre espace de vitesse. Nous decrivons dans la section suivante 
une methode de construction des fx'. 
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2.3.2 Methode de Splitting d'operateur 
Discretisons le temps en valeurs discretes tn, et designons par f"(x,Vi) une approxi-
mation de la fonction de distribution f(tn,x,Vi). Une methode simple de splitting en 
temps du premier ordre pour (2.73) est obtenue en considerant dans un petit intervalle de 
temps (tn, tn+1), tn+1 — tn — At, la solution numerique de l'etape l'etape de collision 
'homogene en espace' dans chaque XCellule Xt 
%(x,t) = Qn(li), 
~f(X,t) = f(x,t), 
(2.74) 
et l'etape de transport dans 1'espace entier X 
%(x,t) + vn§(x,t) = 0, 
f(x,t) = f(x,t + At), 
(2.75) 
Remarquons que la condition initiale de l'etape de transport est prise egale a la solution 
de l'etape de collision (en t + At). L'onde de densite est transports dans tout l'espace, 
et les collisions de particules sont effectuees localement dans chaque XCellule. On peut 
ecrire formellement 
f(x,v, t + Ai) = CAtf(x,v,t), (2.76) 
f (x, v, t + At) = TAti (x, v, t + At), (2.77) 
ou 7A( et CM sont les operateurs-solutions correspondant respectivement a l'etape de 
transport et a l'etape de collision. La valeur approximative au temps tn+l est alors donnee 
par : 
pn+l f (x ,v , i + A t ) -T A t oC A i f
n , (2.78) 
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Mentionnons, a titre indicatif, que Strang (Strang, 1968) a demontre que la symetrisation 
du schema (2.78): 
f n + 1 = C A t / 2 o T A t o C A t / 2 F \ (2.79) 
permet d'obtenir une discretisation d'ordre 2, pourvu que chaque etape est resolue avec 
une methode au moins du deuxieme ordre de precision en temps. Dans le cadre de 
nos travaux, nous utiliserons uniquement 1'approximation (2.78). Nous discutons des 
methodes numeriques pour les etapes de transport et de collision dans les sous-sections 
suivantes. 
2.3.2.1 Splitting de l'operateur de transport T 
Le probleme de transport (2.75) dans R3 peut etre ecrit en utilisant une forme d'operateur 
differentiel 
df 
-±{x,t) + Lf(x,t) = 0, L^LX + L2 + Lz, (2.80) 
ou Li = Vi-£r, Xi designe la coordonnee dans la direction i. En suivant l'idee de la 
methode de splitting, (2.80) est remplacee par le systeme d'equations (2.81), (2.82), 
Sfl + V„df- = 0 
at lan v, (2.81) 
/ 1 (x , t = nAt) = / (x , t = ( n - l ) A t ) , 
at ^ Vidxi u ' 
" i = 2,3 (2.82) 
f(x:,t = nAt) = f-1(xi,t = nAt), 
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resolu de 'maniere separee', le resultat de l'une de ces equations etant utilise comme 





Ann d'utiliser ce 'splitting' dans une methode numerique, nous remplacons simplement 
les operateur-solutions exacte Tt
Xi par les approximations 
7% - Kx&- (2-84) 
Mentionnons que si les H%t, i = 1,2,3, represented tous des approximations d'ordre p, 
alors la methode de splitting (2.83) sera aussi precise d'ordre p pour le probleme scalaire 
lineaire, puisqu'il n'y a pas d'erreur de 'splitting' introduite. 
Nous utiliserons le schema upwind pour resoudre numeriquement chacune des equations 
(2.81), (2.82), qui ont la forme d'une equation d'advection lineaire ID du type : 
3 du 
—u(x,t) + a—{u(x,t)) = 0, (2.85) 
at oz 
u(x,t = 0) = u0(x), 
ou a est une constante. Pour une discretisation d'espace {xi}i=i,...,M> le schema upwind, 
du premier ordre pour le probleme de type (2.85), s'ecrit 
~At—+ a—Kx—= °> {2M) 
ou u" = u(xi,tn). Ce qui peut se reecrire 
ur^u^l-a^+a^ut,, (2-87) 
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ou encore sous forme vectorielle 
U n + 1 - nit\J
n, (2.88) 
ou U n = (u™, u£ , . . . , ujf, )T et 7ix^t l'operateur discret. Des conditions de 'superposi-
tion', on a : u^ = 0, et alors le schema (2.87) devient 
< + 1 = < ( l - f ^ ) - (2-89) 
2.3.2.2 Operateur de collision C 
L'etape de collision (2.74) est un probleme homogene en espace sur chaque X-Cellule 
pour lequel nous utiliserons l'algorithme de Illner-Rjasanow (Illner and Rjasanow, 1994) 
tel que decrit dans le chapitre 2 et auquel nous appliquerons les conditions aux frontieres 
appropriees. L'approximation de collision est traitee sur chaque XCellule Xj, j — 1 , . . . , MXccii 
les unes independamment des autres. 
2.3.2.3 Conditions initiates et aux frontieres 
2.4 Adaptivite 
L'originalite de notre recherche reside dans cette section decrivant le modele adaptatif a 
velocites discretes. Bien qu'il existe des techniques simples pour adapter la discretisation 
de l'espace de vitesses dans des algorithmes spectraux, nous ne connaissons pas d'autres 
travaux qui offrent une maniere rigoureuse d'adapter la discretisation de l'espace des 
vitesses pour les modeles a velocites discretes. 
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2.4.1 Raffinement et Deraffinement 
Pour les besoins de notre implementation, nous introduirons un certain nombre de definitions 
utiles. 
Definition 2.4.1. On appelera operation de raffinement ('refinement') d'un V-Espace 
V\ I'operation qui consiste a le remplacer par un V-Espace V2 plus fin, Vi C V2. Par 
exemple en augmentant le nombre de cellules M' — 2dM oil d est la dimension de 
I 'espace. 
Definition 2.4.2. On appelera operation de deraffinement ('coarsening'), Voperation 
inverse i.e qui consiste a remplacer un V-Espace par un V-Espace plus grossier. 
Ces deux types d'operations seront appliquees lors de l'etape d'adaptation dans l'algo-
rithme. 
2.4.2 Algorithmes 




III Fonction main 
int main(int argc, char *argv[]) 
{ 
int n iter = 0; 
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PEspace distribution(argc, argv); 
Parametres_Temps *temps = &(distribution.para.temps); 
distribution.print( n_iter ); 
while((temps->present < temps->final)&&(n_iter < Max_iter)) 
{ 





temps->present += temps->dt,• 
n_iter++; 




Nous allons maintenant porter notre attention sur 1' etape Collision/Adaptation, dans la 
boucle de pas de temps, qui est le 'coeur' du modele adaptatif. 
2.4.3 Collision-Adaptation 
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L'algorithme pour cette etape est donne par 
Algorithme 2.4.1. 
Given : TOL > 0, Tolerance adaptative 
{XMX , VMV }. Maillage initial 
Atk , calcule au k—ieme pas de temps 
Begin 
Calculer TOL]. = (T
Atfc ) x TOL : Tolerance au k—ieme pas de temps 
For i = 1 , . . . , NbreXCellules 
Calculer TOLk t = TOLk X VclumeCelMeXi 
h'1 K VolumeEntier ' 
Calculer fapProx spatialement homogenepour chaque XCellule Xi de XMX 








Remarquons que l'iteration adaptative peut etre terminee (ou arretee) si le nombre total 
d'elements excede un maximum specifie ou si le temps courant (ou le pas de temps 
courant) est hors d'un intervalle de temps specifie. 
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Comme on peut le remarquer, l'algorithme adaptatif utilise un estimateur d'erreur. Nous 




ESTIMATION D'ERREUR A POSTERIORI DANS L1 ENTRE DEUX 
MODELES A VELOCITE DISCRETE 
3.1 Formulation du problemc 
Notre objectif est de mesurer la difference dans LJ(R) entre les solutions fn(x,t) et 
fm(x, t) de deux modeles a velocites discretes : 
8£(x,t) + vn$(x,t) = T,?d=1B%fi(x,t)fj(x,t),} 
fn(x,0) = fnfi{x), 
/TO(X,0) = fmfl(x), 
}n = l,...,N (3.1) 
}m = l,...,N (3.2) 
Ci-dessus, fn(x, t) et fn(x, t) representent la densite des particules avec vitesse vn a la 
position i G l a u temps t, et les fonctions fn,o(
x) et fm,o(%) representent les distri-
butions initiales. Les particules de type n se deplacent a une vitesse constante vn, vn et 
possedent une masse un, vn et les constantes B%, &% determinent les taux de production 
de particules de type noum suite a la collision de particules de type (i,j). Intuitivement, 
le modele (3.1) representera un modele approximatif de la dynamique d'un gaz rarefie 
et le modele (3.2) representera un modele plus precis qui tient compte d'un plus grand 
nombre de collisions possibles, et done modelise mieux la dynamique du gaz (N > N). 
Nous referons le lecteur a la Section 2.1.4 pour connaitre les conditions imposees sur B% 
et B^. On rappelle au lecteur que ces conditions sur les systemes hyperboliques (3.1) 
et (3.2) impliquent l'existence de solutions faibles, au sens donne dans la Section 2.1.4. 
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Qn(f)(x,t) := J2 ^M^,t)fj(x,t), 
ou f et f sont les vecteurs colonnes formes des inconnues /„ et fm. La forme compacte de 
l'operateur de collision Qn(i) et Qn(f) en terme des constantes Bj
k et Bjk sera pratique 
durant la demonstration du Theoreme 3.2.3. 
Pour simplifier le reste de notre presentation, nous nous servirons des notations 
£>1 = { l , . . . , J V } x { l , . . . , i V } , 
D2 = {N + l,...,N}x{l,...,N}, 
D3 = {l,...,N}x{N + l,...,xN}, 
D4 = {N + l,...,N}x{N + l,...,N}, 
D*k = {(i,j)eDk:i?j}, 
et les indices de sommation seront abregee de la maniere suivante : 
£(•)== E (•)• 
Dk (m,n)EDk 
Nous designerons par V 1'ensemble des vitesses autorisees pour le modele (3.1), V = 
{vi,..., v?j}, et V l'ensemble etendu de vitesses, V = {f)i,..., % } . Les seules hy-
potheses de comptabilites que nous utiliserons dans notre estime sont contenus dans la 
definition suivante. 
Definition 3.1.1. On dit que deux modeles a velocites discretes sont compatibles si N < 
N et vn = vn, vn — vn pour n = ! ,•••, N. On dira que ce modele est non-trivial 
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si N < N et il existe au moins une B^ ^ 0 quand (i,j) G { 1 , . . . , JV}2 mais k G 
{N + 1,...,N}. 
De la Definition 3.1.1 de compatibilite des vitesses, o n a V c V . 
Dans la section 3.3, nous verrons qu'il existe des modeles satisfaisant ces conditions mi-
nimales. Nous verrons, qu'en fait, il est possible de construire &£ comme une deforma-
tion continue de B%. Nous ne sommes pas au courant de l'apparition de cette definition 
de compatibilite de MVD dans les travaux d'autres auteurs, mais etant donne sa simpli-
cite, cette notion pourrait avoir apparu dans la litterature. 
L'objectif de ce chapitre sera done de comparer la distribution /„ a la distribution plus 
precise fm. Dans la section 3.2, nous presenterons le theoreme et sa preuve, du moins 
en prenant pour acquis trois identites techniques releguees dans 1'annexe 1.1. Dans la 
section 3.3 nous montrerons l'existence d'une tres grande famille de paires de modeles 
compatibles. 
3.2 Stabilitc, estimation d'erreurs et fonctionnelles 
Dans cette section, nous introduirons des fonctionnelles non lineaires, equivalentes a 
la norme L1, qui ont ete utilisees dans des travaux precedents pour controler la stabi-
lite de solutions differentes emanant du meme modele. Nous ferons d'abord un som-
maire de certains resultats importants disponibles dans la litterature avant d'introduire 
de nouvelles definitions qui nous permettrons de traiter la stabilite entre deux solutions 
de modeles differents. 
Dans ces travaux originaux sur la stabilite d'un modele a velocites discretes, Bony (Bony, 
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1987) a introduit la fonctionnelle non lineaire : 
N N . . 
2s( t ) = Yl X I / / s g n ( y ~~ x ^ U m _ VnJVmVn \fm{x)\ \fn(y)\dxdy 
iV jV r „ . 
= 5 Z £ / / lx<j,(wm - *un)i/mi/„ |/m(x)| |/„(j/)| dxdy 
m = i „=1 UK JR (3.3) 
l/m(a;)||/n(y)|dxdj/ 
JR Jm 
=: 2g } + Q% 
ou sgn(a;) egale —1 pour x < 0, 0 pour x = 0 et +1 pour x > 0. Remarquons que 
pour m, n tel que m > n, QB et Q y designent les potentiels d'interaction respecti-
vement,"avant" et "arriere" , entre les ondes de vitesses vm et vn. Pour simplifier les 
notations, nous ecrirons pour la suite de ce texte :f(x,t) = f(x). Bony (Bony, 1987) 
definit une quantite de production instantanee d'interaction A(/) par : 
N 
A(/)(t) = V / Wnfm(x)fn(x)dx (3.4) 52 VmVn 
,n=l j M 
m>n 
et etablit la proposition suivante, montrant l'uniforme integrabilite des termes transverses 
de la source. 
Theoreme 3.2.1. (Bony, 1987) Supposons que (3.1) satisfait les hypotheses (2.22)-
(2.28), et soit f, une solutionprovenant de la donnee initiate fo- Alors 
dQB(t) ^ , , 
dt 
oil vl = minm^n(um - vn)
2. 
< - 4^A( / ) ( t ) , (3.5) 
Ha et Tzavaras (Ha and Tzavaras, 2003), qui eux-meme ont ete influences par les travaux 
de Glimm (Glimm, 1965), Bony (Bony, 1987) et Liu-Yang (Liu and Yang, 1999), ont 
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introduit les fonctionnelles non lineaires CHT^) et QHT^) et W-HTii) suivantes : 
N 
£-HT(t) :=Y^ Urn \fm(x,t) - fm(x,t)\dx, ( 3 . 6 ) 
QHT{t) •= Y] / sgPiy - x){vm - vn)vmvnx 
(m,n)€Di 
\fm(x) ~ fm(x)\ (fn(y) + fn(y))dxdy ( 3 . 7 ) 
nHT(t) := CHT(t) + KQHT(t), (3.8) 
ou la constante positive K > 0 est a choisir. Les fonctions f et f designent deux so-
lutions "faibles" de probleme (3.1) repondant aux donnees initiales f0 et f0 respecti-
vement. CHT(t) mesure la distance L
1 entre f et f, tandis que QHT^) constitue une 
generalisation de la fonctionnelle Qs(i) de Bony. Q,HT{t) mesure les potentiels d'in-
teraction "vers l'avant" et "vers l'arriere" entre l'onde de densite / , et la pseudo-onde 
\fi — fi\ et entre l'onde de densite /, et | / — / j | . Introduisons la notation, 8i(x,t) = 
sgn(fi(x,t) — fi(x,t)). En utilisant des analogues de quantites de production instan-
tanee d'interaction A(/)(t) de la forme (Ha and Tzavaras, 2003), 
Mf, /)(*) •"= Yl / VmVn Um ~ f™\ (x)(-k + fn){x)dx, (3.9) 
Uf,f)(t):= E ["rnB™(l-^)\fn-fn\(x)(fn + fn)(x)dx, ( 3 - 1 0 ) 
A(/, / )( t ) := A(/ , /)d( t) + A(/,/),(<) (3.11) 
Ha et Tzavaras etablissent le resultat suivant d'analyse de L1 (M) stabilite pour le probleme 
(1): 
Theoreme 3.2.2. (Ha and Tzavaras, 2003) Supposons que (3.1) satisfait (2.22)-(2.28). 
Soient f et f deux solutions de (1) correspondant,respectivement, aux donnees initiales 
fo et f0 avec 11fo[Iz.
1 (K) + POHL^R) ^ 1- Alors, pour un choix approprie de K, lafonc-
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+c2Kd{fJ){t) < C2(| |/ | |L1(K) + ||/||LMR))A(/,/)(t), 
< - c 3 A ( / , / ) ( t ) . 
dt 
ou C\,C2, C2 et C3 sont des constantespositives independantes du temps. 
En analogie avec les definitions (3.6), (3.7) et (3.8) des idees de Ha et Tzavaras (Ha and 
Tzavaras, 2003), nous proposons d'etudier les fonctionnelles non lineaires C{i) et Q(t) 
suivantes : 
C(t) := d{t) + C2(t) 
N N 
= 5Z / Urn\fm{x,t) - fm(x,t)\dx + ^ lSm\fm(x,t)\dx, ( 3 . 1 2 ) 
m = l , ' R m=N+l ^ R 
Q(t) '•= y2 / sgn(y - x)(vm - vn)VmVn 
=JV+1 • 
(m,n)eD ' 
\fm{x) - fm{x)\ (/„(i/) + fn(y))dxdy. (3.13) 
Enfin pour une certaine constante positive M > 0, nous regarderons la fonctionnelle 
H(t):=C(t) + MQ(t), (3.14) 
qui est equivalente a la norme L1(R), ||f (•, t) — f(-, £)||Li(R). 
Les resultats precedents indiquent qu'il y a un equilibre entre l'augmentation de la fonc-
tionnelle CH et la perte du potentiel d'interaction QH. Nous tenterons de montrer des 
resultats semblables pour nos fonctionnelles (3.12) et (3.13), mais en se permettant de 
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ne pas controler le residu de la solution approximative, definit par la substitution de la 
solution approximative dans l'equation exacte (3.2), comme suit: 
Rm{{) := dtfm + vmdxfm - Qro(f) = Qm{{) - Qm{{), m = l,...,N, 
i?m(f) := -Q m ( f ) , m = N + l,...,N. 
(3.15) 
Nous definirons /* = 0pouri £ {N + 1,... ,N},etalors 
Rm(() = - Yl BZfifn m = N + l,...,N. 
Des fois, il sera utile de poser Qk{i) = 0 quand k € {N + 1 , . . . , N}. 
Dans nos calculs concernant 1'etude des variations des fonctionnelles non lineaires C, Q, 
et H en fonction du temps, nous utiliserons des analogues des coefficients de production 
d'interaction tels que introduits par Bony (Bony, 1987) (et repris par Ha et Tzavaras (Ha 
and Tzavaras, 2003)) qui auront, dans notre contexte, la forme suivante : 
A1(f,f)(i):= Yl f'Wn\fm-fm\{x)(fn + fn)(x)dx, (3.16) 
A2(f,f )(*):= E f^
S^(1-¥)x 
\fn-fn\(x)(fn + fn)(x)dx7 (3.17) 
A(f, f)(t) := Ai(f, f)(t) + A2(f, f)(t) (3.18) 
ou fk = 0 pour ke{N + l,...,N} . 
L'objectif principal de cet chapitre est de demontrer le theoreme suivant qui est une 
generalisation des Theoreme 3.2.1 et Theoreme 3.2.2 : 
Theoreme 3.2.3. Supposons que (3.1) et (3.2) verifient les hypotheses (2.22) - (2.28) 
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et soient f, f les solutions des equations (3.1) et (3.2) pour les donnees initiales f0, fo, 
avec ||fo||i,i(]R) + HfolU^K) ^ 1 • Alors, pour un choix approprie de M dans (3.14), la 
fonctionnelle H(t) est decroissante, et on a : 
d ^ + A2<C1A1 + n(f), (3.19) 
^ + 2v2M < ||f + f||11(R) (C2A + C31Z(i)), (3.20) 
^ < - ( 7 4 A + C57l(f), (3.21) 
OW 
ft(f) := J I h™ \Rm(f)\ (x)dx, (3.22) 
m=l • 7 R 
e? C ,̂ C2, C3, C4, C5 5£>«? sfes constantes positives qui ne dependent que de fo, fo, -B̂ f, 
5^ , tfes vitesses et des masses, mais pas de f. 
Puisque la fonctionelle H est equivalente a la norme L1, le Theoreme 3.2.3 peut etre 
traduit en un resultat d'estimation d'erreur a posteriori. Le corollaire suivant constitue la 
forme naturelle de notre resultat principal. 
Corollaire 3.2.4. Sous les memes conditions que le Theoreme 3.2.3, on a pour tout T, 
| | f ( ,T ) - f ( . ,T ) | | L l ( R ) <C\\{0-{0\\LHR) + C f
Tn({)(T)dr, 
Jo 
ou C, C sont des constantes positives independantes de f et f. 
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Remarque 3.2.1. Ce corollaire est enonce dans une forme directement utilisable en 
calculs dans un algorithme adaptatif. En effet, pour des modeles de mimes conditions 
initiales, on a I 'estimation donnee par 
Erreur « C / | |^(f)| |Ll(Kx[0iT]), (3.23) 
oil C est une constante a determiner. 
Afin de demontrer le Theoreme 3.2.3, nous etablissons les resultats intermediaires sui-
vants : 
Lemrae 3.2.5. Supposons que (3.1) et (3.2) verifient les hypotheses (2.22) - (2.28) et 
soient f, f les solutionsprovenant des donnees initiales fo, fo pour les equations (3.1) et 
(3.2) respectivement. Alors 
{Qi(i)-Qi{f)){x)8i{x)= J2 B?
nj-\fm-fm\(x)(fn + fn){x) 
(m,n)eD* m 
" - S 
n=l °n 
N N .. 
E E ^ ' r |/» - fn\ (*)(/n + J„)(X) 
i=l „=1 °n 
= Y, ^r(| i-l)|/n-/n|(x)(/n + /„)(x)<0 (3.25) 
(i,n)eD* 
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J > i - Vj)m E A""/ |/n - fn\ (*)(/„ + /„)(X) 
i=l n=l ° n 
= £ («i-«j)^B?"(^-l)x 
(i,n)eD* n 
\fn-fn\(x)(fn + fn)(x) (3.26) 
o« fk = Opour ke{N + l,...,N}et5i = 8x(x). 
Demonstration. La preuve complete est differee a la section 1.1. • 
Lemme 3.2.6. Supposons que (3.1) et (3.2) verifient les hypotheses (2.22) - (2.28) et 
soient f,f les solutionsprovenant des donnees initiales fo, fo, pour les equations (3.1) et 
(3.2) respectivement. Alors C\(t), C2(t), Q(t) verifient: 
dC.it) N * 
dt E f fiRiWite + E / (^»(
f) - Qn(i))Sidx (3.27) 
dC2(t) 
N r 
= E / ^On(f)sgn(/0dx (3.28) (it 
i=iV+l 
+ E (V™~ vn)2VmVn \fm- fm\ 0*0 (/n + /n)(x)da; 
'-n,n)£D * 




(fn + fn)(y)dxdy (3.29) 
ot) /fc = Opour ke{N + l,...,N}. 
II existe des identites analogues pour Q~(t) si Von remplace tx<y par ly<x. 
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Demonstration. Nous commencerons avec la preuve de l'identite (3.27) pour C\{t) : 
N 
m = l,...,N A O ) : = Yl / Um\fm(x,t) - fm(x,t)\dx 
m=lJm 
En partant des equations (3.1) et (3.2), 
dtfi(x, t) + Vidxfi(x, t) = Qi(i), 
dtfi(x,t) + Vidxfi{x,t) = Qi(f), 
en ignorant la dependance sur t, et en utilisant Si = sgn(/* — /»), on montre aisement 
que 
dt \fi{x) - fi(x)\ + vA \fi(x) - fi(x)\ = (ft(f) - Qi{f))5u (3.30) 
N N N 
i=l j= l i=l 
On integre alors la premiere de ces equations pour obtenir 
d N f - f N 
TfYl /
Vi \^x"> ~ f*(x)\dx + / ^ Y2v%Vi 1-^) ~ f ^ l ^ 
N 
= Y] / Ui{Qi({) - Qi(i))5idx. (3.31) 
i= i J R 
Le deuxieme terme disparait car les fa, fi sont lisses et dans Lx (R). Grace a la definition 
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V / Vi(Qi(f) - Ql(i))8tdx 
8 = 1 
N 
t = l 
N 
Qi(f) - Qtf) + QiCE) - Qiif) 5 Ax 
 , N . 
Qi(f) - &(f) <5,dx. 
On demontre maintenant l'identite (3.28) pour £2(0 definie par 
N f m = N + 1,...,N. 
m=JV+l 
On definit <5j = sgn(—/j) pour i G {AT + 1 , . . . , AT}. En multipliant 1'equation (3.2) par 
5i, on obtient 
dt \fi(x)\ + dxVi \fi{x)\ = -Qi(f)8i, 
N N N 
dt ^ i>i\fi(x)\ + dx 5Z PiVi\fi(x)\ = ~ Y2 UiQi(f)5i-
i=N+l i=N+l i=N+l 
En integrant par rapport a la variable d'espace x, et en utilisant encore le fait que f est 









J2 / PiQi(i)Si6x. (3. 
32) 
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Finalement, on demontre l'identite (3.29) du Lemme 3.2.6 pour Q+(t) : 
Rappelons que Q(t) := Q+(t) + Q~(t) ou 
Q+(t) = V / / W « \fm(x) - fm(x)\ (fn{y) + fn{y))dxdy 
D JmJw. 
En partant des equations (3.1), (3.2) et 
dt \fm - fm\ (x) + vndx \fm - fm\ (x) = (Qm{{) - Qm{t)){x)5m 
et en utilisant les identites dxtx<y = —5(x — y), dytx<y = +S(x — y) et dtlx<y — 0, 
alors on montre aisement que pour (m, n) € Z), 
^ ( l i < j / \fm ~ fm\ (x)fn(y)) + K A + Vndy)(lx<y \fm - fm\ (x)fn(y)) 
+ (vm - vn)5{x - y) \fm - fm\ (x)fn(y) 
Lx<y (Qm(f) " Qm({))(x)Smfn(y) + \fm - fm\ (x)Qn(f)(y) (3.33) 
En se servant de cette derniere equation, et en effectuant des calculs semblables a partir 
du produit de (3.1) et (3.2) par (vm — vn)umPn, on obtient 
dtl Yl (Vm ~ Vn)UrnVnlx<y \fm - fm\ {x){fn + fn)(y) J 
^ (m,n)eD ' 
+ YL (vm-vn)PmDn(vmdx + vndy)llx<y\fm-fm\(x)(fn +fn)(y) 
(m,n)eD ^ 
+ X I (vm-Vn)
2VmVn8(x-y) \fm-jm\ (x)(fn + fn)(y) 
{m,n)eD 
= ^-x<y / _, \Vm ~ 'Vn)VmVn 
(m,n)eD 
+ lx<y ^ {Vm - Vn)PmVn \frn~ fm\ (x) (Q„( f ) + Qn(f)) (y) 
(m,n)eD 
(3.34) 
Nous prendrons le temps de montrer que le deuxieme terme a droite de (3.34) est nul 
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grace a la conservation de masse et de quantite de mouvement. On peut separer le dernier 
terme de la maniere suivante : 
\fm-fm\ (x)(Qn(f) + Qn(f))(y) (3.35) 
= {vm - Vr)vmVn | / m - fm\ (x)Qn({)(y) 
+ vmvmvn \fm - fm\ (x)Qn(t)(y) \fm ~ fm\ (x)Qn(f)(y) 
En reorganisant les deux derniers termes, on observe 
^ VmVmVn \fm - fm\ (x)Qn(f) = ^ ^mMm, \fm ~ fm\ (x) ] P VnQn(f) 
(m,n)eD m n 
--0 
par conservation de masse, et 
y] VnVmVn | / m - fm\ (x)Qn(f) =^2^m \fm - fm\ (x) ^ VnVnQn(f) 
(m,n)€D m n 
--Q 
par conservation de quantite de mouvement. Un calcul semblable suffit pour montrer que 
1x<V X ] (vm-Vn)vmVn\fm- Jm\{x)Qn(f)(y) = Q. 
(m,n)eD 
En conclusion, apres integration de (3.34), le deuxieme terme a gauche est nul car f, f € 
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L1 (R), et il ne reste que 
/ / / j &x<y\Vm ~ Vn)Vmi>n \fm{x) - fm{x)\ {fn{y) + fn(y))dxdy 
+ / E (vm-vn)




*-x<y / J \Vm ~ VnjVmDnX 
(m,n)eD 
(Qm(f) - Qm(i))(x)8m(fn + fn)(y)dxdy 
Les preuves pour les identites en ty<x sont identiques. • 
Lemme 3.2.7. Sous les memes hypotheses que le Theoreme 3.2.3, on a 
dC(t) " * * 
+ / £ X > A " n ( l - I " ) \fn - fn\ (X)(fn + fn)(x)dx 
^K <=1 „=1 ° n 
= / E E ^ r n T i | / m - / m | ( x ) ( / n + / n ) ( x ) d i ; 
i=l (m,n)€-D* 
JV -
^ / j / ^ f ^ d x (3.36) 
i=I 
ou fk ~ 0 pour k £ {N + 1 , . . . , N} et le deuxieme terme a gauche de I'egalite (3.36) 
est posit if. 
Demonstration. Le point de depart est le resultat (3.27) du Lemme 3.2.6, 
dC.it) N ' 
dt 
j v „ jv « 
V / ^(f)<5,dx + V / (Qi(f) - Q«(f))^dx 
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^2 [ ViQi{f)5i< 
=N+1 ^ K 
 r 
E / -*i{QiV) -Qiityhdx 
N 
i=N+l 
ou on a utilise —z^Qj(f) sgn(/j) = i/j.Rj(f )5j pour i e {TV + 1 , . . . , TV}. La somme des 
egalites ci-dessus donne 
, N N 
a JCi(t) + C2(t)) = V ! ViRiftSidx + V / (Qtf) - QiitySidx. (3.37) 
at .=1 JK .=1 J M 
Nous utiliserons maintenant l'identite (3.24) du Lemme 3.2.5 
{Qt({)-Qi(f))(x)5l= Y, Br^\fm-fm\(x)(fn + fn)(x) 
JV _ c 
+ Y , B r ^ \ f n - fn\(x)(fn + fn)(x), 
n=l ° n 
pour ecrire le deuxieme terme de (3.37) de la facon suivante : 
* f -
J2 / Pi{Qi(i) - Qi(i))5tdx 
N . N c 
= E / ^ E BrT-\fm-fm\(x)(fn + fn)(x)6x 
N » N r 
+ E / * E ^ " n / l/« - /»l (*)(/« + /n)(*)d*. (3.38) 
En utilisant la conservation de la masse 0 = J2i=i,ijtn ^iB™ + vnB™, alors on peut 
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reecrire le deuxieme terme de (3.38) de la maniere suivante : 
N „ N j . 
E / *•  E ^ni \f* - f*\ (x)(/»+?^dx 
i=l " ' E n = l n 
= / E hBrY\fn-fn\{x){fn + fn){x)dx 
+ / £ P„£™ |/„ - /„| (x)(/n + fn)(x)dx 
= / E ^ " n | i | / n - ^ | ( x ) ( / n + / n ) ( x ) d x 
^ (i,n)€l>* ^ 
» JV x JV v 
- / E E ^ I'" - /"I (XX/» + /n)(x)dx 
J* „ = 1 V i = 1 / 
= / E ^ r ( | 1 - l ) | / n - / n | ( x ) ( / r l + / r l ) ( x ) d x . ( 3 . 3 9 ) 
En conclusion, l'identite (3.37) se reecrit, a l'aide de (3.38) et (3.39), sous la forme 
dC(t) 
£ f ViBT{l ~ T) \fn ~ fn\ ( * ) ( / * + fn)(x)dx 
J2 E f BrnT-\fm-fm\(x){fn + fn){x)dx 
i=l (m,n)eD* JR °m 
N 
+ J2 / ViRi(f)6idx. (3.40) 
(»,n)er>* 
iV 
Le deuxieme terme a gauche est positif car vt, B"
n, 1 — f- et les densites sont positives. 
• 
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3.2.1 Preuve de Theoreme 3.2.3 
Pour des raisons de clarte de l'expose, nous presentons une preuve en trois etapes. 
Etapel : Preuve de (3.19) 
En utilisant le resultat (3.36) du Lemme 3.2.7 (ou le deuxieme terme a gauche est posi-
tif), et en tenant compte des definitions de Al5 A2, et 1Z donnees respectivement par les 
equations (3.16), (3.17) et (3.22), on deduit l'inegalite 
^ + A 2 <C 1 A 1 + ^(f ) (3.41) 
ou C\ = X^=i X](m n)eD* v 'P
 e s * u n e constante positive independante du temps et de 
la fonction f. 
Etape 2 : Preuve de (3.20) 
On ne traitera, ici, que les calculs de Q+, mais les calculs pour Q~ sont semblables. 
Nous rappelons au lecteur le resultat (3.29) du Lemme 3.2.6 ou Ton definit fk = 0 pour 
k€{N + l,...,N}: 
—j- + y ^ {vm- Vn)
2vmvn \fm - fm\ {x)(fn + fn)(x)dx (3.42) 
dt , ,rr,Jn 
{m,n)eD 
= ^2 ^-x<y(vm-vn)Vmun(Qm(i)-Qm(f))(x)8mx 
(/n + /n)(y)dxdy 
Le deuxieme terme a gauche de l'equation (3.42) est clairement positif et on a 
y~l (vm- vn)
2vmvn \fm - fm\ (x)(fn + fn)(x)dx > u»Ai(f, f) 
, ~ ; n J i (m,n)ED 
ou vl = mki(n>m)e£)* (vm — vn)
2 et Ai est defini dans l'equation (3.16). 
Quant au terme a droite de (3.42), on peut ecrire 
(m,n)eD 
(Qm(f)-Qm(f ))(*) + 
(Q m ( f ) -Q m ( f ) ) (x) (fn + fn)(y)dxdy 
1x<y X I (V™ - Vn)vmVn{Qm{i) - Qm{f)){x)&m* 
(m,n)ED 
(/n + /n)(y)dxdy (3 
+ / 1x<y ^ (Vm~ Vn)VmVnRm(f)(x)8m(fn + fn)(y)dxdy 
-*R '^R (m,n)eD 
:=A + B, 
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On utilise l'identite (3.24) du Lemme 3.2.5 pour traiter A de la maniere suivante 
A = (Om(f) - Qm{f))(x)Sm(fn + fn)(y)dxdy 
{m,n)eD 
dxdy n l i < j ^(fn + fn)(y) E ^ m ~ Vn)^m^n{Qm(i) ~ Qm(f)){x)6.. - - n L m 
= £ / ( / n + /»)(v) E ( 
n ^M L m 
/l«<» E ^ ¥ | / j - £ | (*)(/«+ /*)(*) 
(i,j)€D* 
N 
+ T](Vm - Vn)un E / l^y^m^X
1 \fi ~ /* 
Ensuite, on applique (3.26) sur le deuxieme terme et on trouve 
-fi\(x){fi+mx) dxdy 
E/(/«+/»)(y)x 
j-x<y(̂ m - v„)umPnB
l^(-^ - 1) |/j - / j | (x)(/i + /j)(x)da;dy 




E / * • 
.-. n i l 
^m \Bm\ 
(m,i)€D* ' 
<||f + f||L1(R)-Cl.A2(f,f) 
\fi-fl\(x)(fi + fi)(x)dx 
(3.44) 
ou ci = sup(m n)€D,{l
um - un| i/n}, et ou on a definit 
if+f IUMK) = E 1 1 - ^ + -^iiLi( 
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On traite 1'autre terme comme 
n ^ M 
E ^ m - vn)umDn j lx<y E Bmj: \fi - fj\ (
x)(fi + fi)(x)dxdy 
n ^ R 
/ Jx<» E Y (vm ~ Vni^^UiVjB^-Y \fj - fj | (»)(/< + /i)(x)dxdy 
<Y f^ + f ^ d y x I E c2^j^|/J-/j|(x)(/l + /,)(x)dx 
(i,j)6Z3* 
<| | f+ f||ii(R).c2.A1(f,f) (3.45) 
ouc2 = max(i)i);„{ETO K - vn\ ^ \S%\}. 
On traite B de la facon suivante : 
B = ^<y E (vm ~ vn)vmvnRm{f){x)&m{x){fn + fn){y)dxdy 
(m,n)eD 
dxdy = / £ ( / . . + / n ) ( y ) E / 
{vm - vn)vmunRm{i){x)5r) 
JR n L m JR 
< / " E ^ + ^ ^ ^ ^ - E [ *n\Rm(t){x)\dx 
<||f + f|U1(«)
c3^(f) (3-46) 
ou c3 = max(m]„)eL){|fm - vn\ vn}, et 7^(f) est defini en (3.22). 
On resume les resultats ci-dessus sous la forme de l'inegalite : 
A + B < c4||f + f ||Li(R)A(f, f) + C3||f + f |Ux(R)ft(f), (3.47) 
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ou c4 = max{ci, C2} est positif, independant du temps et de f. 
II serait possible d'effectuer un calcul semblable pour obtenir une bome du terme Q~ (t) 
(Q+(t) avec lx<y remplace par ty<x). En prenant la somme des bornes obtenues pour 
^ e t ^ , o n o b t i e n t 
^ + 2^2A1<c4||f + f||Ll(R)A 
+ c3||f + f||Li (H)^(f) 
<||f + f||Ll(R)(c4A + C3ft(f)) (3.48) 
Etape 3 : Preuve de (3.21) 
En partant des resultats precedents, on peut ecrire 
dU{t) = dC(t) | MdQ(t) 
dt dt dt 
< [ - 2vlM + d + Mc4||f + f |Ui(K)] Ai(/, /)(*) 
+ [ - l + Mc4||f + f|Ui(R)]A2(/,/)(t) 
+ [l + Mc3||f + f| |Ll (K)]^(f). (3.49) 
Si la masse L1 des deux solutions est suffisamment petite, 
||f + f ||L1(R) < 2vl (3.50) 
alors en choisissant M dans l'intervalle non vide 
0 < ^ 1 irFTTii < M < „f An > (
3-51> 
2v* - c 4 | | f + I| |LI(K) c4||t +t||z,i(R) 
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il exite un coefficient positif c& > 0, tel que 
^ < -C6A + [1 + MC3||f + f||Ll(K)]^(f) 
ou le coefficient du residu est positif. Si nous prenons pour M la valeur maximale M = 




3.3 Realisabilite de modeles compatibles 
Sachant que notre objectif est d'utiliser le modele (3.1) en tant qu'approximation de 
(3.2), il est raisonnable d'imposer certaines contraintes de compatibilites additionnelles, 
au-dela de celles dans la Definition 3.1.1. Nous remarquons que la preuve du resultat 
principal ne necessite pas les resultats de cette section, neanmoins nous les presentons 
afin de traiter le probleme fondamental de la non-trivialite de nos hypotheses. 
On rappelle au lecteur que les probabilites de transitions p^t determinent entierement le 
MVD a l'aide des relations (2.5). 
Definition 3.3.1. On dit qu 'un MVD (3.2) est une extension de (3.1) si (3.1) et (3.2) sont 
compatibles et si Bl£ = B1^ sii,j,ke{l,..., N} mais k ^ i,j. 
Nous etablissons, sous certaines conditions, la realisabilite de modeles etendus compa-
tibles grace au lemme suivant. 
Lemme 3.3.2. Soit un modele de collision discrete {p1^} satisfaisant les conditions (2.5) 
associees aux particules ayant des vitesses vn et des poids vn, n = 1 , . . . N. Soient 
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{t>7v+i,.. .Vft} et J-'JV+I, • • • UN des ensembles etendus de vitesses et de particules. Pour 
tout choix des constantes Ay et fi^( satisfaisant 
(i) 0 < A « < 1 , V ( t , j ) € D i 
(n) 0 < n ^ < l , 
n'i - cy* - o^ 
(ra) fi^ = 0 sin^ m 
(iv) 3{i,j), (fc, Z) te& tf«e ̂  ^ 0, A^ ^ 0, 
(v) Qk\ = 0 sz (2.3) ow (2.4) «e sontpas verifiees pour v et v, 





( 1 - A * > j j si(k,l) = (i,j), 
%1 
Pki si(k,l)eD\{(i,j),(j,i)}, 
si (fc, l)€D\ Dx, 
Pki := \ 
( l - A ^ ) i si(i,j) = (k,l), 
Sous ces conditions, les pk\ forment un modele a velocites discretes compatible et non-
trivial pour les vitesses et les masses vn, vn. 
Demonstration. Pour verifier la condition (i) de (2.5), on utilise les definitions (a) et (b) 
83 
de Lemme 3.3.2. On a 
E PM 
(k,l)eD 





= (i-A«)pg+ E $1 + ^4 
(k,l)EDi 
(k,l)^(i,j) 




Dans le cas ou (i, j) e Dx, on peut utiliser la relation (a) de Lemme 3.3.2 pour simplifier 
(3.52) 
E ^i=4-^4+ E piji + ^pp 
(k,l)eD (k,l)eD1 
{k+mui) 
E PS = I-
(k,l)eDt 
Un raisonnement similaire permet de traiter le cas (i, j ) ^ L>i. 
Pour verifier la condition (ii) de (2.5), on utilise les definitions (a) et (6) de Lemme 3.3.2. 
II suffit d'observer que tous les termes A'J, VLk\, p^ apparaissant dans la definition de p\\ 
permettent la permutation des indices i,j. Le parametre p\\ est done egal a $k\. De meme 
on peut verifier que (iv)-(vi) sont satisfaits. 
Quant a la condition (Hi) de (2.5), on remarque que si (i, n) 6 D h alors p ^ = p
1^ = 0, 
quand n ^ m, et de plus si (i, n) G D\ Dx, p
1^ = Am|fi™j = 0, quand n ^ m. O 
La construction decrite dans le Lemme 3.3.2 est particulierement riche, au sens que les 
parametres Xlj e [0,1] sont tout a fait arbitrages, contrairement aux coefficients Q^ qui 
controlent l'ensemble des collisions dans le modele etendu qui n'etaient pas considered 
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dans le modele original. Ces parametres Ay nous permettent de construire une famille 
de dimension (^) d'ensembles de modeles compatibles. La compatibilite est continue 
et uniforme au sens du corollaire suivant 
Corollaire 3.3.3. Si tous les Ay —• 0, 
Alors 
UJ I P% si{i1j),(k,l)^D1 
Pki - " < 
0 sinon. 
Deplus, pour tout (k, I) et (m, n) ^ (i, j) et \lj / 0, 
Pki 
ymn 
est independent de AZJ. 
Demonstration. Ceci est une consequence immediate de la construction de p1^ proposee 
dans leLemme 3.3.2. • 




Nous avons construit, dans le Chapitre 3, une estimation d'erreur a posteriori pour les 
modeles a velocites discretes ID pour l'equation de Boltzmann, et nous en avons fourni 
une preuve mathematique formelle en considerant deux modeles MVD compatibles : 
un modele grossier et un modele fin. L'objectif de ce chapitre est de presenter des 
experiences numeriques effectues sur ordinateur qui confirment la validite de l'estima-
teur d'erreur a posteriori propose au Chapitre 3. Rappelons que l'estimateur d'erreur 
a posteriori que nous avons construit s'applique particulierement au cas de projection 
ID de modeles multi-dimensionnels. Nous choisissons d'etudier ici par des calculs sur 
ordinateur la projection ID de modeles MVD coplanaires (2D) formes d'ensembles de 
vitesses discretes toutes dans un meme plan. Dans la Section 4.1, nous decrivons concre-
tement les deux modeles MVD compatibles (au sens donne au Chapitre 3) (grossier et 
fin) utilises pour nos exemples. Le regime d'ecoulement de gaz etudie, dans ce present 
contexte d'experiences numeriques, sera ensuite decrit dans la Section 4.2. Les resultats 
sont presentes et analyses dans la Section 4.3. 
4.1 Projection de modeles MVD 
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Modele grossier 2D 
Le modele grossier 2D consiste en N = 9 vecteurs vitesses u^ (i — 1 , . . . , 9) dermis 
(figure 4.1-(a)) par : 
U! = (1,0), u2 = (0,l), u3 = - u i , u4 = - u 2 , u5 = (0,0), 
u6 = ( l , l ) , u7 = ( - l , l ) , u8 = - u 6 , u9 = - u 7 . 
Dans ce modele, on peut facilement identifier les trois types de collisions non-triviales 















<-> (2 , 4) 
<-> (5 , 6) 
<-> (5 , 7) 
<-> (5 , 8) 
<-> (5 , 9) 
<-> (1 , 7) 
<-> (1 , 8) 
<-> (2 , 9) 
<-> (2 , 8) 
<-> (7 , 9) 
Dans nos applications numeriques, il est tout a fait raisonnable de prendre ax = a2 




FIGURE 4.1 (a)Modele grossier et (b)Modele fin. 
Modele fin 2D 
Le modele MVD fin que nous considerons est constitue par l'ensemble des vecteurs 
vitesses Ei7 = {ui... un} (figure 4.1-(b)). Les collisions non-triviales pour ce modele, 
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( 1 1 , 
( 1 2 , 
( 1 3 , 
( 1 4 , 
( 1 4 , 
( 1 7 , 
( 1 4 , 
( 1 5 , 
1 2 ) 
1 3 ) 
1 0 ) 
1 6 ) 
1 2 ) 
1 2 ) 
1 3 ) 
1 3 ) 
< - > 
< - > 
< - > 
< - > 
< - > 
< - > 
< - > 




( 1 5 , 
( 1 5 , 
( 1 6 , 
( 1 1 , 
( 1 1 , 
1 5 ) 
1 6 ) 
1 7 ) 
1 7 ) 
1 0 ) 
1 0 ) 
1 7 ) 
1 6 ) . 
L'ecriture des equations et des coefficients B^ en 2D s'effectue comme dans le cas 
grossier. 
Modeles en projection ID 
Pour les calculs numeriques de validation de l'estimateur d'erreur, nous consideions les 
modeles MVD en une dimension obtenus par projection orthogonale ProjD des modeles 
En et Eg dans la direction D = (1,1) (figure 4.2). On notera les ensembles de vitesses 
E' = ProjD(E9) et E" = ProjD(£'i7). Ces nouveaux ensembles sont formes respective-
ment de 6 et 11 vitesses. Connaissant les coefficients B% et B%1 pour les modele 2D, on 
applique un precede approprie de correspondance, dont le principe est schematiquement 
represents par le diagramme (figure 4.2), pour construire les coefficients B% et B^ pour 
les modeles ID associes. Nous ne decrirons pas ici les details de 1'implementation de 
la construction des coefficients B% et B%. II est neanmoins important de mentionner 
que les coefficients B associes a des collisions qui pompent les particules de 1'ensemble 
reduit de vitesses vers l'ensemble etendu de vitesses sont ponderes par un parametre 
0 < A < 1. Le parametre A peut etre interprete comme un coefficient de fuite. Lafuite 
est reduite lorsque A est petit. L'on retrouve ce parametre dans la Section 3.3. Si les 
conditions initiales ne contiennent que des particules avec des vitesses dans E', alors les 
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FIGURE 4.2 Projection ID des modeles grossier et fin dans la direction D = (1,1) : 
nomenclature de correspondance de vitesses. 
coefficients B% avec V{, Vj € E' et Vk € E" controlent le taux de production de particules 
avec vitesses dans E'. Comme dans la Section 3.3, nous avons decide de rendre tous ces 
coefficients proportionnels a A e [0,1]. La fuite des particules du modele grossier sera 
alors, en partie, controlee par le coefficient de fuite A. 
4.2 Experiences numeriques 
Nous considerons le probleme homogene en espace pour lequel les deux modeles MVD 





/n(0) = /„. .0) 
>n = L . . . . 6 (4.1) 
d~k(t) Qm&f) 
>m = l , . . . , l l 
/m(0) — /m,0) 
(4.2) 
Nous considererons des distributions initiales f0 = (/n,o)n=i,...,6 et f0 = (/m,o)m=i,...,ii 
formees par un 'melange' de deux distributions gaussiennes 
/o(u) = A)[exp(-u2/2) + exp(-(u - l)2/2)], 0 < A0 < 1, (4.3) 
/i,o = fi,o = /o(^i) pour i = 1 , . . . , 6 et / i )0 = 0 pour i > 6. Pour ce choix de distribution 
initiale, la masse totale de densite initiale 11 fo 11 L1 (E) +11 fo 11 n (R) est proportionnelle a A0 et 
peut etre controlee facilement dans notre programme de calculs. La solution numerique 
du probleme est consideree durant un intervalle de temps [0, tfinai] avec M le nombre 
de pas de temps utilise. Le temps final tfinai est choisi assez grand pour que le systeme 
atteigne un etat d'equilibre. La quantite d'interet (suggeree par le Corollaire 3.2.4) pour 
nos tests est le rapport 
T]\--
Jjll«(f)ll(r)d7 
I f - f l 
(4.4) 
LH 
ou a chaque pas de temps t, (0 < t < tfinai), la norme L\ de la difference f — f, 
I f - f l El/*-/«!(*) (4.5) 
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et l'integrale du residu /„' ||i2(f)||(r)dT, avec ||i?(f)|| = ^ |Qi(f, f) - 0*(f, f)|, sont 
numeriquement evalues sur [0, t] en utilisant la mefhode regie de Simpson 1/3 d'ordre 
4 (Fortin, 2001). En effet, d'apres le Corollaire 3.2.4 si les conditions initiales sont les 
memes, l'estimation d'erreur est donnee par 
| | f ( . ,T)-f( . ,r) | |L 1 ( R )<c' | |^(f) | |L 1 ( E x [ 0 ,T ] ) . 
En divisantpar ||f(., T) — f(., T)||ii(K), on voit que -q = 1/C". Cette quantite est appelee 
indice d'efficacite (Bangerth and Rannacher, 2003). Dans notre experience, nous avons 
choisi d'integrer les systemes differentiels ordinaires (4.1) et (4.2) en utilisant le schema 
Runge-Kutta d'ordre 4 (Fortin, 2001) avec pas de temps At = J^L. 
4.3 Analyse des resultats 
Les resultats des calculs numeriques sont illustres dans les Figures 4.3- 4.4. La figure 4.3 
donne les graphes r\ en fonction du temps pour differentes valeurs de masse densite 
totale initiale A0 et a valeur fixe de A = 0.125. La figure 4.4 represente les graphes r\ 
en fonction du temps pour une valeur fixe de A§ et differentes valeurs de A = 1.0, 0.5, 
0.25, 0.125, 0.0125. On peut remarquer que le rapport rj depend effectivement de A et de 
AQ, i.e de la masse densite totale initiale ms0. On peut observer que lorsque A et A0 sont 
suffisamment petits, le rapport rj est pratiquement constant (autour de 1) dans le temps. 
Rappelons que les conditions A <C 1 et mso <C 1 sont des conditions dans l'enonce du 
Theoreme 3.2.3. Ces resultats (ci-dessus) confirment ainsi par le calcul sur ordinateur 
que lorsque A Ĉ 1, ms0 <S 1 sont verifiees, le rapport rj est borne (pratiquement constant 
ou tend vers 1). L'estimateur d'erreur a posteriori propose au chapitre 3 est valide dans 
le cas simple du regime de gaz homogene en espace. 
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temps (u.a.) 
10 
FIGURE 4.3 Graphes 77 en fonction du temps, pour A = 0.125 fixe, et a differentes valeurs 
de masse densite totale, A> = (a) 1.0, (b) 0.1, (c) 10"2,10-3,10-4. 
2 4 6 8 
temps (u.a.) 
10 
FIGURE 4.4 Graphes rj en fonction du temps, pour A0 = 0.01 fixe, et a differentes valeurs 
de A - (a) 1.0, (b) 0.5, (c) 0.25, (d) 0.125, (e) 0.0125,0.00125. 
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CONCLUSION 
De nombreux secteurs de l'ingenierie font intervenir des gaz rarefies, tels que la re-
rentree atmospherique de navettes spatiales, les micro-composantes mecaniques pour 
les fluides, dont la comprehension au niveau microscopique peut etre modelisee par 
1'equation de Boltzmann. Dans certains regimes d'ecoulement, 1'approximation de la 
dynamique de gaz par les equations de la mecanique continue (Euler ou Navier-Stokes) 
n'est pas appropriee et il s'avere necessaire de resoudre l'equation de Boltzmann soit 
analytiquement soit numeriquement. Pour les modeles physiques interessants des inter-
actions interparticules, il s'avere quasi impossible de resoudre analytiquement l'equation 
de Boltzmann et alors Panalyse numerique joue ici un role important. Le choix de 
methodes numeriques erficaces et moins couteuses en temps de calcul et espace memoire, 
s'avere utile : des gains considerables peuvent etre realises si Ton dispose d'algorithmes 
adaptatifs bases sur des estimateurs d'erreurs rigoureux et efficaces. 
Les methodes d'approximation numerique basee sur les modeles a velocite discrete sont 
bien appropriees pour l'equation de Boltzmann. Ces modeles ont ete etudies depuis 
longtemps en theorie cinetique et ont ete introduits dans le but de reproduire les pro-
prietes formelles de l'equation de Boltzmann en utilisant un nombre fini de vitesses 
discretes. L'objectif de ce memoire etait d'explorer une version de modeles a velocite 
discrete aleatoire (MVDA) et d'en proposer une version adaptative. Le schema MVDA 
est un modele mixte deterministe-stochastique ou le transfert de masse evolue de maniere 
deterministe tandis que les vitesses post-collisionnelles sont generees de maniere sto-
chastique. 
Dans ce memoire, nous avons formellement propose une version adaptative de l'algo-
rithme MVDA d'lllner et Rjasanow dans le cas de modele ID. L'estimation d'erreur a 
posteriori, sous-jacente a l'adaptivite du modele, a ete rigoureusement demontre. L'ap-
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proche utilisee ici offre la possibility d'etre etendue aux modeles 3D. Ce memoire pro-
pose une preuve de borne d'erreur par extension des travaux de L^stabilite de Ha et 
Tzavaras (Ha and Tzavaras, 2003) base sur l'introduction d'une fonctionnelle de Lya-
punov. La contribution principale est la construction rigoureuse de l'estimateur d'erreur 
a posteriori. Nous pensons, dans l'etat actuel de nos connaissances, etre les premiers a 
proposer un tel estimateur d'erreur, qui plus est construit rigoureusement. 
Nous avons reussi a programmer en C++ l'algorithme d'lllner et Rjasanow mais n'avons 
pas eu le temps d'appliquer notre estimateur d'erreur pour rendre cet algorithme adap-
tatif. Les resultats recents de Ha (Ha, 2004) pour les modeles a velocite discrete en n-D 
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ANNEXE I 
PREUVE DE LEMME 
1.1 Preuve du Lemme 3.2.5 
1/ Prouvons (3.24) 
On part des expressions 
Qm-.= Yl Bruin 
(m,n)eD 
&(?):= Yl B?nfmfn 
{m,n)eD 
ou fk = 0 pour k € {N + 1 , . . . , N}. On peut alors ecrire : 
(Qi(f) - Qi(f))Si =6t 
=6i 
Di Jmjn / j -Di Jmjn 
(m,n)eD (m,n)eD 
/ j *3% \JmJn Jmjn 
(m,n)€D 
(I 
En utilisant la propriete (2.22), on deduit 
2_j B^Umfn — fmfn)5i — $i \ ^ B™" fmfn — J^ B™
m fmfn 
(m,n)eD (ro,n)eO (m,n)eD 
E Brnun- Yl BrinU 
(m,n)ED (m,n)€D 
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Puisque ce terme est nul, on peut l'ajouter sans probleme au second membre. En profitant 
de la definition 
5m = sgn(/m - f m ) , (1.3) 
on peut reecrire l'egalite 
(Qi( f ) - Qi{i))5i = £ Bodmin- fmfn + fmfn- fmfn)5i 
(m,n)eD 
= Yl Br(fm-fm)(fn-fn)Si 
(m,n)eD 
c 
= / j "i ~c \Jm ~ Jm\ \Jn T Jn) 
(m,n)eD 
c 
= 2 ^ B™nj~ \fm - fm\ (/„ + fn) 
(m,n)eD* m 
R _ S 
+ YBinf\fn-fn\(fn + fn) 
n=l n 
2/ Prouvons (3.25): 
A partir de la propriete de conservation de masse (2.28), ou on prend (i, j) = (n, n), on 
en deduit 
N 
Notre objectif c'est de simplifier la somme sur i du deuxieme terme dans (3.24). Nous 
appliquerons l'identite precedente a ce terme de la maniere suivante : 
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N N 
E E ^ V | / n - / n | ( / n + / n ) 
i= l n = l 
= Y, «B?nT-\fn-fn\(fn + fn) 
(i,n)€D* 
N 
+ Y^VnBrf\fn-fn\Un + fn 
5n 
S, 
I, = E ^ r ^ | / n - / n | ( / n + / „ 
{i,n)£D* 
N N 
~ E E mm\fn-fn\(fn + fn) 
n=l i=l,i^n 
= ^ ^ n " ( ^ - i ) | / n - / n | ( / „ + /„)<o, 
(i,n)eD* " 
(1.5) 
car £>j > 0, B™ > 0 , /„ — /„ > 0 , (/n + /„) > 0 , et St = ±lou0 (ce qui implique 
f- — 1 < 0) pour tout i, n. 
3/ Prouvons (3.26) : 
Cette preuve est semblable a celle que nous venons de presenter pour l'identite (3.25). 
On part du terme de gauche dans (3.26) pour deduire 
JV N 
Si 
J > - V^PiPj Y, ^ J- \fn - fn\ (fn + I 
»=1 n = l 
N N r  A N A 
= E W i E ^"V |/n - 7n| (/n + /„) - V^i E ^ I T |/» " 7n | (/n + /n 
N r 
n = l n = l 
N 
= Y ^v£nB£/
8f\fn-fn\{fn + fn)+ J2 m ^ T |/n ~ /»| (/n + In) 
i=l L ,_•, n=l,n/i $n (a) 
iV 





On traitera (a) et (6) en utilisant les proprietes de conservation de masse et de quantite 
de mouvement. On rappelle au lecteur l'identite (1.4) 
N 
,-. rynn \ ^ r . unn 
UnBn - - 2_^
 ViBi > 
et a partir de (2.28) en posant (i, j) = (n, n), on peut aussi deduire 
N 
Notre intention est de remplacer (a) et (b) par les expressions dans (1.4) et (1.7): 
(1.7) 
N N 
J > < - VjfoVj Y, ^ " r |/n - fn\ (fn + In) 
i=l n=l n 
N , N r „ N 
= E \ E ¥ ^ r ^ | / n - / » | ( / » + / n ) - ^ E mBr\fn-fn\(fn + fn 
N r _ r _ _ ^ _ _ _ "I 1 
+ ^ -v.v.D.§?"J-\fn-fn\(fn + fn) + VjDj Y ^ r | / n - / n | (/« + /„) } 
= E i E ^Wn ( / - l ) | /n- /n | ( /„ + /n) 
+ E - ^ ^ A n n ( / - l ) | / n - / n | ( / n + /n: 
= E (Vi-Vi)wBr{f-l)\fn-fn\(fn + -fn) 
(i,n)€D* " 
