Abstract. In applications, it is well known that high smoothness, small support and high vanishing moments are the three most important properties of a biorthogonal wavelet. In this paper, we shall investigate the mutual relations among these three properties. A characterization of Lp (1 ≤ p ≤ ∞) smoothness of multivariate refinable functions is presented. It is well known that there is a close relation between a fundamental refinable function and a biorthogonal wavelet. We shall demonstrate that any fundamental refinable function, whose mask is supported on [1 − 2r, 2r − 1] s for some positive integer r and satisfies the sum rules of optimal order 2r, has L p smoothness not exceeding that of the univariate fundamental refinable function with the mask b r . Here the sequence b r on Z is the unique univariate interpolatory refinement mask which is supported on [1 − 2r, 2r − 1] and satisfies the sum rules of order 2r. Based on a similar idea, we shall prove that any orthogonal scaling function, whose mask is supported on [0, 2r − 1] s for some positive integer r and satisfies the sum rules of optimal order r, has L p smoothness not exceeding that of the univariate Daubechies orthogonal scaling function whose mask is supported on [0, 2r − 1]. We also demonstrate that a similar result holds true for biorthogonal wavelets. Examples are provided to illustrate the general theory. Finally, a general CBC (Construction By Cosets) algorithm is presented to construct all the dual refinement masks of any given interpolatory refinement mask with the dual masks satisfying arbitrary order of sum rules. Thus, for any scaling function which is fundamental, this algorithm can be employed to generate a dual scaling function with arbitrary approximation order. This CBC algorithm can be easily implemented. As a particular application of the general CBC algorithm, a TCBC (Triangle Construction By Cosets) algorithm is proposed. For any positive integer k and any interpolatory refinement mask a such that a is symmetric about all the coordinate axes, such TCBC algorithm provides us a dual mask of a such that the dual mask satisfies the sum rules of order 2k and is also symmetric about all the coordinate axes. As an application of this TCBC algorithm, a family of optimal bivariate biorthogonal wavelets is presented with the scaling function being a spline function.
1. Introduction. Based on the work [25, 26] , the present paper deals with the analysis and construction of multivariate biorthogonal wavelets with some desired properties. It is well known that in various applications high smoothness, small support and high vanishing moments are the three most important properties of a (bi)orthogonal wavelet. On the other hand, there is no C ∞ (bi)orthogonal wavelet with compact support. In this paper, we shall investigate the mutual relations among these three properties.
Compactly supported (bi)orthogonal wavelets on the real line have been found to be very useful in applications such as signal processing and image compression, for examples, see [1, 16, 36, 37] . In [10] , Cohen, Daubechies and Feauveau proposed a general way of constructing univariate biorthogonal wavelets. Though the tensor product (bi)orthogonal wavelets provide a family of multivariate (bi)orthogonal wavelets to deal with problems in high dimensions in applications, it has its own advantages and disadvantages. Therefore, as noted in many papers [5, 9, 12, 24, 27, 37, 42] and references cited there, it is of interest in its own right to construct non-tensor product (bi)orthogonal wavelets in the high dimensions. In the current literature, there are many papers on constructing multivariate biorthogonal wavelets, especially bivariate biorthogonal wavelets. To mention only a few here, see [9, 12, 24, 27, 37, 42] and references therein. Bivariate compactly supported quincunx biorthogonal wavelets were constructed by Cohen and Daubechies in [9] . In [42] , a family of bivariate biorthogonal wavelets with the scaling function being a box spline was given by Riemenschneider and Shen.
Usually, a biorthogonal wavelet is derived from a multiresolution analysis generated by a pair of a scaling function and its dual scaling function. The construction of wavelets in the multivariate setting is more challenging than its univariate counterpart, see [3, 10, 16, 24, 27, 33, 35, 38, 42] and references therein on construction of (bi)orthogonal wavelets from a multiresolution analysis. To obtain a biorthogonal wavelet, we have to find two refinable functions with some desired properties. A function φ is said to be refinable if it satisfies the following refinement equation
where a is a finitely supported sequence on Z s , called the refinement mask. If a satisfies β∈Z s a(β) = 2 s , then it is known (see [4] ) that there exists a unique compactly supported distribution φ satisfying the refinement equation (1.1) subject to the condition φ(0) = 1. This distribution is said to be the normalized solution of the refinement equation (1.1) . Throughout this paper we shall use φ a to denote the normalized solution of the refinement equation (1.1) with the mask a.
The concepts of linear independence and approximation order of a function play an important role in the study of biorthogonal wavelets. The shifts of a compactly supported function φ : R s → C are said to be linearly independent if for any z ∈ C s , there exists a multi-integer β in Z s such that φ(z + 2πβ) = 0. If for any ξ ∈ R s , there exists a multi-integer β in Z s such that φ(ξ + 2πβ) = 0, then the shifts of φ are said to be stable. See [34] for discussion on linear independence and stability.
By (Z s ) we denote the linear space of all sequences on Z s . For a compactly supported function φ in L p (R s ) (1 ≤ p ≤ ∞), we define
and call it the shift-invariant space generated by φ. For h > 0, the scaled space S h is defined by S h := {f (·/h) : f ∈ S(φ)}. For a positive integer k, we say that S(φ) provides approximation order k if for each sufficiently smooth function f in L p (R s ), there exists a positive constant C such that
The general procedure of constructing a biorthogonal wavelet is the following. [5, 6, 7, 10, 16, 24, 27, 33, 35, 38, 42] for detail on the construction of a biorthogonal wavelet from a pair of a scaling function and its dual scaling function. It is well known that the smoothness of the scaling function and its dual scaling function will determine the smoothness of their derived wavelets, and the approximation orders of the scaling function and its dual scaling function will determine the vanishing moments of their derived wavelets. For more detail on (bi)orthogonal wavelets, the reader is referred to [3, 5, 6, 7, 9, 10, 12, 13, 14, 16, 24, 27, 33, 35, 37, 42, 44] and references cited there.
By Ω we denote the set of the vertices of the unit cube [0, 1] s . For a positive integer k, we say that a sequence a on Z s satisfies the sum rules of order k if
where Π k−1 is the set of polynomials with total degree less than k. Let a function φ be a refinable function with a mask a. It was proved by Jia in [30, 31] that if the shifts of φ are stable, then S(φ) provides approximation order k if and only if the mask a satisfies the sum rules of order k. Therefore, it is evident that S(φ) (or S(φ d )) provides approximation order k if and only if the mask a (or a d ) satisfies the sum rules of order k.
Now it is natural to ask the following question: given a scaling function with compact support, does a dual scaling function with compact support exist? As noted by Lemarié [39] , the answer is yes at least in the univariate case. More precisely, given a scaling function with compact support, a dual scaling function always exists with compact support and arbitrarily high smoothness. Therefore, it is valuable to ask that for a scaling function, if we fix the size of the support of a dual scaling function, then what is the highest approximation order and the highest smoothness of a dual scaling function that we can expect? Based on our previous work on interpolatory subdivision schemes [25, 26] , we shall answer the above question in this paper.
Here is an outline of this paper. In Section 2, given a scaling function, we shall study the relation between the approximation order of its dual scaling function and the support of its dual scaling function. In Section 3, a characterization of L p smoothness of a multivariate refinable function is given. In Section 4, we shall prove that any orthogonal scaling function, whose mask is supported on [0, 2r − 1] s (r ∈ N) and satisfies the sum rules of optimal order r, has L p smoothness not exceeding that of the univariate Daubechies orthogonal scaling function whose mask is supported on [0, 2r − 1]. An example will be provided to illustrate our result. In Section 5, we first study the optimal L p smoothness of a fundamental refinable function if its mask is supported on [1 − 2r, 2r − 1] s and satisfies the sum rules of optimal order 2r. Next for any given scaling function, we shall study the optimal smoothness of a dual scaling function if its support is fixed and it attains the optimal approximation order. Finally, in Section 6, a general CBC (Construction By Cosets) algorithm is presented to generate all the dual masks of a given interpolatory refinement mask. This algorithm can be easily implemented. In particular, as an application of this general construction, we shall propose a TCBC (Triangle Construction By Cosets) algorithm such that for any bivariate interpolatory mask which is symmetric about the two coordinate axes, we can construct a family of dual masks with arbitrary order of sum rules and symmetry about the two coordinate axes. At the end of this paper, a family of optimal bivariate biorthogonal wavelets is constructed from a spline scaling function.
2. Optimal Approximation Order of a Dual Scaling Function. In this section, we shall first introduce some notation. For a given scaling function, we shall study the relation between the approximation order of a dual scaling function and the support of a dual scaling function.
In order to solve the refinement equation (1.1), we start with an initial function φ 0 given by
where χ is the univariate hat function defined by
Then we employ the iteration scheme Q
This iteration scheme is called a subdivision scheme or a cascade algorithm associated with the mask a (see [4, 17] ). For any p such that 1 ≤ p ≤ ∞, we say that the subdivision scheme associated with a mask a converges in the
If this is the case, then the limit function f must be the normalized solution of the refinement equation (1.1) with the refinement mask a.
Before proceeding further, we introduce some notation. By (Z s ) we denote the space of all sequences on Z s , and by 0 (Z s ) the linear space of all finitely supported sequences on Z s . By δ we denote the element given by δ(0) = 1 and δ(β) = 0 for all β ∈ Z s \{0}. For j = 1, · · · , s, let e j be the jth coordinate unit vector. The difference operator
bin han
The subdivision operator associated with a mask a is defined by
where λ ∈ 0 (Z s ). It was proved in [25] that the subdivision scheme associated with a mask a converges in the L p norm if and only if
It is well known that there is a close relation between biorthogonal wavelets and fundamental refinable functions. A function φ is said to be fundamental if φ is continuous, φ(0) = 1, and φ(α) = 0 for all α ∈ Z s \{0}. If φ is a fundamental refinable function with a mask a, then it is necessary that
A mask that satisfies the above condition is called an interpolatory refinement mask. The following fact is well known (see [8, 16, 40] ) and reveals the relation between a biorthogonal wavelet and a fundamental refinable function. 
and 
Conversely
For any sequence λ in 0 (Z s ), its symbol λ is given by
The following result was proved in [26] and will be needed later. 
. By the above theorem, in the univariate case (s = 1), there is a unique interpolatory mask supported on [1 − 2r, 2r − 1] and satisfying the sum rules of order 2r. This is the same interpolatory mask as given by Deslauriers and Dubuc in [18] , and will be denoted by b r throughout this paper. In the multivariate case (s > 1), such interpolatory masks are not unique. Let t r be the sequence on Z s given by . To complete the proof, it suffices to prove that if the mask a d satisfies the sum rules of order k, then b will satisfy the sum rules of order at least k + k. Denote
Thus, by the definition of the sum rules given in (1.4), it suffices to prove that
By the definition of the sequence b given in (2.4), we can rewrite the above equality bin han as follows: for any ε ∈ Ω and µ ∈ Z s + such that |µ| < k + k,
Therefore, it suffices to prove that the left side of the above equality
where
, and ν ≤ µ if and only if ν j ≤ µ j for all j = 1, · · · , s. Thus, C ε can be rewritten as
Therefore, it suffices to demonstrate that for any
ν does not depend on both ε and ε since the sequence a satisfies the sum rules of order k. Hence, for any ν in Z s + such that |ν| < k, we have
not depend on ε since the sequence a d satisfies the sum rules of order k. Therefore,
does not depend on ε which completes the proof. From the proof of Theorem 2.3, it is straightforward to obtain the following result: In this section, we will study the smoothness of a refinable function in the multivariate setting. Many results on the analysis of L 2 smoothness of a refinable function both in the univariate case and in the multivariate case are obtained in the current literature. To mention only a few here, see [11, 17, 23, 29, 41, 43, 45] and references therein. For s = 1, the characterization of L p smoothness was given by Villemoes in [45] . In this section, based on a result of Ditzian [19, 20] , we present a simple proof to characterize the L p smoothness of a multivariate refinable function. Jia will discuss the L p smoothness of a refinable function with an arbitrary dilation matrix in a forthcoming paper [32] .
We shall use the generalized Lipschitz space to measure smoothness of a given function. For any vector y in R s , the difference operator ∇ y on L p (R s ) is defined to be
where C is a constant independent of h, or in other words,
In the following, we will characterize the L p (1 ≤ p ≤ ∞) smoothness of a refinable function in multidimensional spaces. To do this, we need the following result on moduli of smoothness, which is based on a result of Ditzian in [19, 20] . 
where e i is the i-th coordinate unit vector. Proof.
Hence inequality (3.3) holds true. Sufficiency: If inequality (3.3) holds true, then we can demonstrate that there exists a positive constant C 1 such that
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Let g be a simple function such that g q = 1 where 1/p + 1/q = 1. Define
Then the function F is continuous and bounded. Note that the inequality (3.3) implies that for any i = 1, · · · , s,
Therefore, in particular, we have
By a result of Boman [2, Theorem 1] and Ditzian [20] , there exists a positive constant C 1 depending only on k and C (independent of g) such that
. It follows from the above inequality (3.5) that for any simple function g with g q = 1, we have that for any i = 1, · · · , s, [19] is a Marchaud-type inequality which says that to characterize the k-th modulus of smoothness of a function in L p (R s ) in the L p norm sense, the information of the k-th modulus of smoothness in s independent directions is enough. More precisely, for any vector y in R s , we denote
For more detail of the above result, the reader is referred to the work of Boman [2] and Ditzian [19, 20] .
Based on the above result, the following theorem gives us a characterization of the critical exponent ν p (φ) of a refinable function φ in L p (R s ) in terms of its mask provided that the shifts of the refinable function φ are stable. 
In addition, if the shifts of φ are stable, then
Then the above results still hold true if
Proof. By the definition of σ k,p (a), for any real number r such that r > σ k,p (a), there exists a positive constant C r such that
By induction and the definition of the subdivision operator defined in (2.2), we observe that
Since the function φ in L p (R s ) is compactly supported, from Equation (3.9), there exists a positive constant C 1 depending only on φ such that
Therefore, it follows from inequality (3.8) that
On the other hand, by induction, we observe
If the shifts of the function φ are stable, to prove Equation (3.7), it suffices to prove that min{k, ν p (φ)} ≤ s/p − log 2 σ k,p (a), equivalently, it suffices to prove that
Since the shifts of the function φ are stable and φ lies in L p (R s ), from (3.9), there exists a positive constant C 2 depending only on the function φ such that
bin han Therefore, the inequality σ k,p (a) ≤ 2 s/p−ν holds true, as desired. The last assertion of this theorem follows directly from Remark 1. Remark 2. If the shifts of the function φ are stable and its mask a satisfies the sum rules of order k but not k + 1, then ν p (φ) ≤ k (see [4, 30] ) and therefore, by Theorem 3.2, ν p (φ) = s/p − log 2 σ k,p (a). Another remark about the above theorem is that by carefully choosing the set Y , the equality in (3.6) may hold even when the shifts of the function are not stable. For example, let
Then the function φ is a refinable function with its mask a given by its symbol a(z) := 1+(z −2 +z 2 )/2. It is a known fact that the shifts of φ are not stable and ν p (φ) = 1+1/p for any p such that 1 ≤ p ≤ ∞. On the other hand, choose y = 2. It is not difficult to verify that σ 2,p,y (a) : [−3, 3] . Then the inequality ν ∞ (φ) ≤ 2 holds true and therefore, φ ∈ C 2 (R). Proof. We use proof by contradiction to verify our claim. Suppose ν ∞ (φ) > 2. Then a must satisfy the sum rules of order at least 3 (see [4, 30] ). By a simple calculation, it is not difficult to see that the symbol a(z) can be written as 
where A 0 and A 1 are matrices given by
and
Therefore, it is evident that This yields
Since the function φ is a fundamental function, the shifts of φ are stable. By Theorem 3.2, we have
This is a contradiction to our assumption ν ∞ (φ) > 2. Hence, the inequality ν ∞ (φ) ≤ 2 holds true. We are done. [40] ) that D r satisfies the sum rules of order r and D r (z) D r (z) = 2 b r (z) for any z in T where b r is the unique univariate interpolatory mask which is supported on [1 − 2r, 2r − 1] and satisfies the sum rules of order 2r. Therefore, by Corollary 2.4, the mask D r attains the sum rules of optimal order r. In the multivariate setting, due to the lack of the Riesz factorization theorem, it is much more difficult to construct multivariate orthogonal scaling functions than to construct univariate ones. In the current literature, there are few examples of non-tensor product multivariate orthogonal scaling functions.
Optimal Orthogonal Wavelets in the Multivariate
Before proceeding further, we need the following two lemmas. Proof. By the definition of sum rules given in (1.4), it is easily seen that the sequence a 1 satisfies the same order of sum rules as the sequence a does. Hence, to complete the proof, it suffices to prove that a 1 is a univariate interpolatory refinement mask. Namely, we have to prove that a 1 (2k) = 0 for all k ∈ Z\{0}. To this end, it suffices to prove that for any ε in Ω such that ε = (0, ε 2 , · · · , ε s ),
Let b be a sequence on Z given by 
This gives us
This linear system has 2r − 1 unknowns b (1 − r) 
Proof. In the following, we shall prove that for any nonnegative integer k, there exists a positive constant C such that
From the definition of the subdivision operator given in (2.2), we observe that
where e 1 is the first coordinate unit vector, we have
Since the mask a is finitely supported, there exists a positive integer r such that supp a ⊆ [−r, r] s . It is easily seen that suppS n a δ ⊆ [−2 n r, 2 n r]. Therefore, the above equality can be rewritten as
Applying the Hölder inequality to the above sum, we obtain
where 1/p + 1/q = 1 and C 1 = (2r + 1) (s−1)p/q . It follows from the above inequality that ∇
Therefore, the inequality (4.4) holds true. Since the shifts of φ are stable and φ lies in L p (R s ), the subdivision scheme associated with the mask a converges in the L p norm. That is, by [25, Theorem 3.2] , it is equivalent to
The reader is referred to [25] for detailed discussion on the convergence of a subdivision scheme in the L p norm. Taking k = 1 in (4.4), we get
Hence, the subdivision scheme associated with the mask a 1 converges in the L p norm.
Hence, the inequality (4.4) gives rise to
Let k be a positive integer greater than ν p (φ). It follows from Theorem 3.2 that s . Then the inequality ν ∞ (φ) ≤ 2 holds true and therefore, φ does not belong to C 2 (R s ). Proof. Let the sequence a 1 on Z be given in (4.1). Suppose that ν ∞ (φ) > 2. Then the mask a must satisfy the sum rules of order at least 3. Therefore, it follows from Lemma 4.1 that a 1 is an interpolatory mask. Let φ a 1 be the normalized solution of (1.1) with the mask a 1 . Then by Lemma 4.2, the subdivision scheme associated with a 1 converges in the L ∞ norm which implies that the function φ a1 is a fundamental function. From Lemma 4.2, we also have ν ∞ (φ) ≤ ν ∞ (φ a 1 ). It follows from Theorem 3.3 that ν ∞ (φ) ≤ ν ∞ (φ a 1 ) ≤ 2. This is a contradiction to our assumption ν ∞ (φ) > 2. Therefore, the inequality ν ∞ (φ) ≤ 2 holds true. 
If in addition, the function φ belongs to
In particular, 
By Lemma 2.1, the sequence b is an interpolatory refinement mask since φ is an orthogonal scaling function. Since the mask a satisfies the sum rules of order r, by the proof of Theorem 2.3, we see that the sequence b must satisfy the sum rules of order at least 2r. Define a new sequence c on Z as in Equation (4.1) by
By Lemma 4.1, the sequence c must be the mask b r since the sequence b is supported on [1 − 2r, 2r − 1] s and satisfies the sum rules of order 2r. Note that c(z) = 2 1−s b(z, 1, · · · , 1) and a 1 (z) = 2 1−s a(z, 1, · · · , 1) for any z ∈ T. Therefore,
Thus, the mask a 1 is the dual mask of itself for s = 
which completes the proof.
In the following, we give an example to demonstrate that when s > 1, such optimal orthogonal scaling functions are not unique. 
Then the function φ a is an orthogonal scaling function and the mask a satisfies the sum rules of order 2. Moreover, by calculation, we have ν 2 (φ a ) = 1. Combining Theorem 4.4 and Corollary 4.3, we see that for any orthogonal scaling φ with its mask supported on [0, 3] s , the inequality ν 2 (φ) ≤ 1 holds true. Therefore, the function φ a is an optimal orthogonal scaling function in the L 2 norm sense. The graph and contour of φ a are presented in Figure 1 .
Optimal Multivariate Biorthogonal Wavelets.
In this section, we will demonstrate a result similar to Theorem 4.4 for the biorthogonal wavelets. Since there is a close relation between a biorthogonal wavelet and a fundamental refinable function, let us first prove the following result on fundamental refinable functions: 
Moreover, if the mask a satisfies the sum rules of order 2r, then
In other words, the inequality ν p (φ) ≤ ν p (φ t r ) holds true where t r is the tensor product interpolatory mask given in (2.7). Proof. By Lemma 4.1, we see that the mask a 1 is an interpolatory refinement mask. Since the function φ is fundamental, the shifts of φ are stable. By Lemma 4.2, the subdivision scheme associated with the mask a 1 converges in the L p norm for any p such that 1 ≤ p ≤ ∞. Hence φ a 1 , the normalized solution of the refinement equation (1.1) with the interpolatory refinement mask a 1 , is continuous and therefore fundamental. It follows from Lemma 4.
If the mask a satisfies the sum rules of order 2r, by Lemma 4.1, then the sequence a 1 must be the mask b r . Hence, by Lemma 4.2,
The reader is referred to [18, 21, 22, 26, 40, 41] on interpolatory subdivision schemes. In particular, a general construction of bivariate interpolatory masks g r (r ∈ N) was reported by Han and Jia in [26] with each mask g r supported on [ 
2 , satisfying the optimal sum rules of order 2r and ν 2 (φ gr ) = ν 2 (φ br ) at least for r = 1, · · · , 12. Recall that by φ a we denote the normalized solution of the refinement equation (1.1) with a mask a.
A similar result to Theorem 4.4 for a biorthogonal wavelet is the following: 
and a 
In particular, if the sequence b satisfies the sum rules of order 2k, then
where 1/r = 1/p + 1/q − 1 and b k is the unique interpolatory mask which is supported on [1 − 2k, 2k − 1] and satisfies the sum rules of order 2k. Proof. By Lemma 2.1, it is easily seen that the sequence b is an interpolatory mask. Let c be a sequence on Z given by
It follows from Lemma 4.1 that the sequence c is an interpolatory mask since the sequence b is supported on [1 − 2k, 2k − 1] s and satisfies the sum rules of order 2k −
Observe that c(z)
It is easy to see that
Therefore, the masks a 1 and a 
Therefore, it follows from (5.3) that for any positive integers k 1 and k 2 , it is easy to verify that
Therefore, by applying Young's inequality to the above equation, we have
where 1/r = 1/p + 1/q − 1. This yields Proof. This is a direct consequence of Theorem 2.3 and Theorem 5.2. Let us consider an example. Let φ be a refinable box spline function with its mask a given by its symbol
It is easy to verify that φ is a fundamental function with ν 1 (φ) = 2, its mask a is supported on [− 
When s = 2, in the next section, we shall construct a family of dual scaling functions φ Hr (r ∈ N) of the bivariate hat function φ such that the dual mask H r is supported on [2 − 2r, 2r − 2] 2 and satisfies the sum rules of order 2r − 2. In addition, the equality ν 2 (φ H r ) = ν 2 (φ b r ) − 2 holds true at least for r = 3, · · · , 12 and each mask H r is symmetric about the two coordinate axes, and the lines x 1 = x 2 and x 1 = −x 2 .
6. Construction of Multivariate Biorthogonal Wavelets. In this section, we shall present a general method to construct multivariate biorthogonal wavelets. More precisely, for any scaling function φ with an interpolatory refinement mask a, a general CBC (Construction By Cosets) algorithm is given to produce all the dual masks of the mask a. As an application of this general theory, for any bivariate fundamental mask a which is symmetric about the two coordinate axes, we construct a family of dual masks of a which satisfy any desired order of sum rules and are also symmetric about the two coordinate axes. Based on this construction, a family of optimal bivariate biorthogonal wavelets is presented. Such biorthogonal wavelets have full symmetry (i.e., they are symmetric about the x 1 -axis, x 2 -axis, and the lines x 1 = x 2 and x 1 = −x 2 ), have the optimal order of sum rules, the optimal L 2 smoothness order and relatively small support of the dual masks.
Before proceeding further, we introduce some notation. Recall that
s , by ν ≤ µ we mean ν i ≤ µ i for all i = 1, · · · , s, and by ν < µ we mean ν ≤ µ and ν = µ.
Throughout this section, for any ν ∈ Z s + , by p ν we denote the monomial (·) ν and 
Proof. Recall that Ω is the set of the vertices of the unit cube 
From Equation (6.1), we get for any µ ∈ Z s + ,
On the other hand, we have
where c ν,µ := (−1)
Since β∈Z s a(β) = 2 s , we have a, p 0 = 2 s . Note that c µ,µ = 1 for any µ ∈ Z s + . From Equation (6.3), we conclude that 
An important consequence of Theorem 6.1 is that it allows us to propose a general method to construct a dual mask satisfying the sum rules of arbitrary order for any given interpolatory refinement mask. Since in the following method, we obtain the dual masks a d by constructing each coset a d (2β + ε), β ∈ Z s separately, we call this method CBC algorithm (Construction By Cosets Algorithm).
CBC Algorithm. (Construction By Cosets Algorithm) (1) Given a sequence a on Z s such that a satisfies the following conditions:
(2) Let k be any fixed positive integer; 
has at least one solution for {b ε,β : β ∈ E ε }; (5) Construct the mask a d coset by coset as follows: for each ε ∈ Ω\{0}, Proof. It is easy to verify that if the sequence a is an interpolatory mask, then the dual relation (6.1) is equivalent to Equation (6.7). Therefore, the mask a d is a dual mask of the given mask a. On the other hand, the Equation (6.6) can be rewritten as
By the definition of sum rules, to verify that the sequence a d satisfies the sum rules of order k, it suffices to demonstrate that (6.9)
As in the proof of Theorem 6.1, from Equation (6.7), we have
Since the sequence a is an interpolatory mask, it is easily seen that
Therefore, it follows from Equation (6.8) that for any µ ∈ Z s + such that |µ| < k,
where in the last equality we used Equation (6.4) for h a (µ). We are done. It is evident that the above CBC algorithm can produce all the dual masks for any given interpolatory mask. In general, if the set E ε is large enough, the equation in Step (4) must have at least one solution. We point out that based on Theorem 6.1, the CBC algorithm can be generalized to the general case. In a forthcoming paper, we shall propose a similar CBC algorithm such that for any given scaling function with a mask a, we can construct a dual mask of the mask a which can satisfy the sum rules of arbitrary order. Based on the work [26] , here we present a concrete way to implement the above general CBC algorithm in the bivariate case. By #E we denote the cardinality of a set E. Let us cite a result from [26] . 
by symmetry as in (6.10) and set The above algorithm is called TCBC (Triangle Construction By Cosets) algorithm since we choose a special triangle subset E of Z 2 in the above algorithm. The existence and uniqueness of the solution in Step (5) of the above TCBC algorithm are guaranteed by Lemma 6.2. The claim that the mask a d satisfies the sum rules of order 2k follows from the fact that if the sequence a is symmetric about the two coordinate axes, then a, p (ν1,ν2) = 0 for any (ν 1 , ν 2 ) ∈ Z 2 + with either ν 1 or ν 2 being an odd integer. We mention that if in the TCBC algorithm, the mask a is also symmetric about the lines x 1 = x 2 and x 1 = −x 2 , then the resulting dual mask also has such properties. For this case, in
Step (5) 
An easy calculation gives us
Let H r denote the dual mask of the mask a h derived by the TCBC algorithm such that H r satisfies the sum rules of order 2r − 2. From the TCBC algorithm, it is easily seen that
and it is symmetric about the x 1 -axis, x 2 -axis, and the lines x 1 = x 2 and x 1 = −x 2 . Let us give an example of the dual mask H r for r = 3 in the following:
It is a dual mask of the mask a h and satisfies the sum rules of order 4. By calculation, we have ν 2 (φ H 3 ) ≈ 0.42927. Therefore, by Theorem 2.3 and Corollary 5.3, the dual scaling function φ H3 attains the optimal sum rules but does not attain the optimal L 2 smoothness order since
In the rest of this section, we shall modify the above TCBC algorithm to construct a new family of optimal biorthogonal wavelets by shrinking the support of each H r . Since the mask a h has full symmetry, we only need to deal with ε ∈ {(1, 0), (1, 1)} in Step (5) of the TCBC algorithm. The only part we need to modify in the TCBC algorithm is Step (5) and (6) . All other steps are the same. Throughout the rest of this section, the mask a in the TCBC algorithm is assumed to be a h given in (6.11) .
Let the set E be given in Step (4) of the TCBC algorithm and let b β , β ∈ E be the unique solution of the following linear system: with some yet-to-be-determined parameters c β , β ∈ E ∪ F . This extra freedom c β , β ∈ F given by F will be used to reduce the support of the mask a d at the coset (0, 0) constructed in Step (7) of the TCBC algorithm. More precisely, we try to adjust the coefficients of H k−1 on the set {(β 1 , β 2 ) ∈ Z 2 : β 1 + β 2 = 2k − 2} to be zero. By using symmetry, after a simple calculation, it is easily seen that this restriction is equivalent to the following linear system c (β1,β2) + c (β2−1,β1+1) + b (β1,β2−1) /2 = 0 for all (β 1 , β 2 ) ∈ F.
bin han
By simply setting c (β1,β2) = 0 for any (β 1 , β 2 ) ∈ F such that k/2 ≤ β 1 < k, the above linear system has a unique solution c β , β ∈ F . Now the following linear system (6.11) ) satisfy the dual relation (6.1). Remark 3. The set G r appears strange. The reason is that in our modified TCBC algorithm, we set c (β 1 ,β 2 ) = 0 for any (β 1 , β 2 ) ∈ F such that (r − 1)/2 ≤ β 1 < r − 1. Note that both H r and H r are symmetric about the x 1 -axis, x 2 -axis, and the lines x 1 = x 2 and x 1 = −x 2 . Let a be a multivariate interpolatory mask such that a satisfies the sum rules of order k. For any positive integer r, by convolution, it is easy to obtain a new interpolatory mask b such that b(z) = a(z) r c r (z), z ∈ T s where c r (z) can be explicitly expressed by using a(z). Such interpolatory mask b satisfies the sum rules of order rk by Theorem 2.2. See Proposition 3.7 in Han [24] for detailed discussion on construction of biorthogonal wavelets using this convolution method. Such method was further discussed by Ji, Riemenschneider, and Shen [27] . The TCBC algorithm proposed in this paper can be generalized to the general case and it has many advantages over the convolution method. We shall illustrate the advantages of our CBC and TCBC algorithms over the convolution method and other known methods in the literature on construction of biorthogonal wavelets elsewhere. Let us provide detail in the following for the masks H 3 and H 4 . sum rules of order 2r − 2. In the following, we use N (a) to denote the number of nonzero coefficients in the refinement mask a. The values of ν 2 (φ br ) are taken from [23] . The following table shows that for r = 3, · · · , 12, the function φ Hr is an optimal dual scaling function of ϕ h in the L 2 norm sense. 
