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Abstract
We reveal new aspects of the interaction be-
tween plasmons and phonons in 2D materials that
go beyond a mere shift and increase in plasmon
width due to coupling to either intrinsic vibrational
modes of the material or phonons in a support-
ing substrate. More precisely, we predict strong
plasmon splitting due to this coupling, resulting
in a characteristic avoided crossing scheme. We
base our results on a computationally efficient ap-
proach consisting in including many-body interac-
tions through the electron self-energy. We spec-
ify this formalism for a description of plasmons
based upon a tight-binding electron Hamiltonian
combined with the random-phase approximation.
This approach is accurate provided vertex correc-
tions can be neglected, as is is the case in con-
ventional plasmon-supporting metals and Dirac-
fermion systems. We illustrate our method by
evaluating plasmonic spectra of doped graphene
nanotriangles with varied size, where we predict
remarkable peak splittings and other radical mod-
ifications in the spectra due to plasmons interac-
tions with intrinsic optical phonons. Our method
is equally applicable to other 2D materials and
provides a simple approach for investigating cou-
pling of plasmons to phonons, excitons, and other
excitations in hybrid thin nanostructures.
Keywords
graphene plasmons, quantum plasmonics, nanopho-
tonics, 2D materials, molecular plasmonics, many-
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Introduction
Two-dimensional (2D) materials are receiving an in-
creasing interest in nanophotonics due to their abil-
ity to host a large variety of polaritons,1,2 such as
tunable plasmon-polaritons in graphene3,4 or phonon-
polaritons in hexagonal boron nitride (h-BN).5–7 In
this context, plasmonics benefits from the unique
charge-transport properties of graphene,8–11 because
the electron mobility in a suspended single-atomic-
layer can reach 200,000 cm2V−1s−1.12 Indeed, effects
associated with phonon scattering in polarizable sub-
strates13,14 have been found to be one of the factors
limiting the carrier mobility in graphene.15 Hexago-
nal boron nitride phonons couple weakly to graphene
electrons, and is therefore suitable for graphene en-
capsulation compatible with preservation of high mo-
bility.16–18 When the characteristic energy of plas-
mons coincides with that of phonons, we antic-
ipate that plasmon-phonon hybridization can take
place.19,20 Actually, strong phonon-plasmon coupled
modes have been observed in graphene/SiC21,22 and
graphene/SiO2 interfaces.23–25 Likewise, coupling be-
tween plasmons and surface phonons has been exam-
ined in thin polar substrates.26–28 Additionally, car-
rier mobility depends on the electrostatic environment,
and has been studied in the context of electrostatic
gating of graphene.29 The influence of substrate-
hosted phonons is commonly included through the
substrate dielectric function,8 which qualitatively ex-
plains experimental observations rather well.24,25 Un-
fortunately, only limited progress has been reported
in the quantum description of plasmon-phonon cou-
pling, essentially restricted to analyses based on tight-
binding (TB) models combined with the random-
phase approximation (RPA).30–33 More generally,
quantum-plasmonic phenomena34–36 are commonly
treated at the single-particle level using various mean-
field models,37,38 without more explicit accounts for
many-body interactions. In this manuscript, we de-
velop an RPA-inspired formalism for the quantum
plasmonic response in which the interactions are en-
coded in the single-electron Green functions through
electron-phonon self-energies. As an illustration of
our theory, we evaluate the influence of phonons on
plasmon resonances in graphene nano-triangles.
Our method is amenable application to arbitrary
graphene geometries and can be directly extended to
other plasmon-supporting 2D materials such as black
phosphorous39 and thin noble metals.40
Methods
Within the RPA, the dielectric matrix, (r, r′, ω), can
be expressed in terms of the non-interacting polariz-
ability χ0(r, r′ω)
(r, r′, ω) = 1−
∑
R
V (r −R)χ0(R, r′, ω). (1)
Here, V (r − r′) ∝ e2/|r − r′| is the bare Coulomb
interaction and the summation is over the atom po-
sitions R. The formal on-site divergence (r → r′)
is only an apparent issue because of the orbitals’ fi-
nite extension, which is incorporated through a self-
interaction term of 0.58 atomic units for r = r′.30,32
The non-interacting polarizability is
χ0(r, r′, ω) = 2
∑
nm
[
f(Em)− f(En)
]
×ψn(r)ψ
∗
n(r
′)ψ∗m(r)ψm(r′)
~ω + iη − En + Em , (2)
where f(E ) is the Fermi–Dirac distribution function
and En is the energy associated with the single-
electron wavefunction ψn, while η is an infinitesimal
broadening. The leading factor of 2 originates in spin
degeneracy.
Self-sustained charge density oscillations (plasmons)
can exist where the dielectric matrix has zero deter-
minant and the related potential, φ, satisfies∑
R
(r,R, ω)φ(R, ω) = 0. (3)
The dielectric matrix may have a finite imaginary part,
so Eq. (3) cannot be satisfied in general for real ω.
Instead, we require that the real part vanishes, which
defines the plasmon modes ωn, and the associated
potential φn via∑
R
(r,R, ωn)φn(R, ωn) = inφn(r, ωn). (4)
Here, n is the imaginary part of the eigenvalue of
the dielectric matrix (ωn). Therefore, the plasmon
modes are the eigenvectors corresponding to purely
imaginary eigenvalues of the dielectric matrix.41,42
Plasmonic spectra can be conveniently analyzed
in terms of the electron- energy–loss function
− Im{−1(ω)}, which is relevant for the probing
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of plasmons in electron-energy loss spectroscopy.43
Considering the eigenvalues n, we therefore define
the plasmon frequency, ωn, as the local maximum
of − Im{−1n (ωn)}. For a system composed of N
atomic sites there exist N eigenvalues and corre-
sponding eigenfrequencies. Below, the main focus is
placed on the two eigenvalues with the largest value of
− Im{−1n (ω)}, corresponding to doubly-degenerate
dipolar plasmon resonances.32 In brief, we can calcu-
late the eigenvalue loss-spectrum and corresponding
plasmon modes using the eigenvalues and eigenvec-
tors of the dielectric matrix Eq. (1). Evidently, this
requires an efficient way of calculating χ0(ω). As
we now show below, interactions with phonons can
readily be included in this scheme.
It is convenient to express the polarizability in terms
of the retarded Green function Gr0(r, r
′,E ) and the
spectral function A0(r, r′,E ):
Gr0(r, r
′,E ) =
∑
n
ψn(r)ψ
∗
n(r
′)
E − En + iη , (5)
A0(r, r
′,E ) = i
[
Gr0(r, r
′,E )−Ga0(r, r′,E )
]
= 2pi
∑
n
ψn(r)ψ
∗
n(r
′)δ(E − En), (6)
where we also use the advanced Green function,
which under the assumption of time-reversal symme-
try readsGa0(r, r
′, E) = [Gr0(r′, r, E)]∗. Using Eqs. (5)
and (6) while exploiting the symmetry A(r, r′,E ) =
A(r′, r,E ), we can express Eq. (2) in a more general
form without any reference to single-particle wave-
functions
χ0(r, r′, ω) =
1
pi
∫
dE f(E )A0(r, r
′,E )
×
[
Gr0(r, r
′,E + ~ω) +Ga0(r′, r,E − ~ω)
]
. (7)
We focus on the imaginary part of χ0(ω) = χ0R(ω) +
iχ0I(ω). In the low temperature limit, we thus have
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χ0I(r, r
′, ω) = (8)
− 1
2pi
∫ EF
EF−~ω
dE A0(r, r
′,E )A0(r, r′,E + ~ω),
where EF is the Fermi energy. We note that Eq. (8)
can be conveniently written in a convolution form,
which allows us to carry out an efficient numerical
implementation. The real part of χ0(ω) can then be
calculated using the Kramers–Kronig relations with an
8 eV cut-off, as shown in the Appendix.
For any system with time-reversal symmetry,
the spectral function corresponds to the imagi-
nary part of the Green function A(r, r′,E ) =
−2 Im{G(r, r′,E )}. Consequently, Eq. (8) only re-
quires the Green function of the system. This implies
an interesting possibility to estimate the effect of
interactions: the noninteracting spectral functions
in Eq. (8) can be replaced by interacting Green
functions with self-energy insertions. Notably, an
energy-dependent, but spatially uniform, self-energy
term does not essentially increase the computational
burden. The Green function including an energy
dependent retarded self-energy term Σ(E ) can be
symbolically written as (we suppress the spatial de-
pendence here)
Gr(E ) =
[
E + iη −H − Σ(E )]−1. (9)
The term Σ(E ) accounts for the interactions between
electrons with other degrees of freedom,45 such as
phonons, but it can also account for the life-time
broadening of electron states in open quantum sys-
tems where electrons can leak into semi-infinite sur-
roundings.46 Note that Eq. (9) contains self-energy
corrections to the one-point Green function, while a
full discussion would require the analysis of a two-
point function (i.e., the interacting polarizability).
Thus, using Eq. (9) (and the spectral functions as-
sociated with it) implies the omission of vertex cor-
rections. For metals this is a common approach jus-
tified by Migdal’s theorem,47 while similar considera-
tions can be made for Dirac materials,48 given that
the sound velocity is much smaller than the Fermi ve-
locity (vF ∼ 106m/s for graphene). A quantitative
assessment of the role of the vertex corrections is how-
ever beyond the phenomenological approach adopted
in this work.
Many different approaches can be used to determine
the Green function G(r, r′,E ), including brute force
inversion or analytical methods. Below, we focus on
recursive techniques, which allow us to efficiently deal
with large, spatially inhomogeneous systems described
by a generic TB Hamiltonian.
Recursive Green function
We employ the recently developed efficient recursive
Green function approach to obtain Gr0(r, r
′,E ).49,50
Dividing the system into Ncell cells (i.e., with an av-
erage of M = N/Ncell atoms each) only connecting
to neighboring cells, the forward recursion is given by
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g1 = (E + iη −H1)−1, (10a)
gn = (E + iη −Hn − Σn)−1, (10b)
Σn = Vn,n−1gn−1Vn−1,n, (10c)
where Vn,n−1 is the coupling matrix between cell n
and cell n − 1. The last cell contains the full Green
function G of that cell. To obtain the entire Green
function matrix, we save gn from the forward recur-
sion and do a backwards recursive sweep consisting in
updating all diagonal and off-diagonal blocks accord-
ing to,
Gn = gn + gnVn,n−1Gn−1Vn−1,ngn, (11a)
Gn,m = gnVn,n−1Gn−1,m. (11b)
This yields the total Green function for a given energy.
Using this recursive scheme, the computational
scaling changes from O(NωN3) to O(NωNcellM3),
where Nω is the number of energy points required to
perform the integration in Eq. (8).
The convolution yielding χ0I(ω) can be done us-
ing fast Fourier transforms, yielding a scaling of
O(N logN). A similar scaling is obtained for the
Kramers–Kronig transformation, giving a total scal-
ing of the method O(NωNcellM3).
Plasmons in graphene nano-
triangles
We describe the electronic structure of graphene using
a nearest-neighbor TB model H = −t0
∑
〈i,j〉 c
†
icj ,
where t0 = 2.8 eV, while the sum runs over all neigh-
bor pairs 〈i, j〉. To account for a finite carrier density,
we choose a Fermi energy EF = 0.4 eV, which is a typ-
ical value in experiments exploring plasmon-phonon
coupling.25 As an illustrative example, we consider
graphene nanotriangles with armchair edges because
these have a smooth evolution of the electronic states
when increasing size.51,52 Graphene nanostructures
such as nanodisks do not necessarily conserve their
edge-configuration of atoms while varying their struc-
ture sizes (i.e. the emergence of localized edge states
may drastically change both the electronic structure
and the plasmon response when changing size30,31).
In the following, we focus on the armchair edge con-
figuration to suppress the complexity added by the ap-
pearance of edge states formed at zigzag edges.31,53
First, we calculate the eigenvalue loss-spectrum for
an armchair nanotriangle with side length ∼ 8.1 nm
(see Fig. 1). Multiple plasmon peaks are clearly iden-
tifiable in the spectrum. Inspection of the individ-
ual eigenvalues reveals that each peak is either non-
degenerate or consists of a pair of eigenstates with
double degeneracy. This is consistent with group the-
ory considerations.32,54 Fig. 2 shows the real part of
the scalar potential eigenstate φn for the plasmon
peaks labeled in Fig. 1. Clearly, Re{φn} reveals a dou-
ble degeneracy for the modes 1–6, whereas the plas-
mon mode labeled 7 is non-degenerate. The doubly
degenerate modes 1–6 are either symmetric or anti-
symmetric with respect to the mirror plane. We ex-
pect the strongest coupling from an external optical
source to the dipole modes 1–2 with electrical fields
polarized along the spatial profile of the mode.
1,2
3,4
5,6
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Figure 1: Eigenvalue loss spectrum for an armchair nano-
triangle with side length of 8 nm and different values of the
broadening η. The different modes are labeled according
to Fig. 2.
Plasmon-phonon coupling
Interaction with phonon modes leads to broadening of
a plasmonic peaks because of the associated damp-
ing, that is captured by Im{Σ} 6= 0. A simple, phe-
nomenological way to study the effects due to damp-
ing is to vary the η parameter in Eq. (2). This is been
done in Fig. 1, where the eigenvalue loss-spectrum
is shown for different values of the broadening η. It
is clear that the peaks broaden and can develop fine
structure as discussed in Ref. 30. However, by con-
struction Re{Σ} = 0 in this model and there are no
changes in the central positions of the spectral com-
ponents.
Generally, interaction effects are energy-dependent
and consequently cannot be captured accurately by
a constant broadening. The effect of energy- depen-
dent interactions can be described using a self-energy
4
1 2
3 4
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Figure 2: Real space plot of the plasmon scalar poten-
tial Re{φn} for the different plasmon modes identified in
Fig. 1.
formalism.45 As explained above, within the present
approach the different interaction effects do not in-
crease the size of the Hilbert space, thus resulting in
just a minor increase in computational demand.
In the calculations presented below, we consider a
simple model for the electron-phonon interaction ap-
propriate to describe optical phonons in graphene. We
follow the approach of Refs. 55–57 and consider a
dispersionless optical phonon of energy ~Ω0 = 0.2 eV.
The treatment, however, is general and can be equally
applied to both intrinsic and substrate phonons. For
simplicity, we assume a constant electron-phonon ma-
trix element g0 yielding the on-site self-energy in the
Born approximation,45,55,56
Im{Σph(E , T )} = −pi|g0|2
∫
dE ′ ρe(E ′)
∫
dΩ ρph(Ω)
×
[(
nB(Ω) + 1− f(E ′)
)
δ(E − E ′ − ~Ω)
+
(
nB(Ω) + f(E
′)
)
δ(E − E ′ + ~Ω)
]
, (12)
where |g0|2 is the coupling strength, T is the temper-
ature, nB(Ω) is the Bose distribution, and ρph(Ω)
is the phonon density of states, which we take to
be a Lorentzian centered around ~Ω0 with a phe-
nomenological broadening ∆. Finally, ρe(E ) is the
electron density of states, which can be determined
through the recursive algorithm described above as
ρe(E ) = −(1/pi)
∑
r Im{Gr(r, r,E )}. In the low-
temperature limit, there is no phonon annihilation and
the expression reduces to
Im{Σph(E , T → 0)} = −pi|g0|2
∫
dΩ ρph(Ω)
×
[(
1− f(E − ~Ω))ρe(E − ~Ω)
+ f(E + ~Ω
)
ρe(E + ~Ω)
]
. (13)
The real part of the self-energy corresponds to the en-
ergy shift induced by the interactions and can be con-
veniently determined using the Kramers–Kronig rela-
tion (see details in the Appendix).
In Fig. 3, we show the eigenvalue loss-spectra of
nanotriangles of different side lengths with and with-
out inclusion of the phonon interaction, as described
by Eq. (13). To increase visibility, we have neglected
the redshift caused by the real part of the self-energy
and aligned the position of the high energy dipole peak
to the one without the phonon coupling.
When examining Fig. 3(a) and 3(b), we find a
well-known blueshift for decreasing structure size24,31.
Comparing the two panels, we observe that phonon
interaction induces additional peaks in the spectrum,
which are caused by hybridization between the plas-
mon and phonon modes. In particular, the dipole
mode exhibits a strong hybridization and splits into
two distinct peaks. This peak splitting displays the
characteristic behavior of an avoided crossing mech-
anism20,58 between the phonon and plasmon mode,
as also observed experimentally for graphene nanorib-
bons24 and graphene nano-disks.25 Although the
spectral width remains almost constant as the size
changes, the spectral weight is transferred between
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Figure 3: Eigenvalue loss-spectrum for different sizes
of armchair graphene nanotriangles. Panel (a) uses an
energy-independent broadening η = 5meV whereas panel
(b) includes the phonon interaction with an electron-
phonon coupling constant |g0|2 = 0.25 eV55,57 and the
optical phonon centered at ~Ω0 = 0.2 eV with broadening
∆ = 5meV.
the two hybridized dipole peaks, as revealed by com-
paring the spectra for different sizes in Fig. 3(b).
20 meV
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Figure 4: Spectral position of the dipole plasmon peak
as a function of the side length of the armchair graphene
nanotriangle. The radius of the marks indicate the full-
width-half-maximum of the plasmon peak for a phonon
density broadening of ∆ = 5meV.
The existence of peak splitting signals a strong cou-
pling that exceeds the intrinsic plasmon linewidth. For
example, in the dipole peak near 0.5 eV for 8.1 nm
structures in Fig. 3(a), we notice that a strong cou-
pling regime is reached in which the plasmon-phonon
hybridization leads to two dipole peaks below 0.5 eV
for 8.1 nm structures in Fig. 3(b), as opposed to the
single peak in the absence of phonons in Fig. 3(a).
These features are represented in Fig. 4, where we ob-
serve similar effects consistently over a large range of
triangle sizes. Evidently, this strong coupling leading
to peak splitting is more effective for small nanotri-
angles thereby making phonon interactions especially
interesting in the regime of molecular 2D plasmons.
In the limit of large structures the plasmon-phonon
hybridization becomes less pronounced (results not
shown), and we therefore return to the weak coupling
regime, in which the phonon interaction broadens and
redshift the plasmon peak.
Plasmon broadening is indicated on Fig. 4 through
the size of the data points (i.e., the radius indicates
the full-width-half-maximum linewidth of the reso-
nance). For most cases the linewidth of individual
peaks are below ∼30meV, corresponding to plasmon
lifetimes of ∼20 fs. This is a few times larger than
the lifetimes of localized surface plasmons in noble
metal nanostructures,59 but still shorter than the ex-
pected lifetimes for plasmons in high-quality extended
graphene samples.17
As a final illustration of plasmon-phonon coupling,
we vary both the electron-phonon coupling strength
and the broadening of the phonon density of states,
as shown in Fig. 5. The peak splitting increases with
phonon coupling (Fig. 5(a)), while we require a nar-
row phonon mode to obtain a well-defined hybridiza-
tion and therefore distinguishable hybridization peaks.
We insist once more that these calculations also apply
for extrinsic phonons of a substrate, incorporated ex-
actly through the same formalism, with appropriately
chosen coupling strength and phonon frequency.
Discussion
In this work, we have included a self energy Σ(E )
in the single-electron Green function which accounts
for the interactions between electrons and other de-
grees of freedom,45 and in particular, phonons are
considered in the presented examples. Naturally,
the self-energy could also account for the life-time
broadening of electron states in open quantum sys-
tems,46 where electrons, and consequently plasmons,
are quasi-localized to regions of finite extension within
an otherwise effectively bulk sheet of graphene. The
list of potential geometries can include narrow con-
strictions (quantum point contacts) in an otherwise
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Figure 5: (a) Dipole peak for different values of the
electron-phonon coupling in the armchair nanotriangle
with side length of 7.2 nm (η = 10meV). (b) The same
dipole peak as in (a) for |g0|2 = 0.25 eV, but for differ-
ent values of the broadening, ∆, of the phonon density of
states.
infinite ribbon or sheet of graphene,60 as well as finite
graphene anti-dot arrays61–63 in extended graphene.
We also include on this list non-planar regions in an
otherwise planar sheet of graphene with a local fi-
nite surface curvature acting as a trapping potential
for electrons and plasmons.64–69 Localization could
likewise be due to local strain and pseudo-magnetic
fields.70 The explicit energy dependence of Σ(E ) is
common to these problems and reflects the energy
dependence of the density-of-states in the surround-
ing medium. Because of this, the life-time broadening
would not be captured accurately by a phenomeno-
logical constant damping rate.
Conclusion
We have introduced a computationally highly efficient
approach to describe the optical response of plasmonic
nanostructures that facilitates the account for many-
body interactions. Our approach neglects vertex cor-
rections, which is a valid approximation for metallic
nanostructures or 2D Dirac-fermion systems, such as
graphene. Here, we have illustrated the power of
our method for armchair graphene nanotriangles of
various sizes, paying special attention to the evalua-
tion of eigenvalue loss-spectra for plasmons dressed
by optical phonons. The interactions with phonons
are represented by self-energies that enter the elec-
tron Green function, and we emphasize that the en-
ergy dependence of the self-energies leads to qualita-
tive changes in the spectra that cannot immediately
be accounted for by a more phenomenological broad-
ening, such as inclusion of a complex-valued substrate
dielectric function. As an example, the hybridization
between plasmons and phonons manifests in dramatic
peak splitting. While we have focused on interactions
with phonons, we may without further complications
apply our self-energy formalism to account for other
types of nanostructures and interactions relevant to
quantum plasmonics,34,35,71,72 including also dephas-
ing phenomena and life-time broadening in open quan-
tum systems, where the electron gas remains only
quasi confined.
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Appendix: Kramers–Kronig
relation
We determine the real part of χ0R(ω) from the imag-
inary part χ0I(ω). Due to causality of the response
function, this can be done using the Kramers–Kronig
relation
χ0R(ω) =
1
pi
P
∫ ∞
0
dx
χ0I(x)
x− ω +
1
pi
P
∫ ∞
0
dx
χ0I(x)
x+ ω
,
(14)
where P denotes Cauchy’s principal part. The
Kramers–Kronig integration can be replaced by a
weighted sum,73
χ0R(ωi) =
∑
n
Wn(ωi)χ
0
I(ωn), (15a)
7
where the weight factors are calculated using
Wn(ωi) =
1
pi
P
∫ ∞
0
dxΦn(x)
(
1
x− ωi +
1
x+ ωi
)
(15b)
with
Φn(x) =

ωn+1−x
ωn+1−ωn , ωn ≤ x ≤ ωn+1
x−ωn−1
ωn−ωn−1 , ωn−1 ≤ x ≤ ωn
0 , otherwise
(15c)
To determine the weight factors, we consider the
integral Eq. (15b) and insert Eq. (15c) to obtain an
analytical expression for Wn,
Wn(ωi) =
1
pi(ωn − ωn−1)
[
(ωi−ωn−1) log
∣∣∣∣ ωn − ωiωn−1 − ωi
∣∣∣∣
− (ωi + ωn−1) log
∣∣∣∣ ωn + ωiωn−1 + ωi
∣∣∣∣
− (ωi − ωn+1) log
∣∣∣∣ωn+1 − ωiωn − ωi
∣∣∣∣
+ (ωi + ωn+1) log
∣∣∣∣ωn+1 + ωiωn + ωi
∣∣∣∣]. (16)
This procedure allows us to replace the integral with a
summation in order to obtain χ0R on a grid containing
the mid-points of the original grid in which χ0I was de-
termined. Linear interpolation can be used efficiently
to produce χ0I and χ
0
R on the same grid.
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