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ABSTRACT OF THE THESIS
Lightweight Deep Learning for Biomedical Image Segmentation
by
Dylan Peter Uys
University of California San Diego, 2019
Professor Garrison Cottrell, Chair
Many techniques for analyzing cardiovascular health rely on cardiac magnetic
resonance (CMR) images that have been segmented to identify various components
of the heart. Manually segmenting these images is cumbersome and prone to vari-
ability, which calls for the development of accessible automation tools for cardiac
researchers. In order to benefit the developing symbiosis between machine learning
and medicine, such tools must be accurate, efficient and inferentially transparent.
This paper introduces a U-Net-based pipeline for left ventricular (LV) segmentation
of short-axis CMRs. The U-Net [32], a Fully Convolutional Network (FCN) known
for its success in biomedical image segmentation, is a natural candidate for our task.
This work constitutes the core of a larger-scale project focused on improving human
disease models through the acceleration of animal cardiac research. Accordingly,
ix
experiments discussed here leverage both human and animal data to explore the
efficacy of image processing and model training strategies.
This paper focuses on optimizing our U-Nets for resource constrained en-
vironments, and demonstrates that these models require only a fraction of their
typical convolutional filters. This reduction affords efficiency with the added benefit
of explainability by improving the practicality of visualizing learned features. Infer-
ence can also be further optimized by pruning trained models without any loss of
accuracy or the need for retraining. Specifically, we show that U-Nets with less than
2% of their original parameters train in minutes on a single GPU and achieve Dice
scores above 0.95 on multiple CMR datasets. Furthermore, inference on hundreds
of images can be performed in seconds on a laptop.
x
1Introduction
1.1 CMR Segmentation
Over the last few decades, advances in medical science have led to a dramatic
decrease in occurrences of myocardial infarction and cardiovascular death. Despite
these improvements, cardiovascular disease (CVD) remains the leading cause of
death in both the United States and the world [26, 29]. It is therefore crucial that
tools and techniques for cardiac health analysis continue to improve and elucidate
the complex causes of CVDs.
Cardiovascular magnetic resonance (CMR), also known as magnetic reso-
nance imaging (MRI), is among the most prevalent clinical practices for non-invasive
assessment of cardiac health. Many quantitative indices for identifying pathology in
these images depend on various measurements of the left ventricle (LV). The Left
Ventricle Ejection Fraction (LVEF), for example, quantifies the blood pumped out
of the LV at each heartbeat [29] and is parameterized by volume at end-systole (ES),
when the heart is fully contracted, and end-diastole (ED), when the heart is fully
expanded. In order to make such calculations, ED and ES CMR images are often
segmented manually or semi-automatically, a cumbersome and time consuming task
even for experts.
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Segmenting ED and ES images from one patient, of which there are typically
around 20 to 30 per acquisition procedure, can require approximately 30 minutes of
an expert radiologists time, sometimes longer depending on the desired segmentation
quality. Moreover, despite the quality of soft tissue contrast present in most MRI
scans, the task of manual cardiac segmentation remains difficult and prone to inter-
and intra-labeler variability [29]. Figure 1.1 illustrates this variability by comparing
segmentations drawn by three separate labelers given the same image.
Figure 1.1: Inter-observer variability
These challenges call for improved accessibility to accurate and efficient au-
tomation tools. Our work proposes a solution that applies lightweight deep neural
networks (DNNs) to LV segmentation of short-axis CMRs. The remaining sections
of this chapter make an effort to provide a comprehensive high level background on
what neural networks are, how they learn, some examples of existing architectures,
and the motivations and challenges of their application in our work.
1.2 Deep Learning
Neural networks are comprised of a series of layers that collectively act to
approximate the behavior of some function. In fact, these networks can learn to
2
approximate any arbitrary function through sufficient exposure to examples of its
inputs and outputs. In order to model such relationships, inputs are represented as
numerical features which, in traditional machine learning, require human engineer-
ing. Neural networks, on the other hand, are designed to learn features in service
of their given task in a more autonomous fashion, as we will soon discuss. Based
loosely on the physiology of the human brain, the functional units that make up a
network layer are called neurons, each of which have weighted connections to neu-
rons in adjacent layers. In Fully Connected Networks, like the one shown in figure
1.2, these connections occur between each pair of neurons in every pair of adjacent
layers. In section 1.2.2, we discuss situations in which this is not the case.
While networks with other topologies do exist, here we consider only feedfor-
ward networks like the one shown in the figure below. The term feedforward refers
to the lack of cycles present in the associated graph structure, which is characteristic
of all the architectures we will be discussing.
Figure 1.2: An example of a deep neural network architecture [28]
The first and last layers of a neural network are simply its inputs and outputs.
Between these are placed any number of hidden layers, whose associated weights
are trained to encode the appropriate input-output relationships. The term deep
learning simply denotes the use of neural networks that leverage many such layers,
though the precise number required for a network to be considered deep is subjective.
Generally speaking, a network’s ability to approximate highly complex functions is
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limited by the number of hidden weights at its disposal. With diminishing returns,
adding more hidden layers, or more neurons to hidden layers, provides the network
with more learning capacity.
Prior to training, network weights are initialized, either randomly or using
one of many existing techniques [14, 15, 18] known to provide a good starting point
for the learning process. The goal of training is to then slowly push these weights in
a direction that improves the network’s ability to model the desired function. We
will now discuss the computation that produces a network’s output, and how the
delta between this prediction and its associated ground truth informs changes in
weight values during training.
1.2.1 Learning in a Feedforward Network
Forward Propagation
We begin by describing the flow of computation that occurs when a network
is presented with an input x, which has some associated target output y. As an
example that conforms to the architecture in figure 1.2, consider a network whose
task is to distinguish x as a member of one of three classes based on its eight input
features. First, in a procedure as the forward pass, each neuron in a given layer
computes a function of its respective inputs, the output of which is then passed to
connected neurons in the subsequent layer. This forward propagation repeats until
reaching the last layer, whose output is the network’s predictions. In our example
using figure 1.2, this flows from left to right, and the output yˆ corresponds to x’s
predicted class membership. We soon describe means of determining yˆ from the
three output neurons shown in the figure.
The function computed by a neuron j in a hidden layer is simply a linear
combination of inputs provided by the previous layer, weighted by the corresponding
connections. This value is then passed through a non-linear function g, known as the
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activation function, to introduce the non-linearity that empowers neural networks
to learn complex relationships between inputs and outputs. The larger the value
produced by g, the more “activated” the corresponding neuron. While a variety of
functions are suitable choices, ideally, for reasons discussed shortly, an activation
function should be differentiable in addition to non-linear. Two brief examples are
given as follows.
The sigmoid activation, shown in equation 1.1, squashes its inputs to a range
between 0 and 1, commonly used to produce an output to be treated as a probability.
σ(x) =
1
1 + e−x
(1.1)
A similar function known as the softmax produces a probability distribution
over k values as shown below. In reference to our example feedforward DNN in figure
1.2, the softmax would be an appropriate choice of output activation to determine
a probability distribution representing x’s membership over the possible values of y.
σ(x)i =
ex
i∑k
j=1 e
xj
for i = 1, ..., k (1.2)
Returning to the discussion of neuron j’s anatomy, its output before and
after activation can be expressed as shown in equations 1.3 and 1.4, respectively,
where
∑
i corresponds to all neurons of the previous layer, zi are their outputs, and
wji are the corresponding connection weights.
aj =
∑
i
wjizi (1.3)
zj = g(aj) (1.4)
Figure 1.3 provides a closer look at a neuron that, based on its 9 inputs
corresponding to dense connections with neurons of a previous layer, could either
5
be from the second or third hidden layers of figure 1.2.
Figure 1.3: An example of a neuron from either the second or third hidden layers in
figure 1.2
Backpropagation
With these definitions, we can now discuss how a neural network algorithmi-
cally learns weight values that are optimal in solving the task it is charged with. The
first important definition in this context is the loss function, otherwise known as the
cost, or error function, used to quantify the correctness of a network’s predictions on
a given dataset. Section 4.3.2 describes the loss function used in our work to repre-
sent the degree of overlap between predicted LV masks and their associated ground
truths, but here we pedagogically consider any arbitrary differentiable function L.
As we are about to see, differentiability is a requirement for a function to define a
network’s loss.
Consider the previously discussed forward pass for some input x and the
associated loss Lx. Lx is a function of the network output for x which depends on
the activity of each neuron and the target y, each of which depend on their associated
weighted sum of inputs. Since the goal is to find weights that minimize loss, we are
interested in the partial derivatives of Lx with respect to weights wji, where wji
corresponds to a weight connecting neuron i to a neuron j in the subsequent layer.
These values encode the rate at which the loss changes with respect to any network
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weight wji, and thus inform the direction and magnitude with which to update wji
for an improvement in Lx. Because L depends only on the sum aj associated with
wji, we can apply the partial derivative chain rule to express this as
∂Lx
∂wji
=
∂Lx
∂aj
∂aj
∂wji
(1.5)
On the right hand side of this equation, the first partial derivative is the delta
alluded to at the end of this section’s introduction, and is often denoted by
δj =
∂Lx
∂aj
(1.6)
With this, and also noting that the partial derivative of the weighted sum of
inputs aj with respect to a weight wji is simply the input zi corresponding to the
weight, we arrive at the following.
∂Lx
∂wji
= δjzi (1.7)
This equation describes what must be done to obtain the derivative of the
loss with respect to a given weight wji, i.e., multiply the output of the neuron i with
the δ calculated for neuron j (these are the two values at either end of the weight’s
associated connection). While this computation is consistent for all hidden units,
it resolves to a different formula for the last layer, whose outputs are the network’s
predictions yˆk. Skipping over the details of their derivations, for the output layer k
with some arbitrary differentiable activation function g, we have
δk =
∂Lx
∂ak
= g′(ak)
∂Lx
∂yˆk
(1.8)
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and for all hidden units j,
δj =
∂Lx
∂aj
= g′(aj)
∑
k
δkwkj (1.9)
This is the well known backpropagation formula in a general form for any
arbitrary differentiable activation function g. This elegantly communicates that
once δk is obtained, all δj values for the preceding hidden layers can be computed
recursively by propagating deltas backwards through the network.
Weight Updating
What follows is a simple rule for updating weights that defines the core of
our learning algorithm:
∆wji = −ηδjxi (1.10)
The learning rate η, as its name implies, is a hyperparameter that allows
one to control the magnitude with which these updates can impact learning, in
terms of weight gradients with respect to any one input. The update rule associated
with minibatch learning, a more popular option favored for its ability to speed up
training, is given below.
∆wji = −η
n∑
p=1
δpjx
p
i (1.11)
Rather than backpropagating and updating weights after every forward pass,
this approach first accumulates error from forward passes on a minibatch of n images,
and then performs these steps. The use of fewer updates, that now each correspond
to information based on n images rather than one, yields a more efficient training
strategy. Though batch sizes and learning rates are largely determined empirically,
8
modern heuristics suggest that the relationship between their optimal values may
often be described linearly as η = kn [15].
With an understanding of forward propagation, backpropagation and two
types of weight updating, the concept of convergence is all that remains to complete
our basic picture of the learning process.
Training and Convergence
So far, we have simply stated that neural networks train by applying the
aforementioned algorithm to a set of training data. We now consider the notion of
converging to some locally optimal state in terms of the network’s total loss with
respect to this dataset after N iterations, or epochs. Here, an epoch describes
the forward passes (and the corresponding backpropagations and weight updates)
performed over the entire training dataset. The hope is that the network, if trained
properly, will be able to generalize what it has learned and perform adequately when
presented with unseen data.
A common strategy used to validate a network’s learning progress involves
simulating this unseen data by withholding a portion of the training data (i.e.,
a validation dataset). This is used to evaluate the network’s performance after
every epoch, without updating weights so as to avoid defeating the purpose of the
simulation. If a network is trained well, its loss on the validation set will decrease in
a manner similar to the training loss, but typically remain slightly higher. This is
not the case in a phenomenon known as overfitting, wherein a network’s validation
loss begins to rise after a number of epochs of falling with the training loss (which
continues to decrease). This means that it the network weights are learning features
that are too specific to the training data and will most likely be useless when asked
to generalize to unseen data.
Even when the batch size, learning rate, and other hyperparameters are con-
figured reasonably well, neural network weights often don’t reach the global minima
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of their loss functions. Moreover, depending on network structure, hyperparameters,
and amount of available training data, finding local minima can take from dozens
to hundreds of epochs. To be make increasingly clear in later sections, this train-
ing is often not feasible on standard hardware if the model in question is a deep
neural network. Even on systems designed to optimize the associated computations
through specialized hardware and parallelization, this can take hours or days.
With this brief overview of how neural networks learn and some of the con-
siderations taken in their training, we will now discuss specific DNN architectures
designed to process images.
1.2.2 Neural Networks for Image Segmentation
Convolutional Neural Networks
Convolutional Neural Networks (CNNs) are a popular type of DNN used for
computer vision tasks, whose architecture draws on inspiration from the physiology
of the human visual cortex. CNNs, otherwise known as Convnets, were pioneered
by Le Cun et al. in 1998 [24] and made widely popular in 2012 by the success of
Krizhevsky et al.’s work with the ImageNet dataset [7]. While many CNN archi-
tectures with varying depths and layer configurations have since been developed,
they are mostly consistent in their core principle. At a high level, this principle
involves using some combination of stacked convolutional and pooling layers, whose
functionality is explained below, followed by a number of dense layers. A well known
architecture matching this description (VGG16 [35]) is given in figure 1.4, where five
blocks of convolutions and pooling layers are shown to precede three dense layers.
We have seen dense, or fully connected layers in the previous example regarding the
DNN example in figure 1.2, and will now discuss convolutional and pooling layers.
The functional units of a convolutional layer are known as filters. Unlike
what we observed with dense layers, filters have weights that cover only a small
10
Figure 1.4: Example CNN architecture (VGG16 [35]) [21]
area of the input, referred as the local receptive field, which is reminiscent of how
neurons in the visual cortex receive input stimuli from specific regions of the retina.
The convolutional layer is named for the operation it performs, i.e., a convolution,
which computes the dot product of a filter’s values with values in a given local
receptive field. A convolutional layer may have any number of filters, each of which
with its own weight values that determine the features that lead to its maximal
activation. With parameter sharing, the same weights are used across all receptive
fields to which a filter is applied. This property, as well as the aforementioned local
connectivity, correspond to a reduction in necessary parameters in relation to other
layer types.
While convolutional filters can exist with various dimensions, striding, and
padding, we simply consider a 2-dimensional example with a stride of 1 for its
relevance to our work. The term striding describes by how many (x, y) units the
filter is moved over the input before computing a dot product, and a stride of 1
corresponds to the notion of a sliding window. This configuration is shown in figure
1.5 with and without padding, a technique used to control the height and width
dimensions of the convolved output. This output is also known as the feature map
that is passed to the subsequent layer. In this example, a filter with 9 weights is
being applied to the bottom image to produce the feature map seen above it.
Pooling layers are used to downsample features by performing some aggregate
11
Figure 1.5: Example of a 2-D convolution with a stride of 1 without padding (left) and
with padding to ensure matching input and output dimensions (right) [9]
function, such as an average or maximum, over windowed portions of its inputs
similarly to what is shown in figure 1.5. When placed after convolutional layers,
pooling layers discretize feature maps into values that represent an aggregate of
features in a given sub-field. This process provides the spatial invariance that allows
the same features to recognized, even when shifted by a number of pixels.
The feature map produced by a given convolutional filter becomes increas-
ingly abstract, and covers a larger effective receptive field, in correspondence with
the depth of its containing layer and the preceding convolutions and pooling. These
feature maps are ultimately decoded into outputs by the dense layer at maximum
depth, similarly to in the fully connected network explored in the previous section.
In the common case of n-class image classification, these outputs typically corre-
spond to the input image’s probability of belonging to each class. As one might
expect, from experience or the discussion in section 1.2.1, softmax output activation
suits this situation well.
Fully Convolutional Networks and Image Segmentation
Image segmentation is the general class of problems that involve partition-
ing an image into relevant components. Deep learning approaches to image seg-
mentation have outperformed classical computer vision techniques in recent years
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[5, 10, 12, 13, 17, 31, 32, 34], and have continued to improve largely thanks to the ad-
vent of a powerful CNN architecture known as the Fully Convolutional Network
(FCN) [34].
Unlike CNNs, FCNs do not have dense layers. Decoding is instead performed
by upsampling, an operation used to produce a high resolution output from a low
resolution input. While a convolution’s use of a filter is in a dot product with its
inputs, upsampling simply weights a filter (shown as the unfilled red and blue boxes
on the 4 × 4 grid in figure 1.61) by the corresponding input location to produce an
output. This weighting is shown in figure 1.6 as boxes of the same color, where the
overlapping outputs are simply added.
Figure 1.6: Example of upsampling (stride = 2, padding = 1)
Recalling that features become increasingly abstract in correspondence with
a convolution’s depth in a network, one can imagine how features from shallow layers
might provide high resolution information in order to help localize upsampled fea-
tures. Following this intuition, FCNs combine upsampled features with those from
shallow layers to produce localized outputs with detailed structure. This extends
the success of CNNs from coarse predictions with fixed output sizes (for problems
such as softmax classification of an entire image) to per-pixel predictions for images
of arbitrary size without adding extra complexity to the associated training strate-
gies. More details on the evolutionary history of such architectures are available in
section 2.1.1.
1http://cs231n.stanford.edu/slides/2016/winter1516 lecture13.pdf
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Several FCN architectures have been developed to improve on the original
design [34]. The U-Net is among the most notable, and is of special relevance
for its success in biomedical image segmentation [32]. The U-Net’s architectural
improvements are characterized by an increase in upsampling operations that use
trainable weights rather than simple interpolation. This offers the benefit of learning
an optimal means of filling values in an upsampled space, as opposed to interpolation,
which makes a static decision such as simply selecting nearby pixels. The U-Net also
uses concatenation connections (rather than summations) that supplement every
set of upsampled feature maps with high resolution information from corresponding
downsampling layers.
1.2.3 Applying Deep Learning to Medicine
FCNs like the U-Net are much faster to train relative to CNNs due to their
lack of dense connections. However, they still tend to be composed of tens to
hundreds of millions of parameters and require hours of training on several GPUs, as
demonstrated in previous work [1,32]. Even the complexity of performing inference,
which forgoes the expenses of backpropagation and weight updating, is often not
practical in resource constrained environments such as a laptop.
This reliance on expensive hardware is just one of the barriers that deep
learning must surmount in order to make a global impact in the field of medicine.
Models and algorithms that are designed to have roles in diagnostic procedures are
naturally held to rigorous standards in terms of accuracy, efficiency, and explain-
ability. While many deep learning approaches to CMR segmentation boast high
accuracies, they often lack the efficiency and transparency necessary for clinical use.
In the context of this work’s goal to provide radiologists access to trained
segmentation models, high degrees of complexity are permissible only in training.
Inference, on the other hand, must be optimally efficient in order to make the barrier
imposed by reliance on hardware as low as possible. In animal research, where
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patient data privacy is not a serious issue, these constraints are relaxed by the option
to serve predictions from a web application hosted on powerful hardware. However,
an application that offers the same services for human CMRs would be required to
comply with stringent laws that regulate the handling of sensitive patient data. In
such cases, it may be more desirable to offer models that are capable of inference
on local systems for use at will by medical practitioners and researchers. Such a
deployment would ideally encapsulate the model in a containerized application that
exposes inference functionality through a simple interface. This way, accessibility is
hindered by neither a lack of infrastructure nor machine learning expertise.
This paper covers an automated LV segmentation pipeline, which includes
code for image preprocessing and U-Net training and inference. Several measures
are taken to improve model complexity and transparency in an effort to make this
project’s functionality accessible to those whom it would benefit. The results high-
light the potential to implement accurate deep learning models without heavily
overparameterizing them; specifically, the lightweight U-Nets described in later sec-
tions can be trained in under half an hour on a single GPU, perform inference on a
laptop, and segment images with an average dice score of over 0.95.
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2Related Work
2.1 Image Segmentation
Recent years have seen the evolution of deep neural network architectures
for various incarnations of the image segmentation problem. To provide historical
context, we briefly discuss earlier works that leverage CNNs to solve tasks like
bounding box detection and semantic segmentation [5,10,12,13]. These approaches
experience drawbacks characterized by outputs with limited refinement and slower,
more complex training strategies relative to more recent approaches.
Architectures such as R-CNN and Fast R-CNN [12, 13] use a relatively ex-
pensive process called selective search [38] to choose bounding boxes. Around this
time, approaches to semantic segmentation typically involved patch-wise training
with sliding window techniques to make predictions for each pixel, and often relied
on additional model fitting for postprocessing CNN outputs [5, 10]. In addition to
the innate inefficiency of training a network one patch at a time, these approaches
are also faced with a trade-off decision regarding patch context and localization ac-
curacy. Larger patches provide more context but weaker localization due to the need
for more pooling layers, while smaller patches may hurt performance by withholding
too much context from the network [32].
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2.1.1 Fully Convolutional Networks
The development of fully convolutional networks (FCNs) is among the most
noteworthy breakthroughs in addressing these drawbacks. FCN architectures are
characterized mainly by a lack of the dense layers typical of other models. The cor-
responding reduction in trainable parameters makes FCNs much faster to train than
densely connected models. Furthermore, while typical neural networks approximate
some nonlinear function with a fixed output size, FCNs instead compute a nonlinear
filter in the space of the input data [34] regardless of its dimensions. Localization,
a core feature of FCNs that Long et al. refer to as combining the “what” and the
“where”, is provided by combining feature maps from shallower layers with those
of deeper layers. Long et. al’s well known paper, “Fully Convolutional Networks
for Semantic Segmentation” [34], explores implementations of this strategy where
the core approach is to sum the pooled features of previous layers with upsampled
outputs, as shown in figure 2.1.
Figure 2.1: FCN Architecture [34]
The three implementations shown above share the same downsampling path,
but each upsamples with different strides from different layers, with shallower layers
and correspondingly smaller strides providing increased output refinement as shown
in figure 2.2. The number in the model’s name corresponds to the stride of the
employed upsampling.
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Figure 2.2: FCN-32s, FCN16-s and FCN-8s output [34]
This work was quickly followed by improvements to the R-CNN model suite,
namely Faster R-CNN [31] and Mask R-CNN [17], both of which leverage FCN ar-
chitectures to forgo the selective search technique used by their predecessors. Specif-
ically, Faster R-CNN uses a FCN known as a Region Proposal Network (RPN) to
choose bounding boxes. Mask R-CNN builds on this work to move from bounding
boxes to pixel mask outputs by using a FCN along with new alignment strategy for
regions of interest (ROI).
2.1.2 U-Net
A U-net, named for its architectural symmetry, is a Fully Convolutional
Network known to achieve high segmentation accuracies with fewer training data
than required for typical deep learning problems [32]. This architecture builds on the
original FCN [34] by adding more upsampling layers and using skip connections and
concatenations rather than summations for feature fusing. This network structure
and its straightforward training strategies mitigate the aforementioned inefficiencies
of patch-wise training and the associated context versus localization accuracy trade-
off.
The network’s encoder-decoder architecture has a contracting path (encoder),
consisting of 3 × 3 convolutions and 2 × 2 max pooling layers, followed by an
expanding path (decoder) where max pooling is replaced by 2 × 2 upsampling.
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Figure 2.3: U-net Architecture [32]
The network’s output is determined by a 1 × 1 sigmoid activated convolution, and
all other convolutions use ReLU (Rectified Linear Unet) activation [2], given by
g(x) = max(0, x). The contracting path is responsible for feature extraction while
the expanding path provides localization by concatenating upsampled feature maps
with those of corresponding layers in the contracting path. The figures shown in
Appendix section 7.1 attempt to provide visual intuition for this localization process
by offering an example of these high- and low-resolution features and the results of
their combination.
2.2 Deep Learning For LV Segmentation and Vol-
ume Approximation
Several successful deep learning solutions to CMR segmentation emerged
from challenges such as the Cardiac MR Left Ventricle Segmentation Challenge 1
and Kaggle’s Second Annual Data Science Bowl (DSB) 2, the latter of which applies
1https://smial.sri.utoronto.ca/LVChallenge/Home.html
2https://www.kaggle.com/c/second-annual-data-science-bowl
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segmentation to LV volume estimation [39, 40]. This section focuses on the two
most relevant of these submissions and one similar work. While only one of these
specifically reports on LV segmentation accuracy, they all offer valuable guidelines
for the efficacy of model architectures as well as preprocessing and training strategies.
It is worth noting that, in correspondence with the task, Kaggle’s DSB provided ED
and ES volume labels rather than LV masks.
The most successful solution to Kaggle’s DSB, made publicly available by
Burms et al., uses an ensemble of fairly large CNNs, each with up to 30 million
parameters. Rather than approaching volume approximation as an aggregation of
two dimensional segmentation problems, they used large dense layers and different
output processing techniques to formulate both classification and regression versions
of LV volume estimation. As one might expect, the team reports the most success
with their regression approach. Here, they choose to directly optimize the Contin-
uous Ranked Probability Score (CRPS) [40], a metric used to quantify the average
square distance between a predicted cumulative distribution function (CDF) and the
associated ground truth. Each type of CNN used in the ensemble corresponds to a
different architecture and training strategy, which are specific to the type of data the
model is intended to be trained with. For example, their single slice model, shown
in figure 2.4, is trained to predict volume from all the frames in a given slice by feed-
ing each frame to the network in a separate input channel. The estimated volume
output is then determined with either a cumulative sum over a 600-way softmax, or
the mean and standard deviation of a Gaussian, followed by a layer computing the
CDF of this Gaussian, the latter of which is used in the model illustrated below [40].
They also train their single slice model on exclusively 2-chamber or 4-chamber
CMRs, which intuitively leads to better results by relaxing the need to generalize
to both views of the heart. Burms et al. also use an approach called test-time
augmentation (TTA), where models are fed several randomly augmented copies of
the same input during inference, and outputs are given by averaging the resulting
collection of predictions.
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Figure 2.4: Single slice CNN model for LV volume estimation [40]
While this group claimed the top of the leaderboard for a task that goes be-
yond segmentation to accurately estimate left ventricular volume, the complexities
of their approaches make them relatively impractical in clinical settings. The small-
est successful ensemble reported uses 5 models and would have corresponded to a
third place ranking in the competition. Their most successful submission, however,
uses an ensemble composed of 44 models requiring around 3 days of training on 14
GPUs.
Julian De Wit, who took third place in the DSB [39], uses a U-Net and
preprocessing techniques similar to the ones described in section 4.2 of this paper.
While his approach is inherently more efficient than the aforementioned, his model
used the standard U-Net configuration involving over 30 million parameters. The
solution’s documentation lacks metrics on training times and the associated compute
environment, but the work discussed below confirms that this requires several hours
on multiple GPUs.
Abdelmaguid et al. explore various U-Net configurations in addition to the
usual architecture. For the standard architecture used also by De Wit, they report
that 100 epochs of training took 7.5 hours on 2 GPUs [1]. The smallest U-Net
they experimented with consisted of 18 layers comprising 1.9 million parameters,
for which 100 training epochs took 4 hours on the same hardware. While their
networks don’t quite outperform De Wit’s in volumetric estimation, they report
high segmentation accuracies on the combined SCD and ACDC datasets, which are
21
also used for training and evaluation in this work. Their full-sized U-Net yielded the
best results, achieving Dice scores between 0.94 and 0.96, with the higher accuracy
coming from strong use of data augmentation (10 randomly augmented copies of
each image). Their shallower model that instead used 3-block encoding and decoding
paths (as opposed to 4) segmented the same test dataset with a maximum Dice score
of 0.93. The Dice score, discussed in detail in section 4.3.2, ranges from 0 to 1 and
quantifies the differences between two datasets, which here are the predictions and
ground truths. Dice scores closer to 1 indicate high degrees of similarity between
the datasets in question.
There are several takeaways from the works discussed above. First, both
CNNs and FCNs can be trained to accurately approximate LV volume, a valuable
metric in cardiac health assessment. Second, we again see that training CNNs
for predictive tasks with refined outputs requires both large, heavily parameterized
networks and nuanced training strategies. Especially important in the context of
this paper is the high level comparison of FCN and CNN training complexities when
applied to the same task, despite the different or unspecified quantities of data used.
While it is clear that both FCNs and CNNs can meet the accuracy requirements for
various analyses of biomedical images, the complexity of the explored models make
it difficult to attain efficiency and transparency. In the next section, we discuss
several techniques that can be applied to reduce this complexity.
2.3 Addressing Complexity in Deep Architectures
Deep network architectures consist of many layers, each of which may have
thousands of inbound and outbound connections with associated weight values.
Hardware optimized for tensor math, such as the GPU, has allowed an explosion in
the number of such weights that are trainable in practice.
While machine learning has historically strived for the accuracy seen in its
22
most successful applications, research in recent years shows a trend towards com-
bating the complexity that modern hardware has allowed to dominate the field. Hu
et al. [19] classify these efforts into two distinct categories: one focused on the high
level design of efficient architectures, and the other on performing low level architec-
tural surgery on existing models. Here, we focus on the latter and its applicability to
optimizing U-Net efficiency for LV segmentation. This process, known as pruning,
dates back to Le Cun’s Optimal Brain Damage work [6] wherein network weights
are removed based on their saliency, which he defined as a measure of a deletion’s
impact on the training error. The next section discusses more recent approaches to
pruning with a focus on convolutional layers.
2.3.1 Strategies for Network Pruning
Pruning network parameters is a strategy often used to reduce memory and
compute complexity of a model, while also offering potential improvements in gen-
eralization. The notion of improved performance through a reduction in parameters
conforms well to Occam’s Razor, a well known principle that encourages choices in
simple solutions over complex alternatives which, in machine learning, tend to cause
overfitting.
Due to the empirically driven nature of their development, deep networks of-
ten end up unnecessarily complex and overparameterized, encompassing millions of
potentially redundant parameters. This pathology can usually be diagnosed through
inspection of the extracted features and their activations, and remedied with subse-
quent pruning which often necessitates retraining. Pruning encompasses a breadth
of criteria and algorithms for removal of individual neurons, weights, and even entire
filters and feature maps [16,19,25,27,37].
Pruning weights tends to introduce network sparsity [16], a property that is
only favorable in cases where specialized sparse Basic Linear Algebra Subprograms
(BLAS) are available to provide acceleration. In this work’s efforts towards accessi-
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bility, this is undesirable. Works that instead choose to remove neurons [19] mitigate
this issue, as all weights associated with deleted neurons are in turn deleted. How-
ever, both both neuron and weight pruning tend to require delicate care to avoid
damaging performance beyond repair, and typically require retraining to recover
some amount of lost accuracy.
Networks can also be pruned on a larger scale by removing entire filters and
their corresponding feature maps. This naturally avoids sparsity issues and can
be accomplished with aggregations of known neural and weight-level criteria. The
following discussion covers a filter-level pruning strategy from Li et al. and a removal
criterion by Hu et al. that this work combines for a simple and effective approach
to U-Net pruning.
Li et al. devise a filter pruning algorithm that selects a number of filters
whose summed absolute weights (i.e., their l1 norm) are the smallest [25]. When
a filter is removed, its corresponding feature maps in the subsequent layer are also
removed. This approach touts the added bonus of one-shot pruning, wherein all
necessary deletions occur prior to a single retraining step rather than iteratively
pruning individual layers and retraining.
Hu et al. describe an approach to neural pruning with a simple criterion,
reminiscent of the magnitude approach by Han et al. [16]. This criterion, termed
Average Percentage of Zeros (APoZ), acts as a usefulness proxy by measuring the
ratio of ReLU activations that show zero values over a set of validation examples [19].
The value of this metric at the cth neuron of the ith layer is given as:
APoZ(i)c = APoZ(O
(i)
c ) =
∑N
k
∑M
j f(O
(i)
c,j(k) = 0)
N ×M (2.1)
where O
(i)
c ) represents the output of channel c in layer i, N is the number of vali-
dation examples, M is the output feature map’s dimension, and f is the Kronecker
delta given by equation 2.2.
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δij = 1 i = j
δij = 0 i 6= j
(2.2)
Hu et al. claim that these APoZ neurons are indicative of redundancy, and
can be pruned with minimal accuracy penalties [19]. However, their results are
based on carefully pruning selected layers after extensive experimentation. While
this is effective and less labor-intensive than designing entirely new architectures, it
is still a relatively cumbersome process that should be avoided when possible.
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3Data
3.1 CMR Data Background
Terminology
CMR imaging procedures rapidly acquire individual images, or frames, in a
sequence for the duration of the cardiac cycle at multiple, equally spaced locations
of the cardiac chamber. The time series of frames pertaining to a single location
is known as a slice. End-systole (ES) and end-diastole (ED), or the respective
maximum contraction and expansion of the LV cavity, each typically appear in one
frame of a slice and must be carefully identified by an expert. Slices can be oriented
along either the short axis (SAX) or the long axis (LAX) of the heart, which are
illustrated in figure 3.1. This work uses only SAX images, which is consistent with
the standard approach for quantifying left ventricular volumes and function [4]. In
these images, we are interested in the LV endocardium, or the inner wall, and the
encompassed area.
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Figure 3.1: Illustration of SAX and LAX panes [11]
Data Formats
DICOM (Digital Imaging and Communications in Medicine) 1 is a popular
standard for storing CMR data. DICOM files are composed of image data and a
header of standardized metadata tags pertaining to image attributes, equipment
configuration, and patient information. This is largely the standard of data that
scanners produce, wherein each file pertains to a single frame and tends to have a
complex set of unreliably populated metadata fields.
NIfTI (Neuroimaging Informatics Technology Initiative 2) is another CMR
data format that was specifically designed to promote easy access to MRI data
for researchers. NIfTI files can contain any number of frames from a slice, which
simplifies data storage and processing.
3.2 Datasets Used
3.2.1 Mouse CMRs
Seaweed Canyon Cardiovascular Physiology Laboratory in UC San Diego’s
Department of Medicine provided our lab with 2,062 SAX CMRs and associated
1https://www.dicomstandard.org/
2https://nifti.nimh.nih.gov/nifti-1/
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expert-drawn LV masks. These correspond to 50 mice from 3 ischemia reperfusion
studies, each of which contains ED and ES images at various stages of disease pro-
gression. Ischemia refers to tissue damage caused by lack of oxygen, and reperfusion
is the restoration of blood flow to the damaged areas. This diversity in pathology
severity supports our network’s ability to generalize regardless of the physiological
abnormalities potentially present in new data.
In typical CMR datasets, where equipment configuration varies by patient
and radiologist, special consideration is required to establish consistency in terms
of image attributes like resolution and patient orientation. Here, all imaging and
labeling was performed by the same radiologist, whose expertise produced a dataset
that inherently provides this consistency.
Prior to segmentation, the apparent spatial resolution of images is arti-
ficially increased using a common MRI reconstruction technique known as zero-
interpoloated filling (ZIP). This process involves appending zeros to the time do-
main data prior to the reconstructing Fourier transformation, effectively increasing
the digital resolution without adding any new information or true resolution to the
spectrum. The resulting images appear less pixelated, providing smoother edges
that make manual segmentation easier.
3.2.2 Human CMRs
We use human MRIs from Sunnybrook Cardiac Data (SCD) [30] and Auto-
mated Cardiac Diagnosis Challenge (ACDC) [3]. Both of these publicly available
datasets provide images from patients with various pathologies. Unlike in the mouse
CMR dataset discussed above, image attributes lack consistency from patient to pa-
tient. Section 4.2.2 discusses the preprocessing steps taken to ensure that variations
in resolution and region of interest do not negatively impact training.
The Sunnybrook Cardiac Data3 consists of SAX CMR images from 45 pa-
3http://www.cardiacatlas.org/studies/sunnybrook-cardiac-data/
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tients, with 6-12 slices per patient and 20 frames per slice. Of these images, 805 have
associated expert-drawn LV contours. Patients in SCD belong to four pathological
groups: healthy, LV hypertrophy, heart failure with infarction, and heart failure
without infarction.
The ACDC dataset4 is composed of MRIs from 100 patients, and offers label
masks for various components of the heart. These data are preprocessed to produce
binary masks and to discard any samples that lack LV endocardium labels to fit our
task. We also only use the provided train and validation sets, as the test dataset
comes without labels, which leaves a total of 1,808 usable samples. Five patient
pathologies are present in ACDC: dilated cardiomyopathy, hypertrophic cardiomy-
opathy, myocardial infarction with altered LV ejection fraction, abnormal RV, and
healthy.
4https://www.creatis.insa-lyon.fr/Challenge/acdc/databases.html
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4Methods
4.1 Experimental Setup
4.1.1 Code and Compute Environment
Experimentation relies on the storage and compute resources of the San Diego
Supercompter Center (SDSC). The code and data reside primarily on SDSC’s Data
Oasis, and most training runs leveraged Comet-GPU, one of SDSC’s GPU clusters.
In the context of training times provided in this paper, it is relevant to state that
these experiments were run on a shared GPU partition, resulting in higher runtime
variance.
The code implements three independent pipelines for data preprocessing,
model training, and model inference. Each pipeline offers a configuration file as an
interface to important parameters.
The preprocessing pipeline extracts pixel data from the DICOM or NIfTI
sources, maps the images to their corresponding LV masks, applies the preprocess-
ing transformations, and writes the resulting images and masks to binary files. The
code implementing these steps is completely decoupled from model training in order
to avoid incurring unnecessary overhead in experiments that can simply reuse pre-
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processed data. This independence makes it convenient to experiment with various
transformation parameterizations before proceeding to train a model. This turned
out to be quite beneficial, as visually inspecting images after small perturbations to
certain parameters played an important role in discovering optimal preprocessing
configurations.
The training pipeline implements batch data loading with optional augmen-
tation for model training, and logs the hyperparameter configuration, model weights,
optimizer state, and evaluative metrics of each run to provide a rich history of exper-
iments. The code responsible for building models (adapted from the implementation
in Davis Vigneault’s GitHub repository1) is highly flexible, allowing for experimen-
tation with U-Net architectures of any depth and layer configuration. Also offered
is the option to prune trained models by removing unneeded convolutional filters,
a process that can drastically reduce the model’s memory footprint and inference
complexity. Transfer learning experiments can be run with the same pipeline by
specifying the name of a trained model to load, with the option to freeze layers.
The inference pipeline, which can optionally invoke the training pipeline if
no trained models are available, takes a directory name as input and produces LV
predictions for images in that directory. Predictions are saved in the form of binary
files and accompanied with evaluative metrics if ground truth labels are available.
Prior to saving, the preprocessing transformations are performed in reverse on the
predicted masks in order to return their dimensionality to that of their original
images.
4.1.2 Experiment Types
The pipelines discussed above are used in a number of experiments types that
correspond to different performance evaluations. The rest of this chapter describes
the considerations taken in approaching these experiment types, which are described
1https://github.com/DVigneault/dvpy
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and motivated as follows.
1. Homogeneous Data Experiments train and evaluate models on data from
one mammal (exclusively mice or humans) as a fundamental indicator of per-
formance.
2. Transfer Learning Experiments fine tune the models trained on mice data
in experiment 1 with human data. This is inspired by the poor performance
(average Dice score of 0.60) seen when a model trained on mice data is applied
directly to human data. Towards relaxing the amount of data required to
train segmentation models, it is worth exploring how models that have been
bootstrapped to data from one mammal can adapt to data from another.
As mentioned in the the goals of the project encompassing this work would
suggest, these experiments focus on
3. Unlabeled Data Experiments apply an appropriately trained model to
data with no associated LV masks. This process, which embodies the end-goal
of this work, was conducted once thus far to provide a cardiology lab with
usable masks for 4,000 images.
4. Inference Profiling Experiments provide inference times on different com-
pute devices for models of various sizes to evaluate the practicality of their
deployment.
4.2 Data Preprocessing
Input images undergo several preprocessing transformations that maximize
the network’s ability to extract meaningful features from them. The main goal of
these transformations, shown in table 4.1, is to improve image quality in terms of
soft tissue contrast, providing more pronounced LV borders. Steps that impact
dimensionality, namely resizing and cropping, are also applied to the image’s LV
mask to preserve the correspondence between class labels and CMR pixels.
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Table 4.1: Preprocessing Transformations (* indicates dataset-dependent considerations)
Step Transformation Parameters
1 Resize* bilinear interpolation
2 Crop* target size 176x176
3 CLAHE clip limit of 1, tile size of (1,1)
4 Normalize min-max scaling with respect to frame pixels
Table 4.1’s asterisks indicate that resizing and cropping decisions must be
made on a case by case basis, as target image resolutions and regions of interest
(ROI) can depend on both the data source and analysis goals. The rest of the
transformations are applied uniformly as follows.
After resizing and cropping, pixel intensities are modified using contrast lim-
ited adaptive histogram equalization (CLAHE). The CLAHE method, known for its
ability to improve the diagnostic quality of biomedical images, assigns intensities
to pixels based on their rank in a histogram of neighboring intensities [41]. The
resulting pixel values are then normalized to a range of [0,1] using min-max scal-
ing to control weight updating through reducing their associated magnitudes. The
sections below discuss how our pipeline resizes and crops images from the different
datasets.
4.2.1 Resizing and Cropping for Mice Data
First, image dimensions are scaled down by a factor of 0.5 (from 384 × 512 to
192 × 256). The motivation for this step is threefold. First, large image dimensions
limit the number of samples that can fit in memory at once, potentially imposing
constraints on batch size. Second, smaller images yield faster training due to the
relationship between input size and the network’s number of trainable parameters.
Lastly, the ZIP technique discussed in section 3.1 produces larger images without in-
troducing new information. Training with these larger images would make inefficient
use of memory and compute resources without necessarily improving performance,
as it can be argued that the model would simply be learning the same features
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but “spread out” over an larger pixel space that lacks a corresponding increase in
information density.
Each image is then cropped to 176x176 to dispose of peripheral pixels, usually
corresponding to the chest cavity. This size proves ideal for our dataset, as it reduces
the amount of unnecessary information that our model is exposed to without losing
the anatomical context provided in the structures adjacent to the left ventricle. The
consistency in LV location throughout the dataset allows for a simple center crop
without the risk of discarding LV pixels.
4.2.2 Resizing and Cropping for Human Data
In the ACDC and SCD datasets, image resolution and other attributes vary
from subject to subject due to the inherent lack of control in the human CMR
acquisition process. Corresponding adjustments must be made to provide the con-
sistency necessary for our networks to recognize the same features across the many
images. First, we resize each image and its LV mask by a factor determined by
the corresponding resolution metadata (PixelSpacing in DICOM, pixdim in NIfTI).
This guarantees consistent resolution in the resulting datasets, where each pixel now
corresponds to a 1mm x 1mm patch. The next step is to crop the images, which
requires different considerations in ACDC and SCD.
Similar to the mouse CMRs, SCD has consistent patient orientation and po-
sitioning, allowing a simple center crop to be sufficient for keeping the left ventricle
in frame while doing away with unnecessary information in the periphery. ACDC
requires a more complex approach to account for variance in left ventricle location
from patient to patient. In prior work, this is accomplished by analyzing the Fourier
transform of a particular slice to find regions where movement across frames corre-
sponds to cardiac frequency [1, 22]. Our work uses predetermined ROI centers and
radii for the ACDC dataset, provided be Khened et al. in their repository2.
2https://github.com/mahendrakhened/Automated-Cardiac-Segmentation-and-Disease-
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4.3 Model Training
4.3.1 U-Net Configuration
Figure 4.1: U-net Architecture [21]
The U-Net used here is configured as shown in figure 4.1. Its layers are se-
mantically grouped into a 4-block contracting path (8, 16, 32 and 64 filters per layer,
respectively), a bottleneck block (128 filters per layer), and a 4-block expanding path
(64, 32, 16 and 8 filters per layer, respectively).
This configuration follows the pattern expressed by the original U-Net ar-
chitecture, where the number of convolutional filters used in each consecutive block
can be described as 2i, 2i+1, ..., 2i+n, ..., 2i+1, 2i with n = 4 corresponding to layers in
the bottleneck block. In the original and related works, i is chosen to be 6, resulting
in 33,460,865 trainable parameters. As stated more explicitly above, this work uses
i = 3, resulting in a model with 522,896 parameters (corresponding to over a 98%
reduction in parameters).
High segmentation accuracies indicate that the size provides ample learning
capacity for our task. Experimentation with larger networks seems to support the
notion that a model with around 500,000 to 600,000 parameters is the ideal size
for this task; when a U-Net is implemented with the 33 million weights, it shows
Diagnosis
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dice scores similar to what is presented in section 5.1.1. Furthermore, when this
model is pruned by the algorithm to be described in section 4.3.5, it is left with
approximately 567,000 meaningful weights, as shown in Results section 5.2.
Dropout is a regularization technique that involves probabilistically dropping
neurons and their connections during training to help reduce overfitting, which tends
to be symptomatic of complex co-adaptions between neurons [36]. Though it is
unclear what dropout configuration was used in the original U-Net work, the authors
allude to its presence near the bottleneck of the network for performing implicit data
augmentation [32]. Here, dropout with a probability of 0.25 is instead added between
every pair of consecutive convolutions to help filters learn independent features (not
pictured in figure 4.1). Higher probability appeared to be too aggressive, yielding
unpredictable results that often seemed to get stuck in local minima, and adding
dropout between fewer layers did not provide noticeable benefits.
4.3.2 The Optimization Problem
The U-net model is trained to minimize the sum of the binary cross-entropy
(BCE) loss and the dice loss. We found that this loss function empirically leads to
more accurate segmentations than either of its component functions alone, which is
supported by prior work [1]. Binary cross entropy, commonly used to quantify the
difference between two probability distributions, is given as
BCE = −1/N
N∑
i=1
[yi log(pi) + (1− yi) log(1− pi)] (4.1)
where yi is the true probability for sample i, pi is the predicted probability for the
sample, and N is the number of samples.
The dice loss is based on the dice similarity coefficient (DSC) [8], also known
as the Sørensen-Dice coefficient, which denotes the similarity of two datasets and
is commonly used as a performance metric in image segmentation. Its values range
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from 0 to 1, with values closer to 1 indicating high degrees of similarity. It can
be calculated in multiple equivalent fashions, the following being among the most
common:
DSC =
2(Y ∩ Yˆ )
|Y |+ |Yˆ | (4.2)
where Y are the pixel values in the true contour mask, Yˆ are the pixel values in
the predicted mask, and
⋂
is the set intersection. Here, we use this as both an
evaluative metric and a component of our loss. However, for reasons discussed in
section 1.2.1, in order to incorporate the Dice coefficient into the loss function, we
must first address its non-differentiability.
DSC′ =
2(Y Yˆ ′)
|Y |+ |Yˆ ′| (4.3)
As shown above, this is accomplished by replacing the set intersection oper-
ation with an element-wise multiplication between the continuous predicted values
Yˆ ′ and the discretely labeled pixels Y . With this, we define the Dice loss as
DSC Loss = 1−DSC′ (4.4)
and finally, our total loss function
BCE-Dice Loss = BCE + DSC Loss (4.5)
The figures below present a comparative visualization of predicted masks
and their ground truths along with the associated Dice score. Figure 4.2 shows a
prediction that is close to a perfect match with a Dice score of 0.99, and figure 4.3
shows a prediction that fails to match the slightly nuanced shape of its associated
ground truth, but still resembles a reasonable attempt.
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Figure 4.2: Example of a predicted LV mask with a Dice coefficient of 0.99
Figure 4.3: Example of a predicted LV mask with a Dice coefficient of 0.84
These examples are drawn from the extrema of the test Dice score distribu-
tion of the most successful model trained with the mouse CMR dataset, shown in
figure 5.1 in Results section 5.1.1. Here, the Dice score is equivalently computed as
the harmonic mean of precision and recall for convenience, as constructing the com-
parative subfigures relied on the locations of true positives (green), false positives
(red), true negatives (white) and false negatives (blue). The corresponding formula
shown in equation 4.6 intuitively expresses the balance in the Dice coefficient’s pe-
nalization of false positives and false negatives.
DSC =
2 ∗ |true positives|
2 ∗ |true positives|+ |false positives|+ |false negatives| (4.6)
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4.3.3 Hyperparameter Tuning
Obtaining consistently accurate segmentations required extensive experimen-
tation with different model structures and training hyperparameters, as is typical of
most deep learning problems. First, the number of convolutional filters used in each
block was chosen by observing performance with fewer and fewer filters. In order
to reduce the solution space, experimentation with different model depths was kept
to a minimum. For the same reason, filter configurations were chosen to follow the
pattern shown in the original architecture, i.e., 2i, 2i+1, ..., 2i+n, ..., 2i+1, 2i. After set-
tling on the configuration described in section 4.3.1, i.e., i = 3, n = 4, for its ability
to perform efficiently without penalizing accuracy, the rest of the hyperparameters
to be discussed were selected empirically through a manual experimentation process
resembling grid search.
The model is trained on batches of four images at a time using a correspond-
ingly small learning rates between 1e-4 and 5e-4 for Adam [23] optimization of the
BCE-Dice loss. The model is allowed a maximum of 100 training epochs, and early
stopping is applied when the validation error has stopped improving for 15 epochs,
at which time the best weights are restored. This typically leads to convergence in
around 45 epochs. For transfer learning, the learning rate is reduced to around 1e-5,
and the early stopping criterion to 10 epochs, as weights are being adjusted from a
trained state rather than from their initialized values.
Experimentation with initialization and regularization techniques for filter
weights showed the most consistently optimal results for orthogonal initialization [33]
when paired with l2 regularization. This initialization technique was shown by
Saxe et al. to mitigate vanishing and exploding gradients by imposing initialization
constraints that produce an orthogonal matrix of weights. This is because orthogonal
matrices, whose rows and columns are orthonormal vectors, are able to undergo any
number of matrix multiplications without experiencing these pathologies.
Additional regularization experiments involved placing either dropout or
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batch normalization between each pair of the successive convolutional layers shown
as contiguous orange blocks in figure 4.1. With the chosen network configuration,
batch normalization provided little benefit, and sometimes resulted in low accura-
cies or validation loss curves with wild spikes. Dropout, on the other hand, helped
training converge to high Dice scores more consistently. The final configuration uses
orthogonal initialization, l2 regularization and dropout. I also note that Xavier (or
Glorot) initialization [14] and He initialization [18] both produce acceptable results
when accompanied with dropout.
4.3.4 Data Augmentation
Data augmentation is a popular technique for increasing the size of a train-
ing dataset by including augmented copies of existing samples. The variance the
augmented dataset provides can help improve the model’s ability to generalize to
unseen data.
Table 4.2: Data Augmentations and respective distributions for sampling random
parameters
Transformation Parameter Bounds
Shift Amount (% heigh/width) [-0.05, 0.05]
Rotate Angle (degrees) [15, 175]
Shear Strength (lambda) [.05, .25]
Gaussian Filter Sigma (filter distribution) [0.01, 0.10]
Zoom Factor (> 1 zooms in, < 1 zooms out) [0.80, 1.10]
Vertical Flip No parameters
Horizontal Flip No parameters
Here, we can magnify the size of the training dataset up to a factor of eight
by introducing a copy of each image and mask augmented by one of the transforma-
tions in table 4.2. Each time a transformation is applied, its parameters are selected
uniformly at random from a distribution whose limits are shown in the rightmost
column of the table. These bounds were chosen through experimentation and in-
sights from prior work [1, 20] with the goal of representing the variance caused by
things like imaging artifacts or changes in imaging equipment configuration.
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Figure 4.4: Example image batch and LV masks without augmentation
Figure 4.5: Example image batch and LV masks from figure 4.4 after random
augmentation. Parameters from left to right: σ = 0.07, λ = 0.12, f = 0.87,
(fx, fy) = (−0.03,−0.04)
Rather than explaining all of the operations given in table 4.2, some of which
are trivial beyond the need of elaboration, figures 4.4 and 4.5 present an example of
the more interesting augmentations applied to a random batch of mouse CMRs. De-
scriptions of these transformations are given below, with specific parameterizations
provided in the caption of figure 4.5.
1. Gaussian noise is introduced by performing an element-wise summation of the
image pixels with a matrix whose values are sampled from a zero-centered
distribution with 0.01 ≤ σ ≤ 0.10.
2. A shear transformation is applied to images with 0.05 ≤ λ ≤ 0.25, where λ is
the non-zero element in the associated shear matrix
3. Zooming resizes the image without changing its dimensions with a factor
0.80 ≤ f ≤ 1.10
4. Shifting translates the image by a percentage of its height and width, with
−0.05 ≤ fx ≤ 0.05 and −0.05 ≤ fy ≤ 0.05
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Data augmentation did not provide any noticeable performance benefits when
applied to training models on mice data, most likely because the test data lacks the
variability that data augmentation would help model, as discussed in 3.2.1. On
the other hand, applying data augmentation to transfer learning experiments with
human data yielded an average increase of 1-3% in Dice score. This increase supports
the hypothesis that the consistency present in the mice CMRs precludes the need
for augmentation.
4.3.5 Network Pruning
I applied Li et al.’s pruning algorithm along with Hu et al.’s APoZ (Average
Percentage of Zeros) criterion to prune entire convolutional filters and their feature
channels based on the corresponding activation maps. Specifically, this algorithm
iterates through the model’s convolutional layers, removing all filters and corre-
sponding feature channels whose ReLU activations exhibit an APoZ ratio of over
0.99 for the entire valdation set.
Results show that this process works well with the given U-Net configuration,
providing reductions in parameters of up to 65%. This is accomplished without
any loss in accuracy or need for retraining, as only filters whose features make no
contribution in inference are removed. This differs from Li et al.’s approach to
filter pruning, which removes a predetermined number of low activation filters and
mitigates accuracy losses by retraining. My approach instead only removes filters
and feature maps that meet the aforementioned APoZ criterion and thus forgoes the
need for any retraining.
APoZ, which acts as a proxy for filter importance, is shown to be a symptom
of filters that encode redundant features [19]. This is especially true here, despite the
presence of dropout, as shown in the following feature maps and activations before
and after pruning. For the sake of the example’s interpretability, these activations
are shown for a single layer when the network is fed a single validation seed image,
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Figure 4.6: Validation seed example used to illustrate pruning
contrary to the actual pruning criterion, which seeds activations with the entire
validation set. The seed used here is shown in figure 4.6 to provide context for the
activations. It is also crucial to note that the colors in the feature maps prior to
activation (the left subfigures) were normalized in order to make the features visible.
Without this normalization, it would be difficult to see many of the redundant
feature maps, as one might expect from the weak contribution of their co-adapted
neurons.
Figure 4.7: Example of feature maps (left) and their high APoZ activations (right) for a
layer (last block, first convolution)
Figure 4.8: Feature maps (left) and activations (right) from figure 4.8 after pruning high
APoZ filters
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5Results
5.1 Segmentation Accuracy
5.1.1 Homogeneous Data
Table 5.1: Average performance metrics: homogeneous data with and without data
augmentation (10 runs)
Metric
Mouse CMRs Human CMRs
No Aug 7x Aug No Aug 7x Aug
µ σ µ σ µ σ µ σ
Dice Coeff. 0.964 0.0010 0.962 0.0044 0.950 0.0021 0.955 0.0013
Precision 0.972 0.0033 0.967 0.0116 0.945 0.0116 0.943 0.0069
Recall 0.956 0.0036 0.957 0.0092 0.956 0.0104 0.967 0.0063
Table 5.1 presents average Dice scores over 10 runs for the two homogeneous
data experiments, the datasets for which are described in sections 3.2.1 and 3.2.2.
Results are shown for experiments with and without the application of the 7 aug-
mentations described in section 4.3.4.
For both experiment types, the dataset is split with an approximate 75:15:10
ratio for train, validation and test sets. These partitions are stratified by patient
ID to enforce that data from any one patient appears entirely in a single partition,
ensuring that models are evaluated using only images from unseen patients. The
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number of provided frames varies per patient, hence the approximate nature of the
split ratio.
The models are trained with a batch size of 4 and Adam optimization with a
learning rate of 5e−4. During training, the validation BCE-Dice loss is monitored by
two callbacks: one that lowers the learning rate by a factor of 10 if no improvements
are seen for 10 epochs, and one that terminates training when no improvements are
seen after 15 epochs. Dropout is used between each pair of contiguous convolutions
with a probability of 0.25. The distributions of test Dice scores shown in figure 5.1
represent the best scoring model for the human data (left) and mouse data (right),
which were achieved with and without data augmentation, respectively.
Figure 5.1: Best test dice score distribution for mouse (left) and human (right) CMRs
As discussed in section 4.3.4, data augmentation did not benefit training with
mouse data, as the images lack the variance that augmentation simulates. In the
case of human CMRs, which do exhibit this variance in attributes like LV location,
this lead to half of a percent increase in the Dice score. Also interesting to note
is that, in both cases, data augmentation helped recall, but hurt precision. This
indicates that the use of augmentation in training may produce models who are
more prone to false positives, but less prone to false negatives.
For the mouse data, this configuration leads to convergence in an average
of 42 epochs (± 8 depending on when early stopping conditions are met), which
takes approximately 30 minutes on one Nvidia K-80 GPU. Training on human data
converges similarly, taking 43 epochs on average (± 13). The increase in runtime
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variance seen here can arguably be attributed to the interaction between the stochas-
ticity of training and the variance present in human CMR data. When augmentation
is used, it takes around 20 more epochs for these models to converge, and due to
the increase in dataset size, this requires around 2.5 hours on 3 K-80s. Again, as
mentioned in section 4.1.1, these runtimes are highly variable due to the shared
nature of the GPU partition.
5.1.2 Transfer Learning
Table 5.2: Average performance metrics: transfer learning (mice to human) with and
without data augmentation (10 runs)
Metric
No Augmentation 7x Augmentation
µ σ µ σ
Dice Coeff. 0.941 0.0010 0.952 0.0011
Precision 0.931 0.0033 0.941 0.0037
Recall 0.952 0.0024 0.963 0.0026
Here, we apply transfer learning to the models described in the previous
section. The human CMRs from ACDC and SCD are combined and split into train,
validation and test sets, again stratified by patient ID. During transfer learning,
experiments that allowed all weights to remain trainable yielded better results than
any configuration of frozen layers. This is indicative of dependence among the
features learned at different resolutions, which must interact to localize successfully.
It also is worth nothing that if one is to perform transfer learning with frozen layers,
the typical approach of freezing the network up to its last few layers does not appear
to work for U-Nets. In fact, freezing the model up to the final block in the expanding
path yielded the worst results, bringing the test Dice score down to around 0.70.
To remedy this, the first block must also remain unfrozen in order to learn the high
resolution features necessary for localizing its updated information. When this is
done, the test Dice score increases to 0.81, and continues to increase as more pairs
of corresponding blocks are unfrozen.
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The results presented in table 5.2 correspond to fine tuning a model trained
on mouse data leaving all weights unfrozen. This was done with the same hyperpa-
rameter configurations as in section 5.1.1, but with the learning rate lowered from
5e-4 to 1e-5 and with the early stopping patience reduced from 15 to 10 epochs. No
learning rate scheduling callbacks were used. With data augmentation, this con-
verged in 28 epochs ± 5 on average over 10 runs, which took 22 minutes on three
Nvidida K-80 GPUs. Without data augmentation, convergence took an average of
27 epochs ± 8, taking 3 minutes on the same hardware.
Figure 5.2: Transfer Learning With and Without Data Augmentation
Figure 5.2 shows transfer learning performance with and without data aug-
mentation using random samples of various sizes from the same dataset. This is
meant to represent prospective data augmentation benefits depending on the amount
of data one has at their disposal. Specifically, each point and its error bar represent
the Dice coefficient averaged over five runs where a random sample of the transfer
learning dataset is used (6.25%, 12.5%, 25%, 50% and 100% of 1,861 human CMRs).
The blue line indicates that data augmentation improves both average dice score as
well as run to run variability, especially when fewer data are available.
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Figure 5.3: Predicted LV masks for an unlabeled dataset of mouse CMRs
5.1.3 Unlabeled Data
A preliminary experiment with unlabeled data shows promise similar to the
evaluations in the previous section. A fellow of radiology, from the same lab that
provided the mice data used for training, provided 4,000 unlabeled SAX mouse
CMRs for which he required LV masks. Running this data through the preprocessing
and inference pipelines required almost no extra effort, and was finished in the order
of minutes. The predictions were sent to the radiologist as binary masks, some
of which are exemplified in figure 5.3. According to his almost unprecedentedly
positive feedback, approximately 80% of the masks are highly accurate and usable
for analyses, 10% are slightly off (like what is shown in figure 4.3), and 10% are
unusable. He also reported that, as I experienced during experiments with labeled
data, prediction quality is typically poor in frames acquired near end-systole, as LV
pixels in these images are often difficult to identify due to movement of blood and
the reduced LV area. Having provided somewhere between 3,200 to 3,600 usable
images, this is still an encouraging result of this project’s inaugural application in
the wild. However, considering that these data were acquired using the same imaging
equipment as the training data, it is safe to assume that this may be overly-optimistic
in terms of the model’s ability to generalize to all mouse CMR data.
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5.2 Performance Profiling
Table 5.3: Inference times (seconds) on 200 images by U-Nets of two different sizes (33.5
million and 523,000 parameters) before and after pruning. B and BP have a Dice score
of 0.956, L and LP have a Dice score of 0.964
Model Weights
2.8 GHz Intel Core i7 2.50GHz Intel Xeon Nvidia Tesla K80
µ σ µ σ µ σ
B 33.5M 276.276 6.141 51.212 0.243 11.991 4.141
BP 567K 21.764 0.411 4.634 0.473 1.358 1.161
L 523K 16.795 0.669 2.337 0.083 0.908 0.460
LP 175K 10.686 0.777 1.972 0.128 0.591 0.177
Inference speeds for 200 images are provided in table 5.3, averaged over 10
runs, to gauge the impact of the two simple steps taken here to address model
complexity. The baseline model, B, is the original U-Net and L is the lightweight
U-Net used to produce the results in this work. BP and LP present inference speeds
after pruning models B and L, respectively.
First, a comparison between models B and L shows the benefit of reducing
the original U-Net’s filter configuration by a factor of 8, which is shown not to hurt
segmentation accuracy for this task. Second, comparing models B and L with their
respective pruned versions illustrates speedups attained through removing filters
whose activations exhibit high APoZ (Average Perentage of Zeros) with respect to a
model’s validation data after training. With a strict removal criterion, i.e., an APoZ
ratio of at least 0.99, pruning can be performed in a one-shot fashion without loss of
accuracy or the need for retraining. Here, this results in a model with approximately
175,000 weights that achieves the same Dice score (0.956) as it did prior to pruning.
Of the environments in which this was tested, speedups were the most appar-
ent on a 7th generation Intel processor on a 2015 Macbook Pro. Here, inference with
the original U-Net configuration took almost 5 minutes, during which time CPU and
memory usage caused significant degradation in operating system performance.
In comparison, models with the lightweight configuration are able to perform
inference in seconds in the same environment even without pruning, indicating their
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potential to be distributed to radiologists and run locally. Considering manual LV
segmentation of a single patient’s ED and ES images takes around 30 minutes of
an expert radiologist’s time, both the pruned and unpruned models can be used to
save hundreds of hours of human labor without requiring institutions to make any
form of infrastructure investments.
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6Conclusions
Deep neural networks are known for their unreasonable effectiveness as uni-
versal function approximators, but are often overparameterized and of high com-
plexity. The resulting dependence on powerful hardware, as well as the difficulty
in explaining the “reasoning” behind a prediction, are two of the major factors im-
peding clinical use of deep learning. The main contributions of this work are in
its efforts towards mitigating these issues in the context of LV CMR segmentation.
Results show that lightweight deep learning models can learn to accurately and effi-
ciently segment CMR data of different mammals, and that the trained models have
the potential to be successfully fine tuned to data of other mammals.
While accuracy and efficiency are universally well-defined, the notion of ex-
plainability is not. The nature of image segmentation keeps this definition fairly
simple, allowing straightforward visualizations to provide sufficient inferential trans-
parency. In more complex medical applications where this is not the case, more elab-
orate steps must be taken to achieve a balance in accuracy and explainability. It is
therefore crucial that solutions to such problems are developed by multidisciplinary
teams of machine learning researchers and domain experts. With this synergy comes
the potential for deep learning to be accepted by medical practitioners and the gen-
eral population as a trustworthy component of medicine.
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7Appendix
7.1 Visualization of U-Net Localization
The figures below are meant to provide a visual explanation of the localization
process. The images used correspond to activation maps of the first and last blocks
of a pruned U-Net, and illustrate how they fuse to produce localized predictions.
Pruned layers are used here to show only the useful features, while the specific blocks
are chosen to better illustrate localization, as the first block provides the highest
resolution features. Specifically, they trace through the upsampled convolution in
the final U-Net block, the subsequent concatenation with features from the second
convolutional layer of the first block (i.e., the outermost concatenate connection
in figure 4.1), and the following 3 × 3 and 1 × 1 convolutions and activations
that produce the final output. In reference to the lettering in the provided image
captions, this process can be simplistically interpreted as “(a) + (b) = (c)”, with
(d) showing the resulting network output.
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(a) Upsampled activation map from the last block
(b) High resolution activation map from the first block that provides localization
(c) Activation map of the network’s last 3×3 convolution, which convolves over the
concatenated feature maps in (a) and (b) (i.e., “(a) + (b) = (c)”)
(d) Sigmoid activated network output from
the 1×1 convolution applied to (c)
Figure 7.1: U-Net localization example for first and last network blocks
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