On several simple models of isotropic and anisotropic media we study the accuracy of the two-point paraxial traveltime formula designed for the approximate calculation of the traveltime between points S and R located in the vicinity of points S and R on a reference ray. The reference ray may be situated in a 3D inhomogeneous isotropic or anisotropic medium with or without smooth curved interfaces. The two-point paraxial traveltime formula has the form of the Taylor expansion of the two-point traveltime with respect to spatial Cartesian coordinates up to quadratic terms at points S and R on the reference ray. The constant term and the coefficients of the linear and quadratic terms are determined from quantities obtained from ray tracing and linear dynamic ray tracing along the reference ray. The use of linear dynamic ray tracing allows the evaluation of the quadratic terms in arbitrarily inhomogeneous media and, as shown by examples, it extends the region of accurate results around the reference ray between S and R (and even outside this interval) obtained with the linear terms only. Although the formula may be used for very general 3D models, in this paper we concentrate on simple 2D models of smoothly inhomogeneous isotropic and anisotropic (∼ 8% and ∼ 20% anisotropy) media only. On tests, in which we estimate two-point traveltimes between a shifted source and a system of shifted receivers, we show that the formula may yield more accurate results than numerical solution of an eikonal-based differential equation. The tests also indicate that the accuracy of the formula depends primarily on the length and the curvature of the reference ray and only weakly depends on anisotropy. The greater is curvature of the reference ray, the narrower its vicinity, in which the formula yields accurate results.
SUMMARY
On several simple models of isotropic and anisotropic media we study the accuracy of the two-point paraxial traveltime formula designed for the approximate calculation of the traveltime between points S and R located in the vicinity of points S and R on a reference ray. The reference ray may be situated in a 3D inhomogeneous isotropic or anisotropic medium with or without smooth curved interfaces. The two-point paraxial traveltime formula has the form of the Taylor expansion of the two-point traveltime with respect to spatial Cartesian coordinates up to quadratic terms at points S and R on the reference ray. The constant term and the coefficients of the linear and quadratic terms are determined from quantities obtained from ray tracing and linear dynamic ray tracing along the reference ray. The use of linear dynamic ray tracing allows the evaluation of the quadratic terms in arbitrarily inhomogeneous media and, as shown by examples, it extends the region of accurate results around the reference ray between S and R (and even outside this interval) obtained with the linear terms only. Although the formula may be used for very general 3D models, in this paper we concentrate on simple 2D models of smoothly inhomogeneous isotropic and anisotropic (∼ 8% and ∼ 20% anisotropy) media only. On tests, in which we estimate two-point traveltimes between a shifted source and a system of shifted receivers, we show that the formula may yield more accurate results than numerical solution of an eikonal-based differential equation. The tests also indicate that the accuracy of the formula depends primarily on the length and the curvature of the reference ray and only weakly depends on anisotropy. The greater is curvature of the reference ray, the narrower its vicinity, in which the formula yields accurate results. 
INTRODUCTION
We study the accuracy of the two-point paraxial traveltime formula proposed byČervený et al. (2012) . The formula can be used for the approximate determination of the twopoint traveltime T (R , S ) between a point S and another point R arbitrarily chosen in the vicinities of two respective points S and R on a reference ray Ω (Figure 1 ). Ray Ω can be traced in a 3D laterally varying, isotropic or anisotropic model of elastic medium with or without structural interfaces. The two-point paraxial traveltime formula is based on the Taylor expansion of the two-point traveltime T (R , S ) with respect to the differences in spatial Cartesian coordinates x(S )−x(S) and x(R )−x(R) of points S and S and points R and R, with an accuracy up to quadratic terms. The constant term T (R, S) in the expansion is known from tracing the reference ray. For the evaluation of the linear terms, slowness vectors p(S) and p(R), also known from the ray tracing of Ω, are necessary. For the evaluation of quadratic terms in the expansion, the tracing reference ray Ω is insufficient; dynamic ray tracing (DRT) or some other procedure providing quantities related to the second-order traveltime derivatives must also be performed. The dynamic ray tracing system used in this paper is a linear system of ordinary differential equations of the first order, which results from the differentiation of the ray tracing system with respect to ray parameters. As the system is linear, it is possible to construct its fundamental matrix Π(R, S). This matrix, specified as the identity matrix at point R ≡ S, is called here the ray propagator matrix. It plays a basic role in the paraxial ray methods. Once matrix Π(R, S) is known at point R of reference ray Ω, the solution of the DRT system at point R can be obtained by simple matrix multiplication for arbitrary initial conditions Figure 1 : The traveltime between points S and R is estimated from the traveltime between points S and R on the reference ray Ω (black solid curve; dashed curve is shown only for illustration, no ray connecting S and R is necessary), along which the results of ray tracing and dynamic ray tracing in ray-centered coordinates are known.
at S. Note that, besides the linear DRT, also the nonlinear version of the DRT, based on the Riccati equation, has been used by some authors, see for example Gjøystdal et al. (1984) . Here, however, we consistently use the linear DRT. When we refer to the DRT in the following text, we have the linear DRT in mind. For more details on ray tracing, linear and nonlinear dynamic ray tracing and ray propagator matrices seeČervený (2001).
The DRT system and relevant ray propagator matrix can be computed along the reference ray in various coordinate systems (Cartesian, ray-centered, etc.) . We use here a two-point paraxial traveltime formula with the DRT performed in ray-centered coordinates. Although DRT is performed in ray-centered coordinates, the positions of points S, R, S and R are specified in the Cartesian coordinate system. This makes the formula practical and flexible to use.
The quadratic traveltime approximation in the vicinity of the reference ray is usually called the paraxial traveltime approximation. The vicinity, in which the accuracy of the approximation is sufficient, is called the paraxial vicinity. The accuracy of the two-point paraxial traveltime formula depends on the results of the ray tracing and dynamic ray tracing along reference ray Ω. Both, in turn, depend on the first and second (DRT) spatial derivatives of the parameters of the medium at the points of Ω. Thus, as Vanelle and Gajewski (2002) put it, "the size of the (paraxial) vicinity depends on the scale of velocity variations in the model". Consequently, it is not easy to estimate quantitatively the accuracy of paraxial traveltimes and the size of the paraxial vicinity. The performed tests indicate significant dependence of the paraxial vicinity on the length of the reference ray. The longer the reference ray the greater size of the paraxial vicinity.
One possible way of estimating the accuracy of the two-point paraxial traveltime formula would be the use of the third-order terms of the Taylor expansion of the traveltime. This would, however, require knowledge of the third derivatives of the medium parameters, and that, in turn, would require models with continuous third derivatives of the model parameters. The majority of the presently used modeling techniques employs cubic splines, which do not guarantee continuity of the third derivatives. The use of splines of an order higher than cubic is feasible and is expected to yield better approximations to two-point paraxial traveltimes. On the other hand, such splines will lead to increased computation times, which thus represent a tradeoff between the accuracy and efficiency.
In this paper, we concentrate intentionally on simple 2D models without structural interfaces since they allow us to estimate easily the accuracy of the two-point paraxial traveltimes and to indicate the individual effects leading to the decrease of their accuracy. In more complicated models, it is more difficult to separate these effects (effects of inhomogeneity or anisotropy, effects of distance of points S and R, effects of distance of points S and S and of points R and R , etc.).
The theory of two-point ray-theory traveltimes has a long history in wave sciences, mainly in optics. It was already studied by Hamilton (1837) , who called the two-point traveltimes the point characteristics. Hamilton's theory of point characteristics (also known as characteristic functions) was recently extended by Klimeš (2009) , see alsǒ Cervený et al. (2012) . Klimeš (2009) used the DRT in Cartesian coordinates and the corresponding 6 × 6 ray propagator matrix for the evaluation of two-point paraxial traveltimes T (R , S ). In this paper, we use the 4 × 4 ray propagator matrix in ray-centered coordinates. Hamilton's point characteristics also form the basis of the theory of opti-cal systems, see, e.g., Luneburg (1964) . Such systems were introduced to seismology by Bortfeld (1989) , who established general surface-to-surface rules for rays and traveltimes of reflected and transmitted waves in media with structural interfaces. The applicability of Bortfeld's surface-to-surface method was considerably extended by Hubral et al. (1992) by using the DRT in ray-centered coordinates for layered inhomogeneous isotropic media. The method and its modifications have been used in various applications, see, e.g., Schleicher et al. (1993 Schleicher et al. ( ),Červený (2001 , Červený and Moser (2007) , Moser anď Cervený (2007) . The accuracy of the method, however, has not been studied yet. In the surface-to-surface approaches, paraxial points S and R are situated on the surfaces passing through points S and R, respectively. This differs from the volume-to-volume approach used in this paper, in which paraxial points S and R can be situated arbitrarily in the 3D vicinities of points S and R. It is true that the two surfaces do not need to be physical, but once they have been chosen, the surface-to-surface method permits extrapolation in 4 coordinates only, while the volume-to-volume approach permits extrapolation in 6 coordinates. Moreover, our approach permits extrapolation also along the ray, while in the surface-to-surface method, the surface cannot be oriented so that the ray is tangent or nearly tangent to the surface. Ursin (1982) proposed a traveltime formula closely related to the one used in this paper. He developed the Taylor type expansions for the travel time (parabolic formula) as well as its square (hyperbolic formula) around the reference source and receiver points. For the evaluation of the coefficients of the expansion, he used wavefront curvature matrices. Ursin (1982) showed that the hyperbolic form is exact for a homogeneous isotropic medium; see also Gjøystdal et al. (1984) , Schleicher et al. (1993) and Appendix A of this paper. The hyperbolic formula of Ursin (1982) was used and generalized by many authors. Its accuracy as well as the accuracy of the parabolic formula were tested by Gjøystdal et al. (1984) . More recently, the hyperbolic formula has been used to interpolate traveltimes (Vanelle and Gajewski, 2002) and for the determination of the geometrical spreading (Vanelle and Gajewski, 2003) in inhomogeneous isotropic or anisotropic media. The coefficients of the Taylor expansion were evaluated from traveltimes specified in known nodes of a coarse grid. The traveltimes were computed using an eikonal solver (not ray tracing and the DRT). Gjøystdal et al. (1984) made the first attempts to use the DRT in ray-centered coordinates for evaluating the coefficients of the Taylor expansion of squared traveltime in 3D laterally varying layered isotropic models. They, however, used a nonlinear form of DRT (Riccati equation), which did not allow construction of the ray propagator matrix. The ray propagator matrix was introduced in the context of two-point paraxial traveltimes byČervený et al. (1984) , where the two-point paraxial traveltime formula for isotropic inhomogeneous media was presented for the first time. Mispel et al. (2003) studied the behavior of the parabolic and hyperbolic approximations in a typical seismic reflection imaging context, where the source and receiver points were fixed and the scattering point was allowed to vary.
In this paper, we use the parabolic formula ofČervený et al. (2012) . For computation in isotropic media, we use the standard ray tracer for computing reference rays with linear dynamic ray tracing along them. Along the reference rays, we compute standard raytheory traveltimes. The ray-theory traveltimes obtained by ray tracing are used in the twopoint paraxial formula and also for testing its accuracy. For computations in anisotropic media, we use first-order ray tracing and dynamic ray tracing (FORT and FODRT), see Farra (2005, 2007) . This is a technique that allows for approximate, but relatively accurate, computations in inhomogeneous weakly and moderately anisotropic media. We test the accuracy of the two-point paraxial traveltime formula by comparing the traveltimes between S and R with the traveltimes obtained with the standard ray tracer in the isotropic case and with the FORT in the anisotropic case.
In the following section, we present the two-point paraxial traveltime formula derived byČervený et al. (2012) and briefly describe the quantities required to evaluate it. We then present numerical examples, which we use to illustrate the applicability of the formula in isotropic and anisotropic models. We also show its application to an experiment, in which we estimate the traveltimes between a shifted source and arbitrarily shifted systems of receivers. For this purpose, we use the traveltimes, ray-tracing and dynamic ray-tracing quantities obtained along the reference rays connecting the source and receivers before the shift. Results are shown for isotropic as well as anisotropic models. We end the paper with a short section containing concluding remarks. Appendix A is devoted to the analysis of the two-point paraxial traveltime formula in homogeneous media. Appendix B is devoted to the Shanks transform.
We use both the componental and matrix notation. In the componental notation, the upper-case indices (I, J, K, ...) take the values 1 and 2, and the lower-case indices (i, j, k, ...) the values 1,2, or 3. The Einstein summation convention is used. In the matrix notation, the matrices and vectors are denoted by bold upright symbols.
TWO-POINT PARAXIAL TRAVELTIME FOR-MULA
Let us consider a single reference ray Ω situated in a 3D laterally inhomogeneous, isotropic or anisotropic medium of arbitrary symmetry and two points, S and R, on it. Let us denote τ the traveltime variable along Ω, increasing from τ 0 at S to τ at R. The medium may or may not contain curved structural interfaces. Let us try to estimate the traveltime between points S and R arbitrarily chosen in the paraxial vicinities of points S and R, respectively. If traveltime T (R, S) between S and R and the results of ray tracing and dynamic ray tracing along the reference ray are available, we can estimate T (R , S ) from the two-point paraxial traveltime formula proposed byČervený et al. (2012):
The symbols Q 1 = Q 1 (R, S), Q 2 = Q 2 (R, S), and P 2 = P 2 (R, S) in equation 1 represent the 2×2 submatrices of the 4×4 ray propagator matrix Π(R, S) in ray-centered coordinates:
The ray propagator matrix Π(R, S) is determined by solving the DRT system
along ray Ω from S to R, with initial conditions at τ = τ 0 :
Matrix S(τ ) in differential equation 3 is the 4×4 DRT system matrix, matrix I in equation 4 is the 4 × 4 identity matrix. For more details seeČervený et al. (2012) .
The other symbols in equation 1 are defined as follows:
and
Symbols x i (S) and x i (R) denote the Cartesian coordinates of points S and R on reference ray Ω; x i (S ) and x i (R ) denote the Cartesian coordinates of points S and R situated in the paraxial vicinities of S and R, respectively, see Figure 1 . Symbols p i , U i and η i are the components of slowness vector p, of ray-velocity vector U and of the time derivative of p along the ray, η(τ ) = dp(τ )/dτ , respectively, all determined while tracing the reference ray. The upper indices S and R indicate that the corresponding quantities are considered at point S or R.
Symbols f S M i and f R M i (M = 1, 2) in formula 1 represent the Cartesian components of vectors f 1 and f 2 perpendicular to reference ray Ω at S and R, respectively. Vectors f 1 and f 2 are determined from equations:
Here U is the ray-velocity vector along reference ray Ω and C is the relevant phase velocity. Vectors e I can be obtained by solving, along Ω, the vectorial, ordinary differential equation:
Vectors e I are situated in the plane tangent to the wavefront and form a right-handed orthonormal triplet with vector e 3 = Cp. It is sufficient to solve equation 8 for only one of the vectors e 1 , e 2 . The other can be determined from the condition of orthonormality of vectors e i . Note that vectors f 1 and f 2 need not necessarily be unit and orthogonal in anisotropic media.
Once reference ray Ω and the above-mentioned quantities calculated along it are available, the two-point paraxial traveltimes between points S and R , arbitrarily chosen in the vicinities of S and R, can be calculated without a problem. Let us mention that formula 1 fails to work properly if the variation of the model parameters in the vicinity of the reference ray is too strong, or if matrix Q 2 is singular at point R. The latter problem occurs when there is a caustic at point R or when point R is too close to S, see the tests later. This is physically understandable as we cannot extrapolate the traveltime to large distances from a short segment of the reference ray.
In the next section, in one example, we also test the formula for T 2 (R , S ). It has the following form (Červený, Iversen, Pšenčík, 2012) :
The meaning of the quantities appearing in formula 9 is the same as in formula 1. The formula for T 2 (R , S ) was obtained by squaring formula 1 and neglecting the terms of higher order than two in δx.
TESTS
We test the two-point paraxial traveltime formula 1 in models of homogeneous and inhomogeneous, isotropic and anisotropic media. Standard ray tracing and dynamic ray tracing along the reference ray from S to R are used in isotropic media, even in cases when analytic solutions are known. In anisotropic media, we use the first-order ray tracing (FORT) approach Farra, 2005, 2007) instead of standard ray tracing for anisotropic media, for which formula 1 was designed. Along first-order rays, we perform first-order dynamic ray tracing in ray-centered coordinates. Quantities obtained in this way are used in formula 1.
As an illustration of the accuracy of the two-point paraxial traveltime formula, we compare its results T (R , S ) with T ex (R , S ), where T ex (R , S ) is obtained from standard two-point ray tracing. We consider 2D models, mostly of vertically inhomogeneous media. Note that in 2D models of vertically inhomogeneous media, vectors e I (τ ) and f I (τ ) can be determined analytically, without solving equation 8.
We consider first the case of S ≡ S with the point source fixed at S. In this case, equations 1 and 9 simplify considerably since δx S i = 0, and several terms on the right-hand side of equations 1 and 9 vanish. Points R are situated at the nodes of a rectangular grid covering the studied region. The separation of horizontal and vertical grid lines is 0.1 km. In addition to studying the complete formula 1 for the two-point paraxial traveltime, we also study the effects of the linear and quadratic terms in δx in formula 1. More precisely, we study formula 1 with the quadratic terms ignored, yielding the two-point traveltime T lin (R , S) (lin indicates that only linear terms are retained) and with the linear terms ignored, yielding the two-point traveltime T quad (R , S) (quad indicates that only quadratic terms are retained). This separation of "linear" and "quadratic" terms clearly shows, where they play an important role. The white curve (line) in the plots indicates the reference ray between point S and point R. If not specified otherwise, S ≡ (0,0) and R ≡ (2.5, 2.5).
Isotropic models
We first investigate the accuracy of formula 1 for T (R , S) in a homogeneous isotropic medium. In certain situations in this case, it is possible to compare the approximate formulas with the exact, see Appendix A. Here we show the comparison of results of the approximate two-point paraxial traveltime formula and of the two-point traveltimes based on standard ray formulas. We emphasize again that we are studying the accuracy of the two-point paraxial traveltime formula 1 in all figures. Only in one figure, we briefly discuss the accuracy of T 2 (R , S). For supplementary test results in isotropic media, see Gjøystdal et al. (1984) .
In Figure 2 , we can see the traveltime differences T (R , S) − T ex (R , S) measured in seconds, where T (R , S) stands for T lin (R , S) in the upper plot, for T quad (R , S) in the middle plot and for the complete two-point paraxial traveltime, given by formula 1, in the bottom plot. Note that T (R, S) = 1.7678 s. As shown in Appendix A, see equations A-2 and A-4, formula 1 for T (R , S) reduces in a homogeneous medium to the formula for T lin (R , S) and yields the exact traveltime along the reference ray. This can be seen in the upper plot of Figure 2 . Perpendicular to the ray, T lin (R , S) is constant, equal to the two-point traveltime T (R, S) at point R on the reference ray. The exact traveltime is, therefore, always larger than T lin (R , S) in the vicinity of the reference ray. Thus, we can see only negative or zero (on the reference ray) traveltime differences in the upper plot. As the curvature of the wavefront (with the exact two-point traveltime on it) decreases with increasing distance from point S, the region of small traveltime differences (and thus the higher accuracy of T lin (R , S)) broadens. In accordance with the conclusions of Appendix A, the accuracy of T quad (R , S) is very high along the normal to the reference ray at point R. The strong gradient of the traveltime differences parallel to the reference ray is caused by the linear term missing in T quad (R , S). It is interesting to see the combined effects of the linear and quadratic terms in the bottom plot of Figure 2 . The bottom plot also shows that the two-point paraxial traveltime formula 1 increasingly underestimates the exact traveltime with increasing perpendicular distance from the reference ray between S and R. On the contrary, the approximate traveltimes are increasingly overestimated in the direction perpendicular to the reference ray beyond point R (this part of the reference ray is not shown). Figure 3 shows the same as the bottom plot of Figure 2 , but in the form of isolines. It provides a better quantitative estimate of the accuracy of formula 1. The reference ray between S and R is shown as the bold black curve. We can see that the region of high accuracy of T (R , S) forms a kind of cross at point R with the part perpendicular to the reference ray slightly curved.
In Figure 4 , we can see the same as in Figure 2 , but for the isotropic model with P-wave velocity of 2 km/s at z = 0 km and with a constant vertical gradient of 0.9 s −1 . T (R, S) = 1.1594 s in this case. We can see that the velocity gradient has distorted considerably the distribution of the traveltime differences as well as the trajectory of the reference ray. Note that the color scales for the differences of Figure 4 , where T (R , S) is the complete two-point paraxial traveltime determined from formula 1. Points S and R are situated at the beginning and end of the reference ray -black curve. Point S is situated at (0,0). Point R is situated at (2.5,2.5) and points R in the grid covering the studied region.
Next we study the effects of the length of the reference ray between the points S and R, specifically of the size of T (R, S), on the accuracy and size of the region of applicability of formula 1. We consider an isotropic model with a P-wave velocity of 2 km/s at z = 0 km and a constant vertical gradient of 0.7 s −1 in all plots. Figure 6 shows the traveltime differences T (R , S) − T ex (R , S) for points R whose distance from point S is successively increasing. Point S is situated at (0,0), point R is situated successively at (0.1,0.1), (0.5,0.5), (1,1), (3,3), (4,4) and (5,5) and the corresponding two-point traveltimes T (R, S) are 0.0695, 0.3225, 0.6041, 1.4221, 1.72 and 1.9717 s, respectively. Point S is again chosen as coinciding with S, and points R are situated at the grid points of a rectangular grid covering the studied region. For better comparison, we use the same color scale in all the plots. The reference ray is shown again as a white curve connecting points S and R. In the upper left corner of Figure 6 we can see the confirmation of the theoretical observation that formula 1 is less accurate if the reference ray between S and R is very short (small T (R, S) ). Point R is situated at (0.1,0.1) in this case. The region, in which formula 1 works relatively well, say with an accuracy well below 0.2 s, is very narrow. It underestimates the exact traveltimes in the direction of propagation (approximately along the diagonal of the plot). On the contrary, the traveltimes determined from formula 1 overestimate the exact traveltimes outside the narrow diagonal region. For R situated at (0.5,0.5) and (1,1), the region of accuracy under 0.2 s broadens and for R in the middle of the studied region, specifically at (3,3) , the approximately determined traveltimes differ by less than 0.2 s from the exact ones in the whole studied region. With further increase of distance of R from S, for R situated at (4,4) and (5,5) the accuracy around S slightly decreases in the way observed in Figure 4 , but remains high in the rest of the studied region.
In Figure 7 , we compare the accuracy of equations 1 and 9. In the left column, we present the traveltime differences |T (R , S) − T ex (R , S)| calculated for T (R , S) obtained from formula 1. In the right column, we present the traveltime differences for T (R , S) obtained as the square root of T 2 (R , S) obtained from formula 9. The comparisons of the traveltime differences are made for the isotropic homogeneous model (top) and isotropic models with constant vertical gradients of 0.5 (middle) and 0.9 s −1 (bottom). Again the color scale is the same for all plots. As shown in Appendix A, equation 9 is exact in isotropic homogeneous media. This is clearly seen in the upper right plot of Figure 7 . In inhomogeneous media, however, the accuracy of equation 9 rapidly decreases and becomes comparable or even lower than the accuracy of formula 1, see the right middle and bottom plots. Let us emphasize that all the above plots were obtained with the use of a single reference ray only.
To illustrate how formula 1 works in more complicated models, we test it in an isotropic anticline model, see the top plot of Figure 8 , which shows the P-wave velocity distribution in the considered model. In this model, we perform a similar test as in Figures 2 and 4 . The bottom plot of Figure 8 shows the traveltime differences T (R , S) − T ex (R , S) as in the bottom plots of Figures 2 and 4 . Point S is situated outside the plot, at (-1,0); point R is located at (2.5,2.5). Both points are connected by the reference ray (white curve). Note that T (R, S) = 1.733 s. Despite the more complicated structure, the performance of formula 1 seems to be even better than in the 1D model of Figure 4 (note the different color scales). This indicates that the main factor reducing the accuracy of formula 1 is the curvature of the reference ray. The curvature of the reference ray in Figure 8 is smaller than in Figure 4 .
So far, we have studied formula 1 with S ≡ S, i.e., with S corresponding to a point source. In Figure 9 , we test the performance of formula 1 for both points, S and R, shifted. Because in this experiment points S and R differ from points S and R, all terms on the right-hand side of formula 1 are involved in the procedure. The test is made in the isotropic model with a P-wave velocity of 2 km/s at z = 0 km and with a constant vertical gradient of 0.7 s −1 . Figure 9 shows the traveltime differences T (R , S )−T ex (R , S ), where T ex (R , S ) represents the standard ray-theory traveltime and T (R , S ) is the two-point paraxial traveltime obtained from formula 1 along the reference ray (denoted by the white curve) between S (outside the plot) and R. Point S situated at (0,-0.5) in the upper plot and at (-0.5,0) in the bottom plot is shifted to point S (0,0). Points R are again In the following, we use formula 1 in an experiment performed earlier by Alkhalifah and Fomel (2010) , see the sketch in Figure 10 . Alkhalifah and Fomel (2010) used twopoint traveltimes calculated from one point source (S) to a system of receivers (R; in Figure 10 represented by two points R at selected nodes) distributed on a rectangular grid to estimate the traveltimes between the shifted source (S ) and shifted receivers (R ). In Figure 10 , source S is shifted horizontally by one grid interval and vertically by two grid intervals. The described procedure is important, for example, in Kirchhoff modeling, migration or in velocity estimation approaches. To calculate the two-point traveltimes, Alkhalifah and Fomel (2010) used the approach based on the numerical solution of the eikonal equation. Here we use the two-point paraxial traveltime formula 1. We can proceed in several ways. We can use a single reference ray between S and one of the points R situated in the middle of the grid and then use formula 1 to estimate T (R , S ). The results of such an experiment would not differ much from the tests in Figure 9 . Figure 10 : Use of the two-point paraxial traveltime formula to estimate two-point traveltime between shifted source S and shifted receivers R . Source S is shifted horizontally (by one grid interval) and vertically (by two grid intervals) to the new position S . Every receiver R (the receivers are situated in all grid points; here represented by two selected grid points) is shifted vertically (by two grid intervals) to the new position R . Two-point traveltimes along reference rays (black solid curve), from source S to receivers R are assumed to be known. Dashed curves are shown only for illustration, no rays connecting S and R are necessary).
To generate the plots in Figure 11 , we have used a different and more accurate approach. We calculated the reference rays between source S and every receiver R, and solved the dynamic ray tracing equations along them. Using formula 1, we then recalculated the original two-point traveltime table T (R, S) to yield a new table T (R , S ). The shifts of the source and of the receivers may be the same or different (in principle, each of the receivers R could be shifted in a different way). The original traveltime table T (R, S) may be used to generate an arbitrary number of new tables T (R , S ) without need of new ray tracing and dynamic ray tracing.
The upper plot in Figure 11 shows the absolute values of the traveltime difference |T (R , S )−T ex (R , S )| in seconds, calculated by formula 1 for the model and configuration used by Alkhalifah and Fomel (2010) . The model is isotropic with a P-wave velocity of 2 km/s at z = 0 km and a constant vertical gradient of 0.7 s −1 . Source S and all receivers R are shifted by 0.2 km in the positive z direction. In both plots of Figure 11 , the shifted source S is at (0,0) (the position of the original source S is thus outside the frames of the plots). Comparison with Figure 2b of Alkhalifah and Fomel (2010) shows that the traveltime differences of the two-point paraxial traveltime formula are: a) in most of the studied region by nearly one order lower (less than 0.001 s) than those of the eikonal-based approach, the highest traveltime differences (in the right upper corner) being around 0.003 s; b) varying negligibly in the whole studied region. The superiority of our approach is natural because Alkhalifah and Fomel (2010) used the first-order expansion while here, we have used the second-order expansion. The bottom plot in Figure 11 shows a map of the absolute traveltime differences corresponding to a vertical shift of the receivers different from the source. The source is shifted by 0.2 km and the receivers by 0.4 km. We can observe generally larger differences than in the upper plot. The largest differences are concentrated in the close vicinity of the shifted source S (0,0). In a substantial part of the model, however, the traveltime differences do not exceed 0.005 s.
In the top plot of Figure 12 we show the traveltime differences |T (R , S ) − T ex (R , S )| (in seconds) in the isotropic model with a constant vertical gradient of 0.7 s −1 and horizontal gradient of 0.5 s −1 . The source and receivers are shifted vertically by 0.8 km. The shifted source S is located at (0,0). Despite the considerably large shift, the traveltime differences are reasonably small, not exceeding 0.025 s. For formulas like formula 1, which have the form of the Taylor expansion formula, Alkhalifah and Fomel (2010) suggest using the Shanks transform (Bender and Orszag, 1978) . The Shanks transform can enhance the accuracy of such formulas if applied with care. The bottom plot of Figure 12 shows the top map after the application of the Shanks transform, see Appendix B. We can see that the accuracy has increased dramatically. The traveltime difference in the whole studied region does not exceed 0.005 s.
Anisotropic models
Previous tests were made on models of homogeneous or inhomogeneous isotropic media. Now we show several tests on anisotropic models. We start with the model of a transversely isotropic medium (∼ 8% anisotropy) with the horizontal axis of symmetry (HTI) varying linearly with depth, see the schematic picture in Figure 13 , which shows how the axis of symmetry varies with depth. We call the model the "twisted crystal model 8%". We consider two realizations of the model. In one, which we call the "homogeneous model", density-normalized elastic moduli, measured in (km/s) 2 , are constant throughout the model, only the axis of symmetry rotates with depth. In the other model, called the "inhomogeneous model", the density-normalized elastic moduli vary with depth in addition to the variation of the axis of symmetry. The moduli are specified as follows: at z = 5 km. The Thomsen parameters (referenced to the axis of symmetry) are constant throughout: = 0.0866 and δ = 0.0816. In the "homogeneous model" the matrix for z = 0 km is used throughout the model, in the "inhomogeneous model" the densitynormalized elastic moduli between z = 0 and 5 km are obtained by linear interpolation from the above values. In both cases, the axis of symmetry makes an angle of -45 • with the x-axis at z = 0 km and 0 • at z = 5 km. We consider S ≡ S at (0,0) and point R at (2.5,2.5). This again leads to considerable simplification of equation 1 since δx S i = 0, and several terms on the right-hand side of equation 1 vanish.
In Figure 14 , we can see that the behavior of the traveltime differences T (R , S) − T ex (R , S) in the homogeneous "twisted crystal model 8%" resembles very much their behavior in the homogeneous isotropic model, see Figure 2 . T (R, S) = 0.917 s in this case. The greatest difference between Figures 2 and 11 are the traveltime differences. For T lin (R , S) and T quad (R , S), the differences in Figure 14 are about half of the differences in Figure 2 . The differences of the complete two-point paraxial traveltime are even smaller. The explanation is simple. The average velocity in the homogeneous twisted crystal model is approximately 4 km/s, while in the homogeneous isotropic model it is 2 km/s. Due to this, T (R, S) in Figure 2 is 1.7678 s and in Figure 14 , it is 0.917 s. For higher velocities, the traveltime differences are smaller. Figure 15 shows, as in the isotropic case, the same as the bottom plot in Figure 14 , but in the form of isolines. We can see that the region of high accuracy of T (R , S) again forms a kind of cross at point R, similarly as in isotropic media. Figure 16 shows the same as Figure 14 , but for the inhomogeneous "twisted crystal model 8%". In this case, T (R, S) = 0.8069 s. The resemblance to Figure 4 is not as strong as in the case of the homogeneous models. This is mostly caused by the different gradients in Figures 4 and 16 . The fact that the gradient used to generate Figure 16 is weaker is indicated by the small curvature of the reference ray connecting points S and R. Since the average velocity in the model used to generate Figure 16 is approximately 5 km/s, the differences of the two-point paraxial traveltime T (R , S) in Figure 16 are again substantially smaller than in Figure 4 . The bottom plot of Figure 16 in the form of isolines can be seen in Figure 17 . Figure 18 shows the traveltime differences |T (R , S) − T ex (R , S)| in seconds for a similar experiment as in Figure 12 , now for the inhomogeneous "twisted crystal model 8%". The source and receivers are shifted vertically by 0.8 km. The shifted source S is located at (0,0). Despite the considerably large shift, the traveltime differences shown in the upper plot are small, not exceeding 0.005 s. In a large part of the studied region, they do not exceed 0.003 s. The bottom plot shows, as in Figure 12 , the traveltime differences after application of the Shanks transform. As in the isotropic case, we can see a dramatic reduction in the traveltime differences. They do not exceed 0.002 s in the whole region; Figure 14 , where T (R , S) is the complete two-point paraxial traveltime determined from formula 1. Points S and R are situated at the beginning and end of the reference ray -black curve. Point S is situated at (0,0). Point R is situated at (2.5,2.5) and points R in the grid covering the studied region.
mostly they are even smaller. In contrast to the upper plot, the traveltime differences vary only negligibly. Figure 19 shows the same as Figure 18 , but for the model with the stronger anisotropy. We call the model the "twisted crystal model 20%" because we deal again with an HTI model whose axis of symmetry rotates with depth, and its anisotropy is 20%. The densitynormalized elastic moduli are specified as follows: The upper plot of Figure 19 shows the traveltime differences for the"twisted crystal model 20%" and the same configuration as in Figure 18 . The bottom plot shows the differences after the Shanks transform. We can see that traveltime differences in both plots are smaller than in Figure 18 . This is because of the smaller vertical gradient in the model used to generate the plots in Figure 19 . Due to it, rays in Figure 19 are less curved than in Figure 18 and formula 1 works better. The more the reference ray is curved, the narrower the vicinity of the reference ray, in which formula 1 yields accurate results.
CONCLUSIONS
The above tests of the two-point paraxial traveltime formula 1 show its potential to estimate, approximately, two-point traveltimes in a rather broad vicinity of a single reference ray, along which quantities obtained during ray tracing and linear dynamic ray tracing between points S and R are available. Formula 1 is applicable to very general 3D smoothly laterally varying isotropic or anisotropic structures with or without smooth curved interfaces. Anisotropy of arbitrary type and strength may be considered. The positions of both points S and R may be varied arbitrarily. In the numerical tests, we concentrated on studying the two-point paraxial traveltimes of P-waves propagating in 2D inhomogeneous isotropic and anisotropic media. The tests were made for point S fixed and R varying as well as for both S and R varying.
Our tests demonstrated the crucial role of dynamic ray tracing in the two-point paraxial traveltime computations. While the linear part of formula 1 (with respect to the spatial coordinates) yields accurate estimates of the two-point traveltime only in the very close vicinity of the reference ray around point R, addition of the quadratic terms, whose coefficients are calculated from dynamic ray tracing, broadens the region of high accuracy of the estimated two-point traveltimes considerably. The accuracy increases not only in the region between S and R, but also beyond both points. The performed tests indicate that the accuracy of formula 1 in inhomogeneous media is primarily sensitive to the length and the curvature of the reference ray. The accuracy depends only weakly on anisotropy.
The tests performed have also shown that the accuracy of formula 9 for T 2 (R , S), which is exact in a homogeneous isotropic medium, decreases with increasing inhomogeneity of the medium to become comparably or even less accurate than formula 1 for T (R , S). This observation, however, may be model-dependent and deserves further investigation.
As shown in numerical examples, the two-point paraxial traveltime formula can be used for very efficient estimation of the traveltime at an arbitrary point situated in a rather broad vicinity of the reference ray between points S and R. Since the ray tracing and dynamic ray tracing quantities are available at any point of the reference ray between S and R, we can, without any additional expenses, consider any such point as point R and apply formula 1 at its position.
The applicability of formula 1 also has some limitations. The formula is not expected to work properly in strongly varying media and in media, in which multipathing may occur. Its accuracy decreases, as illustrated in this paper (see Figure 6 ), with decreasing time T (R, S) between points S and R on the reference ray.
The properties of the two-point paraxial traveltime formula were mostly illustrated by numerical comparisons. Certain conclusions about the properties of the formula can also be deduced from its form and behavior in homogeneous media. We have shown that, in homogeneous isotropic or anisotropic media, formula 1 yields exact results along the reference ray, inside and outside interval specified by points S and R. In homogeneous or weakly inhomogeneous isotropic or anisotropic media, it yields highly accurate results in the direction perpendicular to the reference ray at R. This can be observed as cross-like regions of high accuracy in the vicinity of point R, see Figures 3, 15 and 17.
There are many possible applications of the two-point paraxial traveltime formula in seismology and seismic exploration. These applications include fast and flexible twopoint traveltime calculations between sources and receivers, whose positions are specified in Cartesian coordinates and which are situated close to a known reference ray. A few possible applications were discussed byČervený et al. (2012) . For example, they include typical situations in reflection surveys, in which source S and receiver R are situated on a measurement surface (the Earth's surface, ocean bottom). If we know the reference ray of a reflected wave from S to R and the corresponding traveltime T (R, S), the proposed formula can be used to calculate traveltime T (R , S ) for any points S and R situated in a vicinity of S and R without ray tracing between S and R . This applies to common source, common offset, common midpoint, common reflection surface configuration, etc. The formula may also find useful applications in microseismic monitoring, location of microearthquakes, computation of Fresnel volumes and Fresnel zones, etc. In this paper, we have presented another application, which may play an important role in Kirchhoff modeling, migration or velocity estimation. Specifically, we presented the estimation of the two-point traveltimes T (R , S ) between the shifted source S and the shifted system of receivers R . If T (R, S) and the ray-tracing and dynamic ray-tracing quantities calculated between S and R are known, it is an easy task, which can be repeated without additional ray tracing and dynamic ray tracing as many times as necessary. Comparison with results of the numerical solution of the eikonal-based partial differential equation indicates that the two-point paraxial traveltime formula may provide results of higher accuracy. As shown in Figures 11, 12 and 18, 19 the shifts of points S and R may be quite large in comparison with their distance. Points S and R may be shifted, without any problem, in different ways; the medium may be 3D inhomogeneous isotropic or anisotropic, with or without smooth curved interfaces. In this paper, we have concentrated on media without interfaces. Preliminary tests in media with interfaces indicate again the high accuracy of formula 1.
Many published papers have been devoted to the theory of the two-point paraxial traveltimes, for more details refer to the Introduction, but only a few of them also to the study of their accuracy. The most extensive tests were performed by Gjøystdal et al. (1984) . Their approach is, however, applicable only to isotropic media and uses the non-linear DRT based on the Ricatti equation. The approach tested in this paper is applicable both to isotropic and anisotropic media and uses the linear DRT, which allows the use of the ray propagator matrix concept. This makes it much easier to compute the quadratic terms of the two-point traveltime formula, as compared to using DRT based on the Riccatti equation.
If we take into account that
A-11 can be altered to read
Equations A-10 and A-13 are identical, which implies that equation A-10 is exact. We can also see that the problems with the accuracy of the two-point paraxial traveltime formula for T (R, S) → 0, observed in equation A-7, disappeared in the expression for T 2 (R , S ). See also Ursin (1982) , Gjøystdal et al. (1984) , Schleicher et al. (1993) , who proved it for equations of different form from ours.
APPENDIX B

SHANKS TRANSFORM
The Shanks transform is a useful way of improving the convergence rate of a series. Let us consider a Taylor series expansion of function T (x):
(B − 1)
Here C 0 , C 1 and C 2 are coefficients of the expansion. We can isolate and remove the most transient behavior of expansion B-1 by first defining the following parameters:
A 0 = C 0 , A 1 = C 0 + C 1 x , A 2 = C 0 + C 1 x + C 2 x 2 (B − 2)
The Shanks transform representation (Bender and Orszag, 1978) of B-1 is then given by:
This transformation creates a new series which often converges more rapidly than the old series B-1.
Numerical computations using the Shanks transform must be dealt with caution as computer processors are limited in precision to the numbers they can resolve. Thus, when x is extremely small, the denominator A 0 − 2A 1 + A 2 of B-3 is dominated by this round-off error and its accuracy is likely to be lower than the original series B-1.
