MicroRNAs are short non-coding RNA transcripts that act as master cellular regulators with roles in orchestrating virtually all biological functions. The recent affordability and widespread use of high-throughput microRNA profiling technologies has grown along with the advancement of bioinformatics tools available for analysis of the mounting data flow. While there are many computational resources available for the management of data from genomesequenced animals, researchers are often faced with the challenge of identifying the biological implications of the daunting amount of data generated from these high-throughput technologies. In this article, we review the current state of highthroughput microRNA expression profiling platforms, data analysis processes, and computational tools in the context of comparative molecular physiology. We also present RBioMIR and RBioFS, our R package implementations for differential expression analysis and random forest-based gene selection. Detailed installation guides are available at kenstoreylab.com.
Introduction
Recently, microRNAs (miRNAs) have come to the forefront as dynamic gene regulators that are proving to be master regulators of most biological functions [1] . This group of highlyconserved, short (17-22 nt) non-coding RNAs is known to regulate over 60% of protein-coding genes in humans. The broad controls that miRNAs exert are in part due to the ability of an individual miRNA to target multiple mRNAs and the fact that a single mRNA transcript may be subject to regulation by various miRNAs [2] . MiRNAs regulate genes mainly at the posttranscriptional level through binding with partial or perfect complementarity to the 3' untranslated region of their mRNA targets, thereby modulating mRNA stability and translation [3] . Partial complementarity leads to translational repression via mechanisms that are not yet fully elucidated but that include sequestering mRNA transcripts in cytoplasmic loci such as stress granules and P-bodies. However, perfect complementarity, a major silencing mechanism, results in mRNA target degradation by Argonaute endonucleases [3] . Other miRNA silencing mechanisms include cases of gene regulation at the transcriptional level in which miRNAs are able to bind directly to DNA regulatory elements, destabilize mRNAs through cleavageindependent processes, and inhibit mRNA:protein interactions by acting as decoys that directly bind to these RNA-binding proteins [4] .
Computational tools and workflows for RNA-Seq-based miRNA analysis
The advent of high-throughput miRNA profiling technologies has led to the generation of large datasets that have made computational tools indispensable for miRNA studies. While numerous bioinformatics tools, both public and custom-made, are available, the same general miRNAprofiling data analysis approach can be readily applied to any of the platforms. This includes:
(1) raw data processing, (2) quality assessments, (3) identification of conserved and novel miRNAs, (4) DE analysis, (5) target prediction and novel miRNA discovery, as well as (6) other higher level analyses such as gene set enrichment [8] . While specialized programs can be used to perform each of the steps summarized above, comprehensive miRNA analysis pipelines such as miRanalyzer [15] and DSAP [16] are also available. For a detailed discussion of these miRNA bioinformatics tools and others, see Akhtar et al. (2015) [4] .
Homology based search tools that rely on sequence and structure can be used to identify orthologues of conserved miRNAs in numerous species, including non-sequenced animals [17] , [18] . These tools generally utilize miRbase [19] , the miRNA repository of all known and annotated precursor and mature miRNAs from a range of species. Since many of these tools require well-annotated genomes to effectively identify miRNAs, their usefulness to researchers that work on non-sequenced animal models is limited. As such, more advanced approaches that involve leveraging machine learning strategies and experimental data driven methods are needed for assessing both conserved and novel miRNAs. Machine learning tools use algorithms to 'learn' the sequence, structural, and thermodynamic characteristics of miRNAs [20] , [21] , where specialized tools such as SMIRP [22] are able to predict novel miRNAs in sequenced non-model organisms. Examples of computational tools that leverage transcriptomic and small RNA-seq data to characterize conserved and novel miRNAs are miRDeep2 [23] and the machine-learning tool miReader [24] . The level of error that is introduced in these studies has been shown to be inconsequential and the DE results for most abundant miRNAs are acceptable on a per project basis [25] .
General workflow for conserved miRNA expression analysis
Here we describe a general data processing and analysis workflow for small RNA-Seq based miRNA expression profiling (DE analysis) with a focus on conserved miRNAs and applications for comparative studies (Fig. 1) . It should be noted that the procedure outlined herein is but one example of a miRNA data analysis pipeline and that the present assembly of computational tools can be customized. Overall, the current pipeline features two stages: data processing (Unix Shell environment), and expression analysis (R environment). Since we are focusing on screening conserved miRNAs, we do not require a complete annotated genome or comprehensive transcriptomes for these analyses. The data processing stage starts with performing read quality checks using FastQC [26] , followed by adapter trimming and size filtering with fasq-mcf [27] . Since there is currently no non-miRNA small RNA species database specific to non-sequenced animals, the negative reference database was built using all sequences from the rfam [28] and piRNA databases [29] . The trimmed and filtered reads are then aligned to this negative reference database using bowtie [30] and the unaligned 'clean' reads are carried on to the next steps. Similarly, as the miRNAs from the species of interest have yet to be annotated, the entire mature miRNA database of all species is obtained from miRbase [31] as the positive reference database, to which the remaining 'clean' reads are aligned using bowtie. HTSeq [32] is then used to count the aligned reads for each of the identified miRNAs, serving as the basis for the upcoming DE analysis steps. The data analysis stage uses the R programming language. First, read counts are imported to R, and in cases where a miRNA species is duplicated, the highest count should be used. Such read count discrepancy originates from the conservation between the species of interest and the species to which the reads are aligned. R packages edgeR [33] and limma [34] are then used to normalize the read counts before DE analysis with limma. The DE results are then exported as comma separated values (csv) files and visualized using ggplot2 and gplots [35] , [36] . The results can then be used for downstream analysis such as machine learning-based gene selection (see below).
To streamline this complex analysis, we have wrapped all steps and required tools in the R package RBioMIR. Unix Shell commands and the RBioMIR user manual can be found at (http://kenstoreylab.com/?page_id=2540). The source code and the R package can be downloaded through GitHub: (https://github.com/jzhangc/git_RBioMIR.git). 
Random forest-based feature selection for identifying important miRNAs
Small RNA-Seq and high-throughput qRT-PCR based miRNA profiling result in high dimensional (i.e., high feature count, also denoted as large p) datasets. In the context of comparative molecular physiology, preserving meaningful information from gene expression profiles by eliminating irrelevant features, a process known as feature selection (FS), is critical for mechanistic characterization and biomarker discovery. As such, a myriad of FS methods using, for example, univariate ranking, conventional modelling, or machine learning classifiers have been developed [37] , [38] .
Random forest (RF) is a machine learning classifier that is well-suited for the processing of high dimensional datasets, due to its robustness, versatility, and high universality. The algorithm handles high dimensionality with low sample size datasets (known as small n, large p) relatively well as compared to other methods [39] . The core concepts of RF include bootstrap resampling (or bagging), random feature partitioning (i.e., the randomly selected subset of features to model at each tree node), and decision tree modelling [40] (Fig. 2) . The bootstrap resampling step enables internal cross-validation by leaving some samples out (known as outof-bag [OOB] samples), allowing OOB error rates to be used as a measurement for performance (Fig. 2) . The random feature partitioning step reduces modelling bias to the dataset (or overfitting) or to the features. For each subgroup of randomly selected features, the algorithm utilizes either non-parametric methods such as classification and regression tree (CART) or parametric methods to generate a decision tree [40] [41] [42] . Therefore, the final RF model represents a collection of decision trees, leading to unbiased feature evaluation and high classification power. It has been demonstrated that RF is capable of handling binary, multicategorical, as well as regression FS tasks [40] . The algorithm provides variable importance (VI) metrics that act as a starting point for the FS workflow. It is worth noting that, due to the heuristic nature of RF, a bootstrapping repeat of RF-FS run is highly valuable. Various FS algorithms such as Boruta and RF-based recursive feature elimination (RF-RFE) have been developed [43] , [44] , each of which has its distinct specialties. For example, the former focuses on retaining all the relevant features, whereas RF-RFE emphasizes the isolation of the minimal number of features. In the case of investigating and selecting key miRNA targets that facilitate physiological responses under select environmental conditions, identifying all relevant features might be more appropriate. Additionally, since the regulatory connection among miRNAs may be manifested as statistical correlation [45] , it is crucial to reflect this consideration when establishing an RF-FS procedure. Since recursive RF approaches have been shown to demonstrate superior performance when handling correlated features [46] , they might be preferred for the processing of gene expression datasets. It is also imperative to evaluate the computational power and time requirements. For example, although being able to identify all features, Boruta's requirements for large sample sizes and computational power can be demanding [44] . Moreover, applying a univariate statistics filter prior to RF FS may help integrate prior knowledge when selecting features, leading to a more focused study around specific research goals. Accordingly, we consider the following when implementing an RF-FS workflow:
a. Selecting all relevant features; b. Taking feature correlation into consideration; c. Incorporating a univariate statistics filter; d. Options for reducing computational time.
Implementation
Based on the principles above, we present RBioFS, an implementation of an RF-FS workflow for selecting miRNAs relevant to differentiating between physiological phenotypes of interest. The current workflow is based on the strategy first presented by Genuer et al. (2010) Briefly, an analysis of variance (ANOVA) or Student's t-test, based on the univariate test, is conducted on validated high-throughput miRNA datasets and miRNAs showing no statistically significant changes between phenotypes are discarded. A bootstrapping (50 times) RF run is then performed on the filtered dataset to calculate VI values for each feature. All features are subsequently ranked in descending order based on the mean VI value. It is worth noting that the current implementation uses permutation-based VI values because they are less biased towards correlated features [49] . Specifically, the permutation-based VI value of a given feature is the average difference between OOB error rates from all RF trees with and without the permutation for the feature in the random partition (Fig. 2) .
As described in Genuer et al. (2010) [47] , the standard deviation (SD) for each feature and corresponding VI mean ranks are subjected to CART regression modelling using ANOVA to estimate the minimum SD using the R package, rpart [50] . This estimate is then used as a threshold for the initial VI rank-based feature elimination step, based on the observation that relevant features tend to exhibit a larger variance in VI values [47] . The remaining features are then subjected to a bootstrapping (50 times) SFS-like process, where features are recursively introduced to the RF runs starting from the feature ranked at the top of the VI ranking. The first subset of features resulting in a mean OOB error rate less than the minimum OOB error rate plus one standard deviation is reported as the final result. A schematic representation of this workflow is depicted in Fig. 3 . We wrapped the RF-FS pipeline described herein in the automated R package RBioFS; a package that takes advantage of parallel computing. The RBioFS detailed user manual, sample dataset, and sample results can be found at (http://kenstoreylab.com/?page_id=2542). The package and source code are available on GitHub: (https://github.com/jzhangc/git_RBioFS.git).
Case study and discussion
Here we demonstrate the use of RBioFS for RF-FS based gene selection on part of the dataset from a study that explored changes in miRNA expression profiles in response to hibernation in a South American marsupial [51] . In the original paper, expression levels of 85 miRNAs were measured in liver and skeletal muscle of euthermic active (control) and torpid animals using a high-throughput qRT-PCR profiling approach.
We applied RBioFS, our in-house R implementation of the RF-FS workflow, to the liver dataset. For univariate statistical filtering, all miRNAs that failed to show significant changes (Student's t-test) were discarded; this reduced the miRNA list size from 85 to 35 targets ( Table 1) . The permutation based VI values were then calculated and ranked upon 50 times RF runs (Fig. 4A) . Based on SD values and ranking, a CART model was established to estimate the threshold for the initial RF feature elimination; this resulted in the selection of 12 miRNAs (Table 1 ). An SFS-like selection step was conducted on these 12 miRNAs. Starting with miR-22-5p, 12 recursive RF runs (50 times per run) were carried out adding one miRNA each time. Consequently, the first group featuring 6 miRNAs was considered the most important target. The decreasing trend of the OOB error is shown in Fig. 4B . For both RF steps, a tree count, i.e.: times of resampling (denoted as ntree in the randomForest package) of 501 was used. A value of p / 3 was used as the random feature partitioning scale, i.e.: the number of features for random feature partitioning (denoted mtry in the randomForest package), as suggested by Genuer et al. (2010) [47] . Figures were generated using the R package RBioplot [50] .
The group of 6 RF-FS selected miRNAs was further examined using both available literature and miRNA target prediction tools highlighted in this work. It was revealed that these miRNAs significantly downregulated during torpor are likely involved in coordinating a compensatory hepatic thermoregulatory mechanism to facilitate arousal in hibernating marsupials. Indeed, miR-22-5p has been implicated as a regulator of lipid metabolism [53] and DIANA-miRPath [54] analysis of the 6 miRNAs revealed that miR-22-5p, miR-21a-3p, miR-34a-5p, and miR-876-5p directly target key elements of mitogen-activated protein kinase (MAPK) pathways.
This hypothesis is further supported by the reduced expression level of miR-142-5p that is known to be inversely related to MAPK activity [55] . Moreover, recent findings have identified miR-142-5p as a temperature-sensitive miRNA, and a known regulator of raised body temperature [56] . Our case study on hibernating marsupial data emphasizes the ability of RBioFS to effectively sort and reveal the differentiating and most crucial set of miRNAs that occur in response to metabolic or environmental perturbations in a particular system. Indeed, the utility of RBioFS is not limited to comparative molecular physiology but is also applicable for miRNA studies of development and disease. Furthermore, the ability of RBioFS to select the most important miRNA targets, capable of differentiating between healthy and patient groups, emphasizes it ability to aid in the discovery of biomarkers in various conditions.
Conclusion
High-throughput expression profiling and advanced computational tools have been instrumental to our understanding of miRNAs and the central role that they play in modulating gene expression. In this review, we highlight the functional characteristics of miRNAs, miRNA-profiling methods, and we outline the main data processing steps and computational tools required to undertake these analyses. We also present our implementations of a small RNA-Seq data analysis pipeline and an RF based feature selection workflow through the R packages RBioMIR and RBioFS, respectively.
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