Recently hybrid metaheuristics have been design to find solutions for combinatorial optimisation problems. We focus on hybrid procedures that combine local search based metaheuristics with exact algorithms of the operations research field. We present a mapping that outlines the metaheuristic and exact procedures used, the way they are related and the problems they have been applied to.
Introduction
Recently a new type of algorithms, called hybrid metaheuristics, has been design to find solutions for combinatorial optimisation problems. Under the name of hybrid metaheuristics there are a huge variety of different types of procedures. They vary according to the algorithms combined, the level of hybridisation, the order of execution, the control strategy adopted, etc… (Raidl 2006) . See the surveys of (Blum et al. 2005) , (Cotta 1998) , (Cotta et al. 2005 ), (Dumitrescu et al. 2003) , (El-Abd et al. 2005) , (Puchinger et al. 2005 ) and (Talbi 2002 ) for overviews of different angles. In this research we are particularly interested in hybrid procedures that combine local search based metaheuristics with exact algorithms of the operations research field. We name them Optimised Search Heuristics (OSH). We present how this kind of procedures has been applied to combinatorial optimisation problems. We start by comparing and examining the correspondences of two existent classifications of such procedures and transform the more general one adding a new item and renaming other. To stress the distribution of these applications over the different problems of combinatorial optimisation, we then group the problems following a classification of NP optimisation problems, and outline the heuristic and exact techniques used together. We also present a very brief abstract of each referenced paper, outlining problems, procedures and type of combination used.
Classifications of OSH procedures
Let us first present the two classifications of Optimised Search Heuristics. (Dumitrescu et al. 2003) Main framework by local search, sub problems by exact algorithms.
Classification of methods that combine local search with exact algorithms
1 exact algorithms to explore large neighbourhoods within local search.
2 information of high quality solutions found in several runs of local search is used to define smaller problems solvable by exact algorithms.
3 exploit lower bounds in constructive heuristics. 4 local search guided by information from integer programming relaxations.
5 use exact algorithms for specific procedures within metaheuristics. (Puchinger et al. 2005) 1 Collaborative
Classification of exact and metaheuristics combinations
Algorithms exchange information but are not part of each other.
Sequential execution
One technique does a preprocessing before the other or the second one is a post processing of the solution(s) generated by the first. Sometimes both techniques have equal importance and we cannot speak of pre or post processing.
Parallel or intertwined execution
Several processors perform simultaneous tasks acting as teams and interchanging information.
Integrative combinations
One technique is a subordinate embedded component of the other technique 2.1 Incorporating exact algorithms in metaheuristics 2.1.1 exactly solving relaxed problems Solutions to relaxations heuristically guide neighbourhood search, recombination, mutation, repair and/or local improvement.
exactly searching large neighbourhoods
Exact algorithms are used to search neighbourhoods in local search based metaheuristics.
merging solutions
Exact algorithms are used to solve sub problems generating partial solutions. Merging these partial solutions is iteratively applied within a metaheuristics.
exact algorithms as decoders
In evolutionary algorithms where solutions are incompletely represented in the chromosome, exact algorithms are used to find the correspondent best solution.
Incorporating metaheuristics in exact algorithms

metaheuristics for obtaining incumbent solutions and bounds
Metaheuristics are used to determine bounds and incumbent solutions.
metaheuristics for column and cut generation
In branch-and-cut and branch-and-price algorithms, metaheuristics are used to dynamically separate cutting-planes and pricing columns, respectively.
metaheuristics for strategic guidance of exact algorithms
Metaheuristics are used to determine the branching strategy in branch-and-bound techniques.
applying the spirit of metaheuristics
Branch-and-bound it self is used for doing the local search. No explicit metaheuristic is used.
Connecting the classification of Dumitrescu and Stützle with the one of Puchinger and Raidl
Almost all items in the classification of Dumitrescu et 
Classes of some NP optimisation problems
Using the classification of NP optimisation problems in http://www.nada.kth.se/~viggo/problemlist/, we have found OSH algorithms in the following categories.
Graph colouring (Marino et al. 1999 ) (Filho et al. 2000) Frequency assignment (Maniezzo et al. 2000) Linear arrangement (Yagiura et al. 1996) Covering and Partitioning Partitioning (Ahuja et al. 2000 ) (Ahuja et al. 2002) Maximum Clique Graph Theory
Subgraphs and Supergraphs
Maximum Independent Set (Aggarwal et al. 1997) Flow problems (Büdenbender et (Klau et al. 2004) Bin packing ) (Alvim et al. 2003 ) (Puchinger 2006) Rectangle packing (Imahori et al. 2003 ) (Dowsland et al. 2004) Storage and Retrieval Data storage Cutting stock (Bennell et al. 2001 ) (Umetani et al. 2003) One processor One machine scheduling (Congram et al. 2002 ) (Lourenço et al. 2002 ) (Yagiura et al. 1996) Multi processor Parallel machine scheduling (Clements et al. 1997 ) (Ghirardi et al. 2005) Flow shop scheduling (Nagar et al. 1995 Generalized Schwefel Function (Cotta et al. 2003) Markov Decision Processes (Lin et al. 2004) Others
Optimization of continuous problems (Hedar et al. 2004) 
Mapping the referenced works
We now map the found papers into a table of combination type versus problem type, indicating in each cell, along with the reference of the work, the metaheuristics and exact algorithms used.
We can see that a lot of the research of procedures that combine metaheuristics with exact algorithms has been dedicated to the job shop scheduling problem and to routing problems. Packing problems and the multiple constraint knapsack problem have also received some considerable attention, as well as the more general class of mixed integer programming problems. We believe this can be viewed as a measurement of the earned reputation that these problems have of being the most difficult among the class of the NP complete problems. Practitioners are still not satisfied with the results achieved by traditional applications from stand-alone fields of knowledge. When looking at the type of combination implemented, we see that the most popular are sequential execution, exactly searching large neighbourhoods (and here dynamic programming is the most used exact algorithm) and exactly solving subproblems. Genetic algorithms have been the metaheuristics procedures more frequently used in combination with exact algoritms, maybe because of it's low performance on their one. The most common exact algorithms in this OSH procedures are, aside from dymanic programming, linear relaxations and branch-and-bound. We believe using exact algorithms for strategic guidance of metaheuristics to be a very promising line of research. This away we can profit from the fast search of the space of solutions of the metaheuristics without getting lost in a "wandering" path, because of the guidance given by the exact algorithms. We find that another very interesting idea is the one of "applying the spirit of metaheuristics" when designing exact algorithms. The procedure is applied to the multidimensional knapsack problem. Linear relaxation is solved with the extra constraint of the sum of the variables being an integer k. Upper and lower limits for k are determined. Tabu search is executed for each one of the linear relaxation solutions sk. The neighbourhood is restricted to a small radius around sk. (Klau et al. 2004) This procedure is developed for the prize-collecting Steiner tree problem. A preprocessing phase reduces the graph. A memetic algorithm with problemdependent operators and an exact local search procedure is applied to the reduced graph. Solving the integer programming problem of a minimum Steiner arborescence optimises the solutions found by the memetic algorithm. When solving the integer problem, not all the complicating constraints are included in the model, only the violated by the current solution. Also not all variables are included, only the ones needed. So the procedure uses cutting and pricing. This is a very complicated algorithm. (Nagar et al. 1995) This procedure is applied to the 2-machine flow shop scheduling problem. In a first phase the algorithm executes an incomplete branch-and-bound, and the partial solutions are stored along with their respective bounds. The second phase is a genetic algorithm that uses the information of the bounds to decide upon the mutation operator. (Feltl et al. 2004) This procedure is defined for the generalized assignment problem and is based on the algorithm of Chu and Beasley (1996) . Initial solutions for the genetic algorithm are generated by randomly rounding the linear relaxation solution. The mutation operator consists of a heuristic procedure that preserves feasibility. (Lin et al. 2004) This procedure is designed for the partially observed markov decision processes problem. The genetic algorithm generates an initial sub-set of witness points. A mixed integer program is solved to find the remaining ones. (Plateau et al. 2002) This procedure is applied to the multiconstrained knapsack problem. It starts by executing an interior point method with early termination. Feasible solutions are built by rounding and ascendant heuristics with will be the initial population for a scatter search method, with path-relinking.
(Applegate et al. 1999)
In a first phase of this procedure several tours for the traveling salesman problem are generated using an iterated Lin-Kernighan algorithm. The second phase uses a branch-and-cut algorithm to solve the problem defined over the subgraph with only the edges used by the tours found in the first phase.
(Cook et al. 2003)
In a first phase of this procedure several tours for the traveling salesman problem are generated using an iterated Lin-Kernighan algorithm. The second phase uses a dynamic programming algorithm to solve the problem defined over the subgraph with only the edges used by the tours found in the first phase.
(Rosing et al. 1997) (Rosing et al. 1998) (Rosing 2000)
This procedure is named heuristic concentration and is applied to the p-median problem. The first phase consists of doing multi random starts of a local search procedure and choose a set of the best solutions found. In the second phase a branch-and-bound method is used to solve a p-median problem, where the possible facility locations are restricted to the ones chosen in the best local search solutions. Exactly solving relaxed problems (Chu et al. 1998) This procedure is designed for the multiconstrained knapsack problem. Some elements of the population of the genetic algorithm are infeasible solutions generated by crossover and mutation operator. To recover feasibility of these solutions, the dual variables of the linear relaxation are used as weights in the surrogate relaxation of the multidimensional knapsack problem. A greedy heuristic based on the surrogate relaxation produces feasible solutions. (Tamura et al. 1994) This procedure is a genetic algorithm applied to the job-shop scheduling. The fitness of each individual, whose chromosomes represent each variable of the integer programming formulation, is the bound obtained solving lagrangian relaxations. (Raidl 1998) This procedure is designed for the multiconstrained knapsack problem. The initial population of the genetic algorithm is generated randomly setting the 0 /1 variables to one, with a probability given by its values on the linear relaxation solution. The repair operator to regain feasibility after crossover and mutation is also based on the solution values of the linear relaxation.
Parallel or intertwined execution
Exactly searching large neighbourhoods (Congram et al. 2002) Dynamic programming finds the best neighbour in a local search neighbourhood of exponential size. A perturbation is performed on the solution and dynasearch is iterated. The procedure is applied to the problem of scheduling a single machine with total weighted tardiness. (Cowling et al. 2005) The procedure is applied to the asymmetric travelling salesman problem. Local search uses a neighbourhood of 2 unconnected segments of the tour. Dynamic programming is used to optimally reconnect cities within the segments. The variable neighbourhood search version uses several k-opt neighbourhoods.
( Klau et al. 2004) This procedure is developed for the prize-collecting Steiner tree problem. A preprocessing phase reduces the graph. A memetic algorithm with problemdependent operators and an exact local search procedure is applied to the reduced graph. Solving the integer programming problem of a minimum Steiner arborescence optimises the solutions found by the memetic algorithm. When solving the integer problem, not all the complicating constraints are included in the model, only the violated by the current solution. Also not all variables are included, only the ones needed. So the procedure uses cutting and pricing. This is a very complicated algorithm.
( Thompson et al. 1989 ) (Thompson et al. 1993) This procedure defines a local search procedure with a neighbourhood structure based on the cyclic transfer concept. The exponential sized neighbourhood is exactly explored defining appropriated auxiliary graphs and using dynamic programming. A variable depth search technique is employed. The procedure is applied to the vehicle routing problem. (Pesant et al. 1999) This procedure is developed within a constraint programming framework and applied to the traveling salesman with time windows. Each neighbourhood exploration is performed by branch-and-bound, defining elaborate local search moves.
Exactly solving subproblems (Pedroso 2004)
The procedure is applied to mixed integer programming problems. Tabu search sets the values of integer variables and then a linear program is solved. Tabu search uses branch-and-bound as an intensification strategy. This procedure is built for the network design problem. Each neighbouring solution of the local search is generated fixing the value of some variables and leaving the others free. The subproblem defined on the free subset of variables is solved to optimality by integer programming techniques. (Caseau et al. 1995) The local search procedure is applied to the job shop scheduling problem. The neighbourhood structure is defined by a subproblem that is exactly solve using constraint programming. (Shaw 1998) This tabu search procedure is designed for a vehicle routing problem. Branchand-bound is used to exactly explore a partial neighbourhood structure, defined by a subproblem. (Applegate et al. 1991) The local search type shuffle heuristic was built for the job shop scheduling problem. At each step the processing orders of the jobs on a small number of machines is fixed, and a branch-and-bound algorithm completes the schedule. (Yagiura et al. 1996) This is a genetic algorithm for permutation problems. In the crossover operator, common chromosomes of two parent solutions are kept fixed and the free ones are optimised using dynamic programming. (Aggarwal et al. 1997) This is a genetic procedure designed to the maximum independent set problem. In the recombination phase, the union of the features of two parent solutions defines an integer programming subproblem, which is solved to optimality. This is a genetic procedure designed to the maximum clique problem. In the crossover operator, a subproblem is defined by the union of the features of two parent solutions, which is then solved exactly by integer programming. (Adams et al. 
1988)
The shifting bottleneck procedure is an iterated local search applied to the job shop scheduling problem, with a construction heuristic that uses a branch-andbound to solve the subproblems of one machine with release and due dates. This is a guided local search, over a tree search structure, that reconstructs partially destroyed solutions for the job shop problem, using a branch-andbound algorithm to exactly solve one machine subproblems Exact algorithms as decoders (Staggemeier et al. 2002) The procedure is applied to the lot-sizing problem. The genetic algorithm schedules products and linear programming optimises sizes of lots for a given schedule, determining the fitness value of each element of the population. A heuristic of the asymmetric tsp type is used within the genetic algorithm to reoptimise all changes produced by crossover or mutation. The individuals of the genetic algorithms are coded solutions of the twodimensional bin-packing problem with scheduling. Branch-and-bound is used to decode coded solutions. This procedure is developed for a real cutting glass problem. (Imahori et al. 2003) Dynamic programming evaluates codified solutions found by local search by determining the optimal real solution that corresponds to the codified one. The codified solution is perturbed and local search is iterated. The procedure is applied to the rectangle packing problem.
Exact algorithms for strategic guidance of metaheuristics (Hedar et al. 2004) The procedure is developed for the optimisation of continuous problems. The neighbourhood of the tabu search is generated according to extreme directions using the Nelder-Mead method and the pattern search strategy. Tabu list is managed by anti-cycling rules. (Dowsland et al. 2004) The representation of the individuals in the genetic algorithm is related to the search tree, as each position in the string corresponds to the choice of the branch at that level. Each individual corresponds to a path from the top of the tree to a terminal node. This way bounds can be calculated to partial solutions, guiding crossover and mutation operators. This procedure is applied to the rectangle packing problem. The procedure is an Ant Colony Optimisation metaheuristic that uses information from the linear relaxation and the values of the dual variables to determine the pheromones, which guide the construction of solutions. The procedure has been applied to problems like quadratic assignment (1999) and frequency assignment (2000).
(Lourenço 1995) (Lourenço et al. 1996) The iterated local search procedure is applied to the job shop scheduling problem. In the perturbation phase, subproblems of one or two machines are solved by a branch-and-bound algorithm. (Puchinger 2006) This is a variable neighbourhood search algorithm for the multidimensional knapsack problem. The order in which the neighbourhood are investigated within the variable neighbourhood descent is dynamically determined by estimating their improvement potential using solutions of linear relaxations problems. (Alvim et al. 2003) The procedure is applied to the one-dimensional bin-packing problem. The related min-max problem is solved by greedy heuristics to find the number of bins. Upper and lower bounds are calculated using the algebraic structure of the problem. Solutions are determined solving the dual bin-packing problem heuristically. Tabu search transforms remaining infeasible solutions into feasible ones. (Schaal et al. 1999) Interior point method generates initial solutions of the linear relaxation. The genetic algorithm finds integer solutions. A cut is generated based on the integer solutions found and the interior point method is applied again to diversify the search. This procedure is defined for the generalized job shop problem. (Ozdamar et al. 2000 ) Subproblems of the multi-level, multi-item, capacitated lot-sizing problem are derived by lagrangean relaxation. Solutions of these subproblems update lower bounds and lagrangean multipliers. A recursive heuristic is applied to restore capacity feasibility of the subproblems solutions and then simulated annealing finds complete solutions, providing upper bounds. The procedure is repeated with the updated lagrangean multipliers.
Metaheuristics for obtaining incumbent solutions and bounds
(Woodruff 1999) This is a branch-and -bound procedure that uses a chunking-based selection strategy to decide at each node of the tree whether or not a reactive tabu search is run to improve the incumbent solution.
Metaheuristics for column and cut generation (Filho et al. 2000) This procedure is applied to the graph colouring problem. The genetic algorithm is used, with a given number of columns, to approximately solve a weighted maximum independent set problem; witch generates the initial pool of columns needed for the column generation process. Each column forms an independent set. Column generation solves the set covering formulation. The all procedure is repeated with the number of columns minus one, until no improvement is found. ) (Puchinger 2006) The genetic algorithm is used within the branch-and-price procedure to solve the column generation. This procedure is applied to the 2D bin-packing problem. Metaheuristics for strategic guidance of exact methods (French et al. 2001) This procedure is used to solve feasibility and optimisation integer programming problems and is inspired on the algorithm of Beasley and Chu (1996) . Bounds of the branch-and-bound tree are found relaxing integrality. The genetic algorithm builds integer solutions relaxing constraint satisfaction, using information from the tree nodes to generate chromosomes. The solutions found by the genetic algorithm determine the new nodes of the tree to be examined. The algorithm is exact and was incorporated in commercial software XPRESS-MP.
(Kostikas et al. 2004)
The genetic programming is used for evolving the best branching heuristic to each instance. Genetic programming "trains" during a first phase of branch-andbound, finds the best branching heuristic and then branch-and-bound starts again with the learned strategy for branching. This procedure is applied to mix integer programming problems.
(Della-Croce et al. 2004) Lagrangean relaxation is used to derive lower and upper bounds to the nodes of the limited branch-and-bound tree. The number of nodes per level is limited heuristically using valid and pseudo dominance conditions. The recovery step consists of performing a local search at the current node and determines the next node to be examined. This procedure is applied to the two machine flow shop scheduling and the uncapacitated p-median problems. (Ghirardi et al. 2005) The Beam Search procedure is applied to the scheduling problem with parallel machines. The neighbourhood of partial solutions is inspected by local search, recovering pruned solutions of a limited branch-and-bound tree.
Applying the spirit of metaheuristics (Danna et al. 2005) Within each node of a branch-and-cut tree, the solution of the linear relaxation is used to define the neighbourhood of the current best feasible solution. The local search consists in solving the restricted MIP problem defined by the neighbourhood. The procedure is applied to mixed integer problems like job shop, network design and multicommodity routing. This procedure is developed for the general assignment problem. Upper bounds for the nodes of the search tree are obtained solving a linear program that inspects a k-opt neighbourhood in polynomial time. Ellipsoidal cuts that define the neighbourhood are added to the linear problem. Ellipsoidal cuts are inspired in the path relinking idea. (Fischetti et al. 2003) This procedure, design to mixed integer problems, called local branching, is a branch-and-bound method with a branching strategy that determines the number of variables to remain unchanged, instead of specifying the specific variables to change. At each node of the branch-and-bound tree the commercial software Cplex is used to solve the sub MIP integer model.
