Discretisation methods to simulate stochastic differential equations belong to the main tools in mathematical finance. For Itô processes, there exist several Euleror Runge-Kutta-like methods which are analogues of well known approximation schemes in the non stochastic case. In the multidimensional case, there appear several difficulties, caused by the mixed second order derivatives. These mixed terms (or more precisely their differences) correspond to special random variables called Lévy stochastic area terms. In the present paper, we compare three approximation methods for such random variables with respect to computational complexity and the so called effective dimension.
Introduction
We consider a process S satisfying a stochastic differential equation (SDE) of the form Since explicit solutions of (1.1) exist only in special cases, in general we have to confine ourselves with numerical approximations. A sequence of numerical Email address: klaus.scheicher@oeaw.ac.at (Klaus Scheicher). Milshtein [17] (cf. also [13, 14, 22, 23] ) proposed a numerical scheme that converges strongly and weakly at rate 1 if a ∈ C 1,1 (R 1+d ) and b ∈ C 1,2
dS(t) = a(t, S(t))dt + b(t, S(t))dW (t)
,
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(R 1+d
). The k'th component in this scheme is given bỹ Remark 1.1 If the double sum in (1.4) is skipped, the above scheme reduces to the Euler scheme. Under certain mild conditions, the Euler scheme has strong rate 1 2 and weak rate 1.
Since the distributions of I ij (t n , t n + h), ∆W i (t n , t n + h), ∆W j (t n , t n + h) do not depend on t n , we will write I ij (h), ∆W i (h), ∆W j (h). Note that I ii (h) = (∆W i (h))
In order to get weak rate 2 one has to append further terms to (1.4). If
∂x i ∂x j and
then (under certain smoothness conditions) the schemẽ
has weak rate 2 of convergence (cf. [18, 23] ).
The iterated Itô integrals I ij (h) are closely related to the so called Lévy stochastic area integrals, defined by
Remark 1.2 Sometimes the Levy area is defined as
A ij (h)/2. However, for convenience of notation we will omit the factor 1 2 in the sequel.
Therefore, the problem reduces to sample triples (
Unfortunately, there is no exact method known for sampling A ij (h) conditional on ∆W i (h) and ∆W j (h). Lévy [15] obtained a formula for the characteristic function of the conditional distribution of A ij (h). However, the Fourierinversion step is not analytically possible in the general case. Nevertheless, several approximation methods for A ij (h) are based on Lévy's formula (cf. [21, 25] ).
For weak convergence one can substitute simpler random variables for the multiple Itô integrals without pejorating the rate of convergence (cf. [13, 22, 23] . We may therefore simulate I j0 (h) and ∆W j (h) as
, it remains to sample I jk (h) for k = 0 and k = j. In Kloeden-Platen [13] and Talay [23] it is proved, that the second order weak convergence of (1.5) is preserved, if I jk (h) is approximated by
where the V jk are iid. random variables with
for j < k.
(1.8)
Alternatively, to get weak second order accuracy one can use the Euler scheme in combined with a Romberg extrapolation procedure (cf. Talay and Tubaro [24] ). There exist several improvements of the above schemes. E.g., Gaines and Lyons [10] present a variable step size method for the time discretisation, which is is based on the estimation of the local error at each step.
This paper is organised as follows. In section two, we review the main facts for simulating Brownian motions by decomposing the covariance matrix C. We show that all possible decompositions can be obtained by applying the Cholesky algorithm to an orthogonally similar matrix P CP . In section three, we will study discrete Lévy areas defined by bilinear forms of normally distributed vectors and show how certain approximation methods correspond to special decompositions of C. In section four, we attempt to measure the quality of the different methods in terms of the so called effective dimension.
Decomposition of the Covariance matrix
In the remaining part of the paper, we will use the normalisation h = 1 and we will use indices instead of arguments. Thus we will write W t instead of W (t) and so on.
Let n ≥ 1 and for i ≥ 0, set t i = i n . Let W t be a standard Brownian motion with W 0 = 0. Since W t is a Gaussian process, the random variable
The covariance matrix is given by
The matrix C is positive definite. Let I ∈ R n×n be the identity matrix and C = BB be any decomposition of C.
Therefore, the problem of sampling (W t 1 , . . . , W t n ) from N (0, C) reduces to finding a matrix B for which BB = C. The Cholesky decomposition of C is given by C = RR , with
For any orthogonal Q, we have (RQ)(RQ) = RQQ R = C. Therefore, any orthogonal Q yields a decomposition of C. On the other hand, if C = BB with R = B and
B, then RR = C = BB = RQQ R and thus QQ = I. Thus, Q must be orthogonal.
Let P be any orthogonal matrix and H be the lower triangular matrix obtained by Cholesky decomposition of P CP . Then
and thus
with a certain orthogonal matrix Q.
Therefore, any decomposition C = BB can be obtained by applying the Cholesky decomposition to a matrix P CP . Furthermore, we have Q = R −1 P B. From (2.1) it follows that any matrix B yields an algorithm to generate random variables x ∼ N (0, C).
, where · denotes the Frobenius norm, the variance does not depend of the choice of B. Therefore, for Monte Carlo simulations it is irrelevant, which matrix B is used. For Quasi Monte Carlo applications, the choice of B is crucial. In this case, the vectors x in (2.1) are transformed from low discrepancy points ξ = (ξ 1 , . . . , ξ n ) ∈ [0, 1) n by the inversion method or the Box-Muller method. However, all low discrepancy point sets have the property that their one dimensional components (i.e. their projections on the coordinate axes) have different quality. Therefore, one should use the good coordinates for generating the important components.
Simulation of the bilinear form
Let X t , Y t be two independent standard Brownian motions. Define
We discretise X t and Y t and approximate (3.1) by a the corresponding finite sum. As we have mentioned in the last section, for Quasi Monte Carlo applications, the choice of the decomposition C = BB is crucial.
Let x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) with x, y ∼ N (0, C). Then A 1 can be approximated weakly by
where x , y ∼ N (0, I) and
y is independent of Q. Thus, any orthogonal Q yields an algorithm to generate A (n) 1 . It is the aim of the present paper to compare the complexity of the computation of sums of type (3.2) for different choices of Q.
approximates A 1 only weakly to first order. Therefore, it is not suitable for approximations to simulate SDE's in the pathwise sense. To get second order weak accuracy, one can use approximations of type (1.7) as mentionend in the introduction.
The piecewise method
If Q = I, i.e. x = Rx and y = Ry with x , y ∼ N (0, I), then
and
whereas (1.6) implies that V[A 1 ] = 1.
Remark 3.4 From (3.9), a bound for the Mallows 2-distance (cf. [16] ) between the random vectors
can be obtained. For r > 0, the Mallows r-distance between two probability distributions F X and F Y is defined by
where the infimum is taken over all pairs (X, Y ) whose marginal distribution functions are F X and F Y respectively. Then
This bound holds independent of the Q and therfore, concerns also the approximation methods discussed in the following two subsections. Thus by (3.2) instead of (3.6) and (3.7). In the first case, the number of computational steps is O(n), in the latter case, it is O(n 2 ) to achieve a proportion of 1 − 
Simulation by Brownian Bridges
For n = 2 k , the Brownian Bridge algorithm might be applied. The number computational steps to generate one discrete sample path is again O(n).
The algorithm works as follows: set W 0 = W t 0 = 0 and generate
j=1 , such that every new t i is placed into the middle of one of the largest existing intervals. Therefore, the permutation π : {0, . . . , n} → {0, . . . , n} giving the construction order must fulfil π(0) = 0, π(1) = n and
) with
, we set Thus t π(j) = 0, 1, , . . . . In the notation of (2.3), this is equivalent to choosing P as a permutation matrix. In (2.2) we obtain that
and, for example, if n = 2
3
, we have 
Note that the sequence t π(i) appears in the first column of H. Then U 
By taking higher powers n = 2 k , larger matrices U (n)
can be generated. These matrices converge to a matrix in U = (u ij )
The largest entries of U are u 1,2 and u 2,1 , which sum up to
].
(3.12)
From the computational point of view, it is preferable to construct (x 1 , . . . , x n ) , (y 1 , . . . , y n ) by (3.10) and A Furthermore,
Thus, if (x 1 , . . . , x n ) ∼ N (0, I), a discrete Brownian sample path can be generated by 
nπ)x j (3.19)
Furthermore, if
.
Proof. The equations (3.19) and (3.20) follow immediately from (3.17) .
In order to prove (3.22), matrix multiplication yields
By (3.15), a laborious but not complicated computation (which has been verified by Mathematica) yields
From this follows
sin(
π) − cos(
π) . Now (3.22) follows from (3.14) and (3.16) since For x = (x 1 , . . . , x n ) ∼ N (0, I) , definē
, there is a ternary FFT algorithm to perform
The imaginary parts of (
have the desired form (3.25). Applying (3.2), we obtain O(n log n) computational steps. 
Taking a look at (3.23), this acts as a switch between the two cases. From (3.22) and (3.24) , we see that lim n→∞ t ij is either equal to
. This is slightly better than the value 1 2 , which is obtained by the Brownian Bridges algorithm (cf. eqn. (3.12) ). The price of this improvement is an asymptotically larger amount of computational steps.
The effective dimension
can be expressed as the sum of its ANOVAeffects (cf. [6] [7] [8] 12, 19, 9] ),
(By convention, we set R ∅ f (x)dx ∅ := f (x).) Furthermore, the 2 n ANOVAeffects are orthogonal, i.e.
The ANOVA-effect f u is the part of f , depending only on x j with j ⊂ u. From (4.1) follows The variance proportion of a set u is defined by p u = i∈u p i . The effective dimension in the sense of variance proportion is the smallest integer d P , such that there is a set v ⊂ N with |v| = d P and i∈v p i ≥ 0.99.
Remark 4.6
The idea behind this notion is the following: every variable should be weighted in a natural way induced by the ANOVA-effects.
In the case of hybrid MC-QMC methods, where some variables are generated by Monte Carlo and others are generated by Quasi Monte Carlo, this notion allows precisely to measure the proportion of variance generated by MC and QMC respectively. The last equality can be verified by Mathematica. The case i ≡ 1 (mod 2) is proved analogously. The value d P = 122 follows from a straight foreward computation. 2
