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Abstract—Large-scale MIMO systems can yield a substantial
improvements in spectral efficiency for future communication
systems. Due to the finer spatial resolution and array gain
achieved by a massive number of antennas at the base station,
these systems have shown to be robust to inter-user interference
and the use of linear precoding appears to be asymptotically
optimal. However, from a practical point of view, most precoding
schemes exhibit prohibitively high computational complexity as
the system dimensions increase. For example, the near-optimal
regularized zero forcing (RZF) precoding requires the inversion
of a large matrix. To solve this issue, we propose in this paper
to approximate the matrix inverse by a truncated polynomial
expansion (TPE), where the polynomial coefficients are optimized
to maximize the system performance. This technique has been
recently applied in single cell scenarios and it was shown that a
small number of coefficients is sufficient to reach performance
similar to that of RZF, while it was not possible to surpass RZF.
In a realistic multi-cell scenario involving large-scale multi-
user MIMO systems, the optimization of RZF precoding has,
thus far, not been feasible. This is mainly attributed to the
high complexity of the scenario and the non-linear impact of
the necessary regularizing parameters. On the other hand, the
scalar coefficients in TPE precoding give hope for possible
throughput optimization. To this end, we exploit random matrix
theory to derive a deterministic expression of the asymptotic
signal-to-interference-and-noise ratio for each user based on
channel statistics. We also provide an optimization algorithm
to approximate the coefficients that maximize the network-wide
weighted max-min fairness. The optimization weights can be used
to mimic the user throughput distribution of RZF precoding.
Using simulations, we compare the network throughput of the
proposed TPE precoding with that of the suboptimal RZF scheme
and show that our scheme can achieve higher throughput using
a TPE order of only 5.
Index Terms—Large-scale MIMO, linear precoding, multi-user
systems, polynomial expansion, random matrix theory.
Copyright (c) 2014 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org
A. Kammoun, A. Mu¨ller, E. Bjo¨rnson, and M. Debbah are with the Alcatel-
Lucent Chair on Flexible Radio, SUPELEC, Gif-sur-Yvette, France (e-mail:
{abla.kammoun, axel.mueller, emil.bjornson, merouane.debbah}@supelec.fr).
E. Bjo¨rnson is also with the Signal Processing Lab, ACCESS Linnaeus Centre,
KTH Royal Institute of Technology, Stockholm, Sweden.
E. Bjo¨rnson was with the Alcatel-Lucent Chair on Flexible Radio, Supe´lec,
Gif-sur-Yvette, France, and with the Department of Signal Processing, KTH
Royal Institute of Technology, Stockholm, Sweden. He is currently with the
Department of Electrical Engineering (ISY), Linko¨ping University, Linko¨ping,
Sweden (email: emil.bjornson@liu.se)
This research was funded by the International Postdoc Grant 2012-228
from The Swedish Research Council. It has been also supported by the ERC
Starting Grant 305123 MORE (Advanced Mathematical Tools for Complex
Network Engineering).
I. INTRODUCTION
A typical multi-cell communication system consists of
L > 1 base stations (BSs) that each are serving K user
terminals (UTs). The conventional way of mitigating inter-
user interference in the downlink of such systems has been
to assign orthogonal time/frequency resources to UTs within
the cell and across neighboring cells. By deploying an array
of M antennas at each BSs, one can turn each cell into a
multi-user multiple-input multiple-output (MIMO) system and
enable flexible spatial interference mitigation [1]. The essence
of downlink multi-user MIMO is precoding, which means that
the antenna arrays are used to direct each data signal spa-
tially towards its intended receiver. The throughput of multi-
cell multi-user MIMO systems ideally scales linearly with
min(M,K). Unfortunately, the precoding design in multi-
user MIMO requires very accurate instantaneous channel state
information (CSI) [2] which can be cumbersome to achieve in
practice [3]. This is one of the reasons why only rudimentary
multi-user MIMO techniques have found the way into current
wireless standards, such as LTE-Advanced [4].
Large-scale multi-user MIMO systems (with M  K  1)
have received massive attention lately [5]–[8], partially be-
cause these systems are less vulnerable to inter-user inter-
ference. An exceptional spatial resolution is achieved when
the number of antennas, M , is large; thus, the leakage of
signal power caused by having imperfect CSI is less probable
to arrive as interference at other users. Interestingly, the
throughput of these systems become highly predictable in
the large-(M,K) regime; random matrix theory can provide
simple deterministic approximations of the otherwise stochas-
tic achievable rates [7]–[12]. These so-called deterministic
equivalents are tight as M → ∞ due to channel hardening,
but are often very accurate also at small/practical values of
M and K. The deterministic equivalents can, for example, be
utilized for optimization of various system parameters [8].
Many of the issues that made small-scale MIMO difficult
to implement in practice appear to be solved by large-scale
MIMO [6]; for example, simple linear precoding schemes
achieve (when M →∞ and K is fixed) high performance in
some multi-cell systems [6] and robust to CSI imperfections
[5]. The complexity of computing most of the state-of-the-art
linear precoding schemes is, nevertheless, prohibitively high in
the large-(M,K) regime. For example, the optimal precoding
parametrization in [13] and the near-optimal regularized zero-
forcing (RZF) precoding [7], [8], [14] require inversion of the
Gram matrix of the joint channel of all users—this matrix
2operation has cubic complexity in min(M,K). A notable
exception is the matched filter, also known as maximum ratio
transmission (MRT) [15], which has only square complexity.
This scheme is, however, not very appealing from a through-
put perspective since it does not actively suppress inter-user
interference and thus requires an order of magnitude more
antennas to achieve performance close to that of RZF [7].
In this paper, we propose to solve the precoding complexity
issue by a new family of precoding schemes called truncated
polynomial expansion (TPE) precoding. This family can be
obtained by approximating the matrix inverse in RZF by
a (J − 1)-degree matrix polynomial which admits a low-
complexity multistage hardware implementation. By changing
J , one achieves a smooth transition in performance between
MRT (J = 1) and RZF (J = min(M,K)). The hardware
complexity of TPE precoding is proportional to J , thus the
hardware complexity can be tailored to the deployment sce-
nario. Furthermore, the TPE order J needs not scale with the
system dimensions M and K to maintain a fixed per-user rate
gap to RZF, but it is desirable to increase it with the signal-
to-noise ratio (SNR) and the quality of the CSI.
Building on the proof-of-concept provided by our work in
[16] and the independent concurrent work of [17], this paper
applies TPE precoding in a large-scale multi-cell scenario
with realistic characteristics, such as user-specific channel
covariance matrices, imperfect CSI, pilot contamination (due
to pilot reuse in neighboring cells), and cell-specific power
constraints. The jth BS serves its UTs using TPE precoding
with an order Jj that can be different between cells and thus
tailored to factors such as cell size, performance requirements,
and hardware resources.
In this paper, we derive new deterministic equivalents for
the achievable user rates. The derivation of these expressions is
the main analytical contribution and required major analytical
advances related to the powers of stochastic Gram matrices
with arbitrary covariances. The deterministic equivalents are
tight when M and K grow large with a fixed ratio, but provide
close approximations at small parameter values as well. Due to
the inter-cell and intra-cell interference, the effective signal-to-
interference-and-noise ratios (SINRs) are functions of the TPE
coefficients in all cells. However, the deterministic equivalents
only depend on the channel statistics, and not the instantaneous
realizations, and can thus be optimized beforehand/offline.
The joint optimization of all the polynomial coefficients is
shown to be mathematically similar to the problem of multi-
cast beamforming optimization considered in [18]–[20]. We
can therefore adapt the state-of-the-art optimization procedures
from the multi-cast area and use these for offline optimization.
We provide a simulation example that reveals that the opti-
mized coefficients can provide even higher network throughput
than RZF precoding at relatively low TPE orders, where TPE
orders refers to the number of matrix polynomial terms.
A. Notation
Boldface (lower case) is used for column vectors, x, and
(upper case) for matrices, X. Let XT, XH, and X∗ denote
the transpose, conjugate transpose, and conjugate of X, re-
spectively, while tr(X) denotes the matrix trace function.
Moreover, CM×K denotes the set of matrices with size M×K,
whereas CM×1 is the set of vectors with size M . The M×M
identity matrix is denoted by IM and the 0M×1 stands for the
M × 1 vector with all entries equal to zero. The expectation
operator is denoted E[·] and var[·] denotes the variance. The
spectral norm is denoted by ‖ · ‖ and equals the L2 norm
when applied to a vector. A circularly symmetric complex
Gaussian random vector x is denoted x ∼ CN (x¯,Q), where
x¯ is the mean and Q is the covariance matrix. For an infinitely
differentiable monovariate function f(t), the `th derivative
at t = t0 (i.e., d
`
/dt`f(t)|t=t0 ) is denoted by f (`)(t0) and
more concisely by f (`) when t = 0. The big O notation
f(x) = O(g(x)) and little o notation f(x) = o(g(x)) mean
that
∣∣∣ f(x)g(x) ∣∣∣ is bounded or approaches zero, respectively, as
x→∞.
II. SYSTEM MODEL
This section defines the multi-cell system with flat-fading
channels, linear precoding, and channel estimation errors.
A. Transmission Model
We consider the downlink of a multi-cell system consisting
of L > 1 cells. Each cell consists of an M -antenna BS and
K single-antenna UTs. We consider a time-division duplex
(TDD) protocol where the BS acquires instantaneous CSI in
the uplink and uses it for the downlink transmission by exploit-
ing channel reciprocity. We assume that the TDD protocols are
synchronized across cells, such that pilot signaling and data
transmission take place simultaneously in all cells.
The received complex baseband signal yj,m ∈ C at the mth
UT in the jth cell is
yj,m =
L∑
`=1
hH`,j,mx` + bj,m (1)
where x` ∈ CM×1 is the transmit signal from the `th BS and
h`,j,m ∈ CM×1 is the channel vector from that BS to the mth
UT in the jth cell, and bj,m ∼ CN (0, σ2) is additive white
Gaussian noise (AWGN), with variance σ2, at the receiver’s
input.
The small-scale channel fading is modeled as follows.
Assumption A-1. The channel vector h`,j,m is modeled as
h`,j,m = R
1
2
`,j,mz`,j,m (2)
where z`,j,m ∼ CN (0M×1, IM ) and the channel covariance
matrix R`,j,m ∈ CM×M satisfies the conditions
• lim supM ‖R`,j,m‖ < +∞, ∀`, j,m;
• lim infM 1M tr(R`,j,m) > 0, ∀`, j,m.
The channel vector has a fixed realization for a coherence
interval and will then take a new independent realization. This
model is usually referred to as Rayleigh block-fading.
The two technical conditions on R`,j,m in Assumption A-1
enables asymptotic analysis and follow from the law of energy
conservation and from increasing the physical size of the array
with M ; see [21] for a detailed discussion.
3Assumption A-2. All BSs use Gaussian codebooks and linear
precoding. The precoding vector for the mth UT in the jth cell
is gj,m ∈ CM×1 and its data symbol is sj,m ∼ CN (0, 1).
Based on this assumption, the BS in the jth cell transmits
the signal
xj =
K∑
m=1
gj,msj,m = Gjsj . (3)
The latter is obtained by letting Gj = [gj,1, . . . ,gj,K ] ∈
CM×K be the precoding matrix of the jth BS and sj =
[sj,1 . . . sj,K ]
T ∼ CN (0K×1, IK) be the vector containing all
the data symbols for UTs in the jth cell. The transmission at
BS j is subject to a total transmit power constraint
1
K
tr
(
GjG
H
j
)
= Pj (4)
where Pj is the average transmit power per user in the jth
cell.
The received signal (1) can now be expressed as
yj,m =
L∑
`=1
K∑
k=1
hH`,j,mg`,ks`,k + bj,m. (5)
A well-known feature of large-scale MIMO systems is the
channel hardening, which means that the effective useful
channel hHj,j,mgj,m of a UT converges to its average value
when M grows large. Hence, it is sufficient for each UT to
have only statistical CSI and the performance loss vanishes as
M → ∞ [7]. An ergodic achievable information rate can be
computed using a technique from [22], which has been applied
to large-scale MIMO systems in [5], [7], [23] (among many
others). The main idea is to decompose the received signal as
yj,m = E
[
hHj,j,mgj,m
]
sj,m
+
(
hHj,j,mgj,m − E
[
hHj,j,mgj,m
])
sj,m
+
∑
(`,k)6=(j,m)
hH`,j,mg`,ks`,k + bj,m
and assume that the channel gain E
[∣∣hHj,j,mgj,m∣∣2] is
known at the corresponding UT, along with its variance
var
[
hHj,j,mgj,m
]
= E
[∣∣hHj,j,mgj,m − E [hHj,j,mgj,m]∣∣2]
and the average sum interference power∑
(`,k) 6=(j,m) E[|hH`,j,mg`,k|2] caused by simultaneous
transmissions to other UTs in the same and other cells. By
treating the inter-user interference (from the same and other
cells) and channel uncertainty as worst-case Gaussian noise,
UT m in cell j can achieve the ergodic rate
rj,m = log2(1 + γj,m)
without knowing the instantaneous values of hH`,j,mg`,k of its
channel [5], [7], [22], [23]. The parameter γj,m is given in
(6) at the top of the next page and can be interpreted as the
effective average SINR of the mth UT in the jth cell.
The last expression in (6) is obtained by using the following
identities:
var(hHj,j,mgj,m) = E
[∣∣hHj,j,mgj,m∣∣2]
− ∣∣E [hHj,j,mgj,m]∣∣2 ,∑
(`,k)6=(j,m)
E
[∣∣hH`,j,mg`,k∣∣2] = ∑
`,k
E
[∣∣hH`,j,mg`,k∣∣2]
− E
[∣∣hHj,j,mgj,m∣∣2] .
The achievable rates only depend on the statistics of the
inner products hH`,j,mg`,k of the channel vectors and precoding
vectors. The precoding vectors gj,m should ideally be selected
to achieve a strong signal gain and little inter-user and inter-
cell interferences. This requires some instantaneous CSI at the
BS, as described next.
B. Model of Imperfect Channel State Information at BSs
Based on the TDD protocol, uplink pilot transmissions are
utilized to acquire instantaneous CSI at each BS. Each UT in
a cell transmits a mutually orthogonal pilot sequence, which
allows its BS to estimate the channel to this user. Due to
the limited channel coherence interval of fading channels,
the same set of orthogonal sequences is reused in each cell;
thus, the channel estimate is corrupted by pilot contamination
emanating from neighboring cells [5]. When estimating the
channel of UT k in cell j, the corresponding BS takes its
received pilot signal and correlates it with the pilot sequence
of this UT. This results in the processed received signal
ytrj,k = hj,j,k +
∑
` 6=j
hj,`,k +
1√
ρtr
btrj,k
where btrj,k ∼ CN (0M×1, IM ) and ρtr > 0 is the effective
training SNR [7]. The MMSE estimate ĥj,j,k of hj,j,k is given
as [24]:
ĥj,j,k = Rj,j,kSj,ky
tr
j,k
= Rj,j,kSj,k
(
L∑
`=1
hj,`,k +
1√
ρtr
btrj,k
)
where
Sj,k =
(
1
ρtr
IM +
L∑
`=1
Rj,`,k
)−1
∀j, k
and Rj,j,k is the channel covariance matrix of vector hj,j,k,
as described in Assumption A-1. The estimated channels from
the jth BS to all UTs in its cell is denoted
Ĥj,j =
[
ĥj,j,1 . . . ĥj,j,K
]
∈ CM×K (7)
and will be used in the precoding schemes considered herein.
For notational convenience, we define the matrices
Φj,`,k = Rj,j,kSj,kRj,`,k
and note that ĥj,j,k ∼ CN (0M×1,Φj,j,k) since the channels
are Rayleigh fading and the MMSE estimator is used.
4γj,m =
∣∣E [hHj,j,mgj,m]∣∣2
σ2 + var
[
hHj,j,mgj,m
]
+
∑
(`,k)6=(j,m)
E
[∣∣hH`,j,mg`,k∣∣2] =
∣∣E [hHj,j,mgj,m]∣∣2
σ2 +
∑
`,k
E
[∣∣hH`,j,mg`,k∣∣2]− ∣∣E [hHj,j,mgj,m]∣∣2 . (6)
III. REVIEW ON REGULARIZED ZERO-FORCING
PRECODING
The optimal linear precoding (in terms of maximal weighted
sum rate or other criteria) is unknown under imperfect CSI and
requires extensive optimization procedures under perfect CSI
[25]. Therefore, only heuristic precoding schemes are feasible
in fading multi-cell systems. Regularized zero-forcing (RZF)
is a state-of-the-art heuristic scheme with a simple closed-
form precoding expression [7], [8], [14]. The popularity of
this scheme is easily seen from its many alternative names:
transmit Wiener filter [26], signal-to-leakage-and-noise ratio
maximizing beamforming [27], generalized eigenvalue-based
beamformer [28], and virtual SINR maximizing beamforming
[29]. This section provides a brief review of prior performance
results on RZF precoding in large-scale multi-cell MIMO sys-
tems. We also explain why RZF is computationally intractable
to implement in practical large systems.
Based on the notation in [7], the RZF precoding matrix used
by the BS in the jth cell is
Grzfj =
√
Kβj
(
Ĥj,jĤ
H
j,j + Zj +KϕjIM
)−1
Ĥj,j (8)
where the scaling parameter βj is set so that the power
constraint 1K tr
(
GjG
H
j
)
= Pj in (4) is fulfilled. The regular-
ization parameters ϕj and Zj have the following properties.
Assumption A-3. The regularizing parameter ϕj is strictly
positive ϕj > 0, for all j. The matrix Zj is a deter-
ministic Hermitian nonnegative definite matrix that satisfies
lim supN
1
N ‖Zj‖ < +∞, for all j.
Several prior works have considered the optimization of
the parameter ϕj in the single-cell case [8], [10] when
Zj = 0M×M . This parameter provides a balance between
maximizing the channel gain at each intended receiver (when
ϕj is large) and suppressing the inter-user interference (when
ϕj is small), thus ϕj depends on the SNRs, channel un-
certainty at the BSs, and the system dimensions [8], [14].
Similarly, the deterministic matrix Zj describes a subspace
where interference will be suppressed; for example, this can
be the joint subspace spanned by (statistically) strong channel
directions to users in neighboring cells, as proposed in [30].
The optimization of these two regularization parameters is
a difficult problem in general multi-cell scenarios. To the
authors’ knowledge, previous works dealing with the multi-cell
scenario have been restricted to considering intuitive choices
of the regularizing parameters ϕj and Zj . For example, this
was recently done in [7], where the performance of the RZF
precoding was analyzed in the following asymptotic regime.
Assumption A-4. In the large-(M,K) regime, M and K tend
to infinity such that
0 < lim inf
K
M
≤ lim sup K
M
< +∞.
In particular, it was shown in [7] that the SINRs perceived
by the users tend to deterministic quantities in the large-
(M,K) regime. These quantities depend only on the statistics
of the channels and are referred to as deterministic equivalents.
In the sequel, by deterministic equivalent of a sequence of
random variables Xn, we mean a deterministic sequence Xn
which approximates Xn such that
E[Xn]−Xn −−−−−→
n→+∞ 0. (9)
Before reviewing some results from [7], we shall recall
some deterministic equivalents that play a key role in the next
analysis. They are introduced in the following theorem.1
Theorem 1 (Theorem 1 in [8]). Let U ∈ CM×M have
uniformly bounded spectral norm. Assume that matrix Z
satisfies Assumption A-3. Let H ∈ CM×K be a random matrix
with independent column vectors hj ∼ CN (0M×1,Rj) while
the sequence of deterministic matrices Rj have uniformly
bounded spectral norms. Denote byR, the sequence of random
matrices R = (Rk)k=1,...,K and by Σ(t) the resolvent matrix
Σ(t) =
(
tHHH
K
+
tZ
K
+ IM
)−1
.
Then, for any t > 0 it holds that
1
K
tr (UΣ)− 1
K
tr
(
UT(t,R,Z)) a.s.−−−−−−−→
M,K→+∞
0
where T(t,R,Z) ∈ CM×M is defined as
T(t,R,Z) =
(
1
K
K∑
k=1
tRk
1 + tδk(t,R,Z) + t
1
K
Z + IM
)−1
and the elements of δ(t,R,Z) =
[δ1(t,R,Z), . . . , δK(t,R,Z)]T are solutions to the following
system of equations:
δk(t,R,Z)
=
1
K
tr
Rk
 1
K
K∑
j=1
tRj
1 + tδj(t,R,Z) +
t
K
Z + IM
−1
 .
Theorem 1 shows how to approximate quantities with only
one occurrence of the resolvent matrix Σ(t). For many situa-
tions, this kind of result is sufficient to entirely characterize the
1We have chosen to work a slightly different definition of the deterministic
equivalents than in [7], since it fits better the analysis of our proposed
precoding.
5asymptotic SINR, in particular when dealing with the perfor-
mance of linear receivers [31], [32]. However, when precoding
is considered, random terms involving two resolvent matrices
arise, a case which is out of the scope of Theorem 1. For
that, we recall the following result from [8] which establishes
deterministic equivalents for this kind of quantities.
Theorem 2 ( [8]). Let Θ ∈ CM×M be Hermitian nonnegative
definite with uniformly bounded spectral norm. Consider the
setting of Theorem 1. Then,
1
K
tr (UΣ(t)ΘΣ(t))− 1
K
tr
(
UT(t,R,Z,Θ)) a.s.−−−−−−−→
M,K→+∞
0
where
T(t,R,Z,Θ) = TΘT + t2T 1
K
K∑
k=1
Rkδk(t,R,Z,Θ)
(1 + tδk)2
T,
T = T(t,R,Z), and δ = δ(t,R,Z) are given by Theorem 1,
and δ(t,R,Z,Θ) = [δ1(t,R,Z,Θ), . . . , δK(t,R,Z,Θ)]T is
computed as
δ =
(
IK − t2J
)−1
v
where J ∈ CK×K and v ∈ CK×1 are defined as
[J]k,` =
1
K tr (RkTR`T)
K(1 + tδ`)2
, 1 ≤ k, ` ≤ K
[v]k =
1
K
tr (RkTΘT) , 1 ≤ k ≤ K.
Remark 1. Note that the elements δ` are deterministic equiv-
alents of 1K tr (R`Σ(u)ΘΣ(t)) in the sense that
1
K
tr (R`Σ(u)ΘΣ(t))− δ` a.s.−−−−−−−→
M,K→+∞
0.
Also, one can check that
(
δk
)K
k=1
is to T as (δk)
K
k=1 is to T,
since
δk =
1
K
tr (RkT) and δk =
1
K
tr
(
RkT
)
.
The performance of RZF precoding depends on a sequence
of deterministic equivalents which we denote by (T`)
L
`=1 and(
T`
)L
`=1
. These are defined as
T` = T
(
1
ϕ`
, (Φ`,`,k)
K
k=1 ,Z`
)
, ` = 1, . . . , L
T` = T
(
1
ϕ`
, (Φ`,`,k)
K
k=1 ,Z`,
1
ϕ`
Z` + IM
)
, ` = 1, . . . , L.
We are now in position to state the result establishing the
convergence of the SINRs with RZF precoding.
Theorem 3 (Simplified from [7]). Denote by βj , θ`,j,m,
κ`,j,m, θ`,j,m and κ`,j,m the deterministic quantities given by
βj =
1
1
ϕj
1
K tr(Tj)− 1Kϕj tr(Tj)
θ`,j,m =
1
K
tr(R`,j,mT`)
θ`,j,m =
1
K
tr(R`,j,mT`)
κ`,j,m =
1
K
tr(Φ`,j,mT`)
κ`,j,m =
1
K
tr(Φ`,j,mT`)
ζj,m =
1
ϕj + δj,m
.
The SINR at the mth user in the jth cell converges to γj,m,
where γj,m is given in (10) at the top of the next page.
A. Complexity Issues of RZF Precoding
The SINRs achieved by RZF precoding converge in the
large-(M,K) regime to the deterministic equivalents in The-
orem 3. However, the precoding matrices are still random
quantities that need to be recomputed at the same pace as
the channel knowledge is updated. With the typical coherence
time of a few milliseconds, we thus need to compute the
large-dimensional matrix inverse in (8) hundreds of times per
second. The number of arithmetic operations needed for matrix
inversion scales cubically in the rank of the matrix, thus this
matrix operation is intractable in large-scale systems; we refer
to [16], [17], [33] for detailed complexity discussions. To
reduce the implementation complexity and maintain most of
the RZF performance, the low-complexity TPE precoding was
proposed in [16] and [17] for single-cell systems. This new
precoding scheme has two main benefits over RZF precoding:
1) the precoding matrix is not precomputed at the beginning of
each coherence interval, thus there is no computational delays
and the computational operations are spread out uniformly
over time; 2) the precoding computation is divided into a
number of simple matrix-vector multiplications which can be
highly parallelized and can be implemented using a multitude
of simple application-specific circuits. The next section ex-
tends this class of precoding schemes to practical multi-cell
scenarios.
IV. TRUNCATED POLYNOMIAL EXPANSION PRECODING
Building on the concept of truncated polynomial expansion
(TPE), we now provide a new class of low-complexity linear
precoding schemes for the multi-cell case. We recall that the
TPE concept originates from the Cayley-Hamilton theorem
which states that the inverse of a matrix A of dimension M
can be written as a weighted sum of its first M powers:
A−1 =
(−1)M−1
det(A)
M−1∑
`=0
α`A
`
where α` are the coefficients of the characteristic polynomial.
A simplified precoding could, hence, be obtained by taking
only a truncated sum of the matrix powers. We refers to it as
TPE precoding.
6γj,m =
βj(δj,mζj,m)
2(
L∑
`=1
β`
ϕ`
(θ`,j,m − ζ`,mκ2`,j,m)−
β`
ϕ`
θ`,j,m +
2β`
ϕ`
κ`,j,mκ`,j,mζ`,m − β`
ϕ`
κ2`,j,mδ`,mζ
2
`,m
)
− βj(δj,mζj,m)2
. (10)
For Zj = 0M×M and truncation order Jj , the proposed
TPE precoding is given by the precoding matrix:
GTPEj =
Jj−1∑
n=0
wn,j
(
Ĥj,jĤ
H
j,j
K
)n
Ĥj,j√
K
(11)
,
Jj−1∑
n=0
wn,jVn,j
Ĥj,j√
K
where
Vn,j =
(
Ĥj,jĤ
H
j,j
K
)n
and {wn,j , j = 0, . . . , Jj − 1} are the Jj scalar coefficients
that are used in cell j. While RZF precoding only has the
design parameter ϕj , the proposed TPE precoding scheme
offers a larger set of Jj design parameters. These polynomial
coefficients define a parameterized class of precoding schemes
ranging from MRT (if Jj = 1) to RZF precoding when Jj =
min(M,K) and wn,j given by the coefficients based on the
characteristic polynomial of
√
K
(
Ĥj,jĤj,j +KφjIM
)−1
.
We refer to Jj as the TPE order corresponding to the jth
cell and note that the corresponding polynomial degree in
(11) is Jj − 1. For any Jj < min(M,K), the polynomial
coefficients have to be treated as design parameters that should
be selected to maximize some appropriate system performance
metric [16]. An initial choice is
winitialn,j = βjκj
Jj−1∑
m=n
(
m
n
)
(1− κjϕj)m−n(−κj)n (12)
where βj and ϕj are as in RZF precoding, while the param-
eter κj can take any value such that
∥∥∥IM − κj( 1K ĤĤH +
ϕjIM
)∥∥∥ < 1. This expression is obtained by calculating
a Taylor expansion of the matrix inverse. The coefficients
in (12) gives performance close to that of RZF precoding
when Jj → ∞ [16]. However, the optimization of the RZF
precoding has not, thus far, been feasible. Therefore, we can
obtain even better performance than the suboptimal RZF, using
only small TPE orders (e.g., Jj = 4), if the coefficients
are optimized with the system performance metric in mind.
This optimization of the polynomial coefficients in multi-cell
systems is dealt with in Subsection IV-B and the results are
evaluated in Section V.
A fundamental property of TPE is that Jj needs not scale
with the M and K, because A−1 is equivalent to inverting
each eigenvalue of A and the polynomial expansion effectively
approximates each eigenvalue inversion by a Taylor expansion
with Jj terms [34]. More precisely, this means that the
approximation error per UT is only a function of Jj (and
not the system dimensions), which was proved for multiuser
detection in [35] and validated numerically in [16] for TPE
precoding.
Remark 2. The deterministic matrix Zj was used in RZF
precoding to suppress interference in certain subspaces. Al-
though the TPE precoding in (11) was derived for the special
case of Zj = 0M×M , the analysis can easily be extended for
arbitrary Zj . To show this, we define the rotated channels
h˜`,j,m = (
Zj
K + ϕjIM )
−1/2h`,j,m ∼ CN (0M×1, (ZjK +
ϕjIM )
−1/2R`,j,m(
Zj
K +ϕjIM )
−1/2). RZF precoding can now
be rewritten as
Grzfj =
βj√
K
(
Zj
K
+ ϕjIM
)−1/2 ̂˜Hj,j ̂˜HHj,j
K
+ IM
−1 ̂˜Hj,j
(13)
where ̂˜Hj,j = (ZjK + ϕjIM )−1/2[hˆj,j,1 . . . hˆj,j,K ]. When this
precoding matrix is multiplied with a channel as hHj,`,mG
rzf
j ,
the factor (ZjK +ϕjIM )
−1/2 will also transform hj,`,m into a
rotated channel. By considering the rotated channels instead
of the original ones, we can apply the whole framework of
TPE precoding. The only thing to keep in mind is that the
power constraints might be different in the SINR optimization
of Section IV-B, but the extension in straightforward.
Next, we provide an asymptotic analysis of the SINR for
TPE precoding.
A. Large-Scale Approximations of the SINRs
In this section, we show that in the large-(M,K) regime,
defined by Assumption A-4, the SINR experienced by the
mth UT served by the jth cell, can be approximated by a
deterministic term, depending solely on the channel statistics.
Before stating our main result, we shall cast (6) in a simpler
form by introducing some extra notation.
Let wj =
[
w0,j , . . . , wJj−1,j
]T
and let aj,m ∈ CJj×1 and
B`,j,m ∈ CJj×Jj be given by
[aj,m]n =
hHj,j,m√
K
Vn,j
ĥj,j,m√
K
, n ∈ [0, Jj − 1] ,
[B`,j,m]n,p =
1
K
hH`,j,mVn+p+1,`h`,j,m, n, p ∈ [0, J` − 1] .
Then, the SINR experienced by the mth user in the jth cell is
γj,m =
∣∣E[wTjaj,m]∣∣2
σ2
K +
L∑
`=1
E [wT`B`,j,mw`]−
∣∣E[wTjaj,m]∣∣2
. (14)
Since aj,m and B`,j,m are of finite dimensions, it suffices to
determine an asymptotic approximation of the expected value
7of each of their elements. For that, similarly to our work in
[16], we link their elements to the resolvent matrix
Σ(t, j) =
(
t
Ĥj,jĤ
H
j,j
K
+ IM
)−1
by introducing the functionals Xj,m(t) and Z`,j,m(t)
Xj,m(t) =
1
K
hHj,j,mΣ(t, j)ĥj,j,m (15)
Z`,j,m(t) =
1
K
hH`,j,mΣ(t, `)h`,j,m (16)
it is straightforward to see that:
[aj,m]n =
(−1)n
n!
X
(n)
j,m (17)
[B`,j,m]n,p =
(−1)(n+p+1)
(n+ p+ 1)!
Z
(n+p+1)
`,j,m (18)
where X(k)j,m ,
dkXj,m(t)
dtk
∣∣∣
t=0
and Z(k)`,j,m ,
[
dkZ`,j,m(t)
dtk
∣∣∣
t=0
]
.
Higher order moments of the spectral distribution of
1
K Ĥj,jĤ
H
j,j appear when taking derivatives of Xj,m(t) or
Z`,j,m(t). The asymptotic convergence of these moments
require an extra assumption ensuring that the spectral norm
of 1K Ĥj,jĤ
H
j,j is almost surely bounded. This assumption is
expressed as follows.
Assumption A-5. The correlation matrices R`,j,m belong to
a finite-dimensional matrix space. This means that it exists
a finite integer S > 0 and a linear independent family of
matrices F1, . . . ,FS such that
R`,j,m =
S∑
k=1
α`,j,m,kFk
where α`,j,m,1, . . . , α`,j,m,S denote the coordinates of R`,j,m
in the basis F1, . . . ,FS .
Remark 3. Two remarks are in order.
1) This condition is less restrictive than the one used in
[36], where R`,j,m is assumed to belong to a finite set
of matrices.
2) Note that Assumption A-5 is in agreement with several
physical channel models presented in the literature.
Among them, we distinguish the following models:
• The channel model of [37], which considers a fixed
number of dimensions or angular bins S by letting
R
1
2
`,j,m = d
− θ2
`,j,m [K, 0M,M−S ]
for some positive definite K ∈ CM×M−S , where θ
is the path-loss exponent and d`,j,m is the distance
between the mth user in the jth cell and the `th
cell.
• The one-ring channel model with user groups from
[38]. This channel model considers a finite number
of groups (G groups) which share approximately the
same location and thus the same covariance matrix.
Let θ`,j,g and ∆`,j,g be respectively the azimuth an-
gle and the azimuth angular spread between the cell
` and the users in group g of cell j. Moreover, let d
be the distance between two consecutive antennas
(see Fig. 1 in [38]). Then, the (u, v)th entry of the
covariance matrix R`,j,m for users is group g is
[R`,j,m]u,v =
1
2∆`,j,g
∫ ∆`,j,g+θ`,j,g
−∆`,j,g+θ`,j,g
ed(u−v) sinαdα
(19)
(user m is in group g of cell j).
Before stating our main result, we shall define (in a similar
way, as in the previous section) the deterministic equivalents
that will be used:
T`(t) = T
(
t, (Φ`,`,k)
K
k=1 ,0`
)
δ`,k(t) = δk
(
t, (Φ`,`,k)
K
k=1 ,0`
)
.
As it has been shown in [36], the computation of the first
2J` − 1 derivatives of T`(t) and δ`,k(t) at t = 0, which
we denote by T(n)` and δ
(n)
`,k , can be performed using the
iterative Algorithm 1, which we provide in Appendix D. These
derivatives T(n)` and δ
(n)
`,k play a key role in the asymptotic
expressions for the SINRs. We are now in a position to state
our main results.
Theorem 4. Assume that Assumptions A-1 and A-5 hold true.
Let Xj,m(t) and Z`,j,m(t) be
Xj,m(t) =
δj,m(t)
1 + tδj,m(t)
Z`,j,m(t) =
1
K
tr
(
R`,j,mT`(t)
)− t ∣∣ 1K tr (Φ`,j,mT`(t))∣∣2
1 + tδ`,m(t)
.
Then, in the asymptotic regime defined by Assumption A-4, we
have
E [Xj,m(t)]−Xj,m(t) −−−−−−−→
M,K→+∞
0
E [Z`,j,m(t)]− Z`,j,m(t) −−−−−−−→
M,K→+∞
0.
Moreover, for every fixed n, we have that var(X(n)j,m) = o(1).
Proof: The proof is given in Appendix B.
Corollary 5. Assume the setting of Theorem 4. Then, in the
asymptotic regime we have:
E
[
X
(n)
j,m
]
−X(n)j,m −−−−−−−→
M,K→+∞
0
E
[
Z
(n)
`,j,m
]
− Z(n)`,j,m −−−−−−−→
M,K→+∞
0
where X
(n)
j,m and Z
(n)
`,j,m are the derivatives of X(t) and
Z`,j,m(t) with respect to t at t = 0.
Proof: The proof is given in Appendix C.
Theorem 4 provides the tools to calculate the derivatives of
Xj,m and Z`,j,m at t = 0, in a recursive manner.
Now, denote by X
(0)
j,m and Z
(0)
`,j,m the deterministic quanti-
ties given by
X
(0)
j,m =
1
K
tr(Φj,j,m)
Z
(0)
`,j,m =
1
K
tr(R`,j,m).
8We can now iteratively compute the deterministic sequences
X
(n)
j,m and Z
(n)
`,j,m as
X
(n)
j,m = −
n∑
k=1
(
n
k
)
kX
(k−1)
j,m δ
(n−k)
j,m + δ
(n)
j,m
Z
(n)
`,j,m =
1
K
tr
(
R`,j,mT
(n)
`
)
−
n∑
k=0
k
(
n
k
)
δ
(n−k)
l,m Z
(k−1)
`,j,m
+
n∑
k=0
k
(
n
k
)
δ
(n−k)
l,m
1
K
tr
(
R`,j,mT
(k−1)
`
)
−
n∑
k=0
k
(
n
k
)
1
K
tr
(
Φ`,j,mT
(k−1)
`
) 1
K
tr
(
Φ`,j,mT
(n−k)
`
)
.
Then, from Theorem 4, we have
E[X(n)j,m]−X
(n)
j,m −−−−−−−→
M,K→+∞
0,
E[Z(n)`,j,m]− Z
(n)
`,j,m −−−−−−−→
M,K→+∞
0.
Plugging the deterministic equivalent of Theorem 4 into (17)
and (18), we get the following corollary.
Corollary 6. Let aj,m be the vector with elements
[aj,m]n =
(−1)n
n!
X
(n)
j,m, n ∈ {0, . . . , Jj − 1}
and B`,j,m the J` × J` matrix with elements[
B`,j,m
]
n,p
=
(−1)n+p+1
(n+ p+ 1)!
Z
n+p+1
`,j,m , n, p ∈ {0, . . . , J` − 1} .
Then,
max
`,j,m
(
E
[‖B`,j,m −B`,j,m‖] ,E [‖aj,m − aj,m‖]) −−−−−−−→
M,K→+∞
0.
This corollary gives asymptotic equivalents of aj,m and
B`,j,m, which are the random quantities, that appear in the
SINR expression in (14). Hence, we can use these asymptotic
equivalents to obtain an asymptotic equivalent of the SINR for
all UTs in every cell.
B. Optimization of the System Performance
The previous section developed deterministic equivalents of
the SINR at each UT in the multi-cell system, as a function of
the polynomial coefficients {wj,`, ` ∈ [1, L] , j ∈ [0, J` − 1]}
of the TPE precoding applied in each of the L cells. These
coefficients can be selected arbitrarily, but should not be func-
tions of any instantaneous CSI—otherwise the low complexity
properties are not retained. Furthermore, the coefficients need
to be scaled such that the transmit power constraints
1
K
tr
(
G`,TPEG
H
`,TPE
)
= P` (20)
are satisfied in each cell `. By plugging the TPE precoding
expression from (11) into (20), this implies
1
K
J`−1∑
n=0
J`−1∑
m=0
wn,`w
∗
m,`
(
Ĥ`,`Ĥ
H
`,`
K
)n+m+1
= P`. (21)
In this section, we optimize the coefficients to maximize
a general metric of the system performance. To facilitate
the optimization, we use the asymptotic equivalents of the
SINRs developed in this paper and apply the corresponding
asymptotic analysis in order to replace the constraint (21) with
its asymptotically equivalent condition
wT`C`w` = P`, ` ∈ {1, . . . , L} (22)
where
[
C`
]
n,m
= (−1)
n+m+1
(n+m+1)!
1
K tr(T
(n+m+1)
` ) for all 1 ≤
n ≤ L and 1 ≤ m ≤ L.
The performance metric in this section is the weighted max-
min fairness, which can provide a good balance between sys-
tem throughput, user fairness, and computational complexity
[25].2 This means, that we maximize the minimal value of
log2(1+γj,m)
νj,m
, where the user-specific weights νj,m > 0 are
larger for users with high priority (e.g., with favorable channel
conditions). Using deterministic equivalents, the correspond-
ing optimization problem is
maximize
w1,...,wL
min
j∈[1,L]
m∈[1,K]
1
νj,m
×
log2
(
1 +
wTjaj,ma
H
j,mwj
L∑
`=1
wT`B`,j,mw` −wTjaj,maHj,mwj
)
subject to wT`C`w` = P`, ` ∈ {1, . . . , L} .
(23)
This problem has a similar structure as the joint max-
min fair beamforming problem previously considered in [19]
within the area of multi-cast beamforming communications
with several separate user groups. The analogy is the fol-
lowing: The users in cell j in our work corresponds to the
jth multi-cast group in [19], while the coefficients wj in
(23) correspond to the multi-cast beamforming to group j in
[19]. The main difference is that our problem (23) is more
complicated due to the structure of the power constraints,
the negative sign of the second term in the denominators
of the SINRs, and the user weights. Nevertheless, the tight
mathematical connection between the two problems implies,
that (23) is an NP-hard problem because of [19, Claim 2].
One should therefore focus on finding a sensible approximate
solution to (23), instead of the global optimum.
Approximate solutions to (23) can be obtained by well-
known techniques from the multi-cast beamforming literature
(e.g., [18]–[20]). For the sake of brevity, we only describe
the approximation approach of semi-definite relaxation in this
section. To this end we note, we write (23) on its equivalent
epigraph form
maximize
w1,...,wL,ξ
ξ (24)
subject to tr
(
C`w`w
T
`
)
= P`, ` ∈ {1, . . . , L}
aHj,mwjw
T
jaj,m
L∑
`=1
tr
(
B`,j,mw`w
T
`
)− aHj,mwjwTjaj,m
≥ 2νj,mξ−1 ∀j,m
2Other performance metrics are also possible, but the weighted max-min
fairness has often relatively low computational complexity and can be used
as a building stone for maximizing other metrics in an iterative fashion [25].
9where the auxiliary variable ξ represents the minimal weighted
rate among the users. If we substitute the positive semi-
definite rank-one matrix w`wT` ∈ CJ`×J` for a positive semi-
definite matrix W` ∈ CJ`×J` of arbitrary rank, we obtain the
following tractable relaxed problem
maximize
W1,...,WL,ξ
ξ
subject to W`  0, tr
(
C`W`
)
= P`, ` ∈ {1, . . . , L}
aHj,mWjaj,m
L∑
`=1
tr
(
B`,j,mW`
)− aHj,mWjaj,m
≥ 2νj,mξ−1 ∀j,m.
(25)
This is a so-called semi-definite relaxation of the original
problem (23). Interestingly, for any fixed value on ξ, (25)
is a convex semi-definite optimization problem because the
power constraints are convex and the SINR constraints can
be written in the convex form aHj,mWjaj,m ≥ (2νj,mξ −
1)
(∑L
`=1 tr
(
B`,j,mW`
) − aHj,mWjaj,m). Hence, we can
solve (25) by standard techniques from convex optimization
theory for any fixed ξ [39]. In order to also find the optimal
value of ξ, we note that the SINR constraints become stricter
as ξ grows and thus we need to find the largest value for which
the SINR constraints are still feasible. This solution process
is formalized by the following theorem.
Theorem 7. Suppose we have an upper bound ξmax on the
optimum of the problem (25). The optimization problem can
then be solved by line search over the rangeR = [0, ξmax]. For
a given value ξ? ∈ R, we need to solve the convex feasibility
problem
find W1  0, . . . ,WL  0
subject to tr
(
C`W`
)
= P`, ` ∈ {1, . . . , L}
2νj,mξ
?−1
2νj,mξ
?
L∑
`=1
tr
(
B`,j,mW`
)− aHj,mWjaj,m ≤ 0 ∀j,m.
(26)
If this problem is feasible, all ξ˜ ∈ R with ξ˜ < ξ? are removed.
Otherwise, all ξ˜ ∈ R with ξ˜ ≥ ξ? are removed.
Proof: This theorem follows from identifying (25) as a
quasi-convex problem (i.e., it is a convex problem for any fixed
ξ and the feasible set shrinks with increasing ξ) and applying
any conventional line search algorithms (e.g., the bisection
algorithm [39, Chapter 4.2]).
Based on Theorem 7, we devise the following algorithm
based on conventional bisection line search.
Algorithm 1 Bisection algorithm that solves (25)
Set ξmin = 0 and initiate the upper bound ξmax
Select a tolerance ε > 0
while ξmax − ξmin > ε do
ξ? ← ξmax+ξmin2
Solve (26) for ξ?
if problem (26) is feasible then
ξmin ← ξ?
else ξmax ← ξ?
end if
end while
Output: ξmin is now less than ε from the optimum to (25)
In order to apply Algorithm IV-B, we need to find a finite
upper bound ξmax on the optimum of (25). This is achieved
by further relaxation of the problem. For example, we can
remove the inter-cell interference and maximize the SINR of
each user m in each cell j by solving the problem
maximize
wj
1
νj,m
log2
(
1 +
wTjaj,ma
H
j,mwj
wTjBj,j,mwj −wTjaj,maHj,mwj
)
subject to wTjCjwj = Pj .
(27)
This is essentially a generalized eigenvalue problem and
therefore solved by scaling the vector qj,m = (Bj,j,m −
aj,maj,m)
−1aj,m to satisfy the power constraint. We obtain
a computationally tractable upper bound ξmax by taking the
smallest of the relaxed SINR among all the users:
ξmax = min
j,m
log2
(
1 + aHj,m(Bj,j,m − aj,maj,m)−1aj,m
)
νj,m
.
(28)
The solution to the relaxed problem in (25) is a set of
matrices W1, . . . ,WL that, in general, can have ranks greater
than one. In our experience, the rank is indeed one in many
practical cases, but when the rank is larger than one we
cannot apply the solution directly to the original problem
formulation in (23). A standard approach to obtain rank-
one approximations is to select the principal eigenvectors
of W1, . . . ,WL and scale each one to satisfy the power
constraints in (21) with equality.
As mentioned in the proof of Theorem 7, the optimization
problem in (25) belongs to the class of quasi-convex problems.
As such, the computational complexity scales polynomially
with the number of UTs K and the TPE orders J1, . . . , JL. It
is important to note that the number of base station antennas
M has no impact on the complexity. The exact number of
arithmetic operation depends strongly on the choice of the
solver algorithm (e.g., interior-point methods [40]) and if the
implementation is problem-specific or designed for general
purposes. As a rule-of-thumb, polynomial complexity means
that the scaling is between linear and cubic in the parameters
[41]. In any case, the complexity is prohibitively large for real-
time computation, but this is not an issue since the coefficients
are only functions of the statistics and not the instantaneous
channel realizations. In other words, the coefficients for a
given multi-cell setup can be computed offline, e.g., by a
10
Fig. 1. Illustration of the three-sector site deployment with L = 3 cells
considered in the simulations.
central node or distributively using decomposition techniques
[42]. Even if the channel statistics would change with time,
this happens at a relatively slow rate (as compared to the
channel realizations), which makes the complexity negligible
compared the precoding computations [16]. Furthermore, we
note that the same coefficients can be used for each subcarrier
in a multi-carrier system, as the channel statistics are essen-
tially the same across all subcarriers, even though the channel
realizations are different due to the frequency-selective fading.
Remark 4 (User weights that mimic RZF precoding). The
user weights νj,m can be selected in a variety of ways,
resulting in different performance at each UT. Since the main
focus of TPE precoding is to approximate RZF precoding, it
makes sense to select the user weights to push the performance
towards that of RZF precoding. This is achieved by selecting
νj,m as the rate that user m in cell j would achieve under
RZF precoding for some regularization parameters ϕj (which,
preferably, should be chosen approximately optimal), or rather
the deterministic equivalent of this rate in the large-(M,K)
regime; see Theorem 3 in Section III for a review of these
deterministic equivalents. The optimal ξ from Theorem 7 can
then be interpreted as the fraction of the RZF precoding
performance that is achieved by TPE precoding.
V. SIMULATION EXAMPLE
This section provides a numerical validation of the pro-
posed TPE precoding in a practical deployment scenario. We
consider a three-sector site composed of L = 3 cells and
BSs; see Fig. 1. Similar to the channel model presented in
[38], we assume that the UTs in each cell are divided into
G = 2 groups. UTs of a group share approximatively the same
location and statistical properties. We assume that the groups
are uniformly distributed in an annulus with an outer radius of
250 m and an inner radius of 35 m, which is compliant with
a future LTE urban macro deployment [43].
The pathloss between UT m in group g of cell j and cell
` follows the same expression as in [38] and is given by
PL(d`,j,m) =
1
1 + (
d`,j,m
d0
)δ
where δ = 3.7 is the pathloss exponent and d0 = 30 m is
the reference distance. Each base station is equipped with an
horizontal linear array of M antennas. The radiation pattern
of each antenna is
A(θ) = −min
(
12
(
θ
θ3dB
)2
, 30
)
dB
where θ3dB = 70 degrees and θ is measured with respect to
the BS boresight. We consider a similar channel covariance
model as the one-ring model described in Remark 3. The only
difference is that we scale the covariance matrix in (19) by
the pathloss and the antenna gain:
[R`,j,m]u,v =
10A(θ`,j,g)/10PL(d`,j,m)
2∆`,j,g
×∫ ∆`,j,g+θ`,j,g
−∆`,j,g+θ`,j,g
ed(u−v) sinαdα
(user m is in group g of cell j).
We assume that each BS has acquired imperfect CSI from
uplink pilot transmissions with ρtr = 15 dB. In the downlink,
we assume for simplicity that all BSs use the same normalized
transmit power of 1 with ρdl = Pσ2 = 10 dB.
The objective of this section is to compare the network
throughput of the proposed TPE precoding with that of con-
ventional RZF precoding. To make a fair comparison, the
coefficients of the TPE precoding are optimized as described
in Remark 4. More specifically, each user weight νj,m in the
semi-definite relaxation problem (23) is set to the asymptotic
rate that the same user would achieve using RZF precoding.
Consequently, the relative differences in network throughput
that we will observe in this section hold approximately also
for the achievable rate of each UT.
Using Monte-Carlo simulations, we show in Fig. 2 the
average rate per UT, which is defined as
1
KL
L∑
j=1
K∑
m=1
E [log2 (1 + γj,m)] .
We consider a scenario with K = 40 users in each
cell and different number of antennas at each BS: M ∈
{80, 160, 240, 320, 400}. The TPE order is the same in all
cells: J = Jj ,∀j. As expected, the user rates increase drasti-
cally with the number of antennas, due to the higher spatial
resolution. The throughput also increases monotonically with
the TPE order Jj , as the number of degrees of freedom
becomes larger. Note that, if Jj is equal to 4, increasing Jj
leads to a negligible performance improvement that might
not justify the increased complexity of having a greater Jj .
TPE orders of less than 4 can be relevant in situations when
the need for interference-suppression is smaller than usual,
for example, if M/K is large (so that the user channels
are likely to be near-orthogonal) or when the UTs anticipate
small SINRs, due to low performance requirements or large
11
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Fig. 2. Comparison between conventional RZF precoding and the proposed
TPE precoding with different orders J = Jj ,∀j.
cell sizes. The TPE order is limited only by the available
hardware resources and we recall from [16] that increasing Jj
corresponds solely to duplicating already employed circuitry.
Contrary to the single-cell case analyzed in [16], where
TPE precoding was merely a low-complexity approximation
of the optimal RZF precoding, we observe in Fig. 2 that TPE
precoding achieves higher user rates for all Jj ≥ 5 than
the suboptimal RZF precoding (obtained for ϕ = σ2). This
is due to the optimization of the polynomial coefficients in
Section IV-B, which enables a certain amount of inter-cell
coordination, a feature which could not be implemented easily
for RZF precoding in multi-cell scenarios.
From the results of our work in [16], we expected that
RZF precoding would provide the highest performance if the
regularization coefficient is optimized properly. To confirm this
intuition, we consider the case where all BSs employ the same
regularization coefficient ϕ. Fig. 3 shows the performance of
the RZF and TPE precoding schemes as a function of ϕ,
when K = 100, M = 250, and J = 5. We remind the
reader that the TPE precoding scheme indirectly depends on
the regularization coefficient ϕ, since while solving the opti-
mization problem (27), we choose the user weights νj,m as the
asymptotic rates that are achieved by RZF precoding. Fig. 3
shows that RZF precoding provides the highest performance
if the regularization coefficient is chosen very carefully, but
TPE precoding is generally competitive in terms of both user
performance and implementation complexity.
In an additional experiment, we investigate how the per-
formance depends on the effective training SNR (ρtr). Fig. 4
shows the average rate per UT for K = 100, M = 250,
J ∈ {3, 5}, and ϕ = 0.01. Note that, as expected, both
precoding schemes achieve higher performance as the effective
training SNR increases.
The observed high performance of our TPE precoding
scheme is essentially due to the good accuracy of the asymp-
totic deterministic equivalents. To assess how accurate our
asymptotic results are, we show in Fig. 5 the empirical and
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Fig. 3. Comparison between RZF precoding and TPE precoding for a varying
regularization coefficient in RZF.
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theoretical UT rates with TPE precoding (Jj = 5) and RZF
precoding with respect to M , when ϕ = Mσ
2
K . We see that the
deterministic equivalents yield a good accuracy even for finite
system dimensions. Similar accuracies are also achieved for
other regularization factors (recall from Fig. 2 that the value
ϕ = Mσ
2
K is not optimal), but we chose to visualize a case
where the differences between TPE and RZF are large so that
the curves are non-overlapping.
VI. CONCLUSION
This paper generalizes the recently proposed TPE precoder
to multi-cell large scale MIMO systems. This class of pre-
coders originates from the high-complexity RZF precoding
scheme by approximating the regularized channel inversion
by a truncated polynomial expansion.
The model includes important multi-cell characteristics,
such as user-specific channel statistics, pilot contamination,
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Fig. 5. Comparison between the empirical and theoretical user rates. This
figure illustrates the asymptotic accuracy of the deterministic approximations.
different TPE orders in different cells, and cell-specific power
constraints. We derived asymptotic SINR expressions, which
depend only on channel statistics, that are exploited to opti-
mize the polynomial coefficients in an offline manner.
The effectiveness of the proposed TPE precoding is illus-
trated numerically. Contrary to the single-cell case, where RZF
leads to a near-optimal performance when the regularization
coefficient is properly chosen, the use of the RZF precoding in
the multi-cell scenario is more delicate. Until now, there is no
general rule for the selection of its regularization coefficients.
This enabled us to achieve higher throughput with our TPE
precoding for certain scenarios. This is a remarkable result,
because TPE precoding therefore has both lower complexity
and better throughput. This is explained by the use of optimal
polynomial coefficients in TPE precoding, while the corre-
sponding optimization of the regularization matrix in RZF
precoding has not been obtained so far.
APPENDIX A
SOME USEFUL RESULTS
Lemma 8 (Common inverses of resolvents). Given any matrix
Ĥ ∈ CM×K , let ĥk denote its kth column and Ĥk be the
matrix obtained after removing the kth column from Ĥ. The
resolvent matrices of Ĥ and Ĥk are denoted by
Q(t) =
(
t
K
ĤĤH + IM
)−1
Qk(t) =
(
t
K
ĤkĤ
H
k + IM
)−1
respectively. It then holds, that
Q(t) = Qk(t)− 1
K
tQk(t)ĥkĥ
H
kQk(t)
1 + tK ĥ
H
kQk(t)ĥk
and also
Q(t)ĥk =
Qk(t)ĥk
1 + tK ĥ
H
kQk(t)ĥk
. (29)
Lemma 9 (Convergence of quadratic forms [44]). Let xM =
[X1, . . . , XM ]
T be an M × 1 vector where the Xn are i.i.d.
Gaussian complex random variables with unit variance. Let
AM be an M ×M matrix independent of xM whose spectral
norm is bounded; that is, there exists CA such that ‖A‖ ≤ CA.
Then, for any p ≥ 2, there exists a constant Cp, depending
only in p, such that
ExM
[∣∣∣∣ 1M xHMAMxM − 1M tr(AM )
∣∣∣∣p] ≤
Cp
Mp
((
E|X1|4 tr (AAH)
)p/2
+E|X1|2p tr (AAH)p/2
)
(30)
where the expectation is taken over the distribution of xM .
Noticing, that tr (AAH) ≤ M‖A‖2 and that tr (AAH)p/2 ≤
M‖A‖p, we obtain the simpler inequality:
ExM
[∣∣∣∣ 1M xHMAMxM − 1M tr(AM )
∣∣∣∣p] ≤ C ′p‖A‖pMp/2
where C
′
p = Cp
((
E[|X1|4]
)p/2
+ E[|X1|2p]
)
. By choosing
p ≥ 4, we thus have that
1
M
xHAMx− 1
M
tr(AM )
a.s.−−−−−→
M→+∞
0.
Corollary 10. Let AM be as in Lemma 9, and xM ,yM be
random, mutually independent with complex Gaussian entries
of zero mean and variance 1. Then, for any p ≥ 2 we have
E
[∣∣∣∣ 1M yHMAMxM
∣∣∣∣p] = O(M−p/2).
In particular,
1
M
yHMAMxM
a.s.−−−−−−−→
M,K→+∞
0.
Lemma 11 (Rank-one perturbation lemma). Let Q(t) and
Qk(t) be the resolvent matrices as defined in Lemma 8. Then,
for any matrix A we have:
tr
(
A (Q(t)−Qk(t))
) ≤ ‖A‖.
Lemma 12 (Leibniz formula for the derivatives of a product
of functions). Let t 7→ f(t) and t 7→ g(t) be two n times
differentiable functions. Then, the nth derivative of the product
f · g is given by
dnf · g
dtn
=
n∑
k=0
(
n
k
)
dkf
dtk
dn−kg
dtn−k
.
Applying Lemma 12 to the function t 7→ tf(t), we obtain
the following result.
Corollary 13. The nth derivative of t 7→ tf(t) at t = 0 yields
dntf(t)
dtn
∣∣∣∣
t=0
= n
dn−1f
dtn−1
∣∣∣∣
t=0
.
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APPENDIX B
PROOF OF THEOREM 4
The objective of this section is to find deterministic equiva-
lents for E [Xj,m(t)] and E [Zj,m(t)]. These quantities involve
the resolvent matrix
Σ(t, j) =
(
t
Ĥj,jĤ
H
j,j
K
+ IM
)−1
.
For technical reasons, the resolvent matrix Σm(t, j), that is
obtained by removing the contribution of vector ĥj,j,m will be
extensively used. In particular, if Ĥj,j,−m denotes the matrix
Ĥj,j after removing the mth column, Σm(t, j) is given by
Σm(t, j) =
(
t
Ĥj,j,−mĤHj,j,−m
K
+ IM
)−1
.
With this notation on hand, we are now in position to prove
Theorem 4. In the sequel, we will mean by ”controlling a
certain quantity” the study of its asymptotic behaviour in the
asymptotic regime.
A. Controlling Xj,m(t) and Z`,j,m(t)
Next, we study sequentially the random quantities Xj,m(t)
and Z`,j,m(t). Using Lemma 8, the matrix Σ(t, j) writes as
Σ(t, j) = Σm(t, j)− t
K
Σm(t, j)ĥj,j,mĥ
H
j,j,mΣm(t, j)
1 + tK ĥ
H
j,j,mΣm(t, j)ĥj,j,m
.
(31)
Plugging (31) into the expression of Xj,m(t), we get
Xj,m(t) =
1
K
hHj,j,mΣm(t, j)ĥj,j,m
−
t
K2h
H
j,j,mΣm(t, j)ĥj,j,mĥ
H
j,j,mΣm(t, j)ĥ
H
j,j,m
1 + tK ĥ
H
j,j,mΣm(t, j)ĥj,j,m
=
1
Kh
H
j,j,mΣm(t, j)ĥj,j,m
1 + tK ĥ
H
j,j,mΣm(t, j)ĥj,j,m
. (32)
Since hj,j,m − ĥj,j,m is uncorrelated with ĥj,j,m, we have
E [Xj,m(t)] = E
[
1
K ĥ
H
j,j,mΣm(t, j)ĥj,j,m
1 + tK ĥ
H
j,j,mΣm(t, j)ĥj,j,m
]
.
Using Lemma 9, we then prove that
1
K
ĥHj,j,mΣm(t, j)ĥj,j,m−
1
K
tr
(
Φj,j,mΣm(t, j)
) a.s.−−−−−−−→
M,K→+∞
0.
(33)
Applying the rank one perturbation Lemma 11,
1
K
tr
(
Φj,j,mΣm(t, j)
)− 1
K
tr
(
Φj,j,mΣ(t, j)
) a.s.−−−−−−−→
M,K→+∞
0.
(34)
On the other hand, Theorem 1 implies that
1
K
tr
(
ΦΣ(t, j)
)− 1
K
tr
(
Φj,j,mTj(t)
) a.s.−−−−−−−→
M,K→+∞
0. (35)
Combining (33), (34), and (35), we obtain the following result:
1
K
ĥHj,j,mΣm(t, j)ĥj,j,m − δj,m(t) a.s.−−−−−−−→
M,K→+∞
0
where we used the fact that δj,m(t) = 1K tr(Φj,j,mTj(t)).
Since f : x 7→ xtx+1 is bounded by 1t , the dominated
convergence theorem [45] allow us to conclude that
E [Xj,m(t)]− δj,m(t)
1 + tδj,m(t)
−−−−−−−→
M,K→+∞
0.
We now move to the control of E [Zj,`,m(t)]. Similarly, we
first decompose E [Z`,j,m(t)], by using Lemma 8, as
Z`,j,m(t) =
1
K
hH`,j,mΣm(t, `)h`,j,m
−
t
K2h
H
`,j,mΣm(t, `)ĥ`,`,mĥ
H
`,`,mΣm(t, `)h`,j,m
1 + tK ĥ
H
`,`,mΣm(t, `)ĥ`,`,m
, U`,j,m(t)− V`,j,m(t).
Let us begin by treating E [U`,j,m(t)]. Since h`,j,m and
Σm(t, `) are independent, we have
E [U`,j,m(t)] = E
[
1
K
tr
(
R`,j,mΣm(t, `)
)]
.
Working out the obtained expression using (34) and (35), we
obtain
E [U`,j,m(t)]− 1
K
tr
(
R`,j,mT`(t)
) −−−−−−−→
M,K→+∞
0.
As for the control of V`,j,m we need to introduce the following
quantities:
β`,j,m =
√
t
K
hH`,j,mΣm(t, `)ĥ`,`,m
and
o
β`,j,m= β`,j,m − Eh [β`,j,m]
where Eh[·] denotes the expectation with respect to vector
h`,k,m, k = 1, . . . , L. Let α`,m = ĥ`,`,mΣm(t, `)ĥ`,m. Then,
we have
E [V`,j,m(t)] = E
[
|β`,j,m|2
1 + tα`,m
]
= E
[
|Ehβ`,j,m|2
(1 + tα`,m)
]
+ E

∣∣∣∣Eh [ oβ`,j,m]∣∣∣∣2
1 + tα`,m

+ E
2<
(
o
β`,j,m Eh [β`,j,m]
)
1 + tαl,m
 (36)
where <(·) denotes the real-valued part of a scalar. Using
Lemma 9, we can show that the last terms in the right hand
side of (36) tend to zero. Therefore,
E [V`,j,m(t)] = E
[
t
∣∣ 1
K tr
(
Φ`,j,mΣm(t, `)
)∣∣2
1 + tα`,m
]
+ o(1)
(a)
= E
[
t
∣∣ 1
K tr
(
Φ`,j,mT`(t)
)∣∣2
1 + tα`,m
]
+ o(1) (37)
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where (a) follows from that
E
[
1
K
tr
(
Φ`,j,mΣm(t, `)
)]− 1
K
tr
(
Φ`,j,mT`(t)
) −−−−−−−→
M,K→+∞
0.
On the other hand, one can prove using (9) that
α`,m − δ`,m a.s.−−−−−−−→
M,K→+∞
0
and as such
E
[
1
1 + tα`,m
]
− 1
1 + tδ`,m(t)
−−−−−−−→
M,K→+∞
0. (38)
Combining (37) and (38), we obtain
E [V`,j,m(t)] =
t
∣∣ 1
K tr
(
Φ`,j,mT`(t)
)∣∣2
1 + tδ`,m(t)
+ o(1).
Finally, substituting E [U`,j,m(t)] and E [V`,j,m(t)] by their
deterministic equivalents gives the desired result.
APPENDIX C
PROOF OF COROLLARY 5
From Theorem 4 we have that, Xj,m(t) and Z`,j,m(t)
converge to deterministic equivalents which we denote by
Xj,m(t) and Z`,j,m(t). Corollary 5 extends this result to the
convergence of the derivatives. Its proof is based on the same
techniques used in our work in [16]. We provide hereafter the
adapted proof for sake of completeness. We restrict ourselves
to the control of X(n)j,m, as Z
(n)
`,j,m can be treated analogously.
First note that Xj,m(t)−Xj,m(t) is analytic, when extended to
C\R−, where R− is the set of negative real-valued scalars. As
it is almost surely bounded on every compact subset of C\R−,
Montel’s theorem [46] ensures that there exists a converging
subsequence that converges to an analytic function. Since the
limiting function is zero on R+, it must be zero everywhere
because of analyticity. Therefore, from every subsequence one
can extract a convergent subsequence, that converges to zero.
Necessarily, Xj,m(t) − Xj,m(t) converges to zero for every
t ∈ C\R−. Due to analyticity of the functions [46], we also
have
X
(n)
j,m(t)−X
(n)
j,m(t)
a.s.−−−−−−−→
M,K→+∞
0, for every t ∈ C\R−.
(39)
To extend the convergence result to t = 0 we will, in a similar
fashion as in [16], decompose X(n)j,m −X
(n)
j,m as
X
(n)
j,m −X
(n)
j,m = α1 + α2 + α3
where α1, α2 and α3 are
α1 = X
(n)
j,m −X(n)j,m(η)
α2 = X
(n)
j,m(η)−X
(n)
j,m(η)
α3 = X
(n)
j,m(η)−X
(n)
j,m.
Note that X(n)j,m(η) and X
(n)
j,m(η) are, respectively, the nth
derivatives of Xj,m(t) and Xj,m(t) at t = η. We rewrite α1
as
α1 =
1
K
hHj,j,m (I−Σ(η, j)) ĥj,j,m
=
η
K
hHj,j,m
Ĥj,jĤ
H
j,j
K
Σ(η, j)ĥj,j,m.
Therefore,
|α1| ≤ |η|
∥∥∥∥hj,j,m√K
∥∥∥∥
∥∥∥∥∥ ĥj,j,m√K
∥∥∥∥∥
∥∥∥∥∥Ĥj,jĤHj,jK
∥∥∥∥∥ .
Since ‖hj,j,m√
K
‖, ‖ ĥj,j,m√
K
‖ and ‖ Ĥj,jĤ
H
j,j
K ‖ are almost surely
bounded, there exists M0 and a constant C0, such that for all
M ≥M0, |α1| ≤ C0η. Hence, for η ≤ 3C0 , we have |α1| ≤ 3 .
On the other hand, X
(n)
j,m(t) is continuous at t = 0. So there ex-
ists η small enough such that |α3| =
∣∣∣X(n)j,m(η)−X(n)j,m∣∣∣ ≤ 3 .
Finally, Eq. (39) asserts that there exists M1 such that for any
M ≥M1, |α2| ≤ 3 . Take M ≥ max(M0,M1) and η ≤ 3C0 ,
we then have ∣∣∣X(n)j,m −X(n)j,m∣∣∣ ≤ ,
thereby establishing
X
(n)
j,m −X
(n)
j,m
a.s.−−−−−−−→
M,K→+∞
0.
APPENDIX D
ALGORITHM FOR COMPUTING T` AND δ`,m .
Algorithm 2 Iterative algorithm for computing the first D
derivatives of deterministic equivalents at t = 0
for ` = 1→ L do
for k = 1→ K do
δ
(0)
`,k ← 1K tr(Φ`,`,k)
g
(0)
`,k ← 0
f
(0)
`,k ← − 11+g(0)`,k
end for
T
(0)
` ← IM
Q(0) ← 0M
for i = 1→ D do
Q(i) ← iK
∑K
k=1 f
(i−1)
k Φ`,`,k
T
(i)
` ←
i−1∑
n=0
n∑
j=0
(
i− 1
n
)(
n
j
)
T
(i−1−n)
` Q
(n−j+1)T(j)`
for k = 1→ K do
f
(i)
`,k ←
i−1∑
n=0
i∑
j=0
(
i− 1
n
)(
n
j
)
(i− n)×
f
(j)
`,k f
(i−j)
`,k δ
(i−1−n)
`,k
g
(i)
`,k ← iδ(i−1)`,k
δ
(i)
`,k ← 1K tr(Φ`,`,kT(i)` )
end for
end for
end for
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