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Re´sume´
Dans ma the`se, je de´cris les feuilles stables et instables pour le flot ge´ode´sique sur
l’espace des ge´ode´siques non-errant de type espace d’un espace-temps de Margulis et je
de´montre des proprie´te´s de contraction des feuilles sous le flot. Je montre aussi que
la monodromie d’un espace-temps de Margulis est une repre´sentation Anosov dans un
groupe de Lie non semisimple. En outre, je montre que les applications limites de ces
repre´sentations Anosov et les reparame´trisations du flot ge´ode´sique initial. Enfin, a` l’aide
de la proprie´te´ me´trique Anosov, nous de´finissons la me´trique de pression sur l’espace
modulaire des espaces-temps de Margulis sans pointes et je de´montre qu’elle est de´finie
positive sur les sections d’entropie constante.
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Abstract
In my thesis I describe the stable and unstable leaves for the geodesic flow on the space
of non-wandering spacelike geodesics of a Margulis Space Time and prove contraction
properties of the leaves under the flow. I also show that monodromy of Margulis Space
Times are “Anosov representations in non semi-simple Lie groups”. Moreover, I show that
the limit maps and reparametrizations vary analytically. Finally using the metric Anosov
property we define the Pressure metric on the Moduli Space of Margulis Space Times
without “cusps” and show that it is positive definite on the constant entropy sections.
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Description en franc¸ais
Un espace-temps de Margulis M est un quotient de l’espace affine A de dimension trois
par un groupe libre, non-abe´lien Γ agissant par des transformations affines dont la partie
line´aire est discre`te.
Grigory Margulis a utilise´ ces espaces, dans [27] et [28], comme des exemples pour
re´pondre par la ne´gative a` la question suivante de Milnor.
Question 1. Est-ce que le groupe fondamental d’une varie´te´ comple`te, plate et affine est
virtuellement polycyclique?
Si M est un espace-temps de Margulis, alors le groupe fondamental pi1(M) ne contient
aucune translation. Les re´sultats de Fried–Goldman et Mess, dans [15], [30], impliquent
qu’une varie´te´ affine plate comple`te soit est un espace-temps de Margulis, soit admet
comme groupe fondamental un groupe polycyclique.
Dans ma the`se, je ne conside`re que les espace-temps de Margulis dont la partie line´aire
ne contient aucun e´le´ment parabolique, bien que par des re´sultats de Drumm, il existe
des espace-temps de Margulis dont la partie line´aire contient des e´le´ments paraboliques.
Fried–Goldman ont montre´ dans [15] qu’un conjugue´ de la partie line´aire de l’action
affine du groupe fondamental de M est un sous-groupe de SO(2, 1) dans GL(3,R). Par
conse´quent, les espace-temps de Margulis proviennent d’homomorphismes injectifs
ρ : Γ −→ SO0(2, 1)nR3
ou` Γ est un groupe libre non-abe´lien de rang fini.
Notons l’espace des homomorphismes injectifs d’un groupe libre Γ dans un groupe
de Lie G par Hom(Γ, G) et l’espace de cocycles par Z1(Lρ(Γ),R3). Notons l’espace des
homomorphismes ρ dans Hom(Γ,G) tels que ρ(Γ) agit proprement sur A et que Lρ(Γ) est
discret et ne contient aucun e´le´ment parabolique par HomM(Γ,G) ou` G := SO
0(2, 1)nR3.
Notons aussi l’espace des modules des espace-temps de Margulis par M. On remarque
que:
M∼= HomM(Γ,G)/ ∼
ou` ρ1 ∼ ρ2 si et seulement si ρ1 est un conjugue´ de ρ2 par un e´le´ment du groupe G. Soient
HomS(Γ,SO
0(2, 1)) l’espace de toutes les repre´sentations Schottky de Γ dans SO0(2, 1) et
T := HomS(Γ,SO0(2, 1))/ ∼
ou` %1 ∼ %2 si et seulement si %1 est un conjugue´ de %2 par un e´le´ment du groupe SO0(2, 1).
Goldman–Labourie–Margulis ont montre´ dans [18] que:
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Theorem 0.0.1. [Goldman–Labourie–Margulis] L’espace des modules des espace-temps
de Margulis M est une partie ouverte dans le fibre´ tangent de la varie´te´ analytique T .
En conse´quence,
Proposition 0.0.2. L’espace des modules des espace-temps de Margulis M est une
varie´te´ analytique.
Les classes de paralle´lisme des ge´ode´siques de type temps de M peuvent eˆtre parame´tre´es
par une surface hyperbolique comple`te Σ. Des travaux re´cents de Danciger–Gue´ritaud–
Kassel dans [13] montrent que M est une fibration de R sur Σ dont les fibres sont des
ge´ode´siques type temps.
Les travaux ante´rieurs de Charette–Goldman–Jones dans [12], Goldman–Labourie–
Margulis dans [18] et Goldman–Labourie dans [17] ont montre´ que la dynamique de M est
e´troitement lie´e a` celle de Σ. Jones–Charette–Goldman ont montre´ dans [12] qu’elle existe
des ge´ode´siques bi-spirales dans M et qu’ils correspondent aux ge´ode´siques bi-spirales de
Σ. Goldman–Labourie ont montre´ dans [17] que les ge´ode´siques non errantes de type
espace de M correspondent aux ge´ode´siques non errantes de Σ.
En effet, soient ρ ∈ HomM(Γ,G) et Σρ := Lρ(Γ)\H ou` Lρ(Γ) la partie line´aire de ρ(Γ) et
H le mode`le de l’hyperbolo¨ıde du plan hyperbolique. E´galement, soient UrecΣρ et UrecMρ
les espaces des points non errantes du flot ge´ode´sique, respectivement sur UΣρ et sur UMρ,
soit UρrecH son rele`vement dans UH et soit UrecA le rele`vement de UrecM dans UA, ou` UA
et UH sont les fibrs tangents unitaires de A et de H respectivement.
Dans [18] Goldman–Labourie–Margulis de´montre le the´ore`me suivant:
Theorem 0.0.3. [Goldman–Labourie–Margulis] Soit ρ : Γ→ G un homomorphisme don-
nant lieu a` un espace-temps de Margulis dont la partie line´aire Lρ(Γ) ne contient aucun
e´le´ment parabolique. Alors il existe une application
Nρ : U
ρ
recH −→ A
et une fonction ho¨lderienne positive
fρ : U
ρ
recH −→ R
telles que
1. pour tout γ ∈ Γ on a fρ ◦ L(ρ(γ)) = fρ,
2. pour tout γ ∈ Γ on a Nρ ◦ L(ρ(γ)) = ρ(γ)Nρ, et
3. pour tout g ∈ UρrecH et pour tout t ∈ R on a
Nρ(φ˜tg) = Nρ(g) +
 t∫
0
fρ(φ˜s(g))ds
 ν(g)
ou` ν est la section neutrale.
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On appelle Nρ une section neutralise´e. Maintenant, en utilisant l’existence d’une
section neutralise´e, Goldman–Labourie ont demontre´ que:
Theorem 0.0.4. [Goldman–Labourie] Soit ρ : Γ → G un homomorphisme donnant lieu
a` un espace-temps de Margulis tel que la partie line´aire Lρ(Γ) ne contient aucun e´le´ment
parabolique. E´galement, soient UrecΣLρ et UrecMρ de´finis comme ci-dessus. Maintenant,
si Nρ est une section neutralise´e, alors il existe une application injective Nˆρ telle que le
diagramme suivant commute,
UρrecH
Nρ−−−−→ UA
pi
y ypi
UrecΣLρ
Nˆρ−−−−→ UM
ou` Nρ := (Nρ, ν). En plus, Nˆρ est une home´omorphism ho¨lderienne sur UrecMρ qui est
aussi une e´quivalence des orbites.
Dans ma the`se, je commence par rappeler quelques notions pre´liminaires afin de
pre´parer le terrain pour de´crire explicitement les laminations stables et instables pour
le flot ge´ode´siques Φ de UrecM.
Definition 0.0.5. Soit (X , d) un espace me´trique. Une lamination L de X est une
relation d’e´quivalence sur X telle que pour tout x dans X il existe un voisinage ouvert Ux
de x dans X , deux espaces topologiques U1 et U2 et un home´omorphisme fx de U1 × U2
sur Ux ve´rifiant les proprie´te´s suivantes,
1. pour tous w, z dans Ux ∩ Uy on a p2
(
f−1x (w)
)
= p2
(
f−1x (z)
)
si et seulement si
p2
(
f−1y (w)
)
= p2
(
f−1y (z)
)
, ou` p2 est la projection de U1 × U2 sur U2,
2. pour tous w, z dans X , on a wLz si et seulement s’il existe une suite finie des points
w1, w2, .., wn dans X avec w1 = w et wn = z, telle que wi+1 est dans Uwi, ou` Uwi est
un voisinage de wi et p2
(
f−1wi (wi)
)
= p2
(
f−1wi (wi+1)
)
pour tout i dans {1, 2, .., n− 1}.
On appelle un tel home´omorphisme fx une carte et les classes d’equivalence les feuilles.
Une plaque ouverte dans la carte correspondant a` fx est un ensemble de la forme fx(V1 ×
{x2}) ou` x = fx(x1, x2) et V1 est un ouvert dans U1. La topologie plaque sur Lx est
engendre´e par des plaques ouvertes. Un voisinage plaque de x est un voisinage pour la
topologie plaque sur Lx.
Definition 0.0.6. Une structure du produit local sur X est une paire de deux laminations
(L1, L2) ve´rifiant les proprie´tes suivantes: pour tout x dans X , il existe deux voisinages
plaques U1, U2 de x, respectivement dans L1, L2 et un home´omorphisme fx de U1 × U2
sur un voisinage Wx de x, tel que fx definit une carte pour les laminations L1 et L2.
Supposons que ψt est un flot sur X . Une lamination L invariante sous le flot ψt est
transverse au flot, si pour tout x dans X , il existe un voisinage plaque Ux de x dans Lx,
un espace topologique V, un  positif et une home´omorphism fx de Ux × V × (−, ) sur
un voisinage ouvert Wx de x dans X ve´rifiant les proprie´te´s suivantes:
ψt(fx(u, v, s)) = fx(u, v, s+ t)
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pour u dans Ux, v dans V et pour s, t dans l’intervalle (−, ). Soit L. une lamination trans-
verse au flot ψt. De´finissons une nouvelle lamination L.,0, appelle´e la lamination centrale,
obtenue a` partir de L. comme suit: on dit que y, z dans X appartiennent a` la meˆme classe
d’equivalence de L.,0 s’il existe t ∈ R tel que ψty et z appartiennent a` la meˆme classe
d’equivalence de L..
Definition 0.0.7. Une lamination L invariante sous un flot ψt est contracte´e sous le flot
si et seulement s’il existe un nombre re´el T0 tel que pour tout x dans X , il existe une
carte fx d’un voisinage ouvert Wx de x, et pour deux points arbitraires y, z dans Wx avec
y, z appartenant a` la meˆme classe d’equivalence de L, on a,
d(ψty, ψtz) <
1
2
d(y, z)
pour tout t > T0.
Definition 0.0.8. Un flot ψt sur un espace me´trique compact est un flot me´trique Anosov,
si et seulement s’il existe deux laminations L+ et L− de X telles que les conditions
suivantes soient satisfaites:
1. (L+,L−,0) de´finit une structure de produit locale sur X ,
2. (L−,L+,0) de´finit une structure de produit locale sur X ,
3. les feuilles de L+ sont contracte´es par le flot,
4. les feuilles de L− sont contracte´es par le flot inverse.
Dans un tel cas, L+, L−, L+,0 et L−,0 sont appele´s respectivement les laminations stables,
instables, stables centrales and instables centrales.
Je montre alors le re´sultat suivant:
Lemma 0.0.9. Il existe une me´trique sur UrecM qui est localement e´quivalente de manie`re
bilipschitz a` une me´trique sur UrecA obtenue a` partir de la restriction de n’importe quelle
me´trique euclidienne sur TA ∼= A × V ou` V l’espace vectoriel correspondant a` l’espace
affine A et TA le fibre´ tangent de A.
Soit v un vecteur de type espace de norme un et soient v+ et v− deux vecteurs dans
le coˆne de lumie`re futur tels que det[v−, v, v+] > 0. Alors, je de´finis
Definition 0.0.10. Les partitions positives de UrecA sont respectivement donne´es par,
L+(X,v) := L˜+(X,v) ∩ UrecA
ou` (X, v) ∈ UrecA et
L˜+(X,v) := {(X + s1v+, v + s2v+) | s1, s2 ∈ R}.
Definition 0.0.11. Les partitions ne´gatives de UrecA sont respectivement donne´es par,
L−(X,v) := L˜−(X,v) ∩ UrecA
ou` (X, v) ∈ UrecA et
L˜−(X,v) := {(X + s1v−, v + s2v−) | s1, s2 ∈ R}.
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Proposition 0.0.12. Les partitions L+ et L− de´crivent deux laminations sur UrecM.
Je prouve aussi que:
Theorem 0.0.13. Les laminations (L+,L−,0) et (L−,L+,0) de´finissent une structure de
produit locale sur UrecA.
En fait, les laminations sont e´quivariantes sous l’action de Γ et sous le flot de ge´ode´sique.
Definition 0.0.14. Les projections de L+ et L− sur l’espace UrecM sont note´es respec-
tivement par L+ et L−, ou` L+,L− sont de´finis comme ci-dessus.
Ensuite, je de´montre le re´sultat suivant:
Theorem 0.0.15. Soient L+ et L− deux laminations de l’espace me´trique UrecM telles
qu’elles sont de´finies dans la de´finition ci-dessus. Le flot ge´ode´sique sur l’espace des
ge´ode´siques non errantes de type espace dans M contracte exponentiellement la lamination
L+ par le flot positif et contracte exponentiellement la lamination L− par le flot negatif.
Il s’en suit que UrecM a une structure me´trique Anosov.
En outre, dans cette the`se je de´finis la notion d e repre´sentation Anosov dans le
contexte du groupe de Lie non semisimple SO0(2, 1)nR3. La notion d’une repre´sentation
Anosov d’un groupe discret dans un groupe de transformations G a e´te´ introduite par
Labourie dans [25]. En suite, Guichard–Wienhard ont e´tudie´ les repre´sentations Anosov
dans les groupes de Lie semisimples en plus de de´tail dans [21]. Re´cemment, dans [8]
Bridgeman–Canary–Labourie–Sambarino ont introduite le flot ge´ode´sique d’une repre´sen-
tation Anosov et le formalisme the´rmodynamique dans ce cas, encore dans le contexte
de G e´tant un groupe de Lie semisimple. Dans cette the`se, j’e´tudie des cas spe´ciaux et
de nouveaux exemples de repre´sentations Anosov lorsque G est le groupe non semisimple
SO0(2, 1)nR3.
Soit X l’espace de tous les plans affines nulles. On observe que G agit transitivement
sur X. Par conse´quent, pour tout P ∈ X, on a
X = G.P ∼= G/StabG(P ).
Definition 0.0.16. Si P ∈ X, je de´finis
PP := StabG(P ).
J’appelle PP un sous-groupe pseudo-parabolique de G.
Soit PX,w1,w2 le plan passant par un point X ∈ A avec l’espace vectoriel correspondant
engendre´ par les vecteurs w1 et w2. On fixe un point O ∈ A et definit:
P± := StabG(PO,v0,v±0 ).
Aussi soit L = P+ ∩ P−. Notons la boundary de Gromov du groupe Γ par ∂∞Γ et le flot
ge´odesique de Gromov sur
U0Γ := Γ\(∂∞Γ(2) × R)
par ψ.
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Definition 0.0.17. On dit que ρ dans Hom(Γ,G) est (G,P±)-Anosov si et seulement s’il
existe deux applications continues
ξ±ρ : ∂∞Γ −→ G/P±
telles que les suivantes sont vraies:
1. Pour tout γ dans Γ, on a ξ±ρ ◦ γ = ρ(γ).ξ±ρ .
2. Si x 6= y dans ∂∞Γ, alors (ξ+ρ (x), ξ−ρ (y)) re´side dans G/L.
3. Le fibre´ induit Ξ+ρ := (ξ
+
ρ ◦ pi1)∗E+ est contracte´ par le re´vetement du flot ψ˜t quand
t→∞, et le fibre´ induit Ξ−ρ := (ξ−ρ ◦ pi2)∗E− est contracte´ par le re´vetement du flot
ψ˜t quand t→ −∞.
Les applications ξ±ρ sont les applications limites associe´es a` la representation (G,P±)-
Anosov ρ.
Proposition 0.0.18. Si ρ est dans HomM(Γ,G), alors ρ est (G,P
±)-Anosov.
En d’autres termes, les monodromies de l’espace-temps de Margulis sont “des repre´sen-
tations Anosov dans le groupe de Lie non semi-simple SO0(2, 1)nR3 ”.
J’utilise cette proprie´te´ Anosov et la the´orie du formalisme the´rmodynamique qui est
de´veloppe´e par Bowen, Bowen–Ruelle, Parry–Pollicott, Pollicott et Ruelle et d’autres dans
[5], [6], [33], [34], [35] pour de´finir l’entropie et l’intersection. En outre, j’utilise la proprie´te´
me´trique Anosov pour montrer que l’entropie et l’intersection varient analytiquement sur
M. Enfin, je de´finis et j’e´tudie la me´trique de pression sur M.
L’e´tude de la me´trique de pression dans le cadre des varie´te´s de repre´sentation a e´te´
initie´e par McMullen et Bridgeman–Taylor respectivement dans [29], [9]. McMullen a
donne´ la me´trique de Weil–Petersson en termes de me´trique de pression sur l’espace de
Teichmu¨ller. Bridgeman–Taylor ont ge´ne´ralise´ le re´sultat au cas quasi-fuchsien dans [9].
Bridgeman a e´galement e´tudie´ la me´trique de pression dans le cadre du groupe de Lie
semi-simple SL(2,C) dans [7].
Les re´sultats re´cents de Bridgeman–Canary–Labourie–Sambarino dans [8] prolongent
cela dans le contexte de n’importe quel groupe de Lie semi-simple. Dans cette the`se,
j’e´tudie le cas ou` le groupe de Lie en question est SO0(2, 1) n R3, un groupe de Lie non
semi-simple.
Soit
ρ : Γ→ SO0(2, 1)nR3
une repre´sentation donnant lieu a` un espace-temps de Margulis et soit αρ(γ) l’invariant
de Margulis de γ ∈ Γ pour la repre´sentation ρ. Maintenant, pour un nombre re´el positif
T , soit
RT (ρ) := {γ ∈ O | αρ(γ) 6 T}
ou` O est la collection de toutes les classes de conjugaison d’e´le´ments de Γ . Nous de´finissons
l’entropie comme suit:
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Definition 0.0.19. L’entropie de la repre´sentations ρ est donne´e par:
hρ = lim
T→∞
1
T
log (#RT (ρ)) .
Je de´montre que RT (ρ) est de cardinal fini et hρ est bien de´fini, fini et positif.
Definition 0.0.20. L’intersection de deux repre´sentations ρ1, ρ2 est donne´e par:
I(ρ1, ρ2) = lim
T→∞
1
#RT (ρ1)
∑
[γ]∈RT (ρ1)
αρ2(γ)
αρ1(γ)
.
Definition 0.0.21. L’intersection renormalise´e de deux repre´sentations ρ1 et ρ2 est
donne´e par:
Jρ1(ρ2) = I(ρ1, ρ2)
hρ2
hρ1
.
Je de´montre que l’intersection et l’intersection renormalise´e sont bien de´finies et je
montre aussi la proposition suivante:
Proposition 0.0.22. Les applications suivantes sont analytiques re´elles:
h :M→ R
I :M×M→ R
J :M×M→ R
Afin de montrer que l’entropie et l’intersection varie analytiquement je prouve les deux
re´sultats te´chniques suivantes:
Theorem 0.0.23. Soit {ρu}u∈D une famille analytique re´elle dans Hom(Γ,G) parametrise´e
par une disque D centre´e en 0. Si ρ0 est (G,P±)-Anosov avec des applications limites
ξ±0 : ∂∞Γ −→ G/P±
alors il existe une sous-disque D0 de D (contenant 0), un positif µ et une application
continue
ξ+ : D0 × ∂∞Γ −→ G/P+
avec les proprie´tes suivantes:
1. Si u est dans D0, alors ρu est une repre´sentation (G,P±)-Anosov avec l’application
limite µ-Ho¨lder donne´e par
ξ+u : ∂∞Γ −→ G/P+
x 7−→ ξ+(u, x),
2. Si x est dans ∂∞Γ, alors l’application suivante est analytique re´elle
ξ+x : D0 −→ G/P+
u 7−→ ξ+(u, x),
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3. L’application de ∂∞Γ a` Cω(D0,G/P+) donne´e par x 7→ ξ+x est µ-ho¨lderienne,
4. L’application de D0 a` Cµ(∂∞Γ,G/P+) donne´e par u 7→ ξ+u est analytique re´elle.
Il s’ensuit des resultats de Goldman–Labourie–Margulis et de Goldman–Labourie re-
spectivement dans [18] et dans [17] qu’il existe un home´omorphisme qui est aussi une
e´quivalence des orbites entre U0Γ et UrecMρ tel que le flot affine line´aire sur UrecMρ est
une re´parametrisation ho¨lderienne du flot de Gromov. Donc pour tout ρ ∈ HomM(Γ,G)
on a une application ho¨lderienne, positive
fρ : U0Γ→ R
qui donne la re´parametrisation. En plus, notons que pour tout γ ∈ Γ, on a∫
γ
fρ = αρ(γ)
ou` αρ(γ) est l’invariante de Margulis. Dans ma the`se je de´montre que:
Proposition 0.0.24. Soit {ρu}u∈D une famille des homomorphismes analytiques re´els
ou` ρu ∈ HomM(Γ,G) est parameterise´e par une disque D centre´e en 0. Alors, il existe une
sous-disque D1 centre´e en 0 et une famille analytique re´elle
{fu : U0Γ→ R}u∈D1
de fonctions ho¨lderienne, positives telles que la fonction fu est cohomologue de Livˇsic a` la
fonction fρu.
Enfin, je de´finis la me´trique de pression comme e´tant la Hessienne de J , c’est-a`-dire,
Definition 0.0.25. Soit ρ ∈ HomM(Γ,G) et soient v, w ∈ TρHomM(Γ,G). La me´trique de
pression est de´finie comme
Pρ(v, w) := D
2
ρJρ(v, w).
Il re´sulte du formalisme the´rmodynamique que la me´trique de pression P sur HomM(Γ,G)
est definie non-negative. Je continue en de´montrant:
Proposition 0.0.26. Soit {ρt} un chemin lisse dans HomM(Γ,G) avec ddt
∣∣
t=0
ρt = v. Si
Pρ(v, v) = 0 et
d
dt
∣∣
t=0
hρt = 0, alors pour tout γ dans Γ
d
dt
∣∣∣∣
t=0
αρt(γ) = 0.
Bridgeman–Canary–Labourie–Sambarino ont de´montre´ le re´sultat suivant dans [8].
Proposition 0.0.27. [Bridgeman, Canary, Labourie, Sambarino] Soit % un point dans
HomS(Γ,SO
0(2, 1)) ou` HomS(Γ,SO
0(2, 1)) est l’espace de toutes les repre´sentations Schot-
tky. Alors,
lim
n→∞ (`%(γ
nηn)− `%(γn)− `%(ηn)) = log b%(η−, γ−, γ+, η+)
ou` `ρ(γ) est la longueur de la ge´odesique fe`rme´e correspondant a` %(γ).
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En outre, dans [19] (voir aussi [16]) Goldman–Margulis ont de´montre´ que:
Theorem 0.0.28. [Goldman–Margulis] Soit {%t}t∈(−1,1) ⊂ HomS(Γ,SO0(2, 1)) un chemin
lisse. Alors pour toutes γ ∈ Γ, on a
d
dt
∣∣∣∣
t=0
`%t(γ) = α(%0,%˙0)(γ)
ou` `%t(γ) est la longueur de la ge´odesique fe`rme´e de Σ%t correspondant a` %t(γ) ∈ %t(Γ) et
%˙0 :=
d
dt
∣∣
t=0
%t.
J’utilise l’intuition acquise dans les deux the´ore`mes pre´ce´dents pour de´montrer ce qui
suit:
Proposition 0.0.29. Soient {ρt}t∈(−1,1) un chemin lisse dans HomM(Γ,G) et Xρt(γ) un
point quelconque sur la seule droite affine fixe´e par ρt(γ) ou` γ ∈ Γ. Alors, pour touts γ, η
dans Γ, on a
lim
n→∞ (αρt(γ
nηn)− αρt(γn)− αρt(ηn))
=
〈
Xρt(γ) −Xρt(η) | νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
)〉
,
d
dt
∣∣∣∣
t=0
〈
Xρt(γ) −Xρt(η) | νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
)〉
= lim
n→∞
d
dt
∣∣∣∣
t=0
(αρt(γ
nηn)− αρt(γn)− αρt(ηn))
ou` ν est la section neutrale et 〈|〉 est la me´trique Lorentzienne standarde sur R3.
Theorem 0.0.30. Soit {%t}t∈(−1,1) un chemin lisse dans HomS(Γ,SO0(2, 1)) tel que ρ :=
(%0, %˙0) ∈ HomM(Γ,G) ou´ %˙0 := ddt
∣∣
t=0
%t. Alors on a
〈Xρ(γ) −Xρ(η) | νρ(η−, γ+) + νρ(η+, γ−)〉
=
d
dt
∣∣∣∣
t=0
log b%t(η
−, γ−, γ+, η+)
ou` Xρ(γ) est un point quelconque sur la seule droite affine fixe´e par ρ(γ) et Xρ(η) est un
point quelconque sur la seule droite affine fixe´e par ρ(η).
En plus, en utilisant les re´sultats ci-dessus, je montre que:
Lemma 0.0.31. Si pour tout γ ∈ Γ on a ddt
∣∣
t=0
αρt(γ) = 0 alors pour touts γ, η ∈ Γ on a
d
dt
∣∣∣∣
t=0
bρt
(
η+, γ−, γ+, η−
)
= 0.
Et la proposition suivant s’ensuit:
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Proposition 0.0.32. Soit {ρt}t∈(−1,1) un chemin lisse dans HomM(Γ,G) avec
d
dt
∣∣∣∣
t=0
ρt = ρ˙0.
Si Pρ0(ρ˙0, ρ˙0) = 0 et
d
dt
∣∣
t=0
hρt = 0 alors
[ρ˙0] = 0
dans H1ρ0 (Γ, g) ou` g est l’alge`bre de Lie du groupe de Lie G et H
1
ρ0 (Γ, g) est la cohomologie
de groupe.
Soit hρ l’entropie topologique qui est lie´e a` une repre´sentation ρ ∈ HomM(Γ,G). En-
suite, je de´finis les sections d’entropie constante de HomM(Γ,G) pour tout k > 0 comme:
HomM(Γ,G)k := {ρ ∈ HomM(Γ,G) | hρ = k} . (0.0.1)
Notons que, si (%, u) est dans HomM(Γ,SO
0(2, 1) n R3) = HomM(Γ,G) alors (%, cu) l’est
aussi ou` c > 0.
Lemma 0.0.33. Soit (%, u) ∈ HomM(Γ, SO0(2, 1)nR3) alors pour c > 0, on a
h(%,cu) =
1
c
h(%,u) .
Proposition 0.0.34. L’espace HomM(Γ,G)k est une sous-varie´te´ analytique de codimen-
sion un dans HomM(Γ,G) pour tout k > 0.
Remark 0.0.35. L’application suivante:
Ik : HomM(Γ,G)1 −→ HomM(Γ,G)k
(%, u) 7−→
(
%,
1
k
u
)
donne un isomorphisme analytique entre HomM(Γ,G)1 et HomM(Γ,G)k.
Proposition 0.0.36. L’espace HomM(Γ,G) est isomorphe analytiquement a` l’espace pro-
duit HomM(Γ,G)1 × R.
Definition 0.0.37. Le multivers de Margulis avec entropie k est
Mk := HomM(Γ,G)k/∼
ou` k > 0 et ρ1 ∼ ρ2 si et seulement si ρ1 est un conjugue´ de ρ2 par un e´le´ment du groupe
G = SO0(2, 1)nR3.
Enfin, je de´montre que:
Theorem 0.0.38. Soient Mk une section d’entropie constante de la varie´te´ analytique
M avec entropie k et P la me´trique de pression sur M. Alors (Mk, P|Mk) est une varie´te´
riemannienne analytique.
Et je conclus ma the`se en montrant le re´sultat suivant:
Theorem 0.0.39. La signature de la me´trique de pression P sur l’espace des modules M
est (dim(M)− 1, 0).
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Introduction
A Margulis Space Time M is a quotient of the three dimensional affine space by a
free, non-abelian group acting as affine transformations with discrete linear part. Grigory
Margulis used these spaces, in [27] and [28], as examples to answer Milnor’s following
question in the negative.
Question 2. Is the fundamental group of a complete, flat, affine manifold virtually poly-
cyclic? [31]
If M is a Margulis Space Time then the fundamental group pi1(M) does not contain
any translation. By combining results of Fried–Goldman and Mess from [15], [30], a
complete flat affine manifold either has a polycyclic fundamental group or is a Margulis
Space Time. In this thesis I will only consider Margulis Space Times whose linear part
contains no parabolic elements, although by Drumm there exist Margulis Space Times
whose linear part contain parabolic elements.
Fried–Goldman showed in [15] that a conjugate of the linear part of the affine action of
the fundamental group forms a subgroup of SO(2, 1) in GL(3,R). Hence, Margulis Space
Times arise from the injective homomorphisms
ρ : Γ −→ SO0(2, 1)nR3
where Γ is a non-abelian free group with finitely many generators. Goldman–Labourie–
Margulis show in [18] that M, the Moduli Space of Margulis Space Times, is an open
subset of the representation variety. Therefore M is an analytic manifold.
The parallelism classes of timelike geodesics of M can be parametrized by a non-
compact complete hyperbolic surface Σ. Recent work by Danciger–Gue´ritaud–Kassel in
[13] have shown that M is a R-bundle over Σ and the fibers are time like geodesics.
Previous works of Charette–Goldman–Jones in [12], Goldman–Labourie–Margulis in
[18] and Goldman–Labourie in [17] showed that the dynamics of M is closely related to
that of Σ. Jones–Charette–Goldman showed in [12] that bispiralling geodesics in M exists
and they correspond to bispiralling geodesics in Σ. Goldman–Labourie showed in [17]
that non-wandering spacelike geodesics in M correspond to non-wandering geodesics in Σ.
In this thesis, I first chalk out some preliminary notions, in order to prepare the
ground to explicitly describe the stable and unstable laminations of UrecM, the space of
non-wandering spacelike geodesics in M, under the geodesic flow Φ. I carry on to show that
the stable laminations get contracted by the forward flow and the unstable laminations
get contracted by the backward flow. More precisely, I prove the following,
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Theorem 0.0.40. Let L+ and L− be two laminations of the metric space UrecM as defined
in definition 5.2.13. The geodesic flow on the space of non-wandering spacelike geodesics
in M contracts L+ exponentially in the forward direction of the flow and contracts L−
exponentially in the backward direction of the flow.
Hence it follows that UrecM has a metric Anosov structure.
Moreover, in this thesis I define the notion of an Anosov representation in the context
of the non-semisimple Lie group SO0(2, 1)nR3. The notion of an Anosov representation of
a discrete group in a group G of transformations was first introduced by Labourie in [25].
Later, Guichard–Wienhard studied Anosov representations into semisimple Lie groups in
more details in [21]. Recently, in [8] Bridgeman–Canary–Labourie–Sambarino introduce
the geodesic flow of an Anosov representation and the thermodynamical formalism in this
picture, again in the context of G being any semisimple Lie group. In this thesis I study
special cases and new examples of Anosov representations when G is the non-semisimple
Lie group SO0(2, 1)nR3. Using this definition I carry on to prove the following theorem:
Theorem 0.0.41. Let N be the space of all oriented space-like affine lines in the three
dimensional affine space and let L be the orbit foliation of the flow Φ on UrecM. Then there
exist a pair of foliations on N so that (UrecM,L) admits a geometric (N, SO0(2, 1) n R3)
Anosov structure.
In other words, monodromies of Margulis Space Times are “Anosov representations
in the non semisimple Lie group SO0(2, 1)nR3”.
I use this Anosov property and the theory of thermodynamical formalism developed
by Bowen, Bowen–Ruelle, Parry–Pollicott, Pollicott and Ruelle and others in [5], [6],
[33], [34], [35] to define the entropy and intersection. Moreover, I use the metric Anosov
property to show that the entropy and intersection vary analytically over M. Finally, I
define and study the Pressure metric on M.
The study of Pressure metric in the context of representation varieties was started
by McMullen and Bridgeman–Taylor respectively in [29], [9]. McMullen gave a Pressure
metric formulation of the Weil–Petersson metric on the Teichmu¨ller Space. Bridgeman–
Taylor generalised the result to the quasi-Fuchsian case in [9]. Bridgeman also studied
the Pressure metric in the context of the semisimple Lie group SL(2,C) in [7]. Recent
results by Bridgeman–Canary–Labourie–Sambarino in [8] extend it in the context of any
semisimple Lie group. In this thesis I study the case where the Lie group in question is
SO0(2, 1)nR3, a non-semisimple Lie group.
Let ρ : Γ → SO0(2, 1) n R3 be a representation giving rise to a Margulis Space Time
and let αρ(γ) be the Margulis Invariant of γ ∈ Γ for the representation ρ. Now for a
positive real number T let
RT (ρ) := {γ ∈ O | αρ(γ) 6 T}
where O is the collection of all conjugacy classes of elements of Γ. Let us define the
entropy as follows:
hρ = lim
T→∞
1
T
log (#RT (ρ)) .
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I will show that RT (ρ) has finite cardinality and hρ is well defined, finite and positive
(follows from theorem 0.0.40, theorem 3.2.1 and proposition 7.2.1). Moreover, let us define
the intersection of two representations ρ1, ρ2 as
I(ρ1, ρ2) = lim
T→∞
1
#RT (ρ1)
∑
[γ]∈RT (ρ1)
αρ2(γ)
αρ1(γ)
,
and the renormalised intersection of the two representations ρ1, ρ2 as
Jρ1(ρ2) = I(ρ1, ρ2)
hρ2
hρ1
.
I show that the intersection and the renormalised intersection are well defined (follows
from theorem 0.0.40, theorem 3.2.1, equation 7.3.1). I also show that the maps h, I, J
are analytic over the analytic manifoldM (follows from proposition 7.4.5 and proposition
8.3.1). Finally, I define the pressure metric as the Hessian of J , that is,
P(v, w) = D2[ρ]J[ρ](v, w)
where v, w ∈ T[ρ]M. And I prove the following two theorems:
Theorem 0.0.42. Let Mk be a constant entropy section of the analytic manifold M
with entropy k and let P be the Pressure metric on M. Then (Mk, P|Mk) is an analytic
Riemannian manifold.
Theorem 0.0.43. The Pressure metric P has signature (dim(M)− 1, 0) over the moduli
space M.
In the process I also obtain a new formula for the deformation of the cross ratio
(theorem 8.4.4).
Finally, I would like to mention that section 6, 7, 9 and 10 of this thesis contain most
of my original work.
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Chapter 1
Affine Geometry
An affine space is a set A together with a vector space V and a faithful and transitive
group action of V on A. We call V the underlying vector space of A and refer to its
elements as translations. An affine transformation F between two affine spaces A1 and
A2, is a map such that for all x in A1 and for all v in V1, F satisfies the following property:
F (x+ v) = F (x) + L(F ).v (1.0.1)
for some linear transformation L(F ) between V1 and V2. Therefore, by fixing an origin
O in A, one can represent an affine transformation F , from A to itself as a combination
of a linear transformation and a translation. More precisely,
F (O + v) = O + L(F ).v + (F (O)−O) . (1.0.2)
We denote (F (O) − O) by u(F ). Let us denote the space of affine automorphisms of A
onto itself by Aff(A).
Let GL(V) be the general linear group of V. We consider the semidirect product GL(V)nV
of the two groups GL(V) and V where the multiplication is defined by
(g1, v1).(g2, v2) := (g1g2, v1 + g1.v2) (1.0.3)
for g1, g2 in GL(V) and v1, v2 in V. Using equation 1.0.2 we obtain that the following map:
F 7→ (L(F ), u(F ))
defines an isomorphism between Aff(A) and GL(V)nV.
Let us denote the tangent bundle of A by TA. The tangent bundle TA of an affine space
A is a trivial bundle and is canonically isomorphic to A × V as a bundle. The geodesic
flow Φ˜ on TA is defined as follows,
Φ˜t : TA −→ TA (1.0.4)
(p, v) 7→ (p+ tv, v).
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Chapter 2
Hyperbolic Geometry
2.1 The Hyperboloid model
Let
(
R2,1, 〈|〉) be a Minkowski Space Time where the quadratic form corresponding to the
metric 〈|〉 is given by
Q :=
1 0 00 1 0
0 0 −1
 . (2.1.1)
Let SO(2, 1) denote the group of linear transformations of R2,1 preserving the metric 〈|〉
and SO0(2, 1) be the connected component containing the identity of SO(2, 1).
The cross product  associated with this quadratic form is defined as follows:
u v := (u2v3 − u3v2, u3v1 − u1v3, u2v1 − u1v2)t (2.1.2)
where u, v is denoted by (u1, u2, u3)
t and (v1, v2, v3)
t respectively. The cross product 
satisfies the following properties for all u, v in R2,1:
〈u, v  w〉 = det[u, v, w],
〈u v, u v〉 = 〈u, v〉2 − 〈u, u〉〈v, v〉, (2.1.3)
u v = −v  u.
Now for all real number k we define,
Sk := {v ∈ R | 〈v, v〉 = k}.
We note that S−1 has two components. We denote the component containing (0, 0, 1)t as
H. The quadratic form gives rise to a Riemannian metric of constant negative curvature
on the submanifold H of R2,1. The space H is called the hyperboloid model of hyperbolic
geometry. Let UH denote the unit tangent bundle of H. The map
Θ : SO0(2, 1) −→ UH (2.1.4)
g 7−→ (g(0, 0, 1)t, g(0, 1, 0)t) ,
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gives an analytic identification between SO0(2, 1) and UH. Let φ˜t denote the geodesic
flow on UH ∼= SO0(2, 1). We note that φ˜t(g) = g.a(t) where
a(t) :=
 1 0 00 cosh(t) sinh(t)
0 sinh(t) cosh(t)
 . (2.1.5)
We also note that φ˜t is the image of the geodesic flow on PSL(2,R) under the identification
of PSL(2,R) and SO0(2, 1).
2.2 The Horocycles
There is a canonical metric dUH on the unit tangent bundle UH whose restriction on H is
the hyperbolic metric. The metric dUH is unique up to the action of the maximal compact
subgroup of SO0(2, 1). Let g ∈ SO0(2, 1) ∼= UH. We recall that the horocycles H˜±g for the
geodesic flow φ˜ passing through the point g is defined as follows:
H˜+g := {h ∈ UH | lim
t→∞ dUH(φ˜tg, φ˜th) = 0}, (2.2.1)
H˜−g := {h ∈ UH | lim
t→−∞ dUH(φ˜tg, φ˜th) = 0}. (2.2.2)
We note that under the identification Θ, the horocycle H˜±g passing through g is given by
g.u±(t), where u±(t) are defined as follows:
u+(t) :=
 1 −2t 2t2t 1− 2t2 2t2
2t −2t2 1 + 2t2
 , (2.2.3)
u−(t) :=
 1 2t 2t−2t 1− 2t2 −2t2
2t 2t2 1 + 2t2
 . (2.2.4)
We also note that H˜± is the image of the horocycles of PSL(2,R) under the identification
of PSL(2,R) and SO0(2, 1).
2.3 The neutral section and the limit sections
In this section we define the following important maps and describe their properties. Let
ν be defined as follows:
ν : SO0(2, 1) −→ S1 (2.3.1)
g 7−→ g(1, 0, 0)t,
and also let ν± be defined as follows:
ν± : SO0(2, 1) −→ S0 (2.3.2)
g 7−→ g.
(
0,± 1√
2
,
1√
2
)t
.
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The map ν is called the neutral section and the maps ν+(respectively ν−) are called
the positive (respectively negative) limit sections. We list a few properties of the neutral
section and the limit sections as follows:
ν(φ˜tg) = ν(g), (2.3.3)
ν(h.g) = h.ν(g), (2.3.4)
ν±(φ˜tg) = e±tν±(g), (2.3.5)
ν±(h.g) = h.ν±(g), (2.3.6)
ν+(g.u+(t)) = ν+(g), (2.3.7)
ν−(g.u−(t)) = ν−(g). (2.3.8)
where t ∈ R and g, h ∈ SO0(2, 1).
2.4 Relation with the cross ratio
Let ∂∞H denote the boundary of H. We recall that
UH/∼ ∼= ∂∞H× ∂∞H \∆ (2.4.1)
where g ∼ φ˜t(g) for all real number t and ∆ denotes the diagonal of ∂∞H × ∂∞H. Now
from equation 2.3.3 we get that the neutral section is invariant under the geodesic flow
on UH. As the neutral section is invariant under the geodesic flow it induces an analytic
map,
ν : ∂∞H× ∂∞H \∆ −→ S1. (2.4.2)
Let γ be a hyperbolic element of SO0(2, 1) acting on H and
γ± := lim
n→±∞ γ
nx
where x is some point in H. We recall that the definition of γ± is independent of the
point x in H. We notice that
γν(γ−, γ+) = ν(γ−, γ+), (2.4.3)
that is, ν(γ−, γ+) is an eigenvector of γ with eigenvalue 1. Moreover for a, b, c, d in ∂∞H
let
b(a, b, c, d) :=
1
2
(1 + 〈ν(a, d) | ν(b, c)〉) . (2.4.4)
Now we list a few identities satisfied by ν and b:
ν(a, b) + ν(b, a) = 0, (2.4.5)
〈ν(a, b) | ν(a, c)〉 = 1, (2.4.6)
b(d, b, c, a)ν(a, b) + b(a, b, c, d)ν(a, c) = ν(a, d), (2.4.7)
b(a, b, c, d) = b(b, a, d, c) = b(d, c, b, a), (2.4.8)
b(a, b, c, d) + b(d, b, c, a) = 1, (2.4.9)
b(a,w, c, d)b(w, b, c, d) = b(a, b, c, d). (2.4.10)
We notice that b is the classical cross ratio.
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2.5 Quotient surfaces
Let Γ be a free, nonabelian subgroup with finitely many generators. We consider the left
action of Γ on UH. We notice that the action of Γ being from the left and the action of
a(t) being from the right, the two actions commute. Furthermore, given a free and proper
action of Γ on UH, one gets an isomorphism between Γ\UH and UΣ, where UΣ is the unit
tangent bundle of the surface Σ := Γ\H. We note that the flow φ˜ on UH gives rise to a
flow φ on UΣ.
Let x0 be a point in H. Let Γ.x0 denote the orbit of x0 under the action of Γ. We
denote the closure of Γ.x0 inside the closure of H by Γ.x0. We define the limit set of the
group Γ to be the space Γ.x0\Γ.x0 and denote it by Λ∞Γ. We note that the collection
Γ.x0\Γ.x0 is independent of the particular choice of x0. We also know that Λ∞Γ is
compact.
A point g ∈ UΣ is called a wandering point of the flow φ if and only if there exists an
-neighborhood B(g) ⊂ UΣ around g and a real number t0 such that for all t > t0 we
have that
B(g) ∩ φtB(g) = ∅.
Moreover, a point is called non-wandering if and only if it is not a wandering point.
Let UrecΣ be the space of all non-wandering points of the geodesic flow φ on UΣ. We
denote the lift of the space UrecΣ in UH by UrecH. Now if the action of Γ on H is free and
proper and moreover Γ contains no parabolics, then the space UrecΣ is compact. We note
that the subspace UrecH can also be given an alternate description as follows:
UrecH =
{
(x, v) ∈ UH | lim
t→±∞ φ˜
1
tx ∈ Λ∞Γ
}
where φ˜t(x, v) = (φ˜
1
tx, φ˜
2
t v). Furthermore, we note that the space UrecH can be identified
with the space (Λ∞Γ× Λ∞Γ \ {(x, x) | x ∈ Λ∞Γ})× R.
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Chapter 3
Margulis Space Times
3.1 Definition and Existence
A Margulis Space Time M is a quotient manifold of the three dimensional affine space A
by a free, non-abelian group Γ which acts freely and properly as affine transformations
with discrete linear part. In [27] and [28] Margulis showed the existence of these spaces.
Later in [14] Drumm introduced the notion of crooked planes and constructed fundamental
domains of a certain class of Margulis Space Times. In his construction the crooked planes
give the boundary of appropriate fundamental domains for a certain class of Margulis
Space Times. Recently, in [13] Danciger–Gue´ritaud–Kassel showed that for any Margulis
Space Time one can find a fundamental domain whose boundaries are given by union of
crooked planes.
If Γ0 is a subgroup of GL(R3) n R3 such that M0 := Γ0\A is a Margulis Space Time
then by a result proved by Fried–Goldman in [15] we get that a conjugate of L(Γ0) is
a subgroup of SO0(2, 1). Therefore without loss of generality we can denote a Margulis
Space Time by a conjugacy class of homomorphisms
ρ : Γ −→ G := SO0(2, 1)nR3
where Γ is a free non-abelian group with finitely many generators. In this thesis I will
only consider Margulis Space Times [ρ] such that L(ρ(Γ)) contains no parabolic elements.
3.2 Margulis Space Times and Surfaces
Let Mρ := ρ(Γ)\A be a Margulis Space Time such that L(ρ(Γ)) contains no parabolic
elements. Then the action of L(ρ(Γ)) on H is Schottky. Hence ΣLρ := L(ρ(Γ))\H is a
non-compact surface with no cusps.
Now let TMρ be the tangent bundle of Mρ. As L(ρ(Γ)) ⊂ SO0(2, 1) we have that TMρ
carries a Lorentzian metric 〈|〉. Let
UMρ := {(X, v) ∈ TMρ | 〈v | v〉X = 1}.
We note that UMρ ∼= ρ(Γ)\UA where UA := A × S1. The geodesic flow Φ˜ on TA gives
rise to a flow Φ on UMρ.
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We recall that a point (X, v) ∈ UMρ is called a wandering point of the flow Φ if and
only if there exists an -neighborhood B(X, v) ⊂ UΣ around (X, v) and a real number t0
such that for all t > t0 we have that
B(X, v) ∩ ΦtB(X, v) = ∅.
Moreover, a point is called non-wandering if and only if it is not a wandering point.
We denote the space of all non-wandering points of the flow Φ on UMρ by UrecMρ.
Moreover, we denote the lift of UrecMρ into UA by UρrecA.
In [18] Goldman–Labourie–Margulis proved the following theorem:
Theorem 3.2.1. [Goldman–Labourie–Margulis] Let ρ : Γ→ G be a homomorphism giving
rise to a Margulis Space Time and let L(ρ(Γ)) contains no parabolic elements. Then there
exists a map
Nρ : U
ρ
recH −→ A
and a positive Ho¨lder continuous function
fρ : U
ρ
recH −→ R
such that
1. for all γ ∈ Γ we have fρ ◦ L(ρ(γ)) = fρ,
2. for all γ ∈ Γ we have Nρ ◦ L(ρ(γ)) = ρ(γ)Nρ, and
3. for all g ∈ UρrecH and for all t ∈ R we have
Nρ(φ˜tg) = Nρ(g) +
 t∫
0
fρ(φ˜s(g))ds
 ν(g).
We callNρ a neutralised section. Using the existence of a neutralised section Goldman–
Labourie proved the following theorem in [17]:
Theorem 3.2.2. [Goldman–Labourie] Let ρ : Γ → G be a homomorphism giving rise to
a Margulis Space Time such that L(ρ(Γ)) contains no parabolic elements. Also let UrecΣLρ
and UrecMρ be defined as above. Now if Nρ is a neutralised section, then there exists an
injective map Nˆρ such that the following diagram commutes,
UρrecH
Nρ−−−−→ UA
pi
y ypi
UrecΣLρ
Nˆρ−−−−→ UM
where Nρ := (Nρ, ν). Moreover, Nˆρ is an orbit equivalent Ho¨lder homeomorphism onto
UrecMρ.
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3.3 The Representation Variety
Let Γ be a free group with n generators and G = SO0(2, 1)nR3. Also let
ρ : Γ −→ G
γ 7−→ (Lρ(γ), uρ(γ))
be an injective homomorphism of Γ where Lρ(γ) := L(ρ(γ)) and uρ(γ) := u(ρ(γ)) for all
γ in Γ. We call Lρ the linear part of ρ and uρ the translation part of ρ. If ρ is an injective
homomorphism of Γ into G then Lρ is an injective homomorphism of Γ into SO
0(2, 1))
and uρ satisfies the cocycle identity, that is,
uρ(γ1.γ2) = Lρ(γ1)uρ(γ2) + uρ(γ1).
We denote the space of all injective homomorphisms from a free group Γ into a Lie group
G by Hom(Γ, G) and the space of cocycles by Z1(Lρ(Γ),R3). We denote the space of all
homomorphisms ρ in Hom(Γ,G) such that ρ(Γ) acts properly on A and Lρ(Γ) is discrete
containing no parabolic elements by HomM(Γ,G). We note that any homomorphism ρ in
HomM(Γ,G) gives rise to a Margulis Space Time
Mρ := ρ(Γ)\A.
Let HomS(Γ, SO
0(2, 1)) denote the space of all % in Hom(Γ, SO0(2, 1)) such that %(Γ)
is Schottky. We note that HomS(Γ,SO
0(2, 1)) is an analytic manifold and for any % in
HomS(Γ,SO
0(2, 1)) the tangent space T%HomS(Γ, SO
0(2, 1)) of HomS(Γ,SO
0(2, 1)) at the
point % can be identified with Z1(%(Γ),R3). Also note that
L : HomM(Γ,G) −→ HomS(Γ, SO0(2, 1)) (3.3.1)
ρ 7−→ Lρ
is a bundle over HomS(Γ, SO
0(2, 1)) with projection map given by L. We note that
HomM(Γ,G) can be identified with a sub-bundle of the tangent bundle THomS(Γ, SO
0(2, 1))
of HomS(Γ, SO
0(2, 1)).
Lemma 3.3.1. The space HomM(Γ,G) is an analytic manifold.
Proof. We know that the space HomS(Γ, SO
0(2, 1)) is an analytic manifold. Hence the
tangent bundle THomS(Γ,SO
0(2, 1)) is also an analytic manifold. Now from [18] we get
that the set of all ρ in HomM(Γ,G) with fixed linear part % is an open convex cone in
T%HomS(Γ,SO
0(2, 1)). Therefore we conclude that HomM(Γ,G) is an analytic manifold.
3.4 The Margulis Invariant
Let ρ : Γ → G be a homomorphism such that the action of Lρ(Γ) on H is Schottky. We
define the Margulis Invariant of an element γ in Γ for a given homomorphism ρ as follows
αρ(γ) :=
〈
uρ(γ) | νρ
(
γ−, γ+
)〉
. (3.4.1)
where uρ(γ) := u(ρ(γ)) and νρ (γ
−, γ+) := ν ((Lρ(γ))−, (Lρ(γ))+).
In [27] and [28] Margulis showed the follwing result,
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Lemma 3.4.1. [Opposite sign lemma] If ρ : Γ → G is a homomorphism giving rise to a
Margulis Space Time, then
1. either αρ(γ) > 0 for all γ ∈ Γ,
2. or αρ(γ) < 0 for all γ ∈ Γ.
In [18] Goldman–Labourie–Margulis generalised the previous result and proved the
following:
Theorem 3.4.2. [Goldman–Labourie–Margulis] Let (%0, u) : Γ→ G be a homomorphism
such that the action of %0(Γ) on H is Schottky. Also let CB(Σ%0) be the space of φ-invariant
Borel probability measures on UΣ%0 and Cper(Σ%0) ⊂ CB(Σ%0) be the subspace consisting of
measures supported on periodic orbits. Then the following holds:
1. The map
Cper(Σ%0) −→ R
µγ 7−→
α(%0,u)(γ)
`%0(γ)
,
where `%0(γ) is the length of the corresponding closed geodesic of Σ%0, extends to a
continuous map
CB(Σ%0) −→ R
µ 7−→ Υ(%,u)(µ).
2. Moreover, the representation (%0, u) acts properly on A if and only if Υ(%,u)(µ) 6= 0
for all µ ∈ CB(Σ%0).
We note that the generalization of the normalized Margulis invariant as stated above
was given by Labourie in [24].
Moreover, in [19] (see also [16]) Goldman–Margulis showed:
Theorem 3.4.3. [Goldman–Margulis] Let {%t} ⊂ HomS(Γ, SO0(2, 1)) be a smooth path.
Then for all γ ∈ Γ we have
d
dt
∣∣∣∣
t=0
`%t(γ) = α(%0,%˙0)(γ)
where `%t(γ) is the length of the closed geodesic of Σ%t corresponding to %t(γ) ∈ %t(Γ) and
%˙0 :=
d
dt
∣∣
t=0
%t.
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Chapter 4
Metric Anosov Property
The definitions in this chapter, which can also be found in subsection 3.2 of [8], has been
included here for the sake of completeness.
Definition 4.0.4. Let (X , d) be a metric space. A lamination L of X is an equivalence
relation on X such that for all x in X there exist an open neighborhood Ux of x in X , two
topological spaces U1 and U2 and a homeomorphism fx from U1 × U2 onto Ux satisfying
the following properties,
1. for all w, z in Ux ∩ Uy we have p2
(
f−1x (w)
)
= p2
(
f−1x (z)
)
if and only if p2
(
f−1y (w)
)
=
p2
(
f−1y (z)
)
where p2 is the projection from U1 × U2 onto U2,
2. for all w, z in X we have wLz if and only if there exists a finite sequence of points
w1, w2, .., wn in X with w1 = w and wn = z, such that wi+1 is in Uwi, where Uwi is
a neighborhood of wi and p2
(
f−1wi (wi)
)
= p2
(
f−1wi (wi+1)
)
for all i in {1, 2, .., n− 1}.
The homeomorphism fx is called a chart and the equivalence classes are called the
leaves.
A plaque open set in the chart corresponding to fx is a set of the form fx(V1×{x2}) where
x = fx(x1, x2) and V1 is an open set in U1. The plaque topology on Lx is the topology
generated by the plaque open sets. A plaque neighborhood of x is a neighborhood for the
plaque topology on Lx.
Definition 4.0.5. A local product structure on X is a pair of two laminations L1, L2
satisfying the following property: for all x in X there exist two plaque neighborhoods U1,
U2 of x, respectively in L1, L2 and a homeomorphism fx from U1×U2 onto a neighborhood
Wx of x, such that fx defines a chart for both the laminations L1 and L2.
Now let us assume that ψt be a flow on X . A lamination L invariant under the flow ψt
is called transverse to the flow, if for all x in X , there exists a plaque neighborhood Ux of
x in Lx, a topological space V, a positive  and a homeomorphism fx from Ux×V× (−, )
onto an open neighborhood Wx of x in X satisfying the following condition:
ψt(fx(u, v, s)) = fx(u, v, s+ t)
for u in Ux, v in V and for s, t in the interval (−, ). Let L. be a lamination which is
transverse to the flow ψt. We define a new lamination L.,0, called the central lamination,
starting from L. as follows, we say y, z in X belongs to the same equivalence class of L.,0
if for some real number t, ψty and z belongs to the same equivalence class of L..
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Definition 4.0.6. A lamination L invariant under a flow ψt is said to contract under
the flow if and only if there exists a positive real number T0 such that for all x in X , the
following holds: there exists a chart fx of an open neighbourhood Wx of x, and for any
two points y, z in Wx with y, z being in the same equivalence class of L, we have,
d(ψty, ψtz) <
1
2
d(y, z)
for all t > T0.
Remark 4.0.7. We note that a lamination ‘contracts under a flow’ if and only if the
lamination contracts exponentially under the flow.
Definition 4.0.8. A flow ψt on a compact metric space is called Metric Anosov, if and
only if there exist two laminations L+ and L− of X such that the following conditions
hold:
1. (L+,L−,0) defines a local product structure on X ,
2. (L−,L+,0) defines a local product structure on X ,
3. the leaves of L+ are contracted by the flow,
4. the leaves of L− are contracted by the inverse flow.
In such a case we call L+, L−, L+,0 and L−,0 respectively the stable, unstable,
central stable and central unstable laminations.
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Chapter 5
Metric Anosov structure on
Margulis Space Time
Let M be a Margulis Space Time. In this chapter, first we define a distance function d
on UrecM such that (UrecM, d) is a metric space. Next, we define two laminations L± on
the metric space (UrecM, d) which are invariant under the flow Φt on UrecM. Finally, we
show that the lamination L+ is a stable lamination and the lamination L− is an unstable
lamination for the flow Φt on (UrecM, d). We note that the method used in this thesis to
construct the distance function d and to prove contraction properties of the lamination is
inspired by [8].
5.1 Metric space structure
The restriction of any euclidean metric on A×V to the subspace UrecA, defines a distance
on UrecA. We call this distance the euclidean distance on UrecA. In this section we will
define a distance on the space UrecA such that the distance is locally bilipschitz equivalent
to any euclidean distance on UrecA and also is Γ-invariant, so as to get a distance on the
quotient space UrecM.
We note that any two euclidean metric on A× V are bilipschitz equivalent with each
other and hence any two euclidean distances on UrecA are also bilipschitz equivalent with
each other. Fix an euclidean distance d on UrecA. The action of Γ on the space A × V
gives rise to a collection of distances related to d defined as follows: for any γ in Γ define,
dγ : UrecA× UrecA −→ R (5.1.1)
(x, y) 7−→ d (γ−1x, γ−1y)
Since each element of Γ acts as a bilipschitz automorphism with respect to any euclidean
distance, any two distances in the family {dγ}γ∈Γ are bilipschitz equivalent with each
other.
Compactness of UrecΣ implies that UrecM is compact and hence we can choose a pre-
compact fundamental domain D of UrecM inside UrecA with an open interior. We can also
choose a suitable precompact open set U which contains the closure of D. We note that
properness of the action of Γ on UrecA implies that the cover of UrecA by the open sets
{γ.U}γ∈Γ, is locally finite.
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A path joining two points x and y in UrecA is a pair of tuples,
P = ((z0, z1, .., zn), (γ1, γ2, .., γn))
where zi ∈ UrecA and γi ∈ Γ such that the following two conditions hold,
1. x = z0 ∈ γ1.U and y = zn ∈ γn.U,
2. for all n > i > 0, zi ∈ γi.U ∩ γi+1.U.
Definition 5.1.1. The length of a path is defined by,
l(P) :=
n−1∑
i=0
dγi+1 (zi, zi+1)
Definition 5.1.2. We then define,
d˜(x, y) := inf {l(P) | P joins x and y}
Lemma 5.1.3. d˜ is a Γ-invariant pseudo-metric.
Proof. If P = ((z0, z1, .., zn), (γ1, γ2, .., γn)) is a path joining γx and γy, then the path,
γ−1.P := ((γ−1z0, γ−1z1, .., γ−1zn) , (γ−1γ1, γ−1γ2, .., γ−1γn))
is a path joining x and y. Moreover,
l(P) =
n−1∑
i=0
dγi+1 (zi, zi+1) =
n−1∑
i=0
d
(
γ−1i+1zi, γ
−1
i+1zi+1
)
=
n−1∑
i=0
d
((
γ−1γi+1
)−1
γ−1zi,
(
γ−1γi+1
)−1
γ−1zi+1
)
=
n−1∑
i=0
dγ−1γi+1
(
γ−1zi, γ−1zi+1
)
= l
(
γ−1.P) .
Hence, using the definition of d˜ we get d˜(γx, γy) is equal to d˜(x, y).
We also notice that l(P) is a sum of distances. So l(P) is non-negative and hence d˜ is
non-negative.
It remains to show that d˜ is a metric and d˜ is locally bilipschitz equivalent to any
euclidean distance. As all euclidean distances are bilipschitz equivalent with each other,
it suffices to show that d˜ is locally bilipschitz equivalent with d.
Lemma 5.1.4. d˜ is a metric and d˜ is locally bilipschitz equivalent to d.
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Proof. Let z be a point in UrecA. There exists a neighbourhood V of z in UrecA such that
A := {γ | γ.U ∩ V 6= ∅}
is a finite set. We fix V and choose a positive real number α so that⋃
γ∈A
{x | dγ(z, x) 6 α} ⊂ V.
We have seen that any two distances in the family {dγ}γ∈Γ are bilipschitz equivalent with
each other. Hence A being a subset of Γ, any two distances in A are bilipschitz equivalent
with each other. Now finiteness of A implies that we can choose a constant K such that
for all β1, β2 in A we have that dβ1 and dβ2 are K-bilipschitz equivalent with each other.
We set,
W :=
⋂
γ∈A
{
x | dγ(z, x) 6 α
10K
}
.
We note that W is a subset of V because K is bigger than 1.
By construction, if x, y is in W then for all γ in A we have,
dγ(x, y) 6 dγ(x, z) + dγ(z, y) 6
α
5K
. (5.1.2)
Now let x be any point in W , y be any general point and
P = ((z0, z1, .., zn), (γ1, γ2, .., γn))
be a path joining x and y.
We notice that x = z0 is in γ1U . On the other hand x is also an element of W , which
is a subset of V . Therefore,
γ1U ∩ V 6= ∅
Hence γ1 is in A. If there exists k such that γk is not in A then we choose j to be the
smallest k such that γk is not in A.
l(P) =
n−1∑
i=0
dγi+1(zi, zi+1) >
j−1∑
i=0
dγi+1(zi, zi+1). (5.1.3)
Now using the fact that dγj−1 is K-bilipschitz equivalent with dγi for any γi in A we get,
j−1∑
i=0
dγi+1(zi, zi+1) >
1
K
j−1∑
i=0
dγj−1(zi, zi+1). (5.1.4)
Now from the triangle inequality it follows that
1
K
j−1∑
i=0
dγj−1(zi, zi+1) >
1
K
dγj−1(z0, zj) (5.1.5)
> 1
K
(dγj−1(z, zj)− dγj−1(z, z0)).
29
The point z0 = x, belongs to W and γj−1 belongs to A. Therefore, by the definition of
W we get that
dγj−1(z, z0) 6
α
10K
. (5.1.6)
We also know that γj is not in A. Hence γj .U does not intersect with V . The point zj by
definition belongs to γj .U and so zj is not in V . Therefore by the choice of α it follows
that
dγj−1(z, zj) > α. (5.1.7)
Using the inequalities 5.1.3 and 5.1.6 we get that
1
K
(
dγj−1(z, zj)− dγj−1(z, z0)
)
>
1
K
(
α− α
10K
)
. (5.1.8)
Now as K is bigger than 1 we have,
1
K
(
α− α
10K
)
> 1
K
(
α− α
10
)
>
α
5K
. (5.1.9)
Finally, using the inequalities from 5.1.3 to 5.1.9 we get that if there exists k such that
γk is not in A then,
l(P) > α
5K
. (5.1.10)
On the other hand, if for all k we have γk in A, then for all γ ∈ A we have,
l(P) =
n−1∑
i=0
dγi+1(zi, zi+1) >
1
K
n−1∑
i=0
dγ(zi, zi+1). (5.1.11)
And using triangle inequality it follows that
1
K
n−1∑
i=0
dγ(zi, zi+1) >
1
K
dγ(x, y). (5.1.12)
Therefore, in the case when for all k, γk is in A, we have for all γ in A,
l(P) > 1
K
dγ(x, y). (5.1.13)
Combining the inequalities 5.1.10 and 5.1.13 and using the definition of d˜ we have
that for any point x in W , any general point y and for all γ in A,
d˜(x, y) > 1
K
inf
(α
5
, dγ(x, y)
)
. (5.1.14)
Therefore for any point y distinct from z we have,
d˜(z, y) > 0. (5.1.15)
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The above is true for any arbitrary choice of z and hence it follows that d˜ is a metric.
Moreover, if x, y are points in W and γ is in A then from the inequality 5.1.2 we get,
dγ(x, y) 6
α
5K
6 α
5
and hence for all x, y in W and γ in A,
inf
(α
5
, dγ(x, y)
)
= dγ(x, y). (5.1.16)
Therefore, from the inequalities 5.1.14 and 5.1.16 it follows that for x, y in W and for any
γ in A,
d˜(x, y) > 1
K
dγ(x, y). (5.1.17)
We know that there exists γa such that the point z is inside the open set γa.U . We note
that the above defined γa is also an element of A. Finally, we set Wa to be the intersection
of of the set W with the set γa.U . Let x, y be any two points in Wa. We choose the path
P0 = ((x, y), (γa, γa)) and get that
d˜(x, y) = inf {l(P) | P joins x and y} 6 l(P0) = dγa(x, y).
Hence, d˜ is bilipschitz equivalent to dγa on Wa and the distance d is bilipschitz equivalent
to dγa . Therefore, d is bilipschitz to d˜ on Wa. Since z was arbitrarily chosen it follows
that d is locally bilipschitz equivalent to d˜.
5.2 The lamination and its lift
In this section, we explicitly describe two laminations of UrecA for the flow Φt on UrecA
and show that the laminations are equivariant under the action of the flow and the action
of Γ. We will also define the notion of a leaf lift.
Let Z be a point in UrecA. We know from the theorem 3.2.2 that for all Z ∈ UrecA
there exists an unique g ∈ UrecH such that Z = N(g).
Definition 5.2.1. The positive and central positive partition of UrecA are respectively
given by,
L+
N(g)
:= L˜+
N(g) ∩ UrecA
L+,0
N(g)
:= L˜+,0
N(g) ∩ UrecA
where
L˜+
N(g)
:= {(N(g) + s1ν+(g), ν(g) + s2ν+(g)) | s1, s2 ∈ R},
L˜+,0
N(g)
:= {(N(g) + s1ν+(g) + tν(g), ν(g) + s2ν+(g)) | t, s1, s2 ∈ R}.
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Definition 5.2.2. The negative and central negative partition of UrecA are respectively
given by,
L−
N(g)
:= L˜−
N(g) ∩ UrecA
L−,0
N(g)
:= L˜−,0
N(g) ∩ UrecA
where
L˜−
N(g)
:= {(N(g) + s1ν−(g), ν(g) + s2ν−(g)) | s1, s2 ∈ R},
L˜−,0
N(g)
:= {(N(g) + s1ν−(g) + tν(g), ν(g) + s2ν−(g)) | t, s1, s2 ∈ R}.
Lemma 5.2.3. Let g, h be two points in UH then
h is in
⋃
t∈R
H˜+
φ˜tg
if and only if ν(h) = ν(g) +
〈ν(h), ν−(g)〉
〈ν+(g), ν−(g)〉ν
+(g).
Proof. Let h be a point of
⋃
t∈R H˜+φ˜tg. Hence there exist real numbers t1, t2 such that
h = ν(ga(t1)u
+(t2)). Therefore, we have
ν(h) = ν(ga(t1)u
+(t2)) = ga(t1)u
+(t2)
10
0
 = ga(t1)
 12t2
2t2

= ga(t1)
10
0
+
 02t2
2t2
 = ν(g) + 2t2.ga(t1)
01
1

= ν(g) + 2t2(cosh t1 + sinh t1).g
01
1

= ν(g) + 2
√
2 t2(cosh t1 + sinh t1).ν
+(g).
Now we notice that
〈ν(h), ν−(g)〉 = 〈ν(g) + 2
√
2 t2(cosh t1 + sinh t1).ν
+(g), ν−(g)〉
= 2
√
2 t2(cosh t1 + sinh t1).〈ν+(g), ν−(g)〉.
Combining the above two calculations we get
ν(h) = ν(g) +
〈ν(h), ν−(g)〉
〈ν+(g), ν−(g)〉ν
+(g).
Now let g, h be two points in UH satisfying,
ν(h) = ν(g) + a1ν
+(g)
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for some real number a1. Using the definition of ν and ν
+ we observe that the above
equation is equvalent to the following equation,
(
g.u+
(
a1
2
√
2
))−1
.h
10
0
 = (u+( a1
2
√
2
))−1 1a1/√2
a1/
√
2
 =
10
0
 .
We know that the only elements of SO0(2, 1) fixing the vector
10
0
 are of the form a(t)
for some real number t. Hence there exist a real number t1 such that(
g.u+
(
a1
2
√
2
))−1
.h = a(t1).
Therefore,
h = g.u+
(
a1
2
√
2
)
.a(t1) = g.a(t1).u
+
(
a1 exp(−t1)
2
√
2
)
and the result follows.
Corollary 5.2.4. Let g, h be two points in UH and h is in
⋃
t∈R H˜+φ˜tg then
〈ν(g), ν−(h)〉
〈ν+(h), ν−(h)〉ν
+(h) = − 〈ν(h), ν
−(g)〉
〈ν+(g), ν−(g)〉ν
+(g).
Proof. We know that if h is in
⋃
t∈R H˜+φ˜tg then g is in
⋃
t∈R H˜+φ˜th. Therefore using lemma
5.2.3 we get
ν(h) = ν(g) +
〈ν(h), ν−(g)〉
〈ν+(g), ν−(g)〉ν
+(g)
and
ν(g) = ν(h) +
〈ν(g), ν−(h)〉
〈ν+(h), ν−(h)〉ν
+(h).
Hence
〈ν(g), ν−(h)〉
〈ν+(h), ν−(h)〉ν
+(h) = − 〈ν(h), ν
−(g)〉
〈ν+(g), ν−(g)〉ν
+(g).
Definition 5.2.5. For all g in UrecH we define,
H±g := H˜±g ∩ UrecH.
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Proposition 5.2.6. The following equations are true for all g in UrecH,
1. L+,0
N(g) =
{
N(h) | h ∈
⋃
t∈R
H+
φ˜tg
}
,
2. L−,0
N(g) =
{
N(h) | h ∈
⋃
t∈R
H−
φ˜tg
}
.
Proof. We start with defining a function,
F : UrecH× UrecH→ R (5.2.1)
(g, h) 7→ det[(N(g)−N(h)), ν(g), ν(h)].
Using equation 2.3.3 and theorem 3.2.1 we get that
F (φ˜tg, φ˜th) = F (g, h) (5.2.2)
for all t ∈ R. Again using equation 2.3.4 and theorem 3.2.1 we get that the neutralised
section and the neutral section are equivariant under the action of Γ. Hence for all γ in
Γ we have,
F (γg, γh) = det[(N(γg)−N(γh)), ν(γg), ν(γh)] (5.2.3)
= det[γ(N(g)−N(h)), γν(g), γν(h))]
= det[γ] det[(N(g)−N(h)), ν(g), ν(h)]
= det[(N(g)−N(h)), ν(g), ν(h)]
= F (g, h).
Now for a fixed real number c0 we consider the space,
K := {(g1, g2) | dUH(g1, g2) 6 c0} ⊂ UrecH× UrecH.
Compactness of UrecΣ implies that KΓ, the projection of K in Γ\(UrecH×UrecH), is compact.
Now continuity of F implies that F is uniformly continuous on KΓ.
Let g and h be two points in UrecH such that h is in H+g . Given any such choice of g
and h we can choose a sufficiently large t0 such that dUH(φ˜t0g, φ˜t0h) is arbitrarily close to
zero, hence we have F (φ˜t0g, φ˜t0h) arbitrarily close to zero. Therefore by using equation
5.2.2 it follows that F (g, h) is zero for all h in H+g .
Now using equation 5.2.2, equation 2.3.3 and lemma 5.2.3 we have,
0 = F (φ˜tg, φ˜th) = det[(N(φ˜tg)−N(φ˜th)), ν(φ˜tg), ν(φ˜th)]
= det[(N(φ˜tg)−N(φ˜th)), ν(g), ν(h)]
= det[(N(φ˜tg)−N(φ˜th)), ν(g), ν(g) + 〈ν(h), ν
−(g)〉
〈ν+(g), ν−(g)〉ν
+(g)]
=
〈ν(h), ν−(g)〉
〈ν+(g), ν−(g)〉 det[(N(φ˜tg)−N(φ˜th)), ν(g), ν
+(g)].
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Therefore for all h in H+g and for all real number t we have
det[(N(φ˜tg)−N(φ˜th)), ν(g), ν+(g)] = 0.
Hence there exist real numbers a1, b1 such that
N(φ˜th) = N(φ˜tg) + a1ν(g) + b1ν
+(g) (5.2.4)
= N(g) +
a1 + t∫
0
f(φ˜s(g))ds
 ν(g) + b1ν+(g).
Combining lemma 5.2.3 and equation 5.2.4 we get that
L+,0
N(g) ⊇
{
N(h) | h ∈
⋃
t∈R
H+
φ˜tg
}
Now let W ∈ L+,0
N(g). By theorem 3.2.2 we know that there exist h ∈ UrecH such that
W = N(h). Now the choice of W implies that there exist some real number a2 such that
ν(h) = ν(g) + a2ν
+(g).
Using lemma 5.2.3 we get that h ∈ ⋃
t∈R
H˜+
φ˜tg
. Therefore h is in
⋃
t∈R
H+
φ˜tg
=
(
UrecH ∩
⋃
t∈R
H˜+
φ˜tg
)
and we have
L+,0
N(g) ⊆
{
N(h) | h ∈
⋃
t∈R
H+
φ˜tg
}
.
Similarly the other equality follows.
Proposition 5.2.7. Let UN(g) ⊂ UrecA be a neighborhood of a point N(g) in UrecA. Then
the following map is a local homeomorphism:
qN(g) : UN(g) → (Λ∞Γ× Λ∞Γ \∆)× R
N(h) 7→ (h−, h+, 〈N(h)−N(g), ν (g−, h+)〉)
where h± := limt→±∞ pi(φ˜th) and pi is the projection from UH onto H.
Proof. Let g be a point in UrecH. We note that for g ∈ UrecH the points g± lies in
Λ∞Γ. We observe that ∂H \ {g+} is homeomorpic to R. Given any g, let Vg− denote a
connected bounded open neighborhood of g− in ∂H \ {g+} and Vg+ be a connected open
neighborhood of g+ in ∂H \ {g−} such that Vg− ∩Vg+ is empty and Vg− ×Vg+ is a subset
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of ∂H × ∂H \ ∆. We define Ug± := Vg± ∩ Λ∞Γ. Let Ug be the open subset of UrecH
corresponding to the open set Ug− ×Ug+ ×R. We consider the following continuous map,
Ng : Ug −→ A
h 7−→ N(h)− 〈N(h)−N(g), ν(g−, h+)〉 ν(h)
We notice that
ν(g−, h+) =
ν−(g) ν+(h)
〈ν−(g), ν+(h)〉 .
Hence for all real number t we have
Ng(φ˜th) = Ng(h).
Now we define the following continuous map:
Πg : Ug− × Ug+ × R −→ UrecA
(h−, h+, t) 7−→ (Ng + tν, ν) (h−, h+, t)
and conclude by observing that
qN(g) ◦Πg = Id,
Πg ◦ qN(g) = Id.
Proposition 5.2.8. Let L+ be as defined in definition 5.2.1. Then L+ is a lamination
of UrecA.
Proof. We now show that the equivalence relation L+ on UrecA satisfy properties (1) and
(2) of definition 4.0.4 for the local homeomorphism q.
Property (1): Let g1, g2 be two points in UrecH, h1, h2 be two points in the intersection
Ug1∩ Ug2 and p+,0 be the projection from Ug− ×Ug+ ×R onto Ug+ ×R. We notice that if
p+,0 ◦ qN(g1)(N(h1)) = p+,0 ◦ qN(g1)(N(h2))
then h+1 = h
+
2 and〈
N(h1)−N(g1), ν(g−1 , h+1 )
〉
=
〈
N(h2)−N(g1), ν(g−1 , h+2 )
〉
.
Now using proposition 5.2.6, corollary 5.2.4 and the fact that h+1 = h
+
2 we get
ν+(h2) = cν
+(h1)
N(h2) = N(h1) + sν
+(h1) + tν(h1)
where c, s, t ∈ R. Hence for i ∈ {1, 2}
ν(g−i , h
+
2 ) = ν(g
−
i , h
+
1 ).
Finally using the fact that 〈
N(h2)−N(h1), ν(g−1 , h+1 )
〉
= 0
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and
ν(g−, h+) =
ν−(g) ν+(h)
〈ν−(g), ν+(h)〉
we get t = 0. Therefore
〈
N(h2)−N(h1), ν(g−2 , h+1 )
〉
=
〈
sν+(h1),
ν−(g2) ν+(h1)
〈ν−(g2), ν+(h1)〉
〉
= 0.
Hence 〈
N(h1)−N(g2), ν(g−2 , h+1 )
〉
=
〈
N(h2)−N(g2), ν(g−2 , h+2 )
〉
and it follows that
p+,0 ◦ qN(g2)(N(h1)) = p+,0 ◦ qN(g2)(N(h2)).
Similarly if we have
p+,0 ◦ qN(g2)(N(h1)) = p+,0 ◦ qN(g2)(N(h2))
then
p+,0 ◦ qN(g1)(N(h1)) = p+,0 ◦ qN(g1)(N(h2)).
Property (2): Let {N(hi)}i∈{1,2,..,n} be a sequence of points such that for all i ∈
{1, 2, .., n− 1} we have
N(hi+1) ∈ UN(hi)
and
p+,0 ◦ qN(hi)(N(hi)) = p+,0 ◦ qN(hi)(N(hi+1)).
Hence we have h+i = h
+
i+1 and
0 =
〈
N(hi)−N(hi), ν(h−i , h+i )
〉
=
〈
N(hi+1)−N(hi), ν(h−i , h+i+1)
〉
.
Now using proposition 5.2.6, corollary 5.2.4 and h+i = h
+
i+1 we get that
ν+(hi+1) = ciν
+(hi),
N(hi+1) = N(hi) + siν
+(hi) + tiν(hi)
for some real numbers ci, si and ti. Hence
ν(h−i , h
+
i ) = ν(h
−
i , h
+
i+1).
Now using the fact that 〈
N(hi+1)−N(hi), ν(h−i , h+i+1)
〉
= 0
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we get t = 0. Hence we have
L+
N(hi)
= L+
N(hi+1)
.
Therefore we conclude that
L+
N(h1)
= L+
N(hn)
.
Now we show the other direction. Let h ∈ UrecH such that N(h) ∈ L+N(g). Using proposition
5.2.6 we get that h+ = g+. Let Vg− be a connected bounded open neighborhood of g−
in ∂∞H \ {g+} containing the point h− and let Vg+ be a connected open neighborhood
of g+ in ∂∞H \ {g−} such that the intersection Vg+ ∩ Vg− is empty. We denote the sets
Vg± ∩ Λ∞Γ respectively by Ug± , the open subset of UrecH corresponding to the open set
Ug− × Ug+ × R by Ug and the open set N(Ug) around N(g) by UN(g). Now we consider the
chart
(UN(g),qN(g)) and notice that
p+,0 ◦ qN(g)(N(g)) =
(
g+, 0
)
.
Since N(h) ∈ L+
N(g), using the definition of L+N(g) we get〈
N(h)−N(g), ν(g−, g+)〉 = 0.
Now using corollary 5.2.4 and the fact that h+ = g+ we obtain
ν(g−, g+) = ν(g−, h+).
Hence 〈
N(h)−N(g), ν(g−, h+)〉 = 0
and we finally have
p+,0 ◦ qN(g)(N(g)) = p+,0 ◦ qN(g)(N(h)).
Therefore we conclude that L+ defines a lamination with plaque neighborhoods given by
the image of the open sets Ug− for g− in Λ∞Γ \ {g+}.
Proposition 5.2.9. Let L−,0 be as defined in definition 5.2.2. Then L−,0 is a lamination
of UrecA. Moreover, it is the central lamination corresponding to the lamination L−.
Proof. We show that the equivalence relation L−,0 on UrecA satisfy properties (1) and (2)
of definition 4.0.4 for the local homeomorphism q.
Property (1): Let g1, g2 be two points in UrecH, h1, h2 be two points in the intersection
Ug1∩ Ug2 and p+,0 be the projection from Ug− × Ug+ × R onto Ug+ × R. We see that
p− ◦ qN(g1)(N(h1)) = p− ◦ qN(g1)(N(h2))
if and only if
p− ◦ qN(g2)(N(h1)) = p− ◦ qN(g2)(N(h2))
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since we have
p− ◦ qN(g1)(N(h1)) = h−1 = p− ◦ qN(g2)(N(h1))
and
p− ◦ qN(g1)(N(h2)) = h−2 = p− ◦ qN(g2)(N(h2)).
Property (2): Let {N(hi)}i∈{1,2,..,n} be a sequence of points such that for all i ∈
{1, 2, .., n− 1} we have
N(hi+1) ∈ UN(hi)
and
p− ◦ qN(hi)(N(hi)) = p− ◦ qN(hi)(N(hi+1)).
Hence for all i ∈ {1, 2, .., n − 1} we have h−i = h−i+1. Now using proposition 5.2.6 we get
that
L−,0
N(hi)
= L−,0
N(hi+1)
for all i in {1, 2, .., n− 1}. Hence
L−,0
N(h1)
= L−,0
N(hn)
.
Now we show the other direction. Let h ∈ UrecH such that N(h) ∈ L−,0N(g). Using proposition
5.2.6 we get that h− = g−. Let Vg+ be a connected bounded open neighborhood of g+ in
∂∞H\{g−} containing the point h+ and let Vg− be a connected open neighborhood of g−
in ∂∞H \ {g+} such that Vg+ ∩Vg− is empty. We denote the sets Vg± ∩Λ∞Γ respectively
by Ug± , the open subset of UrecH corresponding to the open set Ug− ×Ug+ ×R by Ug and
the open set N(Ug) around N(g) by UN(g). Now we consider the chart
(UN(g),qN(g)) and
notice that
p− ◦ qN(g)(N(g)) = g− = h− = p− ◦ qN(g)(N(h)).
Therefore we conclude that L−,0 defines a lamination with plaque neighborhoods given
by the image of the open sets Ug+ × R for g+ in Λ∞Γ \ {g+}.
Now the fact that L−,0 is the central lamination corresponding to the lamination L−
follows from definition 5.2.2.
Theorem 5.2.10. The laminations (L+,L−,0) and (L−,L+,0) define a local product struc-
ture on UrecA.
Proof. Using proposition 5.2.7, 5.2.8 and 5.2.9 we get that (L+,L−,0) defines a local
product structure. In a similar way one can show that (L−,L+,0) also defines a local
product structure.
Proposition 5.2.11. The laminations are equivariant under the action of Γ.
Proof. Let Z be in UrecA such that Z = N(g) for some g ∈ UrecH and W ∈ L+Z . Therefore
there exist real numbers s1, s2 such that
W = (N˜(g) + s1ν
+(g), ν(g) + s2ν
+(g)).
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Now for all γ in Γ we get,
γ.Z = γ.N(g)
= N(γ.g)
and
γ.W = γ.(N˜(g) + s1ν
+(g), ν(g) + s2ν
+(g))
= (γ.N˜(g) + s1.γ.ν
+(g), γ.ν(g) + s2.γ.ν
+(g))
= (N˜(γ.g) + s1ν
+(γ.g), ν(γ.g) + s2ν
+(γ.g)).
Therefore γ.W ∈ L˜+γ.Z and UrecA is invariant under the action of Γ implies that γ.W ∈
L+γ.Z . Hence we get that for all γ in Γ,
L+γ.Z = γ.L+Z .
Similarly one can show that for all γ in Γ,
L−γ.Z = γ.L−Z .
Proposition 5.2.12. The laminations are equivariant under the geodesic flow.
Proof. Let Z be in UrecA such that Z = N(g) for some g ∈ UrecH and W ∈ L+Z . Therefore
there exist real numbers s1, s2 such that
W = (N˜(g) + s1ν
+(g), ν(g) + s2ν
+(g)).
We have for all real number t,
Φ˜tZ = Φ˜tN(g)
= (N(g) + tν(g), ν(g))
and
Φ˜tW = Φ˜t(N(g) + s1ν
+(g), ν(g) + s2ν
+(g))
= (N(g) + s1ν
+(g) + t.(ν(g) + s2ν
+(g)), ν(g) + s2ν
+(g))
= ((N(g) + tν(g)) + (s1 + ts2)ν
+(g), ν(g) + s2ν
+(g)).
Therefore for all real number t we have Φ˜t.W ∈ L˜+Φ˜t.Z and UrecA is invariant under the
geodesic flow implies that Φ˜t.W ∈ L+Φ˜t.Z . Hence we get that for all real number t,
L+
Φ˜t.Z
= Φ˜t.L+Z .
Similarly one can show that for all real number t,
L−
Φ˜t.Z
= Φ˜t.L−Z .
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Definition 5.2.13. We denote the projection of L±,L±,0 on the space UrecM respectively
by L± and L±,0, where L±,L±,0 are as defined in definition 5.2.1.
Now we define the notion of a leaf lift. The leaf lift is a map from the leaves of the
lamination through a point, to the tangent space of UA at that point. We will use this
leaf lift to compare distance between the metric d˜ and the norm on the tangent space on
any point of the leaves. We define the leaf lift as follows:
The positive leaf lift is the map,
i+
N(g) : L˜+N(g) −→ TN(g)UA (5.2.5)
(N(g) + s1ν
+(g), ν(g) + s2ν
+(g)) 7−→ (s1ν+(g), s2ν+(g)).
and the negative leaf lift is the map,
i−
N(g) : L˜−N(g) −→ TN(g)UA (5.2.6)
(N(g) + s1ν
−(g), ν(g) + s2ν−(g)) 7−→ (s1ν−(g), s2ν−(g)).
where we identify TN(g)UA with TN(g)A× Tν(g)S1.
5.3 Contraction Properties
In this section we will prove that the leaves denoted by L+ contracts in the forward
direction of the geodesic flow and the leaves denoted by L− contracts in the backward
direction of the geodesic flow. We will prove it only for the forward direction of the flow.
The other case will follow similarly. We start with the following construction whose raison
d’eˆtre would be apparent in proposition 5.3.2.
Proposition 5.3.1. There exists a Γ-invariant map from UrecA into the space of euclidean
metrics on R3 × R3 sending Z to ‖.‖Z such that for all positive integer n, there exists a
positive real number tn satisfying the following property: if t > tn, Z ∈ UrecA and W ∈ L˜+Z
then
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ 6
1
2n
‖i+Z (W )− i+Z (Z)‖Z .
Proof. Let 〈|〉N(g) be a positive definite bilinear form on the tangent space TN(g)(A × V)
satisfying the following properties,
1. 〈(να(g), 0)|(νβ(g), 0)〉N(g) = 〈(0, να(g))|(0, νβ(g))〉N(g) = δαβ,
2. 〈(να(g), 0)|(0, νβ(g))〉N(g) = 〈(0, να(g))|(νβ(g), 0)〉N(g) = 0.
where δαβ is the dirac delta function with α, β in {.,+,−}. We define the map ‖.‖ as
follows,
‖X‖N(g) :=
√
〈X|X〉N(g),
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where X is in TN(g)(A × V). Now from equation 2.3.4, equation 2.3.6 and theorem 3.2.1
we get that ‖.‖ is Γ-invariant, that is,
‖γX‖γN(g) = ‖X‖N(g).
Let Z = N(g) be in UrecA and W ∈ L˜+Z . Therefore there exists real numbers s1 and s2
such that
W = (N(g) + s1ν
+(g), ν(g) + s2ν
+(g)).
Hence the norm is
‖i+Z (W )− i+Z (Z)‖Z = ‖(s1ν+(g), s2ν+(g))‖Z =
√
s21 + s
2
2. (5.3.1)
We note that Φ˜tZ = (N(g)+ tν(g), ν(g)) and using theorem 3.2.1 we get that there exists
a positive real number t1 such that
N(g) + tν(g) = N(φ˜t1g).
Moreover t and t1 are related by the following formula,
t =
t1∫
0
f(φ˜sg)ds.
Therefore we have
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ = ‖((s1 + ts2)ν
+(g), s2ν
+(g))‖Φ˜tZ
= ‖((s1 + ts2)ν+(g), s2ν+(g))‖N(φt1g)
=
√
(s1 + ts2)2 + s22 . ‖(ν+(g), 0)‖N(φt1g)
=
√
(s1 + ts2)2 + s22 . ‖e−t1(ν+(φt1g), 0)‖N(φt1g)
Hence the norm is
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ =
√
(s1 + ts2)2 + s22 . e
−t1
6
√
2
√
s21 + s
2
2(1 + t)e
−t1 . (5.3.2)
We also know that UrecΣ is compact. Hence f is bounded on UrecH. Therefore there exists
a constant c1 such that
t =
t1∫
0
f(φ˜sg)ds 6
t1∫
0
c1ds = c1t1.
We choose a constant c bigger than max{1, 2c1} and get that
(1 + t)e−t1 6 ce−
t
2c1 . (5.3.3)
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Now by combining equation 5.3.1, inequalities 5.3.2 and 5.3.3 we get that
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ 6
√
2ce
− t
2c1 ‖i+Z (W )− i+Z (Z)‖Z .
Hence for all positive integer n, there exists tn ∈ R such that if t > tn, Z ∈ UrecA and
W ∈ L+Z then
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ 6
1
2n
‖i+Z (W )− i+Z (Z)‖Z .
Proposition 5.3.2. Let d be a Γ-invariant distance on UrecA which is locally bilipschitz
equivalent to an euclidean distance and let ‖.‖ be the Γ-invariant map from UrecA to the
space of euclidean metrics on R3 × R3 as constructed in the proof of proposition 5.3.1.
There exist positive constants K and α such that for any Z ∈ UrecA and for any W ∈ L+Z ,
the following statements are true,
1. If d(W,Z) 6 α, then ‖i+Z (Z)− i+Z (W )‖Z 6 Kd(W,Z),
2. If ‖i+Z (Z)− i+Z (W )‖Z 6 α, then d(W,Z) 6 K‖i+Z (Z)− i+Z (W )‖Z .
Proof. Since Γ acts cocompactly on UrecA and both d and ‖.‖ are Γ-invariant, it suffices
to prove the above assertion for Z in a compact subset D of UrecA, where D is the closure
of a suitably chosen fundamental domain.
We can define an euclidean distance dZ on UrecA, uniquely using the euclidean metric
‖.‖Z on R3 × R3, by taking the embedding of UrecA in A× R3. We notice that for any Z
in UrecA and for any W in L+Z , dZ(W,Z) is equal to ‖i+Z (W ) − i+Z (Z)‖Z . Now, any two
euclidean distances are bilipschitz equivalent with each other and by our hypothesis, d is
locally bilipschitz equivant to an euclidean distance. Therefore, in particular, d is locally
bilipschitz equivalent with dZ for Z in D, that is, there exist constants KZ depending
on Z, and open sets UZ around Z, such that the distance dZ and d are KZ bilipschitz
equivalent with each other on UZ .
Let C(X,Y ) for any X and Y in D, be a constant such that the distance dX and dY are
C(X,Y ) bilipschitz equivalent with each other. It follows from the construction of the
norm ‖.‖, as done in proposition 5.3.1, that we can choose the constants C(X,Y ) in such
a way that C(X,Y ) vary continuously on (X,Y ). As D is compact it follows that C(X,Y )
is bounded above by some constant C. Hence, for all X and Y in D, dX and dY are C
bilipschitz equivalent with each other.
Now, we consider the open cover of D by the open sets UZ . As D is compact, there
exist points Z1, Z2, .., Zn in D such that UZ1 , UZ2 , .., UZn covers D. Let β be the Lebesgue
number of this cover for the distance d and K0 be the maximum of KZ1 ,KZ2 , ..,KZn .
Therefore, for any Z in D, the open ball of radius β around Z for the metric d, denoted
by Bd(Z, β), lies inside UZj for some j in {1, 2, .., n}. Hence, d and dZj are K0 bilipschitz
equivalent with each other on Bd(Z, β). As dZ and dZj are C bilipschitz equivalent with
each other, it follows that d and dZ are CK0 bilipschitz equivalent with each other on
Bd(Z, β). Moreover, we note that the constants β, C, K0 and hence also CK0, does not
depend on Z. Therefore, d and dZ are CK0 bilipschitz equivalent with each other on
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Bd(Z, β), for all Z in D.
As any two distances dX and dY , for all X, Y in D are C bilipschitz equivalent with
each other. Without loss of generality we can choose a point X in D and consider the
distance dX . The note that the set {Bd(Z, β) : Z ∈ D} is an open cover of D. Let β1 be
a Lebesgue number for this cover for the metric space (D, dX). Therefore, the open ball
BdX (Y1, β1) for any Y1 in D, lies inside an open ball Bd(Y2, β) for some point Y2 in D.
Now, as d and dZ are CK0 bilipschitz equivalent with each other on the ball Bd(Z, β) for
all Z in D, it follows that d and dX are CK0 bilipschitz equivalent with each other on the
ball BdX (Y2, β1). As Y2 was chosen arbitrarily we have that d and dX are CK0 bilipschitz
equivalent with each other on the ball BdX (Y, β1), for all Y in D.
Now, we know that dX and dZ are C bilipschitz equivalent with each other. Therefore we
get that d and dZ are CK0 bilipschitz equivalent with each other on the ball BdZ (Y,
β1
C ),
for all Y in D. In particular one has, d and dZ are CK0 bilipschitz equivalent with each
other on the ball BdZ (Z,
β1
C ). Finally, set α to be min{β1C , β} and K to be CK0 to get
that for any Z in UrecA and W in L+Z we have,
1. If d(W,Z) 6 α, then ‖i+Z (Z)− i+Z (W )‖Z 6 Kd(W,Z),
2. If ‖i+Z (Z)− i+Z (W )‖Z 6 α, then d(W,Z) 6 K‖i+Z (Z)− i+Z (W )‖Z .
.
Theorem 5.3.3. Let L± be two laminations on UrecA as defined in definitions 5.2.1,
5.2.2 and let d˜ be the Γ invariant metric, as defined in definition 5.1.2. Under these
assumptions, for the metric d˜ on UrecA we have that
1. L+ is contracted in the forward direction of the geodesic flow, and,
2. L− is contracted in the backward direction of the geodesic flow.
Proof. Let ‖.‖ be the Γ-invariant map from UrecA to the space of euclidean metrics on
R3 × R3 as constructed in the proof of proposition 5.3.1 and let K and α be as in the
proposition 5.3.2 for the distance d˜. We choose a positive integer n such that
K
2n
< 1 ,
K2
2n
6 1
2
.
Let tn be the constant as in proposition 5.3.1 for our chosen n. Also let Z be in UrecA
and W be in L+Z , so that d˜(W,Z) 6 α. Then using proposition 5.3.2 we get
‖i+Z (W )− i+Z (Z)‖Z 6 Kd˜(W,Z).
Furthermore, using proposition 5.3.1 we get for all t > tn that
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ 6
1
2n
‖i+Z (W )− i+Z (Z)‖Z .
It follows that
‖i+
Φ˜tZ
(Φ˜tW )− i+Φ˜tZ(Φ˜tZ)‖Φ˜tZ 6
Kα
2n
6 α.
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Hence again using proposition 5.3.2 we have
d˜(Φ˜tW, Φ˜tZ) 6 K‖i+Φ˜tZ(Φ˜tW )− i
+
Φ˜tZ
(Φ˜tZ)‖
Φ˜tZ
.
Combining the above inequalities, for all t > tn we get
d˜(Φ˜tW, Φ˜tZ) 6
K2
2n
d˜(W,Z) 6 1
2
d˜(W,Z). (5.3.4)
Hence L+ is contracted in the forward direction of the geodesic flow. The proof of the
contraction of L− follows similarly.
5.4 Metric Anosov structure on the quotient
Let us now consider what happens in the quotient, that is, UrecM. Let Z be in UrecA and
 be a positive real number. We define,
L± (Z) := L±Z ∩Bd˜(Z, ),
and
K(Z) := ΠZ
(L+ (Z)× L− (Z)× (−, )) ⊂ UrecA
where ΠZ is the local product structure at Z defined by the stable and unstable leaves.
We know that there exists a positive real number 0 such that for any non identity
element γ of Γ and for Z in UrecA we have,
γ(K0(Z)) ∩ K0(Z) = ∅.
Proof of Theorem 0.0.40. Let us fix α as in proposition 5.3.2 and let 1 be from the open
interval
(
0,min
{
α, 02
})
. Now let z be any point of UrecM and let Z be a point in UrecA
in the preimage of z. Our choice of 1 gives us that the inequality 5.3.4 holds for the
geodesic flow on UrecA for the points in the chart K1(Z). Hence the inequality 5.3.4 also
holds for the geodesic flow on UrecM for points in the chart which is in the projection of
K1(Z).
Therefore L+, the projection of L+ in UrecM, is contracted in the forward direction of
the geodesic flow on UrecM. A similar proof holds for L−, the projection of L− in UrecM,
too.
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Chapter 6
Anosov representations
In this chapter we define the notion of an Anosov representation in the context of the
non-semisimple Lie group G := SO0(2, 1)nR3.
6.1 Pseudo-Parabolic subgroups
Let X be the space of all affine null planes. We observe that G acts transitively on X.
Hence for all P ∈ X we have
X = G.P ∼= G/StabG(P ).
Definition 6.1.1. If P ∈ X then we define
PP := StabG(P ).
We call PP a pseudo-parabolic subgroup of G.
Let V(P ) denote the vector space underlying a null plane P , let v0 := (1, 0, 0)
t and
v±0 := (0,±1, 1)t and let C be the upper half of S0\{0}. Now we consider the space
N := {(P1, P2) | P1, P2 ∈ X,V(P1) 6= V(P2)}
and define the following map
v : N −→ S1
(P1, P2) 7−→ v(P1, P2)
where v(P1, P2) ∈ V(P1) ∩ V(P2) ∩ S1 is such that if v(Q1) ∈ V(Q1) ∩ C and v(Q2) ∈
V(Q2) ∩ C then (v(Q1), v(Q1, Q2), v(Q2)) gives the same orientation as (v+0 , v0, v−0 ). We
observe that
v(P1, P2) = −v(P2, P1).
Proposition 6.1.2. The space N is the unique open G orbit in X × X for the diagonal
action of G on X× X.
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Proof. We start by observing that N is open and dense in X × X. Now let (P1, P2) and
(Q1, Q2) be two arbitrary points in N . We consider the vector v(P1, P2) ∈ S1 corre-
sponding to the point (P1, P2) and the vector v(Q1, Q2) ∈ S1 corresponding to the point
(Q1, Q2). Now as SO
0(2, 1) acts transitively on S1 we get that there exist g ∈ SO0(2, 1)
such that
v(Q1, Q2) = g.v(P1, P2).
We choose X(Q1, Q2) ∈ Q1 ∩Q2 and X(P1, P2) ∈ P1 ∩ P2 and observe that
(e,X(Q1, Q2)−O) ◦ (g, 0) ◦ (e,X(P1, P2)−O)−1.P1 = Q1,
(e,X(Q1, Q2)−O) ◦ (g, 0) ◦ (e,X(P1, P2)−O)−1.P2 = Q2,
where e is the identity element in SO0(2, 1). Therefore N is an open G orbit in X × X.
Now as X× X is connected the result follows.
Let N be the space of oriented space like affine lines. We think of N as the space
UA/ ∼ where (X, v) ∼ (X1, v1) if and only if (X1, v1) = Φ˜t(X, v) for some t ∈ R. We
denote the equivalence class of (X, v) by [(X, v)]. Now let us consider the following map
ı′ : N −→ N
(P1, P2) 7−→ [(X(P1, P2), v(P1, P2))]
where X(P1, P2) is any point in P1 ∩ P2. We observe that ı′ gives a G equivariant map.
Let us denote the plane passing through X with underlying vector space generated by
the vectors w1 and w2 by PX,w1,w2 . Now we consider another map
ı : UA −→ N
(X, v) 7−→ (PX,v,v+ , PX,v,v−)
where v± ∈ C such that 〈v± | v〉 = 0 and (v+, v, v−) gives the same orientation as
(v+0 , v0, v
−
0 ). We observe that ı is a G equivariant map. Now as PX+tv,v,v+ = PX,v,v+ and
PX+tv,v,v− = PX,v,v− we get that the map ı gives rise to a map, which we again denote
by ı,
ı : N −→ N .
Moreover, we observe that ı ◦ ı′ = Id and ı′ ◦ ı = Id.
6.2 Geometric Anosov structure
Geometric Anosov structures were first intoduced by Labourie in [25]. In this section
we give an appropriate definition of geometric Anosov property and show that (UrecM,L)
admits a geometric Anosov structure.
Let (P+, P−) ∈ N such that P+ := PO,v0,v+0 and P
− := PO,v0,v−0 . We denote
StabG(P
±) respectively by P±. We note that the pair X± := G/P± gives a pair of contin-
uous foliations on the space N whose tangential distributions E± satisfy
TN = E+ ⊕ E−.
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Definition 6.2.1. We say that a vector bundle E over a compact topological space whose
total space is equipped with a flow {ϕt}t∈R of bundle automorphisms is contracted by the
flow as t→∞ if and only if for any metric ‖.‖ on E, there exists positive constants t0, A
and c such that for all t > t0 and for all v in E we have
‖ϕt(v)‖ 6 Ae−ct‖v‖.
Definition 6.2.2. Let L denote the orbit foliation of UrecM under the flow Φ. We say
that (UrecM,L) admits a geometric (N,G)-Anosov structure if and only if there exist a
map
F : U˜recM −→ N
such that the following holds:
1. For all γ ∈ Γ we have F ◦ γ = γ ◦ F ,
2. For all t ∈ R we have F ◦ Φ˜t = F ,
3. By the flow invariance, the bundles F± := F ∗E± are equipped with a parallel trans-
port along the orbits of Φ˜. The bundle F+ gets contracted by the lift of the flow Φ˜t
as t→∞ and F− gets contracted by the lift of the flow Φ˜t as t→ −∞.
Proof of Theorem 0.0.41. Let us define the map F as follows:
F : U˜recM −→ N
(X, v) 7−→ [(X, v)]
We note that the map F is clearly Γ-equivariant and is also invariant under the flow Φ˜.
Now we observe that
Tı([(X,v)])G/P
− ∼= R.v+ ⊕ R.v+
and
Tı([(X,v)])G/P
+ ∼= R.v− ⊕ R.v−
where v+, v− ∈ C such that 〈v± | v〉 = 0 and (v+, v, v−) gives the same orientation as
(v+0 , v0, v
−
0 ).
Now using proposition 5.3.1 we notice that F+ gets contracted by the lift of the flow
Φ˜t as t → ∞ and F− gets contracted by the lift of the flow Φ˜t as t → −∞. Moreover,
as UrecM is compact we have that the convergence is independent of the choice of the
metric.
6.3 Gromov geodesic flow
Now let ∂∞Γ be the Gromov boundary of the free group Γ. Also let
∂∞Γ(2) := ∂∞Γ× ∂∞Γ \ {(x, x) | x ∈ ∂∞Γ}.
Let R acts on U˜0Γ := ∂∞Γ(2)×R by translation on the last factor. In [20] Gromov defined
a proper cocompact action of Γ on ∂∞Γ(2)×R which commutes with the action of R. The
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restriction of this action on ∂∞Γ(2) is the diagonal action coming from the standard action
of Γ on ∂∞Γ. There is a metric on U˜0Γ such that the Γ action is isometric. The metric
is well defined up to Ho¨lder equivalence. Moreover, every orbit of the R action gives a
quasi-isometric embedding and the geodesic flow ψ˜t acts by Lipschitz homeomorphisms.
The flow ψ˜t on U˜0Γ descends to a flow ψt on the quotient U0Γ := Γ\
(
∂∞Γ(2) × R
)
. We
call it the Gromov geodesic flow. We denote the projection onto the first coordinate of
U˜0Γ by pi1 and the projection onto the second coordinate of U˜0Γ by pi2. More details
about this construction can be found in Champetier [10] and Mineyev [32].
6.4 Anosov structure
Let G = SO0(2, 1)nR3 and let
P± := StabG(PO,v0,v±0 ).
Also let L = P+ ∩ P−. We note that L = StabG([P+], [P−]) for the diagonal action of G
on G/P+ × G/P−. Moreover, using proposition 6.1.2 we get that the G orbit of the point
([P+], [P−]) ∈ G/P+ × G/P− is the unique open G orbit in G/P+ × G/P−. We also note
that
G/L = G.([P+], [P−]).
Moreover, the pair G/P± gives a continuous set of foliations on the space G/L whose
tangential distributions E± satisfy
T(G/L) = E+ ⊕ E−.
We denote the Lie algebras associated to the Lie groups G,P± and L respectively by
g, p± and l. We notice that
g = p+ + p− and l = p+ ∩ p−. (6.4.1)
If we complexify, we obtain the Lie algebras p±C and lC, so that the same equation 6.4.1
is satisfied, that is,
gC = p
+
C + p
−
C and lC = p
+
C ∩ p−C . (6.4.2)
Now as SO0(2, 1) is a subgroup of GL(R3) we get
GC = SO(3,C)nC3.
We call a complex plane P degenerate if and only if there exist a non zero vector
(v1, v2, v3)
t ∈ P such that for all (v′1, v′2, v′3)t ∈ P we have
v1v
′
1 + v2v
′
2 + v3v
′
3 = 0.
Let us denote the space of all complex degenerate planes by YC. The group SO(3,C) acts
transitively on the space YC. Moreover, the action of the group SO(3,C) is transitive on
the following space:
Y(2)C := {(P1, P2) ∈ YC × YC | P1 6= P2}.
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Now let XC be the space of all affine degenerate planes in C3. We consider the following
open subspace:
NC := {(P1, P2) ∈ XC × XC | V(P1) 6= V(P2)}
and using the fact that SO(3,C) acts transitively on the space Y(2)C , we deduce that the
action of the group GC = SO(3,C) n C3 on the space NC is transitive. Moreover, we fix
(P1, P2) ∈ NC and observe that
LC ∼= StabGC(P1, P2)
where LC denote the complexification of the group L. Hence
GC/LC ∼= NC.
Now using equation 6.4.2 we get that GC/LC is foliated by two foliations, whose stabilizers
are P±C respectively. We denote the tangential distributions corresponding to the foliations
GC/P
±
C respectively by E
±
C and observe that
T(GC/LC) = E
+
C ⊕ E−C .
Definition 6.4.1. We say that ρ in Hom(Γ,G) (respectively Hom(Γ,GC)) is (G,P
±)-
Anosov (respectively (GC,P
±
C )-Anosov) if and only if there exist two continuous maps
ξ±ρ : ∂∞Γ −→ G/P± (respectively GC/P±C)
such that the following conditions hold:
1. For all γ in Γ we have ξ±ρ ◦ γ = ρ(γ).ξ±ρ .
2. If x 6= y in ∂∞Γ then (ξ+ρ (x), ξ−ρ (y)) lies in G/L (respectively GC/LC).
3. The induced bundle Ξ+ρ := (ξ
+
ρ ◦ pi1)∗E+ (respectively (ξ+ρ ◦ pi1)∗E+C) gets contracted
by the lift of the flow ψ˜t as t → ∞, and the induced bundle Ξ−ρ := (ξ−ρ ◦ pi2)∗E−
(respectively (ξ−ρ ◦ pi2)∗E−C) gets contracted by the lift of the flow ψ˜t as t→ −∞.
The maps ξ±ρ are called the limit maps associated with the (G,P±)-Anosov (respectively
(GC,P
±
C )-Anosov) representation ρ.
The notion of an Anosov representation was first introduced by Labourie in [25].
Furthermore, Guichard–Wienhard studied Anosov representations in more details in [21].
Proposition 6.4.2. If ρ is in HomM(Γ,G) then ρ is (G,P
±)-Anosov.
Proof. Let (X, v) ∈ UA. Let v⊥ be the plane which is perpendicular to the vector v in
the Lorentzian metric. We note that v⊥ ∩ C is a disjoint union of two half lines where
C is the upper half of S0\{0}. We choose v± ∈ v⊥ ∩ C such that (v+, v, v−) gives the
same orientation as (v+0 , v0, v
−
0 ). Let PX,v,v± respectively be the affine null plane passing
through X such that its underlying vector space is generated by v and v±. We notice
51
that PX,v,v+ 6= PX,v,v− . Now using proposition 6.1.2 we get that there exist g(X,v) ∈ G
such that
g(X,v).PO,v0,v+0
= PX,v,v+
and
g(X,v).PO,v0,v−0
= PX,v,v− .
Moreover, if g1 ∈ G such that
g1.PO,v0,v+0
= PX,v,v+
then g−11 .g(X,v) stabilizes the plane PO,v0,v+0 . Hence g
−1
1 .g(X,v) ∈ P+. Therefore the
following is a well defined map:
η+ : UA −→ G/P+
(X, v) 7−→ [g(X,v).P+].
We notice that η+ is G-equivariant. Similarly, we define another G-equivariant map
η− : UA −→ G/P−
(X, v) 7−→ [g(X,v).P−].
Moreover, for all (X, v) ∈ UA we see that
(η+, η−)(X, v) = ([g(X,v).P+], [g(X,v).P−]) = g(X,v).([P+], [P−]).
Hence (η+, η−)(UA) ⊂ G/L.
Now let ρ ∈ HomM(Γ,G). Hence Lρ ∈ HomS(Γ,SO0(2, 1)). Now Γ being a free group
we get that there exists a Γ-equivariant homeomorphism
ιρ : ∂∞Γ −→ Λ∞Lρ(Γ).
We define
η±ρ := η
±∣∣
UρrecA
and observe that for any [g.P+] ∈ G/P+ we have
(η+ρ )
−1 ([g.P+]) = {(X, v) | (X, v) ∈ L+,0(g.O,L(g)v0)}
Now using proposition 5.2.6 we notice that the maps η±ρ ◦ Nρ gives rise to a pair of Γ-
equivariant continuous maps
ζ±ρ : Λ∞Lρ(Γ) −→ G/P±.
Therefore the following map,
ξ±ρ := ζ
±
ρ ◦ ιρ : ∂∞Γ −→ G/P±
is also continuous and Γ-equivariant. Moreover, as (η+ρ , η
−
ρ )(U
ρ
recA) ⊂ G/L we get that if
x, y ∈ ∂∞Γ with x 6= y then (ζ+ρ (x), ζ−ρ (y)) ∈ G/L. We also observe that
T[g.P±]G/P
± ∼= R.L(g)v∓0 ⊕ R.L(g)v∓0 .
Now using proposition 5.3.1 we conclude that ρ is (G,P±)-Anosov.
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Chapter 7
Thermodynamical formalism
In this chapter, we describe the theory of thermodynamical formalism as appeared in [8].
We include this chapter for the sake of completeness. The theory had been originally
developed by Bowen, Parry–Pollicott, Ruelle and others. We also describe a variation of
a construction of McMullen, which produces a pressure form on the space of pressure zero
functions on a flow space.
7.1 Ho¨lder flows
Let X be a compact metric space with a Ho¨lder continuous flow φ = {φt}t∈R without
fixed points.
7.1.1 Reparametrizations
Let f : X → R be a positive Ho¨lder continuous function. Now as X is compact, f has a
positive minimum and for all x ∈ X , the function κf : X × R→ R, defined by
κf (x, t) :=
∫ t
0
f(φsx)ds,
is an increasing homeomorphism of R. Hence we have a map αf : X × R→ R such that
αf (x, κf (x, t)) = κf (x, αf (x, t)) = t,
for all (x, t) ∈ X × R. The reparametrization of the flow φ by f is denoted by the flow
φf = {φft }t∈R on X and is defined as follows:
φft (x) := φαf (x,t)(x),
where t ∈ R and x ∈ X .
7.1.2 Livˇsic-cohomology
Definition 7.1.1. Let f, g : X → R be two Ho¨lder continuous functions. We say that f
is Livˇsic-cohomologous to g if and only if there exists a function V : X → R such that V
is C1 in the direction of the flow and for all x ∈ X
f(x)− g(x) = ∂
∂t
∣∣∣∣
t=0
V (φtx).
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We note that:
1. If f and g are Livˇsic cohomologous then they have the same integral over any φ-
invariant measure, and
2. If f and g are both positive and Livˇsic cohomologous, then the flows φf and φg are
Ho¨lder conjugate.
7.1.3 Periods and measures
Let us denote the set of all periodic orbits of φ by O. Now if a ∈ O then its period as a
φf periodic orbit is ∫ p(a)
0
f(φs(x))ds
where p(a) is the period of a for the flow φ and x ∈ a. In particular, if δ̂a is the probability
measure invariant under the flow and supported by the orbit a, and if
δ̂a =
δa
〈δa | 1〉 ,
then we have that
〈δa | f〉 =
∫ p(a)
0
f(φs(x))ds
and p(a) = 〈δa | 1〉. In general, if m is a φ-invariant measure on X and f : X → R is a
Ho¨lder continuous function, then let us use the following notation:
〈m | f〉 :=
∫
X
fdm.
Now let m be a φ-invariant probability measure on X and let φf be the reparametrization
of φ by f . We define f̂.m as follows:
f̂.m :=
1
〈m | f〉f.m.
We notice that the map m 7→ f̂.m gives a bijection between φ-invariant probability mea-
sures and φf -invariant probability measures. In fact if δ̂fa is the unique φf invariant
probability measure supported by a, then
δ̂fa = f̂.δa.
Hence we have that
〈δ̂fa | g〉 =
〈δa | f.g〉
〈δa | f〉 . (7.1.1)
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7.1.4 Entropy and pressure
Let m be a φ-invariant probability measure on X and let h(φ,m) be its metric entropy.
Now we describe a relation between the metric entropies of a flow and its reparameteri-
zation as follows:
h(φf , f̂.m) =
h(φ,m)∫
fdm
.
We note that the above equation is called the Abramov formula. Now let fφ be the set
of all φ-invariant probability measures.
Definition 7.1.2. We define the pressure of a function f : X → R as follows:
℘(φ, f) := sup
m∈fφ
(
h(φ,m) +
∫
X
fdm
)
.
In particular,
htop(φ) := ℘(φ, 0)
is called the topological entropy of the flow φ.
We note that the pressure ℘(φ, f) only depends on the Livˇsic cohomology class of
f . We say that a measure m ∈ fφ on X is an equilibrium state of f if and only if the
following equation holds:
℘(φ, f) = h(φ,m) +
∫
X
fdm.
An equilibrium state for the function f ≡ 0 is called a measure of maximal entropy.
Lemma 7.1.3. [Sambarino [36], Lemma 2.4] If φ is a Ho¨lder continuous flow on a
compact metric space X and f : X → R is a positive Ho¨lder continuous function, then
℘(φ,−hf) = 0
if and only if h = htop(φ
f ). Moreover, if h = htop(φ
f ) and m is an equilibrium state of
−hf , then f̂.m is a measure of maximal entropy for the reparameterized flow φf .
Theorem 7.1.4. [Livˇsic] Let f : X → R be a Ho¨lder continuous function, then 〈δa | f〉 =
0 for all a ∈ O if and only if f is Livˇsic cohomologous to zero.
7.2 Entropy and pressure for Anosov flows
Let f : X → R+ be a positive Ho¨lder continuous function and let T be a real number.
We define
RT (f) := {a ∈ O | 〈δa | f〉 6 T}.
We note that RT (f) only depends on the Livˇsic cohomology class of f .
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Proposition 7.2.1. [Bowen] The topological entropy of a topologically transitive metric
Anosov flow φ = {φt}t∈R on a compact metric space X is finite and positive. Moreover,
htop(φ) = lim
T→∞
1
T
log (#{a ∈ O | p(a) 6 T}) .
In particular, for a nowhere vanishing Ho¨lder continuous function f ,
hf := lim
T→∞
1
T
log (#RT (f)) = htop(φ
f )
is finite and positive.
Theorem 7.2.2. [Bowen–Ruelle, Pollicott] Let φ = {φt}t∈R be a topologically transitive
metric Anosov flow on a compact metric space X and let g : X → R be a Ho¨lder continuous
function, then there exists a unique equilibrium state mg for g. Moreover, if f : X → R
is a Ho¨lder continuous function such that mf = mg , then f − g is Livˇsic cohomologous
to a constant.
We note that in such a situation it follows from [6] that the pressure function can be
described in the following alternative way:
℘(φ, g) = lim
T→∞
1
T
log
 ∑
a∈RT (1)
e〈δa|g〉
 .
Theorem 7.2.3. [Bowen] A topologically transitive metric Anosov flow φ on a compact
metric space X has a unique probability measure mφ of maximal entropy. Moreover,
mφ = lim
T→∞
 1
#RT (1)
∑
a∈RT (1)
δ̂a
 .
The probability measure of maximal entropy for φ is called the Bowen–Margulis
measure of φ.
7.3 Intersection and renormalised intersection
7.3.1 Intersection
Let φ be a topologically transitive metric Anosov flow on a compact metric space X .
Also let f : X → R+ be a positive Ho¨lder continuous function and g : X → R be any
continuous function.
Definition 7.3.1. We define the intersection of f and g as follows:
I(f, g) :=
∫
g
f
dmφf ,
where mφf is the Bowen-Margulis measure of the flow φ
f .
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Using theorem 7.2.3 and equation 7.1.1 we get that
I(f, g) = lim
T→∞
 1
#RT (f)
∑
a∈RT (f)
〈δa | g〉
〈δa | f〉
 . (7.3.1)
Morever, using the second part of the lemma 7.1.3 we have
I(f, g) =
∫
gdm−hff∫
fdm−hff
where hf is the topological entropy of φ
f and m−hf .f is the equilibrium state of −hf .f .
Now as 〈δa | f〉 depends only on the Livˇsic cohomology class of f and 〈δa | g〉 depends
only on the Livˇsic cohomology class of g we get that the intersection I(f, g) depends only
on the Livˇsic cohomology classes of f and g.
7.3.2 Renormalized intersection
Definition 7.3.2. Let f, g : X → R+ be two positive Ho¨lder continuous functions. We
define the renormalized intersection as follows:
J(f, g) :=
hg
hf
I(f, g),
where hf and hg are the topological entropies of φ
f and φg.
We note that the renormalized intersection J is not necessarily symmetric. Now using
the uniqueness of the equilibrium states and the definition of the pressure we get that:
Proposition 7.3.3. If φ is a topologically transitive metric Anosov flow on a compact
metric space X , and f : X → R+ and g : X → R+ are positive Ho¨lder continuous
functions, then
J(f, g) > 1.
Moreover, J(f, g) = 1 if and only if hff and hgg are Livˇsic cohomologous.
7.4 Variation of the pressure and the pressure form
We note that a more detailed version of the following constructions can be found in [8].
It is also similar to a construction that was introduced by McMullen in [29].
7.4.1 First and second derivatives
Let g be a Ho¨lder continuous function. We say that g has mean zero with respect to f if
and only if ∫
gdmf = 0.
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The variance of a mean zero Ho¨lder continuous function g with respect to f is defined as
follows:
Var(g,mf ) := lim
T→∞
1
T
∫ (∫ T
0
g(φsx)ds
)2
dmf (x),
where mf is the equilibrium state of f . Similarly, for two mean zero Ho¨lder continuous
functions g and h, the covariance of g and h with respect to f is defined as follows:
Cov(g, h,mf ) := lim
T→∞
1
T
∫ (∫ T
0
g(φsx)ds
)(∫ T
0
h(φsx)ds
)
dmf (x).
Proposition 7.4.1. [Parry–Pollicott, Ruelle] Suppose that φ is a topologically transitive
metric Anosov flow on a compact metric space X , and f : X → R and g : X → R are
Ho¨lder continuous functions. If mf is the equilibrium state of f , then
1. The function t→ ℘(f + tg) is analytic,
2. The first derivative is given by
∂
∂t
∣∣∣∣
t=0
℘(φ, f + tg) =
∫
gdmf ,
3. If
∫
gdmf = 0 then
∂2
∂t2
∣∣∣∣
t=0
℘(φ, f + tg) = Var(g,mf ),
4. If Var(g,mf ) = 0 then g is Livˇsic cohomologous to zero.
7.4.2 The pressure form
Let Ch(X ) be the set of all real valued Ho¨lder continuous functions on X and let P(X )
be the set of all pressure zero Ho¨lder continuous functions on X , that is,
P(X ) := {f ∈ Ch(X ) | ℘(f) = 0}.
The tangent space of P(X ) at f is the set
TfP(X ) = ker (df℘) =
{
g ∈ Ch(X ) |
∫
gdmf = 0
}
where mf is the equilibrium state of f.
Definition 7.4.2. The pressure semi-norm of g ∈ TfP(X ) is defined as follows:
‖g‖2℘ := −
Var(g,mf)∫
fdmf
.
Lemma 7.4.3. Let φ be a topologically transitive metric Anosov flow on a compact metric
space X . If {ft}t∈(−1,1) is a smooth one-parameter family contained in P(X ) then
‖f˙0‖2℘ =
∫
f¨0dmf0∫
f0dmf0
.
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We note that the following result can also be found in [8] and is a generalized version
of a previous work done by Bonahon in [4]:
Proposition 7.4.4. Let φ be a topologically transitive metric Anosov flow on a compact
metric space X . If
{ft : X → R+}t∈(−1,1)
is a one-parameter family of positive Ho¨lder continuous functions and ft = −hftft for all
t ∈ (−1, 1), then
∂2
∂t2
∣∣∣∣
t=0
J(f0, ft) = ‖f˙0‖2℘.
Therefore the pressure semi-norm arises naturally from the pressure form P which is
the symmetric 2-tensor on TfP(X ) given by the Hessian of Jf := J(f, .). We also note
that if f, g ∈ TfP(X ), then
P(f, g) = −Cov(f, g,mf)∫
fdmf
.
Proposition 7.4.5. Let φ be a topologically transitive metric Anosov flow on a compact
metric space X . Let {fu : X → R}u∈D and {gv : X → R}v∈D be two analytic families of
Ho¨lder continuous functions. Then the function
u 7→ ℘(φ, fu)
is analytic. Moreover, if the family {fu}u∈D consists of positive functions then the func-
tions
u 7→ hfu
and
(u, v) 7→ I(fu, gv)
are both analytic.
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Chapter 8
Deformation Theory
8.1 Transverse Analyticity
In this section we mention some definitions and theorems introduced by Hirsch–Pugh–
Shub in [22] and which appeared in more details in [8]. We use these theorems to prove
the analyticity results in coming sections.
Definition 8.1.1. [Transversely regular functions] Let DC be a complex disk, let X be a
compact metric space and let M be a complex analytic manifold. A continuous function
f : DC ×X →M
is called transversely complex analytic if and only if the following two conditions are
satisfied:
1. The function
fx : DC −→M
u 7−→ f(u, x)
is complex analytic for every x ∈ X .
2. The function from X to Cω(DC,M) given by x 7→ fx is continuous.
Furthermore, the function f is called µ-Ho¨lder (or Lipschitz) transversely complex analytic
if and only if the map in (2) is µ-Ho¨lder (or Lipschitz) continuous.
Similarly, µ-Ho¨lder (or Lipschitz) transversely real analytic functions can be defined by
replacing the complex disk DC by a real disk D, replacing the complex analytic manifold
M by a real analytic manifold and by requiring that the maps in (1) are real analytic and
requiring in (2) that the map from X to Cω(D,M) is µ-Ho¨lder (or Lipschitz).
In a similar fashion transverse regularity of bundles is defined in terms of the transverse
regularity of their trivializations.
Definition 8.1.2. [Transversely regular bundles] Let M be a complex analytic manifold
and let
pi : E→ DC ×X
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be a bundle whose fibers are M . The bundle pi : E→ DC×X is called transversely complex
analytic if and only if it admits a family of trivializations of the form {DC × Uβ ×M}
(where the collection {Uβ} is an open cover of X ) so that the the corresponding change
of coordinate functions are transversely complex analytic. Similarly, the bundle pi : E →
DC × X is called µ-Ho¨lder (or Lipschitz) transversely complex analytic if and only if
it admits a family of trivializations so that the the corresponding change of coordinate
functions are µ-Ho¨lder (or Lipschitz) transversely complex analytic.
In such a case, a section σ of E is called µ-Ho¨lder (or Lipschitz) transversely complex
analytic, if and only if in any of the trivializations the corresponding map to M is µ-Ho¨lder
(or Lipschitz) transversely complex analytic.
Similarly, µ-Ho¨lder (or Lipschitz) transversely real analytic bundles and sections can
be defined by replacing the complex disk DC with a real disk D and the complex analytic
manifold M with a real analytic manifold.
Theorem 8.1.3. Let X be a compact metric space and let M be a complex analytic mani-
fold. Suppose that pi : E → D×X is a Lipschitz transversely complex analytic bundle with
fibre M and D is a complex (or real) disk. Let f : X → X be a Lipschitz homeomorphism
and let F be a Lipschitz transversely complex analytic bundle automorphism of E lifting
id × f . Suppose that σ0 is a section of the restriction of E over {0} × X which is fixed
by F and that F contracts along σ0. Then there exists a neighborhood U containing 0 in
D, a positive real number µ > 0, a µ-Ho¨lder transversely complex analytic section η over
U ×X and a neighborhood B of η(U ×X ) in pi−1(U ×X ) such that
1. The bundle automorphism F fixes η,
2. The bundle automorphism F contracts E along η,
3. The restriction η|{0}×X = σ0, and
4. If ζ : U ×X → E is a section with ζ(U ×X ) ⊂ B and ζ is fixed by F , then ζ = η.
Definition 8.1.4. Let U be a subset of D. We say that a section σ over U × X is fixed
by F if and only if
F (σ(u, x)) = σ(u, f(x)).
In such a case, we further say that F contracts along σ if there exists a continuously
varying fibrewise Riemannian metric ‖.‖ on the bundle E such that if
DfFσ(u,x) : Tσ(u,x)pi
−1(u, x)→ Tσ(u,f(x))pi−1(u, f(x))
is the fibrewise tangent map, then
‖DfFσ(u,x)‖ < 1.
The following result has been taken from [8]. A similar statement appeared in Hubbard
[23].
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Lemma 8.1.5. Let D be a complex (or real) disk, let M be a complex analytic manifold,
let X be a compact metric space and let f : D × X → M be a µ-Ho¨lder transversely
complex analytic function, then the map
fˆ : D → Cµ(X ,M)
u 7→ fu
is complex analytic, where fu(.) := f(u, .).
8.2 Analyticity of limit maps
In this section we show that the limit maps vary analytically over the analytic manifold
HomM(Γ,G). The proofs given in this section are inspired by some of the proofs given in
the section 6 of [8].
Theorem 8.2.1. Let {ρu}u∈D be a real analytic family in Hom(Γ,G) parameterized by a
disk D around 0. If ρ0 is (G,P±)-Anosov with limit maps
ξ±0 : ∂∞Γ −→ G/P±
then there exists a sub-disk D0 of D (containing 0), a positive real number µ and a
continuous map
ξ+ : D0 × ∂∞Γ −→ G/P+
with the following properties:
1. If u is in D0 then ρu is a (G,P±)-Anosov representation with µ-Ho¨lder limit map
given by
ξ+u : ∂∞Γ −→ G/P+
x 7−→ ξ+(u, x),
2. If x is in ∂∞Γ then the following map is real analytic
ξ+x : D0 −→ G/P+
u 7−→ ξ+(u, x),
3. The map from ∂∞Γ to Cω(D0,G/P+) given by x 7→ ξ+x is µ-Ho¨lder,
4. The map from D0 to Cµ(∂∞Γ,G/P+) given by u 7→ ξ+u is real analytic.
We will prove Theorem 8.2.1 using the following more general result.
Theorem 8.2.2. Let {ρu}u∈DC be a complex analytic family in Hom(Γ,GC) parameterized
by a disk DC around 0. If ρ0 is (GC,P±C )-Anosov with limit maps
ξ±0 : ∂∞Γ→ GC/P±C
then there exists a sub-disk DC0 of DC (containing 0), a positive real number µ and a
continuous map
ξ+ : DC0 × ∂∞Γ→ GC/P+C
with the following properties:
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1. If u is in DC0 then ρu is a (GC,P±C )-Anosov representation with µ-Ho¨lder limit map
given by
ξ+u : ∂∞Γ −→ GC/P+C
x 7−→ ξ+(u, x),
2. If x is in ∂∞Γ then the following map is complex analytic
ξ+x : DC0 −→ GC/P+C
u 7−→ ξ+(u, x),
3. The map from ∂∞Γ to Cω(DC0 ,GC/P+C ) given by x 7→ ξ+x is µ-Ho¨lder,
4. The map from DC0 to Cµ(∂∞Γ,GC/P+C ) given by u 7→ ξ+u is complex analytic.
Proof. Let {ρu}u∈DC ⊂ Hom(Γ,GC) be a complex analytic family of homomorphisms such
that ρ0 is (GC,P
±
C )-Anosov. Let us consider the trivial GC/P
+
C -bundle over DC × U˜0Γ as
follows:
pi : A˜ := DC × U˜0Γ× GC/P+C −→ DC × U˜0Γ.
Furthermore, we consider the following action of Γ on A˜
γ(u, x, [g]) = (u, γ(x), [ρu(γ)g])
where γ is in Γ and notice that the quotient bundle A := Γ\A˜ is a Lipschitz transversely
complex analytic GC/P
+
C -bundle over DC×U0Γ. The geodesic flows {ψ˜t}t∈R and {ψt}t∈R
respectively on U˜0Γ and U0Γ lift to geodesic flows {Ψ˜t}t∈R and {Ψt}t∈R on A˜ and A
respectively. We note that the flow {Ψ˜t}t∈R acts trivially on the DC and GC/P+C factors.
Now as ρ0 is (GC,P
±
C )-Anosov with limit maps
ξ±0 : ∂∞Γ→ GC/P±C ,
the following map σ˜0 defines a Γ-equivariant section of the restriction of the bundle A˜
over {0} × U˜0Γ,
σ˜0 : {0} × U˜0Γ −→ A˜
(0, (x, y, t)) 7−→ (0, (x, y, t), ξ+0 (x)).
Therefore the section σ˜0 gives rise to a section σ0 of A over {0} × U0Γ.
Since ρ0 is (GC,P
±
C )-Anosov, the bundle Ξ
+
ρ0 over {0}×U0Γ with fiber Tσ0(0,X)pi−1(0,X)
gets contracted by the lift of the geodesic flow ψt as t goes to ∞. Hence there exists a
real number t0 such that for all X in U0Γ we have∥∥∥∥(Dψt0Ψt0)σ0(0,X)
∥∥∥∥ < 1
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where (
Dψt0Ψt0
)
σ0(0,X)
: Tσ0(0,X)pi
−1(0,X)→ Tσ0(0,ψt0X)pi
−1(0, ψt0X)
is the fiberwise map of the bundle automorphism induced by ψt0 or in short “lift of ψt0”.
Now using theorem 8.1.3 we get that there exists a sub-disk DC1 ⊂ DC containing 0, a
positive real number µ, and a µ-Ho¨lder transversely complex analytic section
σ : DC1 × U0Γ→ A
that extends σ0, is fixed by Ψt0 and such that for all X in U0Γ and u in DC1 we have∥∥∥∥(Dψt0Ψt0)σ(u,X)
∥∥∥∥ < 1.
We now use the uniqueness portion of the theorem 8.1.3 to deduce that σ is fixed by Ψt
for all real number t. Therefore we get that there exists a sub-disk DC1 ⊂ DC containing
0, a positive real number µ, and a µ-Ho¨lder transversely complex analytic section σ of the
bundle A that extends σ0, is fixed by the flow {Ψt}t∈R and such that Ψt is contracting
along σ as t goes to ∞. Now we can lift the section σ to get a section σ˜ as follows:
σ˜ : DC1 × U˜0Γ→ A˜ = DC1 × U˜0Γ× GC/P+C .
Let pi3 be the projection of DC1 × U˜0Γ× GC/P+C onto GC/P+C . Therefore we get a map
η := pi3 ◦ σ˜ : DC1 × U˜0Γ→ GC/P+C .
Since σ˜ is fixed by the flow {Ψt}t∈R we get that the map η is invariant under the flow
{ψt}t∈R. Hence η(u, (x, y, t)) is independent of the variable t.
Now let γ be an infinite order element of Γ with period tγ . We notice that as ηu(γ
−, γ+, 0)
is independent of the variable t we have
γ−nηu(γ−, γ+, 0) = ηu(γ−, γ+,−ntγ) = ηu(γ−, γ+, 0)
and hence ηu(γ
−, γ+, 0) is a fixed point of γ−1. We claim that it is an attracting fixed
point. Indeed, as Ψ˜t is contracting as t goes to ∞ and as ‖.‖ is Γ-equivariant we have for
all X in Tηu(γ−,γ+,0)GC/P
+
C that
‖γ−nX‖ηu(γ−,γ+,0) = ‖X‖ηu(γn(γ−,γ+,0))
= ‖X‖ηu(γ−,γ+,ntγ)
= ‖X‖Ψ˜ntγ ηu(γ−,γ+,0) 6 Ae
−ctγn‖X‖ηu(γ−,γ+,0).
Hence for m large enough the operator norm ‖γ−m‖ < 1 and we have that there exists a
ball Bd(ηu(γ
−, γ+, 0), k0) of radius k0 around ηu(γ−, γ+, 0) for some metric d on GC/P+C
such that γ−m is contracting on the ball. Hence γ−1 is also contracting on the ball.
We call the ball Bd(ηu(γ
−, γ+, 0), k0) a basin of convergence for the action of γ−1 around
ηu(γ
−, γ+, 0). Therefore in particular for any sequence {pn}n∈N in Bd(ηu(γ−, γ+, 0), k0)
we have that
lim
n→∞ d(ηu(γ
−, γ+, 0), γ−npn) = 0.
65
Moreover, for any Γ-invariant metric d on U˜0Γ and given any z ∈ ∂∞Γ there exist tz such
that
lim
t→−∞ d(ψ˜t(γ
−, γ+, 0), ψ˜t(γ−, z, tz)) = 0.
Hence
0 = lim
n→∞ d((γ
−, γ+,−ntγ), (γ−, z, tz − ntγ))
= lim
n→∞ d(γ
−n(γ−, γ+, 0), (γ−, z, tz − ntγ))
= lim
n→∞ d((γ
−, γ+, 0), γn(γ−, z, tz − ntγ)).
Therefore if we take
pn = ηu(γ
n(γ−, z, tz − ntγ))
then the sequence is eventually in Bd(ηu(γ
−, γ+, 0), k0) and we get that
0 = lim
n→∞ d(ηu(γ
−, γ+, 0), γ−nηu(γn(γ−, z, tz − ntγ)))
= lim
n→∞ d(ηu(γ
−, γ+, 0), ηu(γ−, z, tz − ntγ)).
Now as η(u, (x, y, t)) is independent of t we get that
0 = lim
n→∞ d(ηu(γ
−, γ+, 0), ηu(γ−, z, 0))
and hence ηu(γ
−, γ+, 0) = ηu(γ−, z, 0). Moreover, as the fixed points of infinite order
elements are dense in ∂∞Γ we conclude that η(u, (x, y, t)) is independent of the variable
y. Therefore there exists a Γ-equivariant Ho¨lder transversely complex analytic map
ξ+ : DC1 × ∂∞Γ→ GC/P+C
extending the map ξ+0 . In a similar way we get that there exists a sub-disk DC2 ⊂ DC
containing 0 such that there exists a Γ-equivariant Ho¨lder transversely complex analytic
map
ξ− : DC1 × ∂∞Γ→ GC/P−C
extending the map ξ−0 .
Moreover, we recall that NC is open in XC × XC and we know that
GC/LC ∼= NC.
Hence GC/LC is an open subset of GC/P
+
C × GC/P−C . Now as
(ξ+0 , ξ
−
0 )({0} × ∂∞Γ(2)) ⊂ GC/LC,
we get that there exists a sub-disk DC0 ⊂ DC1 ∩ DC2 containing 0 such that (ξ+, ξ−)(DC0 ×
∂∞Γ(2)) ⊂ GC/LC. Therefore we have proved properties (1), (2) and (3). Now property
(4) follows from lemma 8.1.5 and this completes the proof of Theorem 8.2.2.
We now show that Theorem 8.2.1 follows from Theorem 8.2.2.
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Proof. Let {ρu}u∈D ⊂ Hom(Γ,G) be a real analytic family of homomorphisms such that
ρ0 is (G,P
±)-Anosov. We observe that a (G,P±)-Anosov representation is also a (GC,P±C )-
Anosov representation. Now on a sub-disk D3 of D, containing 0, we can extend {ρu}u∈D3
to a complex analytic family of representations {ρu}u∈DC3 ⊂ Hom(Γ,GC), where D
C
3 is the
complexification of D3. Now using theorem 8.2.2 we get that there exists a Γ-equivariant
Ho¨lder transversely complex analytic map
ξ+ : DC0 × ∂∞Γ→ GC/P+C
extending the limit map
ξ+0 : {0} × ∂∞Γ→ GC/P+C .
We claim that there exist a sub-disk D01 ⊂ D0, containing 0, such that
ξ+(D01 × ∂∞Γ) ⊂ G/P+.
Indeed, to begin with we notice that ξ+({0} × ∂∞Γ) ⊂ G/P+. Now using theorem 8.1.3
(4) we get that there exist a sub-disk DC4 ⊂ DC0 , containing 0, and a neighborhood B of
ξ+(DC4 × ∂∞Γ) such that the limit map is unique in B. Let i be the anti-holomorphic
involution on GC/P
+
C . As i is continuous and i ◦ ξ+0 = ξ+0 we obtain that there exist a
sub-disk DC5 ⊂ DC0 , containing 0, such that
i ◦ ξ+(DC5 × ∂∞Γ) ⊂ B.
We define
DC01 := DC4 ∩ DC5
and by local uniqueness of the limit map we notice that for all u in DC01 the following
holds:
i ◦ ξ+u = ξ+iu.
Now for all u in DC01 satisfying i ◦ ρu = ρu we get that u = iu and hence we conclude that
i ◦ ξ+u = ξ+u .
We also note that the restrictions of complex analytic functions to real analytic subman-
ifolds are real analytic. Therefore the map ξ+|D01 satisfies all the properties required by
Theorem 8.2.1.
8.3 Analyticity of Reparametrizations
Let U0Γ be the Gromov geodesic flow of the free group Γ and let ρ be an element of
HomM(Γ,G). Moreover, let ΣL(ρ) := Lρ(Γ)\H and Mρ := ρ(Γ)\A. Now as Γ is a free group
we have an orbit equivalent homeomorphism between U0Γ and UrecΣL(ρ). Moreover, the
flow on UrecΣL(ρ) coming from the geodesic flow on UΣL(ρ) is a Ho¨lder reparametrization
of the Gromov flow on U0Γ. Also from [18] and [17] we know that there exists an orbit
equivalent homeomorphism between UrecΣL(ρ) and UrecMρ such that the flow on UrecMρ
coming from the affine linear flow is a Ho¨lder reparametrization of the flow on UrecΣL(ρ)
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coming from the geodesic flow on UΣL(ρ). Therefore there exist an orbit equivalent home-
omorphism between U0Γ and UrecMρ such that the affine linear flow on UrecMρ is a Ho¨lder
reparametrization of the Gromov flow. Hence for any ρ ∈ HomM(Γ,G) we get a positive
Ho¨lder continuous map
fρ : U0Γ→ R
which gives the reparametrization. We recall that positivity follows from lemma 3 of [17].
We further note that for all γ ∈ Γ we have∫
γ
fρ = αρ(γ).
Proposition 8.3.1. Let {ρu}u∈D be a real analytic family of homomorphisms ρu in
HomM(Γ,G) parameterized by a disk D around 0. Then there exists a sub-disk D1 around
0 and a real analytic family
{fu : U0Γ→ R}u∈D1
of positive Ho¨lder continuous functions such that the function fu is Livˇsic cohomologous
to the function fρu.
Proof. We start by constructing the following line bundle:
B := {((X, v), PX,v,v+ , PX,v,v−) | (X, v) ∈ UA} (8.3.1)
is a line bundle over G/L. Now using proposition 6.4.2 and theorem 8.2.1 we get that there
exist a sub-disk D0 ⊂ D, containing 0, and µ-Ho¨lder transversely real analytic maps,
(ξ+, ξ−) : D0 × ∂∞Γ(2) → G/L. (8.3.2)
Let us consider the the projection map,
pi : D0 × U˜0Γ→ D0 × ∂∞Γ(2) (8.3.3)
(u, (x, y, t)) 7→ (u, (x, y))
and note that the map (ξ+, ξ−) ◦ pi is µ-Ho¨lder transversely real analytic. We take
the pullback of this map to define a µ-Ho¨lder transversely real analytic bundle B˜ :=
((ξ+, ξ−) ◦ pi)∗ B over D0 × U˜0Γ. The free group Γ acts on this bundle as follows:
γ.
(
u, (x, y, t),
(
(X, v), ξ+u (x, y, t), ξ
−
u (x, y, t)
))
:=
(
u, γ.(x, y, t),
((
ρu(γ)X, Lρu(γ)v
)
, ξ+u (γ(x, y, t)), ξ
−
u (γ(x, y, t))
))
We observe that the action of Γ gives rise to a quotient bundle Γ\B˜ over D0 × U0Γ.
Let σ be a µ-Ho¨lder transversely real analytic section of this bundle and let σ˜ be its
lift onto D0 × U˜0Γ. Let {ψ˜t}t∈R be the flow on D0 × U˜0Γ such that ψ˜t (u, (x, y, t0)) :=
(u, (x, y, t+ t0)). Also let pi1, pi2 denote the map which sends
(
(X, v), PX,v,v+ , PX,v,v−
)
to
X and v respectively. We observe that for all real number t
pi1ψ˜
∗
t σ˜(u, (x, y, t0)) =pi1σ˜(u, (x, y, t0)) (8.3.4)
+ kt(u, (x, y, t0))pi2σ˜(u, (x, y, t0))
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where kt : D0× U˜0Γ→ R is a µ-Ho¨lder transversely real analytic function and for all real
number t
pi2ψ˜
∗
t σ˜(u, (x, y, t0)) = pi2σ˜(u, (x, y, t0)). (8.3.5)
Let tγ be the period of the geodesic {(γ−, γ+, t) | t ∈ R} fixed by γ in Γ. We further
notice that
Lρu(γ)pi2σ˜(u, (γ
−, γ+, t0)) = pi2σ˜(u, γ(γ−, γ+, t0))
= pi2σ˜(u, (γ
−, γ+, t0 + tγ))
= pi2σ˜(u, (γ
−, γ+, t0)).
We also recall that pi2σ˜(0, (γ
−, γ+, t0)) = νρ0 (γ−, γ+). Therefore we deduce that
pi2σ˜(u, (γ
−, γ+, t0)) = νρu
(
γ−, γ+
)
. (8.3.6)
Furthermore, for all real number t0 and t we have,
kt+tγ (u, (γ
−, γ+, t0))pi2σ˜(u, (γ−, γ+, t0))
=(kt(u, (x, y, t0)) + αρu(γ))pi2σ˜(u, (γ
−, γ+, t0)).
Therefore we get that for all real number t0
kt+tγ (u, (γ
−, γ+, t0)) = kt(u, (γ−, γ+, t0)) + αρu(γ). (8.3.7)
We also note that for all real number t and t′ we have
kt+t′(u, (x, y, t0))pi2σ˜(u, (x, y, t0))
= kt(u, (x, y, t0 + t
′))pi2σ˜(u, (x, y, t0 + t′))
+ kt′(u, (x, y, t0))pi2σ˜(u, (x, y, t0)).
And using equation 8.3.5 we get that
kt+t′(u, (x, y, t0)) = kt(u, (x, y, t0 + t
′)) + kt′(u, (x, y, t0)). (8.3.8)
Now we fix some real number r > 0 and define
Kt(u, (x, y, t0)) := log
(∫ r+t
t exp(ks(u, (x, y, t0)))ds∫ r
0 exp(ks(u, (x, y, t0)))ds
)
.
Using equation 8.3.7 we get that
Kt+tγ (u, (γ
−, γ+, t0)) = Kt(u, (γ−, γ+, t0)) + αρu(γ). (8.3.9)
Moreover, using equation 8.3.8 we get that
Kt+t′(u, (x, y, t0)) = Kt(u, (x, y, t0 + t
′)) + Kt′(u, (x, y, t0)). (8.3.10)
Finally we define
fu(x, y, t0) :=
∂
∂t
∣∣∣∣
t=0
Kt(u, (x, y, t0)). (8.3.11)
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We notice that
∂
∂t
∣∣∣∣
t=0
Kt(u, (x, y, t0)) =
∂
∂t
∣∣∣∣
t=0
log
(∫ r+t
t exp(ks(u, (x, y, t0)))ds∫ r
0 exp(ks(u, (x, y, t0)))ds
)
=
∂
∂t
∣∣∣∣
t=0
log
(∫ r+t
t
exp(ks(u, (x, y, t0)))ds
)
=
∂
∂t
∣∣
t=0
∫ t
0 (exp(ks+r(u, (x, y, t0)))− exp(ks(u, (x, y, t0)))) ds∫ r
0 exp(ks(u, (x, y, t0)))ds
=
exp(kr(u, (x, y, t0)))− exp(k0(u, (x, y, t0)))∫ r
0 exp(ks(u, (x, y, t0)))ds
.
Therefore fu(x, y, t0) is also µ-Ho¨lder transeversely real analytic. Moreover, using equa-
tion 8.3.10 one gets
∂
∂t
∣∣∣∣
t=0
Kt(u, (x, y, t0)) =
∂
∂t
∣∣∣∣
t=t0
Kt(u, (x, y, 0)).
Hence we have∫ tγ
0
fu(γ
−, γ+, s)ds =
∫ tγ
0
∂
∂t
∣∣∣∣
t=s
Kt(u, (γ
−, γ+, 0))ds (8.3.12)
= Ktγ (u, (γ
−, γ+, 0))− K0(u, (γ−, γ+, 0))
= αρu(γ).
Therefore if u ∈ D0 then ∫
γ
fu =
∫
γ
fρu
for all γ ∈ Γ. Now using theorem 7.1.4 we deduce that fu is Livˇsic cohomologous to the
positive Ho¨lder function fρu for all u ∈ D0. Therefore for any flow invariant measure m
on U0Γ we have ∫
fudm =
∫
fρudm > 0.
Now using lemma A.1 and lemma A.2 of [17] and transverse analyticity of fu we derive
that there exist a neighborhood D1 ⊂ D0 and there exist a real number T > 0 such that
for all u ∈ D1
fTu (x, y, t0) :=
1
T
∫ T
0
fu(x, y, t0 + s)ds > 0.
Now we finish our proof by considering the collection
{fu := fTu | u ∈ D1}
and noticing that it satisfies all the required properties.
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8.4 Deformation of the cross ratio
In this section we obtain a formula for the variation of the cross ratio which is similar in
taste to the theorem 3.4.3. We start by stating an alternative version of the proposition
10.4 from [8].
Proposition 8.4.1. [Bridgeman, Canary, Labourie, Sambarino] Let % be a point in
HomS(Γ,SO
0(2, 1)). Then
lim
n→∞ (`%(γ
nηn)− `%(γn)− `%(ηn)) = log b%(η−, γ−, γ+, η+)
where `ρ(γ) is the length of the closed geodesic corresponding to %(γ).
Lemma 8.4.2. Let {ρt} be a smooth path in HomM(Γ,G). Then the following holds
lim
n→∞
d
dt
∣∣∣∣
t=0
νρt
(
(γnηn)−, (γnηn)+
)
=
d
dt
∣∣∣∣
t=0
νρt
(
η−, γ+
)
.
Moreover, the rate of convergence is exponential.
Proof. As {ρt} is a path in HomM(Γ,G) we can consider it as a path in {ρu}u∈D, a complex
analytic family in Hom(Γ,GC) parametrized by a complex disk D around 0. Using theorem
8.2.2 we get that the limit maps ξ+ and ξ− are µ-Ho¨lder transversely complex analytic.
Hence {
ξ+
(
(γnηn)−
)− ξ+ (η−)}
n∈N
is a sequence of complex analytic maps converging to zero on D. Moreover, as (γnηn)−
converges to η− at an exponential rate and the limit map ξ+ is µ-Ho¨lder we get that the
rate of convergence is exponential. Now as{
ξ+
(
(γnηn)−
)− ξ+ (η−)}
n∈N
is a sequence of complex analytic functions on D converging exponentially to zero, using
Cauchy’s Integral formula we get that the derivative of the sequence is also converging
exponentially to zero. Now restricting the limit maps on the real part we get that
lim
n→∞
d
dt
∣∣∣∣
t=0
ξ+ρt
(
(γnηn)−
)
=
d
dt
∣∣∣∣
t=0
ξ+ρt
(
η−
)
with the convergence rate being exponential. Similarly we get that
lim
n→∞
d
dt
∣∣∣∣
t=0
ξ−ρt
(
(γnηn)+
)
=
d
dt
∣∣∣∣
t=0
ξ−ρt
(
γ+
)
where the convergence rate is exponential.
Let p˜i2 be the projection from UA onto S1. We note that p˜i2 gives rise to a projection
map
pi2 : N −→ S1.
We conclude our proof by recalling from equation 8.3.6 that
νρ
(
η−, γ+
)
= pi2 ◦ (ξ+ρ , ξ−ρ )
(
η−, γ+
)
.
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Proposition 8.4.3. Let {ρt} be a smooth path in HomM(Γ,G). Also let Xρt(γ) be any
point on the unique affine line fixed by ρt(γ) where γ is in Γ. Then for all γ, η in Γ we
have
lim
n→∞ (αρt(γ
nηn)− αρt(γn)− αρt(ηn))
=
〈
Xρt(γ) −Xρt(η) | νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
)〉
,
d
dt
∣∣∣∣
t=0
〈
Xρt(γ) −Xρt(η) | νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
)〉
= lim
n→∞
d
dt
∣∣∣∣
t=0
(αρt(γ
nηn)− αρt(γn)− αρt(ηn)) .
Proof. We begin the proof by mentioning that the first identity is a variation of an identity
worked out by Charette–Drumm in [11]. In fact I use the same method used by them to
compute both the identities.
Let lρ(η) be the unique affine line fixed by ρ(η) and let l
−
ρ(γ) be the affine plane parallel
to the plane tangent to the null cone and containing lρ(γ). As the space like affine lines
lρ(η) and lρ(γ) are not parallel to each other we have that lρ(η) intersects l
−
ρ(γ) in a unique
point Qρ. Also let R be the point on lρ(γ) such that
〈R−Qρ, νρ(γ)〉 = 0
where νρ(γ) := νρ (γ
−, γ+). We note that as Qρ ∈ lρ(η) we have
Qρ − ρ(η)−nQρ = αρ(ηn)νρ(η)
and as R ∈ lρ(γ) we have
ρ(γ)nR−R = αρ(γn)νρ(γ).
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Now we observe that
αρ(γ
nηn) = 〈ρ(γ)nQρ − ρ(η)−nQρ | νρ(γnηn)〉
= 〈ρ(γ)nQρ − ρ(γ)nR− (Qρ −R) | νρ(γnηn)〉
+ 〈(Qρ − ρ(η)−nQρ) + (ρ(γ)nR−R) | νρ(γnηn)〉
= 〈(Lρ(γ)n − I) (Qρ −R) | νρ(γnηn)〉
+ 〈αρ(γn)νρ(γ) + αρ(ηn)νρ(η) | νρ(γnηn)〉.
We observe that the vector (Qρ−R) is an eigenvector of Lρ(γ) with eigenvalue λρ(γ) such
that |λρ(γ)| < 1. Therefore we get that
αρ(γ
nηn) = (λρ(γ)
n − 1) 〈Qρ −R | νρ(γnηn)〉
+ 〈αρ(γn)νρ(γ) + αρ(ηn)νρ(η) | νρ(γnηn)〉.
We recall that 〈
νρ(γ) | νρ(η−, γ+)
〉
= 1 =
〈
νρ(η) | νρ(η−, γ+)
〉
.
Hence we get
αρ(γ
nηn)− αρ(γn)− αρ(ηn)
= (λρ(γ)
n − 1) 〈Qρ −R | νρ(γnηn)〉
+ αρ(γ
n)〈νρ(γ) | νρ(γnηn)− νρ(η−, γ+)〉
+ αρ(η
n)〈νρ(η) | νρ(γnηn)− νρ(η−, γ+)〉.
Now using the fact that νρ(γ
nηn) converges exponentially to νρ(η
−, γ+), while αρ(γn) has
polynomial growth and the fact that |λρ(γ)| < 1 we obtain
lim
n→∞(αρ(γ
nηn)− αρ(γn)− αρ(ηn)) = −〈Qρ −R | νρ(η−, γ+)〉.
Moreover, using lemma 8.4.2 and the fact that |λρ(γ)| < 1 we deduce that
lim
n→∞
d
dt
∣∣∣∣
t=0
(αρt(γ
nηn)− αρt(γn)− αρt(ηn))
= − d
dt
∣∣∣∣
t=0
〈Qρt −R | νρt(η−, γ+)〉.
Finally, we conclude by observing that
〈R−Qρ | νρ(η−, γ+)〉 = 〈Xρ(γ) −Xρ(η) | νρ(η−, γ+) + νρ(η+, γ−)〉
where Xρ(γ) ∈ lρ(γ) and Xρ(η) ∈ lρ(η) are any two points for γ, η ∈ Γ.
Theorem 8.4.4. Let {%t} be a smooth path in HomS(Γ, SO0(2, 1)) such that ρ := (%0, %˙0) ∈
HomM(Γ,G) where %˙0 :=
d
dt
∣∣
t=0
%t. Then we have
〈Xρ(γ) −Xρ(η) | νρ(η−, γ+) + νρ(η+, γ−)〉
=
d
dt
∣∣∣∣
t=0
log b%t(η
−, γ−, γ+, η+)
where Xρ(γ) is any point on the unique affine line fixed by ρ(γ) and Xρ(η) is any point on
the unique affine line fixed by ρ(η).
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Proof. The result follows from using theorem 3.4.3, proposition 8.4.1, lemma 8.4.2 and
proposition 8.4.3.
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Chapter 9
Properties of the Pressure metric
9.1 The thermodynamic mapping
Let ρ ∈ HomM(Γ,G) and let hfρ be the topological entropy of the reparametrized flow
on U0Γ corresponding to the reparametrization fρ. By theorem 0.0.40 we know that the
geodesic flow on UrecMρ is metric Anosov. Hence by using proposition 7.2.1 we deduce
that hfρ is finite and positive and moreover,
hfρ = lim
T→∞
1
T
log
(
#
{
[γ] ∈ O(Γ) |
∫
γ
fρ 6 T
})
where O(Γ) is the set of closed orbits of U0Γ. We also recall that for all γ ∈ Γ∫
γ
fρ = αρ(γ).
Therefore we see that hfρ only depends on the Livˇsic cohomology class of fρ. Hence we
denote hfρ by hρ and we get that
hρ = lim
T→∞
1
T
log (# {[γ] ∈ O(Γ) | αρ(γ) 6 T}) . (9.1.1)
Now using proposition 7.4.5 and proposition 8.3.1 we deduce that the map
h : HomM(Γ,G) −→ R (9.1.2)
ρ 7−→ hρ
is analytic. We recall that the Gromov flow ψ on the compact metric space U0Γ is
Ho¨lder. Now using lemma 7.1.3 and proposition 8.3.1 we deduce that the pressure of the
map −hρfρ is zero with respect to the Gromov flow ψ. Let H(U0Γ) be the set of all Livˇsic
cohomology classes of pressure zero functions.
Definition 9.1.1. We define the thermodynamic mapping as follows,
T : Hom(Γ,G) −→ H(U0Γ)
ρ 7−→ [−hρfρ].
Lemma 9.1.2. The map T is analytic.
Proof. The result follows from proposition 8.3.1 and the fact that the entropy funtion is
also analytic.
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9.2 The Pressure metric
Let I(f, g) be the intersection number of the two reparametrizations f and g. As our flow
is metric Anosov, using theorem 7.2.3 and equation 7.1.1 we get that
I(fρ1 , fρ2) = lim
T→∞
1
#RT (ρ1)
∑
[γ]∈RT (ρ1)
αρ2(γ)
αρ1(γ)
where RT (ρ1) := {[γ] ∈ O(Γ) | αρ1(γ) 6 T}. And using proposition 7.4.5 and proposition
8.3.1 we notice that the map I is analytic. Let us define
Jρ1(ρ2) := I(ρ1, ρ2)
hρ2
hρ1
.
Now using propositions 7.3.3, 7.4.1 and 7.4.4 we get the following result.
Proposition 9.2.1. Let ρ1, ρ2 ∈ HomM(Γ,G). Then Jρ1(ρ2) > 1. Now if Jρ1(ρ2) = 1
then there exist a positive real number c such that
cαρ1(γ) = αρ2(γ)
for all γ ∈ Γ. Moreover, if {ρt} is a smooth path in HomM(Γ,G) then
∂2
∂t2
∣∣∣∣
t=0
Jρ0(ρt) = 0
if and only if ddt
∣∣
t=0
hρtfρt is Livˇsic cohomologous to zero.
Definition 9.2.2. Let ρ ∈ HomM(Γ,G) and let v, w ∈ TρHomM(Γ,G). We define
Pρ(v, w) := D
2
ρJρ(v, w).
The map P is called the pressure form on HomM(Γ,G).
Remark 9.2.3. We notice that by proposition 9.2.1 the pressure form P on HomM(Γ,G)
is non-negative definite.
9.3 Vectors with Pressure norm zero
In this section we will describe the zero vectors of the pressure norm.
Proposition 9.3.1. Let {ρt} be a smooth path in HomM(Γ,G) with ddt
∣∣
t=0
ρt = v. If
Pρ(v, v) = 0 and
d
dt
∣∣
t=0
hρt = 0 then for all γ in Γ
d
dt
∣∣∣∣
t=0
αρt(γ) = 0.
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Proof. We start by using proposition 9.2.1 and notice that ddt
∣∣
t=0
hρtfρt is Livˇsic cohomol-
ogous to zero. Hence for all closed orbits [γ] ∈ O(Γ) we have that∫
γ
d
dt
∣∣∣∣
t=0
hρtfρt = 0.
Now we observe that
0 =
∫
γ
d
dt
∣∣∣∣
t=0
hρtfρt =
∫
γ
(
d
dt
∣∣∣∣
t=0
hρt
)
fρ0 +
∫
γ
hρ0
(
d
dt
∣∣∣∣
t=0
fρt
)
= hρ0
∫
γ
d
dt
∣∣∣∣
t=0
fρt = hρ0
d
dt
∣∣∣∣
t=0
∫
γ
fρt = hρ0
d
dt
∣∣∣∣
t=0
αρt(γ).
We conclude by recalling that the entropy hρ0 is positive and hence our result follows.
Lemma 9.3.2. If for all γ ∈ Γ we have ddt
∣∣
t=0
αρt(γ) = 0 then for all γ, η ∈ Γ we have
d
dt
∣∣∣∣
t=0
bρt
(
η+, γ−, γ+, η−
)
= 0.
Proof. Using proposition 8.4.3 we get that
d
dt
∣∣∣∣
t=0
〈
Xρt(γ) −Xρt(η) | νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
)〉
= 0
and also
d
dt
∣∣∣∣
t=0
〈
Xρt(γ) −Xρt(η) | νρt
(
η+, γ+
)
+ νρt
(
η−, γ−
)〉
= 0.
Now using identities 2.4.5, 2.4.7 and 2.4.9 we get that
bρt
(
η+, γ−, γ+, η−
) (
νρt
(
η+, γ+
)
+ νρt
(
η−, γ−
))
= bρt
(
η−, γ−, γ+, η+
) (
νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
))
=
(
1− bρt
(
η+, γ−, γ+, η−
)) (
νρt
(
η−, γ+
)
+ νρt
(
η+, γ−
))
.
Therefore we deduce that
d
dt
∣∣∣∣
t=0
bρt
(
η+, γ−, γ+, η−
)
= 0
for all γ, η ∈ Γ.
Proposition 9.3.3. Let {ρt} be a smooth path in HomM(Γ,G) with ddt
∣∣
t=0
ρt = ρ˙0. If
Pρ0(ρ˙0, ρ˙0) = 0 and
d
dt
∣∣
t=0
hρt = 0 then
[ρ˙0] = 0
in H1ρ0 (Γ, g) where g is the Lie algebra of the Lie group G and H
1
ρ0 (Γ, g) is the group
cohomology.
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Proof. Using proposition 9.3.1 and lemma 9.3.2 we get that
d
dt
∣∣∣∣
t=0
bρt
(
η+, γ−, γ+, η−
)
= 0
for all γ, η ∈ Γ. Now using proposition 10.1 of [8] we deduce that[
d
dt
∣∣∣∣
t=0
Lρt
]
= 0
in H1Lρ0 (Γ, so(2, 1)). Therefore without loss of generality we can take
Lρt = Lρ0
for all t. Now again using proposition 9.3.1 we get that
d
dt
∣∣∣∣
t=0
〈
uρt(γ) | νρt
(
γ−, γ+
)〉
= 0
for all γ ∈ Γ. We notice that νρ only depends on Lρ. Therefore
νρt = νρ0
for all t and we obtain 〈
d
dt
∣∣∣∣
t=0
uρt(γ) | νρ0
(
γ−, γ+
)〉
= 0
for all γ ∈ Γ. Now using theorem 1.2 of [11] we deduce that[
d
dt
∣∣∣∣
t=0
uρt
]
= 0
in H1Lρ0 (Γ, so(2, 1)). Hence it follows that[
d
dt
∣∣∣∣
t=0
(Lρt , uρt)
]
= [ρ˙0] = 0
in H1ρ0 (Γ, g).
9.4 Margulis Multiverse
Let hρ be the topological entropy related to a representation ρ ∈ HomM(Γ,G). We recall
from equation 9.1.1 that
hρ = lim
T→∞
1
T
log (# {[γ] ∈ O(Γ) | αρ(γ) 6 T}) . (9.4.1)
Moreover, we also recall that the map
h : HomM(Γ,G) −→ R (9.4.2)
ρ 7−→ hρ
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is analytic. Now we define the constant entropy sections of HomM(Γ,G) for any positive
real number k as follows:
HomM(Γ,G)k := {ρ ∈ HomM(Γ,G) | hρ = k} . (9.4.3)
We note that if (%, u) is in HomM(Γ,SO
0(2, 1)nR3) = HomM(Γ,G) then so is (%, cu) where
c is some positive real number.
Lemma 9.4.1. Let (%, u) be in HomM(Γ, SO
0(2, 1)nR3) then for any positive real number
c we have
h(%,cu) =
1
c
h(%,u) .
Proof. Using the definition of the Margulis invariant we have that
α(%,cu)(γ) = 〈cu(γ) | ν% (γ)〉
= c 〈u(γ) | ν% (γ)〉 = c α(%,u)(γ) .
where ν% (γ) := ν% (γ
−, γ+). Now using equation 9.4.1 we get that
h(%,cu) = lim
T→∞
1
T
log
(
#
{
γ ∈ Γ | α(%,cu)(γ) 6 T
})
= lim
T→∞
1
T
log
(
#
{
γ ∈ Γ | α(%,u)(γ) 6
T
c
})
=
1
c
lim
T→∞
1
T
log
(
#
{
γ ∈ Γ | α(%,u)(γ) 6 T
})
=
1
c
h(%,u) .
Proposition 9.4.2. Let HomM(Γ,G)k be a constant entropy section for some real number
k then HomM(Γ,G)k is a codimension one analytic submanifold of HomM(Γ,G).
Proof. We consider the analytic map h and using lemma 9.4.1 notice that
d
dt
∣∣∣∣
t=0
h
(
%,
1
1 + t
u
)
= h(%, u)
d
dt
∣∣∣∣
t=0
(1 + t) 6= 0.
Hence Rk(D(%,u)h) = 1. Now using the Implicit function theorem we conclude that
HomM(Γ,G)k = h
−1(k) is an analytic submanifold of HomM(Γ,G) with codimension 1.
Remark 9.4.3. The following map
Ik : HomM(Γ,G)1 −→ HomM(Γ,G)k
(%, u) 7−→
(
%,
1
k
u
)
gives an analytic isomorphism between HomM(Γ,G)1 and HomM(Γ,G)k.
Proposition 9.4.4. The space HomM(Γ,G) is analytically isomorphic to the product space
HomM(Γ,G)1 × R.
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Proof. We define two analytic maps as follows
h : HomM(Γ,G) −→ HomM(Γ,G)1 × R
ρ = (%, u) 7−→ (%, hρu)
and
h′ : HomM(Γ,G)1 × R −→ HomM(Γ,G)
((%, u), r) 7−→
(
%,
1
r
u
)
.
We conclude our result by observing that h′ ◦ h = Id and h ◦ h′ = Id.
Definition 9.4.5. We define the Margulis multiverse with entropy k to be
Mk := HomM(Γ,G)k/∼
where k is a positive real number and ρ1 ∼ ρ2 if and only if ρ1 is a conjugate of ρ2 by
some element of the group G = SO0(2, 1)nR3.
9.5 Riemannian metric on Margulis Multiverse
In this section we finally prove that the pressure metric P restricted to the constant entropy
sections of HomM(Γ,G) is Riemannian.
Proof of Theorem 0.0.42. We consider the definition 9.4.5 and observe that the result
follows from proposition 9.3.3 and proposition 9.4.2.
Proof of Theorem 0.0.43. Let ρ = (Lρ, uρ) be a point in HomM(Γ,G) and for  > 0 let
{ρt := (Lρ, (1 + t)uρ)}t∈(−,)
be a smooth path in HomM(Γ,G). We notice that if f0 is a reparametrization coming from
ρ then
ft := (1 + t)f0
is a reparametrization which comes from ρt. We also notice that the entropy
hρt =
hρ
1 + t
.
Therefore we get
d
dt
∣∣∣∣
t=0
hρtfρt =
d
dt
∣∣∣∣
t=0
hρfρ = 0.
Hence by proposition 9.2.1 we get that P(ρ˙0, ρ˙0) = 0 where ρ˙0 :=
d
dt
∣∣
t=0
ρt and [ρ˙0] 6= 0
in H1ρ0 (Γ, g). Now using remark 9.2.3 we conclude that P has signature (dim(M) − 1, 0)
over the moduli space M.
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