Approximate nearest neighbor search (ϵ-ANN) in high dimensions has been mainly addressed by Locality Sensitive Hashing (LSH), which has complexity with polynomial dependence in dimension, sublinear query time, but subquadratic space requirement. We introduce a new "low-quality" embedding for metric spaces requiring that, for some query, there exists an approximate nearest neighbor among the pre-images of its k > 1 approximate nearest neighbors in the target space. In Euclidean spaces, we employ random projections to a dimension inversely proportional to k.
INTRODUCTION
Nearest neighbor searching is a fundamental computational problem with several applications in Computer Science and beyond. Let us focus on the Euclidean version of the problem.
Let X be a set of n points in d-dimensional Euclidean space d 2 . We denote by · the inherent Euclidean norm. The problem consists in building a data structure such that for any query point q, one may report a point p ∈ X for which p − q ≤ p − q , for all p ∈ X ; then, p is said to be a nearest neighbor of q. In exact solution to high-dimensional nearest neighbor, search in sublinear time requires prohibitively heavy resources. Thus, most approaches focus on the less demanding and more relevant task of computing the approximate nearest neighbor, or ϵ-ANN. Given a real parameter ϵ ∈ (0, 1), a (1 + ϵ )-approximate nearest neighbor to a query point q ∈ R d is a point p ∈ X such that q − p ≤ (1 + ϵ ) · q − p , for all p ∈ X .
Hence, under approximation, the answer can be any point whose distance from q is at most (1 + ϵ ) times larger than the distance between q and its true nearest neighbor. The corresponding augmented decision problem (with witness) is known as the near neighbor problem, defined as follows.
Definition 1 ((ϵ, R)-ANN Problem).
Let X ⊆ R d and |X | = n. Given ϵ > 0, R > 0, build a data structure for which for any query q ∈ R d , -if ∃p * ∈ X s.t. p * − q ≤ R, then it returns any point p ∈ X s.t. p − q ≤ (1 + ϵ ) · R, -if ∀p ∈ X , p − q > (1 + ϵ ) · R, then report "Fail."
It is known that one can solve, logarithmically, many instances of the decision problem with witness and obtain a solution for the ϵ-ANN problem.
Our Contribution. Deterministic space partitioning techniques, such as kd-trees, Balanced BoxDecomposition (BBD)-trees, and approximate Voronoi diagrams, perform well in solving ϵ-ANN when the dimension is relatively low, but are affected by the curse of dimensionality. To address this issue, randomized methods have been proposed, such as Locality Sensitive Hashing (LSH), which are more efficient when the dimension is high. One might try applying the celebrated Johnson-Lindenstrauss Lemma, followed by standard space partitioning techniques, but the properties of the projected pointset are too strong for designing an overall efficient ϵ-ANN search method (cf. Section 2).
We introduce a notion of "low-quality" randomized embeddings and we employ standard random projections à la Johnson-Lindenstrauss in order to define a mapping from d 2 to d 2 , for
such that an approximate nearest neighbor of the query lies among the pre-images of k approximate nearest neighbors in the projected space. This observation allows us to combine random projections with the bucketing method [23] , and obtain a randomized data structure with optimal space and sublinear query for the augmented decision problem.
In particular, after a random projection to d 2 , we simply employ a grid with cell width ϵ/ √ d , and for each query, we explore cells inside the approximate Euclidean ball of size O (1/ϵ ) d . The query stops after having examined k candidate points. This is the topic of Section 4, and Theorem 15 states that there exists a randomized data structure for the (ϵ, R)-ANN problem, with linear space, linear preprocessing time, and query time O (dn ρ ), where ρ = 1 − Θ(ϵ 2 /log(1/ϵ )). For each query q ∈ R d , preprocessing succeeds with constant probability and can be amplified by repetition.
We are able to extend our results to doubling subsets of 2 (see Section 4.2) by applying our approach to an r -net of the input pointset. The resulting data structure has linear space, preprocessing time, which depends on the time required to compute an r -net, and query time (2/ϵ ) O (ddim(X )) , where ddim(X ) is the doubling dimension of X .
Our ideas directly extend to the ϵ-ANN problem by building a BBD tree in the projected ddimensional space. This achieves bounds that are weaker than the ones obtained through the (ϵ, R)-ANN solution, but the algorithm is very simple and quite interesting in practice, since reducing ϵ-ANN to (ϵ, R)-ANN is nontrivial and typically avoided in implementations. The main result of Section 5 is Theorem 20, which offers a randomized algorithm for the ϵ-ANN problem with optimal O (dn) space, and query time in O (dn ρ log n), where ρ = 1 − Θ(ϵ 2 / ln ln n), for ϵ ∈ (0, 1/2]. The total preprocessing time is O (dn log n). For each query q ∈ R d , the preprocessing phase succeeds with constant probability.
This direct approach is extended to finite subsets of 2 with bounded expansion rate c (see Section 5.2). The pointset is now mapped to a space of dimension O (log c), and each query costs roughly O ((c log log c )d log n).
We implement our low-quality embedding method in C++ and present experimental results in up to 960 dimensions and 10 6 points. Our experiments, based on synthetic and real datasets, validate our approach and our theoretical analysis. Besides showing that our embedding has the desired properties in practice, especially those of Lemma 19, we also implement our overall approach for ϵ-ANN using the nanoflann 1 library for kd-trees (with backtrack) to solve the problem in projected space. We compare to a multi-probe LSH implementation, namely FALCONN (FAst Lookups of Cosine and Other Nearest Neighbors). Our approach, despite its simplicity, can be competitive in practice to this state-of-the-art, optimized library.
One set of synthetic input, along with the queries, follows the "planted nearest neighbor model," specified in Section 6; in another scenario, we assume that the near neighbors of each query point follow the Gaussian distribution. The real datasets are all image sets, such as the ANN_SIFT1M [27] 2 dataset, which contains a collection of 1 million vectors in 128 dimensions that represent images; other image datasets are smaller but in high dimension.
The notation of key quantities is the same throughout the article. The article extends and improves ideas from Ref. [3] , except for Section 4, which is entirely new: the latter achieves better complexity bounds with a conceptually simpler data structure.
Article Organization. The next section offers a survey of existing techniques. Section 3 introduces our embeddings to a dimension lower than predicted by the Johnson-Linderstrauss Lemma. Section 4 states our main result for the (ϵ, R)-ANN problem in 2 and an extension to doubling subsets of 2 . Section 5 states a weaker, yet practical result on ϵ-ANN in 2 , and an extension to pointsets with bounded expansion rate. Section 6 presents experiments to validate our approach.
We conclude with open questions.
EXISTING WORK
This section details the relevant results that existed prior to this work.
As mentioned above, an exact solution to high-dimensional nearest neighbor search, in sublinear time, requires heavy resources. One notable approach to the problem [32] shows that nearest neighbor queries can be answered in O (d 5 log n) time, using O (n d +δ ) space, for arbitrary δ > 0.
In Arya et al. [10] , they introduced the BBD trees. BBD-trees achieve query time O (c log n) with c ≤ d/2 1 + 6d/ϵ d , using space in O (dn), and preprocessing time in O (dn log n). BBD-trees 18:4 E. Anagnostopoulos et al.
can be used to retrieve the k ≥ 1 approximate nearest-neighbors at an extra cost of O (d log n) per neighbor. BBD-trees have proved to be very practical, as well, and have been implemented in software library ANN.
Another relevant data structure is the Approximate Voronoi Diagrams (AVD). They are shown to establish a tradeoff between the space complexity of the data structure and the query time it supports [9] . With a tradeoff parameter 2 ≤ γ ≤ 1 ϵ , the query time is in O (log(nγ ) + 1/(ϵγ )
2 ) and the space in O (nγ d −1 log 1 ϵ ). They are implemented on a hierarchical quadtree-based subdivision of space into cells, each storing a number of representative points, such that for any query point lying in the cell, at least one of the representatives is an approximate nearest neighbor. Further improvements to the space-time tradeoffs for ANN are obtained in Arya et al. [8] .
One might apply the Johnson-Lindenstrauss Lemma and map the points to O (ϵ −2 log n) dimensions with distortion equal to 1 + ϵ aiming at improving complexity. In particular, AVD combined with the Johnson-Lindenstrauss Lemma have query time polynomial in log n, d, and 1/ϵ but require n O (log(1/ϵ )/ϵ 2 ) space, which is prohibitive if ϵ 1. Notice that we relate the approximation error with the distortion for simplicity. Our approach (Theorem 15) requires O (dn) space and has query time O (dn ρ ), where ρ ≈ 1 − ϵ 2 /log(1/ϵ ).
In high dimensional spaces, classic space partitioning data structures are affected by the curse of dimensionality, as illustrated above. This means that when the dimension increases, either the query time or the required space increases exponentially. An important method conceived for high dimensional data is LSH. LSH induces a data independent random partition and is dynamic, since it supports insertions and deletions. It relies on the existence of locality sensitive hash functions, which are more likely to map similar objects to the same bucket. The existence of such functions depends on the metric space. In general, LSH requires roughly O (dn 1+ρ ) space and O (dn ρ ) query time for some parameter ρ ∈ (0, 1). It has been shown [4] that in the Euclidean case, one can have ρ = 1/(1 + ϵ ) 2 , which matches the lower bound of hashing algorithms proved in O'Donnell et al. [33] . Lately, it was shown that it is possible to overcome this limitation by switching to a datadependent scheme, which achieves ρ = + o(1) [7] . For practical applications, memory consumption is often a limitation. Most of the previous work in the (near) linear space regime dn 1+o (1) focuses on the case that ϵ is greater than 0 by a constant term. One approach [34] achieves query time proportional to dn O (1/(1+ϵ )) , which is sublinear only when ϵ is large enough. The query time was later improved [4] to dn O (1/(1+ϵ ) 2 ) , which is also sublinear only for large enough ϵ. Smooth space-time tradeoffs in the work of Kapralov [29] also led to a data structure with near linear space and query time O (dn 4/(2+2ϵ +ϵ 2 ) ). For comparison, in Theorem 15, we show that it is possible to use near linear space, with query time roughly O (dn ρ ), where ρ ≈ 1 − ϵ 2 /log(1/ϵ ), achieving sublinear query time even for small values of ϵ.
After the original submission of this article, a better query time of O (n 1−4ϵ 2 +O (ϵ 3 ) ) has been established [6] . The bound has been shown to be optimal for a large class of data structures. Despite the fact that our algorithm is sub-optimal, it is simpler and easier to implement. Heuristics, which are related to our method, have been successful in practice [35] .
A significant amount of work has been done for pointsets with low doubling dimension. For any finite metric space X of doubling dimension dim(X ), there exists a data structure [24] with expected preprocessing time O (2 dim(X ) n log n), space usage O (2 dim(X ) n), and query time O (2 dim(X ) log n + ϵ −O (dim(X )) ). In Indyk and Naor [26] , a new notion of nearest neighbor preserving embeddings has been presented. Moreover, it has been proven that in this context we can achieve dimension reduction, which only depends on the doubling dimension of the dataset. Naturally, such an approach can be easily combined with any known data structure for ϵ-ANN.
Random projection trees [15] have been shown to adapt to pointsets of low doubling dimension. Like kd-trees, every split partitions the pointset into subsets of roughly equal cardinality. Unlike kd-trees, the space is split with respect to a random direction, not necessarily parallel to the coordinate axes. Under certain assumptions, random projection trees serve as an efficient nearest neighbor data-structure [17] . Classic kd-trees also adapt to the doubling dimension of randomly rotated data [36] . However, for both techniques, no related worst-case guarantees about the efficiency of ϵ-ANN search were given.
In Karger and Ruhl [30] , a different notion of intrinsic dimension has been introduced; namely the expansion rate c, which is formally defined in Section 5.2. The doubling dimension is a more general notion of intrinsic dimension in the sense that, when a finite metric space has bounded expansion rate, then it also has bounded doubling dimension, but the converse does not hold [21] . Several efficient solutions are known for metrics with bounded expansion rate, including for the problem of exact nearest neighbor. One such solution [31] provides with a data-structure that requires c O (1) n space and answers queries in c O (1) ln n. Moreover, Cover Trees [14] require O (n) space and each query costs O (c 12 log n) time for exact nearest neighbors. In Theorem 23, we present a data structure for the ϵ-ANN problem with linear space and O ((c log log c ) · d · log n)) query time. The result concerns pointsets in d-dimensional Euclidean space.
One related problem is that of computing (1 + ϵ )-approximate r -nets. In Har-Peled and Mendel [24] , they show that an approximate net hierarchy for an arbitrary finite metric X , such that |X | = n, can be computed in O (2 dim(X ) n log n). This is satisfactory when doubling dimension is constant, but requires a vast amount of resources when it is high. In the latter case, one approach is that of Eppstein et al. [19] , which uses LSH and requires time O (n 1+1/(1+ϵ ) 2 +o (1) ). When ϵ is small enough, time complexity can be improved to O (n 2−Θ( √ ϵ ) [11] , without using LSH.
LOW QUALITY RANDOMIZED EMBEDDINGS
This section examines standard dimensionality reduction techniques and extends them to approximate embeddings optimized to our setting.
In the sequel, we denote by · the Euclidean norm and by | · | the cardinality of a set. An embedding is oblivious when it can be computed for any point of a dataset or query set, without knowledge of any other point in these sets.
In Abraham et al. [1] , they consider non-oblivious embeddings from finite metric spaces with small dimension and distortion, while allowing a constant fraction of all distances to be arbitrarily distorted. In Bartal et al. [13] , they present non-oblivious embeddings for the 2 case, which preserve distances in local neighborhoods. In Gottlieb and Krauthgamer [20] , they provide a nonoblivious embedding, which preserves distances up to a given scale and the target dimension mainly depends on ddim(X ) with no dependence on |X |. In general, embeddings based on probabilistic partitions are not oblivious. In Bartal and Gottlieb [12] , they solve ANN in p spaces, for 2 < p < ∞, by oblivious embeddings to ∞ or 2 .
But, it is not obvious how to use a non-oblivious embedding in the scenario in which we preprocess a dataset and we expect a query to arrive. Therefore, we focus on oblivious embeddings.
Let us now revisit the classic Johnson-Lindenstrauss Lemma:
In the initial proof [28] , they show that this can be achieved by orthogonally projecting the pointset on a random linear subspace of dimension d . In Dasgupta and Gupta [16] , they provide a proof based on elementary probabilistic techniques; see also Lemma 7. In Indyk and Motwani [25] , they prove that it suffices to apply a Gaussian matrix G on the pointset. G is a d × d matrix with each of its entries independent random variables given by the standard normal distribution N (0, 1). Instead of a Gaussian matrix, we can even apply a matrix whose entries are independent random variables with uniformly distributed values in {−1, 1} [2] .
However, it has been realized that this notion of randomized embedding is stronger than what is required for ϵ-ANN. The following has been introduced in Indyk and Naor [26] and focuses on the distortion of the nearest neighbor.
be metric spaces and X ⊆ Y . A distribution over mappings f : Y → Z is a nearest-neighbor preserving embedding with distortion D ≥ 1 and probability of correctness P ∈ [0, 1] if, ∀ϵ ≥ 0 and ∀q ∈ Y , with probability at least P, when x ∈ X is such that
Let us now consider a closely related problem. While in ϵ-ANN we search one point that is approximately nearest, in the k approximate nearest neighbors problem, or ϵ-kANNs, we seek an approximation of the k-nearest points, in the following sense. Let X be a set of n points in R d , let q ∈ R d , and 1 ≤ k ≤ n. The problem consists in reporting a sequence S = {p 1 , . . . ,p k } of k distinct points such that the i-th point p i is an (1 + ϵ )-approximation to the i-th nearest neighbor of q. Furthermore, the following assumption is satisfied by the search routine of certain tree-based data structures, such as BBD-trees.
Assumption 4. The ϵ-kANNs search algorithm visits a set S of points in
Assuming the existence of a data structure that solves ϵ-kANNs and satisfies Assumption 4, we propose to weaken Definition 3 as follows.
be metric spaces and X ⊆ Y . A distribution over mappings f : Y → Z is a locality preserving embedding with distortion D ≥ 1, probability of correctness P ∈ [0, 1], and locality parameter k if, ∀ϵ ≥ 0 and ∀q ∈ Y , with probability at least P, when
According to this definition, we can reduce the problem of ϵ-ANN in dimension d to the problem of computing k approximate nearest neighbors in dimension d < d.
We employ the Johnson-Lindenstrauss dimensionality reduction technique and, more specifically, the proof in Ref. [16] .
Remark 6. In the statements of our results, we assume ϵ < 1 and we use the term (1 + ϵ ) 2 or (1 + ϵ ) 3 for the sake of simplicity. Notice that we can replace
Lemma 7 [16] . There exists a distribution over linear maps A :
Now, a simple calculation shows the following.
The following inequality shall be useful. Similar inequalities often appear in the literature, but we prove it for completeness. Lemma 9. For all i ∈ N, ϵ ∈ (0, 1/2], the following holds:
. Then, we examine its derivative:
Since ϵ > 0, we need to examine
The last inequality holds when ϵ ≤ z, where
We are now ready to prove the main theorem of this section. 2 , and probability of success 2/3.
Theorem 10. Under the notation of Definition 5, there exists a randomized mapping
Proof. Let X be a set of n points in R d and consider map
where A is a matrix chosen from a distribution as in Lemma 7. Without loss of generality, the query point q lies at the origin and its nearest neighbor u lies at distance 1 from q. We denote by c ≥ 1 the approximation ratio guaranteed by the assumed data structure (see Assumption 4) . That is, the assumed data structure solves the (c − 1)-kANNs problem. Let N be the random variable whose value indicates the number of "bad" candidates, that is
where we define
Hence, by Lemmas 7 and 9,
The event of failure is defined as the disjunction of two events:
and its probability is at most equal to 
In addition,
and with probability at least 2/3, the following two events occur:
Let us consider the case when the random experiment succeeds, and let
If f (u) ∈ S, then S contains the projection of the nearest neighbor. If f (u) S, then if f (u) S , we have the following:
which means that there exists at least one point
Hence, f satisfies Definition 5 for D = (1 + ϵ ) 2 and the theorem is established.
Theorem 10 essentially translates the ϵ-ANN problem to the ϵ-kANNs problem. While this is convenient in practice, better bounds can be achieved when working with the (ϵ, R)-ANN problem.
APPROXIMATE NEAR NEIGHBOR
This section combines the ideas developed in Section 3 with a simple, auxiliary data structure, namely the grid, yielding an efficient solution for the augmented decision (ϵ, R)-ANN problem. In the following, theÕ (·) notation hides factors polynomial in 1/ϵ and log n.
The data structure succeeds if it indeed answers the approximate decision problem for query q. Building a data structure for the Approximate Nearest Neighbor Problem reduces to building several data structures for the decision (ϵ, R)-ANN problem. For completeness, we include the corresponding theorem.
Theorem 11 [23, Thm 2.9] . Let P be a given set of n points in a metric space, and let c = 1 + ϵ > 1, f ∈ (0, 1), and γ ∈ (1/n, 1) be prescribed parameters. Assume that we are given a data structure for the (ϵ, R)-ANN that uses space S (n, c, f ), has query time Q (n, c, f ), and has failure probability f . Then, there exists a data structure for answering c (1 + O (γ ))-approximate nearest neighbor queries in time O (log n)Q (n, c, f ) with failure probability O ( f log n). The resulting data structure uses O (S (n, c, f )/γ · log 2 n) space.
A natural generalization of the (ϵ, R)-ANN problem is the k-Approximate Near Neighbors Problem, denoted (ϵ, R)-kANNs.
Definition 12 ((ϵ, R)-kANNs Problem).
Let X ⊂ R d and |X | = n. Given ϵ > 0, R > 0, build a data structure which, for any query q ∈ R d :
The following algorithm is essentially the bucketing method that is described in Har-Peled et al. [23] and concerns the case k = 1. We define a uniform grid of side length ϵ/ √ d on R d . Clearly, the distance between any two points belonging to one grid cell is at most ϵ. Assume r = 1. For each
In Har-Peled et al. [23] , they show that |B q | ≤ (C/ϵ ) d , where c = 1 + ϵ. Hence, the query time is the time to compute the hash function, retrieve near cells, and report the k neighbors:
The required space usage is O (dn). Furthermore, we are interested in optimizing this constant C. The bound on |B q | follows from the following fact:
is the volume of the ball with radius R in d 2 , and R =
Hence, C ≤ 9.
Theorem 13. There exists a data structure for Problem 12 with required space O (dn) and query time O
The following theorem is an analogue of Theorem 10 for the Approximate Near Neighbor Problem. Proof. The theorem can be seen as a direct implication of Theorem 10. The proof is indeed the same.
Let X be a set of n points in R d and consider map
where A is a matrix chosen from a distribution as in Lemma 7. Let u ∈ X be a point at distance 1 from q and assume, without loss of generality, that lies at the origin. Let N be the random variable whose value indicates the number of "bad" candidates, that is
where we define β = c (1 + ϵ ), γ = c (1 + ϵ ) 2 . Hence, by Lemmas 7 and 9,
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The probability of failure is at most equal to
by applying again Lemma 7. Now, we bound these two terms for d ≥ 2 ln( 6n k )/ϵ 2 . By Markov's inequality,
Hence, there exists d such that
and with probability at least 2/3, these two events occur: 2 We are about to show what Theorems 13 and 14 imply for the (ϵ, R)-ANN problem.
Finite Subsets of

Theorem 15. There exists a data structure for the (ϵ, R)-ANN problem with O (dn) required space and preprocessing time, and query timeÕ
and for
Since, the data structure succeeds only with probability 9/10, it suffices to build it O (log n) times in order to achieve high probability of success. 2 In this section, we apply our ideas to pointsets with bounded doubling dimension, in order to obtain non-linear randomized embeddings for the (ϵ, R)-ANN problem.
The Case of Doubling Subsets of
Definition 16.
The doubling dimension of a metric space M is the smallest positive integer ddim(M ) such that every set S with diameter D S can be covered by 2 ddim(M ) (the doubling constant) sets of diameter D S /2. Now, let X ⊂ R d s.t. |X | = n and X has doubling constant λ X = 2 ddim(X ) . Consider also S i ⊆ X with diameter 2r i . Then, we need λ log 8r i ϵ X tiny balls b ϵ ⊆ X of diameter ϵ/4 in order to cover S i . We can assume that R = 1, since we can scale X . The idea is that we first compute X ⊆ X , which satisfies the following two properties:
This is an r -net for X for r = ϵ/8. The obvious naive algorithm computes X in O (n 2 ) time. Better algorithms exist for the case of low-dimensional Euclidean space [22] . Approximate r -nets can be also computed in time 2 O (ddim(X )) n log n for doubling metrics [24] , assuming that the distance can be computed in constant time.
Then, for X , we know that each S i ⊆ X contains ≤ λ Proof. Once again, we proceed in the same spirit as in the proof of Theorem 10. Let X be an ϵ/8-net of X . Let r i = 2 i+1 (1 + ϵ ) for i ≥ 0 and let B p (r ) ⊆ X denote the points of X lying in the closed ball centered at p with radius r . We assume 0 < ϵ ≤ 1/2 and we define:
We make use of Corollary 8.
.
The number of grid cells of sidewidth ϵ/ √ d intersected by a ball of radius 1 in R d is also (2/ϵ ) O (ddim(X )) . Notice, that if there exists a point in X that lies at distance 1 from q, then there exists a point in X that lies at distance 1 + ϵ/8 from q. Finally, the probability that the distance between the query point q and one approximate near neighbor gets arbitrarily expanded is less than λ −Θ(ϵ 2 ) X . Now, using the above ideas, we obtain a data structure for the (ϵ, R)-ANN problem.
Theorem 18. There exists a data structure that solves the (ϵ, R)-ANN problem, which requires space and preprocessing time O (dn) and the query costs
For fixed q ∈ R d , the building process of the data structure succeeds with constant probability.
APPROXIMATE NEAREST NEIGHBOR SEARCH
This section combines tree-based data structures, which solve ϵ-kANNs with the results of Section 3 in order to obtain a randomized data structure which solves ϵ-ANN. The main result of this section does not rely on an efficient reduction from the (ϵ, R)-ANN problem, and hence, it is simpler to implement. On the other hand, the obtained bounds are weaker than those of Section 4.
Finite Subsets of 2
This section examines the general case of finite subsets of 2 . BBD-trees [10] require O (dn) space, and allow computing k points, which are log n) . Notice, that BBD-trees satisfy Assumption 4.
The algorithm for the ϵ-kANNs search visits cells in increasing order with respect to their distance from the query point q. If the current cell lies at distance more than r k /c, where r k is the current distance to the kth nearest neighbor, the search terminates. We apply the random projection for distortion D = 1 + ϵ, thus relating approximation error to the allowed distortion; this is not required but simplifies the analysis.
Moreover, k = n ρ ; the formula for ρ < 1 is determined below. Our analysis then focuses on the asymptotic behavior of the term O ( 1 + 6
Lemma 19. With the above notation, for fixed ϵ ∈ (0, 1), there exists k > 0 s.t., it holds that 1 + 6 7) . Then, by substituting d , k, we obtain:
We assume ϵ ∈ (0, 1) is a fixed constant. Hence, it is reasonable to assume that
into Equation (2), the exponent of n is bounded as follows:
Combining Theorem 10 with Lemma 19 yields the following theorem.
Theorem 20. Given n points in R d , there exists a randomized data structure that requires O (dn) space and reports an (1 + ϵ )-approximate nearest neighbor in time
The preprocessing time is O (dn log n). For each query q ∈ R d , the preprocessing phase succeeds with any constant probability.
Proof. The space required to store the dataset is O (dn). The space used by BBD-trees is O (d n) where d is defined in Lemma 19. We also need O (dd ) space for the matrix A as specified in Theorem 10. Hence, since d < d and d < n, the total space usage is bounded above by O (dn).
The preprocessing consists of building the BBD-tree, which costs O (d n log n) time and sampling A. Notice that we can sample a d -dimensional random subspace in time O (dd 2 ) as follows. First, we sample in time O (dd ), a d × d matrix where its elements are independent random variables with the standard normal distribution N (0, 1). Then, we orthonormalize using Gram-Schmidt in time O (dd 2 ). Since d = O (log n), the total preprocessing time is bounded by O (dn log n).
For each query, we use A to project the point in time O (dd ). Next, we compute its k = n ρ approximate nearest neighbors in time O (d n ρ log n) and we check these neighbors with their ddimensional coordinates in time O (dn ρ ). Hence, each query costs
Thus, the query time is dominated by the time required for ϵ-kANNs search and the time to check the returned sequence of k approximate nearest neighbors.
To be more precise, the probability of success, which is the probability that the random projection succeeds according to Theorem 10, is at least constant and can be amplified to high probability of success with repetition. Notice that the preprocessing time for BBD-trees has no dependence on ϵ.
Finite Subsets of 2 with Bounded Expansion Rate
This section models some structure that the data points may have so as to obtain tighter bounds.
The bound on the dimension d obtained in Theorem 10 is quite pessimistic. We expect that, in practice, the space dimension needed in order to have a sufficiently good projection is less than what Theorem 10 guarantees. Intuitively, we do not expect to have instances where all points in X , which are not approximate nearest neighbors of q, lie at distance ≈ (1 + ϵ )d (q, X ). To this end, we consider the case of pointsets with bounded expansion rate.
Definition 21.
Let M be a metric space and X ⊆ M be a finite pointset, and let B p (r ) ⊆ X denote the points of X lying in the closed ball centered at p with radius r . We say that X has (τ , c)-expansion rate if and only if ∀p ∈ M and r > 0,
Theorem 22. Under the notation of Definition 5, there exists a randomized mapping
, and constant probability of success, for pointsets with (τ , c)-expansion rate.
Proof. We proceed in the same spirit as in the proof of Theorem 10. Let X be a set of n points in R d and consider map
where A is a matrix chosen from a distribution as in Lemma 7. Without loss of generality, the query point q lies at the origin and its nearest neighbor u lies at distance 1 from q. Let r 0 be the distance to the τ −th nearest neighbor, excluding neighbors at distance
We distinguish the set of bad candidates according to whether they correspond to "close" of "far" points in the initial space. More precisely,
where β = 1 + ϵ. Clearly, by Lemma 9, and for d ≥ log c + 1,
and similarly, by Corollary 8,
Finally, using Markov's inequality, we obtain constant probability of success.
Employing Theorem 22, we obtain a result analogous to Theorem 20, which is weaker than those in Refs [14] and [31] but underlines the fact that our scheme shall be sensitive to structure in the input data, for real-world assumptions. 
The preprocessing time is O (dn log n). For each query q ∈ R d , the preprocessing phase succeeds with constant probability.
Proof. We combine the embedding of Theorem 22 with the BBD-trees. Then,
, and the number of approximate nearest neighbors in the projected space is
This establishes the result.
EXPERIMENTS
In this section, we discuss a prototype implementation of our method for ϵ-ANN, described in Section 5. We also present two experiments performed to validate the theoretical results of our contributions. In the first one, we computed the average value of the k-nearest neighbors needed in the projected space in order to get an actual nearest neighbor in the original space in a worstcase dataset, and we confirmed that k is sublinear in n. In the second experiment, we made an ANN query time and memory usage comparison against FALCONN using real-life datasets.
Validation of k
In this section, we present an experimental verification of our approach. We show that the number k of nearest neighbors in the projection space that we need to examine in order to find an approximate nearest neighbor in the original space depends sublinearly on n, thus validating in practice Lemma 19.
Datasets. We generated our own synthetic datasets and query points. We decided to follow two different procedures for data generation. First of all, as in Datar et al. [18] , we followed the "planted nearest neighbor model." This model guarantees, for each query point q, the existence of a few approximate nearest neighbors while keeping all others points sufficiently far from q. The benefit of this approach is that it represents a typical ANN search scenario, where for each point, there exist only a handful of approximate nearest neighbors. In contrast, in a uniformly generated dataset, all points tend to be equidistant to each other in high dimensions, which is quite unrealistic.
In order to generate the dataset, first we create a set Q of query points chosen uniformly at random in [−20, 20] d . Then, for each point q ∈ Q, we generate a single point p at distance R from q, which will be its single (approximate) nearest neighbor. Then, we create more points at distance ≥ (1 + ϵ )R from q, while making sure that they shall not be closer than (1 + ϵ )R to any other query point q ∈ Q,. This dataset now has the property that every query point has exactly one approximate nearest neighbor, while all other points are at distance ≥ (1 + ϵ )R.
We fix R = 2, let ϵ ∈ {0.1, 0.2, 0.5}, d = {200, 500} and the total number of points n ∈ {10 4 , 2 × 10 4 , . . . , 5 × 10 4 , 5.5 × 10 4 , 6 × 10 4 , 6.5 × 10 4 , . . . , 10 5 }. For each combination of the above, we created a dataset X from a set Q of 100 query points where each query coordinate was chosen uniformly at random in the range [−20, 20] .
The second type of datasets consisted again of sets of 100 query points in R d where each coordinate was chosen uniformly at random in the range [−20, 20] . Each query point was paired with a random variable σ 2 q uniformly distributed in [15, 25] , and together, they specified a Gaussian distribution in R d of mean value μ = q and variance σ 2 q per coordinate. For each distribution, we drew n points in the same set as was previously specified. Hence, the dataset consists of a union of points generated from 100 Gaussian distributions; each with a different mean and variance. It does not pose a particular property on the queries and their respective nearest neighbors.
Scenario. We performed the following experiment for the "planted nearest neighbor model." In each dataset X , we consider, for every query point q, its unique (approximate) nearest neighbor p ∈ X . Then, we use a random mapping f from R d to a Euclidean space of lower dimension d = log n log log n using a Gaussian matrix G, where each entry G i j ∼ N (0, 1). This matrix guarantees a low distortion embedding [25] . Then, we perform a range query centered at f (q) with radius
we denote by rank q (p) the number of points found. Then, exactly rank q (p) points are needed to be selected in the worst case as k-nearest neighbors of f (q) in order for the approximate nearest neighbor f (p) to be among them, so k = rank q (p).
For the datasets with the Gaussian distributions, we compute again the maximum number of points k needed to visit in the lower-dimensional space in order to find an ϵ-approximate nearest neighbor of each query point q in the original space. In this case, the experiment works as follows: we find all the ϵ-approximate nearest neighbors of a query point q. Let S q be the set containing for each query q its ϵ-kANNs. Next, let p q = arg min p ∈S f (p) − f (q) . Now as before, we perform a range query centered at f (q) with radius f (q) − f (p q ) . We consider as k the number of points returned by this query.
Results. The "planted nearest neighbor model" datasets constitute a worst-case input for our approach since every query point has only one approximate nearest neighbor and has many points lying near the boundary of (1 + ϵ ). We expect that the number of k approximate nearest neighbors needed to consider in this case will be higher than in the case of the Gaussian distributions, but still expect the number to be considerably sublinear.
In Figure 1 , we present the average value of k as we increase the number of points n for the planted nearest neighbor model. We can see that k is indeed significantly smaller than n. The line corresponding to the averages may not be smooth, which is unavoidable due to the random nature of the embedding, but it does have an intrinsic concavity, which shows that the dependency of k on n is sublinear. For comparison we also display the function √ n/2, as well as a function of the form n ρ , ρ < 1, which was computed by SAGE that best fits the data per plot. The fitting was performed on the points in the range [50,000; 100,000] as to better capture the asymptotic behavior. In Figure 2 , we show again the average value of k as we increase the number of points n for the Gaussian distribution datasets. As expected, we see that the expected value of k is much smaller than n and also smaller than the expected value of k in the worst-case scenario, which is the planted nearest neighbor model. 
ANN Experiments
In this section, we present a comparison between our algorithm and the FALCONN [5] implementation of the LSH framework for approximate nearest neighbor queries.
Datasets. For these experiments we decided to compare our approaches using real datasets. Specifically, we used the SIFT1M and the GIST datasets from [27] which are openly available. Both datasets are vector representations of image sets. SIFT1M consists of one million vectors in 128 dimensions, while GIST also has one million vectors but has a dimensionality of 960. Both datasets offer a query dataset 10,000 and 1,000 vectors respectively and also provide the nearest neighbor ground truth for each query. Additionally we used the Modified National Institute of Standards and Technology (MNIST) dataset [37] , which consists of a training set of 60,000 vectors in 784 dimensions, representing images of size 28 × 28 pixels. This dataset offers an additional test set of 10,000 vectors, which we used as nearest neighbor queries. We computed their respective nearest neighbors in the training set using a brute-force approach. Experiment Description. We implemented our method in C++, using the Eigen3 3 library for the linear algebra operations of the random projections and nanoflann 4 for building a kd-tree data structure in the low-dimensional projected space. We manually fine-tuned the parameters of each method until we achieved an accuracy of 80% in each dataset. We measure accuracy as the ratio of the number of times where a true approximate nearest neighbor was returned over the total number of queries performed. We report preprocessing time, query time, and memory consumption for each method. Memory consumption is defined as the maximum resident set size of each approach, which translates to the maximum portion of the main memory (RAM) occupied by a process during its lifetime. This roughly corresponds to the size of the dataset plus the size of the data structure for the FALCONN data structure and to the size of the dataset, plus the size of the embedded dataset, plus the size of the data structure for our approach. We used the hyperplane LSH family of FALCONN in a multi-probe approach by setting its number of hash tables to 1 and utilizing the number of probes for achieving higher accuracy.
Parameters. Both implementations have the same number of parameters. FALCONN has L, i.e., the number of hash tables, K, which is the number of hash functions used per hash table and the number of probes. Our approach has the projected dimension d , the number of nearest neighbors k to return from the projected space, and the number of leaves, which will stop the splitting of the cells during the creation of the kd-tree. Table 1 displays the parameters used for each method for ϵ = 0.2 and ϵ = 0.5. Figure 3 that FALCONN is faster than our approach by at least a factor of 2. However, in Figures 5 and 4 where we present, respectively, the memory usage and the preprocessing time between the two approaches, it is obvious that FALCONN also requires a bit more space and substantially more preprocessing time. Both approaches seem to behave similarly, but FALCONN had a much better performance in maintaining accuracy in a reasonable query time as ϵ tended to be smaller. We believe that we have demonstrated that for a careful parameter selection, we can be competitive to the state-of-the-art. The bottleneck of our approach is the computation of the k-nearest neighbors in the kd-tree and, therefore, we conjecture that another k-NN approach in the projected space could give better results.
ANN Results. It is clear from
OPEN QUESTIONS
The present work has emphasized asymptotic complexity bounds and showed that rather simple methods, carefully combined with a new embedding approach, can achieve almost record query times with optimal space usage. However, it should still be possible to enhance the practical performance of our method so as to unleash its potential and fully exploit its simplicity. It is also possible that our result can be extended so as to obtain space-time tradeoffs. This is the topic of future work, along with a detailed comparative study against other optimized implementations, which is beyond the scope of this article.
Our embedding approach probably has further applications. One possible application is in computing the k-th approximate nearest neighbor. The problem may reduce to computing all neighbors between the i-th and the j-th nearest neighbors in a space of significantly smaller dimension for some appropriate values i < k < j. Other possible applications include computing the approximate minimum spanning tree, or the closest pair of points.
