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Bakalářská práce si klade za ćıl nast́ınit řešeńı automatizovaného návrhu optimálńı
struktury objektově orientovaného problému na základě jeho definice. Popisuje metody
možného definováńı problému a vysvětluje jejich vhodnost pro navrhovaný automatizo-
vaný systém. Za pomoci znalosti těchto poznatk̊u byl zvolen vizuálńı jazyk UML a jeho
diagram tř́ıd pro znázorněńı problému. Optimálńı řešeńı je vybráno na základě shody mezi
již vyřešeným problémem a aktuálńım řešeným problémem. Shoda je vyjádřena největš́ım
podgrafem nalezeným pomoćı grafových algoritmů na př́ıslušných diagramech.
Navržená aplikace dovoluje uživateli spravovat vlastńı již vytvořená optimálńı řešeńı da-
ného problému a ty použ́ıt jako vzory pro vyřešeńı aktuálńıho problému. Uložené diagramy
jsou převedeny na graf a za pomoci teorie graf̊u mezi sebou vzájemně porovnávány. Posléze
je uživateli předložena možnost zvolit právě takové řešeńı daného problému, které nejv́ıce
odpov́ıdá nalezené shodě.
Abstract
This Bachelor’s Thesis aims to outline the solution of automated design of optimal
structure of object-oriented problem based on its definition. It describes methods of how
to define a problem and explains their suitability for the proposed automated system.
UML language, particularly the class diagram, was selected for input description of the
problem for its popularity,extensibility and standardization. Selection of the optimal solu-
tion (program structure) is based on mining for a similarity in a knowledge base created
from users’ former project designs. The similarity is formulated on the largest subgraph
found in diagrams with using graph algorithms.
The designed application allows users to manage their own solutions of the problems and
use them as patterns for current problems. Stored diagrams are converted to graphs and
consequently compared and contrasted to themselves by using graph theory. Users are
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8.2.1 Procházeńı do hloubky . . . . . . . . . . . . . . . . . . . . . . . . . . 39
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5 Singleton (Jedináček) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6 Strategy (Strategie) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
7 MVC–Model View Controller . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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24 Rozd́ıl mezi maximálńım společným indukovaným a hranovým podgrafem . 42
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Ćılem bakalářské práce bylo rozvinut́ı znalost́ı ohledně návrhových vzor̊u a objektově
orientovaného programováńı (oop). Práce se soustředila na metody výběru vhodné struk-
tury na základě jeho definice a na návrh systému, který by dovoloval takovýto výběr učinit.
Pro návrh výsledného systému byl použit složený návrhový vzor MVC.
Výstupem bakalářské práce je aplikace dovoluj́ıćı uživateli spravovat už navržené struk-
tury projekt̊u a na nich potom vyhledávat optimálněǰśı řešeńı pomoćı diagramů tř́ıd jazyka
UML. Na základě takto definovaného problému a již existuj́ıćıch optimálněǰśıch řešeńı lze
vybrat daľśı vhodný postup návrhu softwaru. T́ım se výrazně zvyšuje znovupoužitelnost
již navržených programů a snižuje náročnost zvoleńı vhodného řešeńı nebo návrhového
vzoru pro budoućı projekt.
2 Proces vývoje softwaru
Vývoj programu je poměrně komplexńı činnost, a proto jsou u rozsáhleǰśıch projekt̊u
vždy zapotřeb́ı služby analytika, designéra a daľśıch, aby bylo možno tvořit a pokračo-
vat v projektu nejen rychleji, ale také méně nákladně, popř́ıpadě aby jeden programátor
dokázal zastoupit druhého. Neméně d̊uležitým aspektem vývoje softwaru je jeho budoućı
snadná rozš́ı̌ritelnost a náročnost daľśıch úprav.
Vývoj softwaru se skládá z několika etap, které se mohou překrývat. Nemělo by ovšem do-
cházet k vynecháńı jedné či v́ıce z nich. Tyto etapy mohou být realizovány vodopádovým
modelem (jedna po druhé, postupně) nebo př́ır̊ustkovou metodou (vytvář́ıme vždy část
aplikace, př́ır̊ustek), př́ıpadně daľśı, vhodněǰśı metodikou.
1. požadavky – shrnut́ı všech požadavk̊u na software
2. analýza – definováńı struktury požadavk̊u
3. design – realizace požadavk̊u v systému
4. implementace – budováńı programu
5. test – testováńı aplikace (výstup odpov́ıdá zadaným požadavk̊um)
K vytvořeńı takovéto dokumentace může sloužit UML (Unified Modeling Language),
který dokáže znázornit a vymodelovat převážnou část aplikace. Dı́ky tomu neztrat́ıme
orientaci ani ve velkých, rozsáhlých projektech.
Návrhové vzory potom dovoluj́ı téměř v počátćıch vývoje použ́ıt ověřené řešeńı, a tak se
v budoucnu vyhnout př́ıpadným komplikaćım. T́ım výrazně zlevňuj́ı, zrychluj́ı a zkvalitňuj́ı
celý proces.
3 Objektově orientované programováńı
Objektově orientované programováńı dovoluje rozdělit velmi složité funkčńı celky na
jednodušš́ı jednotky. Takový př́ıstup umožňuje paralelńı vývoj softwaru, zjednodušit bu-
doućı úpravu navržených jednotek a jejich znovupoužit́ı.
3.1 Principy
Objektově orientované programováńı využ́ıvá v zasadě několik princip̊u.
• zapouzdřeńı–k atribut̊um dané tř́ıdy přistupujeme pouze prostřednictv́ım metod
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• dědičnost–tř́ıda může být potomkem jiné tř́ıdy, v tomto př́ıpadě sd́ıĺı stejné vlast-
nosti rozš́ı̌rené o své vlastnosti (pro návrh předk̊u využ́ıváme abstrakci, omezeńı
redundance a využit́ı polymorfismu)
• polymorfismus–objekt měńı své chováńı podle instance tř́ıdy (pokud má objekt spo-
lečné rozhrańı popř́ıpadě předka s jiným objektem, potom polymorfismus dovoluje
pracovat s těmito objekty jednotně, i když jejich chováńı se lǐśı)
• tř́ıda–jedná se o abstraktńı definici určitého objektu
• skládáńı tř́ıd–jedna tř́ıda může být složená i z jiných tř́ıd a využ́ıvat jej́ı metody
a atributy (pokud to umožňuj́ı práva dané tř́ıdy)
Správně napsaný objektově orientovaný program se snaž́ı maximálně využ́ıvat těchto prin-
cip̊u.
Některé daľśı principy, které se uplatńı př́ı návrhu objektově orientované aplikace mohou
být třeba: každá tř́ıda by měla mı́t minimálńı počet závislost́ı, měla by dávat přednost
skládáńı tř́ıd oproti dědičnosti, snažit se o volné spojeńı mezi tř́ıdami, tř́ıdy by jsme měli
navrhovat oproti rozhrańım a mnoho daľśıch.[1]
4 UML
UML je dnes jeden z nejrozš́ı̌reněǰśıch vizuálńıch modelovaćıch jazyk̊u pro návrh sys-
témů a programů. Návrhové vzory jsou často popisovány a znázorňovány právě pomoćı
tohoto jazyka a jeho diagramů, kv̊uli zachováńı přenositelnosti a vysoké mı́ry abstrakce.[3]
4.1 Princip UML
Pomoćı UML lze vymodelovat celý životńı cyklus softwaru, od jeho prvopočátk̊u (de-
finováńı prvotńıch požadavk̊u) až po finálńı část. UML je pak tvořeno bloky (elementy,
vztahy mezi nimi a diagramy), společnými mechanismy a architekturou systému.
Každý vytvořený model nebo spojeńı mezi nimi je přidáno do diagramu, avšak diagram
sám o sobě neńı modelem. Diagram pouze poskytuje pohled na model, proto i když
smažeme model z diagramu, sám model bude stále existovat.
Každý z diagramů poskytuje vlastńı znázorněńı části systému, at’ už jeho toku, a nebo
struktury. Př́ıkladem návrhu jednodušš́ıho systému potom může být společné použit́ı na-
př́ıklad těchto diagramů:
• diagram př́ıpadu užit́ı (UseCase) pro návrh vstupuj́ıćıch a vystupuj́ıćıch uživatel-
ských roĺı systému
• diagram tř́ıd (Class) pro návrh odpov́ıdaj́ıćıch tř́ıd
• sekvenčńı (Sequence) diagram pro znázorněńı komunikace mezi těmito tř́ıdami
• stavový (State) diagram pro ukázku vnitřńıch stav̊u složitěǰśıch tř́ıd
• použit́ı diagramů složeńı a baĺıčku (Composite a Package) pro zpřehledněńı a funkčńı
rozděleńı aplikace
Samozřejmost́ı jsou i jednotlivé druhy vazeb, které nám dovoluj́ı propojovat určené modely
na daných diagramech mezi sebou a t́ım vytvářet složitěǰśı struktury[2].
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4.2 Objektové programováńı a UML
UML je ideálńı nástroj pro objektově orientované modelováńı, protože poskytuje doko-
nalé možnosti znázorněńı nejen vzájemné komunikace jednotlivých objekt̊u, ale i vnitřńıch
tok̊u celé aplikace a jednotlivých tř́ıd.[10]
4.2.1 Diagram tř́ıd
Mnou vytvořená aplikace využ́ıvá diagram tř́ıd pro porovnáváńı dvou struktur, z toho
d̊uvodu ho na tomto mı́stě poṕı̌su detailněji. Element tř́ıdy dovoluje přehledně definovat
jméno tř́ıdy, atributy, metody a jejich vlastnosti. Jednotlivé možnosti znázorněńı vlastnost́ı
tř́ıdy ukazuje přehledně Obrázek 1. Jednotlivé elementy můžeme spojovat pomoćı r̊uzných
vazeb (např. asociace, dědičnost, atd.).
Obrázek 1: UML element tř́ıdy
5 Návrhové vzory
Každý systém, i třeba poměrně jednoduchý, má tendence, pokud je správně navržen,
vytvářet stejné struktury tř́ıd a vazeb, které jsou řešeńım určitých stále stejných pro-
blémů. Pokud je člověk zkušeněǰśım programátorem, dokáže tyto struktury odhalit a efek-
tivně znovu použ́ıt. Snaha ukázat tyto postupy vedla k jejich standardizaci a vytvořeńı
rejstř́ık̊u návrhových vzor̊u.[6]
5.1 Anti-návrhové vzory
Společně se vznikem návrhových vzor̊u, které popisovali správný postup řešeńı pro-
blému, vznikli také anti-vzory ukazuj́ıćı, jak by se daný problém v žádném př́ıpadě řešit
neměl.
5.2 Typy návrhových vzor̊u
Návrhových vzor̊u existuje celá řada. Pokud si jednotlivý vzor představ́ıme jako recept
v kuchařce, potom takovýchto kuchařek budeme mı́t celou řadu, jednu pro databáze, jednu
pro objektově orientované programováńı a jiné daľśı. I přes obrovské množstv́ı těchto vzor̊u
je užitečné umět je použ́ıvat a pochopit jejich základńı parametry a principy. Pokud si
osvoj́ıme tyto znalosti, budeme moci ke každému problému efektivně naj́ıt odpov́ıdaj́ıćı
vzor a t́ım i řešeńı.[5]
5.2.1 GoF vzory
Zaměř́ıme se nyńı na objektově orientované programováńı a GoF (gang of four) vzory.
Jedná se o návrhové vzory poskytuj́ıćı řešeńı nejčastěǰśıch problémů spojených s objekto-
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vým programováńım, praćı s objekty a jejich vhodným uspořádáńım podle nejvhodněǰśıch
objektových princip̊u.[4]
1. Creational vzory (Tvořivé vzory)–vzory souvisej́ıćı s vytvářeńım objekt̊u
• Abstract Factory (Abstraktńı továrna), Builder (Stavitel), Factory Method (To-
várńı metoda), Prototype (Prototyp), Singleton (Jedináček)
2. Structural vzory (Strukturálńı vzory)–vzory zabývaj́ıćı se t́ım, jak jsou tř́ıdy a ob-
jekty poskládány a jak formovat složitěǰśı struktury; definuj́ı také, jak skládat ob-
jekty, a t́ım jim přidávat nové vlastnosti
• Adapter (Adaptér), Bridge (Most), Composite (Strom), Decorator (Dekorátor),
Facade (Fasáda), Flyweight (Muš́ı váha), Proxy (Zástupce)
3. Behavioral vzory (vzory Chováńı)–tyto vzory se zabývaj́ı algoritmy, komunikaćı, pře-
dáváńım úkol̊u a povinnosti mezi objekty a tř́ıdami
• Chain of Responsibility (Zřetězeńı zodpovědnosti), Command (Př́ıkaz), Inter-
preter (Interpret), Iterator (Iterátor), Mediator (Prostředńık), Memento (Me-
mento), Observer (Pozorovatel), State (Stav), Strategy (Strategie), Visitor (Ná-
vštěvńık), Template Method (Šablonová metoda)
Těchto návrhových vzor̊u je celkem 23, a každý je řešeńım na určitý problém. V reálných
systémech existuj́ı tyto vzory ne vždy exaktně aplikované, ale jejich interpretace je občas
částečně upravena, aby vzor co nejlépe odpov́ıdal požadavk̊um systému. Dále pak existuj́ı
složené vzory obsahuj́ıćı dva a v́ıce těchto návrhových vzor̊u (Složené vzory), př́ıkladem
takového vzoru je třeba MVC (Model View Controller).
5.3 Popis vzoru
Každý návrhový vzor je definován svým vlastńım originálńım jménem. Unikátńı
jméno je velmi d̊uležité, protože usnadňuje práci nejen v týmu, ale i mezi týmy. Jeden
z nejpodstatněǰśıch úkon̊u při definici vzoru je přesné určeńı problému nebo problémů,
který daný vzor řeš́ı. Dále pak vzor obsahuje popis vhodné implementace, vysvětleńı po-
užitého řešeńı a UML diagram tř́ıd usnadňuj́ıćı pochopeńı a použit́ı návrhového vzoru.
5.4 Bližš́ı charakteristiky několika vybraných GoF vzor̊u
Vzhledem k rozsahu a charakteristice práce zde zmı́ńım pouze několik vybraných GoF
vzor̊u. Tyto vzory byli použity při návrhu výsledné aplikace a nebo jsou pro ni jiným
zp̊usobem d̊uležité. Můžeme zde také vidět jak definovat daný problém tak, aby byl v bu-
doucnu použitelný jako návrhový vzor.
Z d̊uvodu standardizace jsou zde uvedené UML diagramy v angličtině.
5.4.1 Composite (Strom)
• Popis: Composite návrhový vzor patř́ı do skupiny Strukturálńıch návrhových vzor̊u,
zaj́ımá se tedy o strukturu programu. Poskytuje řešeńı pro bezpečný návrh stromové
struktury tř́ıd, která může obsahovat jak jednoduché objekty (leafs), tak objekty
složené (composite). Z těchto objekt̊u potom dovoluje složit stromovou strukturu,
tak aby odpov́ıdala požadované hierarchii aplikace. Velkou výhodou tohoto vzoru je,
že dovoluje přistupovat jednotně jak k objekt̊um, tak ke složeným objekt̊um.
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Obrázek 2: Composite (Strom)
• Definice: Composite návrhový vzor dovoluje složit jednotlivé objekty do stromové
struktury, reprezentuj́ıćı tak celkovou hierarchii. Tento vzor dovoluje klientovi na-
kládat s objekty a složenými objekty jednotně.
• Použit́ı:Tento vzor je tvořen jednou abstraktńı tř́ıdou (př́ıpadně rozhrańım–zálež́ı na
programovaćım jazyce), která obsahuje společné metody jak pro složené objekty (re-
prezentovány Composite tř́ıdou), tak pro jednoduché objekty (reprezentovány Leaf
tř́ıdou). Tato abstraktńı tř́ıda je předkem už dvou zmı́něných tř́ıd a dovoluje nám
tedy přistupovat stejně k obou typ̊um objekt̊u. Při deklaraci všech metod v tomto
předkovi vzniká situace, kdy některé metody nemaj́ı smysl pro jednoduché objekty,
jiné pro složené, je proto nutné tyto stavy ošetřit. Tento problém lze řešit i tak, že
abstraktńı tř́ıda bude obsahovat pouze společné metody a specializované metody bu-
dou definovány pouze ve tř́ıdách, kam patř́ı. Nemuśıme tedy ošetřovat situace, kdy
jedna tř́ıda je požádána provést akci, která ji nepř́ısluš́ı.
Př́ıkladem použit́ı tohoto velmi užitečného vzoru může být třeba grafické rozhrańı.
Základńı okno obsahuje r̊uzné panely, ty potom daľśı r̊uzná tlač́ıtka, atd. (vid́ıme
zde stromovou strukturu).
• Základńı vlastnosti ve zkratce:
1. strukturálńı
2. dovoluje vytvářet stromovou strukturu obsahuj́ıćı složené objekty a jednoduché
objekty
3. k nim potom poskytuje jednotný př́ıstup (dosaženo společným předkem)
4. společný předek může obsahovat všechny metody (muśıme ošetřit to, že některé
metody jsou použitelné jen jedńım typem tř́ıdy), a nebo jen společné metody
(tř́ıdy si své specializované metody definuj́ı samy)
5. časté použit́ı s návrhovým vzorem Iterátor – dovoluje jednotné procházeńı všech
jednoduchých i složených objekt̊u
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Obrázek 3: Factory method (Továrńı metoda)
5.4.2 Factory method (Továrńı metoda)
• Základńı informace a vlastnosti: Návrhový vzor Továrńı metody patř́ı mezi
Vytvářećı vzory, zaj́ımá se tedy o metodu vytvářeńı objekt̊u. Každá objektově ori-
entovaná aplikace potřebuje nějak vytvářet objekty. Tento vzor poskytuje postup
a návrh řešeńı, jak samotné vytvářeńı vhodně zapouzdřit.
• Definice: Tento návrhový vzor definuje rozhrańı pro vytvářeńı objekt̊u a také
dovoluje podtř́ıdě rozhodnout o druhu vytvářeného objektu. Vzor Továrńı metody
dovoluje tř́ıdě pozdržet vytvořeńı objektu.
• Použit́ı: Princip tohoto vzoru spoč́ıvá v tom, že odděĺıme vytvářeńı objektu (za-
pouzdř́ıme ho) do oddělené tř́ıdy. Tato tř́ıda je potomkem abstraktńı tř́ıdy, sdružuj́ıćı
všechny tř́ıdy Továrńı metody. Samotný klient ř́ıká objektu Továrńı metody, jaký
objekt si přeje vytvořit, a tak pouze objekt Továrńı metody má všechny znalosti
o tom, jaký objekt byl konkrétně vytvořen a za jakých podmı́nek. Zde je využit po-
lymorfismus. T́ımto postupem docháźı k úplnému zapouzdřeńı samotného vytvářeńı
objektu. Vzor Továrńı metody také odděluje veškeré závislosti mezi klientem a daľśı
část́ı programu.
• Základńı vlastnosti ve zkratce:
1. vytvářećı
2. odděluje vytvářeńı jednotlivých objekt̊u od klienta, ten inicializuje pouze objekt
Továrńı metody
3. odděluje závislost mezi klientem a programem
4. docháźı k zapouzdřeńı vytvářeńı objekt̊u
5. veškeré postupy a údaje nutné pro vytvářeńı objektu jsou uchovány mimo sa-
motného klienta, tedy v objektu Továrńı metody
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Obrázek 4: Observer (Pozorovatel)
5.4.3 Observer (Pozorovatel)
• Základńı informace a vlastnosti: Návrhový vzor Pozorovatel patř́ı do skupiny
vzor̊u Chováńı, zaj́ımá se tedy o chováńı systému. Tento návrhový vzor vytvář́ı dvě
rozhrańı. Subject (Předmět), který definuje základńı vlastnosti vzoru, a Pozorova-
tele, který slouž́ı pro definici společných část́ı všech posluchač̊u. Vlastnost́ı tohoto
vzoru je, že vytvář́ı volné spojeńı mezi jedńım předmětem a jedńım nebo několika
posluchači.
• Definice: Návrhový vzor Pozorovatel definuje jedno až několik závislost́ı mezi ob-
jekty, a to tak, že pokud jeden objekt změńı sv̊uj stav, všechny ostatńı objekty jsou
upozorněny a pozměněny automaticky.
• Použit́ı: Použit́ı tohoto vzoru je možné v mnoha aplikaćıch a samotný princip a účel
tohoto návrhu je velmi jednoduchý. Pro ukázku si můžeme představit jeden zdroj
dat, třeba uživatelské rozhrańı, tedy samotného uživatele. Vytvoř́ıme proto odpov́ı-
daj́ıćı objekt Předmětu, ve kterém si budeme udržovat seznam všech daľśıch objekt̊u,
které tento objekt, tedy uživatel ovlivňuje. Mezi objekty vzniká volné spojeńı (ob-
jekty jsou sice spojeny, ale udržuj́ı si velmi málo vědomost́ı jedna o druhé–toho je
dosaženo obecnými rozhrańımi tř́ıd), jedna ku několika (jeden předmět a několik
posluchač̊u). Kdykoliv potom dojde k požadované změně v objektu Předmětu, jsou
automaticky upozorněny všichni posluchači a jejich data jsou patřičně upravena, a to
bud’ tak, že Předmět sám zavolá jejich metodu, např́ıklad update a oni podle toho
zareaguj́ı, a nebo sám podstrč́ı všem objekt̊um nově źıskaná data.
Př́ıkladem použit́ı návrhového vzoru Posluchače je třeba v jazyce Java, GUI a liste-
nery jednotlivých objekt̊u.
• Základńı vlastnosti ve zkratce:
1. vzor Chováńı
2. mezi Předmětem a ostatńımi tř́ıdami je volné spojeńı
3. posluchači jsou automaticky upravovány, resp. kontaktovány v závislosti na
změně v objektu tř́ıdy
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4. posluchač může být jeden, několik, nebo i celé skupiny
5. řešeńı pro problém, kdy máme jeden vstup, jehož data nebo akce ovlivňuj́ı daľśı
části programu a chceme, aby se tyto části upravovaly automaticky
5.4.4 Singleton (Jedináček)
Obrázek 5: Singleton (Jedináček)
• Základńı informace a vlastnosti: Návrhový vzor Jedináček patř́ı mezi Vytvářećı
vzory, upravuje tedy zp̊usob vytvářeńı objektu. Tento vzor je řešeńım na problém
kdy programátor chce v jeden okamžik mı́t vždy pouze jeden objekt dané tř́ıdy.
Chceme např́ıklad mı́t pouze jeden objekt nějakého d̊uležitého registru, jeden objekt
kontroluj́ıćı nějaké exterńı zař́ızeńı. Ve všech takových př́ıpadech by možnost vytvořit
daľśı instance této tř́ıdy mohla zp̊usobit vážné problémy.
• Definice: Návrhový vzor Jedináček zajist́ı, že objekt dané tř́ıdy je vytvořen pouze
jednou (resp. tř́ıda má vždy pouze jednu instanci) a zajǐst’uje př́ıstup k tomuto
vytvořenému objektu.
• Použit́ı: Jedináček v podstatě nedefinuje žádné daľśı tř́ıdy. Jeho jedinou starost́ı
je úprava jedné už námi definované tř́ıdy a to tak, aby mohla být vytvořena pouze
jednou. Jedináček popisuje tvar jedné metody tř́ıdy staraj́ıćı se o instanciováńı sebe
sama (Jedináček tedy vytvář́ı sám sebe). Daľśı část́ı je pak proměnná, která udává,
jestli už došlo k vytvořeńı aspoň jednoho objektu, zda-li tedy můžeme vytvořit daľśı
objekt nebo už ne. Samotná realizace se lǐśı v závislosti na programovaćım jazyce, ne-
bot’ je t́ımto vzorem upravována samotná struktura tř́ıdy. Problémem při takovémto
vytvářeńı jsou v́ıcevláknové aplikace – muśıme tedy danou metodu synchronizovat.
• Základńı vlastnosti ve zkratce:
1. Vytvářećı vzor
2. realizace záviśı na programovaćım jazyce
3. řeš́ı problém vytvářeńı pouze jednoho objektu dané tř́ıdy
4. vytvář́ı sám sebe a udržuje si počet už vytvořených instanćı
5. muśıme lehce upravit pro použit́ı ve v́ıcevláknových aplikaćıch
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Obrázek 6: Strategy (Strategie)
5.4.5 Strategy (Strategie)
• Základńı informace a vlastnosti: Návrhový vzor Strategie patř́ı do kategorie
vzor̊u Chováńı, tedy ovlivňuj́ıćı chováńı aplikace. Snaž́ıme se o to, oddělit skupiny
algoritmů (rodiny), které by se mohli v budoucnu měnit od sebe. Samotný klient je
potom složen z těchto rodin, nepouž́ıváme dědičnost, ale skládáńı tř́ıd dohromady.
Klient sám urč́ı, který algoritmus z této rodiny se použije – můžeme si dynamicky
vybrat jakýkoliv algoritmus z této skupiny a nemuśıme přitom nijak zasahovat do
už napsaného programu (polymorfismus).
• Definice: Návrhový vzor Strategie definuje rodinu algoritmů, zapouzdř́ı každého
z nich a umožńı, každý takový algoritmus vnitřně podle libosti měnit. Dovoluje tedy
nezávislou změnu algoritmů na klientovi, který je využ́ıvá.
• Použit́ı: Smyslem Strategy návrhového vzoru je zapouzdřit části programu, které
se lǐśı (rodiny algoritmů). Pokud tedy máme skupinu (rodinu) algoritmů, kde každý
algoritmus řeš́ı podobný problém, ale lǐśı se realizaćı, pak je vhodné uvažovat o užit́ı
tohoto vzoru. Oproti jiným řešeńım nab́ıźı velkou možnost změn i v budoucnu, bez
toho aniž by jsme museli zasahovat do už vyzkoušeného a otestovaného kódu.
Toho dosáhneme tak, že vytvoř́ıme pro každou takovouto skupinu jedno rozhrańı
(abstraktńı tř́ıdu, atd., zálež́ı na programovaćım jazyce), které použijeme k vytvořeńı
potomk̊u. Každý takovýto potomek se nazývá algoritmus, a celá skupina je pak
rodinou algoritmů. Použit́ı takové skupiny už je potom jednoduché, požadovanou
tř́ıdu pouze z těchto rodin slož́ıme a můžeme dynamicky měnit využ́ıvaný algoritmus.
Tyto části jsou bezpečně odděleny (zapouzdřeny) od daľśı části aplikace.
• Základńı vlastnosti ve zkratce:
1. vzor Chováńı
2. slouž́ı pro bezpečné, znovupoužitelné zapouzdřeńı skupiny algoritmů
3. klient je složen z těchto skupin
4. v klientovi ovšem můžeme definovat i vlastnosti, stejné pro všechny potomky
5. řešeńı na problém, kdy chceme, aby náš kód byl bezpečně rozš́ı̌ritelný a upra-
vitelný
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6. svým chováńım se částečně podobá návrhovému vzoru Stav
5.5 MVC (Model-Pohled-Kontrolor)
MVC se řad́ı mezi Složené vzory, avšak on sám je považován sṕı̌se za architekturu.
MVC je dnes jeden z velmi použ́ıvaných vzor̊u řeš́ıćı, jak od sebe oddělit tři nezávislé
úseky aplikace a v podstatě navrhnout základńı kostru programu. Právě tuto architekturu
využ́ıvá můj navržený systém.
• Model (Model)–udržuje data, stav a aplikačńı logiky programu
• View (Pohled)–obstarává část, kterou uživatel vid́ı
• Controller (Kontrolor)–stará se o komunikaci mezi Pohledem a Modelem, popř́ıpadě
obsahuje daľśı výpočetńı mechanismy aplikace
Obrázek 7: MVC–Model View Controller
Z Obrázku 7 jsou patrné vazby mezi jednotlivými bloky. Uživatel přistupuje k Pohledu.
Pakliže uživatel provede nějakou změnu, je informován Kontrolor, který tuto situaci řeš́ı,
a pokud je třeba, kontaktuje Model. Pohled si od Modelu bere potřebná data a Model
automaticky upozorňuje Pohled, pokud dojde ke změně v jeho stavu. Kontrolor může
měnit zobrazeńı Pohledu.
Tuto architekturu můžeme realizovat pomoćı tř́ı návrhových vzor̊u.
1. Strom–realizuje část Pohledu (ta je složena z GUI komponent)
2. Pozorovatel–realizuje část Modelu
• pokud Kontrolor změńı jeho stav nebo data, je potřeba pomoćı vzoru Pozoro-
vatele informovat Pohled, popř́ıpadě daľśı části systému
3. Strategie–část Kontroloru
• Kontrolor obsahuje strategie (jednotlivé rodiny algoritmů a algoritmy pro řešeńı
dané situace
• Pohled obsahuje referenci na tyto algoritmy a zobrazuje jejich výsledky–stará
se tedy pouze o jejich prezentaci
• Vzor Strategie tedy Pohledu poskytuje výsledky na uživatel̊uv požadavek
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Dı́ky této architektuře dovedeme snadno synchronizovat několik pohled̊u zobrazuj́ıćı
stejná data mezi sebou. Dále od sebe odděĺıme r̊uzné funkčńı část́ı a t́ım zvýš́ıme znovupo-
užitelnost a budoućı snadnou rozš́ı̌ritelnost aplikace.
6 Definováńı struktury problému a jej́ı optimalizace
Základńım kamenem návrhu jakéhokoliv systému jsou samotná rozhodnut́ı, která urč́ı
jeho budoućı podobu. Tato rozhodnut́ı lze pochopit jako problémy, které je nutné řešit
a které řeš́ı i návrhové vzory.
Vybráńı vhodného, př́ıpadně žádného návrhového vzoru, potom často odpov́ıdá porovnáńı
našeho problému s definićı problému u návrhového vzoru.
Problémem z̊ustává textový popis návrhového vzoru (i když je tento popis standar-
dizovaný, neńı zdaleka formalizovaný–tento nedostatek z část́ı odstraňuje popis v UML).
V mnoha př́ıpadech je návrhový vzor velmi komplexńı, a tak jeho použit́ı záviśı nejen na
samotném problému, ale i daľśıch okolnostech jakými mohou být třeba negativńı dopady
použit́ı vzoru nebo výhodnost spolupráce s daľśımi vzory.
Daľśım problémem je nutnost návrhový vzor, či jeho implementaci upravit před samotným
použit́ım, a t́ım v mnoha př́ıpadech zvýšit jeho efektivitu.
Taková rozhodnut́ı mohou být pro méně zkušeného návrháře nesnadná, a přitom v mnoha
př́ıpadech výrazně ovlivńı kvalitu budoućıho návrhu.
Mnou navržený systém by měl náročnost takového rozhodnut́ı sńıžit a poskytnout návr-
háři směr, jakým by měl daný problém řešit. Aby mohla být tato aplikace aspoň z části
úspěšná, je nutné si uvědomit jakými metodami lze zkvalitnit návrh budoućıho systému
a tuto metodu se pokusit automatizovat.
6.1 Jazyk vzor̊u (Pattern language)
Jazyky vzor̊u rozšǐruj́ı množstv́ı poskytovaných informaćı o jednom či několika
vzorech a t́ım výrazněji usnadňuj́ı identifikaci vhodnosti návrhového vzoru a zp̊usob jeho
implementace.
Zat́ımco popis vzoru (v našem př́ıpadě návrhového vzoru) se soustřed́ı pouze na tento vzor
a jen omezeně popisuje jeho implementace a vhodnost ve větš́ıch strukturách, jazyk vzor̊u
ukazuje jeden a v mnoha př́ıpadech i několik vzor̊u právě v těchto větš́ıch projektech,
a t́ım dává programátorovi často rozsáhleǰśı množstv́ı informaćı. V př́ıpadě použit́ı v́ıce
návrhových vzor̊u, ukazuje tento jazyk jejich vzájemnou komunikaci.
Jazyk̊u vzor̊u existuje celá řada, např. (P. Dyson, B. Anderson: State Patterns), který se
zabývá GoF návrhovým vzorem Stav. Tento vzor je zde dekomponován, použit v mnoha
př́ıpadech i architekturách, s mnoha úpravami.
Použit́ı takového jazyku je velmi výhodné, protože návrháři ukazuje situace, kdy byl daný
vzor úspěšně použit.
Naše aplikace proto bude tento princip, i když zdaleka ne tak standardizovaně, použ́ıvat
a dovoĺı uživateli, aby si sám ukládal a navrhoval složitěǰśı softwarové struktury, kde daný
vzor úspěšně použil, resp. daný problém nějakým postupem optimálněji vyřešil.[8]
6.2 Refaktorováńı (Refactoring)
V některých př́ıpadech se ideálněǰśı řešeńı problému objev́ı až ve chv́ıli, kdy je velká
část aplikace už napsaná nebo navržená. Pro takové př́ıpady existuj́ı refaktorovaćı metody,
které dovoluj́ı kód optimálně upravit, a t́ım v budoucnu zvýšit konkurenceschopnost (udr-
žitelnost, rozš́ı̌ritelnost,atd.) aplikace.[9]
Problémem takovéto metody je nutnost mı́t už alespoň částečně napsaný nebo navržený
systém a z toho plynoućı neefektivnost takového vývoje.
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Dnes existuj́ı aplikace, které dokáž́ı pomoćı těchto úprav zvýšit rychlost aplikace, či ji
jiným zp̊usobem optimalizovat. Optimalizace kódu z hlediska budoućı snadné rozš́ı̌ritel-
nosti respektuj́ıćı principy objektově orientovaného programovańı je obecně úloha, která
jde velmi těžko automatizovat.
Pro náš vytvářený systém se budeme cht́ıt pohybovat na vyšš́ı mı́̌re abstrakce, a t́ım źıskat
větš́ı přehled o funkčnosti aplikace a o daném problému bez toho, aniž bychom se zabývali
zbytečnými drobnostmi.
6.3 Gramatika
Pod slovem gramatika si můžeme představit libovolný textový popis problému (na-
př́ıklad i přirozený jazyk je gramatika). Takovýto popis lze potom porovnat se známými
řešeńımi za pomoci r̊uzných transformaćı a dospět k volbě vhodného řešeńı.
Problémem použit́ı gramatiky je, že často uživatele nut́ı učit se poměrně komplexńı jazyk.
Jazyk pro popis problému nemůže být př́ılǐs jednoduchý, protože by nedovoloval popsat
komplexnost problému, ovšem pokud bude př́ılǐs složitý, může být pro uživatele velmi
těžké ho použ́ıt a pro návrháře aplikace vytvořit.
Takové řešeńı, pokud by bylo dobře navrženo, by bylo poměrně složité, na druhou stranu
by se dalo dobře zautomatizovat a poskytovalo by také dostatečnou úroveň abstrakce.
Pro návrh systémů na dostatečné úrovni abstrakce se dnes převážně použ́ıvaj́ı vizuálńı
jazyky, např. UML. To je dáno standardizovanost́ı těchto jazyk̊u a hlavně srozumitelnost́ı
takového popisu. V navrhovaném systému, který je zaměřen předevš́ım na méně zkušeného
uživatele, je toto řešeńı výhodněǰśı.
6.4 Analýza požadavk̊u (System requirements)
Daľśı možnost́ı zvoleńı vhodného návrhového vzoru př́ıpadně návrhu optimálněǰśı soft-
warové struktury je co nejpodrobněǰśı analýza požadavk̊u. Analýza požadavk̊u je dnes
v podstatě d̊uležitá pro všechny softwarové projekty a od jej́ı kvality se často odv́ıj́ı i kva-
lita výsledné aplikace.
Tuto metodu je velmi těžké automatizovat a výsledky této metody často také, protože
v mnoha př́ıpadech je analýza požadavk̊u řešena textem.
Pokud je pro výsledky této analýzy použit diagram, např́ıklad Př́ıpad užit́ı jazyka UML,
pak je možnost automatizace značně vylepšena. V tomto př́ıpadě naráž́ıme na problém,
kdy součást́ı GoF popisu návrhového vzoru neńı tento diagram. U jiných vzor̊u nebo soft-
warových struktur, kdy je tento diagram použit, lze potom uživatel̊uv diagram vhodně
porovnávat s již dokončenými projekty, a t́ım usměrňovat a zkvalitňovat budoućı návrh
aplikace. I zde je ovšem problém s množstv́ım informaćı v čistě syrovém textu, který
značně zkresĺı přesnost nalezených dat. Pro přesněǰśı vyhledáváńı je proto nutno zvolit
jiný diagram, který sám o sobě definuje lépe požadavky kladené od systému.
6.5 Vhodná metodika
Zvýšit kvalitu výsledného návrhu může zvoleńı správné metodiky. Tyto metodiky se
ovšem velmi špatně automatizuj́ı, a tak v mé aplikaci nejsou použité. Na výstup mého
systému na návrhář̊uv požadavek lze ovšem tyto metodiky použ́ıt, a t́ım výrazně zvýšit
kvalitu návrhu.
Metodika popisuje postup každého kroku vývoje softwaru tak, aby výsledná aplikace
odpov́ıdala požadavk̊um a jej́ı návrh byl co nejd̊umyslněǰśı. Těmito kroky může být
analýza požadavk̊u (popis jak správně takovou analýzu vést), návrh rozhrańı a tř́ıd, pře-
chod mezi těmito kroky a mnoho daľśıho.
Metodiky jsou sami o sobě velmi komplexńı a volba metodiky zásadně ovlivňuje výsledný
program.
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6.5.1 UP (Unifed process)
Unified Process (UP) je metodologie od autor̊u UML. Samotné UML neńı spojené
s žádnou metodologíı, ale je schopné být využito všemi dnešńımi metodologiemi. UML
je tedy obrazová část, kdežto UP je samotný proces při kterém požadavky na software
přetvoř́ıme v samotný program. I přes své bĺızké spojeńı s UML neńı UP na rozd́ıl od něj
stále standardizován. Existuje i komerčńı verze UP, zvaná RUP od IBM, která převzala
Rational Corporation v roce 2003.
Tato metoda využ́ıvá iteračńı proces návrhu. Vývoj samotného projektu je rozdělen do
několika část́ı (analýza, design, test, atd.) a tyto části dále rozděluje na několik fáźı. Pro
každý krok a fázi je d̊uležitá jiná část projektu. Každá fáze je potom rozdělena na jednu
nebo v́ıce iteraćı. Iterace obsahuje několik krok̊u (plánováńı, analýza a design, konstrukce,
integrace a testy), jej́ımž výstupem je částečně kompletńı verze systému. Každý krok ite-
race definuje, čemu by se měli tv̊urci softwaru v dané chv́ıli věnovat (př́ıpadně jak klást
otázky). Myšlenka rozděleńı vývoje vycháźı z principu, že je často mnohem jednodušš́ı
vytvořit menš́ı funkčńı celky a ty potom spojit.
Použit́ı návrhových vzor̊u a kvalita navržené softwarové struktury je velmi závislá na
zkušenostech návrháře (týmu návrhář̊u). Použit́ı návrhového vzoru je možné téměř v kte-
rémkoliv kroku vývoje, ovšem samotné UP práci s návrhovými vzory nijak nedefinuje.[2]
6.5.2 POAD (Pattern oriented analysis and desing)
POAD je metodologie vytvořená autory Sherif M. Yacoubem a Hany H. Ammarem
speciálně pro vývoj softwaru pomoćı návrhových vzor̊u.
POAD využ́ıvá daľśı vrstvu abstrakce při samotném návrhu a aplikaci vytvář́ı už od po-
čátk̊u pomoćı návrhových vzor̊u. Vnitřńı struktura samotných vzor̊u neńı v počátćıch v̊u-
bec podstatná. Návrhový vzor je zde chápan jako komponenta. Použit́ı správných kompo-
nent je potom velmi závislé na dobře provedené analýze požadavk̊u a dostatečné knihovně
návrhových vzor̊u.
Tato metodologie definuje postup trasováńı vzor̊u až na úroveň tř́ıd a popisuje vhodné
úpravy na této úrovni tak, aby byly návrhové vzory optimálně spojeny.
Výhodou použit́ı tohoto postupu je často kvalitněǰśı OO kód (návrhové vzory už jsou často
velmi dobře objektově navržené) a větš́ı mı́ra abstrakce celého návrhu. Nevýhodou je ale
nutnost dobré znalosti návrhových vzor̊u.[7]
6.6 Použit́ı UML diagramu tř́ıd
Diagram tř́ıd je jeden z nejpouž́ıvaněǰśıch diagramů při návrhu OO systémů. Elementy
a vazby použité v těchto diagramech také sami o sobě poskytuj́ı dostatek informaćı o navr-
hovaném systému. Pokud tedy vypust́ıme ostatńı (textové, popisné, atd.) informace, stále
źıskáme představu o řešeném problému.
GoF vzory a daľśı OO návrhové vzory maj́ı často ve standardu definován právě tento dia-
gram, a tak neńı problém ho použ́ıt pro vybráńı vhodného návrhového vzoru. Umožńıme
uživateli nakreslit jeho problém pomoćı element̊u tohoto diagramu, a potom tento di-
agram porovnáme s libovolným diagramem návrhového vzoru. Výsledek podobnosti nám
urč́ı vhodnost použit́ı tohoto vzoru. Tento postup p̊ujde poměrně dobře automatizovat
a usnadńı uživateli práci. Důležitým aspektem takového porovnáváńı je standardizovanost
UML.
Aby jsme mohli tyto dvě struktury v̊ubec porovnávat muśıme nejdř́ıve dané diagramy
převést na grafový problém a vybrat vhodný algoritmus pro samotné porovnáváńı.
Také muśıme navrhnout strukturu knihovny diagramů. Ta bude obsahovat nejen diagramy
návrhových vzor̊u, ale i daľśı osvědčené postupy a jejich diagramy, které budou odpov́ıdat
počátečńımu problému, postupné úpravě tohoto problému a konečnému řešeńı.
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I když diagram tř́ıd sám o sobě poskytuje dostatek informaćı o systému, dojde přeci
jenom při převodu na graf ke ztrátě mnoha údaj̊u, které mohou zkreslit přesnost naleze-
ného výsledku. Daľśı nevýhodou je poměrně velká časová náročnost takového porovnáváńı
a nutnost vytvořit dostatečně obsáhlou knihovnu už vytvořených, optimálněǰśıch řešeńı.
6.6.1 Převod UML na graf
Při převodu diagramu vzniká graf G = (V,E,We,Wv) (viz Obrázek 8), kde vrchol
V je chápán jako element tř́ıdy a hrany E potom reprezentuj́ı vazby mezi tř́ıdami. Graf
G je d́ıky možné orientaci vazeb mezi tř́ıdami také orientovaný. Ohodnoceńı hrany, We,
symbolizuje typ p̊uvodńı vazby. Hodnoty ohodnoceńı nejsou v podstatě d̊uležité, protože
neupřednostňujeme některý typ vazby. Jde nám pouze o rozlǐseńı jednotlivých druh̊u vazeb
od sebe.
Pro výsledný graf G plat́ı E ⊆ V × V . I když element tř́ıdy podle UML povoluje mı́t
vazbu sám na sebe, mi pro zjednodušeńı všechny smyčky a násobné hrany odstrańıme
(toto odstraněńı nám zrychĺı algoritmus porovnáváńı graf̊u).
Obrázek 8: Převod UML diagramu na graf
Takový graf je potom v programu vyjádřen př́ıslušným objektovým modelem na kterém
prob́ıhaj́ı potřebné operace a z kterého je konstruována potřebná matice. Řádek matice
symbolizuje počátečńı vrchol, sloupec potom ćılový vrchol. Pokud G[a][b] > 0, kde a je
př́ıslušný řádek a b př́ıslušný sloupec, pak mezi vrcholy existuje spojeńı a hodnota tohoto
spojeńı určuje druh vazby mezi tř́ıdami. Jinak vrcholy nejsou spojeny⇒ ohodnoceńı vazeb
je vždy kladné.
Matici předchoźıho grafu potom lze zapsat: 0 0 01 0 0
2 0 0

Nyńı, když jsme diagram převedly na graf (matici), už můžeme v aplikaci vybráńı vhod-
ného návrhového vzoru plně automatizovat. Z čeho budeme vyb́ırat nejoptimálněǰśı řešeńı,
bude záviset na velikosti a obsahu uložené knihovny správných postup̊u návrh̊u už vyře-
šených problémů a jednotlivých krok̊u těchto řešeńı.
V tomto bodě, když už v́ıme, jakou metodu použijeme pro porovnáváńı dat, je d̊uležité si
uvědomit, co všechno budeme od výsledné aplikace požadovat.
7 Návrh aplikace
Na navrhovanou aplikaci budeme mı́t několik požadavk̊u:
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• muśı dovolit ukládat už vyřešené postupy (postup může mı́t maximálně určený počet
krok̊u)
• muśı uživatelovi umožnit přehledně a snadno tyto postupy spravovat
• uživatel může zadat sv̊uj problém pomoćı element̊u diagramu tř́ıd (element tř́ıdy)
a vazeb (asociace a dědičnost)
• tento problém dovoĺı porovnávat s uživatelovou knihovnou osvědčených řešeńı a zob-
raźı nalezené shody
Programovaćım jazykem pro vytvořeńı aplikace bude Java z d̊uvodu snadné přenositelnosti
a použitého grafického rozhrańı.
7.1 Panel kresleńı
Pro vstupy i zobrazeńı dat z knihovny muśıme vytvořit vlastńı grafickou komponentu,
kterou si pojmenujeme jako panel kresleńı. Ta nám dovoĺı přehledně vykreslovat poža-
dovaný prvek a reagovat na uživatelem spouštěné události.
Vykreslený prvek bude symbolizovat objekt daného prvku uložený v aplikaci. Každý prvek
bude obsahovat i metodu pro své vlastńı vykresleńı. Volba mezi druhy vytvářených ob-
jekt̊u (mezi tř́ıdami) bude umı́stěna ve vlastńım panelu přehledně nad kresĺıćım plátnem.
Aby bylo kresleńı pro uživatele dostatečně př́ıjemné, přidáme několik listener̊u na určené
události, které dovoĺı spravovat už nakreslené prvky př́ımo na plátně:
• úprava vlastnost́ı tř́ıdy (jméno, metody, atributy) nebo vazby (orientace) – dvojité
poklepáńı
• změna velikosti tř́ıdy – klávesa R a levé tlač́ıtko myši
• změna polohy tř́ıdy – levé tlač́ıtko myši
Pro realizováńı všech těchto akćı, muśıme vytvořit tř́ıdu, která bude udržovat podp̊urné
proměnné (samozřejmě mohou být tyto proměnné umı́stěny př́ımo ve tř́ıdě panelu, ale
zbytečně j́ı budou znepřehledňovat). Předevš́ım se jedná o:
• prvńı označená tř́ıda při vykreslováńı vazby (při označeńı druhé vykresĺıme vazbu
mezi nimi)
• tř́ıda je vykreslována podle pozice x a y v pravém horńım rohu – aby uživatel mohl
s vykresleńım tř́ıdy manipulovat a nemusel vždy přesně označit myš́ı roh tř́ıdy, je
nutné spoč́ıtat rozd́ıl mezi označenou polohou a rohem (viz Obrázek 9) a tyto hod-
noty uložit (hodnoty lze použ́ıt pro změny velikosti prvku i pro změny polohy)
Obrázek 9: Nutnost ukládat pomocné proměnné
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7.1.1 Vykreslováńı vazby
Aby jsme dosáhli co největš́ı přehlednosti mezi spojenými prvky, je vykreslováńı vazeb
poměrně komplexńı činnost́ı. Tvar vazby je dynamicky měněn a vykreslován podle pozice
počátečńıho a ćılového prvku (měńı se nejen ćılový a počátečńı bod úsečky znázorňuj́ıćı
vazbu, ale i mı́sta lomeńı). Pokud je vazba orientována, pak je dynamicky překreslována
i šipka. Zvolený systém vykreslováńı vazby je ukázán na Obrázku 10.
Obrázek 10: Vykreslováńı vazeb mezi statickými prvky
7.2 Objektový model vykreslovaných prvk̊u
Už z předchoźıch úvah je patrné, že každý vykreslovaný prvek muśı mı́t svou vlastńı
tř́ıdu, která definuje přehledně jeho vlastnosti. Veškeré prvky si můžeme rozdělit do dvou
skupin:
• statické prvky (např́ıklad tř́ıda)
– mohou na plátně existovat sami o sobě
– jejich poloha je určena x a y souřadnićı
– můžeme měnit jejich velikost i polohu
• vazby
– vyjadřuj́ı spojeńı mezi dvěma statickými prvky
– nemohou tedy na plátně existovat sami o sobě
– jejich poloha je určena polohou spojovaných prvk̊u
Abychom při práci s prvky dosáhli co největš́ıho zapouzdřeńı a nejvolněǰśıho spojeńı mezi
tř́ıdami, vytvoř́ıme ještě jednu tř́ıdu, kterou pojmenujeme Entita. Ta bude definovat spo-
lečné vlastnosti statických prvk̊u i vazeb a tř́ıdy Statické prvky a Vazby budou jej́ımi
potomky (viz Obrázek 11). Tř́ıdy konkrétńıch prvk̊u jsou potom potomky těchto dvou
tř́ıd a muśı implementovat některé jejich metody.
V celé aplikaci se pracuje s obecnou tř́ıdou Entity, výjimečně pak s tř́ıdami Statické prvky
nebo Vazby. T́ım jsou konkrétńı prvky dostatečně zapouzdřeny (využit́ı polymorfismu) ⇒
budoućı přidáńı daľśıch prvk̊u si nevyžádá žádné změny v již napsaném zdrojovém kódu.
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7.2.1 Převod na graf
Při převodu na graf je nutné z objektového modelu vytvořit matici. Pro kresĺıćı panel
muśıme vytvořit tř́ıdu, která bude spravovat prvky v ńı nakreslené. Každý kresĺıćı panel
bude potom inicializovat vlastńı objekt této tř́ıdy a mı́t svou vlastńı datovou vrstvu, kterou
bude vykreslovat. Vzhledem k tomu, že metoda vykresleńı každého prvku je už abstraktně
vytvořena v Entitě (viz Obrázek 11), je datová vrstva naprosto oddělena od skutečného
typu prvku.
Vytvořeńı matice potom prob́ıhá podle následuj́ıćıho postupu:
1: matice[pocetStatickychPrvku][pocetStatickychPrvku] = 0; {inicializace matice a na-
staveńı počátečńıch hodnot na 0}
2: for i pro všechny statickePrvky do
3: for j pro všechny vazby v i do
4: matice[jOdkud][jKam] = jHodnota; {vazba v́ı, odkud kam směřuje (objekty
statických prvk̊u), jako hodnota matice se použije atribut hodnota vazby}
5: end for
6: end for
Obrázek 11: Objektový model prvk̊u
7.3 Návrh knihovny postup̊u
Při návrhu datové vrstvy aplikace muśıme myslet na jej́ı dostatečnou flexibilitu. Od
aplikace požadujeme, aby uživatel mohl ukládat nejen nakreslené prvky jednoho panelu
kresleńı, ale aby těchto panel̊u mohl mı́t i několik najednou tak, aby se daly seskupovat
do jednoho vyřešeného postupu (postup=problém), kde jednotlivý panel je krokem řešeńı
(krok=postupné řešeńı problému).
Vytvoř́ıme proto tř́ıdy, které budou takovouto strukturu reprezentovat (viz Obrázek 12).
Tř́ıda Data bude obsahovat metody pro práci s jednotlivými postupy, bude také v bu-
doucnu obstarávat ukládáńı a nač́ıtáńı dat z databáze. Tř́ıda Postup bude udržovat a spra-
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vovat jednotlivé kresĺıćı panely a tř́ıda KresleniZasobnik bude spravovat prvky kresĺıćıho
panelu.
Kresĺıćı panel si nikam neukládá, co do něj bylo nakresleno. Pouze v́ı, který kresĺıćı zásobńık
patř́ı jemu, a z něj potom vykresluje prvky. Tato realizace je použita pro odděleńı závislost́ı
od pohledu a dat. Daľśı výhodou tohoto rozděleńı je budoućı ukládáńı dat (kdyby jsme
nakreslené prvky ukládaly př́ımo do objektu plátna, museli bychom v budoucnu ukládat
celé kresĺıćı panely).
Obrázek 12: Správa dat
7.3.1 Správa knihovny postup̊u
Každá tř́ıda pro ukládáńı dat v aplikaci poskytuje i potřebné metody pro jejich správu.
K atribut̊um nikdy nepřistupujeme př́ımo.
Uživatel přistupuje k dat̊um pomoćı GUI (využit́ı Java komponenty JTree, která dokáže
přehledně vykreslit požadovanou strukturu dat–všechny postupy i jejich kroky). S postupy
budeme cht́ıt provádět několik operaćı:
• vytvořeńı nového postupu–samostatný formulář
• přejmenováváńı postup nebo zásobńıku (každý zásobńık i postup má pro přehlednost
své jméno)
• mazáńı zásobńık̊u a postup̊u
• koṕırováńı zásobńık̊u mezi sebou–při koṕırováńı budeme klonovat př́ıslušné objekty
(k tomu nám poslouž́ı rozhrańı cloneable a metoda clone() jazyka Java)
• přidáváńı daľśıch krok̊u (zásobńık̊u) do už vytvořeného postupu
V pohledu (uživatelově GUI) může být v́ıce mı́st, kde budeme cht́ıt zobrazit přehledy
datové vrstvy. Naráž́ıme proto na problém, jak je v pohledu všechny udržet aktuálńı (tak,
aby obsah jednoho prvku odpov́ıdal všem daľśım). Pokud nastane situace, kdy uživatel
prostřednictv́ım nějaké komponenty uprav́ı data, potom muśı i ostatńı komponenty dostat
upozorněńı, že došlo ke změně dat, a svá data upravit. Tohoto chováńı lze dosáhnout
minimálně dvěma zp̊usoby:
• vytvořeńım vlastńıho kontroloru pro tuto správu dat–př́ıslušná GUI komponenta
bude delegovat kontrolora a ten provede změnu nejen v datech, ale i všem daľśım
komponentám oznámı́, že k takové změně došlo
• vytvořeńım synchronizačńı tř́ıdy–ta bude obsahovat př́ıslušné synchronizačńı operace
a všechny daľśı GUI komponenty, které je nutné kontaktovat, pokud dojde ke změně
v datech
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Pokud se na oba postupy pod́ıváme pozorněji, zjist́ıme, že jsou si velmi podobné. V obou
př́ıpadech využijeme základńı princip návrhového vzoru Pozorovatel. V prvńım př́ıpadě
bude objekt kontrolor spravovat všechny posluchače a provádět dané operace. V druhém
př́ıpadě si bude synchronizačńı objekt vytvářet př́ımo daná GUI komponenta. Ta si také
sama provede všechny nutné operace a potom jen kontaktuje synchronizačńı objekt pro
správu zbylých komponent. Toto řešeńı je použito v aplikaci, protože poskytuje větš́ı vol-
nost pro výběr posluchač̊u (každá komponenta může mı́t jiné posluchače). Tato výhoda je
ovšem vykoupena horš́ı přehlednost́ı než prvńı řešeńı.
Toto řešeńı se týká pouze správy postup̊u a jejich jednotlivých krok̊u, u samotných prvk̊u
na kresĺıćım panelu bude využit princip MVC pro udržeńı synchronizace mezi panely,
a tedy použit́ı kontroloru.
MVC v tomto př́ıpadě neńı použito, protože komponenta jazyka Java JTree, potřebuje
složitěǰśı správu, než jakou můžou data pouhým oznámeńım o změně poskytnout (museli
bychom tyto tř́ıdy v́ıce provázat). Proto vytvář́ıme specializovaný objekt právě pro správu
takovýchto přehledových stromů, který supluje funkci kontroloru modelu MVC pro každou
danou komponentu.
7.4 Ukládáńı dat
Je nutné data ukládat proto, abychom k nim mohli zpětně přistupovat i po znovu
spuštěńı aplikace a mimo jiné je i sd́ılet mezi několika uživateli (aplikacemi). Při využit́ı
jazyka Java se nám nab́ıźı následuj́ıćı možnosti, jak data uložit:
• využijeme serializaci objekt̊u – objekty můžeme ukládat do soubor̊u a v př́ıpadě
potřeby je znova nač́ıtat, takový postup ovšem neposkytuje dostatečnou efektivnost
pro správu dat
• využit́ı objektově-relačńı databáze – nevýhodou je ovšem nutnost źıskávat z objekt̊u
potřebná data
– pro ukládáńı a nač́ıtáńı dat z/do objekt̊u si naṕı̌seme vlastńı datovou vrstvu
(skupinu tř́ıd), která nám zajist́ı abstrakci při práci s objekty a jejich daty,
př́ıpadně využijeme některý už vytvořený framework
– daľśım řešeńım je využit́ı nástroje Hibernate
• použit́ı objektové databáze – taková databáze by byla z hlediska aplikace nejvýhod-
něǰśı a oproti relačńı databázi by nám ušetřila práci s relačńım mapováńım použitých
objekt̊u
7.4.1 Hibernate
Hibernate je nástroj, který dovoluje ukládat a nač́ıtat data v objektech jazyka Java
do a z relačńı databáze za použit́ı principu ORM (objektově relačńıho mapováńı). Tento
nástroj velmi usnadňuje vývoj Java aplikaćı, kde má být jako persistentńı úložǐstě dat
použita relačńı (př́ıpadně relačně-objektová) databáze.[21]
Pro použit́ı tohoto nástroje je nejdř́ıve nutné nastavit konfiguračńı soubor Hibernate. Po-
tom už jen u ukládaných tř́ıd nastav́ıme př́ıslušné anotace (co budeme ukládat), př́ıpadně
provedeme toto nastaveńı v př́ıslušném xml souboru a vytvoř́ıme potřebné tabulky v da-
tabázi. Pomoćı Hibernate dále ulož́ıme/načteme potřebná data z/do databáze – pro práci
s Hibernate většinou využijeme abstraktńı vrstvu JPA (Java persistence API). Hibernate
zde tedy obstarává funkci mapováńı mezi databáźı (tabulkami) a objekty.
Hibernate se často použ́ıvá u webových aplikaćı na serveru, ale najde využit́ı i u aplikaćı
na desktopu. Pro svou funkčnost ovšem vyžaduje databázi, s kterou bude spolupracovat.
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7.4.2 Databáze db4o
Databáze db4o je objektová databáze s licenćı GNU GPL. Tato aplikace dovoluje na-
plno využ́ıt už vytvořenou objektovou strukturu aplikace. Neńı zde zapotřeb́ı přidáváńı
daľśıho funkčńıho kódu do ukládaných tř́ıd (ani anotaćı). Tato databáze je .jar Java baĺıček
a po importováńı do naš́ı aplikace můžeme jednoduše využ́ıvat jej́ı metody pro ukládáńı
a nač́ıtáńı dat.[20]
Po kompilaci kódu tedy nepotřebuje žádnou daľśı exterńı aplikaci jako suplikant databáze.
Data jsou uložena ve formě souboru. Importované metody databáze potom dokáž́ı z to-
hoto souboru efektivně źıskat a spravovat dané objekty, př́ıpadně je do něj ukládat, mazat,
aktualizovat, atd.
Po otevřeńı spojeńı (databáze otevře soubor) dojde k zamknut́ı otev́ıraného souboru. Da-
tabáze si pamatuje referenci všech načtených objekt̊u až do uzavřeńı spojeńı a při ukládáńı
dat kontroluje objekty, které je nutné pouze aktualizovat (nedojde tedy k redundantnosti
dat).
Nevýhodou této databáze je, že při podstatné změně tř́ıd v aplikaci, může doj́ıt k nekon-
zistenci s uloženými objekty a ke ztrátě všech uložených dat. Daľśı nevýhodou je silné
provázáńı s použitým programovaćım jazykem.







7 //vytvořeńı nové konfigurace db
8 EmbeddedConfiguration config = Db4oEmbedded.newConfiguration();
9 /∗ při načteńı objektu se načtou i všechny objekty v něm uložené, atd. až do dané hloubky ∗/
10 config.common().activationDepth(10);




15 //načteńı souboru s˜př́ıslušnou konfiguraćı
16 db = Db4oEmbedded.openFile(config, soubor.getPath());
17
18 ////////// ukládáńı dat ///////////
19 try {
20 db.store(ukladanyObjekt); /∗ nejjednodušš́ı možnost ukládáńı dat do databáze
21 (souboru)−>databázi prostě poskytneme př́ıslušný objekt ∗/
22 } catch (Exception e) { // při ukládáńı m̊uže nastat chyba
23 // reakce na chybu
24 }
25 //////// nač́ıtáńı dat ///////////
26 try {
27 ObjectSet vysledky = db.queryByExample(new Postup()); /∗ nejjednodušš́ı
28 nač́ıtáńı objekt̊u −> podle požadovaného objektu (metoda vraćı list objekt̊u) ∗/
29 for (Object o : vysledky) { //nacteme data
30 // o obsahuje požadovaný objekt;
31 }
32 } catch (Exception e) {
33 // reakce na chybu
34 }
35 //////// ukončeńı spojeńı ///////////
36 db.close();
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Uvedený př́ıklad nač́ıtáńı dat využ́ıvá nejjednodušš́ı typ dotazu, dotaz pomoćı př́ıkladu
(query by example). Databáze db4o dovoluje využ́ıt ještě daľśı dva druhy dotaz̊u. Prvńım
z nich je přirozený dotaz (native query), který je preferován v př́ıpadě, že dotaz pomoćı
př́ıkladu je nedostatečný.
1 List<Postup> vysledek = db.query(new Predicate<Postup>() {
2 public boolean match(Postup postup) {




Posledńı možnost́ı dotazu je pomoćı SODA API.
1 Query query−db.query(); //dotaz pomoćı SODA API
2 query.constrain(Postup.class); // omezeńı
3 query.descend(”atribut”).constrain(100); //omezeńı na atribut tř́ıdy
4 ObjectSet vysledek−query.execute(); //vykonáńı dotazu a˜źıskáńı dat ve výsledku
Protože výsledná aplikace potřebuje mı́t všechny data př́ıstupná hned po načteńı (to je
nutné vzhledem k vytvořeńı přehledu všech postup̊u pro uživatele i pro samotné vyhledá-
váńı), stač́ı nám použit́ı dotazu pomoćı př́ıkladu. Všechny postupy z databáze źıskáme,
pokud jako př́ıklad použijeme objekt Postupu se všemi atributy o hodnotě null.
Z předchoźı kapitoly v́ıme, jak bude vypadat objektový model dat. Tř́ıda Data bude obsa-
hovat metody pro načteńı, uložeńı a vytvořeńı spojeńı s databáźı. Abychom zajistili dosta-
tečnou abstrakci ovládáńı těchto metod od uživatele, vytvoř́ıme ještě daľśı tř́ıdu Ovlada-
niDB. Ta bude zpracovávat komplexněǰśı činnosti s databáźı a bude si udržovat informaci
o tom, jaký soubor máme právě otevřen. Protože chceme uživateli dovolit otevř́ıt v jednu
chv́ıli pouze jedno spojeńı, bude tato tř́ıda využ́ıvat návrhový vzor Jedináček.
7.5 MVC a použit́ı návrhových vzor̊u
Už z předchoźıch rozhodnut́ı je možná patrné, že aplikace bude využ́ıvat architekturu
MVC. O jej́ıch výhodách jsem se zmı́nil již na začátku práce a zde bych rád ukázal jejich
realizaci.
Aplikaci rozděĺıme na tři funkčńı bloky:
• Pohled – vše co uživatel vid́ı. Pro většinu složitěǰśıch komponent vytvář́ıme vlastńı
tř́ıdu (t́ım sice velmi zvýš́ıme počet tř́ıd dané aplikace, ale také zvýš́ıme přehled-
nost a rozš́ı̌ritelnost programu). Složitěǰśı komponenty obsahuj́ı část funkcionality
kontroloru (t́ım podstatně sńıž́ıme velikost kontroloru a umožńıme provádět některé
operace už na úrovni Pohledu)
• Kontrolor – obsahuje podstatnou část veškeré funkcionality systému. Pohled pouze
deleguje kontrolor o prováděńı daných operaćı. Zde přicháźı ke slovu použit́ı r̊uzných
strategíı a návrhový vzor Strategie.
• Model – datová vrstva systému. Ta už zde byla poměrně rozebrána. Vzhledem k MVC
je nutné zd̊uraznit, že to jsou právě data, která upozorňuj́ı Pohled na změnu (toto
upozorněńı může v některých př́ıpadech provádět i kontrolor, jak je patrné z Obrázku
13) a t́ım zajǐst’uj́ı aktuálnost Pohledu a možnost v́ıce-oknové aplikace.
I když použit́ı MVC je v mnoha směrech výhodné, může mı́t i některá negativa. Je nutné
aplikaci velmi dobře otestovat a funkčně dobře propojit tyto tři bloky (realizovat mezi bloky
co nejvolněǰśı vazby, a t́ım sńıžit budoućı závislosti–toho lze částečně dosáhnout užit́ım




Obrázek 13: Sekvenčńı diagram MVC s rozd́ılnými př́ıstupy aktualizace
celého programu a pro mnoho projekt̊u, kde se v̊ubec nepoč́ıtá s jej́ım použit́ım jako v́ıce-
pohledové, je jeho nasazeńı často zbytečné. V mé aplikaci je použit́ı MVC sṕı̌se studijńıho
rázu, než že by ho charakteristika problému vyžadovala.
7.5.1 Kontrolor
Kontrolor symbolizuje hlavńı funkčńı jednotku aplikace. Nejenže má obstarávat vět-
šinu operaćı, ale stará se i o synchronizaci pohled̊u.
Aby nebyl kontrolor př́ılǐs rozsáhlý a dodržoval jeden z princip̊u oo programováńı (každá
tř́ıda by měla dělat jen jednu věc), je využita možnost skládáńı tř́ıd (viz Obrázek 14).
Objekt kontrolor tedy v některých př́ıpadech deleguje jiné objekty, aby za něj provedli
př́ıslušné operace (těmi mohou být např́ıklad ovládáńı databáze a nebo načteńı počáteč-
ńıch setup dat). Poskytuje také př́ıstup k těmto objekt̊um přes své set/get metody.
Obrázek 14: Skládáńı kontroloru
Pro dodržeńı počátečńıho rozděleńı aplikace na funkčńı bloky, je nutné, aby část Po-
hledu, př́ıpadně dat, obsahovala referenci (využ́ıvala) pouze objekt kontrolor (nebo jeho
potomky). Přes delegace, dědičnost a skládáńı tř́ıd potom můžeme realizovat libovolnou
operaci např́ıč celým Kontrolor blokem.
Pro odděleńı použitých algoritmů je použit návrhový vzor Strategie, který dovoluje
zapouzdřit a dynamicky měnit r̊uzné strategie použité Pohledem (viz Obrázek 15).
Objekt GUI přesně definuje skladbu okna a co uživatel vid́ı. Tř́ıda Subjekt potom slouž́ı
jako předek všem pohled̊um a je složena i z reference na objekt kontrolor, který symbo-
lizuje abstraktńı tř́ıdu všech strategíı. Tř́ıda KresleniMezivrstva je vložena mezi strategie
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a kontrolor z d̊uvodu, abychom přesunuly společné kreslićı metody do jedné tř́ıdy, využili
dědičnost a zpřehlednili jsme kontrolor.
Obrázek 15: Kontrolor–vzor Strategie
Různé strategie jsou v aplikaci chápány jako rozd́ılné zp̊usoby práce s kresĺıćımi panely
při kresleńı. Oblast této správy je pro aplikaci naprosto základńı a v budoucnu je dosti
možné, že právě v těchto algoritmech může doj́ıt ke změně nebo k přidáńı daľśıch druh̊u
kresleńı. Dı́ky použit́ı tohoto vzoru, který využ́ıvá polymorfismus, budou nutné úpravy
v již vytvořeném a otestovaném kódu minimálńı.
Rozd́ılné strategie zde mohou být potřeba např́ıklad z těchto d̊uvod̊u:
• rozd́ılný přistup k dat̊um a prvk̊um v zásobńıku – tento d̊uvod je použit pro rozděleńı
kresleńı a kresleńı sady v mém systému. Zat́ımco kresleńı je osamocený panel, slouž́ıćı
pro vyhledáváńı a jeho pozice v datech je předem známá, kresleńı sada pracuje často
s celou sadou kresĺıćıch panel̊u
• uživatele chceme upozornit před smazáńım nebo přidáńım prvku
• správu můžeme realizovat daľśımi jinými zp̊usoby, můžeme omezit přidáváńı prvk̊u
na panel a upravit daľśı operace, které jsou definovaný ve společném rozhrańı kont-
roloru
Přeṕınáńı mezi strategiemi může potom být realizovaná podle uživatelova požadavku (ja-
kou strategii bude cht́ıt použ́ıt) a nebo použ́ıt automatické měněńı strategíı. Chce-li na-
př́ıklad uživatel vyhledávat, potom přepneme kontrolor jenom na kresleńı a dovoĺıme mu
spravovat data ve vyhledávaćım kreslićım panelu. Pokud pracujeme nad uloženými po-
stupy, přepneme kontrolor na kresleńı v sadě.
7.5.2 Pohled
Pohled symbolizuje všechny komponenty zobrazované uživateli. Tř́ıda GUI popisuje
jakým zp̊usobem budou dané komponenty poskládány a zobrazeny.
Pro většinu složitěǰśıch komponent je vytvořena vlastńı tř́ıda. Pohled je složen z objekt̊u
těchto tř́ıd (viz Obrázek 16). Vzhledem k použit́ı MVC můžeme mı́t s minimálńımi úpra-
vami v́ıce r̊uzně poskládaných pohled̊u.
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Obrázek 16: Složeńı pohledu
Skládáńı jednotlivých komponent do sebe je realizováno pomoćı návrhového vzoru
Strom (Composite). Ten je obsažen už př́ımo v programovém prostřed́ı Javy, a neńı
proto nutné ho vytvářet znovu. Se znalost́ı základńıho principu tohoto vzoru si dovedeme
udělat velmi jasnou představu, jak je toto skládáńı v Javě realizováno (viz Obrázek 17,
kde je velmi zjednodušená ukázka realizace tohoto vzoru v Javě).
Obrázek 17: Př́ıklad skládáńı komponent v Javě
Pro návrh grafického uživatelského rozhrańı lze použ́ıt drátový model (viz Obrázek
18), který dovoĺı v této fázi ukázat, jak bude toto rozhrańı vypadat, a zda-li se v něm bude
uživatel orientovat. Tuto část uživatel př́ımo uvid́ı a bude to v podstatě jediná část celého
modelu, s kterou bude komunikovat. Dı́ky použit́ı modelu MVC můžeme mı́t takovýchto
rozhrańı hned několik, synchronizovaných mezi sebou navzájem.
Předem si připrav́ıme rozvržeńı menu, jestli budeme uživateli umožňovat aplikaci nějak
dodatečně nastavovat, nebo umožńıme měnit použitý vyhledávaćı algoritmus. Podstatnou
otázkou je, zda-li bude aplikace obsahovat nápovědu. Položku menu Otevř́ıt potom navá-
žeme na obsluhu databáze.
Z drátového modelu také vid́ıme, že nalezené výsledky budeme zobrazovat ve stejném
panelu jako obsah databáze. Mezi těmito položkami se tedy budeme přeṕınat. To samé
plat́ı pro kresĺıćı plátno určené pro vyhledáváńı postup̊u a pro plátna, na které budeme
už uložené postupy zobrazovat.
Panel, z kterého budeme vyb́ırat aktuálně kreslenou entitu, přehledně umı́st́ıme nad plátna
a pod menu aplikace. Uživatel tedy nebude muset nějak zdlouhavě hledat kreslené prvky
32
Obrázek 18: Drátový model grafického rozhrańı
a složitě se k výběru proklikávat.
Možnosti nastaveńı a ukázky nápovědy už př́ımo souviśı s realizaćı aplikace, a proto se
jim budu věnovat až později.
7.5.3 Model
U datové vrstvy MVC je nutné zmı́nit spojeńı mezi daty a pohledem. Ze strany po-
hledu je toto spojeńı zřejmé, pohled źıskává data z modelu. Jak ovšem upozornit pohled
nebo několik pohled̊u, že došlo ke změně dat. Pokud se zaměř́ıme na vykreslená data na
jednotlivých panelech, mohli bychom samozřejmě počkat na daľśı překresleńı. Toto řešeńı
neńı ale často dostatečně flexibilńı.
Pro řešeńı tohoto problému využijeme návrhový vzor Posluchač (viz Obrázek 19). Data
budou vědět, komu všemu poskytuj́ı informace, a při jejich změně upozorńı i všechny re-
gistrované posluchače. Pro toto spojeńı je charakteristické, že je velmi volné (data o po-
sluchač́ıch v́ı jen opravdu minimálńı množstv́ı informaćı). Po realizaci tohoto spojeńı je
už velmi jednoduché upozorňovat pohled nejen na změny, ale také na chyby při čteńı dat,
otev́ıráńı databáze, atd..
Pro všechny data v tomto př́ıpadě neńı potřeba vytvářet společné rozhrańı, č́ımž se di-
agram tř́ıd mı́rně rozcháźı s uvedeným diagramem na začátku práce. Definice problému
a hlavně použité řešeńı ovšem odpov́ıdá danému návrhovému vzoru, a proto o tomto řešeńı
můžeme hovořit jako o použit́ı vzoru Pozorovatel.
8 Vyhledáváńı a porovnáváńı diagramů tř́ıd
Pro vyhledáváńı bude použit uživatel̊uv vstup (diagram tř́ıd UML). Tento diagram
bude převeden na graf a následně porovnán s již uloženými správnými postupy problémů
a jejich optimálńıch řešeńı. Na základě shody bude vybrán nejoptimálněǰśı postup a daný
krok postupu. T́ım uživatel źıská přehled o tom, jak by měl pokračovat podle už osvědče-
ného postupu.
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Obrázek 19: Realizace vzoru Posluchač
Pokud nalezneme shodu, ale navrhované řešeńı nebude odpov́ıdat požadovanému, je tu
možnost, že uživatel sv̊uj problém nakreslil jinak než v minulosti a nebo v databázi, řešeńı
tohoto problému neńı (lepš́ı a odpov́ıdaj́ıćı graf).
Vyhledáváńı má sńıžit počet možných budoućıch řešeńı a napovědět uživateli, jak v mi-
nulosti řešil podobný problém. Nalezené řešeńı proto nemuśı vždy odpov́ıdat aktuálńımu
požadovanému řešeńı. Tato nepřesnost ve vyhledáváńı je dána nejen nedostatkem přená-
šených informaćı v grafu, ale i automatizaćı celé úlohy. Proto např́ıklad diagram tř́ıd pro
návrhový vzor Pozorovatel bez jednoho rozhrańı a jiným typem vazby bude aplikaćı chá-
pan jako jiný problém, než vyjadřuje standardizovaný diagram tohoto vzoru a to i přesto,
že oba řeš́ı stejný problém trochu rozd́ılným zp̊usobem. Zde je vidět d̊uležitost dostatečně
rozsáhlé knihovny a možnost budoućıho rozš́ı̌reńı aplikace o daľśı diagramy, které by zvý-
šily množstv́ı přenášených informaćı.
Pro výsledný systém je nutné myslet na budoućı snadné rozš́ı̌reńı o daľśı použité algoritmy.
Toho lze dosáhnout společným rozhrańım pro všechny vyhledávaćı algoritmy (využit́ı poly-
morfismu). Algoritmy budou umı́stěny v zásobńıku a výběr nebo přidáńı daľśıho algoritmu
bude otázka několika řádk̊u nového kódu. Také je d̊uležité nalezené shody přehledně zob-
razit a vyznačit nejoptimálněǰśı řešeńı.
8.1 Pojmy z teorie graf̊u
Problém porovnáváńı řeš́ıme jako grafovou úlohu a je proto d̊uležité vysvětlit ze za-
čátku několik grafových pojmů, které budou použity pro vysvětleńı princip̊u algoritmů.
Pro složitěǰśı pojmy je součást́ı vysvětleńı i př́ıklad, který v mnoha př́ıpadech souviśı
s výsledným řešeńım problému a můžeme se tak na něj v daľśım popisu odkázat.
8.1.1 Graf
Definice i znázorněńı grafu jak vizuálně, tak v paměti poč́ıtače např́ıklad maticově už
bylo částečně zmı́něno a zde tedy poṕı̌seme zbytek potřebných informaćı.





–hrana je tvořena dvouprvkovou neuspořádanou množinou vrchol̊u (plat́ı pro
neorientované grafy)
• E ⊆ V × V –hrany jsou uspořádané dvojice vrchol̊u (plat́ı pro orientované grafy)
• předchoźı dvě tvrzeńı neplat́ı pro grafy s v́ıcenásobnými hranami a smyčkami–takový
graf označujeme jako multigraf nebo pseudograf
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Vizuálńı znázorněńı grafu jsme mohli vidět už na předchoźım Obrázku 8 a graf bude
znázorněn také na daľśıch popisných obrázćıch.
Graf v poč́ıtači můžeme vyjádřit mnoha zp̊usoby, a abych na následuj́ıćıch př́ıkladech
demonstroval jejich rozd́ılnost, je použit pro všechny př́ıpady stejný graf.
• uložeńı množin vrchol̊u V a hran E
– V = {1, 2, 3, 4} a E = {{1, 2} , {2, 3} , {3, 4} , {4, 1} , {1, 3}}
– hrany E jsou vyjádřeny neuspořádanou množinou ⇒ neorientovaný graf
– můžeme jednoduše vyjádřit násobné hrany a smyčky
– nedovoluje vyjádřit ohodnoceńı hrany
• matice sousednosti
– 
0 1 1 1
1 0 1 0
1 1 0 1
1 0 1 0

– dovoluje zobrazit smyčky, př́ıpadně stupeň vrcholu
– nedovoluje v této podobě vyjádřit násobné hrany




1 1 0 0
0 1 1 0
0 0 1 1
1 0 0 1
1 0 1 0

– řádek matice symbolizuje hranu (hrany je proto nutné oč́ıslovat, př́ıpadně jim
přǐradit nějaké pořad́ı)
– dovoluje vyjádřit smyčky i násobné hrany
– dovoluje vyjádřit i stupeň vrcholu
– použitelná pro orientovaný i neorientovaný graf
Protože v aplikaci budeme potřebovat ukládat ohodnoceńı hrany a už v́ıme, že budeme
ignorovat (respektive ani nedovoĺıme nakreslit) v́ıcenásobné hrany a smyčky, bude nám
pro práci s grafem nejlépe vyhovovat matice sousednosti.
8.1.2 Úplný graf
Úplný graf je takový, pro který plat́ı N = 2(
v
2), kde N je celkový počet vazeb a v je
počet vrchol̊u grafu. Vizuálně úplný graf poznáme tak, že každý vrchol je spojen hranou
s každým jiným vrcholem (tedy kromě sebe samého).
8.1.3 Podgraf
Podgraf G1 = (V1, E1) grafu G = (V,E) definujeme jako G1 ⊆ G. Podgraf je tedy
podmnožinou p̊uvodńıho grafu. Speciálńım př́ıpadem podgrafu je indukovaný pod-




, obsahuje tedy všechny hrany na podmnožině vrchol̊u
podgrafu p̊uvodńıho grafu.
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8.1.4 Cesta a souvislost grafu
Cesta je množina, resp. uspořádaná posloupnost P, vrchol̊u V, ve které se mohou
opakovat hrany. Definice cesty je d̊uležitá pro pochopeńı souvislosti grafu.
O grafu můžeme prohlásit, že je souvislý, pokud existuje cesta pro každé dva vrcholy x a y.
Každý maximálńı souvislý podgraf grafu G se nazývá komponenta grafu. Komponenta
grafu se dá vyjádřit množinou vrchol̊u, které jsou spolu v relaci, resp. ekvivalenci (relace
splňuje pravidla na symetrii–x ∼ y, reflexi–x ∼ y ⇒ y ∼ x a tranzitivitu–x ∼ y ∧ y ∼ z ⇒
x ∼ z).
Už z popisu ekvivalence vyplývá, že zat́ımco u neorientovaného grafu muśı platit vždy,
u orientovaného platit nemuśı (cesta z x do y existuje, ale cesta z y do x už existovat
nemuśı). Pro orientované grafy tedy zavád́ıme termı́n silně souvislá komponenta, která
v podstatě odpov́ıdá komponentě u neorientovaného grafu, tud́ıž, pokud existuje cesta z x
do y, u silně souvislé komponenty existuje i cesta z y do x, kde x a y jsou libovolné dva
vrcholy silně souvislé komponenty.
8.1.5 Strom
Za strom se dá označit každý souvislý graf neobsahuj́ıćı kružnici (pokud z libovolného
vrcholu x do y existuje v́ıce jak jedna cesta ⇒ strom splňuje podmı́nku jednoznačnosti
cesty). O stromu se dá dále prohlásit, že se jedná o maximálńı graf bez kružnice a zároveň
minimálńı souvislý graf (přidáme hranu – vznikne kružnice, odebereme hranu – graf už
nebude souvislý). Pro strom také plat́ı Euler̊uv vzorec | V |=| E | +1.
Kostra grafu je jeho stromem, pokud výsledný strom má stejný počet vrchol̊u jako p̊uvodńı
graf.
8.1.6 Složitost algoritmů
Pro práci s algoritmy, nejen grafovými, je vždy podstatná jejich složitost. Ta vyja-
dřuje časovou náročnost algoritmu a je př́ımo úměrná době nutné k źıskáńı požadovaného
výsledku. Každý algoritmus by měl splňovat kritérium na svou konečnost, pokud je algo-
ritmus př́ılǐs složitý, pak je vhodné omezit vstupńı data či výpočet provést paralelně.
Pro popis asymptotické složitosti použijeme O notaci ⇒ T (n) = O(f(n)) a tedy čas běhu
algoritmu odpov́ıdá řádu r̊ustu funkce f(n), která charakterizuje počet elementárńıch ope-
raćı nad vstupńımi daty o počtu n.
Pro snazš́ı pochopeńı zápisu složitosti uvedu pár př́ıklad̊u:
• O(1) – elementárńı operace
• O(log2n) – vyhledáváńı prvku v seřazeném poli pomoćı metody p̊uleńı intervalu
• O(n) – vyhledáváńı prvku v neseřazeném poli lineárńım vyhledáváńım (lineárńı slo-
žitost)
• O(n2) – procházeńı matice (kvadratická složitost)
Pro algoritmus jsou nejméně vhodné složitosti exponenciálńı – O(en) a faktoriálńı – O(n!).
Pro rostoućı n je při těchto složitostech obrovský r̊ust T(n) – doby nutné k výslednému
výpočtu. Problémy, které nelze řešit a ověřit jinak, než pomoćı algoritmů s větš́ı než
polynomiálńı složitost́ı, označujeme jako NP-úplné problémy. Daľśı tř́ıdy problémů jsou
P–řešitelné v polynomiálńım čase a NP–neřešitelné, ale verifikovatelné v polynomiálńım
čase. Každý NP problém je redukovatelný na NP-úplný problém.
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8.1.7 Isomorfismus
Isomorfńı grafy G = (V,E) a G1 = (V1, E1) jsou takové, pro které plat́ı {x, y} ∈ E,
právě když {f(x), f(y)} ∈ E1 a zobrazeńı f : V → V1. Jinak řečeno, z p̊uvodńıho grafu
G můžeme źıskat n isomorfńıch graf̊u G1 a to přejmenováńım vrchol̊u V na V1 tak, aby
odpov́ıdalo zobrazeńı jednotlivých hran E do E1 (viz Obrázek 20). Pokud jsou dva grafy
isomorfńı, můžeme psát, že G ∼= G1. Z popisu isomorfismu vyplývá jedna z jeho vlastnost́ı
a to, že dva isomorfńı grafy maj́ı stejnou posloupnost stupň̊u vrchol̊u (stupeň vrcholu
vyjadřuje počet vycházej́ıćıch hran z vrcholu, u orientovaných graf̊u potom rozlǐsujeme
výchoźı a př́ıchoźı hrany). Rozhodnut́ı, zda-li jsou dva grafy isomorfńı, je obecně těžká
úloha.
Zat́ımco zjistit jestli jsou dva grafy isomorfńı je těžká úloha, rozhodnut́ı, zda-li dva grafy
nejsou isomorfńı, je často mnohem jednodušš́ı problém. Zde můžeme využ́ıt vlastnost́ı
isomorfismu pro určeńı, že dva grafy nejsou isomorfńı. Touto vlastnost́ı je už zmı́něná
posloupnost stupň̊u vrchol̊u a to jej́ı velikost, pořad́ı a jednotlivé stupně vrchol̊u (stač́ı,




Klika neorientovaného grafu G=(V,E) je množina vrchol̊u C ⊆ V takové, že každý
podgraf grafu G indukovaný vrcholy C je kompletńı, resp. každá klika neorientovaného
grafu G je jeho úplným podgrafem (viz Obrázek 21).
Při určováńı klik rozlǐsujeme jej́ı dva typy:
• největš́ı možná klika (maximal) – klika, která neńı indukovaná v žádné jiné klice
• největš́ı klika (maximum) – klika, která obsahuje největš́ı počet vrchol̊u ⇒ každá
největš́ı klika je také největš́ı možnou klikou
Nalezeńı všech největš́ıch možných klik je NP-úplný problém, protože největš́ı možný
počet největš́ıch možných klik je exponenciálńı vzhledem k počtu vrchol̊u grafu. Pokud
nalezneme všechny největš́ı možné kliky, pak nalezeńı největš́ı kliky lze realizovat výběrem
kliky s největš́ım počtem vrchol̊u.
Jeden z možných zp̊usob̊u hledáńı kliky můžeme realizovat postupným zvětšováńım už na-
lezeného úplného podgrafu. Toho dosáhneme rozděleńım všech vrchol̊u do dvou množin,
vrcholy obsažené v klice a vrcholy, které mohou být použity pro rozš́ı̌reńı kliky. Při kaž-
dém rozš́ı̌reńı kliky odebereme z množiny vhodných vrchol̊u ty, které jsme t́ımto výběrem
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Obrázek 21: Ukázka největš́ı kliky
vyřadily (po přidáńı těchto vrchol̊u by podgraf už nebyl úplný). Bližš́ı popis tohoto řešeńı
bude rozebrán dále v kapitole o Backtrackingu.
8.1.9 Modulárńı produkt
Modulárńı produkt je graf G = (V,E), který odpov́ıdá kartézskému součinu dvou
graf̊u G1 × G2 (viz Obrázek 22), kde graf G1 = (V1, E1) a graf G2 = (V2, E2). Vr-
choly V grafu G odpov́ıdaj́ı V = V1 × V2 a hrany modulárńıho grafu jsou tvořeny E =
{((vi, wi), (vj , wj)) ∈ V × V | vi 6= vj , wi 6= wj , (vi, vj) ∈ E1, (wi, wj) ∈ E2} ∪ {((vi, wi),
(vj , wj)) ∈ V × V | vi 6= vj , wi 6= wj , (vi, vj) /∈ E1, (wi, wj) /∈ E2}. Pokud je tedy mezi
vrcholy vi a vj hrana, která odpov́ıdá hraně wi a wj , pak i modulárńı graf G bude mı́t
hranu mezi vrcholy (vi, wi) a (vj , wj), a pokud mezi vrcholy (vi, vj) a (wi, wj) neńı hrana,
modulárńı graf G bude mı́t hranu mezi vrcholy (vi, wi) a (vj , wj).
Modulárńı graf už př́ımo souviśı s porovnáváńım dvou graf̊u a mnoho algoritmů pracuje
rovnou s t́ımto grafem.
Vytvořeńı modulárńıho produktu bude mı́t složitost O(V 21 ∗ V 22 ). To př́ımo odpov́ıdá pro-
cházeńı matice grafu G1 a grafu G2. Vytvářet modulárńı graf lze potom podle daného
pseudokódu.
1: G = Uzel[V1][V2]; {inicializace modulárńıho grafu, tvořen uzly, každý uzel v́ı s kým je
spojen}
2: for i pro všechny G1 do
3: for j pro všechny vazby v i do
4: for k pro všechny G2 do
5: for l pro všechny vazby v k do
6: if G2[k][l] == G1[i][j] a G2[k][l] > 0 then
7: {hrana existuje a jsou stejné}
8: vytvoř spojeńı mezi uzly G[k][i] a G[l][j]
9: end if
10: if G2[k][l] == 0 a G1[i][j] == 0 a k 6= l a i 6= j then
11: {hrana neexistuje v obou grafech}







Obrázek 22: Modulárńı produkt
Samotný modulárńı graf můžeme v aplikaci realizovat dvěma zp̊usoby:
• Uzel modulárńıho grafu na pozici x a y je realizován jako zásobńık, kam dynamicky
přidáváme uzly, s kterými je tento uzel spojen (hrany). Toto zpracováńı v́ıce odpo-
v́ıdá obrázku, který je zmı́něn výše. Graf neinicializuje žádné zbytečné mı́sto nav́ıc
(vhodné pro ř́ıdké grafy, i když právě modulárńı graf často takovým typem grafu
neńı), ale potřebujeme podporu v programovaćım jazyce (seznam) či si muśıme po-
třebnou strukturu vytvořit. S t́ımto grafem se dále lépe pracuje.
• Modulárńı graf je tvořen matićı (kartézská matice dvou matic p̊uvodńıch graf̊u).
Uzel prvńıho grafu v matici obsahuje počet vrchol̊u druhého grafu krát řádk̊u nebo
sloupc̊u. Takovéto zpracováńı nepotřebuje žádnou podp̊urnou strukturu, ale matice
inicializuje i zbytečné hodnoty a celkově se s takovou matićı pracuje h̊uře (horš́ı
realizace budoućıch dynamických úprav). Práce s dvourozměrným polem je také
často rychleǰśı než s výše zmı́něným zásobńıkem.
V pseudokódu je ukázán prvńı zp̊usob. Ten využ́ıvá i aplikace, kde je uzel chápán jako
objekt tř́ıdy Uzel. Objekt této tř́ıdy potom obsahuje seznam všech spojeńı (hran). Hrana
obsahuje nejenom odkud a kam směřuje, ale i svou hodnotu (jej́ı princip bude vysvětlen
v daľśıch kapitolách práce).
8.2 Procházeńı grafu
Pro práci s grafem budeme potřebovat algoritmy nutné pro jeho procházeńı. Výstupem
zmı́něných algoritmů bude strom, př́ıpadně les stromů.
8.2.1 Procházeńı do hloubky
Procházeńı do hloubky (DFS z angl. Depth-first search) je algoritmus pro procházeńı
grafu se složitost́ı O(E+V)–muśıme navšt́ıvit každý vrchol (po souvislé komponentě putu-
jeme po hranách) a maximálńı pamět’ovou náročnost́ı O(V)–ta je dána maximálńı možnou
hloubkou stromu.
Tento algoritmus pracuje na principu LIFO zásobńıku (last in first out). Docháźı tedy
k rozšǐrováńı výstupńıho grafu z posledně navšt́ıveného vrcholu. Pokud z daného vrcholu
nelze graf už rozš́ı̌rit, vraćı se algoritmus na předposledńı navšt́ıvený vrchol, kde dále roz-
šǐruje graf o nenavšt́ıvené vrcholy. Pokud opět nemůže graf už dále rozš́ı̌rit, postupuje
podle předešlého postupu, dokud nenavšt́ıv́ı všechny vrcholy (výstupem tohoto algoritmu
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je strom).
Abychom mohli procházet i nesouvislé grafy, je nutné před toto procházeńı předřadit
cyklus přes všechny vrcholy, který v konečném d̊usledku zajist́ı navšt́ıveńı všech vrchol̊u
(a výstupem je les stromů–strom pro každou jednu komponentu).
8.2.2 Backtracking (Zpětné vyhledáváńı)
Procházeńı grafu založené na principu prohledáváńı do hloubky v nejhorš́ım př́ıpadě
s exponenciálńı složitost́ı. Toto řešeńı se použ́ıvá v situaćıch, kdy neńı znám žádný rychleǰśı
algoritmus vracej́ıćı přesné řešeńı daného problému. Backtracking je vylepšené prohle-
dáváńı metodou hrubé śıly a využ́ıvá znalost problému, kdy můžeme na základě už
zjǐstěných informaćı vynechat některé pokusy o kterých v́ıme, že nepovedou ke správnému
řešeńı.
”
Př́ısnost“ této funkce (č́ım v́ıce pokus̊u vynecháme) výrazně ovlivňuje celkovou
rychlost algoritmu, v některých př́ıpadech je i výhodněǰśı sńıžit přesnost nalezeného ře-
šeńı, ale zato výrazně zvýšit rychlost výpočtu.
Tato metoda se dá použ́ıt např́ıklad i pro źıskáńı největš́ı kliky neorientovaného grafu
(viz Obrázek 23). Postup, který byl dř́ıve rozepsán v kapitole o klikách, přesně odpov́ıdá
metodě Backtrackingu. Budeme tedy zkoušet všechny možné vrcholy a prodlužovat už
nalezený podgraf o vhodné vrcholy (ty vrcholy, které by zp̊usobily neúplnost podgrafu
vyřad́ıme–výrazné zrychleńı metody, která by jinak byla pouhou metodou hrubé śıly).
Obrázek 23: Ukázka hledáńı kliky pomoćı backtrackingu
Při hledáńı maximálńı kliky můžeme backtracking ještě zpř́ısnit, protože můžeme vyřazo-
vat i všechna řešeńı, o kterých už v́ıme, že nebudou větš́ı než je nalezená maximálńı klika
(počet vrchol̊u kliky + počet dostupných vrchol̊u > počet vrchol̊u největš́ı kliky).
8.2.3 Procházeńı do š́ı̌rky
Procházeńı do š́ı̌rky (BFT z angl. Breadth-first traversal) je algoritmus procházeńı
grafu se složitost́ı O(E+V) a maximálńı pamět’ovou náročnost́ı O(E)–ta je dána t́ım, že
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do paměti ukládáme všechny propojené vrcholy (max V).
Tento algoritmus pracuje na principu FIFO zásobńıku (first in first out). Docháźı tedy
k rozšǐrováńı výstupńıho grafu z prvńıho navšt́ıveného vrcholu (potřebujeme tedy dosta-
tečně velký zásobńık pro ukládáńı daľśıch navšt́ıvených vrchol̊u, ke kterým se budeme
vracet).
Zde si vrcholy označujeme stejně tak, jako v př́ıpadě algoritmu DFS, č́ımž rozlǐsujeme
navšt́ıvené a nenavšt́ıvené vrcholy.
Zat́ımco DFS využ́ıváme pokud chceme naj́ıt co největš́ı podgraf (maximálńı klika, atd.–v
takovém př́ıpadě potom můžeme d́ıky backtrackingu omezit budoućı pokusy), BFS použi-
jeme pokud chceme naj́ıt jedno odpov́ıdaj́ıćı řešeńı (v kolikátém kroku nejdř́ıve dojde graf
do stavu y ze stavu x – nalezené řešeńı se rovná konci výpočtu). BFS sestavuje postupně
celé úrovně výstupńıho stromu.
8.3 Specifikace grafového problému
Se znalost́ı graf̊u a dř́ıve zmı́něných termı́n̊u se nyńı můžeme pokusit definovat pro-
blém vyhledáváńı tak, aby odpov́ıdal přesně problému v oblasti teorie graf̊u. Problém si
rozebereme v několika kroćıch, jejichž spojeńım dosáhneme výsledné definice.
1. Budeme hledat společný podgraf dvou graf̊u G1 = (V1, E1,We1,Wv1) a G2 =
(V2, E2,We2,Wv2) a to takový, že výsledný graf G bude tvořen vrcholy V ⊆ V1×V2
a hranami E spojuj́ıćı tyto vrcholy, pro které plat́ı We1 = We2. Výsledný podgraf
tedy bude obsahovat hrany a vrcholy, které jsou oběma graf̊um společné. Společný
podgraf budeme hledat, protože ho můžeme následně použ́ıt jako měř́ıtko podob-
nosti.
2. Z nalezených společných podgraf̊u G nás bude zaj́ımat ten maximálńı ⇒ maximálńı
shoda.
3. Muśıme si uvědomit, že podgraf je isomorfńı (r̊uzné namapováńı vrchol̊u V1 na V2).
Pokud tedy porovnáváme graf G1 a G2, pak o nich můžeme prohlásit, že jsou shodné,
jestliže ověř́ıme, že graf G1 je isomorfńı ke grafu G2 a naopak. To je dáno t́ım, že po-
sloupnosti vrchol̊u V1 a V2 a př́ıslušných hran mohou být jinak namapovány (resp.
přejmenovány). Vrchol v1 ∈ V1 tedy může odpov́ıdat libovolnému vrcholu z mno-
žiny vrchol̊u V2. Měř́ıtkem shodnosti je tedy isomorfismus a při hledáńı společného
podgrafu muśıme hledat společný isomorfńı podgraf.
4. Budeme porovnávat dva orientované, nesouvislé grafy (neobsahuj́ı smyčky ani v́ıce-
násobné hrany).
Pokud shrneme všechny tyto informace do jediné definice, můžeme náš problém označit
za hledáńı maximálńıho společného isomorfńıho podgrafu (maximal common sub-
graph isomorphism), pro který plat́ı, že maximálńı společný isomorfńı podgraf grafu G1
do G2 je struktura (S1, S2,M), kde S1 je podgraf G1 a S2 je podgraf grafu G2 a M je
isomorfńı graf podgrafu S1 do podgrafu S2.[17]
Rozlǐsujeme dva druhy hledáńı maximálńıho společného isomorfńıho podgrafu (viz Obrá-
zek 24):
• maximálńı společný indukovaný podgraf (MCIS) – výsledný podgraf je indukovaný
(obsahuje všechny hrany na podmnožině vrchol̊u podgrafu p̊uvodńıho grafu ⇒ to
často může vést ke sńıžeńı velikosti výsledného podgrafu)
• maximálńı společný hranový podgraf (MCES) – výsledný podgraf nemuśı být indu-
kovaný (často mnohem přesněǰśı řešeńı, ale toto hledáńı nelze např́ıklad zredukovat
na hledáńı maximálńı kliky modulárńıho grafu)
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Některé algoritmy jsou vhodné pro hledáńı indukovaného i hranového podgrafu (McGre-
gor), daľśı algoritmy vraćı pouze indukovaný graf (to je často dáno již zmı́něnou redukćı
na hledáńı maximálńı kliky), př́ıkladem takového algoritmu je např́ıklad Valient̊uv algo-
ritmus.
Většina algoritmů se dnes soustřed́ı na určováńı MCIS, z toho d̊uvodu je často potřeba
graf MCIS transformovat na MCES.[12]
Obrázek 24: Rozd́ıl mezi maximálńım společným indukovaným a hranovým podgrafem
8.3.1 Redukce na problém hledáńı maximálńı kliky
Maximálńı společný indukovaný podgraf lze redukovat na problém hledáńı maxi-
málńı kliky. I když je hledáńı kliky také NP-úplný problém, můžeme zde uplatnit větš́ı
skupinu algoritmů (od backtrackingu až po r̊uzné daľśı algoritmy–např. Bron-Kerbosch̊uv
algoritmus).
Pro zmı́něnou redukci použijeme modulárńı produkt dvou graf̊u. Necht’ existuj́ı G1 =
(V1, E1) a G2 = (V2, E2) a graf C = (V,E), který je úplným podgrafem grafu G1 × G2
(odpov́ıdá kartézskému součinu graf̊u, resp. modulárńımu produktu). Projekce grafu C do
grafu G1 je podgraf grafu G1 indukovaný na vrcholech v ∈ V1, tak že (v, w) ∈ V , kde
w ∈ V2. Pro druhý graf potom plat́ı obrácená ekvivalence. Projekce grafu C do grafu G2
je podgraf grafu G2 indukovaný na vrcholech w ∈ V2, tak, že (v, w) ∈ V , kde v ∈ V1.
Modulárńı produkt vyjadřuje možné namapováńı vrchol̊u v ∈ V1 a w ∈ V2. Pokud vy-
užijeme už známou definici modulárńıho produktu a poznatek, že mezi vrcholy (vi, wi)
a (vj , wj) je hrana, pokud je hrana mezi vrcholy vi a vj , která odpov́ıdá hraně wi a wj
a nebo pokud mezi vrcholy (vi, vj) a (wi, wj) hrana neńı. Z toho vyplývá, že hrana mezi
vrcholy (vi, wi) a (vj , wj) nebude v př́ıpadech, kde se hrany vrchol̊u (vi, vj) a (wi, wj) ne-
rovnaj́ı, př́ıpadně mezi vrcholy (vi, vj) existuje hrana, zat́ımco mezi vrcholy (wi, wj) ne
a naopak. Nalezený podgraf C tedy muśı být úplný aby na grafech G1 a G2 odpov́ıdal
projekci indukovaného podgrafu ⇒ na modulárńım grafu budeme hledat kliku (plat́ı, č́ım
větš́ı klika, t́ım větš́ı společný podgraf graf̊u G1 a G2).
Modulárńı graf by měl být neorientovaný z d̊uvodu hledáńı kliky na tomto grafu. U nás ale
budou vstupem dva orientované grafy, jejichž modulárńı produkt bude také orientován.
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Transformaci z orientovaného grafu do neorientovaného provedeme tak, že pokud vede
hrana z (vi, wi) do (vj , wj), potom muśı vést i opačně. Pokud modulárńı produkt takovou
hranu neobsahuje, jednoduše ji přidáme. To si můžeme dovolit proto, že budeme na tomto
grafu hledat podgraf (kliku) a d́ıky vlastnostem modulárńıho produktu⇒ jestliže výsledný
podgraf obsahuje (vi, wi) i (vj , wj), nezálež́ı nám, zda-li mezi nimi existuje neorientovaná
nebo orientovaná hrana (hrany zde vyjadřuj́ı možné namapováńı daných pár̊u vrchol̊u).
Pokud nechceme ztratit informaci, jestli před touto transformaćı vedla hrana z vrcholu
(vi, wi) do (vj , wj), př́ıpadně opačně, můžeme si jednotlivé neorientované hrany ohodnotit.
To se může hodit, např́ıklad chceme-li naj́ıt nejen kliku s největš́ım počtem vrchol̊u, ale i
největš́ım množstv́ım hran. Př́ıkladem použitého hodnoceńı může být:
• hodnota hrany 0 – mezi vrcholy (vi, vj) ∈ V1 a (wi, wj) ∈ V2 neńı hrana ⇒ nalezený
podgraf se nezvětš́ı o žádnou hranu
• hodnota hrany 1 – mezi vrcholy modulárńıho grafu (vi, wi) a (vj , wj) byla před
transformaćı jedna orientovaná hrana⇒ aspoň u jednoho graf̊u mezi vrcholy (vi, vj)
a (wi, wj) vedla jedna orientovaná hrana (u druhého mohla vést jedna orientovaná,
př́ıpadně neorientovaná hrana – neorientovaná hrana je chápana jako dvě orientované
hrany)
• hodnota hrany 2 – mezi vrcholy modulárńıho grafu (vi, wi) a (vj , wj) byly před
transformaćı dvě orientované hrany
Toto hodnoceńı nám dovoluje vybrat nejen maximálńı kliku s největš́ım možným počtem
vrchol̊u, ale i kliku, u které bude počat hran na grafech G1 a G2 největš́ı.
8.4 Přehled vhodných algoritmů
Volba vhodného algoritmu výrazně ovlivňuje nejen výsledek samotného vyhledáváńı
(MCIS nebo MCES), ale i jeho rychlost, př́ıpadně pr̊uběh výpočtu a realizace vyhledáváńı
v aplikaci.
Vı́me, že isomorfismus i maximálńı společný podgraf dvou graf̊u lze určit použit́ım hrubé
śıly. Postupně budeme metodou prohledáváńı do hloubky zkoušet všechna řešeńı, dokud
nenalezneme to nejlepš́ı. Na tyto myšlenky navazuje James J. McGregor̊uv algoritmus.
Ten využ́ıvá metody backtrackingu, v každém kroku tedy odstraňuje nevhodná řešeńı, což
výrazně urychluje celý výpočet.
Daľśım algoritmem, který řeš́ı tento problém jinak než McGregor̊uv, je Durand-Pasari
algoritmus. Zde je využita již zmı́něná redukce problému hledáńı maximálńıho společného
indukovaného podgrafu na problém hledáńı maximálńı kliky nebo Balas-Yu algoritmus,
který využ́ıvá barveńı grafu.[16]
Jedńım z použitých algoritmů, který vycháźı z Valientovi knihy, je Valient̊uv algoritmus,
který vyhledává MCIS na modulárńım produktu dvou graf̊u.[11]
Algoritmů zabývaj́ıćıch se problémem porovnáváńı dvou graf̊u existuje celá řada a neńı
v možnostech ani smyslem této práce zmı́nit je všechny. Proto si vystač́ıme s t́ımto krátkým
přehledem, na kterém bude detailněji popsán celý postup porovnáváńı.
Všechny zde zmı́něné algoritmy jsou označovány jako přesné. Toto označeńı definuje, že
výsledkem algoritmu je vždy přesné řešeńı daného problému. Cenou za tuto přesnost je
v nejhorš́ım př́ıpadě exponenciálńı složitost výpočtu.[14] Vzhledem k tomu, že naše aplikace
je mı́něna předevš́ım na porovnáváńı menš́ıch softwarových struktur (zhruba okolo 10
statických prvk̊u⇒ graf o maximálně 10 vrcholech), jsou použity právě přesné algoritmy,
které na grafech o těchto velikostech v pr̊uměru dosahuj́ı přijatelných časových složitost́ı.
Tyto algoritmy jsou použitelné i pro srovnáváńı struktur protein̊u.[13]
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8.4.1 McGregor̊uv algoritmus
Tento algoritmus je založen na metodě prohledáváńı do hloubky (resp. na metodě
backtrackingu). V každém kroku algoritmu se vybere dvojice vrchol̊u v a w, kde v ∈ V1
a w ∈ V2 a zkoumá se, jestli mohou zvětšit už nalezený největš́ı společný podgraf. Pakliže
je možno zvětšit nalezený podgraf, zvětš́ıme podgraf a pokračujeme dále v porovnáváńı až
dokud nevybereme postupně všechny vrcholy. Hloubka výsledného stromu nikdy nemůže
překročit velikost minimálńıho grafu.
Vzhledem k použité metodě prohledáváńı do hloubky je každé rozš́ı̌reńı podgrafu chápáno
jako možné větveńı na výsledném stromě. Pomoćı tohoto větveńı se vždy vraćıme zpět
a snaž́ıme se naj́ıt ještě lepš́ı řešeńı. V každém kroku prohledáváńı může doj́ıt k vynecháńı
některých porovnáváńı na základě omezuj́ıćıch podmı́nek. Takovými podmı́nkami se ro-
zumı́ stav o kterém v́ıme, že i při daľśım rozšǐrováńı podgrafu jsme v minulosti nalezli už
stejně lepš́ı řešeńı.[15]
1: {McGregor(s): kde s je nalezený strom}
2: while vyber vrcholy v,w do
3: if lze rozš́ı̌rit s o v,w then
4: rozšǐr výsledný podgraf
5: if s > maxpodgraf then
6: maxpodgraf = s
7: end if





Pokud plat́ı N1 ≤ N2, kde N1 je počet vrchol̊u grafu G1 a N2 je počet vrchol̊u grafu G2.
Potom bude mı́t algoritmus nejhorš́ı možnou složitost O( (N2+1)!N2−N1+1 !). Tato složitost je dána
t́ım, že algoritmus bude muset proj́ıt (N2 + 1) uzl̊u na prvńı úrovni, N2 uzl̊u na druhé
úrovni (potomci předchoźıho uzlu⇒pro celkový počet muśıme tyto úrovně vynásobit) až
do (N2 − N1 + 2) uzl̊u na posledńı N1 úrovni. Pamět’ová náročnost je pouze O(N1) ⇒
nutnost backtrackingu do maximálńı hloubky výsledného stromu, tedy N1.
McGregor̊uv algoritmus dovoluje vyhledávat MCIS i MCES a to na základě podmı́nky,
kterou si přesněji stanov́ıme pro přidáváńı vrchol̊u v a w do výsledného podgrafu s. Je
nutno si uvědomit, že vyhledáváńı MCES bude často výpočetně náročněǰśı d́ıky neexistenci
omezuj́ıćı podmı́nky na indukčnost podgrafu.
8.4.2 Valient̊uv algoritmus
Valient̊uv algoritmus využ́ıvá principu algoritmu Durand-Pasari. K hledáńı MCIS vy-
už́ıvá redukci na problém hledáńı maximálńı kliky. Toto hledáńı je realizováno za pomoci
backtrackingu na modulárńım produktu dvou graf̊u.
Tvorba modulárńıho produktu byla zmı́něna již dř́ıve, a proto ji zde nebudu už znova
rozeb́ırat. Důležité v tomto bodě je zmı́nit a ukázat, jak je v aplikaci realizována metoda
backtrackingu pro samotné nalezeńı maximálńı kliky.
1: {maxKlika(vysledek, dalsiBody)}
2: if vysledek > maxVysledek then
3: maxVysledek=vysledek
4: end if
5: if dalsiBody nejsou prázdné then
6: for i pro všechny dalsiBody do
7: odstraň i z dalsiBody{Nebudeme zbytečně prohledávat některá řešeńı dvakrát}
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8: dalsiBody2
9: for j pro všechny cesty v i do
10: if dalsiBody obsahuje i then
11: dalsiBody2 přidej i {Přidáme pouze vrcholy, tak aby byl podgraf úplný}
12: end if
13: end for
14: if maxVysledek < vysledek + dalsiBody2 then






Z ukázky pseudokódu je patrné, že v každé rekurzi zmı́něné metody, si algoritmus udržuje
přehled vrchol̊u o které může nalezený výsledek (výsledek odpov́ıdá nalezenému podgrafu)
rozš́ı̌rit. Ze seznamu jsou v každé rekurzi odstraněny vrcholy, které by po přidáńı porušili
výslednou úplnost podgrafu. Takováto řešeńı v̊ubec nemuśıme procházet a t́ım výrazně
zrychlit vyhledáváńı.
Použitý algoritmus vyhledává pouze maximálńı kliku. Ve chv́ıli kdy už o nalezeném ře-
šeńı můžeme prohlásit, že už nebude větš́ı než maximálńı (nalezený podgraf + všechny
dostupné vrcholy o které ho můžeme rozš́ı̌rit < maximálńı klika), je tato část výsledného
stromu ukončena.
Složitost tohoto algoritmu, v nejhorš́ım př́ıpadě, kdy oba grafy budou úplné nebo žádný
z vrchol̊u v obou grafech nebude spojen hranou, bude O( (N2+1)!N2−N1+1 !), kde N1 je počet vr-
chol̊u grafu G1 a N2 je počet vrchol̊u grafu G2. Pamět’ová náročnost algoritmu potom
bude O(N1 ∗ N2) ⇒ ta je dána nutnost́ı tvorby modulárńıho produktu. Pokud plat́ı, že
N1 = N2 = N , můžeme složitost redukovat na vztah O(N ∗N !).
8.4.3 Bron-Kerbosch algoritmus
Bron-Kerbosch̊uv algoritmus je algoritmus pro hledáńı klik na grafu, s maximálńı slo-
žitost́ı O(3n/3), kde n je počet vrchol̊u a složitost 3n/3 symbolizuje maximálńı počet všech
maximálńıch možných klik v n-grafu. Tento algoritmus výrazně zrychluje hledáńı samotné
kliky na grafu např́ıklad oproti backtrackingu u Valientova algoritmu.
Pokud tento algoritmus aplikujeme na modulárńı produkt dvou graf̊u, potom ho můžeme
použ́ıt i pro řešeńı našeho porovnávaćıho problému a naj́ıt maximálńı společný podgraf.
Je d̊uležité si uvědomit, že např́ıklad dva grafy, každý o 10 vrcholech, budou mı́t výsledný
modulárńı graf o 100 vrcholech. V nejhorš́ım př́ıpadě by proto bylo podle zmı́něné složitosti
potřeba několik bilión̊u rekurźı pro nalezeńı všech klik. Abychom vznik takovéto situace
omezili, budeme vyhledávat pouze největš́ı kliku grafu, která je pro nás podstatná.[18][19]
Bron-Kerbosch̊uv algoritmus rozděluje vrcholy grafu do několika skupin:
• kandidáti – o tyto vrcholy lze rozš́ı̌rit nalezený podgraf (kliku) a toto řešeńı ještě
nebylo prozkoumáno
• not (ne) – vrcholy, které by kliku mohli rozš́ı̌rit, ale jejich výsledek už jsme prozkou-
mali
• výsledek – vrcholy vybraného podgrafu
Nalezená klika je maximálńı pouze pokud neobsahuje žádné vrcholy ve skupinách kandidáti
a not.
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1: {bronKerbosch(vysledek, kandidati, not)} {Najdeme vhodného kandidáta - pokud bu-
deme hledat pouze největš́ı kliku, potom nám tento výběr kandidáta počet rekurźı
př́ılǐs nesńıž́ı}
2: for i pro všechny kandidáty do
3: for j pro všechny not do
4: nespojeni++
5: end for
6: if nespojeni<max then
7: vyber kandidáta, který neńı spojen s min not
8: end if
9: end for
10: for i pro všechny kandidáty do
11: setřid’ prvky, abychom začali s vybraným kandidátem
12: kandidatiNew=smaž kandidáty nespojené s i
13: notNew=smaž not vrcholy nespojené s i
14: přidej i do vysledek
15: if kandidatiNew je prázdná && notNew je prázdná then
16: if vysledek>nejlepsi then
17: nejlepsi=vysledek {uložeńı největš́ı kliky}
18: end if
19: else
20: if notNew je prázdná then




24: smaz i z vysledek {muśıme smazat kv̊uli rekurzi}
25: přidej i do not {už prozkoumané řešeńı}
26: end for
Algoritmus v každém kroku vyb́ırá nejvhodněǰśıho kandidáta, podle pravidla: vybereme
vrchol, který neńı spojen s vrcholem ze skupiny not, který má nejméně spojeńı s kandidáty.
Vybraný kandidát je přidán do řešeńı a jsou znova spoč́ıtány skupiny kandidát̊u a not. Při
návratu z rekurze jsou tyto skupiny obnoveny do minulého stavu a vybraný kandidát je
přidán do not skupiny. Algoritmus konč́ı pokud je počet daľśıch kandidát̊u nulový a nebo
pokud existuje vrchol v not, který je spojen se všemi zbylými kandidáty.
8.4.4 Realizované úpravy algoritmů
Při implementaci algoritmů využ́ıvaj́ıćıch modulárńı produkt a hledáńı největš́ı kliky
naráž́ıme na několik problémů.
I když budou oba porovnávané grafy poměrně malé, pokud nastane jeden ze zmı́něných
nejhorš́ıch př́ıpad̊u (viz Obrázek 25), potom bude doba výpočtu poměrně dlouhá. Př́ıkla-
dem nejhorš́ıho př́ıpadu může být když porovnávané grafy budou úplné a nebo naopak
bez hran⇒ i modulárńı graf bude úplný. Abychom minimalizovali dobu trváńı výpočtu,
můžeme softwarově omezit uživatele a velikost grafu, který bude moci nakreslit. Toto ře-
šeńı je správné a od určitého bodu nezbytné, ale t́ımto zp̊usobem nezrychĺıme samotný
algoritmus.
Př́ıpady kdy budou oba grafy úplné a jejich vrcholy nebudou pojmenované jdou řešit po-
měrně jednoduše. Výsledný maximálńı společný podgraf C, bude graf G1, který bude na
grafu G2 indukován, pokud plat́ı G1 ≤ G2. V aplikaci, kdy jsou vstupem dva orientované
grafy je ovšem tato situace poměrně ř́ıdká.
Opačným extrémńım př́ıpadem je stav, kdy ani jeden z graf̊u nebude obsahovat hranu.
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Obrázek 25: Př́ıklad nejhorš́ıho př́ıpadu modulárńıho grafu
Vı́me ovšem, že osamocené vrcholy grafu G1 můžeme namapovat na vrcholy grafu G2,
bez toho aniž bychom nějak ovlivnili zbytek podgrafu. Toto namapováńı si tedy můžeme
udělat mimo algoritmus a v modulárńım produktu graf̊u ponechat jen ty vrcholy, které
nějakou hranu obsahuj́ı.
Je d̊uležité si uvědomit, že každá hrana grafu G1 neobsažená v grafu G2, výrazně snižuje
náročnost celkového výpočtu.
Daľśım problémem je, jak vlastně vyhodnocovat podobnost dvou graf̊u na základě nalezené
maximálńı kliky. Maximálńı klika je ta, která obsahuje největš́ı počet vrchol̊u a algoritmus
po nalezeńı této kliky, všechny menš́ı a stejné kliky zahazuje. Tato skutečnost celkový
výpočet velmi zrychluje, ale také jednoznačně pro nás zhoršuje nejvýhodněǰśı řešeńı.
Za toto nejvýhodněǰśı řešeńı se dá označit podgraf, který obsahuje nejen maximálńı počet
vrchol̊u, tak jak nám jej vraćı maximálńı klika, ale i maximálńı počet hran. Až na základě
těchto č́ısel vrát́ıme uživatelovi procento shody. Může proto nastat situace, kdy vrácený
podgraf bude obsahovat čtyři vrcholy, ale jen dvě hrany, a protože tato klika bude nale-
zena dř́ıve než následuj́ıćı podgraf obsahuj́ıćı čtyři vrcholy a sedm hran, bude druhé řešeńı
zahozeno (resp. algoritmus ho ani nebude na základě backtrackingu zkoušet). Z tohoto
př́ıkladu je patrné, že druhý př́ıpad by byl oznámkován větš́ı procentuálńı shodou a t́ım
pádem přesněǰśım řešeńım tohoto problému.
Zde stoj́ıme opravdu před závažným problémem, jehož řešeńım by muselo být výrazné
potlačeńı omezuj́ıćı podmı́nky a dovolit algoritmu vyhledávat i řešeńı o menš́ım a stejném
počtu vrchol̊u, než je maximálńı. Z nich potom poč́ıtat procentuálńı shodu a vybrat tu
největš́ı.
Já jsem se rozhodl toto řešeńı nepouž́ıt v celé jeho š́ı̌ri, resp. dovoluji algoritmu stále pra-
covat i s podgrafy o kterých už v́ım dopředu, že nebudou větš́ı než je maximálńı klika,
ovšem ani že nebudou menš́ımi (v pseudokódu je v závěrečné omezuj́ıćı podmı́nce přidáno
ještě rovńıtko). Modulárńı produkt má všechny hrany ohodnoceny a v pr̊uběhu sestavo-
váńı podgrafu je poč́ıtán i součet hran. Pokud naleznu podgraf, který má stejný počet
vrchol̊u a větš́ı počet hran, potom t́ımto podgrafem nahrad́ım dosud maximálńı uložený
podgraf. Toto řešeńı je ovšem zjednodušeńım celého problému a v některých př́ıpadech
nemuśı vracet nejideálněǰśı řešeńı. Např́ıklad pokud bude jako největš́ı společný podgraf
vrácen podgraf o pěti vrcholech a třech hranách a přitom bude jedńım z daľśıch možných
podgraf̊u podgraf o sice čtyřech vrcholech, ale osmi hranách. Druhý př́ıpad by samozřejmě
vyšel procentuálně lépe a byl lepš́ım řešeńım. Museli bychom ovšem procházet mnohoná-
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sobně v́ıce možných řešeńı. Tato heuristika je tedy použita z d̊uvod̊u velkého zrychleńı a je
při ńı kladen větš́ı d̊uraz na maximálńı počet vrchol̊u než hran.
8.5 Reálná složitost použitých algoritmů
Pro výběr algoritmu hraje d̊uležitou roli jeho složitost a t́ım daná časová náročnost
výpočtu. Abychom tento výběr zpřesnili, budeme společně s nejhorš́ı možnou složitost́ı
danou O(n) brát v potaz i reálnou náročnost (viz Obrázek 26).
Pro určeńı této náročnosti byl každý z použitých algoritmů testován oproti několika stov-
kám pseudonáhodných graf̊u i několika určených graf̊u zjǐst’uj́ıćı funkčnost pro daný pro-
blém (např́ıklad porovnáváńı dvou nesouvislých graf̊u).
Vzhledem k některým realizovaným úpravám na algoritmech nemůžeme exaktně prohlásit,
že McGregor̊uv algoritmus bude pomaleǰśı než Valient̊uv. V realizované aplikaci s danými
úpravami ovšem můžeme reálně prohlásit, že McGregor̊uv algoritmus bude pomaleǰśı než
Valient̊uv algoritmus. A použit́ı Bron-Kerboschova algoritmu pro hledáńı maximálńı kliky
výrazně urychĺı jej́ı hledáńı oproti backtrackingu (toto zrychleńı je nicméně patrné už ze
zmı́něné složitosti obou algoritmů).
Pro porovnáváńı graf̊u v aplikaci se tedy jako nejvýhodněǰśı jev́ı hledáńı největš́ı kliky
na modulárńım produktu dvou graf̊u pomoćı algoritmu Bron-Kerbosch. Toto porovnáváńı
je nicméně použitelné pouze pro hledáńı MCIS. Pro hledáńı MCES by stačilo vhodně
upravit McGregor̊uv algoritmus, resp. odstranit některá omezeńı na výslednou indukčnost
podgrafu. Takovéto vyhledáváńı by nicméně bylo časově nejnáročněǰśı ze všech použitých
řešeńı.
Obrázek 26: Srovnáńı algoritmů při porovnáváńı dvou graf̊u o pěti vrcholech
9 Realizace navrženého systému
Zat́ımco v předchoźı kapitole Návrh aplikace jsem popisoval postupný návrh a vnitřńı
strukturu aplikace, zde budu mluvit už o př́ıslušné realizaci v jazyce Java. Tento jazyk byl
zvolen pro svou multiplatformnost a t́ım danou přenositelnost.
Protože tř́ıdy a jejich vazby byly realizovány podle předchoźıho návrhu, nebudu zde již
rozeb́ırat, co která tř́ıda dělá. a proč jsou tř́ıdy v tomto spojeńı, a v́ıce se zaměř́ım na
aplikaci z pohledu uživatele. Ukážu zde jej́ı možnosti a výslednou grafickou podobu formou
obrázku. Uvedu občas i použitý zdrojový kód.
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Složka s jar souborem (tedy se spustitelným souborem aplikace) obsahuje ještě několik
daľśıch složek a soubor̊u nutných pro správné fungováńı aplikace.
• lib – Složka obsahuj́ıćı použité exterńı knihovny, v našem př́ıpadě obsahuje pouze
knihovnu databáze db4o. Tato složka, resp. soubor v ńı, je nepostradatelný pro fun-
gováńı aplikace.
• ikony – Obsahuje obrázky ve formátu png. Ty jsou použity pro tlač́ıtka kreslených
entit. Pokud aplikaci nedodáme tuto složku s př́ıslušným souborem, nebude tlač́ıtko
obsahovat jako pozad́ı daný obrázek, a t́ım uživateli znepř́ıjemńı daľśı manipulaci při
kresleńı. Při návrhu celé aplikace byl kladen d̊uraz na co nejjednodušš́ı rozš́ı̌ritelnost
aplikace o jednotlivé položky kresĺıćıho panelu a jejich př́ıslušné obrázky.
• data – Výchoźı složka pro ukládáńı a nač́ıtáńı dat. Sem je standardně nasměrováno
okno pro výběr souboru pro načteńı/uložeńı. Tato složka je pro aplikaci postrada-
telná.
• napoveda – Název složky obsahuje htm soubory použité k zobrazeńı nápovědy. Bez
této složky nebude aplikace obsahovat žádnou nápovědu.
Soubory htm jsou z této složky dynamicky nač́ıtány do aplikace. To velmi usnad-
ňuje rozš́ı̌ritelnost celé nápovědy. Formát htm je použit pro lepš́ı vizuálńı znázorněńı
daného textu.
• setup – Soubor setup ve formátu txt obsahuje počátečńı nastaveńı aplikace. Tento
soubor je postradatelný, protože aplikace si umı́ vytvořit nový výchoźı setup soubor.
9.1 Grafické uživatelské rozhrańı (GUI)
Grafické uživatelské rozhrańı bylo v zásadě realizováno podle drátového modelu vy-
tvořeného během návrhu s přihlédnut́ım k možnostem jazyku Java (viz Obrázek 27).[22]
Menu aplikace obsahuje všechny nutné položky pro správu aplikace.
• Soubor – správa databáze (nač́ıtáńı a ukládáńı dat, vytvářeńı nových databáźı),
většina těchto operaćı pracuje v jiném vláknu aplikace, aby uživatel mohl plynule
pokračovat v práci a nebo při nač́ıtáńı dat šel zobrazit jeho postupný pr̊uběh
• Akce – zde jsou všechny dostupné akce pro správu jednotlivých postup̊u a jejich
panel̊u
• Algoritmus – ručńı výběr vhodného algoritmu pomoćı přeṕınače⇒ vždy můžeme vy-
už́ıvat pouze jeden vyhledávaćı algoritmus. Toto podmenu je vytvářeno dynamicky,
abychom ho nemuseli upravovat při rozš́ı̌reńı systému o nové vyhledávaćı algoritmy.
• Nastaveńı – umožňuje měnit nastaveńı aplikace a Setup souboru. Toto podmenu je
vytvářeno dynamicky na základě obsahu Setup objektu ⇒ objekt tř́ıdy Setup je
Jedináček.
• Nápověda – př́ıstup k oknu nápovědy a nebo daľśım dodatečným informaćım o apli-
kaci
Pod menu je umı́stěn panel s položkami možných kreslených entit. Jako pozad́ı pro jednot-
livé položky je použit obrázek ze složky ikony. Pro změnu vykreslováńı tlač́ıtka je přepsána
metoda:
1 protected void paintComponent(Graphics g) {}
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Obrázek 27: Grafické uživatelské rozhrańı
Dále je grafické rozhrańı rozděleno pomoćı komponenty JSplitPane na dva kontejnery –
přehled a obsah. Komponenta JSplitPane dovoluje dynamicky měnit velikost obou kontej-
ner̊u.
Část přehledu obsahuje komponentu JTabbedPane, která umožňuje přeṕınáńı mezi ně-
kolika kontejnery a vykreslováńı pouze aktivńıho kontejneru. Do této komponenty jsou
vloženy daľśı dvě komponenty JTree (resp. jej́ı potomci). Prvńı komponenta JTree obsa-
huje přehled dat v databázi, druhá potom výsledky vyhledáváńı. Tyto komponenty jsou
mezi sebou synchronizované, aby změna jedné ovlivnila i druhou.
Druhá část obsahu je tvořena také komponentou JTabbedPane. Do ńı je vložen vyhledávaćı
panel kresleńı, formulář pro vytvořeńı nového postupu a přehled vybraného postupu (tento
přehled obsahuje daľśı JTabbedPane pro jednotlivé kroky postupu). Na vyhledávaćı panel
nebo kresĺıćı panely jednotlivých krok̊u může uživatel už kreslit. Změna kresĺıćı strategie
je řešena změnou aktivńı komponenty na JTabbedPane obsahu (přidáńı listenera).
1 public void stateChanged(ChangeEvent e) {}
Neméně d̊uležitou část́ı grafického rozhrańı je jeho zvolená barva. V budoucnu se může
stát, že budeme cht́ıt změnit barvu aplikace. Z toho d̊uvodu jsou atributy barev dekla-
rovány pouze v jednom objektu a daľśım objekt̊um jsou předávány jako reference. Zat́ım
systém neumožňuje samotnému uživateli měnit barvu aplikace, ovšem s t́ımto opatřeńım
by tento možný budoućı požadavek měl být lehce realizovatelný.
Při spuštěńı nebude aplikace obsahovat část přehledu, ani obsahu. To je dáno t́ım, že tyto
části pracuj́ı př́ımo s daty v databázi a dokud uživatel nevybere soubor, který si přeje
nač́ıst, nebudou tyto části v̊ubec vytvořeny. Po výběru souboru s daty (při práci s daty je
potřeba odchytávat výjimky a informovat uživatele pomoćı návrhového vzoru Pozorovatel)
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se zobraźı uživateli indikátor pr̊uběhu (tento indikátor neukazuje kolik dat už je načteno,
pouze informuje, že jsou data nač́ıtána). Indikátor je vytvořen za pomoćı Java komponenty
JProgressBar. Po načteńı všech dat bude indikátor z plochy odstraněn a nahrazen novým
obsahem z databáze.
Převážná většina komponent je na panely umı́stěna za pomoćı GridBagLayoutu a př́ısluš-
ných GridBagConstraints (potřebná omezeńı). Toto rozložeńı nám dovoluje dynamicky
reagovat na změnu velikosti okna a určovat procentuálně, řádkem i sloupcem, umı́stěńı
př́ıslušné komponenty na ploše.
9.2 Kresleńı
Kresleńı je v aplikaci umožněno pouze na kresĺıćı panely. Vazby se mezi statickými
prvky vykresluj́ı podle předchoźıho návrhu. Samotný panel obsahuje několik listener̊u,
kteř́ı umožňuj́ı obsloužit všechny uživatelovi požadavky.
Kresleńı zač́ıná výběrem prvku z panelu dostupných entit. Aktivńı prvek změńı barvu
svého ohraničeńı na červenou. Opětovným kliknut́ım na prvek dojde k deaktivaci tohoto
prvku. Tato změna je navázána na listener akce př́ıslušného tlač́ıtka. V celém panelu může
být aktivńı pouze jedna entita.
Pro změnu velikosti statických prvk̊u je potřeba držet klávesu r (resize). Události na klá-
vesnici jsou zachytávány pomoćı listeneru KeyEventPostProcessor a dále filtrovány.
Na plátně je př́ımo zachytáváno kliknut́ı. Pokud klikneme mimo už nakreslený prvek,
dojde k vykresleńı aktivńıho prvku (vytvořeńı nového objektu a přidáńı do zásobńıku).
Jestliže klikneme už na existuj́ıćı prvek, dojde k aktivováńı tohoto prvku (změna barvy).
Tyto pr̊uniky jsou ošetřeny pomoćı metody intersects tř́ıdy Shape. Protože je poč́ıtáńı
těchto pr̊unik̊u velmi náročné, tato metoda úlohu zjednodušuje na pr̊unik specifických 2D
obdélńık̊u. Z toho plyne, že zat́ımco hranaté prvky p̊ujdou označit velmi snadno a přesně,
vazby i při přesném kliknut́ı př́ımo na ně nemuśı být označeny.
Obrázek 28: Úprava vlastnost́ı tř́ıdy
Dvojitým kliknut́ım na už existuj́ıćı prvek dojde k otevřeńı daľśıho okna pro úpravu vnitř-
ńıch dat o dané entitě (viz Obrázek 28). Každá entita má tuto úpravu určenou svým
předkem a d́ıky polymorfismu docháźı při úpravě dat k zapouzdřeńı. Objekt dané entity
si urč́ı jak a která data zpř́ıstupńı grafickému uživatelskému rozhrańı pro změnu a potom
danou úpravu i sám obslouž́ı. U vazeb můžeme měnit orientaci, u tř́ıd potom jejich název
a metody/atributy.
Jednotlivé kresĺıćı panely jsou většinou v aplikaci použity ještě s daľśımi komponentami.
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U vyhledáváńı jsou k dispozici ještě dvě tlač́ıtka, jedno na vyčǐstěńı celé pracovńı plochy,
druhé na samotné vyhledáváńı. Kroky jednotlivých postup̊u potom obsahuj́ı textové pole
pro dodatečný slovńı popis kresby a tlač́ıtko na uložeńı právě tohoto kroku (abychom
nemuseli ukládat všechna data).
9.3 Nastaveńı
Možnost nějak nastavit aplikaci výrazně ovlivňuje funkčnost aplikace a také přisṕıvá
k uživatelskému komfortu. Tento komfort je vyjádřen předevš́ım t́ım, že aplikace si sama
ukládá a při spuštěńı nač́ıtá svou posledńı velikost a umı́stěńı. Aplikace si také pamatuje
naposledy vybraný algoritmus, uživatel tedy nastavuje tuto preferenci pouze jednou a ne-
muśı ji při každém spuštěńı znova měnit.
Daľśım možným nastaveńım je stanoveńı maximálńıho počtu zásobńık̊u v jednom postupu,
což lze chápat jako maximálńı počet jednotlivých krok̊u pro řešeńı daného problému. Pro
aplikaci toto omezeńı neńı až tak podstatné, ale výrazně přisṕıvá k přehlednosti všech
řešeńı. Určitým zp̊usobem nut́ı uživatele rozebrat problém v těchto daných kroćıch a ne-
použ́ıt jich zbytečně v́ıce.
Parametr maximálńıho počtu statických prvk̊u výrazně ovlivňuje rychlost vyhledáváńı,
resp. č́ım v́ıce statických prvk̊u bude na plátně, t́ım větš́ı bude graf a následné porovná-
váńı takovýchto graf̊u bude časově složitěǰśı. Pokud chceme v budoucnu výrazně zrychlit
vyhledáváńı, možným řešeńım je právě omezeńı velikosti výsledných graf̊u.
Daľśım hlediskem, které muśıme uživateli dovolit nastavit, je minimálńı požadovaná shoda
dvou graf̊u, aby byly grafy vyhodnoceny jako podobné. I když t́ımto nastaveńım vyhle-
dáváńı neurychĺıme (stejně muśıme nalézt největš́ı možný společný podgraf), můžeme
korigovat množstv́ı nalezených výsledk̊u a zvýšit tak jejich přehlednost.
Soubor ve formátu txt, který aplikace využ́ıvá vypadá takto:




Vybraný algoritmus (jeho index):0
Maximálnı́ počet statických prvků na plátně:10
Maximálnı́ počet zásobnı́ků v jednom postupu:25
Výška:574
Při spuštěńı aplikace je vytvořen objekt Setup, který data z tohoto souboru źıská, posky-
tuje k nim př́ıstup a daľśı metody pro jejich správu. Tř́ıda Setup využ́ıvá návrhový vzor
Jedináček a aplikace tedy smı́ využ́ıvat pouze jeden Setup objekt a jeden př́ıslušný soubor.
Data pro nastaveńı jsou uložena v souboru v textové formě z d̊uvodu exterńıho a poměrně
přehledného nastavováńı aplikace, bez toho aniž bychom aplikaci v̊ubec museli spouštět.
Použit́ı souboru sebou nese ovšem několik rizik a je nutné je předem ošetřit. Těmito riziky
je celá řada výjimek, které mohou nastat při čteńı, otv́ıráńı, zav́ıráńı souboru a neplatnosti
předkládaných hodnot (např. položka pozice obsahuje ṕısmeno). Př́ıkladem takové chyby
může být absence Setup souboru. Objekt Setup obsahuje tabulku výchoźıch hodnot, které
jsou v takovém př́ıpadě použity mı́sto chybných položek. V tomto př́ıpadě tedy budou
všechny položky vyhodnoceny jako chybné a nahrazeny výchoźımi hodnotami, které bu-
dou při ukončeńı aplikace uloženy do nově vytvořeného souboru.
Př́ımo v aplikaci lze tento soubor spravovat prostřednictv́ım položky Nastaveńı v menu
(viz Obrázek 29). Výsledné okno je vytvářeno dynamicky na základě tabulky všech do-
stupných a aplikačně nastavitelných položek (mezi takovéto položky nepatř́ı třeba velikost
a pozice otevřeného okna) v objektu Setup. Dı́ky této dynamičnosti je budoućı správa
takového okna velmi usnadněna.
52
Obrázek 29: Okno nastaveńı aplikace
9.4 Správa postup̊u
Funkčnost aplikace vyžaduje možnost spravovat postupy v databázi prostřednictv́ım
grafického rozhrańı aplikace. Součást́ı takové správy je formulář pro vytvářeńı postup̊u.
Ten uživateli umožňuje jednoduše vytvořit celý postup o n-kroćıch a daném názvu. Po-
sledńım krokem vytvořeného postupu by mělo být pojmenované řešeńı.
Přehled všech dat (tedy postup̊u a jejich zásobńık̊u) je umı́stěn přehledně vedle obsahu
v Java komponentě JTree. Na této komponentě je zachytáváno kliknut́ı pravým tlač́ıtkem
myši na kteroukoliv položku. Odpověd́ı na tuto akci je zobrazeńı potomka komponenty
JPopupMenu (vyskakovaćı okno). Toto okno poskytuje přehled všech dostupných operaćı
nad postupem nebo jeho krokem. Požadované operace už byli nast́ıněny v návrhu, zde
tedy bude zmı́něna jejich následná realizace.
• přejmenováńı kroku nebo celého postupu – Na tento požadavek je uživatel v novém
okně požádán o zadáńı nového jména. Toto jméno je potom změněno v př́ıslušném
objektu entity.
• smazáńı kroku nebo celého postupu – Při operaci smazáńı je nutné smazat data
nejen z vnitřńıho načteného datového modelu, ale i v otevřené databázi.
• přidáńı nového zásobńıku (kroku postupu) – Při této akci je uživatel požádán o jméno
nového kroku. Následně je vytvořen nový krok, jeho kresĺıćı panel, a ten je umı́stěn
v přehledu i v hierarchii o jeden blok před označený zásobńık ⇒ nikdy nelze přidat
nový krok na konec celého postupu.
• koṕırováńı krok̊u – Koṕırováńı dvou krok̊u mezi sebou je poměrně složitá operace.
Pro jej́ı realizaci je využito rozhrańı cloneable jazyka Java. Všechny entity (a je-
jich př́ıslušné specifikace–metody tř́ıd, atd.), tedy včetně vazeb, jsou překoṕırovány,
jedna po druhé, až po nejnižš́ıho potomka v celé hierarchii, do určeného postupu.
Protože vazby obsahuj́ı reference na spojované statické prvky a statické prvky na
své vazby, nemůžeme reference ve vazbách také klonovat z d̊uvodu zacykleńı celé
operace. Reference v těchto vazbách jsou proto nahrazeny aktuálńımi až po procesu
klonováńı.
1 public Object clone() throws CloneNotSupportedException{
2 Object obj = super.clone(); //předek
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3 ArrayList<Vazba> vazby kopie = new ArrayList<Vazba>(); //kopie vazeb
4 int velikost = vazby.size();
5 for (int i = 0; i < velikost; i++) {
6 //vazba implementuje cloneable a vraćı sv̊uj klon
7 vazby kopie.add((Vazba)vazby.get(i).clone());
8 }
9 ((StatickePrvky) obj).setVazby(vazby kopie); //nastaveńı nových hodnot
10 return obj;
11 }
Po všech zmı́něných operaćıch je nutné provést aktualizaci zobrazeného přehledu dat i
obsahu. Přehledy zobrazených dat nemaj́ı vlastńı kontrolor a žádaj́ı data o provedeńı
všech výše zmı́něných operaćı. Je tedy nutné vytvořit synchronizačńı tř́ıdu mezi několika
přehledy. Každý přehled si udržuje synchronizačńı objekt, který obsahuje seznam ostatńıch
přehled̊u a nutné synchronizačńı operace.
1 //provážeme pomoćı synchronizace tyto dva panely
2 prehled.getSynchronizace().pridejSynchronizace(vyhledavani);
3 vyhledavani.getSynchronizace().pridejSynchronizace(prehled);
Operace na datech v přehledu lze realizovat také pomoćı položky akce v menu aplikace.
Zde jsou zobrazeny všechny dostupné akce, které aplikace umožňuje. Pokud se pokuśıme
provést operaci nad položkou, která ji nepodporuje, budeme upozorněny a operace se
neprovede. Př́ıkladem může být snaha přidat nový postup t́ımto zp̊usobem.
9.5 Vyhledáváńı
Vyhledáváńı je základńı část́ı aplikace, a jak už bylo nast́ıněno ve zvláštńı kapitole,
jedná se o velmi složitou a komplexńı činnost využ́ıvaj́ıćı algoritmus, který může v nejhor-
š́ım př́ıpadě dosahovat dlouhé časové náročnosti.
Zde se již nebudu k těmto algoritmům a jejich pseudokód̊um vracet. Na mı́sto toho tu
ukáži realizaci vyhledáváńı z pohledu grafického rozhrańı a možnost́ı uživatele.
Tlač́ıtko pro vyhledáváńı je umı́stěno pod vyhledávaćım kresĺıćım panelem, umı́stěným
v prvńı záložce obsahu. Vyhledávaćı kresĺıćı panel obsahuje vlastńı kresĺıćı algoritmus,
který se momentálně lǐśı převážné v př́ıstupu k dat̊um v datové části MVC. Diagram na-
kreslený na tento panel je považován za hledaný problém a pomoćı grafové teorie je
porovnáván se všemi diagramy ve všech kroćıch všech postup̊u.
Protože vyhledáváńı je časově náročná operace, je uživateli zobrazena komponenta Pro-
gressMonitor, kde lze vidět kolik diagramů už bylo zpracováno a kolik jich ještě zbývá.
Tato komponenta obsahuje i metodu progressMonitor.isCanceled(), která je dále distri-
buována do samotného algoritmu a dovoluje uživateli v př́ıpadě dlouhého porovnáváńı
ukončit algoritmus během jeho výpočt̊u.
Výsledný podgraf je potom zpr̊uměrován s maximálńımi možnými hodnotami. T́ım ro-
zumı́me počet hran Ec podgrafu C s hranami E1, pokud plat́ı, že počet hran E1 > E2
a počet vrchol̊u Vc s vrcholy V1, pro které plat́ı, že počet vrchol̊u V1 > V2, kde G1 = (V1, E1)
a G2 = (V2, E2). Výsledkem je pr̊uměrná hodnota shody mezi dvěma grafy. Ta je porov-
nána s nutnou shodou nastavenou v nastaveńı a pokud je vyšš́ı nebo rovna, potom je
př́ıslušný postup zobrazen na vyhledávaćı panel.
Vyhledávaćı panel je umı́stěn ve stejném panelu jako přehled dat (tato část je přeṕınaćı)
a s t́ımto panelem je synchronizován ⇒ operace provedené ve vyhledáváńı se promı́tnou i
na druhý přehled. Výsledky vyhledáváńı jsou zobrazeny jako postupy s nejlepš́ı dosaženou
shodou. U každého kroku je potom vypsána jeho shoda (viz Obrázek 30).
Abychom mohli tyto hodnoty vypsat, muśıme upravit vykreslováńı stromu přepsáńım př́ı-
slušné metody.
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Obrázek 30: Přehled s vyhledáváńım
1 public Component getTreeCellRendererComponent(JTree tree, Object value,
2 boolean selected, boolean expanded, boolean leaf, int row,
3 boolean hasFocus) {}
Výběr použitého algoritmu lze realizovat přes menu bud’to položkou Algoritmus a př́ısluš-
nou změnou, nebo v položce Nastaveńı napsat index algoritmu. Index odpov́ıdá zobraze-
nému pořad́ı algoritmů v položce Algoritmus. Pokud takto zadáme index algoritmu, který
aplikace nezná, bude použit základńı algoritmus a zvolené nastaveńı bude ignorováno.
9.6 Nápověda
Dostupnost nápovědy je snahou zpř́ıjemnit a osvětlit novému uživateli začátky s mnou
navrženou aplikaćı. Nápověda je skryta v položce menu Nápověda. Po vybráńı této položky
se uživateli zobraźı nové okno se seznamem témat (viz Obrázek 31). Po vybráńı tématu
se načte jeho popis z př́ıslušného htm souboru složky nápověda.
Obrázek 31: Nápověda
Témata i obsah nápovědy v aplikaci jsou generovány dynamicky na základě obsahu této
složky. V potaz se berou pouze htm soubory, a proto je před samotným načteńım dat
obsah složky filtrován.
1 File[] temata = slozka napoveda.listFiles(new FileFilter() { //načteme témata ze složky
2 @Override
3 public boolean accept(File pathname) { //použit́ı filteru
4 if(pathname.getName().toLowerCase().endsWith(”htm”)) { //pouze htm soubory
5 return true;
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Toto dynamické chováńı přisṕıvá k jej́ı budoućı snadné editaci a rozš́ı̌ritelnosti. Soubory
htm jsou zde použity z d̊uvodu lepš́ı vizuálnosti a strukturovanosti textu. Komponenta
JEditorPane jazyka Java nám dovoluje vykreslit text na základě použitých htm značek.
10 Závěr
Bakalářská práce měla za úkol představit několik návrhových vzor̊u a MVC archi-
tekturu jako jeden ze zp̊usob̊u návrhu struktury softwaru v závislosti na definovaném
problému. Popsat a určit daľśı možné zp̊usoby analýzy problému z pohledu jejich možné
automatizace a zohlednit jejich použit́ı v navrhovaném systému.
Po zvážeńı všech možných řešeńı, byl vybrán pro tuto analýzu standardizovaný jazyk UML
a jeho diagram tř́ıd. Tento diagram byl vybrán z d̊uvod̊u srozumitelnosti, menš́ıho množ-
stv́ı informaćı v textové podobě a poměrně velkého množstv́ı přenášených dat.
Aby uživatel mohl na základě takto definovaného problému vybrat optimálněǰśı řešeńı,
bylo navrženo grafické rozhrańı pro správu postup̊u a jednotlivých krok̊u řešeńı, které uži-
vatel už v minulosti použil.
Navržený systém poskytuje grafické rozhrańı pro zadáváńı resp. nakresleńı diagramu tř́ıd.
Problém definovaný t́ımto diagramem je následně porovnán s uloženými daty a na základě
shody s již vyřešenými projekty je vybrán postup, který takovýto problém už zdárně vy-
řešil. Uživatel může pokračovat po jednotlivých kroćıch vybraného postupu až k danému
řešeńı.
Nejtěžš́ım problémem realizace takového systému se ukázalo samotné porovnáváńı dvou
graf̊u, které symbolizuj́ı př́ıslušné diagramy. Tento problém byl za pomoci grafové teo-
rie definován jako hledáńı maximálńıho společného podgrafu. Bakalářská práce popisuje
vhodné algoritmy a principy řešeńı takového problému.
Návrh systému byl uskutečněn s přihlédnut́ım k budoućımu rozšǐrováńı aplikace o mnoho
daľśıch aspekt̊u (nové kreslené prvky, diagramy, algoritmy, rozšǐrováńı nápovědy, nasta-
veńı, atd.). V jednotlivých kroćıch návrhu jsou popsány požadavky kladené na aplikaci,
použit́ı návrhových vzor̊u nebo princip̊u objektově orientovaného programováńı k jejich
vyřešeńı a z toho plynoućı výhody.
Analýza problému a následné automatizované zpracováńı se ukázalo jako velmi komplexńı
problém. Aplikace a bakalářská práce nastiňuj́ı možné řešeńı, ovšem výsledné použit́ı pouze
jednoho diagramu zvyšuje nepřesnost nalezených výsledk̊u. Diagram tř́ıd jazyka UML pře-
vedený na graf nedokáže přenést dostatečné množstv́ı informaćı k exaktńımu definováńı
problému a řešeńı. Tohoto nedostatku jsem si byl vědom, a proto jsem při vývoji aplikace
poč́ıtal s možnost́ı rozš́ı̌reńı, které spoč́ıvá v přidáńı daľśıch diagramů, což zvýš́ı množstv́ı
poskytovaných informaćı o problému a zpřesńı vyhledáváńı. V budoucnosti je dále možné
aplikaci vylepšit zvýšeńım počtu využ́ıvaných algoritmů.
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Tato část zobrazuje otevřenou databázi db4o v programu Eclipse s použitým pluginem.
Obrázek 32: Program Eclipse a databáze db4o
Př́ıloha B
Přiložené CD obsahuje:
• zdrojové kódy a všechny podp̊urné soubory aplikace
• .jar knihovnu databáze db4o
• spustitelný soubor systému + ukázku vytvořené databáze v db4o
• zdrojové kódy použitých algoritmů
• bakalářskou práci ve formátu .pdf a .tex
• použité obrázky
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