We prove that any interpolatory Lie group subdivision scheme based on combining a linear interpolatory subdivision scheme S with the log-exp adaption to Lie group valued data in [8] produces parametrized curves on the Lie group which are as smooth as the smoothness of S -no matter how smooth S is. We present both an extrinsic proof and an intrinsic proof.
Introduction
Given a set of control points y i on a Lie group (G, ·), how would one find a smooth parametrized curve c(t) such that c(i) = y i ? We would like the interpolation method to respect the symmetry of G: if the points y i are shifted to z i = g · y i by an arbitrary g ∈ G, then the interpolating curve of z i given by the same method should be g · c(t).
A natural way to approach this problem is to map the data (y i ) i from the Lie group G to its Lie algebra g using the inverse of the exponential map, then apply any standard linear method of interpolation in g, and then pullback the interpolant to G by the exponential map. See, for example, [7] . This approach works when all the data points (y i ) i are close enough, but fails in a fundamental way when this assumption is violated. This is by and large due to the typical nontrivial topology of G, see [9] for a detailed study of the case G = SO (3) .
The local and multiscale nature of subdivision methods somehow alleviates the topological obstacle substantially. We shall prove that the subdivision methods studied in this paper provide provably smooth interpolants as long as the data points (y i ) i are locally close. Subdivision techniques are also ideally suited when different level-of-details are desired; and can be deployed to construct nonlinear wavelet-type transforms of manifold valued data, see [8] . For more discussions on these methods, see our earlier paper [14] .
An interpolatory subdivision scheme S for Lie group valued data works as follows. Given initial data defined on a uniform grid y 0 : Z → G, S creates data y j on the dyadic grids 2 where, in above, L and p are fixed integers (the 'locality factors' of the scheme), and R is a fixed mappingthey do not change with either the scale j or location i; such a scheme is termed stationary. For simplicity of analysis, we assume that the scheme takes the form As such, we can assume that R(y 0 , . . . , y p ) is only defined for inputs y k , 0 k p, in a neighborhood of e of the Lie group; and the overall subdivision scheme is meant to be applied to dense enough initial data. Note that the form (1.2) guarantees that the resulted interpolation algorithm is invariant under an arbitrary shift of initial control data. Many variations can be derived based on (1.1), to 'life on an interval', to non-uniform grids, to Hermite data, to non-stationary schemes, to multivariate settings, to manifolds other than Lie groups [15] etc.. Of course a general subdivision scheme needs not be interpolatory. We focus on (1.1) in this paper, but will show at the end of the paper that there is an easy generalization of our main result to a multivariate setting.
Recall that every Lie group G has a Lie algebra g which can be identified with the tangent plane of G at the identity element e, so we write g = T e G. Recall also the exponential map
where φ v : R → G is the unique 1-parameter subgroup of G with φ v (0) = v. While the exp map is defined on the whole of g, it is typically not injective, and may or may not be surjective. Nevertheless, there is always a neighborhood U of 0 in g and a neighborhood U of e in G such that
is a diffeomorphism. The inverse of this diffeomorphism is called the log map of the Lie group, and we refer to the U above as dom(log) when the context requires. Sometimes we write exp G and log G to signify the dependence on G.
A specific scheme proposed in [8] is, in our notation here, given by R = R D where
where the a 's are specific weights chosen according to the mask of a Deslauriers-Dubuc interpolatory subdivision scheme [2, 1] . A different scheme is proposed in [13] , and the associated R = R W is given by:
where (b )
2); see Section 3.1. The goal of this paper is two-folded. (I) We prove that the nonlinear scheme based on (1.3) is as smooth as the underlying linear interpolatory subdivision scheme. (II) We explore to what extent smoothness equivalence holds for the nonlinear scheme based on (1.4); we illustrate a breakdown phenomenon of smoothness equivalence for this scheme.
Main Result
We say that a subdivision scheme S is C σ smooth if for any dense enough initial data, the limit function f : R → G has a Hölder regularity with exponent σ. Here, Hölder regularity is defined based on the differentiable structure of G. Following [14] , we also denote by s ∞ (S) the critical Hölder regularity of the scheme S. We say that a subdivision scheme S is convergent if s ∞ (S) > 0.
The main result of this paper is similar to those in our earlier paper [14] .
Theorem 2.1. Let G be any finitely dimensional Lie group. If S is the subdivision scheme in G defined by (1.1) with R = R D , and S is the underlying linear subdivision scheme. Then s ∞ (S) s ∞ (S).
We shall present two different proofs of this result. The first proof is extrinsic in nature, whereas the second is intrinsic in nature. The extrinsic proof is perhaps more concrete to some readers, at least the part which deals with the case of G being a closed matrix group. Ultimately, the intrinsic proof is much more natural. On the other hand, we found it interesting that essentially the same proximity bounds can be derived in both the extrinsic and the intrinsic setups. Yet another extrinsic proof can be found in the recent manuscript [4] . Section 2.2 and Section 2.3 are independent of each other. Modulo the notation N (j, i) defined in the paragraph around (2.14) in Section 2.2.1, Section 2.3 is self-contained.
Proximity implies smoothness
For both the extrinsic and intrinsic proofs, we need the following theorem.
For j ∈ N, let
Theorem 2.2. Let S be a subdivision operator and S be a linear subdivision operator. Assume that both S and S are interpolatory and have the same dilation factor. Let k be an integer greater than s ∞ (S). Assume that, for any
holds true for any dense enough sequence x :
The proof is just a trivial modification of that of [14, Theorem 3.8] ; the argument there has a 'bootstrapping' flavor which relies quite heavily on the interpolatory assumption. There is an extension of this theorem in [15] which handles subdivision schemes which are just L ∞ -stable but not necessarily interpolatory.
An Extrinsic Proof
In this section, let G be a matrix (Lie) group. A matrix (Lie) group is defined, e.g. as in [10] and [11] , to be a subgroup G of GL(n), and also a Lie group by itself for some C ∞ structure which makes the inclusion map i : G → R n×n an immersion. Under this definition, G needs not be closed, and, hence, also needs not be a regularly imbedded submanifold of R n×n . For a matrix group, the exp is given by the series exp(X) =
When X is close enough to I (precisely, when the spectral radius of X − I < 1), then
(It is not true in general that every X ∈ dom(log G ) is close enough to I for the above log series to converge. As a simple example, if G = GL(1) = R \ {0}, g = gl(1) = R, then dom(log G ) = R + , but (2.1) only holds for 0 < X < 2.)
Let y : Z → G be a sequence such that y 
is well-defined. In fact it can be shown that if s ∞ (S) > 0, and y is dense enough, then S j y is well-defined for all j > 0. We shall prove this claim, along with a quantification of 'dense enough', in Section 2.3.
Next, we also have the linear interpolatory scheme
If we write d = y
Note that the cancelation of the first-order terms relies on the first sum rule a = 1. The right-hand side of (2.5) consists of terms of the form s k 1 · · · s k m when we expand the powers. We define the degree of such a term to be m i=1 k i ; and we shall expand out all the powers in (2.5) and then order the terms using their degrees. Collecting the terms with degree 2, we get
. In general, if we collect the terms with a degree k 2, we get
To conclude, we have
The convergence is absolute with respect to any matrix norm.
Substituting (2.9) into (2.6) and expanding out everything, we can rewrite (2.6) as a linear combination of terms of the form
. . , j k can be any integers between 0 and p, i.e.
This coefficient may look horrendous, but it has the following nice property.
This proposition can be easily proved once we establish the following identity:
In particular, the sum on the left hand side vanishes if B = −1 and k 2.
1 It follows that
This identity is recorded in, for example, [3] due to its connection to combinatorics: [
We finish the proof by noticing that [
Proof of Proposition 2.3. By assumption, there is a x such that p =0 a π( ) = π(x) for any polynomial π(x) of degree no greater than p. Since
We also need Lemma 2.4 for bounding the size of the tail of k T k . Let · be any matrix norm. By (2.6),
Combining the above estimate and Proposition 2.3, we can obtain the following extrinsic proximity condition.
Proposition 2.5. Let y : Z → G be such that max i y i < ∞ and max i y Armed with this proximity condition, the "proximity ⇒ smoothness" Theorem 2.2 implies that the nonlinear scheme S produces limit curves f : R → R n×n with critical Hölder smoothness no less than that of the underlying linear scheme. Notice that, in the development of this section, we only assume that G is immersed in R n×n , so we cannot immediately claim that f : R → G has the same smoothness as f : R → R n×n . However, we have effectively proved Theorem 2.1 in the case when G is a closed matrix group.
To rigorously prove that the same result holds for a not necessarily closed matrix group 3 , one needs to carefully argue that the subdivision algorithm itself, based on the 'intrinsic' log and exp maps of G and an underlying convergent linear subdivision scheme, can guarantee that if one begins with a group of initial data points in G close together to each other, then all the subdivided points at all scales are well-defined and continue to stay close to each other in the topology of G. This is basically step 1. of the even more general argument in the next section, which deals with the case of G being an arbitrary finite dimensionally Lie group.
Extending the extrinsic proof to general Lie groups
We discuss an argument by Wallner et al first used in [12] and subsequently in [13, 4, 5] . This argument begins with the Ado's theorem, which states that every Lie algebra is isomorphic to a matrix Lie algebra, which, in turns, implies that any Lie group G is locally isomorphic to a matrix group H ⊂ GL(n). There is no guarantee by the Ado's theorem that this H is closed in R n×n . Since our subdivision scheme S acts locally to the data, there is a minimal set of indices, which we denote here by N (0, i), such that the data y 0,k , k ∈ N (0, i), is enough to determine the limit function S ∞ y at the whole interval [i − 1, i + 1]; of course it also means that y j,k can be determined for a finite range of indices k at level j, we denote this set of indices by N (j, i). In fact,
where M and N are constants independent of j but dependent on the support of the mask. For example, M = N = 2k − 2 for the symmetric 2k-point Deslauriers-Dubuc scheme. Wallner et al's idea is the following:
1. Argue that when we have a sequence of dense enough data points (y 0,k ) k∈N (0,i) in the matrix group H, then all the shifted subdivided points y
, are well-defined and stay in any pre-specified open neighborhood U (in the topology of H) of the identity element I of H. By a basic shift invariance property of S, we can assume without loss of generality that i = 0 and y 0,0 = I. 
Saying
3 A well-known example of a matrix group just immersed, but not embedded, in its ambient matrix space is given by:
, where R(x) := " cos 2πx − sin 2πx sin 2πx cos 2πx
« .
H, being a one-dimensional immersed submanifold of R 4×4 , is not closed; the closure of H in R 4×4 is the two-dimensional torus
(A subtlety: due to technical reasons, the proofs in both [10] and [6] 3. Observe that subdivision by S in G is really the 'same' as subdivision by S in H when applied to data near the identity elements of the two Lie groups:
This invariance property implies that as long as we can prove the smoothness property of S in H, then we prove the whole Theorem 2.1.
An Intrinsic Proof
Let G be any Lie group with the Lie algebra g. Let · be any norm in g. Let δ > 0 be small enough such that (i) if U = {a ∈ g : a < δ}, then y → e y is a diffeomorphism from U to its image and (ii) f (a, b) = log(e a e b ) is smooth in U × U . Define g(a, b) = log(e −a e b ). Then g is also smooth in U × U . Note that f (a, 0) = a, and g(a, a) = 0, ∀ a ∈ U.
It follows that there exist A, B 1 such that for any
a, b ∈ U , g(a, b) = g(a, b) − g(a, a) A b − a , (2.16) and f (a, b) − a = f (a, b) − f (a, 0) B b . So f (a, b) a + B b . (2.17)
Basic proximity condition and well-definedness of S j y
In the following, we show that if a sequence y : Z → G is dense enough in the sense of
then the subdivision scheme (1.2)-(1.3) is well-defined when applied to y iteratively. Along the way, we also set up the basic machinery needed to prove the full proximity condition of the next section.
First, we require y to be at least dense enough so that for every i ∈ Z, y −1 i y i+ ∈ dom(log G ) and x := log(y
From now on, we work with the finite sequence (x ) in U ⊂ g instead of the infinite sequence y in G.
Observe that (1.2)-(1.3) can be written locally in the Lie algebra as:
this is well-defined as long as w g(x k , x k+ ) stays in U , or
(We overload the notation S and use it to represent also this rewritten version of the original S.) Since We need a stronger condition to guarantee that S j x is well-defined for all j 0. For this purpose, we need to compare S with the underlying linear scheme and then use a shrinking property of the linear scheme ((2.25)). Now, consider the linear subdivision operator T defined by
Remark. We call this linear operator T , instead ofS, in order to distinguish it from the extrinsically defined S in the previous section. Note that T operates on g-valued data, whereasS in the previous section operates on R n×n -valued data. Of course, both schemes come from the same linear scheme applied componentwise to the relevant Euclidean spaces, so there cannot be any difference as far as smoothness is concerned; in particular, s ∞ (T ) = s ∞ (S).
In order to compare S with T , consider: 
Assume T is convergent. Then there existC > 0 andμ < 1 such that
By [14, Theorem 2.4], there exist δ > 0, C > 0 andμ < µ < 1 such that when ∆x ∞ < δ and S j x is well-defined, we have
Since Sx is well-defined when ∆x ∞ < δ AN C , it follows from (2.17) and (2.20) that
In general, if S j x is well-defined, then
(2.27)
In order for S j+1 x to be well-defined, we just need S j x ∞ < δ and ∆S j x ∞ < δ/AN C. Combining (2.27) and (2.26), we conclude that S j+1 x exists for any j 0 when
Finally, since ∆x ∞ 2 x ∞ , the above condition is satisfied if
If one wishes, one can translate the condition (2.28) in the above proposition to the condition (2.21), essentially by applying the exponential map to the ball {a ∈ g : a < ε}. If for every i ∈ Z the finite sequence (x ) defined in (2.18) satisfies the condition (2.28), then the subdivision scheme S as in (2.19) produces a well-defined limit curve on f i : [i − 1, i + 1] → g for each i. Recall that the S in (2.19) is really just the original scheme S written locally in the Lie algebra, by exponentiating the f i 's and piecing them together, we conclude that the original scheme S is well-defined and converge to a well-defined limit function f : R → G; in fact Theorem 2.2 theorem also tells us that f is Hölder continuous.
Full proximity condition
As in Proposition 2.5, suppose that the underlying linear interpolatory scheme T reproduces Πp, so we have
(2.29)
We shall use the Taylor's expansion of f (x k , ·) : U → g at 0 and that of g(
where
Similarly, we havē
Note that for a fixed j, A j is a degree j polynomial in . So for fixed J = (j 1 , · · · , j n ), Q J ( ) is a degree |J| := j 1 + · · · + j n polynomial in . Then it follows from (2.29) that when 
It then follows from (2.30) that
As in the extrinsic proof, we can now invoke Theorem 2.2 to complete our intrinsic proof for Theorem 2.1.
Variations
3.1 A modified scheme by Wallner/Nava Yazdani/Grohs
In [13], Wallner et al consider an interesting modification of (2.2). This modification begins with the observation that one can rewrite an affine invariant linear subdivision scheme in the following way 4 : Assume that the interpolatory mask (w ) is supported at −L, · · · , −L + p and also that w = 1, then
Then a nonlinear version of S for Lie-group valued data is defined to be:
In comparison with (2.2), the scheme W only requires any two adjacent data points in the sequence y to be closed in the sense of y −1 i y i+1 ∈ U for all i, as opposed to S which requires any p consecutive data points in y to be closed in the sense of y
From this point of view, Wallner et al's W scheme appears to be a little more practical than Donoho et al's original S scheme (2.2), although Wallner modestly commented that his original motivation for studying (3.3) instead of (2.2) was that the former scheme was more amendable to proving C 2 . One may wonder if our main Theorem 2.1 is true if S is replaced by Wallner et al's W . The result in (3.3) does not answer this question; in fact it also does not answer the weaker question of whether W based on a general C 2 linear interpolatory scheme S is also C 2 . However, it is very evident to us, through computational experiments, that Theorem 2.1 with S replaced by W is not true. We now present our computational evidences.
We randomly select a 5-periodic initial sequence y 0 : Z → SO(3) and subdivide it to level j = 9 using both S and W . The underlying linear interpolatory scheme S is chosen to be the 10-point Deslauriers- Below we plot the (1, 1)-entries of y 9 from the two schemes, as well as their first, 2nd and 3rd divided differences. The limit function resulting from W appears to be C 2 but not C 3 , while that from S appears to have a smooth third order derivative. Indeed, Theorem 2.1 says that in this case the limit function resulting from S is C 4 . 
Multivariate Extension
It happens to be easy to extend the main proximity results in this paper to the setting where the domain of our Lie group-valued data is multivariate. We can pursue this in both the extrinsic and the intrinsic setting, for simplicity we only present the extrinsic case. Consider an s-dimensional interpolatory linear subdivision scheme operating on sequences y : Z s → R: 
Now we have the following multivariate generalization of Proposition 2.3. If S reproduces Π p , then
The proof is that of Proposition 2.3 with superficial changes of univariate indices to multivariate ones; the key ideas are the identity in Lemma 2.4 and that
is an s-variate polynomial in the variable x = (x 1 , . . . , x s ) with total degree |µ i1+···+in−1+1 |+· · ·+|µ i1+···+in | p.
Using a multivariate version of the "proximity implies smoothness" theorem, we can extend Theorem 2.1 to the multivariate setting. See also [4] .
Credit where credit is due
Essentially the same result was recently obtained by Grohs in [4] . Grohs offers a different proof which is also extrinsic in nature. The second author obtained the extrinsic proximity condition in Section 2.2 in November 2006, but found that certain technicalities in the Ado's theorem argument (see Section 2.2.1) too subtle to follow. Agonized by this situation, the authors worked out the intrinsic proof of the theorem in July 2007.
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