We prove a gluing lemma for sections of line bundles on a rigid analytic variety. We apply the lemma, in conjunction with a result of Buzzard's [1], to give a proof of (a generalization) of Coleman's theorem which states that overconvergent modular forms of small slope are classical. The proof is "modular" in nature, and is suitable for generalization to other PEL Shimura varieties. We also give an application to calculation of q-expansions.
Introduction
In the first part of this article we prove a gluing lemma for sections of line bundles on a rigid analytic variety. In the second part, we will apply this gluing lemma to the question of classicality of overconvergent modular forms.
Let us first briefly outline the nature of this gluing lemma, the statement of which we postpone to §2.5, for it requires a detailed set-up. Let Y be a rigid analytic variety. Let e be an "integral" section of a line bundle on Y. We can use e to define various analytic subdomains of Y. Indeed for any subinterval I of [0, 1] we can define Y e I to be the set of all points y with |e(y)| ∈ I. Then Y can be written (non-admissibly) as a disjoint union of Y e [0, r) and Y e [r, 1] for any 0 ≤ r ≤ 1. Let L be a line bundle on Y. Assume that f (respectively g) is a section of L on Y e [0, r) (respectively on Y e [r, 1]). We will find conditions under which one can "glue" f to g. By gluing f to g, we mean that we find a global section of L whose restriction to Y e [0, r) is f , and whose restriction to Y e [r, 1] is g. An interesting feature of this situation is that the domains of definition of f and g have no points in common.
Let us now explain the connection to modular forms. Let p be a prime number, N ≥ 5 an integer prime to p, and m ≥ 1 and k ≥ 0 be integers. An overconvergent p-adic modular form of level Γ 1 (N p m ), and weight k, is a section of ω k on a rigid analytic subdomain of X 1 (N p m ) which strictly contains the ordinary locus containing the cusp ∞. In [3] Coleman proves the following. Theorem 1.1. (Coleman [3] ). Let f be an overconvergent U p -eigenform of weight k with eigenvalue a p . If the p-adic valuation of a p is less than k − 1, then f is classical.
This so-called "control theorem" is crucial in many applications of the theory to modular forms. In many problems, one can reduce the "rigidity" of the situation by working in Banach spaces of overconvergent forms, and yet in the end get results about classical modular forms, by invoking the control theorem. For example, it is easier to construct p-adic families of overconvergent eigenforms, and then identify classical members of these families. One is interested in such control theorems for automorphic forms over other Shimura varieties. For instance, such a result is still missing for (non-ordinary) overconvergent Hilbert modular forms (See [10] ). Coleman's method of proving Theorem 1.1, which is based on a cohomological interpretation of the space of overconvergent forms (modulo the image of θ k−1 ), appears difficult to be carried out in more general situations.
The purpose of this paper is twofold. One is the presentation of a more intrinsic proof of (a generalization) of Theorem 1.1 which could serve as a model for extension to other PEL Shimura varieties. In keeping with this goal, we have tried to use the specifics of the situation as little as possible. For instance, we have completely done away with the use of q-expansions. The other purpose is to introduce the above-mentioned gluing lemma which is quite general, and which we hope would apply to other analytic continuation problems.
In a forthcoming article, we will show how this method can be utilized to prove a control theorem for overconvergent modular forms over certain Shimura curves (See [6] , [7] for the general theory of overconvergent modular forms over these Shimura curves). We expect the same method to work over unitary Shimura varieties which arise in the work of Harris and Taylor [5] . In the case of Hilbert modular varieties, the applicability of this method is contingent upon a better understanding (than at the moment) of the canonical subgroups of Hilbert-Blumenthal Abelian varieties.
We were inspired by the work of Buzzard and Taylor [2] to pursue the strategy of analytic continuation of modular forms. The subsequent paper of Buzzard [1] gave us the right starting point. He proves that an overconvergent U = U p eigenform with nonzero eigenvalue a = a p can be extended to a big admissible open subset of the modular curve. We prove the classicality of f by showing that f can be extended further over the complement of this admissible open, under the assumption on v(a). Let K be either C p , or a finite extension of Q p . We prove the following.
be a polynomial all roots of which in C p have p-adic valuation less than k − 1. If P (U)f is classical, then so is f .
Let us explain the steps involved in the proof of Theorem 1.2 in some detail. For the purpose of presentation we will take m = 1, P (x) = x − a, v(a) < k − 1, and we assume P (U)f = 0, i.e. Uf = af . Let Z ∞ (respectively Z 0 ) denote the connected component of the ordinary part of X 1 (N p) K which contains the cusp ∞ (respectively 0). By Buzzard's work [1] one can extend f to U 1 which is the rigid analytic part of X 1 (N p) K consisting of all (E, i, P ) where either E has supersingular reduction, or E has ordinary reduction and P generates the canonical subgroup of E (or equivalently (E, i, P ) ∈ Z ∞ ).
To show that f is classical, we have to show that f can be further extended to the missing part X 1 (N p) K −U 1 = Z 0 . This will be done in two steps. The first step is to find a candidate for what the extension of f to X 1 (N p) K should be on Z 0 . The second step is to show that this candidate indeed glues to (the Buzzard extension of) f . The second part is technical in nature, and will indeed take up most of the work in this paper. The idea of the first part is quite simple (and fun!), however. Since in the paper this idea is presented in a rather implicit way, we will give a clearer explanation for the benefit of the reader.
To get an idea of how one should define f on Z 0 , let's assume that f is classical for the moment and see how the values of f on Z 0 are related to its values on the complement of Z 0 (where we know f ). Assume (E, i, P ) is in Z 0 . Since Uf = af , we can write f (E, i, P ) = (1/ap)
where the sum is over the cyclic subgroups C 1 of rank p = p 1 , which do not contain P . One can show that all but one of the test objects appearing on the right hand side of the above formula belong to Z ∞ . The exceptional term corresponds to C = H 1 , the first canonical subgroup of E. Applying the above formula to (E/H 1 ,ī,P ) we get
where the sum is over the cyclic subgroups C 2 of rank p 2 which contain H 1 , but not P . Combining the two equations we get
We will repeat this process ad infinitum. At the n-th step, we separate the term corresponding to the quotient of E by H n , the n-th canonical subgroup, and rewrite the term via Equation (1) . At the n-th step the error term is (1/ap) n pr * f (E/H n ,ī,P ). Since on the ordinary part H n reduces to the kernel of Fr n p , one can show that the error term is divisible by (1/ap) n p nk = (p k−1 /a) n . Since v(a) < k − 1, we see that the error term goes to zero as n goes to infinity. The result is the following. 
where C n runs through all the cyclic subgroups of E of rank p n which contain H n−1 , are different from H n , and do not contain P . Now let's go back to the assumption that f is overconvergent of slope less than k − 1. One can show that all the test objects appearing on the right hand side of the above formula belong to Z ∞ , and hence f is already defined for them. This suggests that the extension of f to Z 0 , denoted by g, shall be defined via the above series. However this definition will only work on Z 0 where H n exists for all n. The rest is to prove that g which is defined on Z 0 , will glue to f which is defined on the complement of Z 0 . And that will follow from our gluing lemma, as we shall see.
Here goes the structure of this paper. In §2 we will prove the gluing lemma. For technical reasons that are hinted at in Remark 2.6, we first have to introduce different norms for sections of line bundles on a rigid variety using a formal model. In §3 we review some background on the theory of modular curves and overconvergent modular forms, and present Buzzard's analytic continuation results. In §4 we state Theorem 4.1 and set the stage for the application of the gluing lemma. We complete the proof in §5 by verifying that the lemma can indeed be applied. To do this we obtain a variety of norm estimations, and in particular we prove the boundedness of the Buzzard extension of f on the wide open space U 1 . Finally, in §6 we apply our method to calculate some q-expansions.
normalized to satisfy v(p) = 1. For c ∈ K define |c| = p −v(c) . Let us fix Y to be a reduced irreducible rigid variety over K with a formal modelỸ over O K . Assume thatL andL ′ are line bundles onỸ whose images under the Raynaud functor are respectively L and L ′ on Y. Fix e ∈ H 0 (Ỹ ,L ′ ). 
Here A x denotes the Tate algebra over A in the variables x. The choice of a K-Banach norm | | on A induces a Gauss norm on A x given by | a ν x ν | = sup |a ν |. Each of the above affinoid algebras is a quotient of some A x , and hence inherits a residue norm from the Gauss norm. In general, if (B, | |) is a reduced affinoid algebra and I ⊂ B a (closed) ideal, then B/I is also an affinoid algebra and it carries a residue norm | | res which is defined as follows
Since K is discretely valued one knows that the above infimum is indeed attained. Furthermore, if B/I is reduced, then | | sup and | | res are equivalent norms on B/I and we have | | sup ≤ | | res . Therefore, each of the Banach algebras in (4) are equipped with a residue norm | | res (induced by the Gauss norm coming from our choice of | | on A). 
Proof. Choose λ, µ ∈ K with |λ| = r and |µ| = s. We can write
with a ij → 0 as i + j → ∞. By definition of | | res , we can choose this representation so that
We will show that
We also have
Similarly, we show that
2.2.
Norms on sections of L using formal models. We will describe two kinds of norms that can be defined for sections of L on different admissible open subsets of Y.
In general, letZ be an admissible formal scheme over O K , andF a line bundle onZ, which under the Raynaud's functor correspond to (Z, F). Two norms can be defined on H 0 (Z, F). First we define a supremum norm.
Let
There is a unique lifting to the formal modelz : Spf(O L ) →Z, and we define |f (z)| = |z * f |. Note that this is well defined sincez * f is a section ofz * L which is a trivial line bundle on Spf(O L ), and all trivializations of this line bundle differ by a unit of O L which will have norm one. There is also a compatibility: ifŨ π −→Z is a formal model for U ⊂ Z, then for z ∈ U one has |e(z)| = |π * (e)(z)|. Now define |f | sup = sup{|f (z)| : z ∈ Z} and extend this definition to all of H 0 (Z, F) by decreeing |cf | sup = |c||f | sup for all c ∈ K. It is clear from the definition that for f ∈ H 0 (Z,F) we have |f | sup ≤ 1, and hence the unit ball contains H 0 (Z,F ), but may not be equal to it. By Lemma 2.1, we can also define a norm on H 0 (Z, F) for which the unit ball is equal to H 0 (Z,F ). We will call this norm | |Z . Both norms turn H 0 (Z, F) into a Banach module over K, and for each f
Back to our setting. Recall our choice of e ∈ H 0 (Ỹ ,L ′ ). Define
We introduce a formal model for Y e [r, s] over O K (assuming r, s ∈ |K|), and use it to define the two kinds of norms on H 0 (Y e [r, s], L) discussed above. Let us fix a finite covering {Ũ i = Spf(A i )} i ofỸ which trivializes bothL andL ′ . Denote by σ i (respectively σ ′ i ) the isomorphism between the restriction ofL (respectivelyL ′ ) toŨ i , and OŨ i . This induces a trivialization for L ′ on Y which we denote by
Assume λ, µ in K satisfy |λ| = r, |µ| = s. We defineỸ e [r, s] to be the formal scheme over O K defined by gluing the affine formal schemes
using the gluing data induced by those of the covering {Ũ i } i ofỸ , and the transition maps of the line bundleL ′ in the natural way. It is an easy exercise to show that this formal scheme is flat over O K . The definition ofỸ e [r, s] is independent of the choice of λ, µ and provides a formal model for Y e [r, s]. This is essentially because . Note that to define these norms, it is not necessary to have r, s realized as norms of elements in K, since the definitions are compatible with passing to finite extensions L of K.
We have the expected compatibility between the | | sup 's on different subdomains of Y.
Finally
2.3. Local analysis of the norms. We now show how the two norms defined above can be described in terms of the trivializations that we have chosen forL,L ′ .
Recall the induced trivialization for L and L ′ on the finite covering {U i = Sp(A i ))} i of Y. There is also a induced trivialization forL onỸ e [r, s] which we shall denote by
We equip A i with the unique norm | | i that will make A i its unit ball. Recall from §2.2
Proof. Define a new norm | | on H 0 (Y e [r, s], L) via the right-hand side of Equation (5) . We use Lemma 2.1 to show that | | = | |Ỹ e [r,s] . We need to verify that the unit ball under | | equals H 0 (Ỹ e [r, s],L). That itself amounts to proving that the unit ball in
By the definitions of | | i and the residue norm | | i,res , the unit ball in B i is exactly the image of A i x, y under the projection
By our definition ofỸ e [r, s] this image is the same as the image of B i in B i .
For | | sup we have the following similar result.
where the | | sup on the right is the usual supremum norm for functions.
Proof. This follows immediately from the easy fact that |g(y) 
Lemma 2.5. (The Gluing Lemma). Let the notation be as above. Let 0 ≤ r ∈ |C p |. Assume we are given two sections
Let r 1 < ... < r n < ... < r be an ascending sequence of elements in |C p | converging to r. Assume for each n > 0 we are given a function
Then f and g glue together to give a global section of L on Y. In other words, there is a section of L on Y which restricts on Y e [0, r) to f , and on Y e [r, 1] to g.
Proof. Gluing f and g is a local issue. Therefore, using our trivializations forL,L ′ onỸ , and applying Lemmas 2.3, 2.4, we see that it is enough to assume Y is an affinoid (which we will denote by X = Sp(A)) and e, F n , f, g are functions (denoted respectively by ̺ ∈ A * , F n , f, g), with the | | sup replaced by | | sup for functions, and | |Ỹ e [rn,rn] replaced by | | res on X ̺ [r n , r n ].
Since it is enough to glue f to g over C p , we will freely allow the base field to be a higher and higher finite extension of K, so that at each step r n shall be realized as the norm of some element in the base field. By the assumptions, we can find a decreasing sequence {ǫ n } n such that ǫ n → 0 and ∞) ), and we have |h
where the left-hand side of the equation is defined on X ̺ [0, r n ] and the right-hand side is defined on X ̺ [r n , 1]. Since X ̺ [0, r n ] and X ̺ [r n , 1] admissibly cover X , the functions f + h (n) 1 and F n − h (n) 2 glue together to form a global function G n ∈ O(X ). We will show that the sequence G n converges to a global function which glues f and g together. Indeed
which shows that G n converges to g on X ̺ [r, 1]. In particular, G n is a Cauchy sequence which converges to a global function which glues f and g together.
Remark 2.6. The condition on the "r n -circle" |̺| = r n , i.e. |F n − f |Ỹ e [rn,rn] → 0, could be removed if one knew, for instance, | | res < C| | sup over the r n -circle for all n. In general there is such a constant for each n, but it's not clear why these constants would not blow up as n tends to ∞. One can write conditions on ̺ which would guarantee that | | sup = | | res . In our applications to modular curves this could be arranged for level N p, though it's not clear the same could be done for higher levels. The reason that | | res comes in the picture at all is that we have proved the key Lemma 2.2 only with | | res . If one could find a proof for this lemma with | | res replaced with | | sup it would simplify the situation by sparing us any discussion of the norms | |Ỹ [r,s] .
Overconvergent modular forms
We review some background on the theory of overconvergent modular forms. For more details we refer the readers to consult [9] , [1] .
Modular curves and modular forms.
Our main reference is [9] . Let N > 4 be an integer and p be a prime number such that (p, N ) = 1. By X 1 (N ) we denote the smooth and proper modular curve over Z[1/N ] which classifies pairs (E, i), where E is a (generalized) elliptic curve over a Z[1/N ]-scheme, and i : µ N → E is an embedding of the constant group scheme µ N in E. For any Z[1/N ]-algebra R, we let X 1 (N ) R denote the base extension of X 1 (N ) to R.
Assume m > 0. Let X 1 (N p m ) denote the proper and flat modular curve over Z[1/N ] which classifies triples (E, i, P ) where (E, i) is as above, and P is a point of exact order p m . Similarly, for any Z[1/N ]-algebra R we let X 1 (N p m ) R denote the base extension of
Let m ≥ 0. Denote by E 1 (N p m ) the universal family of (generalized) elliptic curves over X 1 (N p m ). There is a locally free sheaf of rank one, ω = ω E 1 (N p m )/X 1 (N p m ) , whose restriction to the non-cuspidal locus of X 1 (N p m ) is the push forward of the (restriction of) sheaf of invariant differentials Ω 1 E 1 (N p m )/X 1 (N p m ) under the natural map from E 1 (N p m ) to X 1 (N p m ). The space of modular forms of weight k ∈ Z ≥0 and level Γ 1 (N p m ) over R,
Let X 1 (N, p) denote the flat and proper modular curve over Z[1/N ] which classifies triples (E, i, C), where E is a (generalized) elliptic curve over a Z[1/N ]-scheme, i : E → µ N is an embedding of group schemes, and C is a finite flat subgroup of E of order p. For any R which is a Z[1/N ]-algebra we define X 1 (N, p) R to be the base extension of X 1 (N, p) to R.
As in the above, there is a universal (generalized) elliptic curve E 1 (N, p) over X 1 (N, p) , and a locally free sheaf ω = ω E 1 (N,p)/X 1 (N,p) over X 1 (N, p). If we let π 1 : X 1 (N, p) → X 1 (N ) denote the degeneracy map which forgets the subgroup of order p, then one has
3.2.
Overconvergent modular forms. Let K/Q p be either a finite extension of Q p or C p with valuation v normalized so that v(p) = 1, and with the corresponding norm | | = (1/p) v . Let O K denote the ring of integers.
Let X denote any of the modular curves described above. There is a rigid analytic space X an K associated to the modular curve X K over K. We will abuse notation and use X K for X an K . Let Y be an admissible open subset of X K , and let f ∈ H 0 (Y, ω k ). If y ∈ Y is a closed point, we define |f (y)| as follows. The point y corresponds to a map Sp(L) → Y, and gives a map y : Spec(L) → X. This gives an elliptic curve E over L with level structure. Let E denote the model over
We will use this norm to define various rigid analytic subdomains of X K . For simplicity we will recall the constructions only in the cases p = 2, 3. For definitions in the cases p = 2, 3 we refer the reader to [1] . Let E p−1 be the Eisenstein series of weight p − 1. If p > 3 then E p−1 gives a lifting of the Hasse invariant to characteristic zero. Let 0 ≤ r ∈ |C p |. Let X 1 (N ) ≥r K be the affinoid subdomain of X 1 (N ) K whose closed points are given by {x ∈ X 1 (N ) K : |E p−1 (x)| ≥ r}.
In the notation of §2.2 this is X 1 (N ) 1] . The space of overconvergent modular forms of weight k and level Γ 1 (N ) over K is
If (E, i)/L is a point on X 1 (N ) K such that |E , then E has a cyclic canonical subgroup of order p n , denoted by H n (E), and one has
For a detailed analysis of canonical subgroups and the history of the subject see §3 of [1] . Let r > p −p/(p+1) . The map which sends (E, i) to (E, i, H 1 ) provides a section for the forgetful morphism π 1 : X 1 (N, p) K → X 1 (N ) K over X 1 (N ) ≥r K , and hence gives an isomorphism between X 1 (N ) ≥r K and its image in X 1 (N, p) K . The image denoted by X 1 (N, p) ≥r K is the connected component of the cusp ∞ in the affinoid subdomain of X 1 (N, p) K defined by |E p−1 (x)| ≥ r. Its points consist of all (E, i, C) such that |E p−1 (E, i)| ≥ r and C = H 1 (E). This shows that there is an inclusion H 0 (X 1 (N, p) K , ω k ) ֒→ M † k (N, K) and we call the modular forms in the image classical.
We define these concepts for level Γ 1 (N p m ) where m > 0. Consider the map from X 1 (N p m ) K → X 1 (N, p) K which sends (E, i, P ) to (E/ pP ,ī,P ). Define X 1 (N p m ) ≥r K to be the inverse image of X 1 (N, p) 
An overconvergent modular form in M † k (N p m , K) is said to be classical if it is in the image of the above inclusion, i.e. if it can be extended to a section of ω k on X 1 (N p m ) K . By the q-expansion of an overconvergent modular form we mean the q-expansion at the cusp ∞. There is a Hecke operator U p = U acting on M † k (N p m , K) which on the q-expansions has the effect U( a n q n ) = a np q n .
By a generalized eigenform of U we mean an overconvergent modular form f for which there is a P (x) ∈ K[x] such that P (U)f = 0. We say that f has slope α ∈ Q, if all the roots of P (x) in C p have valuation α. For instance, the slope of a U-eigenform is the valuation of its eigenvalue. One knows that the slope of a classical U -eigenform of weight k is at most k − 1.
We shall mention that in studying overconvergent modular forms it is often useful to think of the modular curves as moduli spaces of rigid analytic elliptic curves with level structures. This is indeed our point of view in this paper. We will take this approach without further mentioning it and we refer the reader to Brian Conrad's article [4] for these foundational matters.
3.3. Buzzard's analytic continuation results. In this subsection, we will recall the analytic continuation results obtained by Buzzard in his paper [1] . Let Z 0 (N, p) be the connected component of the cusp 0 in the ordinary part of X 1 (N, p) K . Let U 1 (N, p) be the complement of Z 0 (N, p). It is an admissible open in X 1 (N, p) K whose points consist of (E, i, C) such that either E has supersingular reduction, or E is ordinary and C = H 1 (E). This is denoted by W 0 (p) in [1] .
Assume m > 0. There is a map from X 1 (N p m ) K to X 1 (N, p) K which sends (E, i, P ) to (E, i, p m−1 P ). Let U 1 (N p m ) denote the inverse image of U 1 (N, p) under this map. It is an admissible open of X 1 (N p m ) K which contains (E, i, P ) iff either E has supersingular reduction, or E is ordinary and the subgroup generated by P contains H 1 (E). In the case m = 1 Buzzard denotes U 1 (N p) by W 1 (p).
Buzzard shows that any overconvergent U-eigenform with non-zero eigenvalue can be extended to U 1 (N p m ). We will use a generalization of this fact which can be proved by exactly the same method.
Theorem 3.1. Let f be an overconvergent modular form of level Γ 1 (N p m ) over K. Assume that for some P (x) ∈ K[x] with P (0) = 0, we can extend P (U)f to U 1 (N p m ) . Then f can be extended to U 1 (N p m ). The same statement is valid in level Γ 1 (N ) ∩ Γ 0 (p).
Proof. Let P (0) = −a, and P 0 (x) = P (x) + a. Assume P (U)f = F which is defined over U 1 (N p m ). The same method as in [1] works: only at the n-th step instead of considering U n f /a n as the partial analytic continuation, one should take P 0 (U) n f /a n − P 0 (U n−1 )F/a n−1 − ... − P 0 (U)F/a 2 − F/a.
One just needs to notice that Q(U)F is defined over U 1 (N p m ) for any Q(x) ∈ K[x] with Q(0) = 0. A similar argument works over X 1 (N, p) K .
3.4. Some notation. Fix once and for all t ∈ |C p | with t > p −p/(p+1) . The region in X 1 (N, p) K where |E p−1 | ≥ t has two connected components: the connected component of the cusp ∞, and the connected component of the cusp 0 which we denote by V 1 (N, p) .
This is an affinoid subdomain of X 1 (N, p) K , and
is an admissible covering of X 1 (N p m ) K . We will use these admissible coverings in §4 when we deal with classicality of overconvergent modular forms.
Let's fix the level Γ 1 (N p m ) with m > 0. For simplicity we denote X 1 (N p m ) K by X, and Here H 1 is the canonical subgroup of E of order p,ī is the induced level Γ 1 (N ) structure on E/H 1 , andP is the image of P in E/H 1 . The pullback of ω EI/VI under τ is ω (EI 1/p /H 1 I 1/p )/VI 1/p . Let f be a section of ω k on any of the affinoids VI. We define f τ ∈ H 0 (VI 1/p , ω k ) by f τ = p −k pr * τ * f where pr : EI 1/p → EI 1/p /H 1 I 1/p is the projection. Hence one has
where pr : E → E/H 1 is the natural projection.
Classicality of overconvergent modular forms
In this section we will apply Lemma 2.5 to the question of classicality of overconvergent modular forms. Let's fix the level Γ 1 (N p m ). For simplicity we denote X 1 (N p m ) K by X, V 1 (N p m ) by V, and U 1 (N p m ) by U. Proof. If f is a generalized eigenform of weight k and slope less than k − 1, then for some polynomial P (x) as in Theorem 4.1 P (U )f equals 0 which is very well classical! Hence f is classical.
4.1.
Proof of the Theorem. We will now prove Theorem 4.1. Notation will be as above. First we prove the statement for P (x) of degree 1. Let f be an overconvergent modular form of weight k on X 1 (N p m ) K such that for some a of valuation less than k − 1 we can extend Uf − af to a classical modular form F on X 1 (N p m ) K . By Buzzard's theorem 3.1 one can extend f to U = U 1 (N p m ). Since {U, V} is an admissible cover of X, it is enough to show that the restriction of f to V ∩ U = V[t, 1) (which we still denote by f ) can be extended to 
Proof. Define
where C runs through subgroups of E order p which are different from H 1 and which intersect P trivially. Then on V[t 1/p , 1) we have
where in the above D runs through all subgroups of E of order p which intersect P trivially. This proves that F 1 extends f − bf τ .
We will now set the stage for the application of the gluing lemma. To do so, and further, to verify the conditions of the lemma we need certain uniform boundedness results. We will prove these bounds in the nest section.
For each n ≥ 1 we define F n ∈ H 0 (V[t 1/p n , 1], ω k ) by F n = n−1 i=0 b i F τ i 1 . By Proposition 4.3 we have F 1| V[t 1/p n ,1) = f − bf τ , and it follows that on V[t 1/p n , 1) we have
Since v(b) > 0, Lemma 5.2 implies that we can define
which converges on V [1, 1] . This section g ∈ H 0 (V [1, 1] , ω k ) is exactly the infinite sum that was met in the Introduction. For each n ≥ 1 we have
We now want to apply Lemma 2.5 to show that f and g glue together to form a section f of ω k on V. Then f (defined on V) will agree over V ∩ U with f (defined on U), and we will get the desired extension of f to the whole modular curve.
We will apply the lemma with Y = V, L = ω k , L ′ = ω p−1 , e = E p−1 , r n = t 1/p n , r = 1. Since we have F n − f = −b n f τ n , F n − g = −b n g τ n , and since v(b) = k − 1 − v(a) > 0, to verify the conditions of the Lemma it's enough to show that f τ n , and g τ n ate uniformly bounded for the appropriate norms. As we pointed out, these issues will be dealt with in the next section.
Once we prove the statement for P (x) of degree one, we can deal with the general case as follows. It's enough to work over C p and hence we can assume P (
. Then for f 1 we have Uf 1 = a 1 f 1 + F and hence by the above f 1 is classical. For f 2 we have Uf 2 − a 2 f 2 = f 1 and since f 1 is classical, we deduce that f 2 is classical. Continuing this way we get that f is classical.
Boundedness Issues
In this section we will complete the proof of Theorem 4.1 by verifying that we can indeed apply the gluing lemma in our situation. We will keep the simplified notation of the previous section. First we introduce a formal model for V = V 1 (N p m ). Assume K contains an element θ with |θ| = t. LetṼ be the formal scheme over O K representing the functor which associates to every formal scheme S/O K , the set of all E = (E, i, P, Y ) such that (E, i, P )/S is a (generalized) elliptic curve with level Γ 1 (N p m ) structure, and Y ∈ H 0 (S, ω 1−p ) is a section satisfying Y E p−1 (E, i, P ) = θ, and such that the canonical subgroup of (E, i) intersects P trivially. Note that by the existence of Y one knows that (E, i, P ) has a canonical subgroup. ThenṼ is a formal model for V and there is a line bundle overṼ (simply denoted by ω) which is a formal model for ω. There are three conditions in the gluing lemma that need to be verified. First we prove the two conditions involving | | sup . We need to show that |F n − f | sup (on V[t 1/p n , 1)), and |F n − g| sup (on V [1, 1] ) converge to zero as n tends to infinity. But F n − f = −b n f τ n , and F n − g = −b n g τ n , and since v(a) < k − 1 implies v(b) > 0, it's enough to show that {|f τ n | sup } n , and {|g τ n | sup } n are uniformly bounded for all n. 
Proof. Let E denote an elliptic curve E with its level structure (over a fintite extension L of K), and ω be a nonvanishing one-form on E. Let E denote the integral model. The proof uses the fact that if v(E p−1 (E)) < p/(p + 1), then the canonical subgroup in E[p] reduces modulo p/E p−1 (E, ω) to the kernel of Fr p . See Theorem 3.1 in [8] . Let x : Sp(L) → VI 1/p denote the point x corresponding to E. By definition |h τ (x)| = |x * hτ | . It's enough to show that if ατ (x) * h ∈ H 0 (E, Ω k E ) for some α ∈ L, then we have
The map corresponding to the point τ (x) is given by
From the definition of τ it follows that x * h τ = p −k pr * (τ (x)) * h where pr : E → E/H 1 (E) is the canonical projection. By assumption we have α(τ (x)) * h is defined over E/O L . Modulo p/E p−1 (E, ω), the projection map "pr" reduces to Fr p which pulls back one-forms to 0. Hence the pullback of α(τ (x)) * h (which is integral, and locally a tensor product of k oneforms) under "pr" is an integral multiple of p/E p−1 (E, ω) k . This implies that αx * h τ is in
, and the lemma follows. Corollary 5.2. Let h ∈ H 0 (V [1, 1] , ω k ). For all n ≥ 0 we have |h τ n | sup ≤ |h| sup < ∞.
Proof. Since f − bf τ can be extended to the affinoid V[t 1/p , 1], |f − bf τ | sup is bounded over V[t 1/p , 1). Also f is bounded over the affinoid V[t, t 1/p ]. Let M 1 be a common upper bound. We show, by induction on n, that f is bounded by M 1 t −k(1/p+...+1/p n ) on V n : = V[t 1/p n , t 1/p n+1 ] for all n. Let x ∈ V n+1 . Then τ (x) ∈ V n and by the induction hypothesis and Lemma 5.1 we have
So we can write
We are now able to prove the desired uniform boundedness with respect to | | sup . Lemma 5.4. There is an M > 0 such that for all n ≥ 0, over V[t 1/p n , 1), we have
A similar statement holds true for g.
Now fix n, and pick x ∈ V[t 1/p n , 1) which will satisfy |E p−1 (x)| ≥ t 1/p n . Theorem 3.1 in [8] implies |E p−1 (τ j (x))| = |E p−1 (x)| p j . Thus, we get
A similar argument works for g.
Finally we turn to the verification of the extra condition on the "circles", i.e. to show that
as n goes to infinity. Since F n − f = −b n f τ n and v(b) > 0 it's enough to prove the following. by dividing a test object by its canonical subgroup (The Y 1 and Y 2 of the quotient of the test object E by its canonical subgroup can be defined in an easy manner similar to part II of Theorem 3.1 in [8] ). Since the canonical subgroup reduces to the kernel of Fr p modulo p/λ, one knows that for any section of ω k onṼ e [r p , r p ], the pullback underτ is divisible by (p/λ) k . Hence, by definition, for any h ∈ H 0 (V[r p , r p ], ω k ) we have The proof of Theorem 4.1 is now complete.
q-expansions
In this last section, we will use our approach to calculate some q-expansions on X 1 (N p) K . Similar calculations can be done over X 1 (N p m ) K for all m > 0. Assume K contains ζ, a fixed primitive p-th root of unity. The cusp ∞ of X 1 (N p) K is (G m /q Z , i, ζ), where G m /q Z is the Tate curve over K((q)) (with its canonical invariant differential dt/t for a parameter t on G m ), and i : µ N → G m /q Z is the canonical inclusion. By the cusp 0 we mean (G m /q Z , i, q 1/p ) where under the Weil pairing we have ζ, q 1/p = ζ.
Let f be a U p -eigenform of level Γ 1 (N p), weight k, and character χ N χ p . Assume χ p ≡ 1. Let W (χ p ) = p−1 j=1 χ p (j)ζ j . Then p−1 j=1 χ p (j)ζ nj = χ p (n) −1 W (χ p ) when p does not divide n, and is 0 otherwise. Theorem 6.1. Let f be a U p -eigenform of level Γ 1 (N p), weight k, and character χ N χ p , with χ p ≡ 1. Assume that the q-expansion of f at the cusp ∞ is given by f (q) = n a n q n . Then the q-expansion of f at the cusp 0 is given by χ p (−1)W (χ p )(1/pa p ) j≥0 (n,p)=1 (p k−1 χ N (p)/a p ) j χ p (n) −1 a n q np j−1 .
Proof. We first find the q-expansion of F 1 at the cusp 0, and then calculate the q-expansion of f at 0 via the formula
Where b = p k−1 /a p . This sum converges if v(a p ) < k − 1. However even when v(a p ) = k − 1 we can use this sum to calculate the q-expansion of f . The reason is that the sum still converges in q-adic topology to the q-expansion of f (as is clear from the effect of τ on q-expansions calculated below). By definition of F 1 (given in the proof of Proposition 4.3) we have χ p (n) −1 a n q n/p dt/t.
Then we find what τ does to q-expansions. Let g(G m /q Z , i, q 1/p ) = n c n q n/p dt/t be the q-expansion of g at the cusp 0. We write g τ (G m /q Z , i, q 1/p ) = p −k pr * g(G m / q, ζ ,ī, q 1/p ) = pr * g(G m /q pZ , pī, q) = χ N (p) n c n q n dt/t.
Finally, we calculate the q-expansion of f at the cusp 0.
f (G m /q Z , i, q 1/p ) = j≥0 (bχ N (p)) j F 1 (q p j ) = (χ p (−1)W (χ p )/pa p ) j≥0 (n,p)=1
(p k−1 χ N (p)/a p ) j χ p (n) −1 a n q np j−1 dt/t.
For f in M k (Γ 1 (N p), K) we define wf by wf (E, i, P ) = pr * f (E/ P , i,Q) where Q is any point in E[p] such that P, Q = ζ under the Weil pairing. Corollary 6.2. (The q-expansion of wf ). Let f (q) = n a n q n be a normalized cusp form (a 1 = 1) which is a U p -eigenform of level Γ 1 (N p), weight k, and character χ N χ p . Assume that χ p ≡ 1. Then the q-expansion (at ∞) of wf is given by wf (q) = (p k−1 χ N (p)χ p (−1)W (χ p )/a p ) n b n q n where b 0 = 0, b 1 = 1 b p = p k−1 χ N (p)/a p b n = χ p (n) −1 a n for all n with (n, p) = 1 b np j = b n b j p . In particular, wf is a U p -eigenform with eigenvalue p k−1 χ N (p)/a p , and character χ N χ −1 p . Proof. One just needs to notice that by definition we have wf (G m /q Z , i, ζ) = p k χ N (p)f (G m /q pZ , i, q) and apply Theorem 6.1.
