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We present an argument to support the existence of dissipative modes in relativistic field theories.
In an O(N) ϕ4 theory in spatial dimension d ≤ 3, a relaxation constant Γ of a two-point function
in an infrared region is shown to be finite within the two-particle irreducible (2PI) framework at
the next-leading order (NLO) of 1/N expansion. This immediately implies that a slow dissipative
mode with a dispersion p0 ∼ iΓp
2 is microscopically identified in the two-point function. Contrary,
NLO calculation in the one-particle irreducible (1PI) framework fails to yield a finite relaxation
constant. Comparing the results in 1PI and 2PI frameworks, one concludes that dissipation emerges
from multiple scattering of a particle with a heat bath, which is appropriately treated in the 2PI-
NLO calculation through the resummation of secular terms to improve long-time behavior of the
two-point function. Assuming that this slow dissipative mode survives at the critical point, one can
identify the dynamic critical exponent z for the two-point function as z = 2 − η. We also discuss
possible improvement of the result.
2I. INTRODUCTION
It is generally a non-trivial and difficult challenge to deduce from a microscopic theory hydrodynamic behavior
at long-time scales. As was clearly stated by Kadanoff and Martin [1], it is because “hydrodynamic equations
only appear when the behavior is dominated by the secular effects of collisions” and thus “most straightforward
techniques for determining the correlation functions cannot be successfully applied”. In the present paper, we
will demonstrate in a concrete model that the two-particle irreducible (2PI) framework which appropriately
deals with secular effects through resummation is indeed able to describe the hydrodynamic behavior from
the microscopic level, in particular, a dissipative mode in a two-point correlation function.
There are three different levels of descriptions for long-time (and long-distance) behavior of a locally equi-
librated system. At time scales much longer than the correlation time (typical time scale of the system),
hydrodynamics is established as the framework for time evolution of conserved densities through macroscopic
variables such as temperature, chemical potentials and flow velocities. Diffusion and viscosity constants are
regarded as low-energy effective constants. When we study (e.g.) temperature or momentum dependence
of the low-energy constants, we need to include fluctuations around hydrodynamic behavior by employing
a “meso-scopic” effective theory. The Mode-Coupling Theory (MCT) [2–5] as a typical example, separates
the slow and fast degrees of freedom and describes effective dynamics of the slow modes with treating effects
of the fast modes as stochastic noise and bare parameter constants. In particular, non-conserved variables
such as an order parameter field ϕ may be included in addition to hydrodynamic modes in MCT when they
contribute to slow dynamics of interest. Only after the microscopic theory is solved, all the phenomenological
parameters would be fixed, which is the third level description. However, such a microscopic approach, if
applied naively, is suitable only for short time description but starts to lose its accuracy at time scales longer
than typical scattering time.
It should be also noticed that hydrodynamics applies at the scale much longer than the correlation length
ξ and therefore breaks down as the system approaches a critical point, where ξ → ∞. MCT was originally
devised to describe the slow dynamics near the critical point by including the order-parameter fluctuations
ϕ as well as those of conserved densities, and it is successful to reproduce the singularity of the transport
coefficients as the critical point is approached. Accordingly MCT gives empirical values for the dynamic
critical exponent z, which characterizes the dissipation time of a disturbance as τ ∼ ξz . Such a process should
be associated with a dissipative mode whose dispersion is given by p0 ∝ i|p|z with p0 and p the mode energy
and momentum. The central problem of this paper is how to identify this dissipative mode by analyzing the
two-point function of a microscopic theory.
Considering that MCT is just a phenomenological theory and that the dissipative mode (at the critical point)
should couple in the two-point function of the order-parameter field ϕ, it is preferable if we can investigate
the low-frequency behavior of the two-point function at the microscopic level. As far as we know, the 2PI
approach [6–8] is the only framework which allows us to describe the two-point function at the microscopic
level, and making the secular effects from multiple scattering of particles tractable through resummation.
This motivated us to work on the two-point function of ϕ in the 2PI framework.
Recently, the 2PI effective action has been actively applied to non-equilibrium phenomena. One of the merits
of the 2PI framework is that it treats, in addition to a condensate φ = 〈ϕ〉, the two-point correlation function
of fluctuations G = 〈δϕδϕ〉 with δϕ = ϕ − φ in a self-consistent way, and that we can systematically resum
higher-order diagrams for φ and G keeping conservation laws of the system preserved [9–11]. Therefore,
the 2PI framework is expected to be useful in describing time evolution of conserved densities, and thus in
describing long-time evolution of the system.
In the present paper, we work on a relativistic O(N) ϕ4 scalar theory. Another motivation for our study is to
see how a dissipative mode appears in the microscopic two-point function of a relativistic field theory 1 . There
1 Concerning the mesoscopic description based on MCT, there are previous studies in nonrelativistic [5, 12–15] and relativistic
[16–18] field theories. All the papers except for Ref. [18] assumed the existence of dissipative modes (p0 ∼ −i|p|2) and obtained
the result z ∼ 2 at the leading order of 1/N or ǫ expansion. Ref. [18] obtained a different result z ∼ 1 in a relativistic model.
The authors of Ref. [18] claimed that MCT for relativistic models should be different from that for nonrelativistic models in
the point that a “momentum” variable conjugate to a field variable should be included in the MCT for relativistic models. We
3is a controversial situation concerning the dynamic critical exponent z between relativistic and nonrelativistic
scalar theories. Analysis of the two-point function in a nonrelativistic O(N) model [19, 20] predicts z close
to 2, while a relativistic model gives different values for z depending on the calculation methods: Dynamic
renormalization group [21, 22] gives z ∼ 1 while numerical simulation [23] gives z ∼ 2. In fact, as is shown in
the present paper, these analyses of the two-point function of ϕ, except for the last numerical one, do not give
us the exponent z of a purely dissipative mode, but of the bare propagating modes, which decay much faster
than dissipative modes. The dissipative mode emerges in the two-point function of ϕ non-perturbatively only
after the resummation. We will clarify these points in the text.
Before closing Introduction, let us list up several physical situations whose hydrodynamics are of interest.
First, hydrodynamic picture is widely applied to describing long-time and long-distance behavior of various
systems from Quark-Gluon Plasma (QGP) in heavy-ion collisions [24–26] and Bose-Einstein condensate of
cold atomic gas [27], to astrophysical phenomena such as supernova explosions [28], and even to the universe
itself [29]. In particular, a critical point is conjectured in the QCD phase diagram, where the transition from
hadronic degrees of freedom to QGP is of the 2nd order, and heavy-ion collision experiments for the critical
point survey have already started [30, 31]. Locating the critical point on the QCD phase diagram is one of
the main objectives in QGP physics now, and to this end we obviously need correct understanding of the
dynamics near the critical point. There are indeed several works applying MCT to the critical dynamics of
QCD[16–18, 32–34]. However, it is still controversial in the sense which hydrodynamic mode dominates the
critical dynamics. Note also that people are trying to describe non-equilibrium phenomena from microscopic
theories by exploiting the 2PI framework. For example, people discuss the problem of how QGP can be
formed within a short time after heavy-ion collisions [35–38] and also non-equilibrium phenomena in cold
atomic systems [39]. We hope that fundamental understanding on the dissipative modes in the present paper
would be helpful for various phenomena including the QGP physics.
This paper is organized as follows: In Section 2, we discuss how a dissipative mode emerges from a two-point
correlation function using both 1PI and 2PI effective actions. In particular, we focus on the way how the
effects of multiple scattering with a heat bath is included, and propose a criterion for the emergence of a
dissipative mode. In Section 3, we check the criterion in O(N)-symmetric ϕ4 model within two different ways
of calculations: 1PI and 2PI frameworks. We will find that the two-point function in 1PI-NLO calculation
fails to describe the dissipative mode, but that 2PI-NLO calculation can have a dissipative mode with a finite
relaxation constant. In Section 4, assuming that a dissipative two-point correlation function obtained in the
previous section is not modified at the critical point, we estimate the dynamic critical exponent z. We also
discuss possible improvement of our result. The last section is devoted to summary and discussion.
II. DISSIPATIVE MODE IN TWO-POINT CORRELATION FUNCTION
We consider a system slightly disturbed from equilibrium and how it undergoes relaxation at time scales
much longer than the typical scattering time, by inspecting the two-point function. 2 Before proceeding to a
concrete model analysis, let us first clarify general properties of two-point functions in an infrared region.
The slowest motion of the system is governed by the hydrodynamic modes consisting of conserved density
fluctuations as well as the order parameter fluctuations in the case of critical phenomena and the Nambu-
Goldstone modes in the case of the symmetry-broken phase. At “mesoscopic” time scale, MCT describes
relaxation processes phenomenologically as an effective theory which involves other slow degrees of freedom in
addition to the hydrodynamic modes. Non-linear couplings among those modes renormalize (e.g.,) transport
coefficients in hydrodynamics.
In the present paper we deal with a non-conserved “order parameter” field ϕ in the symmetric phase, for a
particular example. According to the phenomenological MCT, the bare two-point correlation function of the
will not address this problem since our scope of the present paper is to find a microscopic description of dissipative modes.
2 When a system is in the vicinity of equilibrium, relaxation is described by the retarded two-point function evaluated in
equilibrium (linear response theory) [40, 41].
4FIG. 1: Scattering processes corresponding to cut diagrams in which n internal lines are cut. m runs from 0 to n.
field ϕ with a mass m is given as [5, 14, 15, 42]3
Gpheno(p0,p) =
1
−ip0/Γ + p2 +m2 .
Here Γ is the relaxation constant which is easily understood after the inverse Laplace transform with respect
to t: Gpheno(t,p) ∼ e−Γ·(p2+m2)t . On the other hand, in a microscopic field theory, a retarded two-point
function GR(p0,p) is generally written as
GR(p0,p) =
1
−p20 + p2 +m20 − ΣR(p0,p)
, (1)
where ΣR(p0,p) is a retarded self-energy andm0 is a bare mass. Henceforth, we indicate retarded and advanced
quantities with indices R and A, respectively. Since the real and imaginary parts of ΣR are respectively even
and odd functions of p0, one can expand ΣR in the infrared region, presuming O(p0) = O(p2),
ℜeΣR(p0,p) =
(
c0 + d0p
2 +O(p4))+O(p20) ,
ℑmΣR(p0,p) =
(
c1 +O(p2)
)
p0 +O(p30) . (2)
Here it should be understood that the dimensions in O(pn0 ) and O(pn) are canceled with other dimensionful
quantities such as temperature T and/or m0 (and coupling constant λ in general), i.e., O ((p0/T )n), ..., etc.
When we refer to an “infrared region”, it is always meant that the energy and momentum are much less
than these dimensionful parameters. Note that the coefficients c0, c1 and d0 depend on λ and T .
4 With
the expression Eq. (2) valid in the infrared region, the two-point function of the microscopic theory can be
approximated as
GR(p0,p) ∼ 1−ic1p0 + (1− d0)p2 +m20 − c0
. (3)
From Eq. (3) we see that the two-point function GR(p0,p) of a microscopic theory develops a dissipative mode
if the imaginary part of a self-energy is nonzero finite in the infrared limit;
c1 = lim
p→0
lim
p0→0
(
∂
∂p0
ℑmΣR(p0,p)
)
6= 0, ∞ . (4)
We propose to check the finiteness of this quantity as a criterion for the existence of a dissipative mode. Later
we will show that it is indeed nonzero finite at the NLO in 1/N expansion in the 2PI formalism.
According to the Cutkosky rules generalized at finite temperature [41, 43–46], one can relate ℑmΣR to the
sum of cut diagrams. The cut diagrams, in which n internal lines are cut, can be interpreted as the scattering
processes shown in Fig. 1 where an incoming (outgoing) particle with pµ disappears (emerges) through the
3 For a conserved field, the two-point function is written as Cpheno(p0,p) = 1/[−ip0/(Γp
2) + p2 +m2].
4 Therefore, 1 − d0 does not vanish identically. As we will see, coefficients c0 and (c1, d0) depend on the coupling constant λ
and are of the order of N0 and N−1, respectively, in the O(N) scalar model.
5scattering with particles in the heat bath. More precisely, shown in the left diagram of Fig. 1 is the process
where a particle with momentum p scatters off m particles with momenta q1, · · · , qm in the heat bath, and
turns to n−m particles with momenta qm+1, · · · , qn in the final state. The right diagram shows the reverse
process.
Consider the soft limit of our interest p → 0, where the energy-momentum conservation between the initial
and final states, q1 + · · ·+ qm = qm+1 + · · ·+ qn, must be fulfilled. Clearly, the process in which there are no
incoming particles from the heat bath (i.e., the initial total energy-momentum is zero) does not contribute to
Eq. (4) because the condition for the final total energy-momentum q1+ · · ·+ qn = 0 can never be satisfied for
massive particles in the heat bath. From this simple observation one concludes that ℑmΣR(p0 → 0,p→ 0) = 0
at T = 0, that is, there is no infrared dissipation in the vacuum. At T 6= 0, however, the imaginary part of the
self-energy ℑmΣR(p0 → 0,p → 0) receives, in general, contributions from the processes where the incoming
particle scatters off particles in the heat bath and contributions from their reverse processes.
A more careful inspection reveals that the imaginary part of the self-energy ℑmΣR(p0,p) can be written in a
rather intuitive form:
ℑmΣR(p0,p) ∼
∑
n
n∑
m=0
∫
dq1 · · · dqn ρ(m)(p; q1, · · · , qm)ρ(n−m)(qm+1, · · · , qn)
×
{
N [fq1 , · · · , fqn ]− N¯ [fq1 , · · · , fqn ]
}
, (5)
where ρ(m) and ρ(n−m) are, respectively, spectral functions for incoming and outgoing thermal particles, and
N [{fi}] is the statistical weight of particles participating in this process (N¯ [{fi}] is for the reverse process).
The weight N [{fi}] will be expressed as a product of thermal distribution functions fp = (eβ|p0| − 1)−1. The
spectral functions specify kinematical windows for scattering states. Therefore, the quantity ℑmΣR(p0,p) is
non-vanishing when the kinematical windows for the incoming and outgoing particles have overlap with each
other. This is a very useful point of view when we evaluate ℑmΣR(p0,p) in a concrete model. We will indeed
see below that ℑmΣR(p0,p) in the O(N) scalar model can be written in this form, and we can assess if it is
zero or nonzero by checking the kinematical windows.
Note that we will also treat “composite” fields such as ϕ2 since the Schwinger-Dyson equation relates two-
point functions to higher-point functions, which could have two (or more) fields at the same space-time point.
Similar consideration as discussed above should hold for those “composite” fields.
III. RELAXATION CONSTANT AT NLO IN 1/N EXPANSION
In this paper, as a typical example of relativistic quantum field theories, we employ an O(N)-symmetric ϕ4
model in (d+ 1)-dimensional space-time with the action
S[ϕ] =
∫
dtddx
[
1
2
∂µϕa(x)∂
µϕa(x)− m
2
0
2
ϕa(x)ϕa(x) − λ0
4!N
(ϕa(x)ϕa(x))
2
]
, (6)
where ϕa (a = 1, · · · , N) is an N -component real scalar field, m20 and λ0 are the bare mass and coupling
constant, and we assume d ≤ 3 so that the action is renormalizable. The partition function in the imaginary
time formalism is given by
Z[J,K] =
∫
ϕ(0,x)=ϕ(−iβ,x)
Dϕexp
[
−S[ϕ] +
∫
dtddxJa(x)ϕa(x) +
∫
dtddxdt′ddy ϕa(x)Kab(x, y)ϕb(y)
]
,
(7)
where β = 1/T , and we have introduced one- and two-point source fields, J and K, respectively. From this
partition function Z[J,K], one can introduce the 2PI effective action via a double Legendre transform in J
and K, while the ordinary 1PI effective action is defined as the single Legendre transform in J with K ≡ 0.
The advantage of the 2PI effective action is that it reorganizes the perturbative expansion series by resuming
6the higher-order terms self-consistently into the two-point correlation function. Details of the formalism of
the 2PI effective action are presented in Ref. [8].
In the following calculation, we employ the 1/N expansion, which is a typical non-perturbative expansion.
The LO contribution is the so-called tadpole diagram which only brings in a shift of the mass m20 → m2.
Here we restrict ourselves to the symmetric phase: m2 > 0. The scattering processes among the particles
appear at the NLO and in higher order diagrams. The NLO diagram for the self-energy that is relevant for
the scattering processes 5 is found to be
Σscatt.(iωn,p) =
= + + · · ·+ . (8)
The straight line and the wiggly line in Eq. (8), respectively, denote the Matsubara Green function of the
elementary field ϕ, i.e. G ∼ 〈ϕϕ〉, and that of the the composite field ϕ2, i.e. D ∼ 〈ϕ2ϕ2〉. The Matsubara
Green function D(iωn,p) satisfies the following diagrammatic equation in general:
D(iωn,p) = . (9)
The blob in Eq. (9) denotes a vertex function
〈
ϕ2ϕϕ
〉
. This vertex function has been studied with a self-
consistent equation in Refs. [48, 49]. For the purpose of evaluating the self-energy at NLO, however, we only
need this vertex function at LO and then the equation reduces to a geometric series of the one-loop bubble
diagram Π(iωn,p) which leads to the second line of Eq. (8):
D(iωn,p) = +
=
Π(iωn,p)
1 + λ6Π(iωn,p)
. (10)
At the end of the calculation we perform the analytic continuation from the imaginary to the real energy.
Then the imaginary-time correlators are replaced by their retarded counterparts which are explicitly defined
as
GabR (p0,p) = GR(p0,p)δab =
∫
dtdx ei(p0t−p·x)θ(t) 〈[ϕa(t,x), ϕb(0,0)]〉 , (11)
DR(p0,p) =
∫
dtdx ei(p0t−p·x)θ(t)
〈
[ϕ2(t,x), ϕ2(0,0)]
〉
. (12)
Here GabR = GR δab in the symmetric phase, and the field indices are suppressed in ϕ
2 = ϕaϕa and
DR(p) =
ΠR(p)
1 + λ6ΠR(p)
, (13)
where
ΠR(p) =
∫
dq0dq
(2π)d+1
n(q0) ρ(q) [GR(p+ q) +GA(q − p)] . (14)
5 Full diagrams contributing to a 2PI self-energy at NLO are given in Ref. [47].
7By using all the information given above, one can find the explicit form of the imaginary part of the NLO
self-energy Eq. (8) (see Appendix A for derivation)
ℑmΣR(p) = λ
6N
λ
6
∫
dq0dq
(2π)d+1
ρ(q) ρD(p+ q) [n(q0)− n(p0 + q0)] , (15)
where n(p0) = (e
βp0 − 1)−1, and the spectral functions for two-point correlators are defined as
ρ(p0,p) ≡ 2 ℑm[GR(p0,p)] , ρD(p0,p) ≡ 2 ℑm[DR(p0,p)] , (16)
Especially, in the LO approximation for DR,
ρD(p0,p) =
2 ℑmΠR(p0,p)[
1 + λ6 ℜeΠR(p)
]2
+
[
λ
6 ℑmΠR(p0,p)
]2 . (17)
Note that the expression Eq. (15) for ℑmΣR at NLO is valid both in the 1PI and 2PI formalisms, except
that G is the free propagator in the 1PI formalism while it is the full self-consistent propagator in the 2PI
formalism. Note also that Eq. (15) has the form as alluded before in Eq. (5). Namely, one can judge the
finiteness of the relaxation constant through the inspection of overlapping kinematical windows specified by
the spectral functions ρ and ρD.
In the infrared region, ℑmΣR(p) can be approximated as
ℑmΣR(p) = − λ
6N
λ
6
∫
dq0dq
(2π)d+1
ρ(q0, q) ρD(q0, q) p0 n
′(q0) +O(p2, p20). (18)
Substituting Eq. (18) into Eq. (4), we find the equation which determines the relaxation constant Γ. The aim
of the present paper is to show that Γ is nonzero finite. For notational brevity, we define a constant γ by
1
γ
≡ −
∫
dq0dq
(2π)d+1
ρ(q0, q) ρD(q0, q) n
′(q0) , (19)
which is proportional to Γ. In the following subsections, we will examine if γ is nonzero finite at the NLO of
the 1/N expansion in 1PI and 2PI formalisms.6
A. 1PI-NLO evaluation
First, we confirm that a dissipative mode does not emerge in the 1PI two-point function at the NLO. In
the perturbative expansion in the 1PI formalism, the propagator GR appearing in the diagrams is the free
propagator obtained at LO with the tadpole effect included in the self-energy, whose spectral function is
ρ(p0,p) = 2π sign(p0) δ(p
2
0 − p2 −m2). (20)
The other function ρD(p0,p) in Eq. (19) is the spectral function for a “composite” ϕ
2 field. Because the
λϕ4 interaction couples the ϕ2 field with two ϕ fields in either way of ϕ2ϕ → ϕ or ϕ2 → ϕϕ (or their
reverse processes), the spectral function ρD(p0,p) is nonzero in two kinematical regions: the space-like region
s = p20−p2 < 0 and two-particle continuum region s > (2m)2. The supports of the spectral functions ρ(p0,p)
and ρD(p0,p) do not overlap, and therefore the integral (19) for (1/γ)1PI at NLO vanishes. Therefore, we
conclude that, in the 1PI-NLO calculation, dissipation is not seen in the infrared limit of the ϕ mode.
6 One may wonder if the relaxation constant Γ or equivalently γ defined in Eq. (19) is alternatively defined in terms of the current
commutators through the Kubo formula just like transport coefficients. Recall however that the Kubo formula evaluates the
transport of conserved densities. On the other hand, the quantity 〈ϕ〉 here is non-conserved and can relax locally. Therefore,
the relaxation constant Γ is naturally given by Eq. (4) or Eq. (19).
8FIG. 2: One of the NNLO diagrams in the 1PI calculation. The sub-diagram in red can be interpreted as a dressing
of the propagator G, which gives nonzero spectral strength except for p0 = 0 on the p0-p plane.
One obvious way to proceed is to go beyond the NLO in the 1PI framework. At the NNLO the expression for
the relaxation constant becomes more involved than Eq. (19), but it certainly gives a nonzero value because
it is known that the spectral functions ρ and ρD become nonzero except for p0 = 0 on the p0-p plane once the
so-called sunset diagram is included in the self-energy [50–52]. The sunset diagram appears as a sub-diagram
in the NNLO-1PI calculation (e.g., see Fig. 2, where the wavy line in red includes a sunset diagram). We will
report progress in this approach in a separate paper [53].
In this paper, we take another direction. While keeping the NLO approximation, we exploit the 2PI effective
action formalism, which self-consistently takes into account the processes relevant to dissipation in the self-
energy of the two-point function G.
B. 2PI-NLO evaluation
Let us now confirm that the existence of a dissipative mode is accommodated in the 2PI-NLO calculation
by showing that Eq. (19) is nonzero finite. As we have already emphasized several times, the 2PI effective
action self-consistetnly determines two-point functions (and the condensate 〈ϕ〉 if O(N) symmetry is broken).
The self-consistent structure is seen in the expression (15) of ℑmΣR(p0,p) at NLO: it is given by the spectral
functions ρ and ρD, but they are in turn given as imaginary parts of two-point functions. Therefore, the
precise form of ℑmΣR(p0,p) is found only after the Schwinger-Dyson-type equation is solved self-consistently.
We are going to show, however, from general properties of the spectral functions ρ and ρD that ℑmΣR(p0,p)
in 2PI-NLO has a term proportional to p0 with a finite coefficient.
Recall that, in the 1PI-NLO calculation, the supports of two spectral functions ρ and ρD do not have overlap
in the (q0, q) space, giving a vanishing result for Eq. (19), but that 1PI-NNLO will give a nonzero finite
result thanks to the sunset diagram as included in Fig. 2. The same contribution is included in the 2PI-NLO
diagrams (where we use full propagators) and thus Eq. (19) becomes nonzero finite. Because the spectral
functions are odd in the frequency q0 and n
′(x) = n′(−x) = −ex/(ex − 1)2, Eq. (19) yields
1
γ
=
Ωd
(2π)d+1
∫ ∞
0
dq0
∫ ∞
0
qd−1dq ρ(q0, q)ρD(q0, q)
eβq0
(eβq0 − 1)2 , (21)
where Ωd =
2pid/2
Γ(d/2) is the surface area of the d-dimensional sphere
7. Since the spectral functions ρ and ρD
are positive semi-definite for q0 > 0 in general, and, as mentioned above, they have nonzero values except for
p0 = 0 in the integration domain in the 2PI-NLO calculation [50–52], we conclude at this point that Eq. (21)
has a nonzero value, in constrast to the 1PI-NLO result.
In the following, we verify that Eq. (21) for 1/γ, is not diverging, but finite. To this end, we first notice that
the spectral functions would not have singularities. For example, the delta-function singularity of ρ coming
from the one-particle pole in the vacuum turns into a peak with a finite width due to the interactions in the
heat bath. Therefore we can reasonably assume that the integrand does not have any singularity.
Then, what remains to be checked is the behavior of the integrand in the infrared (IR) and ultraviolet (UV)
7 The spectral functions are assumed to be rotationally invariant in equilibrium without external fields.
9regions. For that purpose, we change the variables from (q0, q) to (Q, θ) defined by q0 = Q cos θ, q = Q sin θ:
1
γ
=
Ωd
(2π)d+1
∫ pi/2
0
dθ
∫ ∞
0
QdQ (Q sin θ)d−1 ρ(Q, θ)ρD(Q, θ)
eβQ cos θ
(eβQ cos θ − 1)2 . (22)
In terms of these new variables, the IR and UV limits correspond to Q→ 0 and Q→ ∞, respectively, while
there is no restriction on the angle θ. Thus, we evaluate the integrand in these limiting regions, and then
perform the integration over θ to check the finiteness of the integral.
Consider the IR region, βQ≪ 1, where the integrand of Eq. (22) is approximated as
Qd (sin θ)d−1
ρ(Q, θ)
Q cos θ
ρD(Q, θ)
Q cos θ
. (23)
In the IR limit Q→ 0, spectral functions ρ and ρD are finite as long as the mass is kept finite,8 and thus the
quantities ρ(Q,θ)Q cos θ and
ρD(Q,θ)
Q cos θ are finite since ρ and ρD are proportional to the frequency q0 = Q cos θ, and
lastly the θ integral is also finite (for d > 0). Hence, we conclude that no divergence appears from the IR
region.
Next, we do not expect any divergence either in the UV limit Q→∞, because physically nonzero 1/γ should
be purely in-medium effect as is seen in the integrand that contains n′(q0). As long as θ 6= π/2, the last factor
in the integrand gives an exponential suppression ∼ e−βQ cos θ as Q →∞. The remaining part gives at most
positive power of Q, as we will see later. Therefore, there is no UV divergence for θ 6= π/2.
The only concern is the integrand when the angle θ is close to π/2, namely, in a deep space-like region
q0 = Q cos θ → 0, q = Q sin θ → ∞. No matter how Q is large, we can take the quantity βQ cos θ small
enough by choosing θ very close to π/2. Then, we find a different estimate ∼ 1/(βQ cos θ)2 for the last factor
in the integrand. Let us define an angle α which satisfies βQ cosα ≪ 1, or equivalently, π/2− α ≪ 1βQ . We
estimate the UV behavior of Eq. (22) by putting α as the lower limit of the integral:
Ωd
(2π)d+1
∫ pi/2
α
dθ
∫ ∞
QdQ (Q sin θ)d−1 ρ(Q, θ)ρD(Q, θ)
eβQ cos θ
(eβQ cos θ − 1)2
≤ Ωd
(2π)d+1
∫ pi/2
α
dθ
∫ ∞
QdQ (Q sin θ)d−1 ρ(Q, θ)ρD(Q, θ)
1
(βQ cos θ)2
. (24)
Since ρ and ρD are proportional to q0 = Q cos θ when βq0 is small enough, the integrand is regular in the
limit βQ cos θ → 0. Let us now introduce two functions as follows:
h1(Q) ≡ lim
θ→pi/2
ρ(Q, θ)
Q cos θ
, h2(Q) ≡ lim
θ→pi/2
ρD(Q, θ)
Q cos θ
. (25)
Then, the θ-dependence of the integrand can be neglected, and the r.h.s. of Eq. (24) is evaluated as
∼ Ωd
(2π)d+1
1
β2
∫ ∞ (π
2
− α
)
QdQ Qd−1 h1(Q) h2(Q) , (26)
where we have used the approximation sin θ ∼ 1 and cosα ∼ π/2− α valid in the vicinity of θ = π/2. Using
the condition π/2− α≪ 1βQ , we can further put an upper limit on the integration shown in Eq. (26):
Ωd
(2π)d+1
1
β2
∫ ∞ (π
2
− α
)
dQ Qd h1(Q) h2(Q)
≪ Ωd
(2π)d+1
1
β3
∫ ∞
dQ Qd−1 h1(Q) h2(Q) . (27)
8 However we expect that the spectral function ρ will diverge in the IR limit if one considers the massless limit. As we will
comment later, such a divergent behavior will affect the critical dynamics of the two-point functions. Estimation of this
divergence is now under investigation.
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Now the problem has reduced to checking the UV behavior of the quantity,
Qd−1 h1(Q) h2(Q) . (28)
If this product decays faster than 1/Q as Q→∞, the integral is UV-finite. In order to know high-momentum
behavior of the functions h1 and h2, a naive dimensional analysis is sufficient.
Since the mass dimensions of ρ and ρD are −2 and 0, respectively, those of h1 and h2 in Eq. (25) become −3
and −1. We define two dimensionless functions h˜1 and h˜2 as follows:
h1 =
1
Q3
h˜1
(
T
Q
,
m
Q
,
λ
Q3−d
)
, h2 =
1
Q
h˜2
(
T
Q
,
m
Q
,
λ
Q3−d
)
, (29)
where we have provided the overall mass-dimensions by Q and explicitly shown the dependence on other
dimensionful papameters T, m and λ. If these parameters enter h˜1 and h˜2 with positive powers in the deep
space-like region,9 the UV behavior of h1 and h2 is at most determined by the overall factor as h1 ∝ 1/Q3
and h2 ∝ 1/Q. Below, we give a plausible argument for each parameter to verify that it is indeed the case.
We will show the finiteness of the functions h1 and h2 (or h˜1 and h˜2) in the vanishing limit of parameters
T, m, and λ. If the parameters entered the functions with negative powers, the functions would diverge at
this limit.
First of all, consider the T dependence and the limit T → 0 corresponding to the vacuum (in the absence of a
medium). In the vacuum, scattering of an incoming particle with the heat bath does not occur, and thus only
decay of the incoming particle (and its reverse process) is physically possible. Then, the spectral functions
ρ and ρD describe the decay processes ϕ → ϕϕϕ and ϕ2 → ϕϕ, respectively. Since both have thresholds:
s = q20 − q2 > (3m)2 for ρ and s > (2m)2 for ρD, one finds ρ and ρD are zero in the space-like region s < 0,
and do not diverge in the limit T → 0. This means that ρ and ρD, and so h˜1 and h˜2, depend on T with
positive powers.
Second, consider the m dependence and the m → 0 limit in the space-like region. As long as we stay in a
deep space-like region where |q| ≫ m, the m dependent contributions in two-point functions are sub-leading
and are given as positive powers of m/|q| (this is evident if one considers a free propagator which can be
expanded with respect to powers of m/|q|). Therefore, in the high momentum region, there is no divergence
10 in spectral functions ρ and ρD, and thus in h˜1 and h˜2 when we take the limit m→ 0.
Third and lastly, consider the λ dependence and the limit λ→ 0, namely the non-interacting system. In this
case, ρ is given by the delta-function Eq. (20), and therefore does not diverge in the space-like region. Thus,
h˜1 depends on λ with a positive power in the space-like region. The other spectral function ρD is given by a
single bubble diagram (see Eqs. (10), (16)),
ρD(q) = 2ℑmΠR(q). (30)
Therefore, both ρ and ρD, and thus h1 and h2, are finite in the limit λ→ 0, implying that they are functions
of positive powers of λ/Q. In the free limit λ→ 0, we can even evaluate the function h2 explicitly. Note that
in this case (λ = 0) the two-point function is given by a free propagator:
GR(q) =
1
−(q0 + iǫ)2 + q2 −m2 , (31)
where ǫ is an infinitesimal positive number. After analytic calculation, we obtain
h2 = lim
q0→0
ρD(q)
q0
=
1
4π|q|
1
e
√
q2+4m2/2T − 1
. (32)
9 Logarithmic dependence is also possible, but it is weaker than the power dependence and thus we ignore such a possibility
here.
10 This is in contrast with the IR region where we expect divergence in the massless limit.
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Therefore, the overall mass-dimension is given by 1/|q| ∝ Q−1 which is consistent with the naive dimensional
counting as shown in Eq. (29), and T and m dependences appear with positive powers.
Collecting all the results, we conclude that the high-momentum behavior of h1 and h2 are at most h1 ∼ Q−3
and h2 ∼ Q−1, respectively. Then, the dimension of the integrand in Eq. (27) becomes Qd−5 and thus the
integral is convergent for d < 4 which includes the dimensions of our interest, d ≤ 3.
Hence, in case of the spatial dimension d ≤ 3, Eq. (22) becomes nonzero and finite constant. Thus, we finally
conclude that (
1
γ
)
2PI
6= 0, ∞ . (33)
This means that a two-point correlation function obtained from the self-consistent equation in 2PI effective
action has a dissipative mode in the IR region.
Some comments are in order. First of all, we emphasize that multi-scattering processes in the heat bath are
taken into account in the 2PI-NLO but not in the 1PI-NLO calculation. As a result the dissipative mode,
which does not exist in the free theory, appears nonperturbatively in the 2PI-NLO calculation. Second, it
should be noticed that the dissipative mode emerges irrespective of whether the microscopic field theory is
relativistic or nonrelativistic. This fact implies the same scaling behavior of the dissipative mode for the
relativistic and nonrelativistic field theory at the critical point. These are in contrast to the propagating
modes. The propagating modes exist in the free theory and have different dispersion relations in relativistic
and nonrelativistic cases. They get modified by scatterings in the heat bath to acquire damping widths
as well as energy shifts. Therefore, the scaling behavior of the propagating modes for the relativistic and
nonrelativistic field theories is in general different. Third, we did not attempt to obtain a numerical value
of the relaxation constant, although it is in principle possible if one gets the propagators around thermal
equilibrium. Namely, if one solves the Kadanoff-Baym equation near the equilibrium, then one can evaluate
1/γ defined in Eq. (19) with the resultant solutions. We leave this problem for our future work. Rather, in
the next section, we discuss an important consequence deduced from the presence of the diffusion term even
without knowing its coefficient.
IV. IMPLICATIONS FOR THE DYNAMIC EXPONENT z
So far, we have considered the case where the effective mass m2 ≡ m20 − ℜeΣR(p = 0) is nonzero. Roughly
speaking, the limit m→ 0 corresponds to the critical point where the correlation length diverges ξ ∼ 1/m→
∞. This divergence also affects the time evolution of a disturbed system towards equilibrium. Off the critical
point m 6= 0, small disturbances die away exponentially with the relaxation time τ . As the critical point
is approached, the relaxation time becomes enormously long, which is called critical slowing down, and we
define the dynamic critical exponent z via τ ∼ ξz [2, 3, 54–56]. In this section, we first present a consequence
on the dynamic critical exponent z from the dissipative mode identified in the previous section, assuming that
the relaxation constant Γ remains nonzero finite at the critical point. Then we remark possible modification
of such a naive assumption.
In order to identify the dynamic critical exponent z, we exploit the dynamic scaling relation. We assume that
under a scale transformation the two-point function transforms anisotropically with respect to p0 and p:
GR(p0,p) = b
2−η GR(b
zp0, bp), (34)
where b is a dimensionless scale factor which is taken bigger than one: b > 1. The prefactor b2−η is fixed by the
static part of the two-point function characterized by an exponent η. Indeed, if one substitutes b = Λ/|p| into
Eq. (34) and sets p0 = 0, one recovers the static scaling for the correlation function G
static
R (p) ∼ (Λ/|p|)2−η,
where an arbitrary dimensionful parameter Λ is introduced to make the combination Λ/|p| dimensionless. We
take Λ of the order of the critical temperature Tc. Next, we will rewrite Eq. (34) into more useful form to
evaluate z. Since the mass-dimension of GR is −2, we can write GR(p0,p) as [5]:
GR(p0,p) =
(
Λ
|p|
)2−η
·GR
(
Λzp0
|p|z ,Λ
)
= Λ−2
(
Λ
|p|
)2−η
· G˜R
(
Λz−1
p0
|p|z
)
. (35)
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Thus, we can extract z from the different scaling properties of p0 and p in the two-point function.
The self-consistent equation obtained in the 2PI framework is previously utilized to evaluate the static critical
exponents η [57] and ν [49] (see Ref. [57–59] for the application of the 2PI framework to 2nd-order phase
transitions). While the imaginary part of the self-energy ℑmΣR(p) vanishes in the static limit, the momentum
dependence of the real part ℜeΣR(p) brings in the scaling form of the two-point function:
GstaticR (|p|;Tc) = Λ−2
(
Λ
|p|
)2−η
. (36)
Of course, this is the same form as identified in the prefactor in Eq. (34). Since this scaling function is simply
obtained from ℜeΣR(p), we can substitute it into the two-point function (3) to find the expression at the
critical point:
GR(p;Tc) =
1
−iΓ−1p0 + Λη|p|2−η = Λ
−2
(
Λ
|p|
)2−η
· 1−iΓ−1Λ−ηp0/|p|2−η + 1 . (37)
This yields the dynamic critical exponent
z = 2− η , (38)
which depends on N and d through η [57, 60, 61].
In order to better understand the result (38), let us carefully see how it appears. For that purpose, it is
instructive to go back to the 1PI-NLO calculation which however does not produce a dissipative mode in the
IR region. Absence of a dissipative mode in 1PI-NLO is deduced from the IR behavior of ℑmΣR(p), namely in
the IR region it starts from O(p20, p2) instead of O(p0). Even though we do not have a dissipative mode, we are
able to define a “dynamic exponent” from the dispersion relation in the IR region. However, this is an exponent
for the “propagating mode” and must be distinguished from the exponent of a dissipative mode which governs
very long-time evolution of the system. Indeed, if one considers a propagator in the 1PI-NLO calculation
[G1PI−NLOR (p)]
−1 ∼ −p20 + p2 −ℜeΣ1PI−NLOR (p)− iℑmΣ1PI−NLOR (p) with ℑmΣ1PI−NLOR (p) = O(p20, p2), one
finds dispersions for “propagating modes” p0 ∼ ±|p| as the leading contribution with small correction from
the self-energy of order O(1/N). Thus, one will find an exponent zprop. = 1 + O(1/N), where we have
introduced zprop. to remind that it is not the exponent for a dissipative mode, but for a propagating mode.
If one performs the same analysis in nonrelativistic field theories, one will find zprop. = 2 +O(1/N) again for
propagating modes whose leading dispersions are p0 ∝ p2. Namely, the leading contribution z0 in the exponent
zprop. = z0 +O(1/N) depends on whether the system is relativistic or nonrelativistic, and this is one of the
reasons why there was confusion in the literature. Now, coming back to the 2PI-NLO calculation where we
do have a dissipative mode, we find that the presence of a dissipative term, −iΓ−1p0, modifies the dispersion,
and the leading contribution to z is given by 2. Higher order correction −η to z = 2 is from ℜeΣR(p) and it is
of O(1/N). Therefore, our result z = 2− η in Eq. (38) looks similar to the one for nonrelativistic propagating
modes zprop. = 2 +O(1/N), but the origin is different.
Let us further proceed one more step. Our result (38) is an immediate consequence of the static scaling
behavior under the assumption that the relaxation term −ip0/Γ remains non-singular [62, 63]. However, the
relaxation constant Γ may depend on p in general. If one assumes Γ ∼ Γ0 (|p|/Λ)c′ with Γ0 and c′ being
constants in the IR region, then one obtains
GR(p0,p) ∼ 1−iΓ−10 (Λ/|p|)c′p0 + Ληp2−η
. (39)
and accordingly the exponent z is modified to
z = 2− η + c′. (40)
This is also clearly seen in the t-dependence of the two point function. Equation (39) leads to GR(t,p) ∼
exp{−t/τ(p)} where the relaxation time is given by τ(p) ∼ 1/(Γ(p)p2−η) ∼ 1/p2−η+c′ . Thus, in the IR
region p → 0, the relaxation time diverges. We are now working on the evaluation of the numerical value of
c′, and the result will be reported soon elsewhere [53].
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Our result (40) with modified Γ is consistent with “model A” in the classification for nonrelativistic systems
based on the mode-coupling theory [5]. Model A contains only (multi-component) non-conserved fields without
conserved fields, and the dynamic critical exponent is given by z = 2 + cη, where c is a numerical constant
of order one [5, 12]. It seems apparently to be the case since we are only looking at the fundamental field
ϕ. But it is actually nontrivial because in the 2PI framework the energy-momentum tensor is conserved and
the coupling between the non-conserved fields ϕ and conserved fields is relevant to the dynamic universality
classification. However, without knowing the explicit numerical value for c′, it is difficult at present to judge
to which model our result is classified.
There is an explicit numerical simulation for a particular case with N = 1 and d = 2 [23]. From numerical
evaluation of the dynamic critical exponent z ∼ 2−η0.87 , it is claimed that it belongs to the dynamic universality
class, model C. However, since we have used the 1/N expansion, which is not valid for N = 1, we cannot
directly compare ours to the numerical simulation result, which is intriguing , though.
V. SUMMARY
Long-time behavior of a system recovering equilibrium should be characterized by a dissipative hydrodynamic
mode. Because of the non-linear mixing among the modes, we expect that even the two-point function G of
the order parameter field ϕ carries the information of this long-time dissipation.
We have shown, however, that the NLO calculation of G in the 1PI 1/N expansion only gives real and
imaginary corrections to the propagating mode of δϕ, but it does not generate the dissipative mode in G,
especially that the imaginary part of the self-energy, ℑmΣR(p0,p)/p0, vanishes in the IR limit, p0,p→ 0. At
the critical point, then we find that the mode spectrum scales as p0 ∝ pzprop. with zprop. = z0+O(1/N), where
z0 = 1 and 2 for relativistic and nonrelativistic cases, respectively. Since there is no dissipative mode in the
IR limit, this exponent is just associated with the propagating mode, whose dispersion depends on whether
the system is relativistic or nonrelativistic.
In the 2PI framework, on the other hand, we resumed the multiple scattering effects in the self-consistent
propagator G although working at NLO in 1/N expansion. Once the self-consistency is imposed on G, the
spectral function ρ(p0,p) will become nonzero except for p0 = 0 even at the NLO in the 1/N expansion.
(Recall the sunset diagram for example which is included at this order.) Then we have argued that the
dissipative mode inevitably emerges as an IR pole of the propagator G by showing that the imaginary part
of the self-energy ℑmΣR(p0,p)/p0 is generally nonzero finite in the IR limit.
At the critical point, this dissipative mode implies that we will have z ∼ 2 − η even in relativistic scalar
theories, which is in contrast to the 1PI-NLO result. For more precise evaluation of the exponent z, one may
need to compute the transport coefficient utilizing the 4PI framework. We leave this as our future work.
Furthermore, it is not clear whether the dissipative mode we found is the same as the dissipation of the
hydrodynamic mode such as heat. To this end, we apparently need more detailed and systematic evaluation
of the coupled two-point functions of ϕ and the energy-momentum densities, etc.
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FIG. 3: The complex plane of ζ. Dotted lines along ℑm ζ = 0 and ℑm ζ = −ωn represent cuts of G(ζ) and D(iωn+ζ),
respectively. The crosses denote poles of n(ζ), all of which are on the imaginary axis. The contour C can be modified
to three closed paths C′ (solid lines).
Appendix A: Derivation of Eq. (15)
In this Appendix, we derive Eq. (15) in spatial d-dimensions using imaginary time formalism. As we have
graphically shown in Eq. (8), the (scattering part of the) self-energy at NLO is explicitly written as
Σ(iωn,p) =
λ
3N
λ
6
T
∑
m
∫
dq
(2π)d
G(iωm, q) D(iωn+m,p+ q) , (A1)
where iωn is the Matsubara frequency, iωn = 2πin/β (n ∈ Z). In the 1PI formalism, G and D are free
correlation functions, and summation over the Matsubara frequency is easily transformed into a contour
integral on a complex plane of an analytically continued variable ζ. On the other hand, in the 2PI formalism,
G(iωn, q) and D(iωn, q) are full correlation functions and, when analytically continued, both G(ζ, q) and
D(ζ, q) have cuts along the real axis ℑm ζ = 0 except for the origin ζ = 0. Namely, G(ζ, q) and D(ζ, q) have
discontinuities along the real axis, but one can define G(0, q) and D(0, q) without ambiguity. Thus, we have
to be careful when we transform the Matsubara summation into a contour integral over the complex variable
ζ [64, 65]. This was done in Ref. [48] when the spatial dimension d is three. Here, we will follow Ref. [48],
but work in d dimensions.
In the complex plane of ζ, one can recover the Matsubara summation by picking up all the residues of the
function, n(ζ) = (eβζ − 1)−1. Therefore, Eq. (A1) becomes
Σ(iωn,p) =
λ
3N
λ
6
∫
C
dζ
2πi
∫
dq
(2π)d
n(ζ) G(ζ, q) D(iωn + ζ,p+ q), (A2)
where the integral-contour C is a collection of circles going around counterclockwise each pole of n(ζ): ζ =
2πim/β (m ∈ Z). We have to be careful when we pick up the poles at ζ = 0 and ζ = −iωn because there
are cuts originating from the same points. The easiest way to avoid this is to infinitesimally shift the poles
so that one can safely pick up the residues. This simple prescription indeed works and the result does not
depend on the way how to shift the poles.
Then, we modify the contour C (collection of small circles around the poles of n(ζ)) paying attention 11 to
the presence of cuts along ζ = 0 and ζ = −iωn, and obtain a new contour C′ as shown in Fig. 3.
11 G(ζ) has no poles in ℑm ζ 6= 0 [41, 51, 66], and the same argument can be applied to D(ζ). Thus, we need not beware
singularities of G(ζ) and D(ζ) except for their discontinuities along the real axis.
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In this integral, contributions from infinite distances become zero. Therefore, we pick up the integrals along two
discontinuities. Namely, we consider four paths: from ζ = −∞±iǫ to ζ = +∞±iǫ, and from ζ = −∞−iωn±iǫ
to ζ = +∞− iωn ± iǫ (ǫ is an infinitesimal positive number). Thus, we find that Eq. (A2) becomes
Σ(iωn,p) =
λ
3N
λ
6
∫ ∞
−∞
dq0
2πi
∫
dq
(2π)d
n(q0)
×{[G(q0 + iǫ, q)−G(q0 − iǫ, q)] D(iωn + q0,p+ q)
+G(q0 − iωn, q) [D(q0 + iǫ,p+ q)−D(q0 − iǫ,p+ q)]} . (A3)
In order to obtain the retarded self-energy, we perform analytic continuation iωn → p0 + iǫ.
ΣR(p0,p) =
λ
3N
λ
6
∫
dq0dq
(2π)d+1
n(q0)
×{ρ(q0, q) DR(p0 + q0,p+ q) +GA(q0 − p0, q) ρD(q0,p+ q)} , (A4)
where we have used the following properties
ρ(q0, q) = −i [GR(q0, q)−GA(q0, q)], ρD(q0, q) = −i [DR(q0, q)−DA(q0, q)] . (A5)
Now, we take the imaginary part of Eq. (A4). Since the spectral functions are imaginary parts of correlation
functions,
ρ(p) = 2 ℑm GR(p) = −2 ℑm GA(p) , ρD(p) = 2 ℑm DR(p) = −2 ℑm DA(p) , (A6)
we finally obtain Eq. (15):
ℑmΣR(p0,p) = λ
6N
λ
6
∫
dq0dq
(2π)d+1
n(q0)
×{ρ(q0, q) ρD(p0 + q0,p+ q)− ρ(q0 − p0, q) ρD(q0,p+ q)}
=
λ
6N
λ
6
∫
dq0dq
(2π)d+1
ρ(q) ρD(p+ q) [n(q0)− n(p0 + q0)]. (A7)
In the second line of Eq. (A7), we have changed the integration variables of the second term as q0 → q0 + p0
and q → p+ q.
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