We show analytically that almost all three-dimensional dissipative quadratic systems of ordinary differential equations with a total of five terms on the right-hand side and one nonlinear term (namely 5-1 cases) are not chaotic except twenty one of them. Indeed we find nine systems that exhibit chaos, which were discovered by Sprott and Malasoma earlier. They are the simplest dissipative chaotic systems found so far. In this paper we also extend Heidel-Zhang's theorem which provides sufficient conditions for solutions in the three-dimensional autonomous systems with polynomials and rational expressions on the right-hand side being nonchaotic. We then investigate the twenty one systems analytically and numerically. We show the portraits of some typical chaotic and non-chaotic solutions in phase space. For two of the systems that exhibit chaos we found stable period 1, 2, 4, 8 and 12 orbits numerically.
Introduction
In this paper we study the chaotic and nonchaotic behavior of the set of all three-dimensional dissipative quadratic systems with a total of five terms on the right-hand side and one nonlinear term. The Lorenz equation [7] and Rössler system [9] both with seven terms on the right-hand side do exhibit chaos for certain parameter values. Sprott studied quadratic systems with less than seven terms and more than four terms on the right-hand side in [10] and found numerous cases of chaos in systems with six terms on the right-hand side and only one nonlinear (quadratic) term and systems with five terms and two nonlinear terms. In [12] and [13] Sprott also found examples of chaotic systems with five terms and only one nonlinear term.
In [14] Zhang and Heidel proved that all of the three-dimensional dissipative quadratic systems with a total of four terms on the right-hand side are not chaotic. Later in [5] Heidel and Zhang proved that almost all of the three-dimensional conservative quadratic systems with four terms on the right-hand side are not chaotic. The only system that is not proved being non-chaotic completely is x = y 2 − z 2 , y = x, z = y. Numerical studies show that this system does not exhibit chaos. More recently Heidel and Zhang ([6] , 2007) made much progress on determining if a system is nonchaotic. The authors proved a theorem which provides sufficient conditions for solutions in three-dimensional autonomous systems with polynomials and rational expressions on the right-hand side being nonchaotic. In [6] all three-dimensional conservative quadratic system with five terms on the right-hand side with one nonlinear term were studied and we showed analytically that all but five of them are nonchaotic. Our numerical simulations seem to show that only one of the five systems x = y 2 − z + A, y = z, z = x, discovered by Sprott in [11] , exhibit chaos.
In this paper we first change the second hypotheses (H2) of Theorem 2.1 in [6] and system (1.1) is transformed into the " + " system. The " + " system and the " − " system are related by the following transformation
t → −t, X → −X, Y → Y, Z → −Z
Studying the " − " system when t → ∞ is the same as studying a system linearly equivalent to the " + " system when t → −∞ and vice versa. So it is sufficient to study the two systems both when t → ∞. For convenience, we change the capital letters back to the small letters.
For systems with more terms on the right-hand side, after the above scalar transformation more parameters have to be kept. For expamle for systems with 6 terms, two parameters have to be kept.
In section 2 we prove Theorem 2.3 and give a supporting example. In section 3, we list all the threedimensional 5-1 dissipative systems without constant terms and prove analytically that 30 of the 44 systems are not chaotic. The remaining 14 systems are considered further in sections 5 and 7. Section 4 gives a complete list of all three-dimensional 5-1 dissipative systems with constant terms and we prove that 14 of the 21 systems are not chaotic. The remaining 7 systems are studied further in section 5 and 7. In section 6 we investigate the nine 5-1 dissipative systems that exhibit chaos.
Nonchoatic Behavior on torus and surfaces with more complex topology
In [6] we considered the autonomous system x = f (x), x ∈ R N , t ∈ R (2.1) where = d dt , f is a map from D ⊆ R N to R N . Let x(0) = x 0 , and x j , x 0j and f j , j = 1, 2, ..., N be the jth component of x, x 0 and f , respectively. f j s are polynomials or rational expressions with N spatial variables. In the hypotheses of Theorem 2.1 in [6] the authors assumed simpler topology on simple surfaces. But torus or more complex topology are not considered. In this paper the authors extend the hypotheses in Theorem 2.1 in [6] to that each simple surface is homeomorphic to a two dimensional surface with any topology and so torus is certainly among them.
We will inherit the terminologies bounded and unbounded oscillatory, bounded chaos, isolated f ixed point, simple surf ace, complex surf ace, isolated surf ace etc. defined in [6] .
Next we recall some concepts in algebra. Let P (x) = Σ α A α x α be a polynomial, where x ∈ R N , N 1 is an integer, α = (α 1 , ..., α N ), and each of the α i 's is a nonnegative integer, x α = x α 1
...x α N
N , the order of the multi-index α is denoted by |α| = α 1 + ... + α N and A α ∈ R. The maximum order of all terms is the degree of the polynomial. An nth degree irreducible polynomial is a polynomial that can not be expressed as the product of two polynomials both with degree less than n. By the fundamental theorem of algebra, every polynomial in the above form can be factored as the product of irreducible polynomials with real coefficients. Therefore for some m max |α|
where P j (x)'s are irreducible polynomials and the zero set {x ∈ R N |P (x) = 0} of P (x) is the union of the zero sets of P j (x), j = 1, ..., m. The zero set of each of the P j (x) consists of a finite number of connected components and each of them has dimension at most N − 1 in R N .
The following well known result will be applied in the proof of Theorem 2.3.
Lemma 2.1 Let P 1 (x) and P 2 (x), x ∈ R 3 , be two irreducible polynomials and P 1 and P 2 are not proportional. Then the set {x ∈ R 3 |P 1 (x) = 0 and P 2 (x) = 0} is either empty or has dimension zero or one.
Lemma 2.2 Let P (x), x ∈ R 3 be a polynomial. Then there exist two polynomials P 1 (x) and P 2 (x) such that P (x) = P 1 (x)P 2 (x), and the zero set of each irreducible polynomial factor of P 1 (x) is nonempty and the zero set of P 2 (x) is empty.
Now we make the following assumptions on system (2.1) for N = 3:
(H1) System (2.1) is equivalent to
for some integer 1 j 3 and equivalent to
for some integer 1 j 3, where C ± are constants and G ± (y) 0 for all y ∈ R 3 .
(H2) Each of the functions
in (2.3) and (2.5), y ∈ R 3 is either a polynomial or a rational expression with min y∈R 3 {|Q ± (y)|, |Q ± 0 (y)|} > q 0 > 0, where r(y), q(y), R ± (y), Q ± (y), R ± 0 (y) and Q ± 0 (y) are polynomials and q 0 is a constant. The intersection of {x ∈ R 3 |G ± (x) = 0} and {x ∈ R 3 |∇G ± (x) · f (x) = 0} has dimension at most one.
Theorem 2.3
Under hypotheses (H1) and (H2) system (2.1) has no bounded chaos.
Proof of Theorem 2.3: Chaotic behavior in system (2.1) can happen as t → ∞ and t → −∞. We show that if (2.3) holds, then the system is not chaotic when t → ∞ and similarly if (2.5) holds, then the system is not chaotic when t → −∞. The proof is similar if we replace (2.3) and (2.5) by (2.4) and (2.6) respectively. Since the proof for the case when t → −∞ is the same as that when t → ∞, it is sufficient to prove the case for t → ∞. Without loss of generality we consider solutions for t 0. For simplicity we denote F + as F and G + as G respectively. Then (H1) implies
where
For the latter case, (H2) implies that at least one of the x j , j = 1, 2, 3 is unbounded and therefore the solutions are not chaotic when t increases. For the first case we will show that the solutions are not chaotic by checking all the possible behaviors of the system. We define the following two sets of the initial conditions x(0) and consider the solutions in the two sets separately.
Then (H2) implies again that at least one of the x j , j = 1, 2, 3 is unbounded and therefore the solutions are not chaotic when t → ∞.
) ds is finite. We consider G 0 and G → 0 as t → ∞ in the following two sub cases. (H2) and the fact G is unbounded implies that at least one of the x j , j = 1, 2, 3 is unbounded. Therefore the solutions are not chaotic. For convenience, we define the set Ω †
2 , i.e. G → 0, as t → ∞. Then we have:
Now we define the following two sets: 
Since S 1 and S 2 are close sets, S 1 ∩ S 2 is not empty and the solutions asymptote to an ω-limit set Ω ω ⊂ S 1 ∩ S 2 .
SinceF (x) andG(x) are polynomials or rational expressions, the connected components of S 1 ∩ S 2 is a collection of a finite number of points, a finite number of one dimensional curves closed or not closed, a finite number of disjoint two dimensional surfaces and a finite number of unions of one dimensional curves and two dimensional surfaces in R 3 . Let n be the total number of connected components in S 1 ∩ S 2 and denote each of the components I i , i = 1, ..., n. We again classify the initial conditions x(0) ∈ Ω † 2 as:
(H2) implies that the one dimensional curves are intersections of the surfaces of irreducible polynomials. Therefore each solution in this case can only either approaches an equilibrium, or a limit cycle or goes to infinity. Therefore the solution can not be chaotic.
Without loss of generality, we consider whenF (x) andG(x) are polynomials. Then by the fundamental theorem of algebra,F
whereFj(x)'s andG j (x)'s are irreducible polynomials. Note that in this case by (H2) and lemma 2.1 there exists an l such thatFj 1 
We call the set {x ∈ R 3 |M (x) = 0} a positively invariant set under the flow
Here for each of the I i with dimension 2, we define
and
and by (H2)
where φ is the empty set.
Clearly each of the solutions in this case will either asymptote to a curve which is an intersection of the zero sets of two irreducible polynomials or an equilibrium. Therefore they are not chaotic. This completes the proof of the theorem.
In the following example we will see that there is an invariant manifold on a two dimensional torus. We will apply our theorem to show that the system is not chaotic.
where R > r > 0, and A are constants. After this scalar transformations x = X, y = −Y , z = Z, t = −τ , the " + " system of (2.8) is transformed to the " − " system. Proof : For " + " system of (2.8), we have
We have
Integrate to get
where C is a constant. Since the zero set of T is a torus, we need to check (H2) of the theorem. We first calculate the gradient of T
and then calculate the dot product of ∇T and the vector field
Obviously the solution to the above system of algebraic equations is an invariant manifold which has dimension one. Then by the above theorem, the " + " system is not chaotic. For the " − " system of (2.8), we have
A similar argument to that of the (2.8)+ concludes that the " − " system is not chaotic.
For convenience in the next 2 sections, we letẋ = x = dx dt and t 0 = 0.
3 Five-term dissipative systems with one quadratic term and without constant terms.
Three-dimensional 5-1 dissipative systems without constant terms that need to be considered are the following 44 systems:
Among the 44 systems listed above 33 of them are dissipative when choosing "− " sign, except systems (3.2), (3.9), (3.14), (3.15), (3.20), (3.23), (3.29), (3.32), (3.39), (3.43) and (3.44) which are dissipative when ±1 + A < 0 by the definition of dissipative systems(see [6] ). Although this paper focuses on dissipative systems in this section, it is convenient to deal with systems (3.2), (3.9), (3.14), (3.15), (3.20), (3.23), (3.29), (3.32), (3.39), (3.43) and (3.44) for both ±1 + A > 0 and ±1 + A < 0. We show in the next theorem that 30 of the 44 systems are not chaotic. Proof. Systems (3.2), (3.3), (3.9), (3.14), (3.16), (3.20) and (3.21) all have that z(t) = Ce −t . Therefore z → 0, as t → ∞. Their scalar equations in another component are of the following forms:
where A and C are constants. For the equations with a " − " sign in (3.45) the RHSs approach zero as t → ∞. By Theorem 2.1 in [6] the 7 systems are not chaotic. For the equations with a " + " sign in (3.45), the solutions of these equations are unbounded and therefore there is no bounded chaos in the 7 systems. Hence these 7 systems are nonchaotic.
Next we show that systems (3.4), (3.5), (3.8), (3.10), (3.12), (3.15), (3.17), (3.23), (3.25), (3.26), (3.28) (3.30), (3.32), (3.38) (3.43) are not chaotic. The scalar equations and the integration of the scalar equations of these 20 systems are as follows:
... y = y 2 ±ÿ + Ay, multiply byẏ and integrate
... y = y 2 ±ÿ + Ay multiply byẏ and integrate
... z = ∓z 2 ±z + Aż + 2zż, multiply byż integrate
where C is a constant.
In system (3.29), let u = y − z, u = ±y. Then its scalar equation is
where C is a constant. In system (3.30), let
When A = 0, z = y + B for some constant B, and therefore x = y(y + B) ± x, y = x. By the Poincaré-Bendixon Theorem [4] , the system is not chaotic. By Theorem 2.1 in [6] , these 20 systems have no bounded chaos. System (3.7) can be written as 2D scalar equation: x = ±x + x 2 + Ax. By Poincaré-Bendixon Theorem, the system is not chaotic.
Consider system (3.27), since y = ±y + x, y = ±y + z 2 + Ay and z = y ∓ y, we have
where C is a constant. By Theorem 2.1 in [6] , the systems has no bounded chaos. System (3.33) has a 1D invariant manifold x = 0, z = −A and y = y 0 e ±t , where y 0 is a constant. Its scalar equation reads
where C is a constant. By Theorem 2.1 in [6] , the system has no bounded chaos. This completes the proof of the theorem.
Systems with constant terms
All three-dimensional 5-1 dissipative systems with one quadratic term and constant terms that need to be considered are the following 21 systems:
We refer the " + " systems as (na) and the " − " ones as (nb), where the n represents one of the labels 4.1, 4.2, ..., 4.21.
Theorem 4.1 Systems (4.1)-(4.4), (4.7)-(4.9), (4.11), (4.13)-(4.16), (4.18), and (4.19) are not chaotic.

Proposition 4.2 Systems (4.1), (4.2) and (4.3) are equivalent to (4.13), (4.14) and (4.16), respectively.
Proof. 
where C is a constant. Among the above systems (4.2) is the same as (4.7), (4.3) is the same as (4.11) which is equivalent to (4.4), (4.18) and (4.19). So it is sufficient to consider systems (4.2), (4.3), and (4.15).
For the " + " systems, since the RHS of (4.2) and (4.3) both go to infinity, one of the three variables x, y and z of LHS in them is unbounded. For the " − " systems, since the RHS of (4.2) and (4.3) go to zero, by Theorem 2.1 in [6] the systems are not chaotic. From system (4.15) we have y − z = At + C. Then the argument is the same as that of (4.2).
Since (4.1) is equivalent to (4.13), we only need to consider (4.1), (4.8), and (4.9). Their scalar equations and integration of the scalar equations are as follows:
... y = y 2 ±ÿ + A, multiply byẏ and integrate
... z = z 2 ±z + A, multiply byż and integrate
where C is a constant. By Theorem 2.1 in [6] , there is no bounded chaos in the systems.
Chaotic candidates
The following 21 systems which were not proved analytically are left as chaotic candidates.
where the " + " and " − " systems are labeled as (na) and (nb) respectively. We can see that systems (nb) are dissipative. P roof : (1) From system (3.1), we have
Multiply by z and integrate to get
when A 0 in system (3.1a) and A 0 in system (3.1b), by Theorem 2.1 in [6] , the system is not chaotic.
(2) System (3.6) gives y = yy ± y + Ay
Multiply by y and integrate to get
when A 0 in system (3.6a) and A 0 in system (3.1b), by Theorem 2.1 in [6] , the system is not chaotic.
(3) Consider system (3.11a).
We have that u = u + (1 + A)z, and z = xz. Thus,
Integrate to get 6] , the system is not chaotic.
We have that x − z = Ce t . When C = 0, it is trivial. If C > 0, then at least one of x and z is unbounded as t → ∞. If C < 0, the argument is similar to that for the case C > 0. If A = 0, integrate the first scalar equation in u to get
by Theorem 2.1 in [6] , the system is not chaotic. Therefore system (3.11a) when A −1 and A = 0 is not chaotic.
Now consider system (3.11b). Since (x − z) = −x + z + (A − 1)z, let u = x − z. We have that u = −u + (A − 1)z, and z = xz. Thus,
where C is a constant. If A > 1, by Theorem 2.1 in [6] system (3.11b) is not chaotic.
where C and B are constants. Let g(t)
has a limit L > −∞ and so z has a limit. Hence system (3.11b) is not chaotic when A = 1 . If A = 0, integrate the scalar equation in u to get
where C is a constant, by Theorem 2.1 in [6] the system is not chaotic. Therefore system (3.11b) when A 1 and A = 0 is not chaotic.
(4) Consider system (3.19). Its two scalar Eq.s are y = (y 2 ) + Ay ± y and z = z 2 + Az ± z . The second scalar Eq. is the same as that of (3.1). Multiply by z . We get that
when A 0 in system (3.19a) and A 0 in system (3.19b), by Theorem 2.1 in [6] , the systems are not chaotic.
(5.1) Consider system (3.13). The scalar Eq. of system (3.13) is y = 2yy + Ay ± y ∓ Ay. Multiply by y and integrate to get
If A 0, by Theorem 2.1 in [6] , system (3.13) is not chaotic. Note that the scalar equation of system (3.13) in z is z = z 2 ± (z − Az) + Az . 13a) with A < 0 and x(0) 0 is not chaotic.
(5.2) Consider system (3.18). For (3.18a), let u = y − z, u = y. We have that
Multiply by u and integrate to get
For (3.18b), let u = y − z, u = −y. We have that
If A 0, by Theorem 2.1 in [6] , system (3.18) is not chaotic.
(5.3) Consider system (3.22). The scalar Eq. of system (3.22) is y = ±y + y 2 + Ay ∓ y Multiply by y and integrate
If A 0, by Theorem 2.1 in [6] , system (3.22) is not chaotic.
(5.4) Consider system (3.24). Its scalar Eq. is z = ±z + z 2 + Az ∓ z which is the same as that of (3.22). Hence systems (3.24) with A 0 is not chaotic.
(5.5) Consider system (3.31). The scalar Eq. of system (3.31) is z = ±z ∓ Az + zz + Az . Multiply by z and integrate
If A 0, by Theorem 2.1 in [6] , system (3.31) is not chaotic. 31a) is not chaotic.
. Multiply both sides of the Eq. by e ∓t and integrate to get 
If A 0, by Theorem 2.1 in [6] , system (3.35) is not chaotic.
(6) Consider system (3.36). The scalar Eq. of (3.36) is z = zz + Az ± z . Multiply by z and integrate
where C is a constant and t 0. When A 0 in (3.36a) and A 0 in (3.36b), by Theorem 2.1 in [6] , system (3.36) is not chaotic. 
and case A = 0, we have
If A > 1 and A = 0, by Theorem 2.1 in [6] , system (3.44a) is not chaotic.
Consider system (3.44b). Integrate to getŷ
2 (s) ds > 0. Then g 0, for all t 0 and so g has a limit
We define sets of two 2-dimensional surfaces as follows:
Hence system (3.44b) with A = −1 is not chaotic.
When A = 0, we have
If A < −1 and A = 0, by Theorem 2.1 in [6] , system (3.44b) is not chaotic. Systems (3.35) and (4.6) will be studied later. Multiply the Eq. in z by z to get
where C is a constant and t 0. When A 0 in (4.5a) and A 0 in (4.5b), by Theorem 2.1 in [6] , system (4.5) is not chaotic.
(2) Consider system (4.10).
From (4.10a), we have
where C is a constant and t 0. When A 0, by Theorem 2.1 in [6] , system (4.10a) is not chaotic.
From (4.10b), we have
where C is a constant and t 0. When A 0, by Theorem 2.1 in [6] , system (4.10b) is not chaotic.
(3) Consider system (4.12).
The scalar equation of (4.12) is: y = ±y + yy ∓ y 2 + A. Integrate to get
where C is a constant and t 0. When A 0 in (4.12a) and A 0 in (4.12b), by Theorem 2.1 in [6] , system (4.12) is not chaotic.
(4) Consider system (4.17).
The scalar Eq. of (4.17) is: y = yy − Ay ± y , multiply by y to get
where C is a constant and t 0. When A 0 in (4.17a) and A 0 in (4.17b), by Theorem 2.1 in [6] , system (4.17) is not chaotic. Integrate to get
where C is a constant and t 0. When A 0 in (4.21a) and A 0 in (4.21b), by Theorem 2.1 in [6] , system (4.21) is not chaotic. Now we consider system (4.6). Since z = xz, z = x ∓ x − A, we have
Our method doesn't work for this scalar equation. We will give numerical results on this system in section 7.
Proposition 5.6 System (4.6a) has an invariant region for
The proof is obvious.
Among the 21 systems in this section, 9 of them exhibit chaos. For the rest 12 systems after a large amount of numerical simulations we didn't find chaotic behavior in them. In the next two sections, we will give some of our numerical results on the systems including chaotic and nonchaotic behavior.
Simplest dissipative chaotic systems
Nine out of the 21 chaotic candidates in section 5 exhibit chaos. They are systems (3.1), (3.6), (3.19),  (3.35), (3.36), (4.5), (4.17) , (4.20) , and (4.21). By Proposition 5.4 systems (3.35), (4.5) and (4.21) are linearly equivalent. After the following scalar transformations the "b" systems are transformed to the "a" systems for the following seven systems:
Therefore if a "b" system has chaos when t → ∞, then the corresponding "a" system has chaos when t → −∞ and vice versa.
The scalar equations of the seven "b" systems are:
Each of the above scalar equations except that of (3.35b) is linearly equivalent to system (14) Y + aY ± Y Y + Y = 0 in [13] (Sprott, 2000) , when a > 0 the system is dissipative. In 3D Sprott's system reads
the scalar equations of (3.6b) reads
After the transformations
Sprott's 3D system is transformed to the above 3D system and therefore Sprott's scalar equation becomes the scalar equation of (3.6b) y − yy − Ay + y = 0 with A = − 1 a 3 . Similarly after the transformation
Sprott's scalar equation becomes the scalar equation of (3.1b) y − 2yy − Ay + y = 0 with A = − 1 a 3 . For the scalar equation of (3.36b) we simply have to switch the names of y and z. For the scalar equation of (4.17b), and (4.20b) we let A = 1 a 3 . To study the chaotic behavior of these systems, it is sufficient to study system (3.1b) where chaos was discovered by Sprott [10] and system (3.35b) where chaos was discovered by Melasoma [8] .
It is well known that sensitivity on initial conditions of bounded solutions implies chaos and it is characterized by the Lyapunov spectrum or the largest Lyapunov exponent (usually base e): 
|∆Z(t)| ≈
Usually for a continuous dynamical systems, the map is chosen as a Poincaré section, say {(x, y, z) ∈ R 3 |z = 0, y > 0}.
Another character of chaos in dissipative systems is that they can have strange attractors, which can possess a non-integer dimension. From [1] and [3] The characteristic polynomial corresponds to the linearization of (3.1b) at the equilibrium (0, 0, 0) of the system is λ 3 + λ 2 − A = 0, where A < 0. The characteristic polynomials of the first four systems are the same. The characteristic polynomial for systems (4.17b) and (4.20b) is the same as that of (3.1b) except the sign of the parameter A.
Then the three roots of the polynomial are
So the discriminant ∆ = A(A/4 − 1/27) is positive when A < 0 and it has a negative real root and two complex roots for all A < 0. This implies that solutions oscillate near the equilibrium.
All the first four systems (3.1a) to (3.36a) have a unique equilibrium (0, 0, 0) with the same characteristic polynomial λ 3 − λ 2 − A. The characteristic polynomial for systems (4.17a) and (4.20a) is the same as that of (3.1a) except the sign of the parameter A. Let λ = ξ + 1 3 . Then the polynomial becomes
and the discriminant is ∆ = A(A/4 + 1/27). When A > 0 it has a positive real root and two complex conjugate roots. The solution of system (3.1a) with A > 0 shown in Figure 13 is a relatively complicated one that we can find. Most solutions become monotone quickly as t increases. The behavior of systems (3.6a), (3.19a), (3.36a) all three with A > 0, and systems (4.17a) and (4.20a) both with A < 0 are similar to those of system (3.1a).
Now we look at system (3.35) with A < 0. The characteristic polynomials of the equilibrium (0, 0, 0) are (±1 − λ)(λ 2 − A) for the "a" and "b" systems respectively. It was discovered by Malasoma ([8] , 2002) that it exhibits chaos in a very narrow interval of the parameter and initial conditions. After switching X and Z in Malasoma's system M(11) (see the last section) and then the scalar transformation Figure 14 shows a chaotic attractor of system (3.35). 
Numerical Simulations
We use Ermentrout's XPP [2] for our numerical simulations. The numerical method is fourth order RungaKutta (RK4), Relative Tolerence= 1e − 008, Absolute Tolerence= 1e − 007, and ∆t varies from 0.001 to 0.05. We used CVode for a couple of systems. We didn't find chaotic behavior in the systems studied in this section. In the following all the characteristic polynomials are for the linearization of the system at one of its equilibria.
The solutions of system (3.11a) with A > −1 oscillate and then become out of bound as shown in Figure 15 (a) and (b). When x < 0, it is very easy to catch a solution that looks like the one shown in Figure 15 . Other solutions are relatively simple according to our simulations. The equilibrium (0, 0, 0) of the system has the characteristic polynomial λ 2 (1 − λ), which is independent of A. The solutions of system (3.11b) with A < 1 oscillate and then become unbounded as shown in Figure 16 and Figure 17 . The equilibrium (0, 0, 0) of the system has the characteristic polynomial λ 2 (1 + λ), which is also independent of A. Since both systems have two zero eigenvalues, the behavior of them can be complicated. For system (3.13a) and (3.13b) with A < 0, from our simulations, typical solutions of system (3.13a) oscillate to become unbounded and typical solutions of system (3.13b) oscillate to approach the equilibrium (0, 0, 0) as shown in Figure 18 , Figure 19 and Figure 20 . The characteristic polynomials of the equilibrium (0, 0, 0) are (−λ+1)(λ 2 −A) and (−λ−1)(λ 2 −A) for the two systems and therefore the eigenvalues are +1 and −1 both with two imaginary roots ± √ A respectively. Both systems should have bounded oscillatory solutions.
System (3.18a) and system (3.18b) both with A < 0 have the same characteristic polynomials correspond to their equilibrium (0, 0, 0) as those of (3.13a) and (3.13b) (λ − 1)(λ 2 − A) and (λ + 1)(λ 2 − A) and therefore the eigenvalues are +1 and −1 both with two imaginary roots ± √ A respectively. From our simulations, similar to the solutions of (3.13) the solutions of system (3.18a) oscillate to become unbounded and the solutions of system (3.18b) oscillate to approach the equilibrium as shown in Figure 21 and Figure  22 .
For system (3.22a) and (3.22b) both with A < 0, the equilibrium (0, 0, 0) have the characteristic poly- 
, which is the same as that of system (3.13). From our simulations, when A is negative with large absolute value, curve 1 in Figure 23 oscillates around x = 0 in the x direction and y becomes unbounded, curve 2 in Figure 23 also oscillates around x = 0 in the x direction and y becomes unbounded. It seems that between curve 1 and curve 2 there is an unstable periodic solution. In Figure  24 both curve 1 and curve 2 seem to oscillate to either a stable periodic solution or the equilibrium.
For system (3.24a) and (3.24b) both with A < 0, the linearization at the equilibrium (0, 0, 0) have the characteristic polynomials (±1 − λ)(λ 2 − A), which is the same as that of system (3.13), and therefore the eigenvalues are +1 and −1 both with two imaginary roots ± √ A respectively. Typical solutions of system (3.24a) oscillate and then move away from near the equilibrium and become unbounded as shown in Figure 25 . Typical solutions of system (3.24b) become oscillatory and they approach either a stable periodic solution or the equilibrium as shown in Figure 26 . The approach is very slow.
For system (3.31a) and (3.31b) both with A < 0, the linearization at the equilibrium (0, 0, 0) have the characteristic polynomials (±1 − λ)(λ 2 − A), which is the same as that of system (3.13), and therefore the eigenvalues are +1 and −1 both with two imaginary roots ± √ A respectively. Typical solutions of system (3.31a) oscillate and then move away from the equilibrium and become unbounded as shown in Figure 27 . Typical solutions of system (3.31b) become oscillatory and approach either a stable periodic solution or the equilibrium. For system (3.31b) we used CVode for the simulation.
For system (3.44a) with A < 1 and system (3.44b) with A > −1, the equilibrium (0, 0, 0) have characteristic polynomials λ(λ − A)(±1 − λ) respectively. The solution shown in Figure 28 with positive small A oscillate with the amplitude in y direction increases and then decreases while the amplitude in z direction increases to infinity. The solution of system (3.44b) shown in Figure 29 have similar behavior as that in Figure 28 in the sense that the z−amplitude becomes infinity. Picture (b) is the continuation of the solution in (a). Now we look at system (4.6) with A ∈ R. System (4.6a) and System (4.6b) both have two equilibria: P Figure 31 oscillates to approach the equilibrium or a stable periodic solution. System (4.6a) has an invariant region:
Once a solution gets into this region it will go to infinity. System (4.10a) and system (4.10b) both with A < 0 have no fixed points. The solutions of system (4.10a) and (4.10b) shown in Figure 32 and Figure 33 started with oscillations and then become unbounded.
Finally we look at system (4.12a) with A > 0 and system (4.12b) with A < 0. System (4.12a) and system (4.12b) both have two equilibria: Our simulations suggest that it is unlikely that systems (3.11), (3.44) and (4.10) have chaos. 
Conclusion
In the first part of this paper we proposed and proved an extension of Theorem 2.1 in [6] . The difference between Theorem 2.3 and Theorem 2.1 in [6] is in their hypotheses. Theorem 2.3 allows f (x) to be continuous or to have singularities. None of them implies the other. There are systems that can be resolved by both theorems. There are also systems that can be resolved by one but not the other. To apply the new theorem, one often need more calculations to verify (H2). We then considered all possible 5-1 quadratic dissipative systems. Out of all possible 5-1 quadratic dissipative systems we obtained 65 systems that need to be further studied. We proved analytically that 44 of the 65 systems are nonchaotic. Nine out of the 21 chaotic candidates are found to exhibit chaos. But one only has to study two of them, (3.1b) and (3.35b) because the remaining seven systems are equivalent to one of the two. It is worth mentioning that chaotic solutions in system (3.35b) are very difficult to find. For the remaining 12 systems we didn't find chaotic solutions after an extensive numerical simulations. We believe that there is no chaos in systems (3.11), (3.44) and (4.10).
Finally we point out that in [8] 
