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Sistema para identificar bacterias MDR:
Pseudomonas aeruginosa
Daniel Pardo Navarro
Resumen– A partir de los datos de antibiogramas del Hospital Clı́nic de Barcelona se diseña una
metodologı́a basada en algoritmos de clustering que permite detectar las habitaciones contaminadas
e identificar la cepa de pseudomonas aeruginosa existente. Del total de 35 habitaciones identificadas
como infectadas por la bacteria, 12 quedan excluidas del análisis al no haber muestras de pacientes,
en otras 9 se detecta más de una cepa y en 14 una única cepa. En estas últimas 14 habitaciones se
recomienda el antibiótico más adecuado para el tratamiento del paciente.
Palabras clave– Clustering, detección de cepas, infección hospitalaria, inteligencia artificial,
pseudomonas aeruginosa, tratamiento antibiótico
Abstract– With the antibiogram data from the Hospital Clinic de Barcelona, a methodology based
on clustering algorithms is designed to detect contaminated rooms and identify the existing strain of
Pseudomonas aeruginosa. Of the total of 35 rooms identified as infected by the bacteria, 12 were
excluded from the analysis as there were no patient samples, 9 had more than one strain detected
and 14 had a single strain. In these last 14 rooms, the most suitable antibiotic is recommended for
the treatment of the patient.




EN los últimos años la mayor parte de las inversionesen investigación de inteligencia artificial se centranen el sector sanitario. En medicina se puede distin-
guir la inteligencia artificial virtual, centrada en algoritmos
para la toma de decisiones, y la fı́sica, con el desarrollo de
robots que ayudan a realizar cirugı́as de forma más preci-
sa o prótesis inteligentes para personas discapacitadas [1]
[2]. Uno de los instrumentos más útiles son los datos de
las históricas clı́nicas electrónicas que permiten a los algo-
ritmos realizar diagnósticos, detección de enfermedades o
ayudar en la toma decisiones médicas [3].
Este proyecto tiene como objeto de estudio las infec-
ciones que se producen en el entorno hospitalario. En es-
te campo existen diversos trabajos de inteligencia artificial
que se centran en el control y la propagación de las infec-
ciones. Por ejemplo, la predicción de sufrir una infección a
partir variables estadı́sticamente significativas [4] o el uso
de tecnologı́a activa de Identificación por Radiofrecuencia
(RFID) para crear redes de contactos de las personas que
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permite identificar supercontactores y rutas de transmisión
para poder actuar de forma preventiva [5] [6].
Las infecciones nosocomiales (enfermedades adquiridas
en el entorno hospitalario) son actualmente uno de los pro-
blemas médicos más importantes. Se estima que en la Unión
Europea cada año se producen más de 4 millones de infec-
ciones nosocomiales y cerca de 37.000 muertes se relacio-
nan con ellas según el European Centre for Disease Preven-
tion and Control (ECDC). Existen tres elementos clave para
que se produzca una infección nosocomial: un microorga-
nismo infeccioso que viva en el entorno hospitalario, una
persona con predisposición de ser infectado y una cadena
de transmisión que permite al microorganismo llegar a di-
cha persona vulnerable [7].
Dentro de estas enfermedades, los principales organis-
mos internacionales como la Organización Mundial de la
Salud (OMS) o el Consorcio Internacional para el Control
de Infecciones Nosocomiales destacan a la bacteria pseudo-
monas aeruginosa como uno de los principales microorga-
nismos causante de infecciones nosocomiales y se conside-
ra un problema de salud mundial [8].
Las pseudomonas son un conjunto de bacterias gramne-
gativas móviles que pueden habitar en tierra, agua, plantas,
insectos y animales, aunque prefieren ambientes húmedos
[9] y cuya frecuencia de infección oscila dependiendo del
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paı́s, área geográfica, tipo de hospital y servicios, perfil de
los pacientes y patrón de uso de los tratamientos con anti-
bióticos [10].Gracias a la capacidad de mutación y adapta-
ción de la bacteria en Europa es intrı́nsecamente resistente a
muchos agentes antimicrobianos importantes y se ha obser-
vado que el 32,1 % de los casos aislados de pseudomonas
aeruginosa son resistentes al menos a uno de los antimicro-
bianos utilizados [11]. En España, las infecciones hospita-
larias por pseudomonas aeruginosa representan el 10,23 %
solo superadas por la escherichia coli, con la diferencia de
que el contagio de esta última es común en la comunidad
[12]. Los principales mecanismos de transmisión de la bac-
teria es mediante el contacto directo de las manos entre el
personal sanitario y los pacientes, el uso de dispositivos
médicos invasivos o realizarse pruebas diagnósticas [13].
El diagnóstico de la infección por pseudomonas aerugi-
nosa se debe realizar con un cultivo. La bacteria es resisten-
te y sensible a antibióticos dependiendo de la cepa por lo
que el tratamiento debe prescribirse en base a los resultados
de su antibiograma. No obstante, los resultados no se obtie-
nen de forma automática y el tiempo depende de la máquina
y técnica utilizada, por lo que inicialmente no se puede sa-
ber la cepa que ha infectado al paciente. Dado que dentro
del entorno hospitalario existen multitud cepas de pseudo-
monas aeruginosa cada una con resistencias particulares es
importante tenerlas identificadas para poder suministrar un
tratamiento adecuado [14].
En la sección 2 se exponen los objetivos del proyecto, en
la sección 3 se analiza la base de datos, en la sección 4 se
explica la metodologı́a empleada, en la sección 5 se presen-
tan los resultados obtenidos y en la sección 6 las principales
conclusiones.
2 OBJETIVOS
El proyecto tiene los siguientes objetivos principales:
1. Diferenciar e identificar las diferentes cepas de pseu-
domonas aeruginosa que hay en el hospital a partir de
la multiresistencia a los medicamentos observada en
los antibiogramas.
2. Determinar el lugar más probable en el que habita cada
tipo de cepa de la bacteria de forma que se pueda iden-
tificar el lugar origen de la infección por pseudomonas
de un paciente.
3. Conectar los resultados al sistema para que la informa-
ción pueda ser visualizada por los responsables opor-
tunos.
Objetivos secundarios:
1. Analizar la base de datos y hacer un tratamiento ade-
cuado de los valores perdidos y outliers que puedan
afectar al resultado final.
2. Implementar múltiples algoritmos de clustering y se-
leccionar el que obtenga una mejor clasificación.
3. Correlacionar las cepas detectadas con los pacientes y
las ubicaciones del hospital.
3 BASE DE DATOS
Se utiliza la base de datos del Hospital Clı́nic de Barcelo-
na con un total de 1236 muestras pseudoanonimizadas que
contienen los resultados de antibiogramas de pseudomonas
aeruginosa (los datos recogidos corresponden al año 2020).
El conjunto de datos original utilizado en el estudio contie-
ne 624 muestras. Posteriormente, se han continuado reali-
zando antibiogramas hasta un total de 612 muestras adicio-
nales que se tendrán en cuenta para el proceso de validación.
Para cada muestra se recoge la información en 34 atribu-
tos. Los dos primeros corresponden a un identificador úni-
co y al tipo de forma de adquisición de la muestra. Los 32
atributos restantes hacen referencia a un tipo de antibiótico
utilizado para el antibiograma de la muestra. No se analizan
todos los antibióticos en cada muestra por lo que hay algo
más del 72 % de valores nulos. En el resultado del antibio-
grama si la cepa de pseudomonas es sensible se identifica
con un 1 y si es resistente con un 2. De los 15 posibles ti-
pos de muestra diferentes cinco de ellas representan sobre el
93 % del total: 5 (29 %), 6 (27,2 %), 3 (19,2 %), 1 (12,5 %)
y 4 (5,1 %).
Por lo que respecta a la distribución de los valores, te-
niendo en cuenta todas las muestras y los 32 posibles an-
tibióticos para el conjunto original se tiene un total de
14.380 valores nulos donde no se ha analizado el antibióti-
co (72,02 % del total), 4.741 de casos sensibles (23,74 %
del total) y 847 casos resistentes (4,24 % del total). En el
conjunto adicional se obtiene una distribución similar con
14.259 valores nulos (72,81 % del total), 4.458 de casos sen-
sibles (22,76 % del total) y 867 casos resistentes (4,43 % del
total).
Fig. 1: Porcentaje de resistencia observada en cada antibiótico
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La Figura 1 muestra para cada uno de los antibióticos el
porcentaje de casos sensibles y casos resistentes teniendo en
cuenta el total de las muestras. Destacan algunos casos ex-
tremos de resistencia como el antibiótico 20, 26, 27 y 28 pe-
ro cuentan con un número pequeño de muestras resistentes
(73) que representan solo el 8,6 % del total de casos resis-
tentes. En este sentido, la mayor parte de los casos resisten-
tes se engloban en los antibióticos2 (14,05 %), 5 (7,56 %), 6
(14,4 %), 7 (12,52 %), 8 (11,33 %), 9 (11,1 %) y 10 (5,08 %)
que en conjunto suman 644 casos resistentes y representan
un 76,04 % del total. No obstantes, en ninguno de estos an-
tibióticos los casos resistentes llegan a alcanzar el 20 %.
Fig. 2: Recuento de la cantidad de antibióticos resistentes
por cada muestra
En la Figura 2 se puede observar la cantidad de resis-
tencias a antibióticos en las muestras analizadas. En este
caso, destaca significativamente que 379 muestras (60,7 %
del total) no presentaban ninguna resistencia y la bacteria
era sensible a los antibióticos. 50 muestras (8 %) presen-
tan 1 resistencia, 63 muestras (10 %) 2 resistencias o 47
muestras (7,5 %) 3 resistencias. También destacan algunos
valores extremos donde se puede observar cómo hay una
muestra que presenta 11, 12 o hasta 14 resistencias en el
antibiograma. El conjunto de datos adicional presenta una
distribución equivalente que se pude consultar en el apéndi-
ce A.1)
Para complementar estas datos se tiene la información re-
lativa a los pacientes de la base de datos anterior con la fe-
cha de entrada y salida de una determinada habitación. En
total hay 345 habitaciones diferentes y 253 pacientes únicos
que cambian de habitación durante el ingreso. De media, un
paciente pasa por 3,21 habitaciones antes de que se le de-
tecte un positivo por pseudomonas. La Figura 3 muestra la
cantidad de pacientes que pasan por un determinado número
de habitaciones. Como caso extremo se observa un pacien-
te que pasa por hasta 15 habitaciones diferentes. Además,
el 58,08 % de los pacientes que han pasado por más de una
habitación una de las habitaciones ha sido urgencias.
En el proceso de análisis numérico se deberán considerar
las dos bases de datos disponible y contrastar los resulta-
dos de las muestras con los pacientes, los dı́as de ingreso
y las habitaciones para validar la coherencia. Para este pa-
so se tienen en cuenta las habitaciones en las que ha estado
un paciente los 30 dı́as anteriores a la detección de la in-
fección por pseudomonas. Además, siempre se dejan 5 dı́as
de margen entre que se detecta la infección en un paciente
y se empieza a contabilizar ya que es el tiempo mı́nimo de
incubación de la bacteria.
Fig. 3: Cantidad habitaciones por las que pasa un paciente
4 METODOLOGÍA
La Figura 4 muestra las principales etapas que se debe se-
guir en el proceso de clustering para generar conocimiento
a partir de datos. Siempre se puede volver a la etapa anterior
en caso de detectar algún error. En este apartado se exponen
las fases de procesamiento y tratamiento de la base de da-
tos (4.1), los algoritmos de clustering utilizados (4.2), las
medidas de distancia (4.3) y el análisis numérico (4.5).
Fig. 4: Etapas del proceso de clustering
4.1. Procesamiento
En el apartado 3 se ha determinado que hay una gran
cantidad de valores nulos. Los algoritmos de clustering no
permiten que haya datos vacı́os por lo que se implementan
diferentes técnicas para el tratamiento de los datos. Las ope-
raciones en secuencia que se realizan sobre la base de datos
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son las siguientes:
⇒ Eliminar atributos vacı́os
El primer paso consiste en eliminar los atributos que no ten-
gan ningún valor. En el caso de que algún antibiótico no se
utilice para ninguna muestra de los antibiogramas debe eli-
minarse directamente de los datos.
⇒ Eliminar atributos con un % de valores desconocidos
(parametrizable)
Se eliminan los atributos con un número de valores desco-
nocidos determinado. En este caso, se indica un % de valo-
res nulos a partir del cual el atributo debe ser eliminado si
lo supera en valores desconocidos.
⇒ Eliminar instancias con un % de valores desconocidos
(parametrizable)
Se aplica la misma lógica que en el caso anterior, pero para
las muestras.
⇒ Agrupar por tipo de muestra (opcional)
Si la opción está seleccionada las muestras se agrupan en
subdatasets dependiendo del tipo de muestra.
⇒ Imputar un valor a los valores desconocidos
Para imputar un valor a los valores nulos se implementan los
siguientes criterios: media, mediana, moda, Bayesian ridge,
Decision tree regressor, Extra Trees regressor, KNeighbors
regressor. Para los últimos cuatro modelos se utiliza librerı́a
IterativeImputer que modela cada caracterı́stica con valores
perdidos en función de las otras caracterı́sticas y usa esa es-
timación para atribuir un valor. Lo hace de manera iterativa
por turnos: en cada paso, una columna de caracterı́sticas se
designa como salida Y y los otros atributos se tratan como
entradas X. Se ajusta un regresor que se usa para prede-
cir los valores perdidos de Y. Esto se hace para cada ca-
racterı́stica de forma iterativa y se repite según el valor de
iteraciones que se indique.
⇒ Redondear valores (opcional)
Los valores imputados pueden ser decimales dependiendo
de la opción seleccionada. Por ello, se implementa la opción
redondear los valores imputados para que la base de datos
sea completamente binaria con valores a 1 ó 2 o seguir con
el resultado obtenido en este proceso.
⇒ Eliminar atributos con todos los valores iguales
Si después del proceso de imputar valores un atributo con-
tiene el mismo valor en todas las instancias no aporta infor-
mación por lo que debe eliminarse.
⇒ Aplicar PCA (opcional)
Cabe tener en cuenta que aplicar el PCA sobre bases de
datos binarias tampoco es recomendable ya que reduce la
influencia de la dirección de varianza máxima y enfatiza las
direcciones ortogonales de varianza más baja. Esta opción
puede funcionar si al imputar los datos se obtienen valores
decimales y se sigue la ejecución. En caso de que se quiera
utilizar PCA opcionalmente se pueden hacer configuracio-
nes adicionales. Para determinar el número de componentes
de la PCA se puede indicar el porcentaje de capacidad ex-
plicativa mı́nimo que se quiere mantener.
4.2. Algoritmos
La finalidad del análisis de la base de datos es identifi-
car las diferentes cepas existentes y clasificar cada muestra
en una cepa. El conjunto de datos no ésta etiquetado y se
debe buscar automáticamente la estructura interna de los
datos realizando agrupamientos. La estrategia de machine
learning más adecuada para realizar esta tarea es recurrir a
técnicas de aprendizaje no supervisado utilizando algorit-
mos de clustering.
El clustering es una técnica que permite agrupar grandes
cantidades de datos multidimensionales en conjuntos
diferenciados o clústeres que comparten caracterı́sticas
similares. Los datos en clústeres distintos no deben guardar
ningún tipo de relación para que el análisis funcione de
forma efectiva. La Tabla 1 muestra un resumen de los
parámetros utilizados en las diferentes configuraciones de
los algoritmos. Los algortimos de clustering implementa-
dos para el análisis de los datos son los siguientes:
•K-means
La principal aplicación del algoritmo es realizar agrupa-
mientos o agrupamientos por similitud. El objetivo del algo-
ritmo es minimizar la suma de distancias entre los puntos de
un clúster y su centroide. Generalmente se utiliza la distan-
cia euclidiana como medida de distancia, pero en el caso de
los datos binarios se puede considerar el uso de la distancia
de Hamming.
Inicialmente el algoritmo recibe una matriz de M puntos
(muestras) con N dimensiones, un valor K de clúster intro-
ducidos por el usuario y toma K puntos arbitrarios de la
muestra de datos como centroide de clúster inicial. Es un
algoritmo iterativo en el que se destacan dos pasos princi-
pales. Un primer paso donde cada punto de la muestra de
datos se asigna al clúster con el centroide más cercano. Una
vez se han asignado todos los puntos a un clúster, el se-
gundo paso consiste en recalcular el valor del centroide y
repetir el algoritmo hasta la convergencia donde el valor del
centroide no varı́a o la variación no es significativa [15].
El algoritmo es muy dependiente de una buena iniciali-
zación de los centroides de los clústeres iniciales para ob-
tener agrupaciones aceptables ya que puede converger en
mı́nimos locales. Por este motivo se han elaborado diferen-
tes técnicas que optimizan la selección de los K centroides
iniciales [16].
Otra limitación del algoritmo es que el rendimiento de-
pende de la exactitud del valor K que además debe ser in-
troducido por el usuario, por lo que se debe utilizar algún
método para encontrar el valor más adecuado para la dis-
tribución de datos concreta. En este proyecto se utiliza el
método de elbow para realizar esta tarea. Por lo que respecta
a la distribución, k-means es adecuado para distribuciones
isotrópicas de los datos, pero falla para formas alargadas o
con superposición de grupos. En este sentido, tampoco sa-
be diferenciar entre densidades y solo se basa en distancia
a los centros para asignar un punto a un clúster, por lo que
puntos extremos pueden quedar mal clasificados si tiene el
centro de otro clúster a menor distancia.
También es importante tener en consideración que el
algoritmo es muy sensible al ruido y los valores outliers
de forma que debe hacerse un tratamiento de los datos
previamente a la ejecución. En este contexto, se entiende
que generan ruido aquellos atributos que no son útiles para
hacer una predicción y provocan que el resultado empeore o
que crean una relación de casualidad en lugar de causalidad
con las que llegar a conclusiones inexactas y equivocas [17].
•Spectral clustering
Parte de la idea de representar los datos de las muestras ori-
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TABLA 1: OPCIONES DE CONFIGURACIÓN ALGORITMOS
K-means Spectral clustering Mean-Shift GMM POPC
Distancia
Euclidiana




Elbow Elbow None AIC None
Silhouette
Inicialización K-means++ K-means++ None None K-means++
Tolerancia 0.001 0.001 None None 0.0001
Iteraciones 200 200 200 100 300
ginales mediante un grafo de similitud. En primer lugar, me-
diante métodos de álgebra lineal se debe realizar el cálculo
de los valores propios para construir la matriz de similitud
de los datos, siendo las matrices de vectores propios lapla-
cianas una de las principales herramientas. A partir de es-
ta nueva matriz se puede reducir la dimensionalidad de los
datos seleccionando las caracterı́sticas más importantes y
realizar un proceso de clusterización usando un algoritmo
estándar como k-means sobre esta nueva representación de
los datos. Dado que las muestras a clasificar contienen datos
binarios en este trabajo se construye la matriz calculando un
grafo de k-nearest neighbor [18].
Alguno de los puntos fuertes de este algoritmo es que se
puede utilizar para grandes conjuntos de datos y no realiza
una suposición sólida sobre la forma de los clústeres, a di-
ferencia del algoritmo de k-means que tiene una tendencia
a realizar grupos esféricos y con poca varianza. Tampoco
existe el problema de quedarse atascado en mı́nimos loca-
les o ser dependiente de la inicialización. Con spectral clus-
tering se pueden resolver problemas muy generales como
espirales entrelazadas [18].
La principal limitación del algoritmo es que antes de
poder realizar la construcción del grafo de similitud se
debe definir una función de similitud adecuada. Encontrar
esta función es una tarea compleja ya que va a depender
de la distribución de los datos. Para este proyecto se utiliza
la función de similitud nearest neighbors para construir
el grafo de similitud ya que las muestras de una misma
cepa deben estar próximas entre ellas. Además, una vez
construida la matriz de similitud se realiza una clusteriza-
ción con el algoritmo de k-means, por lo que comparte la
debilidad de tener que introducir el valor K adecuado [18].
•Gaussian Mixture Model
GMM se trata de un modelo estadı́stico en el que se asume
que todos los puntos del conjunto de los datos multidimen-
sionales se generan a partir de una mezcla de un número
finito de distribuciones gaussianas multivariadas. El mode-
lo debe conocer el número de componentes de los datos ya
que se tendrán tantas gaussianas como componentes. Para
realizar esta estimación en este trabajo se utilizan tres cri-
terios: el Criterio de información bayesiano (BIC), Criterio
de información de Akaike (AIC) o el método Silhouette.
Para muestras de datos no etiquetadas ajustar los paráme-
tros de las distribuciones es complicado y se utiliza junto al
algoritmo Expectation–maximization [19].
Se trata un algoritmo iterativo en dos pasos donde en la
etapa de Expectación genera distribuciones con parámetros
razonables en función de los datos y calcula probabilidades
de cada uno. Para ello usa la media actual y la suposición de
la desviación estándar para calcular las probabilidades. En
la fase de Maximización actualiza la media y la desviación
estándar para maximizar las probabilidades. El algoritmo
calcula dónde ha de estar centrada la gaussiana y su orien-
tación comprobando la cercanı́a de cada muestra realizando
un descenso coordinado hasta la convergencia [20].
Se trata de un método de soft clustering ya que cada
punto tiene una probabilidad de pertenecer a los diferentes
grupos con lo que se distingue de k-means que realiza
hard clustering donde cada punto pertenece a un único
grupo. Por otro lado, k-means funciona con distribuciones
esféricas, pero falla cuando la forma de la distribución
es alargada, hay superposición de clases o no tienen en
cuenta las diferentes densidades de la distribución. Por
su parte GMM asume distribuciones normales y realiza
agrupaciones suaves para cada clase con probabilidades,
por lo que es bueno para estimaciones de densidad. Ajusta
una serie de distribuciones normales al conjunto de datos
mediante la estimación de un parámetro. No obstante, esta
caracterı́stica de asumir distribuciones normales es una
limitación del algoritmo que va a depender del tipo de datos
que se deben agrupar [20].
•Mean-Shift
Considera el espacio de caracterı́sticas como una densidad
de probabilidades. Tiene un funcionamiento básico similar
al k-means en el hecho de que se basa en centroides que
se actualizan en función de los puntos asignados al clúster
determinado. Todas las muestras evolucionan y se mueven
hacia la zona de máxima probabilidad que tienen alrededor
en función de sus vecinos. Por lo tanto, para determinar la
dirección se tiene en cuenta una vecindad que debe ser de-
limitada en cuanto a su tamaño. El algoritmo recibe como
parámetro la dimensión de la ventana deslizante que se de-
be analizar alrededor de cada punto y establece de forma
automática el número de clústeres [21].
Cuanto mayor sea el tamaño de la ventana mayor será
la simplificación que se realiza. A partir de la ventana el
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algoritmo calcula la media local de los puntos que contiene
y mueve la ventana hacia la dirección en el que se encuentra
el valor de la media más alto. De esta forma, si hay zonas
densas se acercará a esas agrupaciones para aumentar esa
densidad hasta establecerse como clústeres. El algoritmo no
asume ninguna forma predefinida en el conjunto de datos
y puede usarse en espacios de caracterı́sticas arbitrarios.
Por otro lado, mientras que en k-means se debe indicar
el número de clústeres, el algoritmo de mean-shift los
encuentra de forma automática. No obstante, el tamaño de
la ventana que se debe introducir es decisivo a la hora de
que el algoritmo realice una correcta clasificación ya que
puede fusionar o separar clústeres si no es el adecuado.
No existe un tamaño de ventana correcto por definición y
depende de cada conjunto de datos, por lo que para este
trabajo se utiliza un algoritmo de estimación lo cual añade
coste computacional [21].
•POPC
Powered Outer Probabilistic Clustering se basa en el cálculo
de probabilidades descontadas de diferentes caracterı́sticas
que pertenecen a diferentes grupos. Para el cálculo de las
caracterı́sticas se tienen en cuenta si está activa o no, por lo
que es ideal para conjunto de datos binarios. El algoritmo
se inicia utilizando el algoritmo k-means con un número k
de clústeres igual a la mitad del conjunto de las muestras.
Se utiliza un sistema de back-propagation para reducir el
número de clústeres y utiliza probabilidades externas po-
tenciadas para reorganizar las muestras a partir una función
de evaluación. El proceso finaliza cuando la reorganización
de las muestras no aumenta la función de evaluación. Este
algoritmo converge en un número óptimo de clústeres y con
agrupaciones de mayor calidad que el algoritmo clásico de
k-means [22].
4.3. Medidas de distancia
Al utilizar un algoritmo de clustering es importante el
concepto de distancia y las diferentes posibles medidas
aplicables ya que afectan al resultado de la clasificación
dependiendo del conjunto de datos. Las medidas de distan-
cias permiten medir la similitud de muestras normalizadas.
Las distancias utilizadas en este trabajo son las siguientes:
•Euclidiana
Es la distancia entre dos puntos en un espacio euclidiano.
Se trata de una medida adecuada cuando los datos son de




(x2 − x1)2 + (y2 − y1)2 (1)
•Hamming
Se utiliza para medir el número de valores diferentes entre
dos cadenas de la misma longitud. Generalmente se usa
para comparar dos vectores binarios.
1 0 1 0 0 0 1
0 0 1 0 1 0 1→ d(H) = 2
•Hamming (implementación)
Se realiza una implementación de la distancia de Hamming
que redondea el valor de la resta a 0 o 1 para valores
decimales. Si un punto es [1,0,0] y el otro [0.6, 0.4, 0.6]
la distancia de Hamming será [0.4, 0.4, 0.6] que acabará
redondeada a [0,0,1] por lo que la distancia resultante es 1.
De esta forma el valor de la distancia siempre será un valor
entero.
•Manhattan
Medida geométrica donde distancia entre dos puntos es la
suma de las diferencias absolutas de sus coordenadas. Es





|pi − pi| (2)
donde p = (p1, p2, ..., pn) y (q = q1, q2, ..., qn) son
vectores.
•Minkowski
Es una generalización tanto de la distancia euclidiana co-
mo de la distancia de Manhattan. Se utiliza en el espacio
vectorial normalizado y con el parámetro p se manipula la
métrica para que se parezca a otras:
– p = 1→ Distancia de Manhattan
– p = 2→ Distancia euclidiana










Es la medida de distancia del algoritmo GMM y permite
determinar la similitud entre dos variables aleatorias multi-
dimensionales. Se utiliza en problemas en los que se busca
conocer la distancia y la correlación entre las variables, su-
perando las limitaciones de la distancia euclidiana.






Al no disponer de ground truth se deben utilizar métricas
de validación que permitan medir el rendimiento a partir
del propio modelo. Esta validación se basa en el concepto
de cohesión (la distancia que hay entre los puntos de un
mismo clúster) y separación (la distancia entre dos clústeres
diferentes). Las métricas utilizadas son:
•Coeficiente Silhouette
Esta métrica se calcula a partid de dos componentes: la
distancia media entre una muestra y cada uno de los puntos
restantes de la misma clase y la distancia media entre la
muestra y todos los puntos del clúster más cercano. Las
puntuaciones oscilan entre -1 y 1 donde una puntuación
de 1 indica grupos densos y bien separados mientras que
valores cercanos a 0 superposición de clases. Generalmente
se obtiene resultados más altos para grupos convexos que
para otro tipo de formas [23].
•Índice Calinski-Harabasz
El ı́ndice mide la media de la dispersión entre clústeres
DANIEL PARDO NAVARRO: SISTEMA PARA IDENTIFICAR BACTERIAS MDR: PSEUDOMONAS AERUGINOSA 7
cercanos y la dispersión interna de cada clúster donde
la dispersión se define como la suma de las distancias al
cuadrado. Obtiene una puntuación alta para grupos densos
y bien separados. Hay que tener en cuenta que los clústeres
con forma convexa obtienen una puntuación más alta que
otro tipo de formas [24].
•Índice Davies-Bouldin
El ı́ndice calcula la similitud promedio entre clústeres com-
parando las distancias del clúster con su tamaño. La mejor
puntuación posibles es 0 que indica la mejor separación en-
tre clústeres. Los grupos convexos tienden a obtener un peor
resultado con esta métrica [25].
4.5. Análisis numérico
Fase 1. Para cada clusterización realizada se correlacio-
nan los pacientes a los que corresponden las muestras de
antibiogramas, la habitación en la que ha estado y el tipo de
cepa que se le ha asignado en cada caso. A continuación,
se analizan los datos de los pacientes infectados respecto
del total de pacientes para evidenciar si una habitación está
contaminada por al menos una cepa de pseudomonas. Se
comprueba para cada caso el número de positivos y nega-
tivos que hay en la habitación y el número de positivos y
negativos de la planta.
Para evaluar la relación entre una habitación y los ca-
sos positivos por pseudomonas se utiliza el estadı́stico chi
cuadrado. Se trata una prueba de estadı́stica descriptiva que
permite extraer información de una muestra para determinar







Como resultado de aplicar el estadı́stico, Un nivel de sig-
nificancia α de 0.01 indica que hay un 1 % de concluir que
existe una relación entre variables y sea trate de un error. Si
un valor p ≤ α se rechaza la hipótesis nula H0 y se conclu-
ye que las variables son dependientes ya que existe una re-
lación estadı́sticamente significativa entre las variables. Por
el contrario, si un valor p > α no se puede concluir que
las variables estén relacionadas. En nuestro estudio si el re-
sultado de aplicar el test es estadı́sticamente significativo
implica que la habitación está contaminada.
Fase 2. Por otro lado, para verificar el sistema se utiliza
cada muestra del conjunto de datos adicional seleccionado
las habitaciones en las que ha estado hospitalizado el pa-
ciente de la muestra y se comprueba en las diferentes con-
figuraciones si aparece la habitación clasificada en alguno
de los clústeres. En caso de coincidencia se recuperan los
clústeres en los que aparece asociada la habitación. Si la
distancia de Hamming de la muestra es 0 a uno y solo uno
de estos clústeres implica que la muestra se puede asociar
correctamente a dicho clúster y la cepa se puede identificar.
En el caso de que haya dos clústeres con distancia 0 implica
que las fronteras no son claras y no se puede determinar la
cepa a la que pertenece la muestra con certeza. Si la distan-
cia es diferente de 0 la muestra puede ser totalmente nueva
nunca antes vista o que se encuentre en otra habitación.
Al realizar este análisis para cada configuración se con-
tabilizan los errores entendidos como aquellas muestras de
una habitación que se pueden asociar a más de un clúster y
como acierto las que pertenecen a un único clúster.
5 RESULTADOS
5.1. Análisis general de habitaciones conta-
minadas
La Tabla 2 muestra la distribución de los casos positivos
en las diferentes zonas del hospital y la cantidad de habita-
ciones significativas al aplicar el test de chi cuadrado sobre
los datos generales del hospital. Entre ellas destaca la zona
de Planta con el menor porcentaje de habitaciones signifi-
cativas (3,68 %) y, en el caso opuesto, Otras con más de un
28 % de habitaciones significativas.
A partir de estos resultados no se pueden identificar las
cepas ya que son un conglomerado. Al analizar las cepas
de cada habitación por separado no se puede identificar una
cepa de forma clara y los resultados obtenidos pueden no
reflejar la realidad. Además, un paciente está de media en
más de 3 habitaciones diferentes durante la estancia en el
hospital y en una habitación puede haber más de una cepa.
Por lo tanto, es necesario continuar con el análisis de los re-
sultados de los algoritmos de clustering para tratar de iden-
tificar las cepas en función de la habitación y determinar ası́
la resistencia y el antibiótico de tratamiento más adecuado.







Urgencias 265 50 3 (6,00 %)
Planta 287 190 7 (3,68 %)
UCI 123 46 3 (6,52 %)
Intermedio 60 31 3 (9,68 %)
Otras 78 28 8 (28,57 %)
5.2. Clusterización
Las combinaciones de opciones posibles de ejecutar los
algoritmos de clustering producen un total de 1624 con-
figuraciones diferentes. La mitad de estas configuraciones
agrupan los datos en subconjuntos en función del tipo de
muestra mientras que la otra mitad no lo tenı́a en cuenta.
Agrupar las muestras produce una segregación del total de
las 624 muestras en 15 conjuntos, algunos muy reducidos
o con una única muestra. Los resultados obtenidos por los
algoritmos de clustering para estas configuraciones es ines-
table ya que el número de muestras para los conjuntos es
demasiado pequeño. Las 812 configuraciones que realizan
este proceso de clustering se eliminan antes de realizar un
análisis más profundo de los resultados, aunque puede ser
una práctica relevante en el caso de tener un mayor número
de muestras totales.
5.3. Validación interna
Se calculan los ı́ndices de validación interna menciona-
dos en la sección 4.4 sobre las 812 configuraciones restantes
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y se hace una selección de las mejores configuraciones de
la siguiente manera: en el coeficiente Silhouette las confi-
guraciones con una puntuación mayor a 0.45 (319 casos),
en el ı́ndice Calinski-Harabasz las configuraciones por de-
bajo del 0.3 % respecto del peor resultado (255 casos) y en
el ı́ndice Davies-Bouldin las configuraciones que estén por
encima del 0,5 % respecto del mejor resultado (210 casos).
A continuación se cruzan los 3 ı́ndices y se obtiene un total
de 92 muestras (11,33 % del total de 812) como las mejores
opciones posibles atendiendo a las métricas empleadas. La
Tabla 3 un resumen de las caracterı́sticas de las configura-
ciones donde destaca el algoritmo de k-means con 85 casos
(92,39 % del total). Por lo tanto, estos resultados indican
que las muestras se pueden clasificar en grupos esféricos y
con poca varianza ya que es una caracterı́sticas del algorit-
mo k-means. Además, el hecho de que aparezcan configu-
raciones significativas de GMM puede deberse a que haya
una ligera superposición de clases y fronteras difusas.





Bayesian ridge 13 1
Decision tree 11 -






Teniendo en cuenta estas 92 configuraciones al aplicar
el test de chi cuadrado se detectan 11 habitaciones signifi-
cativas adicionales por lo que el número aumenta hasta 35
respecto de las 24 identificadas en la Tabla 2. Por lo tanto,
el test de chi cuadrado falla si se utiliza sobre los datos ini-
ciales ya que no tiene en cuenta un desglose por cepa entre
las habitaciones.
Se utiliza el conjunto de datos de muestras adicional que
se adquirieron posteriormente al inicio del proyecto para
validar las configuraciones anteriores. En este conjunto de
datos no hay pacientes que han estado en 12 de las habi-
taciones significativas (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12)
por lo que se pueden evaluar 23 de las 35 habitaciones sig-
nificativas detectadas después de utilizar los algoritmos de
clusterización.
5.4. Verificación del sistema
El resultado de la distancia de Hamming de las mues-
tras del conjunto adicional a las configuraciones seleccio-
nadas desprende un valor mı́nimo de errores de 8 y máximo
11. Por lo que respecta a los aciertos el mı́nimo es 12 y el
máximo 16. Además, en el caso de los aciertos, cabe tener
en cuenta la distancia a la que se encuentra la muestra de
algún elemento del clúster, siendo la mejor puntuación 0.
No obstante, algunas habitaciones tienen muestras muy
dispares y más de una cepa asociada. En estos casos, la ha-
bitación se representa en más de un clúster lo que pude pro-
ducir que esté contabilizada tanto en los aciertos como en
los errores a la vez dependiendo de cada muestras. Por lo
tanto, se deben excluir de los aciertos todas las habitacio-
nes que también aparecen como error para asegurarnos de
que todas las habitaciones restantes en los aciertos permi-
tan identificar de manera unı́voca una muestra con una ce-
pa. Una vez filtradas las habitaciones, el valor mı́nimo de
aciertos es 6 y el máximo 10.




UCI 14, 15, 16
Intermedio 17
Otras 18, 19, 20, 21
Este hecho también se debe tener en cuenta a la hora de
contabilizar los errores ya que las habitaciones que contie-
nen diferentes cepas producen un error al no poder clasificar
de forma clara una muestra. En la Tabla 4 se muestran hasta
9 habitaciones identificadas con más de una cepa por todas
las configuraciones, por lo que no se puede determinar la ce-
pa concreta de pseudomonas de la infección de un paciente
a partir de estas habitaciones.
En el resto de habitaciones significativas no hay una úni-
ca configuración que consiga identificar las cepas de cada
habitación, por lo que la solución será un conjunto de con-
figuraciones que funcionan mejor o peor en base a la habi-
tación concreta. Para seleccionar las configuraciones finales
se establecen dos criterios esenciales: que permita (a distan-
cia 0). Con estos criterios hay 4 configuraciones (990, 1121,
1487 y 1527) que permiten identificar las cepas de hasta 9
habitaciones de forma correcta aunque coinciden en gran
parte de las habitaciones. Para complementar este grupo se
buscan las configuraciones que permitan identificar cepas
de las habitaciones que faltan a distancia 0 el mayor número
de muestras posibles. Al grupo anterior se suman 3 configu-
raciones nuevas (1093, 1331 y 1558) y para evitar duplicar
información de las habitaciones el grupo de configuraciones
finales lo componen 4 configuraciones (1093, 1121, 1331 y
1558). La Tabla 5 muestra un resumen de las habitaciones y
la configuración que es capaz de identificar la cepa de pseu-
domonas de forma unı́voca y la Tabla 6 las caracterı́sticas
generales de las configuraciones finales. Cabe destacar que
la habitación 25 es el único caso en el que no se detectan
dos cepas diferentes, pero la cepa se identifica con un error
diferente a 0 lo cual se debe a que las muestras analizadas
nunca se hayan visto antes o que la cepa provenga de otra
lugar. Como dato destacable solo las configuraciones que
utilizan PCA pueden identificar correctamente las cepas de
la habitación 26.
De las 24 habitaciones significativas de estar contamina-
das por pseudomonas vistas en la Tabla 3, en la Tabla 4 se
pueden ver 9 habitaciones en las que existe más de una ce-
pa y no se puede discernir la cepa que causa la infección
mientras que en la Tabla 5 se muestran 15 habitaciones y
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TABLA 5: HABITACIONES Y CONFIGURACIONES
Habitación Configuración
Urgencias










31 1121 1558 1093
UCI 32 1093
Intermedio 33 1558 1093 1331
Otras
34 1121 1558 1093 1331
35 1121 1558 1093
* Habitación con error diferente a 0
la configuración que permite identificar la cepa de forma
unı́voca.
TABLA 6: CONFIGURACIONES FINALES
Configuracion Algoritmo Clústeres Tratamiento Distancia PCA
1093 K-means 9 Bayesian ridge Manhattan Sı́
1121 K-means 5 KNN Euclidiana NO
1331 K-means 6 KNN Euclidiana NO
1558 K-means 5 Media Euclidiana NO
Se validan los resultados obtenidos comparando para ca-
da habitación las resistencias y los antibióticos más adecua-
dos de las muestras de pacientes nuevos respecto del con-
junto de datos original. Además, se comparan la coherencia
en los grupos creados de las 4 configuraciones selecciona-
das para validar que un conjunto de habitaciones agrupadas
como una misma cepa se mantiene en el resto. La Tabla 7
muestra los resultados obtenidos donde se detectan 5 cepas
diferentes y los antibióticos recomendados en base a la re-
sistencia de la cepa ordenados de mejor opción a peor hasta
un error máximo inferior al 5 %. Los resultados obtenidos
no coincide en todos los casos con las resistencias anali-
zadas en la Figura 1 de la base de datos lo que indica que
no eran visibles o evidentes y ha sido necesario realizar la
clusterización.
6 CONCLUSIONES
Se ha desarrollada una metodologı́a para la detección de
cepas de pseudomonas aeruginosa que se puede volver a
procesar en una futura evolución de la bacteria.
El estadı́stico chi cuadrado antes de tener en cuenta los
datos de la clusterización produce una subestimación de la
habitaciones significativas de estar contaminadas por una
cepa de pseudomonas.













B 25 10, 1, 5
C
26
1, 10, 5, 2
29
D 32 10, 5, 1
E 28 8, 7, 9
Se identifican un total de 35 habitaciones significativas
de estar infectadas por pseudomonas de las cuales 12 han
quedado excluidas del análisis al no existir muestras, en 9
se identifica más de una cepa de pseudomonas y en 14 se
puede detectar la cepa de forma unı́voca.
Para las 14 habitaciones en las que se identifica la cepa
de pseudomonas se realiza una recomendación de los anti-
bióticos más adecuados para el tratamiento.
No se puede determinar de una manera precisa el trata-
miento más adecuado en habitaciones con más de 2 cepas
de pseudomonas.
Los resultados obtenidos permiten desarrollar polı́ticas
para la asignación de habitaciones dependiendo de las ca-
racterı́sticas del paciente.
Relacionado con el punto anterior, un trabajo futuro del
proyecto es poder predecir los pacientes que son suscepti-
bles de ser infectados por pseudomonas aeruginosa en base
a sus caracterı́sticas y comorbilidades. Otra lı́nea de inves-
tigación serı́a realizar el estudio sobre los 60, 90 o 365 dı́as
anteriores de que se detecte un paciente como infectado y
comparar la evolución.
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APÉNDICE
A.1. Base de datos
Figuras adicionales del conjunto de de antibiogramas adicionales.
Fig. 5: Porcentaje de resistencia observada en cada antibiótico
Fig. 6: Recuento de la cantidad de antibióticos resistentes por cada muestra
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A.2. Medicamentos
TABLA 8: MEDICAMENTOS UTILIZADOS EN LOS ANTIBIOGRAMAS
Número de referencia Antibiótico
1 Amikacina
2 Ciprofloxacina
3 Ceftolozano/tazobactam
4 Ceftazidima/avibactam
5 Gentamicina
6 Imipenem
7 Meropenem
8 Pipera/tazobactam
9 Ceftazidima
10 Tobramicina
11 Colistina
12 Ertapenem
13 Cefotaxima
14 Cotrimoxazol
15 Clindamicina
16 Eritromicina
17 Levofloxacina
18 Linezolid
19 Oxacilina
20 Penicilina
21 Rifampicina
22 Vancomicina
23 Aztreonam
24 Cefepime
25 Tetraciclina
26 Amoxicilina/clavulánico ácido
27 Ampicilina
28 Cefuroxima
29 Fosfomicina
30 Teicoplanina
31 Nitrofurantoina
32 Cefiderocol
