In general, neurons code information as patterns of spike activity. These patterns in part reflect patterning in the current input activity, but they also reflect intrinsic membrane properties of the neuron, and perhaps most importantly, spike activity itself can alter these properties, and how a neuron will respond to its inputs. Such changes occur over different time scales and via different mechanisms in different neuronal types, and as a result, different neuronal types have different capacities for processing information. Accordingly, understanding how information is coded in a particular neural network requires understanding the information processing abilities of each neuronal type from which the network is constructed. Here we seek to show how a concise computational model of the information processing capacity of a single neuronal type can be constructed from recordings of trains of action potentials.
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Introduction
In general, neurons code information as patterns of spike activity. These patterns in part reflect patterning in the current input activity, but they also reflect intrinsic membrane properties of the neuron, and perhaps most importantly, spike activity itself can alter these properties, and how a neuron will respond to its inputs. Such changes occur over different time scales and via different mechanisms in different neuronal types, and as a result, different neuronal types have different capacities for processing information. Accordingly, understanding how information is coded in a particular neural network requires understanding the information processing abilities of each neuronal type from which the network is constructed. Here we seek to show how a concise computational model of the information processing capacity of a single neuronal type can be constructed from recordings of trains of action potentials.
In particular, oxytocin neurons in the rat discharge under the influence of randomly arriving excitatory and inhibitory postsynaptic potentials (EPSPs and IPSPs) (Armstrong, 1995) . When EPSPs summate to trigger a spike, the resulting calcium entry into the cell triggers the opening of calcium-activated potassium channels, resulting in a hyperpolarising after potential (HAP) that makes the cell relatively inexcitable for typically about 50 ms after a spike. This is a relative, timedependent inexcitability, and we have previously shown that its effects can be mimicked in a modified leaky integrate and fire model of a neuron by assuming that a spike instantaneously raises the spike threshold, and that this change decays exponentially.
However, the HAP is not the only activity-dependent conductance change that affects cell excitability. When strongly activated to fire repeated spikes, the membrane potential of oxytocin cells shows a deep, prolonged hyperpolarisation called the afterhyperpolarisation (AHP). This hyperpolarisation, it is thought, is the result of the temporal summation of small, prolonged hyperpolarisations that accompany each spike (Stern and Armstrong 1996) .
Thus oxytocin cells are thought to have at least two distinct mechanisms that produce postspike hyperpolarisations, with different dynamical characteristics. Here, we asked whether it is possible to detect the separate influences of the two similar mechanisms simply by analysing the spontaneous discharge characteristics of oxytocin cells. We show that oxytocin cells have spontaneous discharge characteristics that can be well fit by a leaky integrate-and-fire model that incorporates both an HAP and an AHP, but which cannot be fit by models with a HAP alone. We show how a simplex search algorithm can be applied to spike train data to estimate the best fit to parameters for the HAP and AHP, and show the limits of effectiveness of the algorithm by testing it M a n u s c r i p t 2 on data generated by a model. The methods that we show here are generalisable to analysis of any neuron whose recorded activity is governed by random inputs subject to deterministic activitydependent effects on excitability.
Materials and Methods
The oxytocin cell model is a modified "leaky integrate-and-fire model" (Tuckwell, 1988) ; it simulates the firing response to Poisson randomly timed, exponentially decaying, input pulses, representing excitatory and inhibitory post-synaptic potentials (EPSPs and IPSPs) at mean rates I re and I ri ; the IPSP frequency I ri can be defined as a proportion of I re given by I ratio . Two variables, v and Θ represent the membrane potential and the spike threshold. t s gives time since the last spike.
EPSPs and IPSPs in oxytocin cells have a magnitude of 2-5 mV and last for 5-10 ms, and here we assume that at resting potential EPSPs and IPSPs have equal and opposite magnitude (4 mV) and a half life of 7.5 ms. Reversal potentials for EPSPs and IPSPs, v e and v i , are set at -38mV and -72mV from estimates in (Randle et al., 1986) . Their amplitudes e h and i h are defined:
( )
where a = 0.4 and b = 0.04. The Poisson random process generates PSP counts e n and i n at each time step to give summed input:
h n h n I e e i i  
The resting potential, v rest , and spike threshold at rest, Θ 0, for oxytocin cells are -62 mV and -50 mV (Bourque and Renaud, 1990) . Membrane potential v is defined :
where γ is the PSP half life (7.5ms), equivalent to leak conductance.
When v exceeds the spike threshold, Θ, the neuron fires a spike and the spike interval is recorded.
A refractory period, caused by the HAP, is simulated by increasing Θ and allowing this to decay exponentially. k H and λ H define the HAP magnitude and decay rate to give
M a n u s c r i p t 
The default parameters for the HAP (k H = 60, λ H = 0.1), I re (300Hz) and I ratio (1), produce a firing rate in the normal range for oxytocin cells. These values were previously used to fit the model with just the HAP to real spike data, by matching firing rate and ISI distributions (Leng et al., 2001) . The model uses a 0.1ms step size and was implemented in Visual C++ (Microsoft Corp., US). Simulations were run for 1000-100000s of simulated activity.
Experimental Data
The spike data used for comparison with the model consists of five recordings from different sources, but all in-vivo extracellular recording of basal activity in oxytocin cells of anaesthetised rats. They vary from 5000 to 100000 spikes. Most of the results presented use a single recording as an example, but all recordings showed similar features and results.
Spike train analysis
We examined the relationship between the timing of a spike and the activity immediately before. We looked at all ISIs of a particular length (T0) and compared them with the mean previous ISI (T1). The analysis was extended by examining trains of ISIs, plotting the mean sum of their lengths against T0 to test whether the effect might accumulate. To generate a fit measure, we calculate the probability of each individual ISI length based on the preceding ISIs. A reduced version of the model takes a series of ISIs and simulates the AHP following each spike to produce a final AHP value. This AHP value is then used to run the model for a single spike firing. By repeatedly running the model, a histogram is generated showing the probability distribution of ISIs following the train of ISIs from the real data. This histogram is then used to get an approximate probability for the actual ISI length. This is repeated for each ISI in the real data, and the log probabilities of each ISI are summed to give the log likelihood: M a n u s c r i p t
where Χ is the set of parameters and δ i-20 ,…,δ i-1 are the 20 most recent ISIs, enough to estimate the current AHP. The log likelihood gives a measure of how well a particular set of parameters fits the data, taking into account dependence of spike response on previous firing activity.
The histograms are usually generated from 10000 spikes and use 10ms bins. A smaller bin width gives a more exact match to the ISI length being tested but increases error due to the limited number of spikes. Varied bin widths are tested in Fig. 4 showing little variation in the log likelihoods.
Binning the histogram on a non-linear scale was also tested (not shown) but made no difference to results. In addition, rather than generating a histogram for each spike in the recorded data, approximately 100 histograms are generated covering the range of detected AHP values. Detected AHP values are binned with width varying from 0.01mV to 0.5mV depending on their range, though AHP parameters in a normal physiological range will use a bin no larger than 0.05mV.
These approximations increase error in the log likelihood but are necessary to reduce computation time.
Simplex search
This is a standard multiple parameter search algorithm called the downhill simplex method (Nelder and Mead, 1965) . In this algorithm, an initial set of parameter vectors forms an apex of points (in the search space, with each varied parameter a dimension) that vary from the apex in just one dimension. The simplex moves through the search space, changing one point (parameter vector) at a time, using several methods including stretching one point away from the others, reflecting itself, shrinking, or tilting onto another side. Its goal is to have all parameter vectors within a proportional range (defined by parameter ftol) of the best fit score. Initial parameter vectors are set up to cover the range of plausible parameter values. Its implementation is based on Press et al. (1992) .
Results
Spike recordings and ISI histograms
The model with just the HAP was used to generate trains of 500000 spikes with varied parameters, to produce 1ms bin ISI histograms. Decaying exponential curves produced good fits (P < 0.0001) to the tail of each histogram using the equation y = ae -bx , where x and y correspond to the M a n u s c r i p t (Fig. 1b) to compensate the firing rate (Fig.1d) . Varying EPSP and IPSP amplitude or duration (not shown) also shows the same result. Thus it is clear that the firing rate dominates the form of the ISI histogram, and that differences in the structure of the input cannot be distinguished.
By contrast, differences in the HAP had readily distinguishable effects on the ISI distribution. The HAP is defined by its initial magnitude, k H , and its decay rate, λ H . With k H at 60mV, λ H was varied from 0.001 to 0.5 (half-life 693 to 1.4ms). A larger λ H corresponds to a shorter HAP and higher firing rate (Fig.2a) , and shifts the histogram mode to the left ( Fig.2b ) with a higher peak (λ H = 0.01, 2.4 spikes/s, mode 351ms, 1862 spikes; λ H = 0.5, 9.1 spikes/s; mode 11ms, 4935 spikes). As these are largely due to the change in firing rate, ISI histograms were generated with I re adjusted to match a common firing rate of 7 spikes/s. The histograms (Fig.2c ) still showed an earlier, smaller mode for a shorter HAP (λ H = 0.07, mode 65ms, 3787 spikes; λ H = 0.2, mode 32ms, 3524 spikes).
ISI Histogram Based Model Fitting
Previously, the model was fitted to data by varying I re and λ H , using I re to match the firing rate and then adjusting λ H to match the refractory period, by histogram matching (Fig 4a; fit λ H = 0.11, I re = 250). On the basis of the ISI histogram, matching input activity and the HAP is sufficient to fit the model, and reproduce cell firing behaviour. The histograms however don't preserve any information on spike ordering.
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To detect any potential dependence on previous activity we developed a new analysis technique. If firing is independent, the current ISI T1 should show no correlation with the previous ISI, T0.
We tested this on oxytocin cell recordings (Fig.5a ); we found a negative correlation between mean T0 and T1 (fitted slope -0.074, P<0.0001). The effect is small, and large numbers of ISIs (about 1h of recording) are needed to detect it. The same analysis applied to fitted model generated data found no correlation (Fig 5c) . The slope varies with longer trains of ISIs (Fig.5b) ; after an initial increase in the negative gradient for trains of up to 7 ISIs (from -0.07 to -0.26), the slope then reduces as the train becomes too long for earlier spikes to have an influence.
The AHP was added to the model in order to test whether it was sufficient to explain this effect.
The AHP augmented model
The AHP is much smaller than the HAP (~ 0.5mV after a single spike), and at physiological firing rates it might not be expected to have much effect. However, with k A = 0.5 and λ A = 0.002
(half-life 347ms) the model cell fires at 5.3 spikes/s vs 7.3 spikes/s without the AHP. Increasing k A (Fig. 3a) reduces the firing rate, attenuates the histogram mode, and increases the number of longer ISIs (k A = 0, 7.3 spikes/s; mode 50ms, 3763 spikes; k A = 1, 4.3 spikes/s; mode 66ms, 1952 spikes).
There is also a mode shift to the right, and an accompanying increase in gradient approaching the Adjusting I re to match a firing rate of 7 spikes/s shows that k A has little effect on the histograms ( Fig. 3b ), except for a slight attenuation of the mode as k A increases. Thus, unlike the HAP, the AHP's effect on the ISI distribution is almost entirely due to its effect on firing rate.
Results with varied λ A are similar (Figs. 3e, 3f), there is no detectable effect of λ A on frequency compensated ISI histograms, or with no AHP accumulation.
The effect of the AHP on firing rate indicated that the augmented model would have to be refitted. We started with the fit without the AHP (λ H = 0.11, I re = 250); adding the AHP and adjusting I re to match the firing rate left a deficit of short ISIs, but reducing k A and readjusting I re produced a good fit (fit λ H = 0.11, I re = 290, k A = 0.3, λ A = 0.002). Importantly, a good fit did not require changing the HAP parameters (Fig.4b ). The refitted model was then used to generate 5000
A c c e p t e d M a n u s c r i p t 7 ISIs (Fig. 5d) , and these showed a negative correlation between T1 and T0 (fitted gradient -0.079,
P<0
.0001, real data -0.074). Longer trains showed a similar initial increase in negative correlation ( Fig. 6a ), but not the reduction in correlation observed with real data ( Fig. 5b ) with very long trains, where repeated runs showed high variability and large error in the fitted gradients. Using more ISIs reduced the error (Fig. 6b , 100000 ISIs) but this much data is seldom available in experiments. The gradient effect at longer trains in the experimental data is consistent despite error, suggesting some effect not present in the model.
Thus the current technique cannot accurately detect the gradients of long ISI trains, but gives consistent results for shorter trains (~8 ISIs), and for these the AHP model matches the effect observed in real data. The main variation between experimental and model data is in the gradients fitted to longer trains. After the initial increase in negative correlation, experimental data show a reduction in negative gradients, which continues into positive values for trains of more than ~40
ISIs (not shown). It would be expected that with longer trains, including spikes beyond the range of the AHP's effect, the gradients should become less negative. There is some evidence of this in the model data (using very long spike trains, not shown) but less than in the experimental data. This was tested by using trains that start 10 ISIs before T0, (i.e. omitting spikes that correlate most strongly with T0). This should show no correlation ( Fig. 6c ) but in experimental data the positive correlation remained (Fig. 6d ). This effect varies in magnitude between recordings, and probably indicates lack of stationarity in cell activity during the recording.
The main conclusion here is that the AHP is required to reproduce the patterning detected in experimental data but that its effect cannot be detected in ISI histograms, beyond variation in firing rate. A new fitting technique was required which takes account of previous spike activity.
Measuring fit over spike trains
For proof of concept of the 'log likelihood method', the model was used to both generate and fit the data. λ A , k A and I re were varied individually to test the fit. In all cases, the best fit was at the known 'true' value, and the plots by their gradients ( (Cox and Miller, 1965) . There is also temporal variability in a(t), but if the main effect of the AHP is to build up to a roughly
then ρ 1 is well-determined. The ridge has a peak at the true values ( Fig.   9b ), but error in the fit measure and the shallow gradient makes it difficult to find the exact maximum. Error in the fit measure depends on the ISI distribution, which in turn depends on the parameters. With λ A = 0.002 and 50000 spikes over 100 runs, the mean log likelihood was -30499 with S.D. 4.73 (range -30486 to -30510), with a roughly normal distribution. With 10000 spike histograms, the mean was -30471 with S.D. 7.28 (range -30454 to -30488). The varied number of spikes also produces a small shift in the likelihood values, similar to the shift observed with varied histogram bin width (Fig. 7 ). 
where the offset value in this case is 225.
The log likelihood gives a reliable fit measure that can detect and quantify the AHP's effect on spike patterning, although there is some error due to estimating the ISI probability distributions with model generated histograms. The two ratios ρ 1 and ρ 2 show the relation between AHP parameters and the input rate, and indicate the form of the parameter space.
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Simplex Search
We used the downhill simplex method (Nelder and Mead, 1965) with the log likelihood fit measure (using 10000 spike histograms) to search the parameter space.
First attempts to retrieve true values (k A = 0.5, λ A = 0.002, ρ 1 = 250) from model-generated data initially varied just one parameter (Fig. 7) . Parameter ftol was set at 0.0002. With fit scores for plausible parameter values in the range -28000 to -31000, the scores for the final set of points must be within ~ 6 units. Estimate A is closest to the true values. Estimates B and C vary more, but have a ρ 1 close to the true 250, indicating that they fall on the k A -λ A ridge. Estimate A has the best score, though the error in the log likelihood score is too great to distinguish between results.
Testing three parameter search, we varied k A , λ A and I re , with 10 runs of each of three different initial vector sets (A, B and C). The final estimates, because parameters are not independent, can not use the mean estimate for each parameter. They use the mean estimates for ρ 1 and I re to calculate ρ 2 using (9). λ A is calculated from (8) using the mean estimates for k A and ρ 1 .
The difference from the means is small, and negligible when varying only two parameters, hence 44. Parameter search was tested using 10000 ISI histograms, and three initial parameter sets (Table 3 ). All three results overestimate the AHP, with a corresponding large ρ 1 , but ρ 2 is close to the true 0.44 in all tests, compensated by an increased I re . Initial set B gives ρ 1 and ρ 2 closest to the true values, and has the best likelihood scores.
Finally three parameter search was tested on five more varied model generated sets of 10000 spikes, using 3 runs of 4 initial parameter sets, and 20000 spike histograms. The datasets' true parameters and final estimates are detailed in table 4, with full results plotted in Fig. 12 , showing the consistent linear relation ρ 2 between I re and ρ 1 . In each case the range of estimates includes the true values though some tend to under or over-estimate the size of the AHP. This range corresponds to the peak in Fig. 11b where error in the log likelihood makes it difficult to distinguish a unique best fit. The final estimates use the mean estimate for ρ 1 and the values for the fitted line's gradient (ρ 2 ) and origin (offset) to calculate I re using (9). λ A is calculated from (8) using the mean estimates for k A and ρ 1 .
The average computing time for the current implementation on a single AMD Opteron 2.6Ghz processor for one run of the simplex search using 20000 spike histograms and three varied parameters is approximately 100 minutes, totalling 20 hours for the twelve runs on each dataset.
Computing time varies mainly with the average firing frequency produced by a parameter set.
The simplex gives an effective and economic method for finding a good fit to ISI data.
Results on repeated runs and with different initial vectors can vary, but can all be related by ratios ρ 1 and ρ 2 .
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Initial Tests with Experimental Data
These results are a first attempt to see how well fitting might work outside the well controlled model-generated data. The fit version of the model was run with default parameters, varying k A, λ A and I re , using the ISI histograms to pre-fit the HAP. Log likelihood probability distribution histograms for simplex fitting were generated from 10000 spikes. Five sets of experimental data were each tested with three identical runs of four initial parameter sets, producing twelve estimates for each dataset. The estimates showed some variation, but for each dataset a plot of each estimate's ρ 1 against I re could be fitted by a straight line (all p < 0.0001), indicating a consistent ρ 2 , and that the experimental data maintains the relationships observed in model data. To get a final estimate for each dataset we took the mean of the best six according to fit scores; shown in Table 5 . Generating model data using the simplex estimated parameters produced very close fits to the experimental data's ISI histograms, and closely matched firing rates, confirming the fits on these bases. Across the datasets, the fitting produced estimates for the AHP parameters, and input rate, within a consistent and physiological range.
Discussion
This work began with an augmented leaky integrate and fire model with added HAP, similar
to the spike response model of Gerstner (1995) , fitted to recorded spike intervals on the basis of comparing ISI histograms. This assumes that the timing of each spike is independent of previous activity. The new spike train analysis technique applied to recorded data shows a correlation between the length of current and previous intervals, indicating that this assumption is not valid.
The cell component suspected of producing this effect is the AHP. This is a small current, but its long time course allows it to accumulate and have a substantial effect on firing threshold.
Adding the AHP to the model was able to reproduce the correlation. The effect of the AHP can be detected in the ISI histogram, but cannot be distinguished from other parameters which alter the firing rate, so a new fitting process was developed which retains information based on spike ordering, and is able to detect the AHP's effect on proceeding spike intervals.
We investigated how neuronal properties (as implemented in the model) influence the ISI distribution. Parameters that directly control the firing rate, (I re , firing threshold and the ratio of IPSPs) have equivalent effects on the distribution, so only one of these needs to be adjusted for fitting. The more subtle aspects of the distribution, such as the gradient at the front end, relating M a n u s c r i p t 12 particularly to the HAP and AHP can be isolated by adjusting I re to compensate for varied output rates. This was used for a fitting scheme where a matched firing rate is maintained by adjusting I re to compensate for adjustments in the HAP or AHP parameters. The varying effect of the HAP can be observed in the front of the histogram, with slower decay (λ H ) indicated by a mode shifted to the right, with fewer short ISIs. The model can be reliably fitted to real data to estimate the HAP decay.
The AHP, with its ability to accumulate, has a significant effect on the ISI histogram, reducing the firing rate and increasing the number of longer ISIs. However, unlike the HAP, it is very difficult to distinguish the effect of the AHP from changes in I re . With the ISI histogram the model with the AHP can be fitted without altering the fitted HAP parameters, adjusting I re to maintain firing rate. Though a good fit is produced, the AHP's parameters cannot be uniquely determined, since it cannot be distinguished from other effects on firing rate.
Spike train analysis provides a new method to analyse firing patterns which can detect a relationship between the firing times of adjacent spikes. Applying spike train analysis to spike timings from a recorded oxytocin cell detects a correlation such that a short ISI is more likely to be followed by a longer ISI and vice versa, indicating that the cell 'remembers' previous firing activity and regulates its own firing rate. Applying this analysis to the model with just the HAP finds no such correlation. Adding the AHP produces a similar effect to the real data, suggesting that the AHP is responsible in real cells. This also suggests that the AHP's effect can be measured by looking at intervals in the context of previous spike activity.
The final work begins the development of a more sophisticated fitting technique which takes account of the relation between adjacent spike timings. The log likelihood measure produces a measure of fit between a reduced version of the model (modelling a single spike interval based on recorded previous intervals) and a real cell recording. Simplex search is then used to gradually adjust multiple model parameters to find the best fit to the real data. This is however very computationally expensive. Work has focused on attempting to understand how the model parameters relate to how well the data is fitted to develop a more heuristic based approach. A linear relationship between the two AHP parameters has been detected, making it possible to reduce these to a single ratio value (ρ 1 ) for a first stage of searching. Further to this, there is within a limited range a linear relation (ρ 2 ) between the ratio of the AHP parameters and the spike input rate, also of potential use to limit parameter search. These ratios can also be used to relate the varied parameter estimates produced by repeated runs of simplex search.
Contemporary theoretical work in Paninski et al. (2004) , also uses the leaky integrate and fire model as a basis, along with a likelihood method for fitting the model. They make a similar M a n u s c r i p t 13 conclusion on the importance of post-spike potentials for reproducing the features of recorded firing patterns. Their model however retains a simplified form with a single term for the post-spike potential and a purely white noise based input signal in order that the likelihood measure can be computed without using simulation. This gives a more efficient fitting method but with the disadvantage that the input signal may be less well modelled. The input signal in our model is based on random pulses but its mix of excitatory and inhibitory decaying pulses gives some structure important to the linear relationship between input rate and firing rate. Purely excitatory input produces a much more non-linear relationship (Feng and Brown, 1999) .
Early results here, using the simplex method to fit real data, produce reasonable values for the AHP and for the input rate. Running the model with these values also produces good fits to the ISI histograms. Further tests will need to vary more parameters to test how robust these estimates are. Methods also need to be developed to test these estimates in comparison with other analysis of the cell recordings. If the fitting process is sufficiently reliable, this will provide a powerful tool for the analysis of cell recordings, being able to infer intrinsic properties which are not otherwise accessible, particularly in-vivo, providing a non-invasive method for identifying cells. Histograms generated from 50000 spikes.
a. Increased input frequency (I re ) increases the firing rate and shifts the histogram towards a higher proportion of short spike intervals, with a higher mode shifted to the left (I re range 150 to 500Hz, highest mode = highest I re ).
b. An increased proportion of IPSPs (I ratio ) has the opposite effect, reducing firing rate and increasing the number of long spike intervals, with a lower mode shifted to the right (I ratio range 0 to 1.5, highest mode = lowest I ratio ). Reducing I ratio shows a similar effect to increasing I re .
c. ISI histograms show no variation when I re is varied to fix the output frequency (frequency compensation, here fixed at 10Hz) while varying I ratio (range 0 to 1.5). c. With no AHP accumulation between spike intervals most of the effect of k A is removed, with a lower k A still showing a slightly higher mode. This demonstrates that the major effect of the AHP is based on its ability to accumulate rather than the AHP generated by individual spikes.
d. Similar to a. but varying the AHP decay rate (λ A , range 0.0005 to 0.01, highest mode = highest λ A ), the longer duration AHP produces fewer short intervals, similar to reduced I re .
e. Using frequency compensation to eliminate the effect of firing rate also matches the histograms with varied λ A .
f. Again, taking away AHP accumulation between spikes almost eliminates its effect in the histogram, even more so with varied decay rate than initial magnitude (k A ). b. Similar data, using 100000 spike runs of the model shows a much smaller variation between runs. Again, the model data shows steeper negative gradients over longer spike trains, but not the eventual increase in gradient observed in cell data at very long spike trains. Using even longer spike trains does show an eventual increase in gradient, but at a much slower rate than the cell data (not shown). Some gradient recovery (reduction in negative correlation) would be expected as the spike train includes more intervals which are too long previous to affect T0.
c.
Here we use similar analysis but using spike trains starting at T10 (10 intervals before the current spike interval) intended to remove intervals which are recent enough to affect T0. With intervals too far previous to influence the AHP there is no correlation and the gradient is consistently close to 0. b. as in a. but with the x-axis plotted on log scale. The best fit measure is at λ A = 0.002, matching the true value used to generate data. The log likelihood shows a rapid climb from lower values of λ A but a more shallow gradient over values higher than the true. In terms of parameter search this makes it more difficult to distinguish between fits at higher values.
c. Varying parameter I re , the best fit is again at I re = 300, the true value. Similar to λ A , higher values than the true are more difficult to distinguish on the basis of the log likelihood fit measure. Page 34 of 38 A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t Table 3 Page 37 of 38
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