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a b s t r a c t
In this paper we develop a direct quadrature method for solving Volterra–Fredholm
integral equations on an unbounded spatial domain. These problems, when related to some
important physical and biological phenomena, are characterized by kernels that present
variable peaks along space. The method we propose is adaptive in the sense that the
number of spatial nodes of the quadrature formula varies with the position of the peaks.
The convergence of the method is studied and its performances are illustrated by means of
a few significative examples. The parallel algorithm which implements the method and its
performances are described.
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1. Introduction
Volterra–Fredholm Integral Equations (VFIEs) of the type
u(t, x) = f (t, x)+
∫ t
0
∫ +∞
0
k(t − s, x, ξ)g(u(s, ξ))dξds,
(t, x) ∈ I × [0,+∞[,
(1.1)
where I := [0, T], appear in many physical and biological applications.
The literature on the numerical methods for VFIEs (see for example [3–5,9,11]) is mainly devoted to the solution of
VFIEs on bounded spatial domains. However, many problems originating from real life applications give rise to equations of
the form (1.1), where the spatial domain is unbounded. For instance, in [1,2,14] some models of population dynamics are
proposed, describing the growth of a population in space and time, where the spatial domain (for example a continent) is
large enough to be considered unbounded. Another example comes from the modelling of the coding mechanism, in the
transmission of nervous signals among neurons [8]. In this case the space variable represents the membrane potential and
the spatial domain is the half line.
For these reasons, we devote our investigations here to the construction and analysis of methods for the numerical
solution of (1.1), and we focus our attention on some kernels, which are typical in the real applications mentioned above. In
particular, we have observed that:
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(1) their value becomes negligible when ξ x, and it is zero when t = s;
(2) as functions of ξ they present peaks whose position, depending on x, t, s, cannot be predicted.
These two main peculiarities on the kernels structure motivated all the strategies adopted in the following section. From
property 2, it follows that the peaks have a variable position and then it is difficult to approximate them. What is more, any
truncation of the infinite integral at a finite position would lead to disregard the contributions of all the peaks after that. From
a numerical point of view, a poor approximation of (1.1) in correspondence of these peaks would affect the accuracy of the
whole process. Gaussian quadrature formulas [10,15], which represent the most natural tool to numerically approximate
an integral on unbounded domains, turn out to be unsuccessful, because they well approximate the peaks of the kernel
only when they are fixed. Hence, our main goal is to suitably discretize the problem in order not to neglect any important
information and significative contribution.
The method we propose here is specially tuned to the form of k; it is based on a trapezoidal Direct Quadrature (DQ)
formula along space and time and, by exploiting the characteristics of the kernels, it adapts the spatial discretization in such
a way just to “cover” the peaks of k.
In this paper we limit ourselves to the analysis of the convergence properties of this double discretization and, although
a stability investigation is due, we postpone it to a further development of our research.
The paper is organized as follows. In Section 2 the difficulties arising in the numerical treatment of VFIEs on unbounded
spatial domain when the kernel has “moving peaks” are explained in detail. The same section contains the description of
the method and introduces the “pocket steps”, a parameter strictly connected to the truncation strategy adopted on the
quadrature formula along space. Section 3 is devoted to the study of convergence of the method and to the derivation of
an a priori lower bound for the minimal number of pocket steps, required for an optimal convergence. In Section 4 the
performances of the method are shown by means of some significative examples, moreover we develop a parallel algorithm
which implements the method and describe its performances. We conclude in Section 5 with some remarks about the work
we have done and about its future developments.
2. The method
As already mentioned in the previous section, in this paper we focus our attention on the numerical solution of VFIEs
(1.1) and we assume that the kernel k has the following characteristics:
(a) k(t − s, x, ξ) has a peak for ξ ≈ x;
(b) k(t − s, x, ξ) = 0 if t = s.
What is more, since most of the problems arising in the applications are linear [1,2,8,14], we assume that g(u) = u in (1.1).
Hence, we consider the following VFIE:
u(t, x) = f (t, x)+
∫ t
0
∫ +∞
0
k(t − s, x, ξ)u(s, ξ)dξds, t ∈ I, x ∈ R+. (2.1)
Here and in the following we suppose that the real-valued functions k and f satisfy the conditions:
HP i. f is nonnegative and monotonic nondecreasing with respect to t;
HP ii. k(·, ·, ·) is defined and nonnegative on R+ × R+ × R+; for every x ≥ 0 and every T > 0, k(·, x, ·) ∈ L1([0, T] × R+).
HP iii. Let η(t, x) := ∫ t0 ∫ +∞0 k(s, x, ξ)dξds, and let T > 0 be arbitrary, then the family of functions on [0, T] {η(·, x)|x ≥ 0 } is
uniformly bounded and equicontinuous.
HP vi. For every T > 0 and every ε > 0 there exists δ = δ(ε, T) > 0 such that if x1, x2 ≥ 0 and |x1 − x2| ≤ δ, then∫ t
0
∫ +∞
0 |k(s, x1, ξ)− k(s, x2, ξ)|dξds < ε.
These conditions guarantee the existence and uniqueness of the solution for (2.1), as stated in the following reformulated
version of the Theorem 3.3 of [7]:
Theorem 1. Assume that HP i–vi hold, then (2.1) has a unique continuous bounded solution u : [0, T] × [0,+∞[→ R.
In order to describe the numerical method, we introduce a uniform mesh Iτ on I, Iτ := {tn | n = 0, . . . ,N, tn = tn−1 + τ}.
The discretization of the Volterra part of (2.1) by a DQ method, leads to:
un(x) = f (tn, x)+ τ
n∑
j=0
ωnj
∫ +∞
0
k(tn − tj, x, ξ)uj(ξ)dξ, n = 0, . . . ,N, (2.2)
where un(·) approximates the solution of (2.1) at tn and ωnj are the quadrature weights of the DQ formula. Note that, since
k satisfies (b), then k(tn − tj, x, ξ) = 0 when j = n, hence Eq. (2.2) becomes a recursive relation on the unknowns un(·),
n = 0, . . . ,N, by means of integrals on [0,+∞[. This relation makes (2.2) very attractive from a computational point of view
and will turn out to be quite useful for the adaptiveness of the method proposed here. Now, our aim is to approximate un(·)
by using a suitable discretization of the integrals of (2.2), which allows a reliable simulation of the phenomena and takes
the structural characteristics of the problem into account.
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Let {0 = x0 < x1 < · · ·} be any mesh on the half line. Property (b) and the collocation of (2.2) on this mesh leads to:
un(xm) = f (tn, xm)+ τ
n−1∑
j=0
ωnj
∫ +∞
0
k(tn − tj, xm, ξ)uj(ξ)dξ, m = 0, 1, . . . , n = 0, . . . ,N, (2.3)
where, in view of property (a), k(tn − tj, xm, ξ) presents a peak for ξ close to xm. A quadrature formula with nodes thickened
around xm, which seems to be a natural choice for the discretization of the integral∫ +∞
0
k(tn − tj, xm, ξ)uj(ξ)dξ, (2.4)
would lead to a distribution of nodes that is dense in correspondence of each peak, as we would like, but is different for each
m. Hence, this procedure would need for an additional interpolation in order to compute the approximations in the nodes
of the quadrature formula, thus increasing the computational cost of the overall method and maybe affecting the accuracy.
Therefore, in our opinion, it is more “convenient” to choose a quadrature formula on equidistant nodes which coincide
with the uniform mesh:
{0 = x0 < · · · < xm < · · · , xm = xm−1 + h}, (2.5)
and to decrease the stepsize h in order to improve the approximation, rather than trying to catch each peak by integrating
on non-equidistant nodes. The resulting approximation scheme is:
unm = f (tn, xm)+ hτ
n−1∑
j=0
ωnj
+∞∑
i=0
wik(tn − tj, xm, xi)uji, m = 0, 1, . . . , n = 0, . . . ,N, (2.6)
where unm ≈ un(xm), with un(·) given in (2.2), and wi are the weights of the quadrature formula for (2.4).
Of course, in real-life problems, we are interested in observing the behavior of the solution of (2.1) for x ∈ [0, S], S < +∞
(see for example [10]), therefore, for n = 0, . . . ,N, we want to compute unm, with m running from 0 to a finite M, such that
xM ≤ S.
In other words, we have to solve (2.6) for m = 0, . . . ,M. Observe that, even if only a finite number of approximations unm
is required, the summation on i at the righthand side of (2.6), keeps on involving uji, i = 0, . . . ,+∞, j = 0, . . . , n− 1, and so
a truncation of this infinite summation, which well approximate (2.4), is required.
Recall that each function k(tn − tj, xm, ξ) appearing in (2.4) has a peak around xm (see property (a)) and decreases after
that. Hence the contribution of the ith addendum in the infinite summation in (2.6) is almost zero when i m. Therefore,
m+ν(h)∑
i=0
wik(tn − tj, xm, xi) ≈
+∞∑
i=0
wik(tn − tj, xm, xi),
where the truncation point xm+ν(h), with ν(h) = νn,j,m(h) ∈ N, is chosen in such a way to “cover” the peak around xm. Taking
into account this idea, the formulation of the method becomes:
unm = f (tn, xm)+ hτ
n−1∑
j=0
ωnj
m+ν(h)∑
i=0
wik(tn − tj, xm, xi)uji, m = 0, . . . ,M, n = 0, . . . ,N. (2.7)
The method is “adaptive” in the sense that the truncation point xm+ν(h) depends on the current point xm. The choice of ν(h)
is crucial both for the computational complexity of the overall solving process and for the convergence of the method, as it
will be shown in the next section.
Clearly, unm cannot be expected to converge to u(tn, xm) as h→ 0 and τ→ 0, unless the relationship (m+ν(h))h→+∞ as
h→ 0 holds between the stepsize h and the cut-off index m+ν(h). However, the precise nature of the functional relationship
ν = ν(h) or h = h(ν) required to ensure that unm converges to u(tn, xm) is not obvious. The question is, among other things,
dealt with in the next section.
Observe that for each fixed n, (2.7) represents a set of M + 1 decoupled explicit equations for computing un0, . . . , unM .
Namely, in order to compute unm, we need uji, j = 0, . . . , n−1, i = 0, . . . ,m+ν(h), where m+ν(h)might exceed M. Therefore,
for each j = 0, . . . , n − 1, we compute the numerical approximations uji, for some i > M, which although approximate the
true solution u(tj, xi) outside the spatial range of interest [0, S], are necessary for future computations. These additional steps
are called “pocket steps”, because here the solution is computed and saved for being used in the future.
To be more precise, let us illustrate the algorithm in the case ν(h) = ν, ∀n, j,m.
For n = 0, by evaluating the forcing function f , we get the solution [u00, . . . , u0M] = [f (t0, x0), . . . , f (t0, xM)] within the
interval of interest [0, S], and we perform the additional pocket steps in [(t0, xM+1), . . . , (t0, xM+Nν)].
For n = 1, we compute the values of the solution [u10, . . . , u1M] within [0, S], by using [u00, . . . , u0M] and
[u0M+1, . . . , u0M+ν] in the formula (2.7); in addition, we perform (N − 1)ν pocket steps and compute the solution in
[(t1, xM+1), . . . , (t1, xM+(N−1)ν)], exploiting the calculations performed at n = 0. The computation continues in an analogue
way for n = 2, . . . ,N.
The scheme is shown in Fig. 1. From this figure it is clear that the number of pocket steps is about N
2
2 ν and so the
computational cost of pocket steps depends not only on ν, but also on the total number of time steps N.
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Fig. 1. Computation scheme.
In this paper we use the trapezoidal formula, both for the time and for the spatial discretization. This choice, together
with the use of the pocket steps, leads to the final formulation of the method:
unm = f (tn, xm)+ hτ
n−1∑
j=0
ωnj
m+ν(h)∑
i=0
wik(tn − tj, xm, xi)uji, m = 0, . . . ,M + (N − n)ν(h), n = 0, . . . ,N. (2.8)
with:
ωnj =

1
2
j = 0, n,
1 otherwise,
and wi =

1
2
i = 0,
1 otherwise.
(2.9)
The use of the trapezoidal formula is motivated by the fact that, in the applications mentioned in Section 1, two or three
correct digits are sufficient for the scope of the simulation and the use of a cheap underlying quadrature method in (2.8) is
of primary importance in order to obtain the numerical solution in a reasonable runtime.
From (2.8) it immediately follows thatm runs from 0 toM+(N−n)ν(h) and that the length of the summation on i increases
with m. This is the price to be payed in order to approximate the infinite integral without disregarding the contribution of
the peak around xm.
3. Convergence
In this section we analyze the global error of convergence E(t, x) of the method (2.8)–(2.9) at the mesh points {(tn, xm) |
n = 0, . . . ,N, m = 0, . . . ,M}:
E(tn, xm) = u(tn, xm)− unm = u(tn, xm)− un(xm)+ un(xm)− unm,
where un(xm) is defined by (2.3)–(2.9), and unm is the numerical solution of (2.1) given by (2.8)–(2.9). Thus, if we set:
en(xm) = u(tn, xm)− un(xm) and Enm = un(xm)− unm, (3.1)
then en(xm) represents the Volterra contribution to the error, while Enm comes from the spatial discretization of (2.3).
In order to prove the boundedness of E(t, x), we first assume the following conditions on the functions involved in (2.1)
and (2.3):
HP1 k(0, x, ξ) = 0, ∀x, ξ ∈ R+;
HP2 (i) f is bounded;
(ii) there exists K > 0 such that∫ +∞
0
|k(t − s, x, ξ)|dξ ≤ K < +∞, ∀t, s ∈ I, ∀x ∈ R+;
HP3 (i) k(t − s, x, ·)uj(·) ∈ C3(R+),
(ii) there exists C > 0 such that limξ→+∞
∣∣∣ ∂
∂ξ
[
k(t − s, x, ξ)uj(ξ)]∣∣∣ ≤ C,
(iii) there exists C′ > 0 such that
∫ +∞
0
∣∣∣ ∂3
∂ξ3
[
k(t − s, x, ξ)uj(ξ)]∣∣∣ dξ ≤ C′, j = 0, . . . ,N, ∀t, s ∈ I, ∀x ∈ R+, where uj(·) is
the jth solution of (2.2);
HP4 k(t − s, x, ξ) is decreasing with respect to ξ, for large values of ξ, ∀t, s ∈ I, x ∈ R+;
HP5 (i) k(·, x, ξ), u(·, ξ) ∈ C2(I), ∀x, ξ ∈ R+;
(ii)
∣∣∣∫ +∞0 ∂2∂s2 [k(t − s, x, ξ)u(s, ξ)]dξ∣∣∣ ≤ C′′, with C′′ > 0, ∀t, s ∈ I, ∀x ∈ R+;
HP6
∫ +∞
x+ν(h)h |k(t − s, x, ξ)|dξ = O(h2), as h→ 0 and ν(h)h→+∞, ∀t, s ∈ I, ∀x ∈ R+.
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Let Ωh := {x0, x1, . . . , xM} be the truncated part of the mesh (2.5) on [0, S], with xm = xm−1 + h and xM = S.
Theorem 2. Let the conditions of Theorem 1 be satisfied and assume that HP1–6 hold. Moreover let N,M ∈ N and τN = T,
hM = S. If h→ 0, τ→ 0, and ν(h) ∈ N is chosen such that ν(h)h→+∞, then
max{|E(t, x)|, (t, x) ∈ Iτ × Ωh} = O(h2)+ O(τ2). (3.2)
Proof. First of all we investigate on the spatial part Enm of the error, defined in (3.1). Set:
Anm = τ
n−1∑
j=0
ωnj
[∫ +∞
0
k(tn − tj, xm, ξ)uj(ξ)dξ− h
m+ν(h)∑
i=0
wik(tn − tj, xm, xi)uj(xi)
]
, (3.3)
Bnm = τ
n−1∑
j=0
ωnj
[
h
m+ν(h)∑
i=0
wik(tn − tj, xm, xi) (uj(xi)− uji)
]
, (3.4)
then
Enm = Anm + Bnm, n = 0, . . . ,N,m = 0, . . . ,M + (N − n)ν(h). (3.5)
From (3.3) it is clear that:
Anm = τ
n−1∑
j=0
ωnj
[∫ +∞
0
k(tn − tj, xm, ξ)uj(ξ)dξ− h
+∞∑
i=0
wik(tn − tj, xm, xi)uj(xi)
]
+τh
n−1∑
j=0
ωnj
+∞∑
i=m+ν(h)+1
wik(tn − tj, xm, xi)uj(xi)
= A(1)nm + A(2)nm ,
where A(1)nm represents a weighted sum of the trapezoidal quadrature errors on the half line. Then, by assuming HP3 and using
the results in [6, p.167] and in [12, p. 246], it follows:
|A(1)nm | ≤ C1h2τ
n−1∑
j=0
ωnj ≤ C1tnh2, C1 > 0, (3.6)
where C1 is a positive constant independent of h.
In order to find a bound for A(2)nm , observe that from (2.2), since u0(x) = f (t0, x), wi ≤ 1, ∀i, and because of HP2, there exists
U > 0 such that |uj(x)| ≤ U, ∀j = 0, . . . ,N. Hence:
|A(2)nm | ≤ hτU
n−1∑
j=0
ωnj
+∞∑
i=m+ν(h)+1
|k(tn − tj, xm, xi)|. (3.7)
What is more, hypothesis HP4 (see [6, p. 167], formula (3.4.4)) and HP6, with ν(h)h large enough, imply that:
h
+∞∑
i=m+ν(h)+1
|k(tn − tj, xm, xi)| ≤
∫ +∞
mh+ν(h)h
|k(tn − tj, xm, ξ)|dξ ≤ C2h2, (3.8)
j = 0, . . . , n, n = 0, . . . ,N,m = 0, . . . ,M + (N − n)ν(h), for a constant C2 > 0 not depending on h. Then, by substituting in
(3.7):
|A(2)nm | ≤ UC2h2τ
n−1∑
j=0
ωnj ≤ UC2h2tn,
and so:
|Anm| ≤ |A(1)nm | + |A(2)nm | ≤ C3tnh2, (3.9)
for n = 0, . . . ,N and m = 0, . . . ,M + (N − n)ν(h), with C3 = C1 + UC2. From (3.5) and (3.9) we deduce that:
|Enm| ≤ C3tnh2 + τ
n−1∑
j=0
ωnjh
m+ν(h)∑
i=0
wi|k(tn − tj, xm, xi)||Eji| (3.10)
when n = 0, . . . ,N and m = 0, . . .M + (N − n)ν(h), provided that ν(h)h is large enough. Since at the initial time t0 the
solution of (2.1) is known:
|E0m| = 0 =: p0h2, m = 0, . . . ,M + Nν(h),
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hence, by (3.10),
|E1m| ≤ C3t1h2 =: p1h2, m = 0, . . . ,M + (N − 1)ν(h),
and
|E2m| ≤ C3t2h2 + τω21h
m+ν(h)∑
i=0
wi|k(tn − tj, xm, xi)|p1h2
≤
(
C3t2 + τhp1
m+ν(h)∑
i=0
|k(t2 − t1, xm, xi)|
)
h2,
for m = 0, . . . ,M + (N − 2)ν(h).
Since HP3 and HP4 hold, the kernel is bounded and there exists a positive constant K¯, independent of h, such that [6, p.
167]:
h
m+ν(h)∑
i=0
|k(t2 − t1, xm, xi)| ≤ h|k(t2 − t1, xm, x0)| +
∫ +∞
0
|k(t2 − t1, xm, ξ)|dξ
≤ (hK¯ + K).
Therefore, for sufficiently small h > 0, there exists K˜ > 0 independent of h, such that:
h
m+ν(h)∑
i=0
|k(t2 − t1, xm, xi)| ≤ K˜.
This leads to:
|E2m| ≤ C3t2h2 + τK˜p1h2 =: p2h2, m = 0, . . . ,M + (N − 2)ν(h).
For each n > 2, the same procedure, applied to (3.10), leads to |Eji| ≤ pjh2, j = 0, . . . ,N, i = 0, . . . ,M + (N − j)ν(h), and so:
|Enm| ≤
(
C3tn + τK˜
n−1∑
j=0
pj
)
h2 =: pnh2, (3.11)
n = 0, . . . ,N,m = 0, . . . ,M + (N − n)ν(h).
From (3.11):
pn ≤ C3T + τK˜
n−1∑
j=0
pj,
and then, by Gronwall’s lemma [13, p. 101], pn ≤ C3T exp(K˜tn). Hence,
|Enm| ≤ C3T exp(K˜tn)h2, (3.12)
n = 0, . . . ,N,m = 0, . . . ,M + (N − n)ν(h).
For the Volterra part of the error en(x) (see (3.1)), by exploiting HP5 and the error formula for the trapezoidal rule, there
exists s¯ ∈ [0, t] such that:
en(xm) =
∫ +∞
0
− τ
2
12
tn
[
∂2
∂s2
[k(tn, s, xm, ξ)u(s, ξ)]
]
s=s¯
dξ+ τ
n−1∑
j=0
ωnj
∫ +∞
0
k(tn, tj, xm, ξ)ej(ξ)dξ,
with n = 0, . . . ,N,m = 0, . . . ,M + (N − n)ν(h), and so:
|en(xm)| ≤ C′′tnτ2 + τ
n−1∑
j=0
ωnj
∫ +∞
0
|k(tn, tj, xm, ξ)||ej(ξ)|dξ. (3.13)
By writing down (3.13) for n = 0, 1, . . ., in sequence, we have:
|e0(xm)| = 0 =: q0τ2, m = 0, . . . ,M + Nν(h),
|e1(xm)| ≤ C′′t1τ2 =: q1τ2, m = 0, . . . ,M + (N − 1)ν(h),
|e2(xm)| ≤ (C′′t2 + τKq1)τ2 =: q2τ2, m = 0, . . . ,M + (N − 2)ν(h),
in general:
|en(xm)| ≤
(
C′′tn + τK
n−1∑
j=0
qj
)
τ2 =: qnτ2,
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n = 0, . . . ,N,m = 0, . . . , (N − n)ν(h), and by Gronwall’s lemma [13, p. 101]:
|en(xm)| ≤ C′′Tτ2 exp(Ktn). (3.14)
Inequalities (3.12) and (3.14) yield the result stated in the theorem. 
Remark 1. We note that HP6 does not produce restrictions on the problem. As a matter of fact, limν(h)h→+∞
∫ +∞
x+ν(h)h |k(t −
s, x, ξ)|dξ = 0, ∀t, s ∈ I, ∀x ∈ R+, therefore, in order to get an order 2 convergence, it is always possible to choose ν(h)h large
enough to have (3.8). In this sense, HP6 is only a prescription on the relationship ν = ν(h).
Remark 2. Notice that HP3 involves the numerical solution (u0(·), . . . , uN(·)), but the role of (u0(·), . . . , uN(·)) is only formal,
because we have:
u0(x) = f (t0, x),
u1(x) = f (t1, x)+ τω10
∫ +∞
0
k(t1 − t0, x, ξ)u0(ξ)dξ, (3.15)
u2(x) = f (t2, x)+ τω20
∫ +∞
0
k(t2 − t0, x, ξ)u0(ξ)dξ+ τω21
∫ +∞
0
k(t2 − t1, x, ξ)u1(ξ)dξ, (3.16)
. . . .
By substituting the expression of u0(·) in (3.15), the expression of u1(·) in (3.16), and so on, it follows that each uj(·) depends
only on k and f . Hence, the hypothesis HP3 is immediately implied by sufficiently regular k and f .
As in many cases arising in real problems (see for example [1,8]), the kernel is of exponential type and/or can be bounded,
at infinity, by functions of type const·(ξ−x)−p, with p > 1, we are interested in finding, for this type of kernels, lower bounds
for ν(h) in (2.8), which are sufficient to ensure convergence of order 2. The following Corollary establishes these bounds.
Corollary 3. Assume that HP6 is replaced by one of the following:
HP6′ there exist B′ > 0 and p > 1 such that ∀x ∈ R+, ∀t, s ∈ I, |k(t − s, x, ξ)| ≤ B′
(ξ−x)p , when ξ > x+ ν(h)h, and
ν(h) ≥ C(p)h 1+p1−p , (3.17)
with C(p) = (p− 1) 11−p ;
HP6′′ there exists B′′ > 0 such that ∀x ∈ R+, ∀t, s ∈ I, |k(t − s, x, ξ)| ≤ B′′ exp(−(ξ− x)2), when ξ > x+ ν(h)h, and
erf(ν(h)h) ≥ 1− 2√
pi
h2; (3.18)
then the result stated in Theorem 2 still holds.
Proof. The proof is immediate, once one observes that each of the hypotheses HP6′ and HP6′′ yields HP6.
Under the hypothesis HP6′, we have:∫ +∞
x+ν(h)h
|k(t, s, x, ξ)|dξ ≤
∫ +∞
x+ν(h)h
B′
(ξ− x)p dξ =
[
− 1
p− 1
B′
(ξ− x)p−1
]+∞
x+ν(h)h
= 1
p− 1
B′
(ν(h)h)p−1
≤ B′ · h2.
On the other side, if HP6′′ holds,∫ +∞
x+ν(h)h
|k(t, s, x, ξ)|dξ ≤
∫ +∞
x+ν(h)h
B′′ exp(−(ξ− x)2)dξ
= B′′
√
pi
2
(1− erf(ν(h)h)) ≤ B′′ · h2. 
Note that each of (3.17) and (3.18) implies that ν(h)h→+∞ as h→ 0, which is a necessary condition for the convergence.
We underline that while in the first case the value for the minimal ν(h) is explicitly computed, in the last case we cannot
obtain ν(h) in a closed form. However, it is possible to get an estimate for this lower bound as a function of h, which will
turn out to be quite reliable in our practical experiments.
A. Cardone et al. / Journal of Computational and Applied Mathematics 228 (2009) 538–547 545
Table 1
cd values for problem (4.1)
ν h = 0.40 h = 0.20 h = 0.10
10 1.35 1.83 1.36
16 1.32 2.18 1.68
50 1.31 2.09 2.54
125 1.31 2.05 2.77
500 1.31 2.05 2.67
1000 1.31 2.05 2.67
2000 1.31 2.05 2.67
Table 2
cd values for problem (4.2)
h ν cd
0.2 5 2.47
0.1 14 3.14
0.05 34 3.66
0.025 96 4.26
4. Numerical experiments
In order to numerically illustrate the convergence of our method (2.8)–(2.9) we have employed it to integrate many
different VFIEs. Here we report the results in the case of the following two test problems:
u(t, x) = f (t, x)+
∫ t
0
∫ +∞
0
1
γ(x− ξ)2 + 1 (t − s)u(s, ξ)dξds, t ∈ [0, 2], x ∈ R
+ (4.1)
u(t, x) = f (t, x)+
∫ t
0
∫ +∞
0
exp(−(x− ξ)2)(t − s)u(s, ξ)dξds, t ∈ [0, 1], x ∈ R+. (4.2)
In (4.1) the forcing function f is such that u(t, x) = 1
(1+x)(1+t) and we set γ = 10, S = 2, while in (4.2) f is such that
u(t, x) = exp(−x)1+t and we set S = 1.
In both cases the kernel has a peak when ξ = x; while in (4.1) the peak is smooth, in (4.2) it is quite deep and the kernel
rapidly goes to zero when ξmoves from x.
What is more, the two equations satisfy the hypotheses of Theorem 2. In particular the kernels are of the types analyzed
by Corollary 3, and so the theoretical minimal number of pocket steps required for convergence is known.
In the experiments we have always considered stepsizes h = τ and we have measured the accuracy of the numerical
solution by calculating the number cd of correct digits at the end point (the maximal absolute error is written as 10−cd).
Table 1 shows the cd values for different values of the number of pocket steps ν and of the stepsize h, for Eq. (4.1). The
bold numbers indicate the cd values obtained by using the minimal number of pocket steps prescribed by Corollary 3, that
is ν(h) = h−3. These results confirm that the order of convergence of our method is 2.
On the other side, if we look at each single column of Table 1, that is if we keep h fixed, but increase the number of pocket
steps, we note the same convergence of order 2, but the final error does not become smaller than the one obtained by using
less pocket steps. This phenomenon, which could seem “strange” at a first glance, can be explained by taking into account
the composition of the spatial error Enm, defined in (3.1). Namely Enm in (3.5) is written as the sum of two addenda, Anm and
Bnm. While Anm vanishes as ν goes to infinity, Bnm is always of the type Bnm = O(h2) (since in (3.4) uj(xi) − uji = O(h2), ∀j, i),
however its value grows in magnitude when ν increases. Therefore, the only way to reduce the error is to increase ν and
decrease h simultaneously, and hence, for any fixed h, the values for ν(h) given by Corollary 3 are to be considered as optimal
values.
Table 2 gives us a report on the real effectiveness of our approach in solving problems with moving peaks. In this Table the
cd values obtained by using the minimal number of pocket steps established in the Corollary 3 are listed. Again the numerical
results confirm our theory.
What is more, comparing results for problems (4.1) and (4.2) we can see that, the faster the kernel goes to zero, the
smaller the number of pocket steps needed for convergence is. In particular we note that in order to get the same accuracy,
the number of pocket steps required for problem (4.2), (kernel of exponential type), is much smaller than the ones employed
to integrate problem (4.1), thus resulting in a considerable reduction of the computational cost. This last consideration
underlines that the method (2.8)–(2.9) is designed to be efficient for Eq. (2.1) when k satisfies (a) and (b) of Section 2.
For the sake of completeness we compare the performances of our method with those of a classical implementation
of an M-nodes Gauss–Laguerre formula on the half line. Once again the time stepping is solved by trapezoidal quadrature
rule as in (2.8)–(2.9). Table 3 shows the cd values obtained by this Gaussian–Trapezoidal method for problem (4.1) and for
different values of the number of nodesM. It is clear that, as we expected, the solutions obtained are completely unacceptable
(negative cd means error grater than 1) and hence no comparison with Table 1 is possible.
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Table 3
cd values for problem (4.1) by gaussian quadrature
M τ = 0.40 τ = 0.20 τ = 0.10
25 −0.68 −0.84 −0.88
50 −0.72 −0.94 −0.88
75 −0.75 −1.02 −1.10
100 −0.77 −1.08 −1.18
125 −0.80 −1.13 −1.18
150 −0.82 −1.18 −1.30
175 −0.83 −1.22 −1.35
Table 4
Efficiency values for problem (4.2)
P M = N = 20 M = N = 30 M = N = 40
2 0.99 0.99 0.99
4 0.91 0.92 0.95
8 0.46 0.86 0.87
16 0.61 0.80 0.85
32 0.34 0.70 0.83
Besides confirm the convergence results, our numerical experiments show that, as we could expect, the double
discretization with uniform meshes may cause a high computational cost. As a matter of fact the main part of the
computational complexity is N2( 14M
2+ 124N2ν2(h)+ 12MNν(h)) floating point operations, which is particularly high when the
time and space meshes are fine and when the kernel slowly goes to zero, since in this case the value of ν(h) is large. On the
other hand the explicitness of the method suggests us to try to reduce the time requested by using parallel computation.
Therefore, we have developed a parallel algorithm for MIMD distributed memory architectures. We have parallelized
the method (2.8)–(2.9) by assigning each processor s, at each time step tn, the computation of {unm}m∈Is , where Is is a suitable
subset of {0, 1, . . . ,M + (N − n)ν(h)}.
In order to uniformly distribute the workload among the processors we had to take into account two aspects. On the one
hand, the number of approximations of the solution needed changes at each time step (see scheme shown in Fig. 1). On the
other hand the number of operations required to compute each single approximation unm grows with m, since the length of
the summation in (2.8) is m+ ν(h).
Therefore, we reorganize the workload by updating at each time step tn the set Is (so Is = I(n)s ). To be more specific,
for any fixed n, we cyclically distribute the computation of {un,m,m = 0, 1, . . . ,M + (N − n)ν(h)} among processors: for
example, processor 0 computes un,0, un,P, un,2P, . . ., processor 1 computes un1, unP+1, un2P+1, . . ., where P is the total number
of processors. Thus, at each time step, the computational charge is almost the same for all the processors.
We have implemented our parallel algorithm on a 64 bit Computing Cluster of 20 dual nodes (40 processors), each
processor is an Opteron 248 2.2 GHz. Table 4 lists the values of Efficiency measured by integrating the problem (4.2), as the
number of time and space mesh points and the number of processors increase. The Efficiency parameter EP on P processors
is defined as EP = (T1/TP)/P, where Ti is the execution time on i processors. Of course, the ideal value of Efficiency is 1. From
Table 4 it is clear that, as we expected, the values of EP improve as the dimension of the problem grows, and decrease with
respect to the number of processors involved, because of the communication at each tn. Finally we note that the values of
Efficiency are quite satisfactory already for coarse meshes.
5. Concluding remarks and future work
We have proposed the method (2.8)–(2.9) for the numerical solution of VFIEs (2.1) where the kernel k, when considered as
a function of ξ, has moving peaks, in the sense that their position varies with x. Our approach consists of a double discretization
based on the trapezoidal quadrature formula. The method is adaptive in the sense that we truncate the infinite sum of the
trapezoidal rule along space just to cover the peak. We have proved the convergence of the method and we have found a
priori lower bounds for the truncation point, in some cases of practical interest. Numerical results confirm the reliability of
our method and of the bounds of the truncation points.
By exploiting the intrinsic parallelism of the method, we have implemented it in a parallel code for MIMD distributed
memory architectures. The tests carried out on an Opteron cluster show the expected reduction of the computation time.
One of the future developments of this paper is the study of the stability of the method (2.8)–(2.9). The theory
of the stability for VFIEs is still completely undeveloped. It could be approached by individuating a suitable equation
(Volterra–Fredholm test equation), whose solution is known or can be easily studied, and by specifying the conditions
under which the numerical solution inherits the characteristics of the analytical one. The study of the stability of (2.8)–
(2.9) is certainly due considering the low order of the method. In the tests related to this paper we do not require a very
small stepsize (two or three correct digits are often enough) and we never observed instability phenomena.
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