Geophysical methods provide remotely sensed data that are sensitive to subsurface properties and interfaces. Knowledge about discontinuities is important throughout the Earth sciences:
the critical zone) is necessary to model the balance between soil formation and erosion, which is important for understanding landscape evolution, sediment transport and budgets (St. Clair et al. 2015; Heimsath et al. 1997; Rempe & Dietrich 2014; Parsekian et al. 2015) . Non-invasive geophysical investigation techniques have been increasingly applied to map regolith-bedrock interfaces and, more specifically, electrical resistivity tomography (ERT) has been commonly used because of its comparatively high resolution over the relevant depth range and the strong sensitivity of electrical conductivity to variations of relevant hydrogeological and geological subsurface properties (Chambers et al. 2012; Saas 2007) .
Even though geophysical datasets are sensitive to such subsurface discontinuities, inferred interface locations and geometries are usually obscured by common inversion routines that seek smoothly-varying subsurface models. Geophysical inversion methods seeks to provide quantitative information about physical properties from indirect geophysical observations. It is generally an ill-posed problem, which implies that a solution based on data alone is neither stable nor unique (Kabanikhin 2008) . Hence, when working with finely discretized property fields it is necessary to include a model regularization term (deterministic approach) or defining a prior probability density function (pdf) on the model parameters (Bayesian inference). In deterministic inversions, the regularization term often imposes smooth spatial variations of the Earth's subsurface by penalizing a measure of model variability (Constable et al. 1987; deGroot-Hedlin & Constable 1990 ). Because of the nature of the constraints and the non-constraining nature of the data, sharp interfaces are generally smeared out within a thick transition zone. In practice, this implies that it is up to the interpreter to identify the most likely interface geometry (Christensen 2018) .
To decrease such subjectivity, Hsu et al. (2010) propose an automatic approach to bedrock edge detection, which analyzes 2-D smoothness-constrained deterministic inversion models obtained from an ERT dataset using image analysis. This is achieved by a gradient method (i.e., Laplacian edge detection), which searches for zero values in the second derivative of the resistiv-ity image in both the horizontal and vertical direction. The main issue with such a methodology is the possible interference from other sources of subsurface heterogeneity that are unrelated to the large-scale interfaces of interest. To reduce the complexity of such a methodology, especially when considering 3D subsurface models, Chambers et al. (2012) only consider the maximum resistivity gradient in the vertical direction to locate the bedrock beneath a river terrace. Another approach that uses a guided fuzzy clustering algorithm has been proposed by Ward et al. (2014) . Also in this case, the edge detection of bedrock interfaces is based on analysis of ERT inversion results.
Instead of imposing smoothness by model regularization, it might be more reasonable to postulate that physical properties of the subsurface are characterized by a layered structure (homogeneous layers of varying topography with distinctly different properties). Clearly, targeting the inversion towards the automatic detection of interfaces instead of producing smooth minimumstructure models and then, automatically or manually, identifying the expected boundaries from these smoothly varying images has its advantages. Within such a framework, Auken & Vest Christiansen (2004) propose a two-dimensional deterministic inversion scheme with lateral smoothness constraints and sharp vertical boundaries. Similarly, Juhojuntti & Kamm (2015) propose a method for joint inversion of seismic refraction and resistivity data using sharp-boundary models with few layers. Hence, this method produces models with laterally-varying properties within the layers, but without vertical variations within each layer. Another scenario occurs when interface locations are well known, but the fields of physical layer properties are of interest. In this case, it is possible to pre-determine unit geometries and infer physical properties and variations within each unit (Doetsch et al. 2012; Uhlemann et al. 2017; Vignoli et al. 2017) .
In this paper, we propose a probabilistic formulation and solution to the geophysical inverse problem of inferring an interface separating two heterogeneous sub-domains. We rely on Bayes' theorem to combine the prior distribution about model parameters with a likelihood function that describes the probability of observing the collected data given proposed model parameter values and a data noise model (Sambridge & Mosegaard 2002) . The resulting posterior distribution is generally not known analytically. Instead, it must be sampled numerically using, for instance, Markov chain Monte Carlo (MCMC) methods (Sambridge & Mosegaard 2002) . When performing Probabilistic inversion for interface detection 5 MCMC inversion for high-dimensional distributed models, the choice of the prior pdf has a very strong influence on inversion results (Hansen et al. 2012 (Hansen et al. , 2016 de Pasquale 2017) . To favor posterior model realizations with smoothly varying properties, a possible approach is to include structure constraints (Rosas-Carbajal et al. 2014; Besag et al. 1995; Chen et al. 2012) within an empirical Bayes (EB) inversion framework (Casella 1985) .
Here, we seek to probabilistically infer subsurface interface geometry and heterogeneities within the sub-domains that are delimited by the interface. To do so, we follow Iglesias et al. (2014) and implement an empirical-Bayes-within-Gibbs methodology that separates the interface and physical property updates within the MCMC scheme. More specifically, we address the particular problem of using ERT datasets to infer the regolith-bedrock interface, at a site in the Calhoun Critical Zone Observatory in South Carolina, USA. Both the interface and the physical properties of the sub-domains are constrained to favor smooth spatial variations and to honor pre-defined property bounds. We demonstrate our methodology using synthetic and actual surface-based ERT datasets. We stress that the methodology is general and that it could be used to study other types of interfaces (see examples above) and that other types of geophysical methods (e.g., seismic refraction, magnetotellurics) could be used.
We first introduce the theoretical background of the proposed empirical-Bayes-within-Gibbs inversion algorithm (Section 2), followed by the results obtained when applying it to two synthetic and a real dataset (Section 3). We then discuss our approach and findings (Section 4) before we conclude (Section 5).
METHODOLOGY
To address the challenge of probabilistic inference of subsurface interfaces and sub-domain heterogeneities, we present an inversion algorithm which combines model-structure constraints within an empirical Bayes framework with Metropolis-within-Gibbs MCMC sampling.
Structure-constrained empirical Bayes inversion
By combining a prior probability density function (pdf) of the model parameters (ρ(m)), summarizing our a priori information about the subsurface, and the likelihood function, which expresses the probability of the proposed model vector (m) given the available data (d): ρ(d|m) ∝ L(m) (Tarantola 2005) , Bayes Theorem expresses the posterior pdf of the model parameters given the data:
where ρ(d) only acts as a normalizing constant when the model parametrization is fixed. Analytical solutions to equation (1) are not available for non-linear problems and it is thus necessary to numerically sample from the posterior distribution. To do so, MCMC methods are often used to construct Markov chains in the model space, whose steady state distribution corresponds to the posterior distribution (Gamerman & Lopes 2006) , with the sampling algorithm being completely defined by the transition probabilities. Metropolis-Hastings (M-H) is a commonly used MCMC sampler (Metropolis et al. 1953; Hastings 1970) , which defines the transition probability from different states of the chains as being proportional to the acceptance ratio:
where q is the proposal pdf describing the probability to generate a given model perturbation at each proposal step, and the superscripts prop and curr refer, respectively, to the proposed and the current state of the Markov chain. Acceptance ratios used in MCMC codes are typically reformulated using a logarithmic formulation to avoid floating-point under-and overflow. Most MCMC applications in geophysics rely on a symmetric proposal pdf, q(m prop → m curr ) = q(m curr → m prop ), which leads to the simpler Metropolis acceptance ratio:
for which there is no evaluation of the proposal pdfs at each step of the chain.
When the prior knowledge about the subsurface is limited, it is common to consider uncorrelated parameters with uniform probability over a given parameter range. This choice of priors leads to posterior model realizations that are too spatially variable to be geologically realistic when applied to high-dimensional distributed models (Rosas-Carbajal et al. 2014; Hansen et al. 2012 Hansen et al. , 2016 de Pasquale & Linde 2017 ). An alternative is to also constrain global model structure by penalizing model variability. The appropriate weight given to these constraints can be obtained through an empirical Bayes approach.
Empirical Bayes (EB) inference (Casella 1985) uses hyper parameters describing the prior distribution (e.g., its standard deviation, integral scales). The hyper parameters are then estimated together with the regular model parameters during the inversion process. When using MCMC, the hyper parameters require both prior distributions and proposal pdfs. For the pdf describing model structure used herein, the hyper-parameter λ defines the mean deviation of the exponential model:
where Q indicates the total rank of the model structure operator and the measure of model structure S(m) is computed with an l 1 -norm (a corresponding formulation is used to define interface roughness) as further explained in section 2.3. Similar to the model regularization weights used in deterministic inversion, a high λ strongly penalizes model structure. Considering symmetric model proposal pdfs for the model parameters and the hyper-parameter, the acceptance ratio in case of structure-constrained empirical Bayes MCMC inversion is:
where ρ(λ) is the prior pdf of the hyper parameter.
In this study, we considered ρ(λ) and ρ(m) to have log-uniform and uncorrelated uniform pdfs, respectively, such that the acceptance ratio simplifies to the ratio involving likelihood and constraint functions only.
Empirical-Bayes-within-Gibbs
We conceptualize the subsurface as being composed of two overlapping domains, m CZ and m b , that are separated by an interface, I. We first draw two uncorrelated physical property fields that are parametrized with regular grids that cover the whole investigated area (Fig. 1a) . In the examples that follow, we used 50 × 10 grid with cell sizes of 8 × 8 meters. Herein, the physical properties considered are the logarithm of electrical resistivity r [Ωm] , that is discretized throughout the subdomains representing the critical zone (CZ, m CZ ) and the bedrock (m b ). The forward operator is defined on an unstructured mesh that covers the investigated area (Fig. 1b) and extends on the sides and below to account for boundary conditions. In the examples, the unstructured mesh used for forward simulations is discretized with 1578 cells. We linearly interpolate the sampled electrical resistivity values into the unstructured mesh (Fig. 1c) . In parallel, we draw an interface from the corresponding prior pdf, ρ(I). In 2D, the interface defines a line delineated by a set of connected nodes within the mesh (Fig. 1d) . The actual resistivity field (m) used for forward simulations is built by mapping each of the interpolated physical property values into the appropriate sub-domain defined by the interface (Fig. 1e ):
where G is the mapping operator. Gibbs framework (Geman & Geman 1984) . In our implementation, we additionally constrain the interface and the resistivity fields to favor smoothness, resulting in a slightly modified empiricalBayes-within-Gibbs algorithm in which we alternately propose an update to the interface or to the resistivity field of the domains ( Fig. 2 shows a flowchart of our algorithm).
The interface proposal updates are implemented as follows. Initially, one vertex on the current interface is chosen at random and removed from the interface definition. Then, one of its two adjacent vertices in the current interface is picked at random. When this vertex (anchor) is located on the left, one of its adjacent vertices in the mesh is drawn at random under the constraint that it is located to the right and that it is not the previously removed vertex. From this point, the shortest path is sought to a vertex belonging to the current interface under the constraint that all horizontal increments in the path are to the right. The vertices of this path are now part of the proposed interface geometry. When the anchor is located to the right, the model proposal procedure
Probabilistic inversion for interface detection 9 is adapted in a straightforward manner. In this way, we ensure symmetry in our model proposals and avoid a possible situation with the bedrock overlying itself. The probability of accepting the proposed interface is given by:
where R(I) quantifies the interface roughness and the likelihood ratio is computed using the model for both domains at the same time and they can involve parameters that are not mapped into the resistivity field used for the forward computation (e.g., a parameter describing CZ resistivity at the bottom of the model domain). The corresponding acceptance ratio for the physical properties update is:
where the model structure (S(m)) is computed for both domains (i.e., not only for the sub-domains found below or above the interface). We use different constraint functions for CZ and the bedrock, , I curr ).
Measures of model structure and interface roughness
As mentioned above, we consider two different measures of model structure: one quantifying the spatial variability of the subsurface resistivity field (i.e., S(m) in eq. 8) and another quantifying the roughness of the interface (i.e., R(I) in eq. 7). In the first case, we consider a measure of model structure that is widely used in deterministic inversion (Menke 1989) , namely l 1 -norms of model roughness, and we apply it to the inversion parameter grid (i.e., the regular grid parametrization represented in Fig. 1a ). We follow de Pasquale & Linde (2017) by describing each grid element (i.e., model parameter) with two indices: m i,j . Considering the grid analogously to a matrix, the measure of electrical property variability can be expressed as:
To quantify the interface roughness, we use a corresponding l 1 metric of the differences between z-coordinates (e.g., depth) of the interface vertex, according to the following equation:
where l = 0 . . . n refers to the nodes intersected by the interface I, with index l growing with the profile length (i.e., from left to right in Fig. 1d ). Initial tests (not shown) suggested superior inversion results when considering a central difference measure compared with a forward difference measure.
ERT forward modeling
In the following test cases, we consider 2D electrical resistivity tomography datasets. Electrical resistivity tomography is widely used to determine the spatial distribution of electrical resistivity.
In practice, apparent resistivity data are obtained using a large number of resistance measurements made from spatially-distributed four-point electrode configurations (Dahlin 1996) . In order to simulate the ERT forward response needed to compute the likelihood of each model realization within the Markov chain, we used the Boundless Electrical Resistivity Tomography (BERT) library, which is an open source software package widely used for deterministic inversion Günther et al. 2006) . Using BERT, we can compute the 2.5D forward response by relying on a finite element scheme implemented on unstructured meshes (Si 2015) . Using unstructured meshes allow for a more efficient local refinement (e.g., close to electrodes) and are ideally suited to account for surface topography and internal boundaries.
RESULTS
To evaluate the performance of our proposed algorithm, we consider a 2D surface-based ERT dataset acquired above a regolith-bedrock interface. More specifically, we refer to data from the Calhoun Critical Zone Observatory (South Carolina, USA) presented by St. Clair et al. (2015) , in which ERT and seismic refraction surveys were used to investigate the influence of surface topography on bedrock geometry and properties. The ERT survey was acquired using an Advanced Geosciences Inc's (AGI) SuperSting instrument with 56 electrodes spaced 5 m apart with a dipoledipole electrode configuration. The profile length of 400 m was obtained by using one roll-along in which 50 % of the electrodes stayed in place. Consequently, St. Clair et al. (2015) used 84 different electrode positions. To save computational time and since our interest is in the deeper CZ structure, we only consider every second electrode position and we removed the configurations with a maximal electrode separation of 30 m. Moreover, the raw data were filtered by St. Clair et al. (2015) to eliminate negative apparent resistivity values. This resulted in 42 electrodes and 645 data being used. A noise description based on a relative Gaussian error of 3.7 % was used in order to reproduce the same data misfit as the inversion results by St. Clair et al. (2015) .
Synthetic test cases
To test the methodology in a controlled environment, we first consider two synthetic examples with the same electrode configuration and surface topography as for the real dataset. Both examples present the same interface geometry, but the first example features homogeneous sub-domains and the second has heterogeneities within the layers.
To demonstrate that the empirical-Bayes-within-Gibbs algorithm can sample the target interface, we test the method on the model shown in Fig. 3(a) . In this case, the interface divides the domain in two homogeneous domains: an upper layer with resistivity of 1800 Ωm and a lower layer with resistivity of 15000 Ωm. sampled by the empirical-Bayes-within-Gibbs chain in Fig. 3 (c) provides a very close approximation of the interface; moreover, the posterior realization corresponding to the maximum likelihood ( Fig. 3d ) exactly reproduces the interface of the interpolated target model. We contrast these results with the deterministic inversion result, in which the interface is obtained from the maximum vertical gradient method (i.e., the blue line in Fig. 3e ) using the approach described in Chambers et al. (2012) . From these results, it is evident that the empirical-Bayes-within-Gibbs approach is more successful in sampling the target interface. To quantify this, we compute the average distance between the target interface (I target ) and the sampled (in case of empirical-Bayes-within-Gibbs) or inferred one (in case of deterministic inversion result):
where x min and x max are the horizontal limits of the model domain. For the deterministic inversion this distance is 2.9 m, while when evaluating the measure on a sample of posterior realizations, Probabilistic inversion for interface detection 13
we find that the empirical-Bayes-within-Gibbs algorithm yields an average distance of 0.4 ± 0.1 m only.
After verifying that the algorithm samples the target interface for this simple example, we introduce significant heterogeneities within the sub-domains. In Fig. 4(a) , we show the corresponding resistivity model used to generate the new synthetic dataset together with the electrode positions. The underlying mesh is constructed to exactly accommodate the defined interface, while the two heterogeneous sub-domains are obtained by stationary multivariate Gaussian process generations through circulant embedding of the covariance matrix (Dietrich & Newsam 1997) . Fig.   4 (b) represents the interpolation (through nearest neighbor method) of the input resistivity model on the mesh used for the forward computations within the MCMC chains. This image gives an idea of the best possible representation of the interface that can be sampled within the empirical-Bayeswithin-Gibbs inversion. As before, the simulated data were subsequently contaminated with 3.7 % uncorrelated Gaussian noise (Fig. 4c ).
Within our inversion routine, we used intervals for the electrical resistivity fields according to typical ranges of CZ and bedrock in Fig. 4 (b): m CZ ∈ [100, 3000] Ωm and m b ∈ [5000, 30000]
Ωm. As described in Section 2.2, the resistivity fields are updated by randomly choosing 10 % of the corresponding model parameters (i.e., varying 10 % of the resistivity values in the regular grids in Fig. 1a ). At each m CZ and m b model proposal step, the model parameters are updated using a Gaussian distribution centered on the current model with a standard deviation between 0.002 and 0.02: σ ∼ U (0.002, 0.02). These values were chosen to ensure an acceptance rate close to 25 % and to accommodate both smaller and larger model updates. We alternate between using a uniform value as standard deviation for all the model parameter updates and reweighing them inversely to the square root of the cumulative sensitivities (Fig. 4d) . Based on extensive testing, we find that alternating model updates in this way enables improved exploration in regions of low sensitivity while still ensuring that the residuals of the model predictions have the same chi-square mean as the assumed noise term (i.e., that we reach the target misfit).
The prior on the interface is defined by the way the interface can be constructed within the unstructured mesh used for computing the model response: nodes defining an interface have to be connected between each other through edges of the forward mesh and the horizontal increment must be either always positive or always negative within one realization (i.e., as in Fig. 1b) . For the prior definition of model structure or interface roughness weights used to constrain the model complexity (i.e., the hyper-parameters λ CZ , λ b and λ I introduced in Sections 2.1 and 2.2), we follow Rosas-Carbajal et al. (2014) and use log-uniform priors with ranges between one quarter and six times the values found when eq. 4 is maximized for the true model. In the case of interface roughness, the maximization is done considering the value obtained by the interface of the model depicted in Fig. 4(b) . For CZ and bedrock, we use the same value that was obtained by considering the structure of the full model (i.e., computed from the model represented in Fig. 4c ). For the hyper-parameters, we consider Gaussian proposal distributions with a constant standard deviation of σ λ = 0.1.
To sample the posterior space, we run three independent chains for 10 6 iterations with each it- with each other and with the underlying true model (Fig. 4b) .
The "posterior" distributions are constructed based on the sampled realizations within the stationary part of the chains (i.e., after burn-in when the chains start to sample proportionally to the target distribution). To evaluate the burn-in length for each chain, we rely on the Geweke diagnostic (Geweke 1992 ). This method proceeds by testing if the mean of the log-likelihood of the first part (20 % in our implementation) of the supposedly stationary section of the MCMC chain can be assumed to be the same as the later part (last 50 % in our implementation). By incrementally increasing the initial part of the chain that is discarded from the analysis, it is possible to estimate the burn-in period. Here, this diagnostic results in a burn-in of 3 × 10 5 , 2.5 × 10 5 and 4 × 10 5 itera- In order to evaluate the quality of the sampled posterior model realizations, we computed the model discrepancy ( Fig. 8b) :
where m M is the vector of the log 10 resistivity values of the true model (Fig. 6b) and m is the mean of the posterior model realizations (Fig. 8a) for the three Empirical-Bayes-within-Gibbs chains.
For comparison purposes, we also present the inversion model result obtained by a traditional l 1 -norm smoothness-constrained deterministic inversion that is fitted to the same error level (Fig. 8c) and the corresponding model discrepancy (Fig. 8d) . We find that the MCMC inversion strongly overestimates the resistivity of the upper 40 m at the beginning of the profile, while the deterministic inversion consistently underestimates the resistivity of the bedrock, this is particularly visible in the vertical resistivity profiles represented in Figs. 8(e)-(h). The mean absolute discrepancy in 
Field data
As already discussed above, we filter the ERT dataset from the Calhoun Critical Zone Observatory (CZO) in South Carolina (USA). Indeed, when considering all 84 electrodes, the chains were unable to converge to the target data misfit. We attribute this to significant small-scale heterogeneity in the near-surface below our model discretization size (see Fig. 1a ). We could have refined the inversion grid, but we chose instead to decrease the data sensitivity to small-scale near-surface variability by not considering neighboring electrodes and, therefore, removing the shallowest pseudo depth level from the data. This choice is motivated by our focus on the bedrock interface and that a model refinement would have led to unnecessarily high computational times.
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In agreement with the synthetic test case, we sampled the electrical resistivity, model structure and the interface roughness weights from log-uniform distributions with the structural constraints expressed in Eq. (4). Here, the prior range of the hyper parameters are defined broadly enough to avoid boundary effects (see Rosas-Carbajal et al., 2014) . To establish the prior range on resistivities, we first determined a global resistivity range (i.e., over the whole subsurface), which was obtained from the deterministic inversion results when considering the full dataset (i.e., considering the full 84-sensor dataset). Our target interface is the one between regolith (weathered/fractured bedrock) and unweathered bedrock, which is clearly seen at 20-40 m depth in seismic and resistivity data presented by St. Clair et al. (2015) . In those results, unweathered bedrock occurs where seismic velocity increases to more than 4 km/s and resistivity increases to more than 4000 Ωm. We had to run different tests to establish an upper limit for the CZ resistivity range and a lower limit After MCMC inversion, we find that the inferred model structure for the CZ (Fig. 10a) , the bedrock ( Fig. 10b ) and the interface (Fig. 10c) are overall similar for the three chains, as are the hyper-parameters (Figs. 10d-f ). In agreement with the synthetic results, the acceptance rate for the interface updates (Fig. 10g) is lower (average value of 6 %) than for the resistivity field updates ( Fig. 10h ; average value of 17 %). According to the Geweke diagnostic, the burn-in is 5 × 10 5 , 4.5 × 10 5 and 3.5 × 10 5 iterations for the first, second and third chain, respectively. As for the synthetic test case, we could declare formal convergence for only a percentage of the model parameters: 14 % for the CZ and 23 % for the bedrock. This implies that even if we obtain a set of models that are able to explain the observations well, the chains do not fully explore the posterior distribution.
Inversion results in terms of mean, normalized standard deviation of resistivity and bedrock probability map of the "posterior" model realizations are shown in Fig. 11 . The results show a very similar behavior among the different chains, especially in the upper 40 meters (where the resistivity data are able to constrain the model parameters). This is also seen in the vertical resistivity profiles in Figs. 11(l)-(o) , where the consistency in the inferred interface locations is manifested by the jumps in resistivity. For comparison purposes, we also run the empirical Bayes framework with three chains for which we did not consider the subdivision of the subsurface. That is, we infer one log-resistivity field using a prior pdf that spans the range of the previously defined sub-domains.
Similarly to previous results, we start to sample the posterior probability distribution after 10 5 iterations and we are again unable to fully sample the posterior distribution. The corresponding approximate posterior results in terms of mean, normalized standard deviation and vertical resistivity profiles are represented in Fig. 12 . Finally, we compared these results to the ones obtained by smoothness-constrained deterministic inversion for the same data misfit (Fig. 13c) . For both inversions, we inferred an interface using the vertical gradient method (i.e., the black lines in Fig.   13c and d).
DISCUSSION
We have presented the first inversion approach that uses ERT data to probabilistically infer interface properties in the presence of heterogeneous sub-domains. The results are promising, but there are also certain limitations. Initially, we attempted to address the inverse problem using the 
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The empirical-Bayes-within-Gibbs method successfully sampled the modeled interface in the synthetic example with homogeneous properties (Fig. 3) . When we consider the synthetic test case with heterogeneous sub-domains (Fig. 4) , however, the inversion results highlight that the target interface is not part of the sampled interface locations along the first 50 m and around 370 m of the profile length (see Figs. 7a, d, g and 8a) . The true model in Fig. 4 (a) presents a strong resistor (40 m depth and 50 m along the profile line) which is situated below a conductive area. At 370 m, the true model has a high resistivity bedrock at the bottom, which is overlain by a conductive deep-CZ anomaly and a higher resistivity feature at the surface. Due to the inherent equivalence problem of DC resistivity data (Koefoed 1979) , the resulting forward response can, thus, also be explained by the posterior realizations we obtained (i.e., a large area with intermediate resistivities for both cases). Such results are favored in the empirical-Bayes inversion because they are less complex (in terms of the variability within the two sub-domains) than the underlying true model. These inconsistencies persist even when using homogeneous starting models. Moreover, Fig. 8(c) shows that the interface inferred using the maximum gradient method on the deterministic inversion model is shallower than the target one in the beginning of the profile. This inefficiency of the different inversion routines stresses the inability of the ERT data to resolve this area. Nevertheless, the model results are satisfactory in the central part of the profile and remain an advancement compared with smoothness-constrained deterministic inversion results (see Fig. 8 ). Perhaps the most dramatic improvement is found in the bedrock domain, whose resistivity values are always severely under-estimated by the deterministic inversion.
Even if the posterior model realizations are similar across chains, we are unable to declare convergence of the MCMC chains for all the model parameters (Gelman & Rubin 1992) ; this implies that each individual chain has not sufficiently sampled the posterior pdf. Consequently, the spread of the parameters is likely larger than those inferred in each chain. By combining the sampled posterior realizations of the three chains, we partially reduce this issue. Inversion for sharp boundaries between subsurface physical properties is hard as it makes the likelihood surface highly irregular (Tavassoli et al. 2005) , especially for high-dimensional problems and large data sets with high signal-to-noise ratios. More advanced MCMC algorithms (e.g., parallel tempering) could improve the situation (Laloy et al. 2016) . We have found that scaling of the model proposal updates using model sensitivities improve exploration of the posterior distribution. Adaptive Metropolis (Haario et al. 2001) and its variants (e.g., Laloy & Vrugt 2012) , in which an appropriate proposal distribution is determined for each model parameter might further improve exploration. We also suspect that some of the problems encountered in this study are further enhanced by the fact that ERT data have no (or very limited) inherent sensitivity to the depth and thickness of subsurface layers (Parker 1984; Oldenburg & Li 1999) . Another possibility would be to address this problem with a transdimensional inversion algorithm (Sambridge et al. 2006; Belhadj et al. 2018) , in which the complexity of the interface geometry and the physical property fields are determined by treating the model dimension of sub-domains and the number of interface locations as unknowns.
The results obtained for the Calhoun field data are summarized in Fig. 13 , where we show the models obtained for the different inversion routines considered. Regardless of the inversion approach, we find that the upper part of the domain (first 10-20 meters of depth) is well defined.
However, the inferred bedrock interface and bedrock properties are highly dependent on the inversion approach. As expected, we find that the smoothness-constrained deterministic inversion result displays the least features (Fig. 13c) (Fig. 13b) including geologically-unrealistic conductors at depth. The inferred interface (black line in Fig. 13b ) shows unrealistic depth variations especially at the far left end of the domain. In contrast, the proposed empirical-Bayes-withinGibbs algorithm ensures that no conductors are found at depth (Fig. 13a) , while it still allows for a significant variability within the CZ and bedrock sub-domains. Moreover, the interface is part of the model parameterization and is, hence, clearly described in terms of its depth, geometry and uncertainties. We note that it is only this inversion that clearly identify a deepening of the inferred bedrock interface at the two topographic lows. Note further that the small-scale irregularity of the inferred interface in Fig. 13(a) is a consequence of the mesh discretization. It could be removed in a behavior, we suggest that joint inversion of the seismic and ERT data would be of great interest.
CONCLUSIONS AND OUTLOOK
Determining subsurface interface geometries together with reliable uncertainty quantification is important in various Earth science settings. This objective is generally not achievable when using deterministic smoothness-constrained inversions or when inferring for interface locations while ignoring subsurface heterogeneities within layers. In this work, we introduce an empirical-Bayeswithin-Gibbs MCMC inversion algorithm that explicitly parameterize and infer both interface geometry and spatial heterogeneity of physical properties. Our synthetic and field-based results consider 2D surface-based ERT data aiming at inferring the regolith-bedrock interface, but the methodology is general and, since it is independent of the forward solver, it can be extended to other observation types (e.g., magnetotellurics or seismic refraction), 3D datasets and parametrization choices. For a synthetic heterogeneous test case, we find that the interface location is wellresolved in the central part of the profile, but less so on the sides where the data are less constraining. The introduction of the interface in the inversion leads to a dramatic improvement in the estimations of the bedrock properties when compared with smoothness-constrained deterministic inversions and MCMC-based inversions without an explicit interface. Nevertheless, longer MCMC chains or adaptations of more advanced sampling methods (e.g., parallel tempering) is needed to fully explore the posterior distribution. For the field example at the Calhoun Critical Zone Observatory, our new method suggested a significant deepening of the bedrock geometry coinciding with topographic lows. The time needed for each iteration is mainly determined by the forward operator (in the case of 2D ERT, this time scale linearly with the number of current electrodes) and the number of nodes in the unstructured forward mesh, which affects the interface update performance (also in this case, the time scales linearly with the number of nodes). A logical extension of this work is to perform joint inversion of ERT and seismic refraction data. This would help to better resolve the regolith-bedrock interface and it would overcome some of the equivalence issues that are inherent with ERT datasets. The model coupling could be achieved by considering a common interface geometry and possibly also parameter correlation of the physical property fields (e.g., to enforce that highly resistive bedrock is likely to correspond to regions of high seismic velocity). Flow chart of the proposed empirical-Bayes-within-Gibbs algorithm. First, we initialize the model (as described in Fig. 1 ) and evaluate its likelihood, physical properties structure and interface roughness.
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