Standard house price indexes measure average movements of average houses in average locations belonging to an average price segment. Such procedures obscure a huge variety of price development patterns in housing markets across price segments and geographical areas. Unfavourable price developments may be offset by opposing movements in other sub-markets creating a false sense of security. This paper uses quantile regression techniques to reveal this kind of variation. Two novel hedonic approaches based on the time-dummy and imputation method respectively are developed to compute quality-adjusted price segment-and location-specific house price indexes. The proposed methods are applied to house sales in Sydney, Australia, between 2001 and 2014. The analysis finds a rich set of variation across sub-markets over time. Whereas the price peak in 2004 was driven by sharply increasing prices of suburban, low-priced houses, the peak in 2010 can be mainly attributed to rising prices in the inner city. From 2012 onwards, the entire market experiences large increases which are strongest in the lowest price segment. The findings clearly suggest that standard house price indexes are not enough to assess the state of a housing market and actually obscure a lot of variation within a market. The joint analysis of movements in price segments and geographical areas allows deep insights which are likewise of interest for policy makers, home owners, urban planners and investors. (JEL: C14, C21, C43, R31)
Introduction
Housing markets can be very diverse across locations and price segments. For instance, appreciation rates may be higher in less attractive neighbourhoods and for low-price houses over a certain period of time than in highly desirable areas and for expensive dwellings. Standard house price indexes report average movements of average homes in average locations and are unable to detect such distinct price development patterns. The aim of this paper is to uncover variation within housing markets allowing a more detailed and comprehensive analysis. Therefore, I combine the hedonic time-dummy and imputation approach with (penalized) quantile regression techniques in a novel way and construct quality-adjusted hedonic indexes for different price segments and locations. The presented methods are applied to house sales in Sydney, Australia, between 2001 and 2014.
Standard hedonic indexes are based on linear regression models that aim to estimate quality-adjusted mean changes of house prices over time. However, not only average house prices might change but also other properties of the house price distribution. Standard indexes per construction fail to measure any kind of changes other than changes in the mean. Hence, these indexes ignore for instance the particular development of the top end of the price distribution, i.e., the most expensive houses, the development of the least expensive houses or developments in regional sub-markets. Standard hedonic indexes are based on the assumption that an entire housing market develops simultaneously: Variation across price segments and different sub-markets is not taken into account. Using quantile regression models instead of linear regression models allows one to compute the same quality-adjusted indexes not only for the mean but for several quantile levels and hence for distinct price segments. Including fine measures for locational effects into the hedonic equation permits the construction of separate indexes for geographical areas within a housing market. Combining both approaches generate segment-and location-specific indexes that deliver deep insights into a housing market. A great advantage of the proposed methods is that the entire dataset enters the models, i.e., the full set of information available in a period of time is used to carry out the analysis. Subjectivity resulting from creating appropriate sub-samples for analysing particular market segments is avoided.
There are few attempts to use quantile regression models to analyse price developments or determinants. Some studies use hedonic equations combined with quantile regression models to analyse cross-sectional variation in house price distributions (see for instance Zietz et al., 2007; Mak et al., 2010; Liao and Wang, 2012) . They find that determinants of house prices differ strongly across price segments, i.e., certain house characteristics are priced differently in different price segments. Coulson and McMillen (2007) and Nicodemo and Raya (2012) use quantile regression techniques to decompose temporal changes in house price distributions. Deng et al. (2012) and McMillen (2014) are to my knowledge the only ones using quantile regression techniques to construct house price indexes. While Deng et al. (2012) construct a simple quantile time-dummy index for Singapore between 1995 and 1 2010, McMillen (2014) develops sophisticated index construction methods reporting changes in the entire distribution of house prices and across small geographical areas and applies them to house sales in Cook County, Illinois, between 2000 and 2011. He emphasizes the importance of such a detailed analysis of housing markets by stating that "[. . . ] standard approaches to estimate house price indices oversimplify what is actually a rich set of spatial and temporal variation in appreciation rates." He constructs locally weighted quantile house price indexes based on a timedummy approach by estimating various locally weighted quantile regression models. McMillen's main results are a set of price maps that show quantile-specific locally estimated appreciation rates. Although these graphs are insightful, they are impracticable if results are further used as an input for urban models or any other kind of quantitative study. I follow his attempt to jointly analyse locational variation and variation across the price distribution but stick to classical index representation techniques: Indexes are well suited for analysing price developments as they carry a lot of information and can be presented and understood easily. Index numbers can be analysed straightforwardly and also be summarized in a single intuitive figure. This paper tries to find an appropriate compromise between an analysis that is as comprehensive as possible and an analysis that generates outcomes that are easy to explain and present. Large tables of index numbers or large numbers of figures are avoided. Therefore, I focus on three price segments -top, middle and bottom -and three locational clusters -Sydney's inner city, its metropolitan area without the inner city and suburban regions. The models underlying the indexes use much finer locational grids to guarantee precise measurement. In the course of the index construction, model results are aggregated and can be eventually presented in a very intuitive way. This paper develops two hedonic methods to achieve the goals described above: First, a time-dummy approach that relies on regional dummy variables measuring locational effects and, second, a more sophisticated imputation approach (see Hill, 2013 , for a taxonomy and survey). The second approach includes smoothly estimated price maps defined on exact longitudes and latitudes and hence controls for locational variation is a very precise way. Whereas the first approach uses standard quantile regression models, the second one relies on penalized quantile regression. Both approaches deliver comparable results, however the imputation approach outperforms the time-dummy method in several ways. Quantile regression has some favourable statistical properties which are beneficial for index construction purposes. So far, the few papers constructing quantile-specific house price indexes use the hedonic time-dummy method. Combining quantile regression techniques with the hedonic imputation approach as done here is a promising novelty. De Haan and Diewert (2013) recommend the use of hedonic indexes over repeat-sales indexes and the hedonic imputation over the hedonic time-dummy approach. (See chapter 12 in de Haan and Diewert (2013) for a discussion.) The quantile imputation approach developed in this paper inherits the advantages of the standard imputation technique.
The empirical analysis of the Sydney housing market detects strikingly diverse price development patterns across locations and price segments. Between 2001 and 2014 prices rose by roughly 130% for low-priced suburban houses and by less than 100% for high-priced inner-city houses. During the boom peaking in 2004 house prices rose most sharply in suburban regions and low price segments. The same houses also experienced the sharpest downfall of prices thereafter. Another (although less pronounced) peak in 2010 was, however, almost exclusively driven by rising prices in the inner city. Standard house price indexes detect two periods of steady house prices within the period of observation. The analysis performed in this paper unveils different patterns leading to such steady index numbers: During the period 2007 -2008 prices were stable throughout all segments and locations. During the period 2010 -2012 in contrast prices were stable on average as opposing price developments offset each other. An exclusive focus on standard indexes might hence create a false sense of security. A more comprehensive analysis of housing markets as suggested in this paper uncovers turbulences specific to particular sub-markets, thus allowing policy-makers to lean against unfavourable developments with tailor-made actions and provide real estate investors, home owners and urban planners with a rich set of information. Standard house price indexes are unable to detect variation in price developments as reported above. Guerrieri et al. (2013) analyse 29 US housing markets 1 using the repeat-sales Case-Shiller zip code level price indexes and identify four common patterns in these markets of which two are within the scope of the analysis performed in this paper: First, within city house price growth variation is large which is also the case in the Sydney housing market. Second, initially low price neighbourhoods within a city appreciate more than high price neighbourhoods during city-wide housing booms. The same pattern is found in the Sydney housing market: As outlined before, during the housing boom peaking in 2004, cheapest houses experienced much higher appreciation rates before the peak. House prices started rising rapidly again in 2012 and once again the lowest price segment experiences highest appreciation rates. Guerrieri et al. (2013) rely on zip code level price indexes and use them to distinguish higher and lower priced neighbourhoods. However, such indexes do not allow a simultaneous analysis of price segments and neighbourhoods. Guerrieri et al. (2013) finally build a model linking neighbourhood-specific house price dynamics with gentrification in the event of a city-wide housing demand shock. For such purposes, the segment-and location-specific indexes developed in this paper would be of high utility. Case and Mayer (1996) analyse the development of house prices in the Boston area, Massachusetts, from 1982 to 1994. They find diverse patterns of housing price dynamics across different geographical areas and distinguish between high price and low price areas indicating again that location and price segments are linked strongly. Their aim is to explain the causes of such diverse patterns within a metropolitan area using a standard urban model and identify several reasons for variation in house price dynamics: Employment patterns might shift due to a change in the sectoral mix of employment or a change in the location of employment. Such changes may not necessarily affect all regions of a metropolitan area nor all income levels and hence all price segments. They claim that housing supply shocks, changes in demographics, the level and change in amenities (such as for instance a change in a locality's crime rate), immigration and changes in taxation may as well affect sub-markets to different degrees. As input for their urban model they rely on repeatsales indexes separately estimated for each geographical entity within the Boston area. Having segment-and location-specific indexes at hand, however, would again allow to model these mechanisms more precisely. The papers by Guerrieri et al. (2013) and Case and Mayer (1996) are just two examples from urban economics where the availability of segment-and location-specific house price indexes would enhance the analysis and understanding of dynamics within metropolitan areas.
The remainder of this paper is structured as follows: Section 2 demonstrates the importance of a segment-and location-specific analysis of housing markets. Section 3 describes the methodologies used to carry out such an analysis. Data is presented in section 4. Section 5 summarizes the results and, finally, section 6 concludes.
Variation within price segments and locations
Standard house price indexes measure the central tendency in housing markets. In other words, they report changes in the mean or median of house price distributions: Median indexes directly report the median of the house price distribution per period, stratification indexes calculate quality-adjusted means or medians, repeatsales indexes are based on a model that estimates the mean price of multiply traded homes and hedonic indexes are based on models that estimate quality-adjusted mean prices. In this paper, I rely on hedonic approaches. De Haan and Diewert (2013) recommend the use of hedonic methods (and particularly the hedonic imputation approach) to calculate constant quality residential property indexes. Hedonic approaches usually model the conditional expectation of logged house prices given some house characteristics. Figure 1 shows conditional densities corresponding to logged house prices for some fixed house characteristics for three years. House prices are increasing over time as the densities move to the right. These movements are measured by hedonic models. Specifically, hedonic models estimate the mean shift as shown in the left panel. Closer inspection of the densities however yields that not only the locational parameter, i.e., the position of the peak, changes over time but other properties of the distribution such as variances as well. Such changes are not captured by mean-based approaches. Quantile regression allows to measure movements at different quantile levels. For instance, the right panel of Figure 1 shows the movement of the 0.1-quantile over time. Note that ∆p 1 = ∆q 1 and ∆p 2 = ∆q 2 . Reporting changes of a series of quantile levels thus yields a comprehensive picture of movements in housing markets. Ideally, one would like to estimate the entire quantile process as knowing all quantiles of a distribution is equivalent to knowing the distribution itself. In practise, measuring changes for a small set of quantile levels already allows a fascinating insight into price movements in housing markets. Figure 1 : Demonstration of segment-specific measures: Both panels show the density of logged house prices conditional on a set of housing characteristics for three consecutive years. Standard hedonic house price indexes measure the shift of the conditional mean from year to year. This is indicated by ∆p 1 and ∆p 2 in the left panel. However, the conditional mean is just one aspect of the distribution that changes over time. The right panel exemplarily shows how the 0.1-quantile changes from period to period indicated by ∆q 1 and ∆q 2 . Note that ∆p 1 = ∆q 1 and ∆p 2 = ∆q 2 . Measuring the changes for a set of different quantiles delivers a more complete picture of movements in housing markets that is not limited to the central tendency.
Quantiles can be interpreted as price segments. The median, i.e., the 0.5-quantile, measures the average price of houses given certain characteristicsx and is hence a suitable representative for the average price segment. The 0.1-quantile reports a reasonable lower bound: Only ten per cent of all houses with characteristicsx are expected to have a lower price. Hence, the 0.1-quantile represents the bottom segment. On the contrary, the 0.9-quantile stands for the top segment.
Location is one of the most important price-determining factors. There are different ways how to control for locational effects in hedonic models but all aim for the common goal to assign shadow prices to certain locations to eliminate locational variation in the sample. Indexes hence report price changes for an average location. Although such indexes are useful as they report general tendencies, they may obscure insightful variations. In this paper, locational variation is measured and reported as location-specific indexes.
Combining the two attempts to measure variation within the price distribution, i.e., across price segments, and across geographical areas yields location-and segment-specific indexes. These indexes are used to analyse the Sydney, Australia, housing market between 2001 and 2014. In this analysis, I work with two levels of geographical entities: regions (16 regions) and clusters (three clusters representing the inner city, inner, the remaining metropolitan area, metro, and outer districts, outer ). The inner cluster consists of the coastline, harbour regions and the central business district. The outer cluster consists of suburban regions and the metro cluster pools the remaining metropolitan residential neighbourhoods. Figure 2 shows the clustering together with the location of the central business district (CBD). 2 Price segments and locations are not independent of each other: Very expensive or cheap houses are usually clustered in certain regions of a city (see Figure 3 ). It is therefore important to look at segments and locations simultaneously, which is achieved by analysing location-segment-specific indexes.
3 Methodology I suggest two novel hedonic approaches to perform a location-and segment-specific analysis of housing markets. The first one is very intuitive and relies on the classical time-dummy method. Locational effects are measured through regional dummy variables relying on the 16 Residex regions. The second approach is more sophisti- Both approaches rely on quantile regression (QR) models (see Koenker and Bassett Jr, 1978; Koenker, 2005) . QR allows to extend the analysis of one single measure (i.e., the conditional mean E[Y |X]) to a full analysis of the entire conditional distribution (i.e., a series of conditional quantiles Q Y (ϑ|X)). Thus, estimating a series of conditional quantiles delivers a comprehensive picture of the distribution of interest: quantiles describe a distribution's location, scale and shape.
The linear conditional mean function E[Y |X = x] = x β is estimated by solving 7 the quadratic optimization problem
Similarly, the linear conditional quantile function Q Y (ϑ|X = x) = x β(ϑ) for a quantile ϑ ∈ (0, 1) is estimated by solving the linear optimization problem
For the median, ϑ = 0.5, the special casê
results. Hence, instead of minimizing the sum of squared deviations as in the OLS case, the sum of (asymmetrically weighted) absolute deviations is minimized in the QR case. If the goal is to estimate the median, unweighed absolute deviations are targeted and if one aims to estimate any other quantile level, asymmetrically weighted deviations are minimized. Such optimization problems can very efficiently be solved using simplex-like algorithms.
A common misconception about QR is that it is equivalent to estimating separate regressions to different sub-samples, whereas the sub-samples are being determined by the response variable, i.e., sales prices. This is not the case: QR always uses the entire sample and estimates for given predictor variables a threshold such that ϑ% of the probability mass lies below the threshold and (1 − ϑ)% lies above.
QR has several advantages compared to OLS regression. First, the estimatorŝ β(ϑ) are invariant to the presence of outliers. In QR only the sign of a residual matters but not its magnitude. In OLS regression, in contrast, large residuals have a strong influence on the estimators as their magnitudes are crucial. Second, QR avoids assumptions about the parametric distribution of the error process. Still, inference is possible in the same way as for OLS regression as estimators asymptotically follow a normal distribution. Finally, QR is invariant towards monotonic transformations. This means that for a monotonic function
). Hedonic methods usually model logged prices. To obtain imputed prices, a problematic backtransformation is needed (see Kennedy, 1981; Waltl, 2015) . Using QR models such back-transformations do not induce a systematic bias due to this invariance property. OLS regression has the favourable property that also under model misspecification it computes the minimum mean-squared error linear approximation to the conditional expectation function. A similar optimality result for QR models under misspecification was derived by Angrist et al. (2006) .
There may arise the critique that the proportions of cheaper and more expensive homes sold are not constant from period to period and that this would add another layer of sample-selection bias. In principal, this critique applies to all house price indexes that rely on transaction prices only: Means or medians are also shifted when the sample of transactions is not a random sample of the full stock of houses in statistical terms. If for example in one period far less transactions occur in lower price segments than usual, the house price distribution will be overestimated meaning that all quantiles including the median and also the mean are measured too high. It might be the case that extreme quantiles far away from the median are more affected by this bias than central measures such as the mean or median. However, this depends on the type of sample-selection bias as certain selections affect extreme quantiles stronger than central quantiles and others not. A quantile-specific quantification of sample-selection biases can only be performed when comparing sales prices to prices of the full stock of houses. The dataset at hand does not allow such an analysis and further research with this regard is needed.
A time-dummy approach
A standard time-dummy method for T periods estimates the conditional mean function
where P denotes sale prices, X the matrix of physical and locational characteristics and D dummy variables indicating the time of sale. Usually, normally distributed error terms are assumed. In this model, shadow prices are not allowed to vary over time as β ≡ β t for t ∈ {1, . . . , T }. The parameters δ t represent period-specific time effects net of quality differences. A standard time-dummy index normalized to period t * is obtained by
Quantile regression allows to estimate the same hedonic equation at different points -quantiles -of the distribution. Analogously to (1), the conditional quantile functions are given by
where ϑ ∈ (0, 1) denotes a specific quantile level. Setting ϑ = 0.5 yields an estimate for the conditional median delivering a robust, quality-adjusted estimate of the central tendency. For each quantile level a separate model is estimated yielding quantile-specific parameters β(ϑ) and δ t (ϑ). In this paper, I focus on the 0.1-, 0.5and 0.9-quantile representing the bottom, middle and top price segment.
Locational variation is achieved by introducing R = 16 regional dummy variables and interacting them with time dummy variables. From now on the matrix X only consists of physical characteristics and D denotes a spatial-temporal matrix with one column for each period-region combination. The resulting model can be written as
(3)
The parameters of interest δ tr (ϑ) are time-, region-and segment-specific. An index number for region r and segment ϑ is obtained by
In the empirical analysis, cluster-specific indexes are the goal. Let's denote the inner cluster by C i , the metro cluster by C m and the outer cluster by C o . Each cluster consists of n i = 6, n m = 8 and n o = 2 regions, respectively. A cluster-specific index is obtained by taking the geometric mean over all index numbers of regions allocated to the respective cluster, e.g., for cluster C i results
where 1 C i (r) equals 1 if region r belongs to cluster C i and 0 otherwise.
These cluster-segment-specific indexes are compared to a standard time-dummy index resulting from model (2) including region dummy variables.
An imputation approach
Imputation indexes (see Hill and Melser, 2008) aim to use standard price index formulae such as the Laspeyres or Paasche formula. These formulae require prices of a basket of goods -in this case houses with certain characteristics and locationsto be available in every period and compare them over time. This is hardly ever the case for dwellings as they sell infrequently and irregularly. However, hedonic models can be used to impute unobserved prices of houses. These imputed prices eventually enter the price index formula.
Four steps are needed to compute a cluster-segment-specific imputation index: estimating hedonic models, predicting unobserved house prices, allocating observations to price segments and finally evaluating index formulae.
Step 1: Estimating hedonic models. For each year and each quantile level ϑ ∈ {0.1, 0.5, 0.9} the hedonic model for locational effects in a housing context through such a semi-parametric approach. They use this methodology to compute mean-based imputation indexes. f ϑ t 's functional form is not determined beforehand but driven by the data and obtained in the course of the estimation process. The model is estimated using a penalization approach 3 and the triogram method developed by Hansen et al. (1998) and Koenker and Mizera (2004) . The penalized optimization problem can be written as a linear program and solved using simplex-like algorithms. In practise, quantile regression models including smooth components can be computed using the function rqss() in Roger Koenker's R-package quantreg (Koenker, 2013) .
Step 2: Predicting unobserved house prices. Since houses change hands rarely, the price of a particular dwelling is known only in one (or in some cases very few) period(s). In that sense, the price of dwelling i that sold in period t ∈ {1, . . . , T } is missing in all other periods. The period-wise estimated models (4) can be used to impute these missing prices. Let z it = (x it , long it , lat it ) denote the set of characteristics of house i sold in period t. The imputed price for period s ∈ {1, . . . , T } and segment ϑ ∈ {0.1, 0.5, 0.9} is given bŷ
As pointed out before, imputing prices from QR models as done here does not induce transformation biases since QR is invariant towards monotonic -and hence logarithmic -transformations.
Step 3: Allocating observations to price segments. For each year there are three models estimated: one for each segment. Hence, for each house there are three typically different price predictions available in each period. To avoid contradicting prices, each observation is allocated to a unique price segment by finding the best suited quantile-level ϑ * i through
where p it denotes the observed house price (Davino and Vistocco, 2008 , used this approach in a technically similar setting). Thus, every observation is allocated to the price segment which delivers the best price prediction in the observation period, i.e., which yields the smallest absolute difference between observed and predicted prices. By allocating each observation to a specific price segment, z ϑ * i it , a unique price prediction can be computed for each period.
Step 4: Evaluating index formulae. Let H ϑ tc be the set of all observations z ϑ * i =ϑ itc belonging to period t ∈ {1, . . . , T }, segment ϑ ∈ {0.1, 0.5, 0.9} and cluster c ∈ {C i , C m , C o }. Using this notation, double-imputation geometric Laspeyres, Paasche and Törnqvist indexes can be formulated: I use the Törnqvist formula, which combines the asymmetric Laspeyres and Paasche indexes, and prefer using imputed prices over observed prices as this reduces a potential omitted variables bias (see Hill and Melser, 2008) . This choice lead to a double-imputation index.
These cluster-segment-specific indexes are compared to an imputation index based on OLS regressions. Location is again measured using a smooth bivariate function of longitudes and latitudes. The resulting additive models are estimated using Simon Wood's R-package mgcv (Wood, 2006) .
Standard errors
I use a simple bootstrap procedure to estimate standard errors for the resulting index numbers. The idea is to sample observations with replacement, whereas the sample size equals the true number of observations, and use these samples to calculate time-dummy and imputation indexes. In the case of imputation indexes, the characteristics used for predicting new prices are also based on the sampled data. Pakes (2003) uses a similar approach to calculate standard errors for hedonic imputation price indexes for PCs.
Although conceptionally simple, such a procedure is computationally costly as a large number of models has to be estimated. In the case of imputation indexes, the number of estimated models is B · T · Θ, where B denotes the number of bootstrap repetitions, T the number of periods and Θ the number of evaluated segments. Generally, only the first two or three decimal places of standard errors are of interest. Hence, convergence is already reached with low values of B. Pakes (2003) The methods described before are applied to a dataset created by Australian Property Monitors that includes transaction prices, house characteristics (land area, number of bedrooms and bathrooms) and exact longitudes and latitudes for houses sold in Sydney, Australia, between 2001 and 2014. Particularly in the first years, there are many incomplete observations which are partly refilled applying a reconstruction algorithm. Tests after applying the reconstruction algorithm suggest that a complete-case analysis is appropriate as the missingness of certain characteristics can be classified as missing at random (see Waltl, 2015 , for details regarding the reconstruction algorithm and the missingness analysis). Table 1 reports summary statistics, Figure 4 plots observed prices over time and Table 2 summarizes the most common house types per cluster. 4 As expected, typical houses in the inner city are smaller and have fewer numbers of bedrooms than in the rest of Sydney. 
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Results
Hedonic models
For the imputation approach, separate yearly models are estimated. For each year there are a model for the bottom, the middle and the top segment and a standard mean-model. As predictors the following variables are included: the number of bedrooms, the number of bathrooms (both as dummy variables), logged land area, quarter dummy variables and exact longitudes and latitudes entering the model as smooth function. Additionally, an intercept is included. Table 3 reports the average estimated parameters (except the locational parameters). The average is computed over all period-specific estimates of a particular parameter. The variation of estimates across years is very small. For the time-dummy approach, only four different hedonic models are estimated: one for each segment (bottom, middle and top) and one standard mean-model. Each hedonic model includes an intercept, dummy variables indicating the number of bedrooms and the number of bathrooms, the logged land area, yearly time-dummy variables, regional dummy variables and temporal-regional interaction terms. The estimated parameters (except regional and temporal parameters) are reported in Table 4 . Table 3 : Average estimated parameters in the imputation setting. The average is taken over all yearly estimates and the stars next to the estimates indicate the most commonly observed significance level across all years: *** denotes p-values of less than 0.001, ** denotes p-values between 0.001 and 0.01, * denotes p-values between 0.01 and 0.05 and no star indicates p-values larger than 0.05.
The estimates for the middle segment and the estimates resulting from the standard mean-models are very similar, which is not surprising as both models aim to measure the central tendency.
In general, the statement "the more the better" holds for the number of bedrooms, the number of bathrooms and the land area. Only the estimated shadow price for a sixth bedroom is slightly smaller than the one for the fifth bedroom throughout all estimated models. bedrooms is more important in the bottom segment. This can be interpreted in the following way: If there are more people living in a house, a large number of bedrooms might be essential whereas a large number of bathrooms is a kind of luxury and hence more important in the top than in the bottom segment. Additionally, a large number of bathrooms is probably a proxy for a high-quality home. This is particularly the case for the Sydney dataset, since there are no other variables capturing the quality of the construction. The value of additional land area is also highest in the top and lowest in the bottom segment. Again, big areas rather seem a luxury than a necessity. Zietz et al. (2007) find the same patterns for the number of bathrooms and the land area in their quantile regression analysis of the Orem/Provo, Utah, housing market between mid-1999 mid- and mid-2000 mid- . McMillen (2008 also finds decreasing value for additional bathrooms over the house price distribution in the Chicago, Illinois, housing market in the years 1995 and 2005. The effect estimated for land area is increasing over the price distribution in 1995 but slightly decreasing in 2005. Ebru and Eban (2009) analyse the Istanbul, Turkey, housing market in the last quarter of 2007. They do not include a land area variable but find a similar pattern for the number of bathrooms. I refrain from comparing the effect of number of bedrooms across studies as this variable might be strongly confounded with other variables such as living space or total number of rooms which are not available in the Sydney dataset but included in many other studies. Table 6 and Table 7 report the resulting index numbers. Additionally to the clustersegment-specific indexes, standard mean-indexes are included. Figure 5 shows the results for the inner and outer cluster graphically. It turns out that inner and outer regions experienced quite different appreciation rates than measured by the average indexes. Prices rose in all segments and clusters whereas the overall increases range between roughly 130% for low-priced suburban houses and less than 100% for toppriced inner-city houses. Sydney experienced a peak in house prices in the year 2004. This peak followed by a sharp decline, however, was much more pronounced in the outer cluster than in the inner or metro cluster. Particularly, the lowest segment in suburban regions experienced a very high appreciation rate of 63% (imputation) or 68% (time-dummy) between 2001 and 2004, whereas the top segment in the inner cluster experienced only a price increase of 36% (imputation) or 33% (time-dummy) over the same time span. This is even better seen in the top panel of Figure 6 . Clusters and segments with highest appreciation rates also experienced sharpest price declines after the peak. Between 2005 and 2007 rising prices were observed in the inner cluster but hardly any price movements were observed in outer regions. There are two periods, where the average index reports stable price: 2007-2008 and 2010-2012 . The stability in the average index was driven by two distinct price patterns observed in the various price segments and clusters. Between 2007 and 2008 prices were stable throughout all segments and locations, whereas between 2010 and 2012 the average stability results from opposing price developments: Whereas there were sharp price declines in the inner cluster, the metro cluster experienced moderate price increases and the outer cluster rising prices. From 2012 onwards, all segments and clusters experienced high appreciation rates in the range of 25%-30% over two years (also see the lower panel of Figure 6 ). Figure 7 : Comparing time-dummy indexes measuring the central tendencies: The middle-segment-metro-cluster index (i.e., a quality-adjusted median index for the metro cluster) is compared to a standard quality-adjusted mean index. The gray shaded areas are point-wise standard error bands (±2s.e.). Figure 7 shows the middle-segment-metro-cluster index and an overall hedonic mean index together with point-wise standard error bands (±2s.e.). Both indexes are very similar and the standard error bands intersect over extended stretches. This supports the statement that mean-based indexes report average changes of average houses in average locations and average price segments. The analysis suggests that there is potentially a lot of revealing variation within housing markets. Meanindexes cannot uncover such variations as they only measure an average tendency.
Estimated indexes
A cluster-segment-specific analysis, however, delivers a more comprehensive picture of housing markets. Figure 8 shows indexes for the entire city, i.e., not cluster-specific. The left panel shows quality-adjusted imputation indexes for three quantile levels including the median. The right panel depicts quality-unadjusted indexes for the same quantile levels. Indexes without quality-adjustment report noisy measures of movements in housing markets as they confound changes in house characteristics (including locational characteristics) and changes in price levels. As seen in Figure 8 , qualityadjustment leads to much more stable indexes that are not (or at least less) affected by changes in the mix of observed houses over time. The quality-adjusted indexes report that the bottom segment of the entire city experienced a slightly higher price peak in 2004 than the other segments and also higher appreciation rates over the whole time span. The top segment experienced the lowest appreciation rates between 2001 and 2014 and in contrast to the other price segments even a small price decline in 2011. These segment-specific indexes unveil a certain amount of variation, but when comparing them to the segment-and location-specific indexes in Figure 5 it is evident that a much finer and meaningful analysis is only possible when looking at location and price segments simultaneously.
Standard errors are very low in general whereas imputation indexes have moderately lower standard errors (see Table 6 and Table 7 ). As expected they are slightly higher in extreme segments than in the middle segment. Standard errors are lowest in the metro cluster which is not surprising as this cluster has the largest number The time-dummy and imputation approach estimate very similar general patterns for each cluster-segment combination. The biggest differences are found in the inner cluster and the smallest in the outer cluster. The inner cluster is the most diverse cluster in terms of price variability. This means that observed prices within a region per year vary much stronger in regions belonging to the inner cluster than in regions belonging to the metro or outer cluster. Variation is measured by the coefficient of variation (CV) 5 for each region-year combination (see Table 5 ). The maximum variation in cluster C o equals the lowest variation ever estimated in cluster C i showing the glaring differences across clusters. The region with highest CV scores is Eastern Suburbs, the region east and south-east of the Sydney central business district. The variation of physical characteristics within region-year combinations is low and comparable between clusters. 6 Hence, high variation within region-year combinations appear to result from high levels of locational variation within regions in the inner cluster. The imputation approach measures locational variation much more precisely which seems to be essential particularly in the inner cluster. Figure 9 shows the estimated locational effects for the middle segment in the year 2007. 7 Similar maps are estimated for other segments and years. In that sense, the imputation method is preferable.
The time-dummy approach becomes impracticable for a large number of regions and / or a long time horizon as the number of spatial-temporal parameters equals the product of the number of time periods and the number of regions. Including a two-dimensional function defined on longitudes and latitudes into the time-dummy approach is also impracticable as regular updates of the latter is computationally extremely costly and also not yet conveniently implemented in the quantreg package. In the case of long time spans, one could estimate the time-dummy model over adjacent periods and chain the resulting index numbers. Triplett (2004) refers to this method as adjacent-period method. The imputation method is not affected in such a way: Location is already measured in the most precise way and as there are period-wise models, model performance is not affected by the number of periods yielding another argument for preferring the imputation over the time-dummy method.
Conclusions
Developments in housing markets may be very diverse across locations and segments. Standard house price indexes measure average movements over regions and segments or in other words the central tendency of a housing market and are hence unable to reveal such varieties. When indexes report constant values over some time, there may indeed be no price changes in the whole market. Opposing developments in different segments or locations may however also lead to constant mean indexes as 7 In the time-dummy case there is a single estimated effect per region. Neighbouring regions are not linked to each other which is clearly seen in the figure. In the imputation case, the locational effect is estimated smoothly over the entire area of observation. Areas without any observations are not shaded. From the figure it is evident that there is much more locational variation than captured by the time-dummy approach. Particularly in inner regions there is a lot of heterogeneity. movements may offset each other. Sharply rising house prices may be a harbinger of housing bubbles. It is therefore important to detect such developments no matter if they are present in the entire market or in sub-markets only. The approaches presented in this paper achieve this and deliver a more comprehensive picture of housing markets. Results are intuitively presented as price indexes which can potentially be used as inputs into urban models analysing the dynamics of housing markets.
In this paper, I propose two novel approaches to measure location-and segmentspecific appreciation rates. They differ in relying on the time-dummy and imputation method respectively and accounting for locational effects in distinct ways. Precise modelling of locational effects is needed when there is a lot of variation within regions. In this analysis, this was particularly the case in regions belonging to Sydney's inner city. Under such circumstances, the imputation approach outperforms the simple time-dummy method. The imputation approach is also better suited in case of long-time spans and a large number of regional entities. It also achieved lower standard errors in this analysis. In sum, this leads to a preference of the imputation over the time-dummy approach.
The hedonic equations are estimated using quantile regression techniques, which allows estimating a set of quantiles of the conditional house price distribution and hence the analysis of several quality-adjusted price segments. Quantile regression has favourable robustness properties as estimates are not sensitive towards outliers. Above that, quantile regression models do not require distributional assumptions to perform statistical inference and are invariant towards log-transformations, which is beneficial as hedonic models are usually log-linear.
The Sydney market between 2001 and 2014 shows a noticeable degree of heterogeneity across locations and segments. The price peak in 2004 was mainly driven by developments of the lowest price segment in suburban regions whereas another less pronounced peak in 2010 is rather attributed to the inner city. Over the entire time span suburban homes belonging to the bottom segment experienced a price increase of roughly 130% whereas prices of inner-city homes belonging to the top segment increased by less than 100%. These findings are consistent with commonly observed patterns of house price dynamics documented in Guerrieri et al. (2013) : House price growth within a city is subject to large variation and during housing booms initially low price neighbourhoods within a city experience higher appreciation rates than high priced neighbourhoods.
The overall results suggest that looking only on a city-wide house price index when assessing a housing market is insufficient as variation across neighbourhoods and price segments is large. This paper presents tools to measure this variation allowing deep insights into the diverse developments within urban areas. 
