The TOUGH code developed at Lawrence Berkeley Laboratory (LBL) is being ex tensively used to numerically simulate the thermal and hydrologic environment around 
Introduction
Yucca Mountain, Nevada, is currently being investigated by the Department of Energy as a proposed rr-pository site for the storage of high-level nuclear waste. Investigations at Lawrence Livermore National Laboratory include the numerical modelling of the thermal and fluid environment around the waste package in conjunction with laboratory and field experiments The TOUGH code, which was originally developed at Lawrence Berkeley Lab oratory [Preuss,1987] , is one of the codes being used to simulate the thermal and hydrologic environment around the nuclear waste packages. These simulations invotve the transport of water, air, and heat in the porous fractured rock found at the site. The reader is referred to a previous report (Nifcao, 1988] for references related to the work in this area. In this report we wish to describe the extensive modifications that have made to the code. Overall, about 80 percent of the code has been rewritten, enough, we feel, to justify calling it V-TOUGH, which stands for Vectorized TOUGH.
The original LBL TOUGH code is very modular and "cleanly" coded which is unusual for a targe simulation code. We have attempted to continue this practice in our enhanced version. The new version runs about 20 times faster than the original version for the near-field nuclear waste simulation problem described previously in jNitao,1988],
Vectorization
Most supercomputers, such as the Cray, Convex, and Alliant computers, have special hard ware that enables the very fast execution of arithmetic operations between arrays, or vectors, of numbers. In order to take advantage of this capability the code must be vectorized: writ-ten such that, as much as possible, the longest do loops are inner and no data dependencies occur from one pass of the loop to the other passes. Optimizing the code in such a manner may require the use of more physical memory since in vectorization there is an advantage to storing quantities in arrays. Thus, there is some trade-off between memory usage and speed, which may be one of the reasons why the original code was not highly vectorized.
The vectorization that we have performed may not have been feasible several years ago when the added memory was not available
In this section we do not consider the vectorization involved in the linear equation solver; this aspect will be covered in a later subsection devoted to that topic. The primary areas where vectorization was performed is in the subroutine MULTl which generates the Jacobian matrix, EOS which calls the PVT subroutines, and in the various PVT subroutines themselves. These routines were all completely rewritten in order to vectorize as many loops as possible. Vectorization often requires, as alluded to before, more physical memory usage because of the need for temporary arrays. In older to redvce the amount of memory we took advantage of the fact that most modern compilers re-use the memory of local variables (unless the variable is declared to be static by the FORTRAN SAVE command) by placing it back onto to a "heap" after return from the subroutine. Thus, as much as possible, arrays were not placed in COMMON but kept as local variables. Although much of the PVT and constitutive type computations were highly vectorized, with regards to the characteristic curves, only the equivalent continuum characteristic curves are vectorized; but, with the new code structure it would not be difficult to ''ectorize the other characteristic curves as well.
3 Steam Table Look-up   The steam table properties include the mass density and specific internal energy of subcooled and superheated water as well as the saturation pressure. In the formulation used by the code, the density and internal energy are expressed as functions of pressure and temperature while the saturation pressure is computed as a function of temperature. The original code used complex functional fits to compute the steam table values. The number of arithmetic operations required by these formulae are very large and can, therefore, use a significant amount of computer time. We have, therefore, replaced them by an efficient table look-up scheme. Table look-up applied to steam tables is somewhat complicated by the fact that range of interest for the pressure varies with temperature and the fact that the properties of water vary at different rates above and below the saturation line so that it is difficult to maintain a constant pressure interval without generating an excessively large table. (The advantage of using tables for the dependent variable having constant intervals will be seen later.) In the method that we used, we first generate the table for the saturation pressure function at every 2° C intervals from 5° to 501° C (these limits as well as others can easily be changed). The tables for the density and internal energy of subcooled water are then generated for different pressures at these same temperature points. The pressure intervals are constant and start from the saturation pressure at the temperature point and increase to a maximum pressure which we took to be 24.7 MPa. It was found that only three pressure intervals (four pressure points) were sufficient to give good accuracy due to the fact that the properties of subcooled water arc-almost linear in temperature and pressure. A similar procedure is used to generate the superheated steam properties with the pressure points beginning at the saturation pressure and decreasing at constant intervals to a minimum pressure of 100 Pa. (In the look-up stage, the ideal gas law is used for pressures below this minimum.) Thirty pressure intervals are used for the superheated water properties.
The table look-up algorithm is now described. Suppose we are interested in the de termining the internal energy u of superheated water at some temperature and pressure (7b, Po). We first show how to find the saturation pressure P, a t(To) at To-If AT is the temperature interval the table index t is defined by
and is used to linearly interpolated between the table values Ptab, at (i) and Ptab sat [i + 1).
We now mubt find the table position j for the pressure given by
where AF, is the constant pressure interval for the »'-th temperature position. The value of ti is now determined by a two dimensional interpolation between the table values of it at (i, j), [i 4-l,j) , [i,j + 1) , and (i + \,j + 1). Linear interpolation is performed first with respect to the jf index, first at i and then at i + 1. The two values that result are then linearly interpolated. This procedure can be performed very efficiently since the use of constant intervals eliminates the need to search through the table and is very easily vectorized.
The arrays holding the tables must be initialized at the beginning of each run either by computing the values from subroutines that were in the original code or, if it exists, the 
Linear Equation Solvers
At each time step the model needs to solve a set of non-linear equations for the primary variables. The Newton-Raphson algorithm which is used to solve the equations is an itera tive procedure requiring the solution of a system of linear equations at each iteration. There can be several thousand computational elements and each element has associated with it three equations. Therefore, the linear equatioa solution can consume a significant amount of time.
The enhanced model has three separate user options for the linear equation solver to be used: Option (0), block-banded gaussian elimination with no pivoting; Option (1), staudard banded gaussian elimination with partial pivoting from the Linpack library; and Option. (2), a Cray 2 highly optimized banded gaussian elimination with partial pivoting [White, 1988] , Note that the MA28 solver used in the original code is not available. Option (0) was the solver used to run the problem described in |Nitao,1988]. The other two options were added to the code later. On the Cray 2, option (1) witi the Linpack routines optimized for the Cray 2 is about twice as fast as option fO) while option (2) is about 5 times faster. Thus, option (2) is the preferred method on the Cray 2. Option (1) is included because optimized versions of the Linpack routines are available on many machines including the Alliant computer.
Option (0) seems to be faster than option (1) when non-optimized Linpack routines are used on such machines as the Sun Workstation. Note that portable FORTRAN source code is available for option (0) and for the non-machine optimized version of option (1), but portions of option (2) is not portable since they are in Cray 2 assembly language.
Automatic Time Stepping
The automatic time step option in the original version of TOUGH was based on cutting back the time step when the Newton-Raphson iterations failed to converge. We found that a better algorithm is to control the maximum change in the solution vector from one time step to the next. This control can be accomplished by estimating the time step for the solution to change by a specified amount based on the solution change that ocurred in the previous two time steps. During an iteration, if the change in solution from the previous time step is too large, a re-estimation is performed and the time step started over. This method also controls to some extent the time discretization error.
We now describe the method in more detail. Let «,-be the i-th component of the solution vector at the current iteration of the Newton-Raphson method, and £", be equal to uv minus the »-th component of the solution vector at the end of the previous time step. Now, let (Su{) max be the maximum allowed change in the solution. We define the new reference time step 6t by
Here, tu is a "damping" factor [Grabowski et al., 1979] that is chosen between 0 to 1 in order to prevent the time step from changing too rapidly. We used a value of 0.8. The value of St is adjusted to stay within 0.5 to 4.0 times the time step size taken in the previous time step. If the reference time step is less than the curiei)*; time step because the solution changed too much, then the current time step is replaced by 0.8 times the reference, and the Newton-Raphson is restarted. The factor 0.8 is there to allow for some margin to prevent too many restarts. It is usfful in some situations to be abie co moc'.el radiative heat transfer between compu tational elements. An example is the heat transfer across *,he air gap between the waste package and the wall of the borehole. The Stefan-Boltzmann law is us?J to compute the flux q R between elements 1 and 2 by the equation
where T\ and 2j are absolute temperatures and C is some user supplied and geometry dependent constant.
Energy and Material Accounting
A new postprocessing capability that has been added to the model is the ability to keep track of the amount in and flow between elements of the energy and mass of various phases and components. In the TOUGH code, computational elements are classified as to their rock type. The phase and component fluxes between the various rocktypes are computed at the frequency of the time step output and saved onto a file. The total phasic and component energy and mass of each rock type is also written to this file. A post processing program is then used after the run to exttact the desired data.
Discussion
With the new enhancements to the TOUGH code we are able to extend the size and com plexity of models describing the near-field thermal and hy drological impact of nuclear waste packages. Large 2D problems with 2000 nodes, such as the one described in [Nitao,1988j can be run in less than one hour on the Cray 2; whereas, it would have required 20 hours before. Small 3D problems are also possible. Further work, will, however, be required to increase the efficiency of the code to handle larger 3D problems. Such problems spend a significant portion of their time solving the system of linear equations in the Newton-Raphson scheme.
Therefore, the focus of future work will be on more efficient linear equation solvers. 13. The model has variable dimensioning using FORTRAN77 parameter statements. Di mensioning is done by modifying a file separate from the source code and using the m4 macro preprocessor,
Appendix: Technical Summary of Changes to the TOUGH Code

A.2 Dimensioning and Compiling the Model
Steps in dimensioning and compiling model:
Step 1. Edit or create the file 'dim.h' which should contain the following three lines:
define (NELM, 68) define (NCONM, 127) define (N3HMX, 6) where the numbers after the resp. symbols represent NELM must be > no. of elements (68 in this example)
NCONM must be > no. of connections (127) NBHMX must be > half bandwidth (6) with option ILOPT=3 described later, NBHMX must be exactly equal to the half bandwidth of the system
Step 2. Execute the following command on the cray or sun:
m4 < raw-src-file > final-arc-file (dim.h is read in during this process and must be set with the desired model dimensions)
Step 3. To compile and load on the cray 2 for ILOPT option 1: Here, bfactsol is the library containing the Cray 2 optimized solver. This option is valid only for the Cray 2.
The above instructions for compiling the program refer to the computer system at the National Magnetic Fusion Energy Center at Lawrence Livermore National Laboratory. On other systems
Step 3 should be replaced with system-specific FORTRAN compilation and linking with a library containing Linpack routines for linear equation solvers, or if only option ILOPT=0 is used, it is sufficient to provide dummy subroutine slots to the Linpack routines DGBFA and DGBSL which are not used by this option. In order to compile on the unix system use the "makefile" that is provided in the distribution.
A.3 Ordering the Elements to Minimize Bandwidth
The elements should be ordered in the ELEME data block so that the bandwidth will be minimized. For a rectangular grid the elements should be ordered so that they run in the smallest direction first. The one-half block bandwidth to set for NBHMX will then be the number of elements on the shortest side of the grid. The model prints tie half band width value to the main output file immediately after the initialization data is outputted. A larger value of NBHMX can be used and then readjusted to the value in the print out. The run name must be seven characters or less in length.
A.4 Instructions for
A.5 New Input Options
The new input options are now described. We follow the same format style as the TOUGH manual [Preuss,1987|. New data block called DTSTP
The original time stepping algorithm in TOUGH is no longer present. The new time step ping algorithm is always active. The Newton-Raphson iteration limit NOITE is still used; time step is cut in halt'if the limit is reached. The switch MOP (16) The data fields for the equivalent continuum characteristic curve option described in [Nitao, 1988] For each rock type:
(a3,a2) rock type name and no.
(el3.5) total volume of gas phase (el3.5) total volume of liquid phase (el3.5) total mass of gas phase (el3.5) total mass of liquid phase (el3.5) total mass of water vapor (el3.5) total mass of air in gas and liquid phase (el3.5) total mass of water in gas and liquid phase (el3.5) total energy of gas phase 
