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Abstract: Information-theory provides, among others, conceptual methods to quantify the 
amount of information contained in single random variables and methods to quantify the 
amount of information contained and shared among two or more variables. Although these 
concepts have been successfully applied in hydrology and other fields, the evaluation of 
these quantities is sensitive to different assumptions in the estimation of probabilities. An 
example is the histogram bin size used to estimate probabilities to calculate Information 
Theory quantities via frequency methods. The present research aims at introducing a 
method to take into consideration the uncertainty coming from these parameters in the 
evaluation of the North Sea’s water level network. The main idea is that the entropy of a 
random variable can be represented as a probability distribution of possible values, instead 
of entropy being a deterministic value. The method consists of solving multiple scenarios 
of Multi-Objective Optimization Problem in which information content is maximized and 
redundancy is minimized. Results include probabilistic analysis of the chosen parameters 
on the resulting family of Pareto fronts, providing additional criteria on the selection of the 
final set of monitoring points.  
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1. Introduction 
Data collection is crucial in hydrology and water resources because it is an activity that generates 
information about past and current states of water systems to ultimately assist informed decisions. For 
this purpose, monitoring sensors are positioned in strategic places in such a way that the highest 
information content about the state of an area is obtained, observing the limitations in the number of 
available sensors to do so.  
Literature on design of hydrometric monitoring network started to be popular in the 1960s after the 
International Hydrological Decade (1965–1974) brought global attention to the need for hydrometric 
data [1,2]. Some of the explored methods, which were mainly based on statistical analyses, include 
regression techniques [3,4], cross correlation reduction [5–8] and geostatistical analyses [9,10],  
among others. 
Information-theory provides conceptual methods to quantify the amount of information contained in 
single random variables and contained and shared among two or more random variables. Information 
content of single variables can be estimated using the concept of Marginal Entropy (H), as described 
by [11]. Similarly, information content of two or more variable can be estimated using the concept of 
Joint Entropy (JH). To quantify the amount of information shared among two or more variables 
Mutual Information (I) is a popular measure [12]. 
Entropy-based methods for hydrology studies started to be popular after the seminal paper [13], and 
its application in monitoring network design and evaluation was exploited for several authors for 
multi-purpose networks [14], water quality [15], groundwater quality [16–19], air pollution [20] and 
rainfall gauging stations [21–24]. In general, these approaches are based on the fact that the information 
that is shared among stations should be as little as possible, thus ensuring minor redundancy. Recent 
publications on entropy-based criterion for hydrometric network evaluation include [25,26]. 
In recent years different authors have exploited the concept of Total Correlation to quantify the 
information content that is shared within a set of two or more stations, as a generalization of the 
Mutual Information concept used studies applying pair-wise station analysis [23,27,28]. This is the 
case of the distribution of water level monitors in polders [29,30] and in river systems [24,31]. 
Although Information Theory concepts have been successfully applied in hydrology and other 
fields [32], the evaluation of these quantities is sensitive to different assumptions in the estimation of 
probabilities. An example is the histogram bin size used to estimate probabilities to calculate Entropy 
quantities via frequency methods. Consequently, entropy-based values depend on some assumptions 
that may affect the final locations of monitors. Knowing the uncertainty associated to these assumed 
parameters makes it possible to select a solution that is less sensitive to their changes.  
This paper introduces a method to take into consideration the uncertainty coming from these 
assumptions in the evaluation of the North Sea’s water level network. The network is evaluated in a 
multi-objective optimisation framework to ensure that the set of resulting sensors are simultaneously 
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informative and non-redundant. Entropy parameters are then sampled for the optimised network in 
order to estimate the robustness of the solutions given the changes in the baseline assumptions. 
2. Methods 
2.1. Information Theory Quantities for Monitoring Design 
From the Information Theory perspective, an accepted approach to set of stations that form a 
monitoring network is to consider that the information content of the set is maximum, whereas, at the 
same time, the redundancy among each station of the set is minimum [29,31]. The first objective, 
maximising information content of the set, can be assessed with the expression for Joint Entropy (JH). 
For a set of M random variables with n unique records, JH is defined as, Equation (1): 
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where pi1...iM is the joint probability of the M variables. The second objective, minimisation of 
redundancy of the set, is evaluated using the concept of Total Correlation (C), defined as Equation (2): 
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where H(Xi) is the marginal entropy of the variable i with x unique records, defined as: 
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where px is the probability that Xi equals the outcome x, P(Xi = x). 
2.2. Multi-Objective Optimisation (MO) 
MO consists of searching for a set of decision variables such that simultaneously optimize 
independent objective functions. Usually objective functions conflict with each other, so the word 
optimisation suggests having a compromise among the objectives. According to the discussion in 
previous section, the MO problem can be posed as shown in Equation (4) for two objective functions: 
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where Xi (i = 1,2,...,M) are the decision variables, each one representing a potential station location 
with available time series data. A way to solve the problem is by using evolutionary algorithms.  
In particular, the Non-dominated Sorting Genetic Algorithm (NSGA-II) [33], is utilised in this 
manuscript. The solution of the MO problem is the set Yi (i = 1,2,...,M) chosen among all sets Xi  
(i = 1,2,...,M) containing the most informative sensor locations that are simultaneously the least 
redundant that forms a Pareto front of quasi-optimal solutions. 
2.3. Ensemble Entropy in Monitoring Network Design 
Although the approach described so far has been applied in different studies (see e.g., [29–31,34]), 
the estimation of the Information Theory quantities presented in Section 2.1 is sensitive to different 
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assumptions in the calculation of probabilities. An example is the histogram bin size used to estimate 
probabilities via frequency methods. In particular, we analyse the quantization method suggested  
in [29], which consists of filtering out noise in the data series by converting an analog signal into a 
discrete pulse with the application of the mathematical floor function. Therefore, the conversion of an 
analog value x to a quantized value xq, which is rounded to the nearest multiple of a, is performed by:  
2
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  (5)
where a is given by the quotient of the difference between the maximum and the minimum of the time 
series and the bin-size used in frequency analysis. We introduce parameter γ as a numeric factor used 
to normalise data series coming from multiple sources. Equation (5) is then used to transform time 
series from different locations and normalise them in order to allow for fair comparisons. The 
transformed time series are then composed by different symbols whose probabilities of occurrence are 
obtained by frequency analysis. These probabilities are then used to evaluate Equations (1)–(3) and 
therefore the MO problem formulated in Equation (4). 
This paper aims at introducing a method to take into consideration the uncertainty coming from 
assumptions of parameters γ and a in the monitoring network design problem, with the purpose of 
finding a solution as independent as possible to their assumptions. In other words, the final solution 
should vary only marginally if different parameter values γ and a are assumed. In addition, rather than 
choosing the single solution on the Pareto front that meets the optimal MO solution, the proposed 
methodology provides an ensemble of suitable solutions from which decision makers can make a 
choice incorporating other factors such as the cost of the monitoring network.  
The main idea of the method is that the entropy of a random variable can be represented as a 
probability distribution of possible values, instead of entropy being a deterministic value. The method 
is called ensemble entropy, and it consists of the following steps: 
(1) Assume a value for parameters γ and a in Equation (5)  
(2) Obtain the transformed (i.e., normalised and quantized) time series D by applying Equation (5), 
for each data record of each sensor location (i.e., each Xi). 
(3) Solve the optimisation problem formulated in Equation (4), obtaining the Pareto quasi-optimal 
vector Yi  of sensor locations, each one having its corresponding time data series Di 
(4) Take S different sample combinations for parameters γ and a in Equation (5)  
(5) For each sample combination j (j = 1,2,...,S) of values γ and a: 
(a) Obtain the transformed (i.e., normalised and quantized) time series Dij* by applying 
Equation (5) for each data record of quasi-optimal sensor location (i.e., each Yi). 
(b) Evaluate JH and C with Equations (1) and (2) respectively, using the transformed time  
series Dij* 
(6) Evaluate the two-dimensional distribution of JH and C in the original Pareto front of  
quasi-optimal sensor locations. 
The method can consider any sampling strategy for parameters γ and a. As a first approach, and in 
order to avoid assuming any particular probability distribution, we use equal intervals for sampling.  
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3. Case Study: Water Levels in the North Sea 
The city of Rotterdam is one of the most important ship transit cities in the world, an important port 
that is significant for the economy of The Netherlands, Figure 1. In addition, the country is below sea 
level, makes it a priority to monitor the water levels of the North Sea, which are normally affected by 
storms and tidal processes. For this reason, the sea is being measured by the monitoring network 
presented in Figure 2. However, as the operation and maintenance of this monitoring network demand 
a serious amount of resources, it is necessary to optimise the number of the stations installed. To this 
end, data series are the water stage values gauged by a network of 47 sensors deployed in the delta of 
the Netherlands, Figure 2. Data series used in this study are collected with 10 minutes resolution time 
and cover a period from 2007 to 2008. 
Figure 1. The Netherlands map, the delta of The Netherlands is highlighted by the red box. 
 
Figure 2. Water level monitoring network in the North Sea and the delta of The Netherlands. 
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4. Results and Discussion 
This section presents the results of the methodology presented in Section 2.3, for the optimisation of 
the locations of three monitoring sensors. In the first place, both parameters γ and a are assumed equal 
to 1 and 7 correspondingly, and all the available time series are transformed using Equation (5). The 
optimisation problem, formulated in Equation (4), is then solved for three variables X1, X2, X3 using the 
multi-objective optimisation algorithm NSGA-II, obtaining the Pareto quasi-optimal shown in  
Figure 3, of 100 solutions. Details on NSGA-II algorithm and parameters can be found in [33] and are 
not elaborated further in this paper. 
Figure 3. Pareto front obtained from step 2 of proposed methodology. Each point 
corresponds to a potential set of 3 monitors. Ideal point is such with the maximum 
(negative) Joint Entropy and zero Total Correlation, represented at the origin of the figure. 
 
The following step in the proposed methodology is to take S different sample combinations for 
parameters γ and a in Equation (5). In our case we sampled both parameters from 1 to 10, which means 
that 100 possible transformed series are generated for each sensor and therefore S = 100. Subsequently, 
each of the 100 combinations of parameters is used to transform via Equation (5) all the records of the 
set of locations depicted in Figure 3. The quantities JH and C are then evaluated for each set and each 
transformed time series with Equations (1) and (2) respectively. Finally, the two-dimensional distribution 
of JH and C in the original Pareto front of quasi-optimal sensor locations is evaluated. 
Figure 4 shows intermediate results of two-dimensional frequency distribution of JH and C for ten 
divisions in both axes for some of the sets of monitors represented by a point in Figure 3. In the plots, 
the red area corresponds to the most probable JH and C values of the considered vector. Indeed, even 
if the vector is normalized varying the values of γ and a, it is possible to define which JH and C values 
have a high frequency of occurrence. While for lower number of quasi-optimal sets, colour intensity is 
lighter and more disperse. In order to summarize the results, all the distributions have been summed up 
at each axes division. The result is shown in Figure 5. It can be seen how the Pareto front is now 
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smooth, and shows that parameters change for the estimation of Information Theory quantities has an 
important effect on the results. It is interesting to note that in Figure 5 the red area is more localized 
than for plots in Figure 4. Therefore, it is possible to define the most probable and thus, less uncertain 
combination of JH and C among all. The lighter colored area corresponds to less probable and more 
uncertain JH and C combinations. In this way Figure 5 can be seen as the plot of the uncertainty linked 
to JH and C solutions: the reddish the color, the more certain the combination. 
Figure 4. 2D distribution of six selected solutions out of the 100 obtained. As in Figure 3, 
x-axis corresponds to C whereas the y-axis corresponds to JH (shown as positive values). 
Figure 5. Summarized 2D distribution of six selected solutions out of the 100 obtained.  
 
Because Figure 5 is the sum of the 2D distributions of all quasi-optimal sensors location, it can be 
helpful to determine the best optimal set as the one with the most probable JH and C combination. 
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Three solutions presented in Figure 4 are represented on a map in Figure 6. Monitors of solutions 1, 2, 
16 (green triangles) and 1, 3, 16 (red stars) are located in the south-east of the North Sea. Particularly, 
they are concentrated in the inland part of the delta close to Antwerp. Their corresponding 2D 
distributions (Figure 4) present a well shaped Pareto front with best solutions (red area) corresponding 
to the best one of Figure 5. This means that both solutions are representative of the overall best 
solution. On the other hand, monitors of the other solution (1, 9, 11) are more spread over the area. 
Indeed, one is in the upper part, one in south-east, the other in the south west. The Pareto front in 
Figure 4 is flat and almost parallel to the y axis.  
Figure 6. Resulting monitoring network. Green triangles solutions 1, 2, 16; red stars 
solutions 1, 3, 16 and blue circles indicate monitors 1, 9, 11. 
 
5. Conclusions  
In this work a method to take into consideration the uncertainty coming from water monitoring 
sensors optimization through Information Theory is presented. The main idea is that the entropy of a 
random variable can be represented as a probability distribution of possible values, instead of entropy 
being a deterministic value. Entropy determination implies the estimation of marginal and joint 
probability of each data series. The problem is faced transforming each data series value in a quantized 
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one through two parameters γ and a. They are hypothesized equal to a given value and goodness of this 
choice is investigated as follows. Once variables are transformed, it is possible to determine the 
frequency of occurrence of each data series outcome and therefore, estimate its probability. The 
method includes solving multiple scenarios of Multi-Objective Optimization Problem in which 
information content (JH) is maximized and redundancy (C) is minimized. The Problem is solved 
through a non-sorting genetic algorithm and quasi-optimal solutions sets are plotted on a Pareto front. 
To determine the uncertainty linked to the γ and a values choice, the water level values corresponding 
to these quasi-optimal sets are then normalized varying γ and a from 1 to 10 and the corresponding JH 
and C values are computed. A new Pareto is then plotted, representing the 2D distribution of JH and C. 
In this way it is possible to determine which range of combination of JH and C is the most probable 
varying γ and a for each quasi-optimal set. Summing up all solutions, results are summarized. This 
final Pareto front has a more smoothed shape and defines more precisely the most probable 
combination of JH and C (i.e., the most frequent). Therefore, this Pareto front can be used to determine 
the uncertainty due to parameters values choice to estimate data series probability and consequently 
the information and redundant information contents. This work aims to define the uncertainty when 
dealing with entropy estimation and moreover, to make aware about the effect that this uncertainty 
could have on linked study. Indeed, the resulting family of Pareto fronts, as well as the summarized 
version of it, provides additional criteria on the selection of the final set of monitoring points. In 
particular, the solution at C = 2.5 and JH = 1.15 appears to be repetitive in the ensemble of solutions 
and that is closer to the origin (ideal point). This can be used as an additional criterion when selecting 
the final set of monitors, lowering the uncertainty when choosing the best sensors location among all.  
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