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ABSTRACT 
FINITE-TIME CONTROL AND ESTIMATION OF NONLINEAR SYSTEMS WITH  
DISTURBANCE ATTENUATION 
Mohammad N. ElBsat 
Marquette University, 2012 
 This dissertation addresses the mixed criteria finite-time bounded controller and 
observer design of certain classes of nonlinear systems. Finite-time bounded controllers 
and observers are used to guarantee performance bounds on the transient response of the 
systems considered. 
 
 A robust and resilient mixed criteria state-feedback controller design is developed 
for a class of nonlinear systems with conic-type nonlinearities lying within a hypersphere 
of uncertain center, additive disturbances, and controller gain perturbations in discrete- 
and continuous-time. Furthermore, a robust and resilient mixed criteria state-dependent 
state-feedback controller design is developed for a class of nonlinear systems with state-
dependent system matrices and state-dependent additive bounded perturbations in the 
discrete- and continuous-time case. For both classes of systems, the controller satisfies 
the finite-time boundedness and H∞ properties, and thus maintains the state of the system 
within a prescribed bound over the finite-time interval while attenuating the energy of 
additive disturbances over the infinite horizon.  
 
In addition to the controller problem, a finite-time bounded Luenberger observer 
design is developed for a class of discrete-time nonlinear systems with nonlinear 
measurements. The observer is developed for the purpose of maintaining the estimation 
error within a prescribed bound over a fixed and finite interval of time. Moreover, the 
observer is robust for all additive vanishing nonlinear perturbations and disturbances in 
the system model and the measurement equation and resilient against perturbations in its 
gain.  
 
For both design problems, conditions guaranteeing the existence of a controller 
and an observer with the desired performances are derived based on quadratic Lyapunov 
energy functions. A solution for the observer and controller gains and the bounds on the 
corresponding maximum allowable gain perturbations is obtained using linear matrix 
inequality techniques. For the class of nonlinear systems with state-dependent system 
matrices, a set of state-dependent linear matrix inequalities, which are solved at each 
instant of time, are used for this purpose. Chua’s circuit and the system of a simple 
pendulum are used as numerical examples, and simulation results show the significance 
and applicability of the proposed design approaches.    
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CHAPTER 1 
INTRODUCTION 
Classical stability analysis, such as Lyapunov Asymptotic Stability (LAS) and 
Bounded-Input-Bounded-Output (BIBO) stability, studies the behavior of a system over 
an infinite time-interval. However, there are many practical problems where it is 
necessary to know the behavior of the system or to control its trajectory over a finite-time 
interval. Such a necessity may arise either when the system in consideration is only 
defined over a finite interval of time or when it is defined for all time, but the 
performance of its trajectory is only of interest over a finite-time interval. In the latter 
case, for example, a system may be classically unstable, but it is desired to either gain an 
insight into the bounds of its state-variables or maintain its state trajectory within a 
prescribed bound over a finite-time interval. Therefore, the concept of Finite-Time 
Stability (FTS) has been introduced, where it differs from classical stability concepts in 
two aspects: the prescribed bounds and the length of the interval of time over which the 
system operates.  
FTS finds application, for example, in systems where it is essential to guarantee 
that the state does not exceed a prescribed bound in order to avoid undesirable 
consequences or failure. Other applications of FTS include vehicle maneuvering, 
robotics, missile systems operating over a finite interval of time, chemical processes in 
which it is of interest to maintain certain parameters, such as temperature or pressure, 
below a given threshold, as well as others. 
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1.1 Background and Literature  
A system is said to be Finite-Time Stable (FTS) if, for all initial system state-
variables residing in a prescribed region, its state trajectory remains within another 
prescribed bounded region in the state-space over a finite-time interval. Even though 
classical stability concepts require that the state-variables of a system be bounded, they 
do not provide or require the exact values of these bounds. In fact, LAS may be viewed 
as a qualitative analysis of the stability of a system, whereas FTS is a quantitative type 
analysis. Thus, LAS and FTS are two independent concepts, where one does not 
necessarily imply the other.  
The concept of FTS dates as far back as the late 40’s and throughout the 50’s in 
the works of authors in the Russian literature such as Kamenkov and Lebedev, among 
others, [1]-[8], which became available to English readers in Hahn’s text [9]. In these 
earlier works, the authors were interested in finding estimates of bounds on the 
components of the state trajectory of linear and nonlinear systems over a fixed and finite 
interval of time. Further results on FTS appeared later such as those in [10]-[14]. In 1961, 
Dorato introduced the term Short-Time Stability, STS, which also refers to the same 
concept of FTS [15], and it was applied to linear time-varying systems [16]. The 
reasoning behind the term was that it provided a more exact description of the length of 
the interval of time than the term FTS, since, in classical stability analysis, the time 
interval is still of finite length despite its theoretical assumption of being infinite. 
However, the term FTS is still the one mostly used in the field.  
Before resuming the literature review on FTS and for the sake of avoiding 
any confusion, it is worth noting that the term finite-time stability have also been 
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used to refer to a concept that is completely different from that adopted in this 
dissertation. For example, in the works published in [17]-[24], the term finite-time 
stability, which in this case is also called finite-time attractiveness, is used to refer to 
systems that converge to its equilibrium state in finite-time. It is also worth noting 
that in 1961, another concept related to FTS, called practical stability, appeared in 
the literature and was introduced by LaSalle and Lefschetz in [25]. Given a 
nonlinear system with nonlinear perturbations, the zero equilibrium point is said to 
be practically stable, if, for an initial state lying within a prescribed set and for 
bounded nonlinear perturbations, the state of the system remains within another 
prescribed set for all subsequent time instants. Thus, the concept of practical stability 
differs from that of FTS in the length of the interval over which the system is 
operating. Several articles and works, such as those in [26]-[30], have been 
published discussing both concepts. Now, the literature review of FTS is resumed. 
In 1965, Weiss and Infante [31] published a detailed analysis of the FTS of 
continuous-time nonlinear systems in terms of quadratic Lyapunov functions, and, later 
in 1967, they introduced the concept of finite-time BIBO, which was applied to nonlinear 
systems with perturbing forces [32]. In 1968, Michel extended the results on the FTS of 
continuous-time systems considered by Weiss and Infante, among others, to the discrete-
time case [33], which were later published in [34]. In this work, the author considered 
forced and unforced nonlinear systems in the simple and composite cases and developed 
FTS conditions also based on Lyapunov-like functions. Several other results on the FTS 
of various systems in the linear, nonlinear, deterministic, and stochastic cases appeared 
later in the literature such as those in [35]-[44]. However, these results did not address the 
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design of control laws that yield a finite-time stable closed-loop system, and they were all 
restricted to the FTS analysis of the considered systems.  
In 1972, Gerard presented an approach to the synthesis of a state-feedback control 
law for a class of continuous-time nonlinear systems that yields a finite-time stable 
closed-loop system [45]. In this work, the author used logarithmic Lyapunov functions in 
the design process. Other developments in FTS design also appeared in [46]-[49]. 
However, most of these earlier FTS design approaches were computationally intensive. 
In the late 80’s, developments in the methods for solving Linear Matrix Inequalities 
(LMIs) spurred a new approach in the design of finite-time stable control laws for various 
classes of systems.  
An LMI is an inequality where the unknown matrix variables appear linearly. The 
first LMI dates as far back as 1890 in Lyapunov’s work, where he showed that a 
differential equation of the form ( ) ( )x t Ax t= is stable if and only if there exists a 
positive-definite matrix P such that TA P PA+ is negative-definite where A is a constant 
matrix. In the 1940’s, Lyapunov methods were applied to control engineering problems, 
which resulted in small LMIs for systems of low order that were in turn solved 
analytically in order to find the desired control law. Since solving the developed LMIs 
was restricted to analytical methods, this fact served as a restriction of the application of 
LMI techniques at the time. In the early 1960’s, graphical methods were developed for 
solving a certain family of LMIs, and then in the late 1960’s, it was observed that this 
family of LMIs could be solved as an algebraic Riccati equation. In the early 1980’s, 
problems formulated as LMIs were reduced to convex optimization problems, and 
consequently solved by computer via convex programming. Finally, the development of 
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interior-point algorithms in the late 1980’s and that of the computational capabilities of 
computers thereafter yielded an efficient and relatively fast solution of problems 
formulated as LMIs. In 1994, Boyd et al [50] published a book on LMIs in system and 
control theory, which introduced a generalization of LMI techniques in various control 
problems.  This book now serves as an essential information source on LMIs, and the 
reader is referred to it for more details on the history and theory of LMIs in system and 
control theory.  
As for the LMI-based FTS design, in 1997, Dorato, Abdallah, and Famularo 
proposed the design of a finite-time stable state-feedback controller via LMIs for 
continuous-time linear time-varying systems with polytopic uncertainties [51]. In 1999, 
Amato et al [52] introduced the term Finite-Time Boundedness (FTB) based on the 
concept of finite-time BIBO given by Weiss and Infante in [32]. A system is said to be 
finite-time bounded, if, for all initial states lying within a prescribed bound and for all 
admissible initially bounded disturbances, the subsequent states of the system remain 
within another given bound over a fixed and finite interval of time. Thus, a finite-time 
bounded system is a finite-time stable system in the presence of initially bounded 
exogenous disturbances. In [52], the authors applied the concept of FTB to the state-
feedback control design for continuous-time linear systems with norm bounded 
uncertainties and constant and time-varying disturbances. This work was then extended to 
linear systems with parametric uncertainties in [53].  Several results were reported 
thereafter on the LMI-based FTS and/or FTB design, but they were all restricted to linear 
systems, see for example [54]-[57].  
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In 2006, Dorato wrote an overview of FTS, which was published in [58] and 
served as an essential resource for the overview presented in this section. In the 
conclusion section of the article, Dorato states that “There is a need, however, for more 
results in the design of finite-time stable systems, especially for nonlinear and stochastic 
systems.” This statement serves as an incentive to investigate the application of FTS 
and/or FTB design approaches to unaddressed classes of nonlinear systems, in addition to 
the fact that real physical systems are mostly nonlinear. Since the publication of this 
article, there have been more results in the FTS and FTB control design for linear systems 
with several variations in the discrete- and continuous-time and in the deterministic or 
stochastic case. In [59] and [60], the FTS and finite-time stabilization of linear stochastic 
systems is addressed. In [61] and [62], Ichihara and Katayama presented necessary and 
sufficient conditions for the FTB of linear time-varying systems in the continuous- and 
discrete-time cases, respectively. Other recent developments in the field of FTS design 
for linear systems can be found in [63] and [64]. In the latter, the Amato et al presented 
the input-output finite-time stabilization of linear systems. In [65], Shen and Li apply the 
concept of FTB to neural networks with parametric uncertainties. It is worth noting that 
there has also been work involving the finite-time stabilization of linear systems using 
differential Lyapunov matrix equations rather than LMI techniques [66]. 
However, there have been very few results reported on the FTS and /or FTB 
design for nonlinear systems.  In [67], Yang, Li, and Chen considered the FTS and finite-
time stabilization of nonlinear stochastic hybrid systems. In [68], Amato, Consentino, and 
Merola presented sufficient conditions for the design of a finite-time control law for a 
class of nonlinear systems with quadratic nonlinearities. Ambrosino et al investigated the 
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FTS of impulsive dynamical systems [69]. In this work, the authors conducted an 
analysis of the FTS of systems that are modeled as linear time-varying systems over 
finite-time interval with a finite number of jumps over the considered interval. In [70], 
Zhuang and Liu considered the stabilization of a class of uncertain nonlinear systems 
with time-delays. The few results reported in the literature on the design of finite-time 
stable nonlinear systems apply to classes of nonlinear systems that are not general enough 
to cover a wide variety of systems present in practical control engineering problems. 
Therefore, in this dissertation, a state-feedback control law satisfying the FTB property is 
designed for two classes of nonlinear systems in the discrete- and continuous-time cases.  
The first class of nonlinear systems considered is that with unknown 
nonlinearities lying within a hypersphere of uncertain center and with known waveform 
type disturbances [71]. This class of systems represents, among others, all nonlinear 
systems that are locally Lipschitz given that they vanish at zero [72] . The center of the 
hypersphere is described by a linear system whose system matrices are modeled with 
additive bounded perturbations which account for any modeling errors. Furthermore, 
taking into consideration such perturbations yields a robust control design. A controller 
design is said to be robust if a variation in the original design parameters and 
uncertainties does not affect the performance intended for the closed-loop system. There 
are several results on the design of robust control laws which allows for a more reliable 
controller, for example the works in [51], [74],[75], and [76] in addition to many others 
applied in different fields.  
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The second class of nonlinear systems considered in this work is that with state-
dependent system matrices, known waveform type disturbances, and bounded system 
perturbations.  
For both classes of systems, a state-feedback controller design that satisfies mixed 
criteria is developed in the discrete- and continuous-time cases. The mixed criteria 
considered are FTB and the H∞ property. Thus, the designed controller maintains the 
state of the closed-loop system within a prescribed bound over a finite-time interval, and 
due to the H∞ property, it drives the state of the system to its equilibrium as time 
approaches infinity while attenuating finite-energy disturbances. There have been several 
results in the literature corresponding to the design of a mixed criteria controller that 
involves the FTB and/or FTS properties. In [73], Lin, Du, and Li presented a FTB and 2L
gain analysis for switched delay systems with norm-bounded disturbances. In [74] and 
[75], the authors investigated the design of a controller satisfying the FTS and H∞
properties for uncertain switched neural systems and singular stochastic systems, 
respectively. There are also many other works that deal with mixed performance criteria, 
see for example [76].  
The state-feedback controller considered in this work is modeled such that 
possible computational or implementation errors are taken into account. These errors are 
modeled as additive bounded perturbations. Therefore, the controller design developed 
for both classes of systems is robust for all admissible bounded perturbations affecting 
the system matrices and all admissible disturbances, and it is resilient against those 
affecting its gain. Since Keel and Battacharyya’s [77] study of the non-fragility or 
resilience of some common controllers, several authors have developed controller designs 
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that are first and foremost resilient [78] and [79]. A controller design is said to be 
resilient, if its performance remains unaltered despite any variation in the controller’s 
structure. Therefore, conditions for the resilience of the controller developed against any 
perturbations which may alter the controller’s gain and, consequently, destabilize the 
closed-loop system, are derived, and a solution for the bound on the controller gain 
perturbations is determined.  Some of the work presented here on the controller design 
satisfying the FTB property or the FTB and H∞ properties for the class of  nonlinear 
systems with conic-type nonlinearities has already been published by ElBsat and Yaz in 
[80]-[82]. 
In addition to the controller problem, this dissertation addresses the design of a 
FTB observer for a class of discrete-time nonlinear systems with vector functions 
satisfying sector conditions and with nonlinear measurements, both having vanishing 
nonlinear perturbations and known waveform type disturbances. 
There exist two definitions of Finite-Time Observers (FTO) in the literature. One 
defines an FTO as a system whose output converges to the exact state of the system 
considered in finite-time [83]-[85]. In other words, the estimation error converges to zero 
in finite-time. Another defines an FTO as a system whose output evolves such that the 
estimation error is bounded after a short period of time [86]. In this work, the observer is 
designed such that the estimation error trajectory remains within a prescribed bounded 
region over a fixed and finite interval of time. A nonlinear Luenberger [87] type observer 
for the class of systems considered is used. The observer is robust for all vector functions 
that are locally Lipschitz given that they vanish at zero and for all admissible nonlinear 
perturbations and additive disturbances in the system model and measurement equation. 
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Moreover, the observer is characterized by a resilience property, as in the controller case, 
by modeling possible errors in the computation of the observer gain as additive bounded 
perturbations.  
For the controller and observer problems, a set of conditions which guarantee the 
existence of a controller and an observer with the desired performance is derived. LMI 
techniques are later used to transform the problem into a feasibility problem and to find a 
solution for the controller or observer gain and the bound on the maximum allowable 
perturbation in its gain. In this work, the simulations are conducted in MATLAB® 
(R2010a), and the LMIs obtained are solved using the Robust Control Toolbox™ V3.4.1 
in the MATLAB® version indicated. 
1.2 Scope of the Dissertation and Summary of Contributions 
In this dissertation, the mixed criteria finite-time bounded control of two classes 
of nonlinear systems along with the finite-time bounded observer design for a class of 
discrete-time nonlinear systems with nonlinear measurements is presented. The material 
presented is organized as follows: 
? Chapter 2: The purpose of this chapter is to elaborate the significance of the classes 
of nonlinear systems considered in, both, the controller and observer design problems. 
First, the classes of nonlinear systems considered in the mixed criteria controller 
design problem are introduced in the continuous-time case with an explanation of the 
conic-sector condition applied to the unknown nonlinearities. Then, the class of 
discrete-time nonlinear systems for which a FTB observer is designed is presented 
with an emphasis on its significance. 
11 
 
? Chapter 3: The continuous-time case of the mixed criteria controller design of a 
class of nonlinear systems with unknown nonlinearities lying within a hypersphere of 
unknown center and known waveform type disturbances is presented. This class of 
nonlinear systems includes all nonlinear systems that are locally Lipschitz given that 
they vanish at zero. A state-feedback controller with bounded gain perturbations is 
considered. A set of conditions which guarantee the existence of a controller, which 
yields a FTB closed-loop system over the finite-time interval while attenuating finite-
energy disturbances over the infinite horizon is derived. These conditions are then 
transformed into a convex optimization problem which is solved through LMI 
techniques in order to obtain the controller gain and the bound on the maximum 
allowable gain perturbation. The results obtained are applied to a system model based 
on Chua’s circuit [88], and the simulations conducted show the applicability of the 
design approach. The controller developed is robust for all nonlinearities lying within 
the hypersphere and for all admissible disturbances and resilient against bounded 
perturbations in its gain. Furthermore, the resilience of the controller gain is studied 
by investigating the bounded gain perturbation norm as a function of its direction in a 
three-dimensional, 3D, space.  
? Chapter 4: In this chapter, the discrete-time counterpart of the results presented in 
Chapter 3 is introduced. Furthermore, a link between the discrete- and continuous-
time results is established based on Euler’s forward discretization method.  
? Chapter 5: This chapter addresses the mixed criteria state-dependent control of a 
class of continuous-time nonlinear systems with state-dependent matrices, additive 
state-dependent bounded system perturbations, and known waveform type 
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disturbances. A state-feedback controller with state-dependent controller gain is 
considered. The controller is designed so that it will yield a FTB closed-loop system 
during the transient time while attenuating finite-energy disturbances over the infinite 
horizon. It is robust for bounded perturbations to system parameters and resilient 
against bounded perturbations which may alter its gain. A set of conditions 
guaranteeing the existence of such a controller are derived. These conditions 
represent a set of state-dependent LMIs which are solved at each time instant in order 
to find a solution for the controller gain, the bound on the maximum allowable gain 
perturbation, and the H∞ bound.  
? Chapter 6: This chapter includes the discrete-time counterpart of the results obtained 
in Chapter 5. The results obtained are applied to the system of a simple pendulum to 
illustrate the applicability of the design approach. Moreover, since the system of a 
simple pendulum also belongs to the class of nonlinear systems with conic-type 
nonlinearities, a comparison between the energy of the controller design developed in 
Chapter 4 and that of the controller design developed in Chapter 6 is conducted. 
? Chapter 7: The problem of finite-time control is extended to the design of a FTB 
observer for a class of discrete-time nonlinear systems with vanishing nonlinear 
perturbations, known waveform type disturbances, and nonlinear measurements. A 
Luenberger type observer is considered, and the observer is designed so that the 
estimation error remains within a prescribed bound over the finite-time interval. 
Furthermore, it is robust for all unknown vanishing nonlinear perturbations in the 
system model and the measurement equation and for all admissible disturbances. It is 
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also resilient against bounded perturbations affecting its gain. A numerical example 
showcasing the applicability of the design approach is presented.  
? Chapter 8: In this chapter, a summary of the contributions is presented. Furthermore, 
conclusions and recommendations for future work are provided. 
Next, the notation used in this work, the definitions of the performance criteria 
adopted here, and some mathematical preliminaries used in the derivation of the results 
obtained are introduced. 
1.3 Notation 
Throughout the dissertation, the following notation is used: 
? ∈ means belongs to 
? ⊂ means subset  
? ∀  means for all 
? iff or ⇔   means if and only if  
? nx∈\ is an n-dimensional vector with real elements.  
? n mA ×∈\ is a n m× dimensional real-valued matrix. 
? 1/2( )Tx x x= is the Euclidean norm of the vector x . 
? a is the absolute value of scalar a . 
? 0` is the set of nonnegative integers. 
? 1( )TA A− is the matrix transpose (matrix inverse) of A . 
? Tx is the transpose of vector x . 
? nI is an n-dimensional square identity matrix. 
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? A B
C
⎡ ⎤⎢ ⎥∗⎣ ⎦  ∗  represents the element or submatrix that need to be added to make the 
matrix symmetric. 
? [ ] [ ]( )Re Imz z is the real (imaginary) part of the complex number z . 
? 0( 0)A A> < is a positive-definite (negative-definite) matrix. 
? 0( 0)A A≥ ≤ is positive-semi-definite (negative-semi-definite) matrix. 
? 1/2A is the square-root of a positive-definite matrix A . 
? min max( )( ( ))A Aλ λ is the minimum (maximum) eigenvalue of the symmetric matrix A . 
? The ( )> ≥ and ( )< ≤ operators correspond to, when dealing with matrices, to Loewner 
partial ordering where ( )A B A B> < , ( )A B A B≥ ≤  is true iff A B− is a positive-
definite (negative-definite), positive-semi-definite (negative-semi-definite) matrix.  
? dxx
dt
= is the derivative of vector x with respect to time. 
? V is a quadratic Lyapunov energy function. 
? 2L is, in the continuous-time case, the space of finite-dimensional vectors with finite 
energy, so 2w L∈ implies that 2
0
( )w t dt
∞
< ∞∫ . 
? 2l is, in the discrete-time case, the space of infinite-sequences of finite-dimensional 
vectors with finite-energy, so 2kw l∈ implies that 2
0
k
k
w
∞
=
< ∞∑ . 
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1.4 Definitions 
Definition 1: Finite-Time Stability 
Continuous-Time Case: [53] 
Given a nonlinear system described by ( ) ( ( ), ( ))x t f x t u t= , the system is said to be FTS 
over ( , , , )x x R Tα β where 0 x xα β≤ ≤ and 0R > if 
 [ ]2 2(0) (0) ( ) ( )   0,T Tx xx Rx x t Rx t t Tα β≤ ⇒ ≤ ∀ ∈  
Discrete-Time Case: [55] 
Given a nonlinear system described by 1 ( , )k k kx f x u+ = , the system is said to be FTS over 
( , , , )x x R Nα β  where 0 x xα β≤ ≤ , 0R > , and 0N∈` if  
 2 20 0  1, ,
T T
x k k xx Rx x Rx k Nα β≤ ⇒ ≤ ∀ = …  
 In order to get a better understanding of FTS, for example, for R I= and a two-
dimensional system with state vector [ ]1 2 Tx x x= , the system is said to be finite-time 
stable if, for all initial states lying within the circle of radius xα , the state trajectory does 
not leave the region bounded by the circle of radius xβ within the time interval [0, ]T  as 
shown in Fig. 1.1. 
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Fig. 1.1 State trajectory of a two-dimensional finite-time stable system 
Definition 2: Finite-Time Boundedness 
Continuous-Time Case: [53] 
Given a nonlinear system described by ( ) ( ( ), ( ), ( ))x t f x t u t w t= with disturbance input
( )w t , the system is said to be FTB over ( , , , , )x w x R Tα α β where 0wα ≥ , 0 x xα β≤ ≤ , and 
0R > if   
 
[ ]2 22(0) (0) ( ) ( )   0,(0) (0)
T
x T
xT
w
x Rx
x t Rx t t T
w w
α βα
⎧ ≤⎪ ⇒ ≤ ∀ ∈⎨ ≤⎪⎩  
Discrete-Time Case: [55] 
Given a nonlinear system described by 1 ( , , )k k k kx f x u w+ = with disturbance input kw , the 
system is said to be FTB over ( , , , , )x w x R Nα α β where 0wα ≥ , 0 x xα β≤ ≤ , 0R > ,  and 
0N∈` if   
2
0 0 2
2
0 0
 1, ,
T
x T
k k xT
w
x Rx
x Rx k N
w w
α βα
⎧ ≤⎪ ⇒ ≤ ∀ =⎨ ≤⎪⎩
…  
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Definition 3: H∞ Disturbance Attenuation 
Continuous-Time Case: 
Given a nonlinear system described by ( ) ( ( ), ( ), ( ))x t f x t u t w t= with a disturbance input 
2( )w t L∈ and a performance output ( ) ( ) ( )z zz t C x t D w t= + where zC and zD are known 
weight matrices of appropriate dimensions, the system is said to have an H∞ property 
with a degree δ called the H∞ bound if  
2
0
2
0
( )
( )
z t dt
w t dt
δ
∞
∞ <
∫
∫
 
 
Discrete-Time Case: 
Given a nonlinear system described by 1 ( , , )k k k kx f x u w+ = with a disturbance input 
2( )w t l∈ and a performance output k z k z kz C x D w= + where zC and zD are known weight 
matrices of appropriate dimensions, the system is said to have an H∞ property with a 
degree δ called the H∞ bound if   
 
2
0
2
0
k
k
k
k
z
w
δ
∞
=
∞
=
<
∑
∑
 
 
 
 
 
 
18 
 
Definition 4: Finite-Time Bounded Observer 
For a given nonlinear system and an observer with nonlinear error dynamics described by 
1 1( , , )k k k ke h e x w+ = , the observer is said to be FTB with respect to ( , , , , , )e x w e R Nα α α β
0R > , 0wα ≥ , 0xα ≥ , 0 e eα β≤ ≤ , and 0N∈` if  
 
2
0 0
2 2
0 0
2
0 0
 1,...,   
T
e
T T
x k k e
T
w
e Re
x x e Re k N
w w
α
α β
α
⎧ ≤⎪ ≤ ⇒ ≤ ∀ =⎨⎪ ≤⎩   
Definition 5: Locally Lipschitz [72] 
A function ( , )f t x  is locally Lipschitz in x  at a point 0x  if there is a neighborhood 
{ }0 0( , ) /nN x r x x x r= ∈ − <\ where ( , )f t x satisfies the Lipschitz condition: 
 ( , ) ( , )      0f t x f t y x y− ≤ − >A A   
A function ( , )f t x  is locally Lipschitz in x  on a domain (open and connected set) 
nD ⊂ \ if it is locally Lipschitz at every point 0x D∈ . In the scalar case and when f
depends only on x , the Lipschitz condition translates to a bound on the slopes of straight 
lines connecting two points ( , ( ))x f x  and ( , ( ))y f y on the function: 
 
( ) ( )
      0
f x f y
x y
− ≤ >− A A   
1.5 Mathematical Preliminaries 
The following are a set of Lemmas that will be used extensively in the derivation 
of the conditions for the different problems considered in the dissertation: 
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Lemma 1: Schur Complement 
 Given matrices A , B , and C , each of appropriate dimensions, the following 
holds true: 
 10 0 and 0
T
TA B C A B C B
B C
−⎡ ⎤ > ⇔ > − >⎢ ⎥⎣ ⎦
  
 10 0 and C 0
T
TA B A BA B
B C
−⎡ ⎤ > ⇔ > − >⎢ ⎥⎣ ⎦
 
Lemma 2: Rayleigh’s Inequality 
Given a symmetric matrix Q such that TQ Q= , the following holds true: 
 2 2min max( ) ( )      
T nQ x x Qx Q x xλ λ≤ ≤ ∀ ∈\  
Lemma 3:  
Given two matrices A and B of appropriate dimensions, the following holds true 
for any positive-definite matrix 0M > : 
 1T T T TA B B A A M A B MB−+ ≤ +   
   
This is true since 1/2 1/2 1/2 1/2( ) ( ) 0TM A M B M A M B− −− − ≥ . Furthermore, the following is 
a special case of the above inequality for any positive scalar 0b > : 
 1T T T TA B B A b A A bB B−+ ≤ +  
Lemma 4: 
Given two symmetric matrices A and B of appropriate dimensions, the following 
holds true [89]: 
 max min( ) ( )A B A Bλ λ≤ ⇒ ≤  
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 Lemma 5: 
 Given a time-dependent positive-definite matrix ( ) 0P t > such that 1( ) ( )Q t P t−= , 
the following holds true for each t :  
 ( ) ( ) ( ) ( )Q t Q t P t Q t= −   
This is true since: 
 
1
1 1
1 1
1 1 1
( ( ) ( )) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
d P t P tI P t P t P t P t
dt
P t P t P t P t
P t P t P t P t
Q t Q t P t Q t
−
− −
− −
− − −
= = +
⇒ − =
⇒ = −
⇒ = −
  
 
 
 
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CHAPTER 2 
CLASSES OF NONLINEAR SYSTEMS CONSIDERED 
 In this chapter, the classes of nonlinear systems considered in the dissertation for 
the controller and observer design problems are introduced. For each system, the scalar 
case of each system is investigated to provide a better understanding of the significance 
of these classes. Furthermore, examples of physical systems which appear in practical 
problems and which belong to these classes of systems are presented. First, the two 
classes of nonlinear systems considered in the controller problem are elaborated in the 
next section. Then, the following section introduces the class of discrete-time nonlinear 
systems for which a finite-time bounded observer is designed. 
 It is worth noting that, in each of the following chapters, the relevant system is 
reintroduced, whether in the discrete- or continuous-time, so that each chapter is 
complete on its own.  
2.1 Nonlinear Systems with Conic-Type Nonlinearities 
As indicated in the previous chapter, for the problem of a mixed-criteria controller 
design satisfying FTB and H∞ properties, a class of nonlinear systems with unknown 
nonlinearities lying within a hypersphere and with known waveform type disturbances is 
considered in discrete- and continuous-time. For the purpose of illustrating the 
significance of such a class of systems, the continuous-time model of the system is 
considered in this section. Its discrete-time counterpart is introduced in the relevant 
chapter.  
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The first class of nonlinear systems considered is described by the following state-
space model in the continuous-time case and for zero system perturbations: 
 ( )( ) ( ), ( ), ( )x t f x t u t w t=?  (0.1) 
 ( ) ( )w t w t=Φ?  (0.2) 
where ( ) nnx t W∈ ⊂ ? is the state vector, ( ) mmu t W∈ ⊂ ? is the input vector, 
( ) rrw t W∈ ⊂ ? is the disturbance input, and r r×Φ∈? is a known matrix. The sets nW , mW , 
and rW are open and connected. 
The nonlinear vector function ( )( ), ( ), ( )f x t u t w t is unknown but satisfies a conic 
sector condition given by: 
 
( ) ( )( ), ( ), ( ) ( ) ( ) ( ) ( ) ( ) ( )      
, , ,
f f f
n m r
f x t u t w t Ax t Bu t Fw t C x t D u t F w t
t x W u W w W
− + + ≤ + +
∀ ∈ ∈ ∈  (0.3) 
where n nA ×∈? , n mB ×∈? , n rF ×∈? , n nfC ×∈? , n mfD ×∈? , and n rfF ×∈? are known 
matrices.  
 Condition (0.3) indicates that the nonlinearity lies within a hypersphere of a 
center described by ( ) ( ) ( )Ax t Bu t Fw t+ + and a radius bounded by the right-hand side 
term of (0.3). To gain a better perception of such a condition, consider the scalar open-
loop case of (0.1) with zero disturbances where x∈? and the matrices A  and fC are 
scalar numbers, which will be denoted by a and fc , respectively, in this illustration. 
Thus, condition (0.3) becomes 
 ( )( ) ( ) ( )      ,ff x t ax t c x t t x W− ≤ ∀ ∈ ⊂ ?  (0.4) 
which is equivalent to the following: 
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 ( )( )     for 0
( )f f
f x t
c a c a x
x t
− + ≤ ≤ + ≠  (0.5) 
Condition (0.5) means that ( )( )f x t  is a function where any straight line connecting the 
origin to a point on the function must have a slope bounded by fc a− + and fc a+ . Thus, 
the function lies within a region that is bounded by the straight lines of slopes fc a+ and 
fc a− + , which form a sector of conic shape as shown in Fig. 2.1, and thus the reasoning 
behind the term conic-type nonlinearity. For different values of fc and a , the straight 
lines form different sectors that cover different regions (shaded regions in Fig. 2.1)  in the 
coordinate system.  
x
f(x)
 
x
f(x)
 
x
f(x)
 
x
f(x)
 
Fig. 2.1 Illustration of conic sector condition 
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Note that condition (0.5) encompasses, among others, systems that are locally 
Lipschitz given that they are zero-valued at the origin. This class of systems, in addition 
to representing certain nonlinear systems, also represents linear systems described by
( ) ( ) ( )Ax t Bu t Fw t+ + . A physical system, which belongs to this class of systems, is, for 
example, that of Chua’s circuit [88], which is used in the following chapters to illustrate 
the applicability of the proposed controller design approach. Other nonlinearities which 
belong to this class include: 
? the saturation nonlinearity (Fig. 2.2-a) which may arise in systems having electrical 
amplifiers, in motors, or in other devices,  
? the dead zone nonlinearity (Fig. 2.2-b) which may arise in amplifier circuits at low 
input frequencies or in mechanical systems,  
? the nonlinearity of a hardening spring (Fig.2.2-c) or that of a softening spring (Fig. 
2.2-d), 
? and the sinusoidal nonlinearity (Fig. 2.2-e) which appears in a system of a simple 
pendulum, inverted pendulum, as well as others. 
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(a) Saturation 
 
(b) Dead zone 
 
(c) Hardening spring 
 
(d) Softening spring 
 
(e) Simple pendulum 
Fig. 2.2 Examples of conic-type nonlinearities 
 
 
 
 Note that, when deriving the conditions under which a mixed criteria controller 
design exists for this class of systems in the continuous- (Chapter 3) and discrete-time 
(Chapter 4) case, bounded perturbations are taken into account in the center of the 
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hypersphere. This, of course, strengthens the generality of the class of systems considered 
and yields a more robust controller design.  
The disturbance input ( )w t  can be either that of a known waveform, that of finite-
energy, or both. If the disturbance is that of a known waveform, its dynamics are 
described by (0.2). When the controller is designed to satisfy a FTB property, the additive 
disturbance must have known dynamics as shown in (0.2). When the controller is 
designed to satisfy the H∞ property, the additive disturbance must be that of finite-
energy. Therefore, if the FTB and H∞ properties are to be satisfied simultaneously, the 
additive disturbance is modeled as shown in (0.2) such that [ ]Re ( ) 0iλ Φ < , which yields 
asymptotically stable disturbance dynamics. What is meant by a disturbance of known 
waveform is that, depending on the value of the matrix Φ , the disturbance input may be 
a constant ( 0Φ = ), a ramp ( 0 1
0 0
⎡ ⎤Φ = ⎢ ⎥⎣ ⎦ ), a sinusoidal ( 2
0 1
0ω
⎡ ⎤Φ = ⎢ ⎥−⎣ ⎦ ), an exponential 
disturbance ( constantΦ = ), in addition to others. Thus, its waveform is known; however, 
the exact values of its parameters, such as magnitude and phase, are not necessarily 
known [71]. In the next section, the other class of nonlinear systems considered in the 
controller problem is introduced, its significance is explained.  
2.2 Nonlinear Systems with State-Dependent System Matrices 
For the controller design problem, another class of nonlinear systems with state-
dependent system matrices is considered in the discrete- and continuous-time case. In this 
section, the continuous-time case of this class is introduced, and its discrete-time 
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counterpart is introduced in the relevant chapter (Chapter 6). Consider the class of 
continuous-time nonlinear systems described by the following state-space model: 
 ( ) ( ( )) ( ) ( ( )) ( ) ( ( )) ( )x t A x t x t B x t u t F x t w t= + +?  (0.6) 
where ( ) nnx t W∈ ⊂ ? is the state vector, ( ) mmu t W∈ ⊂ ? is the input vector, and 
( ) rrw t W∈ ⊂ ? is the disturbance input. The sets nW , mW , and rW are open and connected. 
The matrices ( ( )) n nA x t ×∈? , ( ( )) n mB x t ×∈? , and ( ( )) n rF x t ×∈? are known state-
dependent matrices. 
 This class of systems includes, for example, the class of nonlinear systems 
considered by Amato et al in [68]. Physical systems that belong to the class considered 
include but not limited to that of a simple pendulum, inverted pendulum on a cart [72], 
and any system that can be written in the form given by (0.6), such as input-affine 
systems. 
The additive disturbance input ( )w t is the same as that explained in the previous 
section. In the following section, the class of discrete-time nonlinear systems for which a 
FTB observer is designed is introduced, and its significance is elaborated. 
2.3 Class of Nonlinear Systems with Nonlinear Measurements 
For the FTB observer problem, the class of discrete-time nonlinear systems 
described by the following state-space model is considered: 
 1 ( , )k k kx f x w+ =  (0.7) 
 ( , )k k ky h x w=  (0.8) 
where nkx ∈? is the unknown state vector at the thk iteration, rkw ∈? is the disturbance 
input vector, and ky is the output measurement vector. The nonlinear vector function 
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( , )k kf x w is unknown. However, it is assumed to be the sum of a predetermined vector 
function ˆ( )kf x , an unknown bounded nonlinear perturbation ( )kf x? , and an additive 
disturbance input kw as shown in (0.9) . Similarly, the nonlinear measurement function 
( , )k kh x w is unknown, but it is assumed to be the sum of a known nonlinear vector 
function ˆ( )kh x , an unknown nonlinear bounded perturbation ( )kh x? , and an additive 
disturbance input kw .  
 ˆ( , ) ( ) ( )k k k k kf x w f x f x Fw= + +?  (0.9) 
 ˆ( , ) ( ) ( )k k k k kh x w h x h x Gw= + +?  (0.10) 
where n rF ×∈? and p mG ×∈? are known weight matrices of the disturbance input, which 
is modeled as a system with linear dynamics and a system matrix r r×Φ∈? as follows: 
 1k kw w+ = Φ  (0.11) 
The nonlinear vector functions ˆ ( )kf x and ˆ( )kh x belong to a set of nonlinear functions Λ , 
such that: 
 
{ }1 2 1 2 1 2
1 2
ˆ( ) / (0) 0 and ( ) ( ) ( )    
, qq
g g g g L
W
λ λ λ λ λ α λ λ
λ λ
Λ = = − − − ≤ −
∀ ∈ ⊂ ?  (0.12) 
where L is a known constant matrix of appropriate dimensions, ˆ 0α ≥ , and qW is an open 
and connected set.  
Furthermore, the vector functions ( )kf x? and ( )kh x? represent the uncertainty in the system 
model and the measurement equation, respectively, which satisfy the linear growth or 
vanishing nonlinear conditions shown in  
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 ( )k f kf x xα≤? ?  (0.13) 
 ( )k h kh x xα≤? ?  (0.14) 
where 0fα ≥? and 0hα ≥? . 
 The set of nonlinear functions Λ can be better explained graphically by 
considering the scalar case for 1q = and L l= ∈? . In this case, the condition in (0.12) 
reduces to: 
 1 2
1 2
( ) ( )ˆ ˆg gl lλ λα αλ λ
−− + ≤ ≤ +−  (0.15) 
Similar to the discussion in section 2.1, condition (0.15) along with the constraint 
(0) 0g = means that the set Λ includes all nonlinearities such that the slope of any straight 
line connecting the origin to a point on the function does not exceed the limits given by 
the upper and lower bounds of (0.15). In Fig. 2.4, the nonlinearities thus must lie within 
the shaded region. This class of systems includes, among others, all functions that are 
locally Lipschitz given that they are zero-valued at the origin. 
ˆ( )y lα λ= +
ˆy αλ=ˆy αλ=−
ˆ( )y lα λ= − +
 
Fig. 2.3 Illustration of the conic sector condition for the observer problem 
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In the following chapters, the main results of this dissertation are presented. In 
each chapter the class of nonlinear systems is reintroduced for the purpose of having 
standalone kind of chapters.  
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CHAPTER 3 
ROBUST AND RESILIENT MIXED CRITERIA CONTROL OF CONTINUOUS-
TIME NONLINEAR SYSTEMS WITH CONIC-TYPE NONLINEARITIES  
 
 This chapter addresses the mixed-criteria state-feedback controller design for a 
class of continuous-time nonlinear systems with conic-type nonlinearities and additive 
disturbances. The controller is designed with the objective of obtaining a closed-loop 
system satisfying the FTB and the H∞  properties. Thus, given initially bounded system 
state and disturbance input, the state of the system remains within a prescribed bounded 
region in the state-space over a finite-time interval. Also, over the infinite-time interval, 
the state of the system converges to its equilibrium while the energy of the additive finite-
energy disturbances is attenuated.  Moreover, in order to develop a robust and resilient 
controller design, additive bounded perturbations are considered in the system model and 
the controller gain. Conditions guaranteeing the existence of such a controller are derived 
and are then transformed into a set of LMIs, which paves the way for obtaining solutions 
for the controller gain and the maximum allowable bound on the bounded gain 
perturbations.   
 Next, the system and controller models are introduced. In section 3.2, conditions 
for a robust FTB controller design are presented. Then, these results are used to develop 
conditions for the existence of a robust and resilient controller design. The chapter is 
concluded with simulations illustrating the applicability of the mixed criteria control.  
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3.1 Continuous-Time System Model and State-Feedback Controller 
The class of continuous-time nonlinear systems considered is described by the 
following state-space model: 
 ( )( ) ( ), ( ), ( )x t f x t u t w t=  (3.1) 
where ( ) nnx t W∈ ⊂ \ is the state vector, ( ) mmu t W∈ ⊂ \ is the input vector, and 
( ) rrw t W∈ ⊂ \ is the disturbance input. The sets nW , mW , and rW are open and connected. 
The nonlinear vector function ( )( ), ( ), ( )f x t u t w t is unknown but satisfies a conic 
sector condition given by: 
 ( )( ), ( ), ( ) ( ) ( ) ( )      , , ,f f f n m rx t u t w t C x t D u t F w t t x W u W w Wℑ ≤ + + ∀ ∈ ∈ ∈  (3.2) 
such that 
 ( ) ( ) ( )( ), ( ), ( ) ( ), ( ), ( ) ( ) ( ) ( )x t u t w t f x t u t w t Ax t Bu t Fw tℑ = − + +  (3.3) 
where n nA ×∈\ , n mB ×∈\ , n rF ×∈\ , n nfC ×∈\ , n mfD ×∈\ , and n rfF ×∈\ are known 
matrices.  
 A state-feedback controller with a gain m nK ×∈\ is used to control the class of 
nonlinear systems considered and it is given by: 
 ( ) ( )u t Kx t=  (3.4) 
Controller (3.4) along with (3.3) yields a closed-loop system described by: 
 ( )( ) ( ), ( ), ( ) ( ) ( )cx t x t u t w t A x t Fw t=ℑ + +  (3.5) 
such that  
 ( ) ( )     , , ,TT f f f f n m rA x F w A x F w t x W u W w Wℑ ℑ≤ + + ∀ ∈ ∈ ∈  (3.6) 
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where 
 cA A BK= +  (3.7) 
and  
 f f fA C D K= +  (3.8) 
The additive disturbance input ( )w t can be either that of a known waveform, that of 
finite-energy, or both. If the disturbance is that of a known waveform, it has the following 
dynamics: 
 ( ) ( )w t w t= Φ  (3.9) 
where r r×Φ∈\ .  
When the controller is designed to satisfy a FTB property, the additive disturbance must 
have known dynamics as shown in (3.9). When the controller is designed to satisfy the 
H∞ property, the additive disturbance must be that of finite-energy. Therefore, if the FTB 
and H∞ properties are to be satisfied simultaneously, the additive disturbance is modeled 
as shown in (3.9) such that [ ]Re ( ) 0iλ Φ < , which yields asymptotically stable 
disturbance dynamics.  
 In the following section, the conditions for which a controller satisfies the FTB 
and H∞ are presented.  
3.2 Continuous-Time Mixed Criteria Controller Design 
Given the system described by (3.5), the objective, as mentioned earlier, is to arrive 
at a controller satisfying the FTB and H∞ properties. These properties can be satisfied 
simultaneously or individually, which is a designer’s choice. The conditions under which 
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a controller is FTB are given in section 3.2.1, and those under which a controller satisfies 
the H∞ property are given in section 3.2.2. 
3.2.1 Continuous-Time Finite-Time Boundedness Conditions 
Theorem 3.1: Given system (3.1), condition (3.2), controller (3.4), and 
disturbance dynamics described by (3.9), system (3.5) is FTB over ( , , , , )x w x R Tα α β , if 
there exist positive-definite matrices 1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and 
positive scalars 0γ ≥ , 1b , and 2b  such that: 
1 1 1 1 2 1
2 2 2 2
1
( ) ( )
0
T T T T T T
n f f
T T
f
n
Q Q A Y B AQ BY b I FQ Q C Y D
Q Q Q Q F
b I
γ
γ
⎡ ⎤− + − + − − +⎢ ⎥∗ −Φ − Φ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 (3.10) 
 
1
1 2
2 2
0
0
0 r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (3.11) 
 
2
1
2 12 2 0
T
x
x w
eb R Q
γβ
α α
−
− − >+  (3.12) 
where the controller gain is given by: 
 11K YQ
−=  (3.13) 
Proof: Assume that 2(0) (0)T xx Rx α≤  and 2(0) (0)T ww w α≤ . According to the definition of 
FTB, in order for the closed-loop system to be FTB, the state of the system must be 
contained within a prescribed bounded region in the state-space [0, ]t T∀ ∈ . Therefore, the 
objective is to find conditions such that 2( ) ( )T xx t Rx t β≤ [0, ]t T∀ ∈ . Consider the energy 
function,  
 1 2
T TV x Px w P w= +  (3.14)  
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such that  
 V Vγ<  (3.15) 
where 1 0P > , 2 0P > , 0γ ≥ , and 
 1 1 2 2
T T T TV x Px x Px w P w w P w= + + +      (3.16) 
Substituting (3.14) and (3.16) in (3.15) and replacing x and w with their expressions from 
(3.5) and (3.9), respectively, yield the following inequality: 
 
( ) ( )
( )
1 2 1 1
2 2 1 1                                                   
TT T T
c c
T T T T
x Px w P w A x Fw Px x P A x Fw
w P P w Px x P
γ γ+ − + − +
− Φ + Φ > ℑ + ℑ  (3.17) 
For any positive scalar 1 0b > , it is true, based on Lemma 3, that 
 1 21 1 1 1 1
T T T TPx x P b b x P x−ℑ + ℑ≤ ℑ ℑ+  (3.18) 
which implies, using (3.6), that 
 ( ) ( )1 21 1 1 1 1TT T Tf f f fPx x P b A x F w A x F w b x P x−ℑ + ℑ ≤ + + +  (3.19) 
Thus, inequality (3.17) is implied by the following condition: 
( ) ( ) ( )
( ) ( )
1 2 1 1 2 2
1 2
1 1 1                                                                
TT T T T T
c c
T T
f f f f
x Px w P w A x Fw Px x P A x Fw w P P w
b A x F w A x F w b x P x
γ γ
−
+ − + − + − Φ + Φ
> + + +
 (3.20) 
The rearrangement of (3.20) into a quadratic form in 
TT Tx w⎡ ⎤⎣ ⎦   results in a positive-
definite matrix 
 
2 1 1
1 1 1 1 1 1 1 1
1
2 2 2 1
0
T T T
c c f f f f
T T
f f
P A P P A b P b A A PF b A F
P P P b F F
γ
γ
− −
−
⎡ ⎤− − − − − − >⎢ ⎥∗ −Φ − Φ−⎢ ⎥⎣ ⎦
 (3.21) 
which, consequently, can be written as: 
 ( )2 11 1 1 1 1 1 1
1 2 2 2
0
TT
fc c
n f fTT T
f
AP A P P A b P PF
b I A F
FF P P P P
γ
γ
−⎡ ⎤⎡ ⎤− − − − ⎡ ⎤− >⎢ ⎥⎢ ⎥ ⎣ ⎦− −Φ − Φ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.22) 
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By applying Schur’s complement, inequality (3.22) implies that: 
 
2
1 1 1 1 1 1
2 2 2
1
* 0
* * I
T T
c c f
T T
f
n
P A P P A b P PF A
P P P F
b
γ
γ
⎡ ⎤− − − −⎢ ⎥−Φ − Φ >⎢ ⎥⎢ ⎥⎣ ⎦
 (3.23) 
 Pre- and post-multiplication of (3.23) by 
1
1
1
2
0 0
0
n
P
P
I
−
−
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 along with the assignments,  
1
1 1Q P
−= , 12 2Q P−= , and 1Y KQ=  , and the replacement of cA and fA with their 
expressions from (3.7) and (3.8), respectively, lead to (3.10).   
Next, the derivation of conditions (3.11) and (3.12) is presented. Consider (3.15), 
which has a solution [0, ]t T∀ ∈ as shown in (3.24). 
 ( ) ( ), (0), (0)tV x w e V x wγ<  (3.24) 
Since 0γ ≥ and t T≤ , inequality (3.24) implies that: 
 ( ) ( ), (0), (0)TV x w e V x wγ<      [0, ]t T∀ ∈  (3.25) 
Substitute for ( ),V x w and ( )(0), (0)V x w  their corresponding expressions based on (3.14) 
in (3.25) to obtain the following: 
 ( )1 2 1 2(0) (0) (0) (0)T T T T Tx P x w P w e x P x w P wγ+ < +   (3.26) 
Since 1 1 2
T T Tx Px x Px w P w< + , then 
 ( )1 1 2(0) (0) (0) (0)T T T Tx P x e x P x w P wγ< +  (3.27) 
In (3.27), introduce the terms 1/2 1/2R R−  and 1/2 1/2R R− to the left- and right-hand side of 1P , 
and express the right-hand side of the inequality in a quadratic form to obtain 
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1/2 1/21/2 1/2
1/2 1/2 1/2 1/2 1
1
2
0(0) (0)
0(0) (0)
T
T T R PRR x R xx R R PR R x e
Pw w
γ
− −
− − ⎡ ⎤⎡ ⎤ ⎡ ⎤< ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (3.28) 
Apply Rayleigh’s inequality to the right- and left-hand side of (3.28), which results in 
(3.29) under the assumptions that 2(0) (0)T xx Rx α≤  and 2(0) (0)T ww w α≤ . 
 ( ) ( )1/2 1/21/2 1/2 2 21min 1 max
2
0
0
T T
x w
R PR
R PR x Rx e
P
γλ λ α α
− −
− − ⎛ ⎞⎡ ⎤< +⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (3.29) 
In order for 2T xx Rx β≤ to be satisfied, then  
 ( ) ( )
1/2 1/2 2
1/2 1/21
max min 12 2
2
0
0
T
x
x w
R PR e R PR
P
γβλ λα α
− − −
− −⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟ +⎣ ⎦⎝ ⎠
 (3.30) 
must hold. Introducing the slack variable 12 0b
− > in (3.30) results in: 
 
1/2 1/2
11
max 2
2
0
0
R PR
b
P
λ
− −
−⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (3.31) 
and  
 ( ) ( )
2
1 1/2 1/2
2 min 12 2
T
x
x w
eb R PR
γβ λα α
−
− − −< +  (3.32) 
According to Lemma 4, inequalities (3.31) and (3.32) are respectively equivalent to the 
following: 
 
1/2 1/2
11
2
2
00
00
n
r
IR PR
b
IP
− −
−⎡ ⎤ ⎡ ⎤<⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (3.33) 
 ( )
2
1 1/2 1/2
2 12 2
T
x
n
x w
eb I R PR
γβ
α α
−
− − −< +  (3.34) 
Through basic algebraic manipulations, conditions (3.11) and (3.12) are obtained from 
(3.33) and (3.34), respectively. This concludes the proof of Theorem 3.1.  
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Next, the conditions under which the controller designed satisfies the H∞ property 
are introduced. 
3.2.2 Continuous-Time H∞ Property Conditions 
Consider the energy function V ′defined as 
 1
TV x Px′ =  (3.35) 
where 1 0P >  is the same positive-definite matrix in the energy function considered in the 
previous section. This fact paves the way for satisfying both FTB and H∞ properties 
simultaneously as indicated later. 
In order for the closed-loop system to satisfy the H∞ property, the following condition, 
which is referred to as the performance index, is sufficient [72]: 
 0T TV z z w wδ′ + − <  (3.36) 
where 2w L∈ is a finite-energy disturbance input with unknown dynamics, pz∈\ is the 
performance output which is defined as 
 z zz C x D w= +  (3.37) 
where p nzC
×∈\ and p rzD ×∈\ are predetermined matrices, and  
 1 1
T TV x Px x Px′ = +    (3.38) 
Theorem 3.2: Given system (3.1), condition (3.2), controller (3.4), performance 
output (3.37), and a disturbance input 2w L∈ ,  system (3.5) satisfies the H∞ property, if 
there exist positive-definite matrices 1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and 
positive scalars 1b and δ such that: 
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1 1 1 1 1
1
( ) ( )
0
0
T T T T T T T
n f f z
T T
r f z
n
n
Q A Y B AQ BY b I F Q C Y D Q C
I F D
b I
I
δ
⎡ ⎤− + − + − − +⎢ ⎥∗⎢ ⎥ >⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
 (3.39) 
where the controller gain is given by: 
 11K YQ
−=  (3.40) 
and the degree of  disturbance attenuation is given by δ . 
Proof: In (3.36), substitute V ′ and z with their expressions from (3.36) and (3.37), 
respectively, and consequently substitute x with its expression from (3.5) to obtain the 
following: 
 1 1
1 1
( ) ( )
            ( ) ( )
T T
c c
T T T T
z z z z
A x Fw Px x P A x Fw
C x D w C x D w w w Px x Pδ
− + − +
− + + + > ℑ + ℑ  (3.41) 
With the right-hand side of (3.41) satisfying (3.19), the following inequality is sufficient 
for (3.41) to hold: 
( ) ( )
1 1
1 2
1 1 1
( ) ( ) ( ) ( )
                                                                
T T T T
c c z z z z
T T
f f f f
A x Fw P x x P A x Fw C x D w C x D w w w
b A x F w A x F w b x P x
δ
−
− + − + − + + +
> + + +  (3.42) 
Rearranging (3.42) in a quadratic form in T Tx w⎡ ⎤⎣ ⎦ leads to the condition 
 
1 2 1
1 1 1 1 1 1 1
1
1
0
T T T T T
c c z z f f z z f f
T T
z z f f r
A P P A C C b A A b P C D b A F PF
D D b F F Iδ
− −
−
⎡ ⎤− − − − − − − − >⎢ ⎥∗ − − +⎢ ⎥⎣ ⎦
 (3.43) 
which, when rewritten as 
 
2
11 1 1 1 1
1( ) 0
TT T T
fc c z z z z
n f fTT
fz z r
AA P P A C C b P C D P F
b I A F
FD D Iδ
−⎡ ⎤⎡ ⎤− − − − − − ⎡ ⎤− >⎢ ⎥⎢ ⎥ ⎣ ⎦∗ − + ⎢ ⎥⎣ ⎦ ⎣ ⎦
 (3.44) 
and after applying Schur’s complement, results in the following condition:  
40 
 
 
2
1 1 1 1 1
1
0
T T T T
c c z z z z f
T T
z z r f
n
A P P A C C b P C D PF A
D D I F
b I
δ
⎡ ⎤− − − − − −⎢ ⎥∗ − + >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 (3.45) 
Similarly, after applying Schur’s complement to (3.45), the following is an equivalent 
condition: 
 
2
1 1 1 1 1
1
0
0
T T T
c c f z
T T
r f z
n
p
A P P A b P PF A C
I F D
b I
I
δ
⎡ ⎤− − − −⎢ ⎥∗⎢ ⎥ >⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
 (3.46) 
Pre- and post-multiply (3.46) by 
1
1 0 0 0
0 0
0
r
n
p
P
I
I
I
−⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
, let 11 1Q P
−= , replace cA and fA
with their expressions from (3.7) and (3.8), respectively, and let 1Y KQ= to arrive at 
condition (3.39). This concludes the proof of Theorem 3.2. 
 Theorem 3.1 results in a FTB controller design under the assumption that the 
disturbance input is with known dynamics. On the other hand, Theorem 3.2 results in a 
controller design satisfying the H∞ property under the assumption that the disturbance 
input is of finite-energy. Thus, if a mixed criteria controller design is desired, conditions 
(3.10), (3.11), and (3.12) and condition (3.39) must be satisfied simultaneously, which 
leads to Theorem 3.3.  
Theorem 3.3: Given system (3.1), condition (3.2), controller (3.4), and 
disturbance dynamics described by (3.9) such that [ ]Re ( ) 0iλ Φ < , system (3.5) is FTB 
over ( , , , , )x w x R Tα α β and satisfies the H∞ property, if there exist positive-definite 
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matrices 1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and positive scalars 0γ ≥ , 1b , 2b , 
and δ  such that conditions (3.10), (3.11), (3.12), and (3.39) are satisfied. 
 In the following section, the conditions under which a robust and resilient mixed 
criteria controller exists are introduced.  
3.3 Continuous-Time Robust and Resilient Mixed Criteria Controller Design 
The controller design presented in the previous section is robust for all 
nonlinearities satisfying the conic sector condition (3.2). However, system modeling, 
computational, and implementation errors are inevitable. Therefore, it is necessary to take 
into consideration such errors when developing the controller design. These errors are 
modeled as additive bounded perturbations to the matrices of the center of the conic 
sector condition and to the controller gain. The result would thus be a controller design 
that is robust for all nonlinearities lying in the prescribed hypersphere, all additive system 
perturbations, and all admissible disturbances and resilient for all additive controller gain 
perturbations.  
3.3.1 Continuous-Time System and Controller Models with Additive 
Perturbations 
 
The system and controller models introduced in section 3.1 are modified in order 
to account for possible modeling, computational, and implementation errors, which are 
modeled as additive bounded perturbations. Consider the following system with an 
unknown nonlinear vector function f such that 
 ( )( ) ( ), ( ), ( )x t f x t u t w t=   (3.47) 
 ( )( ), ( ), ( ) ( ) ( ) ( )      , , ,f f f n m rx t u t w t C x t D u t F w t t x W u W w Wℑ ≤ + + ∀ ∈ ∈ ∈  (3.48) 
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and  
 ( ) ( ) ( )( ), ( ), ( ) ( ), ( ), ( ) ( ) ( ) ( )x t u t w t f x t u t w t Ax t Bu t Fw tℑ = − + +     (3.49) 
where 
 A A A= + Δ  (3.50) 
 B B B= + Δ  (3.51) 
 F F F= + Δ  (3.52) 
The matrices n nA ×Δ ∈\ , n mB ×Δ ∈\ , and n rF ×Δ ∈\ are additive bounded perturbations, 
which satisfy the following inequalities, respectively: 
 2T A nA A IσΔ Δ ≤  (3.53) 
 2T B nB B IσΔ Δ ≤  (3.54) 
 2T F nF F IσΔ Δ ≤  (3.55) 
where Aσ , Bσ , and Fσ ∈\  are known upper scalar bounds. 
 Moreover, consider a state-feedback controller with a perturbed gain K with gain 
perturbation m nK ×Δ ∈\ such that 
 ( ) ( )u t Kx t=   (3.56) 
 K K K= + Δ  (3.57) 
and 
 2T K nK M K IσΔ Δ ≤  (3.58) 
where m mM ×∈\ is a positive-definite weight matrix and Kσ ∈\ is the bound on the 
maximum allowable perturbation.  
 When the controller (3.56) is applied to (3.49), the resulting closed-loop system is  
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 ( )( ) ( ), ( ), ( ) ( ) ( )cx t x t u t w t A x t Fw t= ℑ + +   (3.59) 
such that 
 ( ) ( )     , , ,TT f f f f n m rA x F w A x F w t x W u W w Wℑ ℑ ≤ + + ∀ ∈ ∈ ∈    (3.60) 
where cA A BK= +    and f f fA C D K= +  .  
3.3.2 Robust and Resilient Continuous-Time FTB Conditions 
Theorem 3.4: Given system (3.47), condition (3.48), controller (3.56), 
disturbance dynamics described by (3.9),and the upper bounds Aσ , Bσ , and Fσ , system 
(3.59) is FTB over ( , , , , )x w x R Tα α β , if there exist positive-definite matrices 1 n nQ ×∈\ , 
2
r rQ ×∈\ ,and m mL ×∈\ , a matrix m nY ×∈\ , and positive scalars 0γ ≥ , 1b , 2b , 3b , 4b , 5b , 
and 6b such that: 
 
, 1, ,7
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (3.61) 
 
1
1 2
2 2
0
0
0 r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (3.62) 
 
2
1
2 12 2 0
T
x
x w
eb R Q
γβ
α α
−
− − >+  (3.63) 
where  
2 2 2
11 1 1 1 1 3 4 5
12 2 13 1 14 17 1 15
22 2 2 2 23 2 26 2 33 1 35
44 3 55 4 66 5 7
( ) ( ) ( ) ,
, , , ,
, , , ,
, , ,
T T T T
A B F n
T T T T T
f f f
T T T
f n f f f
n m r
Q Q A Y B AQ BY b b b b I BLB
FQ Q C Y D BLD Q Y BL
Q Q Q Q F Q b I D LD D L
b I b I L b I
ξ γ σ σ σ
ξ ξ ξ ξ ξ
ξ γ ξ ξ ξ ξ
ξ ξ ξ ξ
= − + − + − + + + −
= − = + + = = = +
= −Φ − Φ = = = − = −
= = − = 7 6 ,nb I=
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain is given by: 
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 11K YQ
−=  (3.64) 
 the bound on the maximum allowable gain perturbation Kσ is given by: 
 16K bσ −=  (3.65) 
and the weight matrix M is given by: 
 1M L−=  (3.66) 
Note that in the single-input case i.e. 1m = , condition (3.58) may be written as 
( ) ( )2 21/2 1/2T K n K nK K M I L Iσ σ−Δ Δ ≤ = . Thus, the bound on the maximum allowable 
perturbation is instead given by: 
 K K Lσ σ′ =  (3.67) 
 Proof: Let  
  1Y KQ Y Y= = +Δ   (3.68) 
where  
 1Y KQΔ = Δ  (3.69) 
According to Theorem 3.1, system (3.59) is FTB if  
1 1 1 1 2 1
2 2 2 2
1
( ) ( )
0
T T T T T T
n f f
T T
f
n
Q Q A Y B AQ BY b I FQ Q C Y D
Q Q Q Q F
b I
γ
γ
⎡ ⎤− + − + − − +⎢ ⎥∗ −Φ − Φ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
      
 (3.70) 
conditions (3.11) and (3.12) are satisfied.  
Conditions (3.11) and (3.12) remain unchanged when perturbations are taken into 
consideration, since they are independent of the system matrices and the controller gain, 
and thus they lead to conditions (3.62) and (3.63), respectively. On the other hand, 
condition (3.61) is obtained from (3.70) as follows.  
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Substituting the expressions of A , B , and F in (3.70) and rearranging the 
resulting inequality lead to the following: 
1 1 1 1 2 1
2 2 2 2
1
( ) ( )T T T T T Tn f f
T T
f
n
Q Q A Y B AQ BY b I FQ Q C Y D
Q Q Q Q F S
b I
γ
γ
⎡ ⎤− + − + − − +⎢ ⎥∗ −Φ − Φ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
  
 (3.71) 
where  
 
1 1 2
1 1 2
( ) ( ) 0
0 0
0
0 0 0 0 0 0
  0 0 0 0 0 0  
0 0 0
T T T
T T T
Q A Y B AQ BY FQ
S
Q A AQ Y B BY FQ
⎡ ⎤Δ + Δ + Δ + Δ Δ⎢ ⎥= ∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
⎡ ⎤⎡ ⎤Δ + Δ Δ + Δ Δ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥= ∗ + ∗ + ∗⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗⎣ ⎦⎣ ⎦ ⎣ ⎦
 
   (3.72) 
The matrix S , using Lemma 3, has an upper bound for some positive scalars 3b , 4b , and 
5b as shown in (3.73): 
 
1 2 1
3 1 3 4 4
5
1 2
5 2
0 0 0 0
0 0 0 0
0 0
0 0
      0
0
                                                                         
T T T
T
b Q b A A b Y Y b B B
S
b F F
b Q
− −
−
⎡ ⎤⎡ ⎤+ Δ Δ + Δ Δ⎢ ⎥⎢ ⎥≤ ∗ + ∗ +⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦ ⎣ ⎦
⎡ ⎤Δ Δ⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 
 (3.73) 
Using (3.53), (3.54), (3.55), and (3.73), after applying a series of Schur’s 
complements, substituting (3.68) for Y , and rearranging the resulting inequality, the 
following is a sufficient condition for (3.71) to hold: 
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0 00 0
0 0
0 00 0
0 0
0 00 0
TTT T
f f
m m
B BY Y
D D
G
I I
− −⎡ ⎤ ⎡ ⎤−Δ −Δ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥> +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (3.74) 
where 
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and the unspecified submatrices are equal to zero matrices of appropriate dimensions.  
Using Lemma 3, substituting (3.69) for YΔ , and applying (3.58), the right-hand side of 
(3.74) has an upper bound for 0M > as shown below: 
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 (3.75) 
From (3.75), inequality (3.74) is implied by the following condition: 
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 (3.76) 
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Condition (3.61) is obtained from (3.76) by applying Schur’s complement and letting
2
6 Kb σ −= and 1L M −= . This concludes the proof of Theorem 3.4.  
 Next, the condition under which a robust and resilient controller satisfying the 
H∞ property is presented. 
3.3.3 Robust and Resilient Continuous-Time H∞ Property Conditions  
Theorem 3.5: Given system (3.47), condition (3.48), controller (3.56), 
performance output (3.37), a disturbance input 2w L∈ , and the upper bounds Aσ , Bσ , 
and Fσ , system (3.59) satisfies the H∞ property, if there exist positive-definite matrices 
1
n nQ ×∈\ , 2 r rQ ×∈\ , and m mL ×∈\  a matrix m nY ×∈\ , and positive scalars 1b ,δ , 3b , 4b ,
5b , and 6b such that: 
 
, 1, ,8
0T ij i jθ =⎡ ⎤Θ = Θ = >⎣ ⎦ …  (3.77) 
where 
2 2 2
11 1 1 1 3 4 5
12 13 1 14 1 15 18 1 16
22 23 24 27 33 1 36
44 55 3 66 4
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f f f z
T T T
r f z r n f f f
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Q A Y B AQ BY b b b b I BLB
F Q C Y D BLD Q C Q Y BL
I F D I b I D LD D L
I b I b I L
θ σ σ σ
θ θ θ θ θ θ
θ δ θ θ θ θ θ
θ θ θ θ
= − + − + − + + + −
= − = + + = = = = +
= = = = = − = −
= = = − 77 5 88 6, ,r nb I b Iθ= =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain is given by: 
 11K YQ
−=  (3.78) 
the bound on the maximum allowable gain perturbation Kσ is given by: 
 16K bσ −=  (3.79) 
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 the degree of disturbance attenuation is given by δ , and the weight matrix M is given by 
1M L−= . 
As noted earlier, the bound on the maximum allowable gain perturbation in the single-
input case is given by Kσ ′ as in (3.67). 
 Proof: As in the proof of Theorem 3.4, let Y be defined by (3.68) and, according 
to Theorem 3.2, system (3.59) satisfies the H∞ property if the following condition holds: 
 
1 1 1 1 1
1
( ) ( )
0
0
T T T T T T T
n f f z
T T
r f z
n
n
Q A Y B AQ BY b I F Q C Y D Q C
I F D
b I
I
δ
⎡ ⎤− + − + − − +⎢ ⎥∗⎢ ⎥ >⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
      
 (3.80) 
The same steps shown in the proof of Theorem 3.4 can be followed to arrive at (3.77)
from (3.80). This concludes the proof of Theorem 3.5. 
 Similarly, Theorems 3.4 and 3.5 lead to the following conclusion: 
Theorem 3.6: Given system (3.47), condition (3.48), controller (3.56), 
disturbance dynamics described by (3.9) such that [ ]Re ( ) 0iλ Φ < ,and the upper bounds 
Aσ , Bσ , and Fσ , system (3.59) is FTB over ( , , , , )x w x R Tα α β and satisfies the H∞
property, if there exist positive-definite matrices 1
n nQ ×∈\ , 2 r rQ ×∈\ ,and m mL ×∈\  a 
matrix m nY ×∈\ , and positive scalars 0γ ≥ , 1b  , 2b ,δ , 3b , 4b , 5b , and 6b  such that 
conditions (3.61), (3.62), (3.63), and (3.77) are satisfied simultaneously. The controller 
gain, the bound on the maximum allowable gain perturbation, the degree of disturbance 
attenuation, and the weight matrix M are given by 11K YQ
−= , 16K bσ −= , δ ,and 1L− , 
respectively. 
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3.4 Numerical Examples and Simulations 
The conditions developed in the theorems presented earlier guarantee the 
existence of a robust or a robust and resilient controller design either yielding a Ftb 
closed-loop system over finite-time, or driving the system to its equilibrium as time 
approaches infinity while attenuating finite-energy disturbances, or resulting in a system 
having both characteristics. In each theorem, the corresponding condition(s) represent a 
set of LMIs for the given system and the assumptions therein, for the given performance 
parameters, and for a fixed value of 0γ ≥ . Thus, the problem is reduced to a convex 
optimization problem, where a solution of the controller gain or the controller gain and 
the bound on its maximum allowable perturbation is obtained by checking for the 
feasibility of the corresponding set of LMI’s. For example, Theorems 3.4 and 3.6 are 
transformed into the following feasibility problems: 
Feasibility Problem for Theorem 3.4: Given system (3.47) and the assumptions therein, 
prescribed upper bounds Aσ , Bσ , and Fσ , 5-tuple ( , , , , )x w x R Tα α β , known waveform 
disturbance of dynamics described by (3.9), controller (3.56), and a fixed value of 0γ ≥ , 
find the unknown variables 1Q , 2Q , L , Y , 1b , 2b , 3b , 4b , 5b , and 6b , and then solve for the 
controller gain K and the bound on its maximum allowable perturbation Kσ (or Kσ ′ in the 
single-input case) using (3.64)and (3.65) (or (3.67)). 
Feasibility Problem for Theorem 3.6: Given system (3.47) and the assumptions therein, 
prescribed upper bounds Aσ , Bσ , and Fσ , 5-tuple ( , , , , )x w x R Tα α β , finite-energy 
disturbance of dynamics described by (3.9), controller (3.56), performance output (3.37), 
and a fixed value of 0γ ≥ , find the unknown variables 1Q , 2Q , L , Y , 1b , 2b , δ , 3b , 4b , 5b , 
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and 6b , and then solve for the controller gain K and the bound on its maximum allowable 
perturbation Kσ (or Kσ ′ in the single-input case) using (3.64) and (3.65)(or (3.67)). 
In this section, a numerical example illustrating the applicability of the controller 
design approach proposed is presented. A closed-loop system based on that of Chua’s 
circuit [88] in continuous-time with known-waveform type disturbances is used.  Two 
cases are considered:  
? Case I: The controller satisfies the FTB property given disturbances with known 
waveform but not necessarily of finite-energy. 
? Case II: The controller satisfies the FTB and H∞ properties given finite-energy 
disturbances with known waveform. 
In each case, a solution for the controller gain and the bound on the maximum allowable 
perturbation is obtained by checking for the feasibility of the corresponding set of LMIs, 
and the closed-loop system is then simulated.  
First, the system model of Chua’s circuit is introduced. Then, the solutions obtained 
for Case I and Case II along with the simulations of the closed-loop system are shown. 
Finally, an analysis of the controller gain perturbation vector as a function of its direction 
in a three-dimensional, 3D, space in the single-input case is elaborated in order to 
examine the conservativeness posed by adding the resilience property in Theorem 3.4.  
3.4.1 Chua’s Circuit Model 
Consider the closed-loop continuous-time state-space model corresponding to a 
Chua’s circuit [88] with additive disturbances. 
 x Ax Bu Fw= + + +ℑ  (81) 
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where  
(1 ) 0
1 1 1
0
c c
c
b
A
α α
β μ
− +⎡ ⎤⎢ ⎥= −⎢ ⎥⎢ ⎥− −⎣ ⎦
, 3 1B ×∈\ , 3 2F ×∈\ , [ ]1 2 3 Tx x x x= , and 
( )1 10.5 ( ) 1 1
0
0
c a b x xα⎡ ⎤− + − −⎢ ⎥ℑ = ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 
such that 9.1cα = , 16.5811cβ = , 0.138083μ = , 1.39386a = − and 0.7559b = − . Consider 
first the open-loop case of the system with zero disturbances ( 0u w= = ).The values of 
the constant parameters cα , cβ , μ , a , and b are taken from [90], and they result in an 
open-loop system with chaotic performance as demonstrated in Fig. 3.1, which shows the 
components of the state-trajectory with respect to time. Furthermore, Fig. 3.2 shows the 
state-trajectory of the system in state-space, which also demonstrates the chaotic behavior 
of the system for the considered values of the constant parameters. 
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Fig. 3.1 State-variables of the open-loop continuous-time Chua’s circuit with zero 
disturbances 
 
Fig. 3.2 Phase plot of the open-loop continuous-time Chua’s circuit with zero disturbances 
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 Chua’s circuit belongs to the class of nonlinear systems considered here, since
1 1 11 1 2x x x+ − − ≤  leads to ( )21( )T c a b xαℑ ℑ ≤ − ,which can be rewritten in a matrix 
format as in (3.2) where 
( ) 0 0
0 0 0
0 0 0
c
f
a b
C
α −⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
, [ ]0 0 0 TfD = , and 0 0 00 0 0
T
fF
⎡ ⎤= ⎢ ⎥⎣ ⎦ . 
 In the following section, the simulation parameters for Case I and Case II along 
with the solutions for the controller gain and the bound on the maximum allowable gain 
perturbation are introduced. Also, the closed-loop system is simulated in each case to 
show the performance of the controller obtained. 
3.4.2 Simulation Results 
Case I: Application of Theorem 3.4 
Let [ ]2 2 2 TB = and 1 1 1
1 1 1
T
F ⎡ ⎤= ⎢ ⎥⎣ ⎦ . Consider a sinusoidal disturbance input 
with dynamics described by (3.9) such that 
0 1
1 0
⎡ ⎤Φ = ⎢ ⎥−⎣ ⎦ . Furthermore, consider the 
following bounds on the perturbations of the system matrices A , B , and F : 
0.02A Bσ σ= = and 0.1Fσ = .  
Given ( )31, 1, 5, , 5x w x R I T sα α β= = = = =  and for 0.06γ = , the following 
solution is obtained for K and Kσ ′ : [ ]-40.62 -32.39 -2.62K =  and 0.53Kσ ′ = . The 
controller obtained is applied to the Chua’s circuit system model considered. The system 
matrices A , B , and F  are perturbed with 30.01A IΔ = , [ ]0.019 0 0 TBΔ = , and 
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0.09 0 0
0 0 0.09
T
F ⎡ ⎤Δ = ⎢ ⎥⎣ ⎦ , respectively. The controller obtained is perturbed with 
[ ]0.5 0 0KΔ = , and the perturbed controller K K+Δ is applied to the system for 
5T s= and then removed. The initial values of the state and the disturbance input are 
chosen such that the given initial bounds are satisfied. Fig. 3.3 and Fig. 3.4 show the 
norm of the state and the state-variables of the system, respectively, for the closed-loop 
case and its open-loop counterpart. In Fig 3.3, the state norm is maintained within the 
bound 5xβ = [ ]0,t T∀ ∈ during which the controller is applied. After the controller is 
removed, the system returns to its open-loop dynamics. The same observation can be 
made for the state-variables given in Fig. 3.4. Thus, the controller design yields a system 
satisfying the FTB property over ( )31, 1, 5, , 5x w x R I T sα α β= = = = =  despite system and 
controller gain perturbations. 
 
 
55 
 
 
Fig. 3.3 x for the open-loop and finite-time closed-loop Chua’s circuit in continuous-time: 
Case I 
 
  
Fig. 3.4 State-variables of the open-loop and finite-time closed-loop Chua’s circuit in 
continuous-time: Case I 
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Case II: Application of Theorem 3.6 
 In this case, the performance of a controller satisfying FTB and H∞ properties is 
examined. For Chua’s circuit introduced earlier, consider the same values for B , F , Aσ , 
Bσ , and Fσ as those in Case I.  Consider a finite-energy disturbance described by (3.9) 
such that 
0.1 0
0 0.1
−⎡ ⎤Φ = ⎢ ⎥−⎣ ⎦ . Furthermore, consider the performance output given by 
(3.37) where 30.3zC I=  and 1 1 10.7 1 1 1
T
zD
⎡ ⎤= ⎢ ⎥⎣ ⎦ . 
Given ( )31, 1, 5, , 5x w x R I T sα α β= = = = = and for 0.01γ = , a solution for  the 
controller gain, the bound on the maximum allowable gain perturbation, and the H∞
bound  is found to be: [ ]-28.80 -20.84 -0.69K = , 0.54Kσ ′ = , and 56.11δ = , 
respectively. The controller obtained is perturbed with [ ]0 0.53 0KΔ = , and it is 
applied to a perturbed form of the Chua’s circuit considered. The perturbations in the 
system matrices A , B , and F are the same as those considered in Case I. In Case I, the 
controller is applied for only 5T s= , and it is then removed yielding an open-loop system 
for t T> . However, in Case II, since the controller is designed such that FTB and H∞
properties are both satisfied, the control law is applied for all time. The controller is 
expected to restrain the state of the system from exceeding the threshold of 5xβ = over 
the finite-time interval [ ]0,T . It is also expected to drive the system to its equilibrium as 
time approaches infinity due to the H∞ property. Fig. 3.5 and Fig.3.6 show the norm of 
the state of the system and the components of the state-trajectory for 0 20t s≤ ≤ , 
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respectively. In Fig. 3.5, as expected, the state norm does not exceed a bound of 
approximately 1.8 , which is less than 5xβ = , over the first 5s , and,  since the controller 
is not removed afterwards, it drives the state to its zero equilibrium point. Thus, once 
again, the controller design approach is performing according to the performance criteria 
under which it has been developed, despite system and gain perturbations and finite-
energy disturbances.  
 It is worth noting that in Case II, the H∞ bound may be specified by the designer 
and not necessarily calculated. This is especially of importance, if a certain degree of 
attenuation is desired. However, it is also worth noting that, in this case, the problem 
loses a degree of freedom.  
In the following section, an analysis of the controller gain perturbation vector in 
the single-input case as a function of its position in a 3D space is presented.   
 
Fig. 3.5 x for the open-loop and closed-loop Chua’s circuit in continuous-time: Case II 
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Fig. 3.6 State-variables of open-loop and closed-loop Chua’s circuit in continuous-time: 
Case II 
3.4.3 Controller Gain Perturbation Analysis 
In this section, the controller gain perturbation vector in the single-input case as a 
function of its position in a 3D space is examined. The aim of such an analysis is to check 
whether a higher perturbation magnitude is possible in certain directions in a 3D space 
and whether the value of the bound on the maximum allowable perturbation, given by for 
example Theorem 3.4, is the minimum perturbation magnitude among all directions.  
Condition (3.58), which in the single-input case is written as 2T K nK K Iσ ′Δ Δ ≤ , 
implies that KΔ must be less than or equal to Kσ ′ in the case of a 3D system with a 
single input i.e. 2 2KK σ ′Δ ≤ . Therefore, in a 3D space, the solution for Kσ ′ obtained 
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which implies a possibility of a higher upper bound on the allowable perturbations in the 
controller gain for those particular directions. 
In order to determine KΔ as a function of its direction, KΔ is expressed in 
spherical coordinates as shown below. 
 [ ]sin cos sin sin cosK K θ ϕ θ ϕ θΔ = Δ  (3.82) 
where 90 90θ− ≤ ≤ +D D ,and 180 180ϕ− ≤ ≤ +D D . Moreover, consider the following 
condition, which is obtained from (3.73) after applying Schur’s complements without 
substituting for Y : 
 , 1, ,7[ ] 0
T
ij i jD D d == = >…  (3.83) 
where 
2 2 2
11 1 1 1 1 3 4 5
12 2 13 1 14 17 1 15
22 2 2 2 23 2 26 2 33 1
44 3 55 4 66 5 77 6
( ) ( ) ( ) ,
, , , ,
, , , ,
, , , ,
T T T
A B F n
T T T T
f f
T T
f n
n m r n
d Q Q A Y B AQ BY b b b b I
d FQ d Q C Y D d d Q Y
d Q Q Q d Q F d Q d b I
d b I d b I d b I d b I
γ σ σ σ
ξ
γ
= − + − + − + + +
= − = + = = =
= −Φ − Φ = = =
= = = =
 
 
 
and the unspecified submatrices are equal to zero matrices of appropriate diemensions. 
Since (3.83) follows from (3.61), a solution of the unknown variables in the latter are also 
a solution for (3.83). For a fixed direction of KΔ (i.e. one set of values of θ andϕ ), 
KΔ is incrementally increased, and at each iteration, YΔ is calculated from (3.69) and 
added to the value of Y obtained from solving (3.83), which results in Y . With the values 
of Y known along with the others obtained from (3.61), the feasibility of (3.83) is 
checked. Once (3.83) becomes infeasible, the values of θ andϕ are varied, and the 
previous steps are repeated until the ranges of θ andϕ are covered.  
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The result obtained is shown in Fig. 3.7. Among all directions, the minimum value of 
KΔ is 0.58, which corresponds to a 8.62% difference from the value obtained for Kσ ′
using the inequalities developed in Theorem 3.4. Furthermore, Fig. 3.7 shows that, for 
example in the direction of 42ϕ = D and 87θ = D , the norm of the controller gain can be 
perturbed up to 20.48. Even though this result may reflect conservativeness in the 
conditions given in Theorem 3.4, it still shows that the controller design obtained is 
resilient against perturbations, whose upper bound is at least given by Kσ ′ in the single-
input case.  
 
Fig. 3.7 KΔ as a function of its position in 3D space and in the single-input case 
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3.5 Summary 
? A robust and resilient mixed criteria state-feedback controller is designed for a class 
of continuous-time nonlinear systems with conic-type nonlinearities lying within a 
hypersphere of uncertain center and with known waveform type disturbances. 
? The controller developed satisfies the FTB and H∞ properties so that the state of the 
closed-loop system is maintained within a prescribed bound over the finite-time 
interval and converges to its equilibrium as time approaches infinity while attenuating 
additive disturbances. 
? Conditions guaranteeing the desired performance criteria considered are developed, 
and a solution for the controller gain, the bound on the maximum allowable gain 
perturbation, and the H∞ bound is obtained using LMI techniques. 
? The controller developed is applied to Chua’s circuit to illustrate the applicability of 
the design approach. Finally, an analysis of the norm of the gain perturbation vector 
as a function of the vector’s position in 3D space for a single-input case is presented. 
? Results show the significance of the design approach as the controller is capable of 
performing according to the desired criteria despite the presence of system and gain 
perturbations and exogenous disturbances.  
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CHAPTER 4 
ROBUST AND RESILIENT MIXED CRITERIA CONTROL OF DISCRETE-
TIME NONLINEAR SYSTEMS WITH CONIC-TYPE NONLINEARITIES  
 
 This chapter addresses the discrete-time counterpart of the results presented in 
Chapter 3. Mixed-criteria state-feedback controller design for a class of discrete-time 
nonlinear systems with conic-type nonlinearities, additive disturbances, and additive 
bounded perturbations is presented. The controller designed yields a closed-loop system 
that is FTB over the fixed-time interval and that satisfies the H∞ property with a certain 
degree of disturbance attenuation over the infinite-time horizon.  As in Chapter 3, the 
models of the class of discrete-time nonlinear systems and of the controller considered 
are presented in the following section. Then, theorems stating the conditions under which 
a mixed-criteria controller exists for this class of systems are introduced. Subsequently, 
the conditions under which a controller which is robust and resilient against system and 
controller gain perturbations, respectively, are derived. These conditions are then 
transformed into LMIs, which allow for a solution of the controller gain and the bound on 
the maximum allowable additive controller gain perturbations.  
 In addition, a study illustrating the connection between the continuous-time 
results and their discrete-time counterpart is conducted. The chapter is concluded with 
numerical examples and simulations which show the applicability of the proposed 
controller design approach.    
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4.1 Discrete-Time System Model and State-Feedback Controller 
The class of discrete-time nonlinear systems considered is described by the 
following state-space model: 
 ( )1 , ,k k k kx f x u w+ =  (4.1) 
where nk nx W∈ ⊂ \ is the state vector, mk mu W∈ ⊂ \ is the input vector, and 
r
k rw W∈ ⊂ \ is the disturbance input. The sets nW , mW , and rW are open and connected. 
The nonlinear vector function ( ), ,k k kf x u w , which will be denoted by kf from 
hereon, is unknown but satisfies a conic sector condition given by: 
 ( ) 0, ,      , , ,k k k f k f k f k k n k m k rx u w C x D u F w k x W u W w Wℑ ≤ + + ∀ ∈ ∈ ∈ ∈`  (4.2) 
such that 
 ( ) ( ), ,k k k k k k k kx u w f Ax Bu Fwℑ = ℑ = − + +  (4.3) 
where n nA ×∈\ , n mB ×∈\ , n rF ×∈\ , n nfC ×∈\ , n mfD ×∈\ , and n rfF ×∈\ are known 
matrices.  
 A state-feedback controller with a gain m nK ×∈\ is used to control the class of 
nonlinear systems considered, and it is given by: 
 k ku Kx=  (4.4) 
When controller (4.4) is applied to (4.3), it yields a closed-loop system described by: 
 1k k c k kx A x Fw+ = ℑ + +  (4.5) 
such that  
 ( ) ( ) 0    , , ,TTk k f k f k f k f k k n k m k rA x F w A x F w k x W u W w Wℑ ℑ ≤ + + ∀ ∈ ∈ ∈ ∈`  (4.6) 
where 
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 cA A BK= +  (4.7) 
and  
 f f fA C D K= +  (4.8) 
The additive disturbance input kw can be either that of a known waveform, that of 
finite-energy, or both. If the disturbance is that of a known waveform, it is assumed to 
have the following dynamics: 
 1k kw w+ = Φ  (4.9) 
where r r×Φ∈\ .  
When the controller is designed to satisfy a FTB property, the additive disturbance must 
have known dynamics as shown in (4.9). When the controller is designed to satisfy the 
H∞ property, the additive disturbance must be that of finite-energy. Therefore, if the FTB 
and H∞ properties are to be satisfied simultaneously, the additive disturbance is modeled 
as shown in (4.9) such that ( ) 1iλ Φ < , which yields asymptotically stable disturbance 
dynamics.  
 In the following section, the conditions under which the controller satisfies the 
FTB and H∞  properties are introduced. 
4.2 Discrete-Time Mixed Criteria Controller Design 
As mentioned earlier, the objective is to arrive at a controller satisfying the FTB 
and H∞ properties.  These properties can be either satisfied simultaneously or 
individually, which is a designer’s choice. The conditions under which a controller is 
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FTB are given in section 4.2.1, and those under which a controller satisfies the H∞
property are given in section 4.2.2. 
4.2.1 Discrete-Time Finite-Time Boundedness Conditions 
Theorem 4.1: Given system (4.1), condition (4.2), controller (4.4), and 
disturbance dynamics described by (4.9), system (4.5) is FTB over ( , , , , )x w x R Nα α β , if 
there exist positive-definite matrices 1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and 
positive scalars 1γ ≥ , 1b , and 2b  such that: 
 
1 1 1
2 2 2 2
1 1
1
2
0 0
*
0* * 0 0
* * * 0
* * * *
T T T T T T
f f
T T T
f
Q Q A Y B Q C Y D
Q Q F Q F Q
Q b I
b I
Q
γ
γ
⎡ ⎤+ +⎢ ⎥Φ⎢ ⎥⎢ ⎥ >−⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 (4.10) 
 
1
1 2
2 2
0
0
0 r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (4.11) 
 
2
1
2 12 2 0
N
x
x w
b R Qβ γα α
−
− − >+  (4.12) 
where the controller gain is given by: 
 11K YQ
−=  (4.13) 
Proof: Assume that 2Tk k xx Rx α≤  and 2Tk k ww w α≤ . According to the definition of FTB, in 
order for the closed-loop system to be FTB, the state of the system must be contained 
within a prescribed bounded region in the state-space 1, ,k N∀ = … . Therefore, the 
objective is to find conditions such that 2Tk k xx Rx β≤ 1, ,k N∀ = … . Consider the energy 
function,  
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 1 2
T T
k k k k kV x P x w P w= +  (4.14)  
such that  
 1               0, , 1k kV V k Nγ+ < ∀ = −…  (4.15) 
where 1 0P > , 2 0P > , and 1γ ≥  
Substitute kV  and 1kV +  in (4.15) with their corresponding expressions from (4.14), and, in 
the resulting inequality, replace 1kx + and 1kw + with their expressions from (4.5) and (4.9), 
respectively, which yields the following inequality: 
 ( ) ( )1 2 1 2 0TT T T Tk k k k k c k k k c k k k kx P x w P w A x Fw P A x Fw w P wγ γ+ − ℑ + + ℑ + + − Φ Φ > (4.16) 
Applying Schur’s complement to (4.16) and rearranging the obtained matrix inequality 
result in: 
 ( ) 11 2 2 1
1
0
0
T TT T T T
kk k k k k k c k k Px Px w P w w P w A x Fw P
P
γ γ⎡ ⎤ ⎡ ⎤−ℑ+ − Φ Φ + >⎢ ⎥ ⎢ ⎥∗∗⎢ ⎥ ⎣ ⎦⎣ ⎦
 (4.17) 
For any positive scalar 1 0b > , it is true that 
 
1/2
1/2 1/21
1 1 11/2
1 1
0
T
k
k
b
b b P
b P
−
−⎡ ⎤ℑ ⎡ ⎤ℑ ≥⎢ ⎥ ⎣ ⎦⎣ ⎦
 (4.18) 
which implies that 
 
1
1 1
2
1 1
0 0
0
T T
k k kb P
b P
−⎡ ⎤ ⎡ ⎤ℑ ℑ −ℑ≥⎢ ⎥ ⎢ ⎥∗ ∗⎣ ⎦⎣ ⎦
 (4.19) 
Thus, inequality (4.17) is implied by the following condition: 
 ( ) 111 2 2 1 2
1 11
0T TT T T T k kk k k k k k c k k bx Px w P w w P w A x Fw P
b PP
γ γ −⎡ ⎤ ⎡ ⎤ℑ ℑ+ − Φ Φ + >⎢ ⎥ ⎢ ⎥∗∗⎢ ⎥ ⎣ ⎦⎣ ⎦
 (4.20) 
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The term Tk kℑ ℑ has an upper bound that is given by (4.6), and therefore the following is a 
sufficient condition for (4.20) to hold: 
 
( )
( ) ( )
1 2 2 1
1
1
1
2
1 1
 
0
                                                     
TT T T T
k k k k k k c k k
T
f k f k f k f k
x Px w P w w P w A x Fw P
P
b A x F w A x F w
b P
γ γ
−
⎡ ⎤+ − Φ Φ + >⎢ ⎥∗⎢ ⎥⎣ ⎦
⎡ ⎤+ +⎢ ⎥⎢ ⎥∗⎣ ⎦
 (4.21) 
 Subtracting the right-hand side matrix in (4.21) from both sides of the inequality and 
applying Schur’s complement lead to the following conditions: 
 
( ) ( )
( ) ( ) ( )
1
1 2 2 1
12
1 1 1 1 1                                    0
TT T T T
k k k k k k f k f k f k f k
T
c k k c k k
x Px w P w w P w b A x F w A x F w
A x Fw P P b P P A x Fw
γ γ −
−
+ − Φ Φ − + +
− + − + >
 (4.22) 
and  
 21 1 1 0P b P− >  (4.23) 
Inequality (4.22) can be rewritten in a quadratic form as shown below: 
 11 12
22
0
T
k k
k k
x xd d
w wd
⎡ ⎤ ⎡ ⎤⎡ ⎤ >⎢ ⎥ ⎢ ⎥⎢ ⎥∗⎣ ⎦⎣ ⎦ ⎣ ⎦   (4.24) 
where  
( )
( )
( )
11 2
11 1 1 1 1 1 1 1
12 1
12 1 1 1 1 1 1
11 2
22 2 2 1 1 1 1 1 1
,
,
.
T T
f f c c
T T
c f f
T T T
f f
d P b A A A P P b P P A
d A P P b P PF b A F
d P P b F F F P P b P PF
γ
γ
−−
− −
−−
= − − −
= − − −
= −Φ Φ − − −
 
Inequality (4.24) is equivalent to 
 11 12
22
0
d d
d
⎡ ⎤ >⎢ ⎥∗⎣ ⎦  (4.25) 
which can be rewritten in the following form: 
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 ( )1 1 11 1 1 21 11 1 11
2 2 1 1 1
0
TT T T T
f f f f c c
T T T T
f f
P b A A b A F A P A P
P b P
P P b F F F P F P
γ
γ
− − −
−
⎡ ⎤− − ⎡ ⎤ ⎡ ⎤− − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ −Φ Φ−⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (4.26) 
Assuming (4.23) holds, apply Schur’s complement to (4.26) in order to obtain the 
equivalent condition: 
 
1 1
1 1 1 1
1
2 2 1 1
2
1 1 1
0
T T T
f f f f c
T T T
f f
P b A A b A F A P
P P b F F F P
P b P
γ
γ
− −
−
⎡ ⎤− −⎢ ⎥∗ −Φ Φ − >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
  (4.27) 
Note that if inequality (4.27) holds, condition (4.23) will be also implicitly 
satisfied, since it appears as one of the diagonal elements of (4.27). Therefore, it is 
redundant to include it as one of the conditions for the existence of a FTB controller.  
The proof is now resumed. Pre- and post- multiply (4.27) by 
1
1
1
2
1
1
0 0
0
P
P
P
−
−
−
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
to 
obtain the following: 
 
1 1 1 1 1 1 1 1
1 1 1 1 1 1 2 1
1 1 1 1 1 1 1
2 2 2 2 1 2 2 2
1
1 1
0
T T T
f f f f c
T T T
f f
P b P A A P b P A F P P A
P P P P b P F F P P F
P b I
γ
γ
− − − − − − − −
− − − − − − −
−
⎡ ⎤− −⎢ ⎥∗ − Φ Φ − >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
(4.28) 
Rearrange (4.28) as shown below: 
 ( )
1 1 1 1
1 1 1 1
1 1 1 1 1 1 1
2 2 2 2 2 2 1 2
1
1 1
0
0
0 0
TT T T
c f f
T T T T
f n f
P P A P A P A
P P P P P F P F b I P F
P b I
γ
γ
− − − −
− − − − − − −
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ − Φ Φ − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (4.29) 
and then apply Schur’s complement to arrive at the equivalent condition: 
  
1 1 1
1 1 1
1 1 1 1 1
2 2 2 2 2 2
1
1 1
1
0
0
0
T T
c f
T T T
f
n
P P A P A
P P P P P F P F
P b I
b I
γ
γ
− − −
− − − − −
−
⎡ ⎤⎢ ⎥∗ − Φ Φ⎢ ⎥ >⎢ ⎥∗ ∗ −⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
 (4.30) 
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Rewrite (4.30) in the following form:  
 ( )
1 1 1
1 1 1
1 11 1 1
12 212 2 2
21
1 1
1
0 00
0
0 00
0 0
TT T
c f
T TT T
f
n
P P A P A
P PP P F P F
P
P b I
b I
γ
γ
− − −
− −− − − −−
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥Φ Φ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥− >⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ −⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (4.31) 
Applying Schur’s complement to (4.31), replacing cA and fA with their expressions from 
(4.7) and (4.8), respectively, and defining 11 1Q P
−= , 12 2Q P−= , and 1Y KQ=  lead to (4.10).  
 Next the derivations of (4.11) and (4.12) are presented. Since (4.15) is true 
0, , 1k N∀ = −…  and since 1γ ≥ , it can be induced that 
 0       1, ,
N
kV V k Nγ< ∀ = …  (4.32) 
Substituting kV and 0V  in (4.32) with their expressions from (4.14) leads to the equivalent 
condition: 
  1 2 0 1 0 0 2 0( )
T T N T T
k k k kx P x w P w x Px w P wγ+ < +  (4.33) 
Since 1 1 2
T T T
k k k k k kx P x x P x w P w≤ + , it is implied that  
 1 0 1 0 0 2 0( )
T N T T
k kx P x x P x w P wγ< +  (4.34) 
In (4.34) , introduce the term 1/2 1/2R R− to the left-hand side of 1P  and 
1/2 1/2R R− to its right-
hand side , and express the right-hand side of the inequality in a quadratic form. 
 
1/2 1/21/2 1/2
1/2 1/2 1/2 1/2 0 01
1
0 02
0
0
T
T N
k k
R x R xR PR
x R R PR R x
w wP
γ
− −
− − ⎡ ⎤ ⎡ ⎤⎡ ⎤< ⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦
 (4.35) 
From Rayleigh’s inequality, it holds that 
 1/2 1/2 1/2 1/2 1/2 1/2min 1 1( )
T T
k k k kR PR x Rx x R R PR R xλ − − − −≤  (4.36) 
and 
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1/2 1/21/2 1/2 1/2 1/2
0 01 1
max 0 0 0 0
0 02 2
0 0
( )
0 0
T
T TR x R xR PR R PR x Rx w w
w wP P
λ
− − − −⎛ ⎞⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤≤ +⎜ ⎟⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎜ ⎟⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎝ ⎠
 (4.37) 
and, thus, with the given upper bounds on 0 0
Tx Rx and 0 0
Tw w , it can be implied that  
  
1/2 1/2
2 21
max
2
1/2 1/2
min 1
0
( )
0
( )
N
x w
T
k k
R PR
P
x Rx
R PR
γ λ α α
λ
− −
− −
⎛ ⎞⎡ ⎤ +⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠<  (4.38) 
Thus, in order for 2Tk k xx Rx β≤ to be satisfied 1, ,k N∀ = … , it is sufficient that the 
following holds true: 
 ( ) ( )
1/2 1/2 2
1/2 1/21
max min 12 2
2
0
0
N
x
x w
R PR
R PR
P
β γλ λα α
− − −
− −⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟ +⎣ ⎦⎝ ⎠
 (4.39) 
Introduce the slack variable 12 0b
− > such that 
 
1/2 1/2
11
max 2
2
0
0
R PR
b
P
λ
− −
−⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (4.40) 
and  
 ( ) ( )
2
1 1/2 1/2
2 min 12 2
N
x
x w
b R PRβ γ λα α
−
− − −< +  (4.41) 
According to Lemma 4, inequalities (4.40) and (4.41) are respectively equivalent to the 
following: 
 
1/2 1/2
11
2
2
00
00
n
r
IR PR
b
IP
− −
−⎡ ⎤ ⎡ ⎤<⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (4.42) 
 ( )
2
1 1/2 1/2
2 12 2
N
x
n
x w
b I R PRβ γα α
−
− − −< +  (4.43) 
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Pre- and post-multiplying (4.42) and (4.43) by 
1/2 0
r
R
I
⎡ ⎤⎢ ⎥∗⎣ ⎦
and 1/2R respectively, inverting 
the resulting inequalities, and substituting 1Q and 2Q for 
1
1P
− and 12P
− , respectively, lead to 
conditions (4.11) and (4.12). This concludes the proof of Theorem 4.1.  
Next, the condition under which the controller designed satisfies the H∞ property 
is introduced. 
4.2.2 Discrete-Time H∞ Property Conditions 
Consider the energy function V ′defined as 
 1
T
k k kV x P x′ =  (4.44) 
where 1 0P > . 
In order for the closed-loop system to satisfy the H∞ property, as in the continuous-time 
case, the following condition, which is referred to as the performance index, is sufficient: 
 1 0
T T
k k k k k kV V z z w wδ+′ ′− + − <  (4.45) 
where 2w l∈ is a finite-energy disturbance input with unknown dynamics, δ is the H∞
attenuation coefficient, which may be predetermined or unknown, pkz ∈\ is the 
performance output which is defined as 
 k z k z kz C x D w= +  (4.46) 
where p nzC
×∈\ and p rzD ×∈\ are predetermined matrices. 
Theorem 4.2: Given system (4.1), condition (4.2), controller (4.4), performance 
output (4.46), and a disturbance input 2w l∈ ,  system (4.5) satisfies the H∞ property, if 
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there exist positive-definite matrices 1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and 
positive scalars 1b andδ such that: 
 
1 1 1 1
1 1
1
0
*
0* * 0 0
* * * 0
* * * *
T T T T T T T
f f z
T T T
r f z
n
n
p
Q Q A Y B Q C Y D Q C
I F F D
Q b I
b I
I
δ
⎡ ⎤+ +⎢ ⎥⎢ ⎥⎢ ⎥ >−⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 (4.47) 
where the controller gain is given by: 
 11K YQ
−=  (4.48) 
Proof: In (4.45), substitute kV ′and 1kV +′  with their expressions from (4.45) and, 
consequently substitute 1kx + with its expression from (4.5) to obtain the following: 
 1 1( ) ( ) 0
T T T T
k k c k k k c k k k k k k kx P x A x Fw P A x Fw z z w wδ− + + ℑ + + ℑ − + >  (4.49) 
Applying Schur’s complement to (4.49) results in an equivalent condition: 
 1 1 1
1
( ) 0
0
T T T T T
k k k k k k c k k kx Px z z w w A x Fw P P
P
δ⎡ ⎤ ⎡ ⎤− + + −ℑ>⎢ ⎥ ⎢ ⎥∗ ∗⎣ ⎦⎣ ⎦
 (4.50) 
With the right-hand side of (4.50) satisfying (4.19) and with the upper bound on Tk kℑ ℑ
given by (4.6), inequality (4.50) is implied by the following condition: 
( ) ( )11 1 1
2
1 1 1
( )
0
TT T T T
k k k k k k f f f f c k kx Px z z w w b A x F w A x F w A x Fw P
P b P
δ −⎡ ⎤− + − + + +⎢ ⎥ >⎢ ⎥∗ −⎣ ⎦
 (4.51) 
After applying Schur’s complement to (4.51), substituting kz  with its expression from 
(4.46), and rearranging the obtained inequality in a quadratic form in
TT T
k kx w⎡ ⎤⎣ ⎦ , the 
following equivalent condition is obtained: 
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( )1 1 11 1 1 21 11 1 11 1
1 1 1 1
0
TT T T T T T
z z f f z z f f c c
T T T T T T
z z f f z z f f r
P C C b A A C D b A F A P A P
P b P
D C b F A D D b F F I F P F Pδ
− − −
− −
⎡ ⎤− − − − ⎡ ⎤ ⎡ ⎤− − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥− − − − +⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (4.52) 
which is also equivalent to  
 
1 1
1 1 1 1
1
1 1
2
1 1 1
0
T T T T T
z z f f z z f f c
T T T
z z f f r
P C C b A A C D b A F A P
D D b F F I F P
P b P
δ
− −
−
⎡ ⎤− − − −⎢ ⎥∗ − − + >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
 (4.53) 
Note that, once again, the condition 21 1 1 0P b P− > is implicitly satisfied when (4.53) is. 
Therefore, it is unnecessary to include it as one of the conditions for the existence of a 
controller satisfying the H∞ property. 
Pre- and post-multiply (4.53)  by 
1
1
1
1
0 0
0r
P
I
P
−
−
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
to arrive at: 
 
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1
1
1
1 1
0
T T T T T
z z f f z z f f c
T T T
z z f f r
n
P P C C P b P A A P P C D b P A F P A
D D b F F I F
P b I
δ
− − − − − − − − − −
−
−
⎡ ⎤− − − −⎢ ⎥∗ − − + >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
(4.54) 
which, when rewritten as 
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1
1
1
1 1
( ) 0
0 0
TT T T T T
z z z z c f f
T T T T
z z r f n f
n
P P C C P P C D P A P A P A
D D I F F b I F
P b I
δ
− − − − − − −
−
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ − + − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (4.55) 
and after applying Schur’s complement, results in the following condition:  
 
1 1 1 1 1 1
1 1 1 1 1 1
1
1 1
1
0
0
T T T T
z z z z c f
T T T
z z r f
n
n
P P C C P P C D P A P A
D D I F F
P b I
b I
δ
− − − − − −
−
⎡ ⎤− −⎢ ⎥∗ − +⎢ ⎥ >⎢ ⎥∗ ∗ −⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
 (4.56) 
Similarly, after applying Schur’s complement to (4.56), the following is an equivalent 
condition: 
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1 1 1 1
1 1 1 1
1
1 1
1
0
00 0
0
T T T
c f z
T T T
r f z
n
n
p
P P A P A P C
I F F D
P b I
b I
I
δ
− − − −
−
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥ >∗ ∗ −⎢ ⎥∗ ∗ ∗⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦
 (4.57) 
Finally,  let 11 1Q P
−= , replace cA and fA with their expressions from (4.7) and (4.8), 
respectively, and let 1Y KQ= to arrive at condition (4.47). This concludes the proof of 
Theorem 4.2. 
 Similar to the continuous-time case, if a mixed criteria controller design is 
desired, conditions (4.10), (4.11), and (4.12) and condition (4.47) must be satisfied 
simultaneously such that the disturbance input is of known finite-energy dynamics, which 
leads to Theorem 4.3.  
Theorem 4.3: Given system (4.1), condition (4.2), controller (4.4), and 
disturbance dynamics described by (4.9) such that ( ) 1iλ Φ < , system (4.5) is FTB over 
( , , , , )x w x R Nα α β and satisfies the H∞ property, if there exist positive-definite matrices 
1
n nQ ×∈\ and 2 r rQ ×∈\ , a matrix m nY ×∈\ , and positive scalars 1γ ≥ , 1b , 2b , and δ  
such that conditions (4.10), (4.11), (4.12), and (4.47) are satisfied. 
 In the following section, the conditions under which a discrete-time robust and 
resilient mixed criteria controller exists are introduced.  
4.3 Discrete-Time Robust and Resilient Mixed Criteria Controller Design 
It is inevitable that system modeling errors, controller gain computational errors, 
or controller implementation errors, would take place. Therefore, as in the continuous-
time case, such possible errors are modeled as additive bounded perturbations to the 
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system matrices and the controller gain. Consequently, the controller developed becomes 
inherently robust for all nonlinearities lying in the hypershpere described by the conic 
sector condition, for all additive bounded perturbations, and for all admissible additive 
disturbances. Moreover, it becomes resilient against any possible perturbations affecting 
its gain. 
Next, the system and controller models presented in section 4.1 are modified to 
include such additive bounded perturbations.   
4.3.1 Discrete-Time System and Controller Models with Additive Perturbations 
Consider the following system with an unknown nonlinear vector function
( ), ,k k kf x u w such that: 
 ( )1 , ,k k k kx f x u w+ =   (4.58) 
 ( ) 0, ,      , , ,k k k f k f k f k k n k m k rx u w C x D u F w k x W u W w Wℑ ≤ + + ∀ ∈ ∈ ∈ ∈ `  (4.59) 
such that 
 ( ) ( ), ,k k k k k k kx u w f Ax Bu Fwℑ = − + +     (4.60) 
where  
 A A A= + Δ  (4.61) 
 B B B= + Δ  (4.62) 
 F F F= + Δ  (4.63) 
The matrices n nA ×∈\ , n mB ×∈\ , n rF ×∈\ , n nfC ×∈\ , n mfD ×∈\ , and n rfF ×∈\ are 
known matrices. On the other hand, the matrices AΔ , BΔ , and FΔ are unknown additive 
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bounded perturbations to the matrices A , B , and F , respectively, but they satisfy the 
following inequalities: 
 
2T
A nA A IσΔ Δ ≤  (4.64) 
 2T B nB B IσΔ Δ ≤  (4.65) 
 2T F nF F IσΔ Δ ≤  (4.66) 
where Aσ , Bσ , and Cσ ∈\ are known scalar bounds. 
 A state-feedback controller with a gain m nK ×∈ \ is used to control the class of 
nonlinear systems considered, and it is given by: 
 k ku Kx=   (4.67) 
such that 
 K K K= +Δ  (4.68) 
where K is the actual controller gain, and KΔ is an unknown additive bounded 
perturbation which is introduced to model any computational or implementation errors 
and which satisfies the following inequality: 
 2T K nK M K IσΔ Δ ≤  (4.69) 
where Kσ ∈\ is the bound on the maximum allowable gain perturbation and M is a 
positive-definite weight matrix.  
When controller (4.4) is applied to (4.3), it yields a closed-loop system described by: 
 1k k c k kx A x Fw+ = ℑ + +   (4.70) 
such that  
 ( ) ( ) 0    , , ,TTk k f k f k f k f k k n k m k rA x F w A x F w k x W u W w Wℑ ℑ ≤ + + ∀ ∈ ∈ ∈ ∈     `  (4.71) 
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where cA A BK= +    and f f fA C D K= +  . 
4.3.2 Robust and Resilient Discrete-Time FTB Conditions  
Theorem 4.4: Given system (4.58), condition (4.59), controller (4.67), 
disturbance dynamics described by (4.9),and  the upper bounds Aσ , Bσ , and Fσ , system 
(4.70) is FTB over ( , , , , )x w x R Nα α β , if there exist positive-definite matrices 1 n nQ ×∈\ ,
m mL ×∈\ , 2 r rQ ×∈\ , a matrix m nY ×∈\ , and positive scalars 1γ ≥ , 1b , 2b , 3b , 4b , 5b , and 
6b such that: 
 
, 1, ,9
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (4.72) 
 
1
1 2
2 2
0
0
0 r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (4.73) 
 
2
1
2 12 2 0
N
x
x w
b R Qβ γα α
−
− − >+  (4.74) 
where  
11 1 13 1 14 1 16 9 1 17 22 2
2 2 2
23 2 24 2 25 2 28 2 33 1 1 3 4 5
34 37 44 1 47 55 2 66 3
77
, , , , , ,
, , , , ( ) ,
, , , , , ,
T T T T T T T
f f
T T T T
f A B F n
T T
f n f f f n
Q Q A Y B Q C Y D Q Y Q
Q F Q F Q Q Q b b b b I BLB
BLD BL b I D LD D L Q b I
b
ξ γ ξ ξ ξ ξ ξ ξ γ
ξ ξ ξ ξ ξ σ σ σ
ξ ξ ξ ξ ξ ξ
ξ
= = + = + = = = =
= = = Φ = = − + + + −
= − = − = − = − = =
= 4 88 5 99 6, , ,m r nI L b I b Iξ ξ− = =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimesnions. 
The controller gain is given by: 
 11K YQ
−=  (4.75) 
 the bound on the maximum allowable gain perturbation Kσ is given by: 
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 16K bσ −=  (4.76) 
and the matrix M is given by: 
 1M L−=  (4.77) 
Note that in the single-input case i.e. 1m = , condition (4.69) may be written as 
( ) ( )2 21/2 1/2T K n K nK K M I L Iσ σ−Δ Δ ≤ = . Thus, the bound on the maximum allowable 
perturbation is instead given by: 
 K K Lσ σ′ =  (4.78) 
 Proof: Let  
  1Y KQ Y Y= = + Δ   (4.79) 
where  
 1Y KQΔ = Δ  (4.80) 
According to Theorem 4.1, system (4.70) is FTB if  
 
1 1 1
2 2 2 2
1 1
1
2
0 0
*
0* * 0 0
* * * 0
* * * *
T T T T T T
f f
T T T
f
Q Q A Y B Q C Y D
Q Q F Q F Q
Q b I
b I
Q
γ
γ
⎡ ⎤+ +⎢ ⎥Φ⎢ ⎥⎢ ⎥ >−⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
   

 (4.81) 
conditions (4.11) and (4.12) are satisfied.  
Conditions (4.11) and (4.12) remain unchanged when perturbations are taken into 
consideration, since they are independent of the system matrices and the controller gain, 
and thus they lead to conditions (4.73) and (4.74), respectively. On the other hand, 
condition (4.72) is obtained from (4.81) as follows.  
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Substituting the expressions of A , B , and F in (4.81) and rearranging the 
resulting inequality lead to the following: 
 
1 1 1
2 2 2 2
1 1
1
2
0 0
*
* * 0 0
* * * 0
* * * *
T T T T T T
f f
T T T
f
Q Q A Y B Q C Y D
Q Q F Q F Q
SQ b I
b I
Q
γ
γ
⎡ ⎤+ +⎢ ⎥Φ⎢ ⎥⎢ ⎥ >−⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 (4.82) 
where  
 
1
2
1 1
0 0 0 0
* 0 0 0
* * 0 0 0
* * * 0 0
* * * * 0
0 0 0
0 0 0 0 00
  0 0 0
0 0 0 0 00
0 0 0 0 00
T T T
T
T T T
Q A Y B
Q F
S
Q Q Y
A A B
⎡ ⎤− Δ − Δ⎢ ⎥− Δ⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
− − ⎡ ⎤−⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= + +Δ Δ Δ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦


2 2
0
0 0
0
0 0
0 0
0 0 0 0
0 0
      0 0
0 0 0 0
0 0 0 0
TT T
T T
Y
B
Q Q
F F
⎡ ⎤−⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥+ +Δ ⎢ ⎥⎥ ⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+Δ Δ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (4.83) 
The matrix S , using Lemma 3, has an upper bound for some positive scalars 3b , 4b , and 
5b as shown below: 
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1 2 1
3 1 4
3 4
1 2
5 2
5
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0
0 0 0 0 0
0 0 0
      0 0
0 0
0
                             
T
T T
T
b Q b Y Y
S b A A b B B
b Q
b F F
− −
−
⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥∗ ∗⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥≤ + +∗ ∗ Δ Δ ∗ ∗ Δ Δ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗⎣ ⎦ ⎣ ⎦
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗ Δ Δ⎢ ⎥∗ ∗ ∗⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦
 
                                             
 (4.84) 
Using (4.84), (4.64), (4.65) , and (4.66), after applying a series of Schur’s 
complements, substituting (4.79) for Y , and rearranging the resulting inequality, the 
following is a sufficient condition for (4.82) to hold: 
 
0 0
0 00 0
0 0
0 0
0 00 0
0 00 0
0 0
0 00 0
TTT T
f f
m m
Y Y
B B
D D
G
I I
⎡ ⎤ ⎡ ⎤−Δ −Δ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥> +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (4.85) 
where 
, 1, ,8
T
ij i j
G G g =⎡ ⎤= = ⎣ ⎦ … , 
11 1 13 1 14 1 16 1 17
22 2 23 2 24 2 25 2 28 2
2 2 2
33 1 1 3 4 5
44 1 55 2 66 3 77 4 88 5
, , , , ,
, , , , ,
( ) ,
, , , , ,
T T T T T T T
f f
T T T
f
A B F n
n n m r
g Q g Q A Y B g Q C Y D g Q g Y
g Q g Q F g Q F g Q g Q
g Q b b b b I
g b I g Q g b I g b I g b I
γ
γ
σ σ σ
= = + = + = =
= = = = Φ =
= − + + +
= = = = =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions.  
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Using Lemma 3, substituting (4.80) for YΔ , and applying (4.69), the right-hand side of 
(4.85) has an upper bound for 0M > which has the following form: 
 
2 2
1
1
0 00 0 0 0 0 0 0
0 00 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 00 0 0 0
0 00 0 0
0 0
0 00
T
K
f f
m m
Q
B B
D D
M
I I
σ
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗ ∗ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (4.86) 
Thus, From (4.86), inequality (4.85) is implied from the following condition: 
 
2 2
1
1
0 00 0 0 0 0 0 0
0 00 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0
0 00 0 0 0
0 00 0 0
0 0
0 00
T
K
f f
m m
Q
B B
D D
G M
I I
σ
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥> +⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗ ∗ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (4.87) 
Condition (4.72) is obtained from (4.87) by applying Schur’s complement and letting
2
6 Kb σ −= and 1L M −= . This concludes the proof of Theorem 4.4.  
 Next, the conditions under which a robust and resilient discrete-time controller 
satisfying the H∞ property are presented. 
4.3.3 Robust and Resilient Discrete-Time H∞Property Conditions 
Theorem 4.5: Given system (4.58), condition (4.59), controller (4.67), 
performance output (4.46), a disturbance input 2kw l∈ ,and  the upper bounds Aσ , Bσ , 
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and Fσ , system (4.70) satisfies the H∞ property, if there exist positive-definite matrices 
1
n nQ ×∈\ , m mL ×∈\ , and  2 r rQ ×∈\ , a matrix m nY ×∈\ , and positive scalars 1b ,δ , 3b ,
4b , 5b , and 6b such that: 
 
, 1, ,9
0T ij i jθ =⎡ ⎤Θ = Θ = >⎣ ⎦ …  (4.88) 
where 
11 1 13 1 14 1 15 1 16 19 1 17
2 2 2
22 23 24 25 28 33 1 1 3 4 5
34 37 44 1 47 55 66 3
, , , , , ,
, , , , , ( ) ,
, , , , , ,
T T T T T T T T
f f z
T T T T
r f z r A B F n
T T
f n f f f p n
Q Q A Y B Q C Y D Q C Q Y
I F F D I Q b b b b I BLB
BLD BL b I D LD D L I b I
θ θ θ θ θ θ θ
θ δ θ θ θ θ θ σ σ σ
θ θ θ θ θ θ
= = + = + = = = =
= = = = = = − + + + −
= − = − = − = − = =
77 4 88 5 99 6, , ,m r nb I L b I b Iθ θ θ= − = =
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
 
The controller gain is given by: 
 11K YQ
−=  (4.89) 
 the bound on the maximum allowable gain perturbation Kσ is given by: 
 16K bσ −=  (4.90) 
 the degree of disturbance attenuation is given by δ , and the matrix M is given by: 
 1L M −=  (4.91) 
As indicated earlier, the bound on the maximum allowable gain perturbation in the 
single-input case is given by Kσ ′ as in (4.78). 
 Proof: As in the proof of Theorem 4.4, let Y be defined by (4.79) and, according 
to Theorem 4.2, system (4.70) satisfies the H∞ property if the following condition holds: 
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1 1 1 1
1 1
1
0
*
0* * 0 0
* * * 0
* * * *
T T T T T T T
f f z
T T T
r f z
n
n
p
Q Q A Y B Q C Y D Q C
I F F D
Q b I
b I
I
δ
⎡ ⎤+ +⎢ ⎥⎢ ⎥⎢ ⎥ >−⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
   

 (4.92) 
Condition (4.88) can be arrived at if steps, similar to those shown in the proof of 
Theorem 4.4, are followed. This concludes the proof of Theorem 4.5.  
   Similarly, Theorems 4.4 and 4.5 lead to the following conclusion: 
Theorem 4.6: Given system (4.58), condition (4.59), controller (4.67), 
disturbance dynamics described by (4.9) such that ( ) 1iλ Φ < ,and  the upper bounds Aσ ,
Bσ , and Fσ ,  system (4.70) is FTB over ( , , , , )x w x R Nα α β and satisfies the H∞ property, 
if there exist positive-definite matrices 1
n nQ ×∈\ , m mL ×∈\ , and 2 r rQ ×∈\ , a matrix 
m nY ×∈\ , and positive scalars 1γ ≥ , 1b , 2b ,δ , 3b , 4b , 5b , and 6b ,such that conditions 
(4.72), (4.73), (4.74), and (4.88) are satisfied simultaneously. The controller gain, the 
bound on the maximum allowable gain perturbation, the degree of disturbance 
attenuation, and the matrix M  are given by 11K YQ
−= , 16K bσ −= ,δ ,and 1L− , 
respectively.  
4.4 Connection between the Discrete- and Continuous-Time Results 
A study investigating the connection between the discrete- and continuous-time 
results for the mixed criteria control of the class of nonlinear systems with conic-type 
nonlinearities, additive disturbances, and additive bounded perturbations is presented. 
There are several methods which are usually used to obtain the discretized model of a 
system, one of which is Euler’s forward difference derivative approximation. When the 
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system is discretized using Euler’s method, the resulting discrete-time model is a good 
representation of the original continuous-time model, if the sampling period is relatively 
small. Thus, assuming that the discrete-time model presented here is obtained from the 
continuous-time model presented in Chapter 3, it would be expected that the discrete-
time results lead to those in the continuous-time case for a relatively small sampling 
period T . In this section, this connection between both results is illustrated by 
considering those for the FTB case. 
Since there has not been an explicit distinction between the matrices, variables, 
and parameters in the continuous-time case and those in the discrete-time case,  in this 
section, the notation A will be used to denote the discrete-time counterpart of A , B for 
B , F for F , cA for cA , and γ for γ .   
 Consider the continuous-time state-space model of the closed-loop system and the 
disturbance dynamics given by (3.5) and (3.9), respectively, and the condition on the 
continuous-time energy function V given by (3.15) in Chapter 3: 
 ( )( ) ( ), ( ), ( ) ( ) ( )cx t x t u t w t A x t Fw t= ℑ + +  (4.93) 
 ( ) ( )w t w t= Φ  (4.94) 
 V Vγ<  (4.95)  
Using the forward difference derivative approximation given by 
 1( ) k kx xx t
T
+ −   (4.96) 
the corresponding discrete-time models are: 
 1k k c k kx A x Fw+ = ℑ + +  (4.97) 
 1k kw w+ = Φ  (4.98) 
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 1k kV Vγ+ <  (4.99) 
where k t kTT =ℑ = ℑ F TF= , c n cA I TA= + , rI TΦ = + Φ , 1 Tγ γ= + . Substituting for 1kV +
and kV  in (4.99) with their expressions based on (4.14)  and consequently replacing 1kx +
and 1kw + with their corresponding expressions from (4.97) and (4.98), the following 
condition is obtained: 
( ) ( )1 2 1 2 0T T T T Tk c k k k c k k k k k k k kA x Fw P A x Fw w P w x Px w P wγ γℑ + + ℑ + + + Φ Φ − − <  (4.100) 
After substituting for cA  ,Φ , γ , and kℑ in (4.100) and expanding the resulting terms, the 
following condition is obtained: 
( ) ( )
( ) ( ) ( )
1 1
2
1 2 2
2
2 2 1 0
TT
k c k k c k k kt kT t kT
T T T
c k k c k k k kt kT t kT
T T T T
k k k k k k
Tx P A x Fw T A x Fw Px
T A x Fw P A x Fw Tw P P w
T w P w T w P w T x Pxγ γ
= =
= =
ℑ + + + ℑ + + +
ℑ + + ℑ + + + Φ + Φ +
Φ Φ − − <
 (4.101) 
When the sampling period T is relatively small, the terms with a 2T coefficient are 
negligible and, thus, may be eliminated from the inequality leading to the following after 
dividing the resulting inequality by the sampling period T : 
 
( )
( ) ( )
2 1 1
1 2 2                                  0
T T T
k k k k k c k kt kT
T T T
c k k k k kt kT
w P w x Px x P A x Fw
A x Fw Px w P P w
γ γ =
=
− − + ℑ + + +
ℑ + + + Φ + Φ <
 (4.102) 
Recall inequality (3.17) given in Chapter 3, which, for the purpose of comparison, is 
included below: 
 
( ) ( )
( )
1 2 1 1
2 2                                                                   + 0
TT T T
c c
T T
x Px w P w x P A x Fw A x Fw Px
w P P w
γ γ− − + ℑ+ + + ℑ+ +
Φ + Φ <  (4.103) 
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Note that inequality (4.102) is inequality (4.103) evaluated at an instant t kT= . Thus, the 
continuous-time FTB conditions may be obtained from those in the discrete-time with a 
very small sampling period. 
4.5 Numerical Examples and Simulations 
The conditions developed in each of the theorems presented earlier represent a set 
of LMIs for a fixed value of 1γ ≥ , a given 5-tuple ( , , , , )x w x R Nα α β , and a given system 
model and the assumptions therein. Thus, as in its continuous-time counterpart, the 
problem of designing with either a FTB property, or H∞ , or both is transformed into a 
convex optimization problem. A solution for the controller gain and/or the bound on the 
maximum allowable gain perturbation and/or the degree of disturbance attenuation is 
obtained by solving for the unknown variables in the relevant LMIs. In this section, a 
numerical example is provided to illustrate the applicability of the design approach 
proposed. The discretized closed-loop state-space model of Chua’s circuit is used for this 
purpose, and two cases are considered: 
Case I: The controller satisfies the FTB property given disturbances with known 
waveform but not necessarily of finite-energy (Theorem 4.4). 
Case II: The controller satisfies the FTB and H∞ properties given finite-energy 
disturbances with known waveform (Theorem 4.6).  
Next, the discretized state-space model of Chua’s circuit is presented, and then simulation 
results are shown for Case I and Case II. 
87 
 
4.5.1 Discrete-Time System Model of Chua’s Circuit 
The discrete-time results of the mixed-criteria controller design is applied to a 
discrete-time model of Chua’s circuit with input vector ku , disturbance input kw , and 
dynamics described: 
 1k k k k kx Ax Bu Fw+ = + + + ℑ  (4.104) 
where 
1 (1 ) 0
1
0 1
c c
c
T b T
A T T T
T T
α α
β μ
− +⎡ ⎤⎢ ⎥= −⎢ ⎥⎢ ⎥− −⎣ ⎦
, [ ]2 5 4 TB T= , 1 1 1
1 1 1
T
F T ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
1 2 3 T
k k k kx x x x⎡ ⎤= ⎣ ⎦ , and 
( )1 10.5 ( ) 1 1
0
0
c k k
k
T a b x xα⎡ ⎤− + − −⎢ ⎥⎢ ⎥ℑ = ⎢ ⎥⎢ ⎥⎣ ⎦
such that ikx is the i
th 
state-variable at time instant k  and 0.05T s=  is the sampling period. The values for the 
parameters cα , cβ , μ , a , and b are taken from [90] such that  9.1cα = , 16.5811cβ = , 
0.138083μ = , 1.39386a = − and 0.7559b = − , and they result in an open-loop system 
with chaotic behaviour. Similar to the continuous-time case, Chua’s circuit belongs to the 
class of discrete-time nonlinear systems considered here due to the fact that 
1 1 11 1 2k k kx x x+ − − ≤  , which consequently leads to ( )21( )T c ka b xαℑ ℑ ≤ − . The latter can 
be written in a matrix format as in (4.2) such that  
( ) 0 0
0 0 0
0 0 0
c
f
a b
C
α −⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
, [ ]0 0 0 TfD = , and 0 0 00 0 0
T
fF
⎡ ⎤= ⎢ ⎥⎣ ⎦ . 
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4.5.2 Simulation Results 
Case I: Application of Theorem 4.4 
Consider the system described by (4.104) and the assumptions therein. 
Furthermore, consider a disturbance input described by (4.9) such that 
1
1
T
T
⎡ ⎤Φ = ⎢ ⎥−⎣ ⎦ , 
whose eigenvalues lie outside the unit circle and which results in a disturbance with an 
oscillatory behavior. The following values for the bounds on the system matrix 
perturbations are assumed: 0.02A Bσ σ= = and 0.015Fσ = .  
Given ( )31, 1, 11.9, , 25x w x R I Nα α β= = = = = , a solution for K and Kσ ′ is found 
for 1.0363γ = : [ ]-3.75 -3.67 -0.19K = and 0.0225Kσ ′ = . The controller obtained is 
applied to the discrete-model of Chua’s circuit, where the system matrices A , B , and F
are perturbed by the matrices 30.01A IΔ = , [ ]0.019 0 0 TBΔ = , and 
0.009 0 0
0 0 0.009
T
F ⎡ ⎤Δ = ⎢ ⎥⎣ ⎦ , respectively, and the controller is perturbed by 
[ ]0 0.022 0KΔ = . The controller is applied for 25N = iterations, and it is then 
removed. Fig. 4.1 shows the norm of the state of the system for the open-loop and finite-
time closed-loop cases, while Fig. 4.2 shows the components of the state vector in these 
two cases.  
As it is observed from Fig. 4.1, the norm of the state does not exceed the 
prescribed threshold given by xβ over the period during which the controller is applied. It 
is also clear that the system returns to its open-loop dynamics after 25N = iterations, 
where the red line appears on the figure. Thus, the control law is performing according to 
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the desired performance of FTB despite the presence of system and controller gain 
perturbations.   
 
Fig. 4.1 x for the open-loop and finite-time closed-loop Chua’s circuit in discrete-time: 
Case I 
 
 
 
0 10 20 30 40 50 60 70 80 90 100
0
5
10
15
20
25
30
35
Iteration [k]
||x
k|
|
 
 
Where the controller is removed
Open-loop system
Controller applied for 25 iterations
90 
 
 
Fig. 4.2 State-variables of the open-loop and finite-time closed-loop Chua’s circuit in 
discrete-time: Case I 
 
 
Case II: Application of Theorem 4.6 
Consider the model of Chua’s circuit presented earlier. Furthermore, consider a 
finite-energy disturbance input described (4.9) such that 
0.9 0
0 0.9
⎡ ⎤Φ = ⎢ ⎥⎣ ⎦ , and the 
performance output given by (4.46) where 30.1zC I= and 1 1 10.1 1 1 1
T
zD
⎡ ⎤= ⎢ ⎥⎣ ⎦ . 
Given  ( )31, 1, 11.9, , 25x w x R I Nα α β= = = = = , a solution for K  , Kσ ′ , and the 
H∞  bound δ is obtained for 1.01γ = : [ ]-4.52 -3.69  -0.15K = , 0.0197Kσ ′ = , and 
253.98δ = . The controller obtained is applied to the system model and a simulation of 
the closed-loop system is conducted where the system matrices A , B , and F are 
perturbed by AΔ , BΔ , and FΔ given earlier , respectively. The controller is also 
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perturbed by [ ]0 0.019 0KΔ = . Fig. 4.3 and Fig. 4.4 show the state norm and state-
variables, respectively, of the closed-loop system. During the finite-time interval, which 
ends where the red line is, the controller is forcing the state to remain within the 
prescribed bound. While over the infinite horizon, the controller drives the system to its 
equilibrium state due to its H∞ property, which, when satisfied, implies LAS. 
Once again, the controller is capable of performing according to the desired 
performance of FTB and H∞ . In the next Chapter, the problem of finding a controller 
design satisfying FTB and H∞ is applied to a class of nonlinear systems with state-
dependent matrices and known waveform type disturbances.  
 
Fig. 4.3 x for the open-loop and closed-loop Chua’s circuit in discrete-time: Case II 
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Fig. 4.4 State-variables of open-loop and closed-loop Chua’s circuit in discrete-time: Case II 
4.6 Summary 
? A robust and resilient mixed criteria controller design is derived for a class of 
discrete-time nonlinear systems with conic-type nonlinearities lying within a 
hypersphere of uncertain center and with known waveform type disturbances.  
? The controller satisfies the FTB property over a finite-time interval and the H∞
property for all time. A set of conditions guaranteeing the desired performance of the 
controller are derived, which represent a set of LMIs. 
? A solution for the controller gain, the bound on the maximum allowable gain 
perturbation, and the H∞ bound is obtained by solving the feasibility problem.  
? The applicability of the controller design approach is illustrated in a numerical 
example based on a discretized model of Chua’s circuit. 
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? Results show that the system is behaving according to the properties which the 
controller satisfies. 
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CHAPTER 5 
ROBUST AND RESILIENT MIXED CRITERIA STATE-DEPENDENT 
CONTROL OF CONTINUOUS-TIME NONLINEAR SYSTEMS  
 
 Even though the class of nonlinear systems considered in the previous two 
chapters encompasses a large number of systems, particularly those that are locally 
Lipschitz, there are several other classes to which the results obtained do not apply. 
Therefore, in this chapter, another class of continuous-time nonlinear systems, where the 
system is modeled such that the state, input, and disturbance coefficient matrices are 
state-dependent, is considered. For this class of systems, a mixed-criteria state-feedback 
controller design is developed. The controller gain must be inherently state-dependent 
since the system matrices are continuously varying with respect to time and the system’s 
current state. The controller is designed so that, when applied to the open-loop system, 
the result is a closed-loop system that satisfies either the FTB property, or the H∞
property, or both simultaneously. Furthermore, it is robust for all additive bounded 
perturbations to the system matrices and all admissible disturbances, and it is resilient 
against additive bounded perturbations in its gain. Conditions guaranteeing the existence 
of such a controller are developed. As mentioned earlier, the dependency of the system 
matrices on the state requires the design of a controller with a state-dependent gain. 
Consequently, the conditions developed are bound to be state-dependent, which 
subsequently lead to State-Dependent Linear Matrix Inequalities, SDLMI. Thus, at each 
time instant, the SDLMI are solved, and a solution for the controller gain is obtained.  
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 The continuous-time system and controller models are introduced in the next 
section, which is followed by the conditions under which a continuous-time mixed 
criteria controller exists. Then, these conditions are extended to arrive at a robust and 
resilient mixed-criteria controller design.  
5.1 Continuous-Time State-Dependent System Model and State-Feedback 
Controller 
 
 
The class of continuous-time nonlinear systems considered is described by the 
following state-space model: 
 ( ) ( ( )) ( ) ( ( )) ( ) ( ( )) ( )x t A x t x t B x t u t F x t w t= + +  (5.1) 
where ( ) nnx t W∈ ⊂ \ is the state vector, ( ) mmu t W∈ ⊂ \ is the input vector, and 
( ) rrw t W∈ ⊂ \ is the disturbance input. The sets nW , mW , and rW are open and connected. 
The matrices ( ( )) n nA x t ×∈\ , ( ( )) n mB x t ×∈\ , and ( ( )) n rF x t ×∈\ are known state-
dependent matrices. 
 A state-feedback controller with a state-dependent gain ( ( )) m nK x t ×∈\ is used to 
control the class of nonlinear systems considered at each time instant, and it is given by: 
 ( ) ( ( )) ( )u t K x t x t=  (5.2) 
For the remainder of the chapter, the argument ( ( ))x t will be dropped and 
replaced by a subscript t   to indicate the state-dependency of a matrix variable.  
The corresponding closed-loop system is described by: 
 ct tx A x F w= +  (5.3) 
where 
 ct t t tA A B K= +  (5.4) 
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The additive disturbance input ( )w t , as it has been indicated in the previous 
chapters, can be either that of a known waveform, that of finite-energy, or both. If the 
disturbance is that of a known waveform, it is assumed to have the following dynamics: 
 ( ) ( )w t w t=Φ  (5.5) 
where r r×Φ∈\ is a constant known matrix.  
When the controller is designed to satisfy a FTB property, the additive disturbance must 
have known dynamics as shown in (5.5). When the controller is designed to satisfy the 
H∞ property, the additive disturbance must be that of finite-energy. Therefore, if the FTB 
and H∞ properties are to be satisfied simultaneously, the additive disturbance is modeled 
as shown in (5.5) such that [ ]Re ( ) 0iλ Φ < , which yields asymptotically stable 
disturbance dynamics.  
 In the following section, the conditions under which a state-dependent controller 
satisfying the FTB and H∞ properties exists are introduced. 
5.2 Continuous-Time State-Dependent Mixed Criteria Controller Design 
In this section, the FTB and H∞ conditions for the existence of a state-dependent 
state-feedback control are presented. These set of conditions pave the way for the 
development of a robust and a resilient controller design when additive perturbations are 
considered in the system and controller models.  
5.2.1 Continuous-Time State-Dependent FTB Conditions 
 
Theorem 5.1: Given system (5.1), controller (5.2), and disturbance dynamics 
described by (5.5), system (5.3) is FTB over ( , , , , )x w x R Tα α β , if there exist positive-
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definite matrices 1
n n
tQ
×∈\ and 2 r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalars 
0γ ≥  and 2b [0, ]t T∀ ∈ such that: 
 
1 1 1 1 2
2 2 2
( ) ( )
0
T T T
t t t t t t t t t t t
T
Q Q Q A Y B AQ B Y FQ
Q Q Q
γ
γ
⎡ ⎤+ − + − + − >⎢ ⎥∗ −Φ − Φ⎣ ⎦

 (5.6) 
 
1
1 2
2 2
0
0
0
0
r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (5.7) 
 
2
1
2 12 2 0
T
x
t
x w
eb R Q
γβ
α α
−
− − >+  (5.8) 
where the controller gain at each time instant t is given by: 
 11t t tK Y Q
−=  (5.9) 
Proof: Assume that 2(0) (0)T xx Rx α≤  and 2(0) (0)T ww w α≤ . According to the definition of 
FTB, in order for the closed-loop system to be FTB, the state of the system must be 
contained within a prescribed bounded region in the state-space [0, ]t T∀ ∈ . Therefore, the 
objective is to find conditions such that 2( ) ( )T xx t Rx t β≤ [0, ]t T∀ ∈ . Consider the energy 
function,  
 1 2
T T
tV x P x w P w= +  (5.10)  
such that  
 V Vγ<  (5.11) 
where 1 0tP > [0, ]t T∀ ∈ , 2 0P > , 0γ ≥ , and 
 1 1 1 2 2
T T T T T
t t tV x P x x P x x P x w P w w P w= + + + +      (5.12) 
Substituting (5.10) and (5.12) in (5.11) and replacing x and w with their expressions 
from (5.3) and (5.5), respectively, yield the following inequality: 
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( ) ( )
( )
1 2 1 1
1 2 2                                                  0
TT T T
t ct t t t ct t
T T T
t
x P x w P w A x F w P x x P A x F w
x P x w P P w
γ γ+ − + − +
− − Φ + Φ >  (5.13) 
The rearrangement of (5.13) into a quadratic form in 
TT Tx w⎡ ⎤⎣ ⎦   results in a positive-
definite matrix 
 1 1 1 1 1
2 2 2
0
T
t t ct t t ct t
T
P P A P P A PF
P P P
γ
γ
⎡ ⎤− − − − >⎢ ⎥∗ −Φ − Φ⎣ ⎦

 (5.14) 
Pre- and post-multiplication of (5.14) by 
1
1
1
2
0tP
P
−
−
⎡ ⎤⎢ ⎥∗⎣ ⎦
 along with the assignments,  
1
1 1t tQ P
−= , 12 2Q P−= , and 1t t tY K Q=  , the replacement of ctA with its expression from (5.4), 
and the application of Lemma 5 to 1tP  lead to (5.6).   
Next, the derivation of conditions (5.7) and (5.8) is presented. Consider (5.11), 
which has a solution [0, ]t T∀ ∈ as shown in (5.15). 
 ( ) ( ), (0), (0)tV x w e V x wγ<  (5.15) 
Since 0γ ≥ and t T≤ , inequality (5.15) implies that: 
 ( ) ( ), (0), (0)TV x w e V x wγ<      [0, ]t T∀ ∈  (5.16) 
Substitute for ( ),V x w and ( )(0), (0)V x w  their corresponding expressions based on 
(5.10) in (5.16) to obtain the following: 
 ( )1 2 1 2(0) (0) (0) (0)T T T T Tt 0x P x w P w e x P x w P wγ+ < +   (5.17) 
Since 1 1 2
T T T
t tx P x x P x w P w< + , then 
 ( )1 1 2(0) (0) (0) (0)T T T Tt 0x P x e x P x w P wγ< +  (5.18) 
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In (5.18), introduce the terms 1/2 1/2R R−  and 1/2 1/2R R− to the left- and right-hand side of 1tP , 
and express the right-hand side of the inequality in a quadratic form to obtain 
 
1/2 1/21/2 1/2
1/2 1/2 1/2 1/2 1
1
2
0(0) (0)
0(0) (0)
T
T T 0
t
R P RR x R x
x R R P R R x e
Pw w
γ
− −
− − ⎡ ⎤⎡ ⎤ ⎡ ⎤< ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
 (5.19) 
Apply Rayleigh’s inequality to the right- and left-hand side of (5.19), which results in 
(5.20) under the assumptions that 2(0) (0)T xx Rx α≤  and 2(0) (0)T ww w α≤ . 
 ( ) ( )1/2 1/21/2 1/2 2 21min 1 max
2
0
0
T T 0
t x w
R P R
R P R x Rx e
P
γλ λ α α
− −
− − ⎛ ⎞⎡ ⎤< +⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (5.20) 
In order for 2T xx Rx β≤ to be satisfied, then  
 ( ) ( )
1/2 1/2 2
1/2 1/21
max min 12 2
2
0
0
T
0 x
t
x w
R P R e R P R
P
γβλ λα α
− − −
− −⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟ +⎣ ⎦⎝ ⎠
 (5.21) 
must hold. Introducing the slack variable 12 0b
− > such that 
 
1/2 1/2
11
max 2
2
0
0
0R P R b
P
λ
− −
−⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (5.22) 
and  
 ( ) ( )
2
1 1/2 1/2
2 min 12 2
T
x
t
x w
eb R P R
γβ λα α
−
− − −< +  (5.23) 
According to Lemma 4, inequalities (5.22) and (5.23) are respectively equivalent to the 
following: 
 
1/2 1/2
11
2
2
00
00
n0
r
IR P R
b
IP
− −
−⎡ ⎤ ⎡ ⎤<⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (5.24) 
 ( )
2
1 1/2 1/2
2 12 2
T
x
n t
x w
eb I R P R
γβ
α α
−
− − −< +  (5.25) 
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Pre- and post-multiplying (5.24) and (5.25) by 
1/2 0
r
R
I
⎡ ⎤⎢ ⎥∗⎣ ⎦
and 1/2R , respectively, then 
inverting the resulting inequalities, and replacing 110P
−  and 11tP
− by 10Q  and 1tQ  lead to 
(5.7) and (5.8). This concludes the proof of Theorem 5.1.  
Next, the conditions under which a state-dependent controller satisfies the H∞
property are introduced. 
5.2.2 Continuous-Time State-Dependent H∞ Property Conditions 
Consider the energy function V ′defined as 
 1
T
tV x P x′ =  (5.26) 
where 1 0tP >  [0, ]t T∀ ∈ . 
In order for the closed-loop system to satisfy the H∞ property, the following condition, 
which is referred to as the performance index, is sufficient: 
 0T TV z z w wδ′ + − <  (5.27) 
where 2w L∈ is a finite-energy disturbance input with unknown dynamics, pz∈\ is the 
performance output which is defined as 
 z zz C x D w= +  (5.28) 
where p nzC
×∈\ and p rzD ×∈\ are predetermined matrices, and  
 1 1 1
T T T
t t tV x P x x P x x P x′ = + +    (5.29) 
Theorem 5.2: Given system (5.1), controller (5.2), performance output (5.28), and 
a disturbance input 2w L∈ ,  system (5.3) satisfies the H∞ property, if there exist positive-
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definite matrices 1
n n
tQ
×∈\ and 2 r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalar δ
[0, ]t T∀ ∈ such that: 
 
1 1 1 1( ) ( )
0
T T T T
t t t t t t t t t t t z
T
r z
p
Q Q A Y B AQ B Y F Q C
I D
I
δ
⎡ ⎤− + − + −⎢ ⎥∗ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦

 (5.30) 
where the controller gain is given by: 
 11t t tK Y Q
−=  (5.31) 
and the degree of  disturbance attenuation is given by δ . 
Proof: In (5.27), substitute V ′ and z with their expressions from (5.27) and (5.28), 
respectively, and consequently substitute x with its expression from (5.3) to obtain the 
following: 
 1 1 1
( ) ( )
                                ( ) ( ) 0
T T T T
ct t t t ct t t
T T
z z z z
A x F w P x x P A x F w x P x
C x D w C x D w w wδ
− + − + −
− + + + >

 (5.32) 
The rearrangement of (5.32) in a quadratic form in 
TT Tx w⎡ ⎤⎣ ⎦ results in the following: 
 1 1 1 1 0
T T T
t ct t t ct z z t z z
T
r z z
P A P P A C C PF C D
I D Dδ
⎡ ⎤− − − − − − >⎢ ⎥∗ −⎣ ⎦

 (5.33) 
Pre- and post-multiply (5.33) by 
1
1 0t
r
P
I
−⎡ ⎤⎢ ⎥∗⎣ ⎦
and rearrange the resulting inequality to 
obtain the following: 
 
1 11 1 1 1
1 11 1 1 1 1 ( ) 0
TT TT
t z t zt t t t ct ct t t
pT T
z zr
P C P CP P P P A A P F
I
D DIδ
− −− − − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤− − − − − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 (5.34) 
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Applying Schur’s complement to (5.34), assigning 11 1t tQ P
−= , replacing ctA by its 
expression from (5.4), letting 1t t tY K Q= , and applying Lemma 5 to 1tP leads to (5.30). 
This concludes the proof of Theorem 5.2.  
 From Theorems 5.1 and 5.2, if a state-dependent mixed criteria controller 
satisfying both FTB and H∞ properties is required, the following theorem must be used:   
Theorem 5.3: Given system (5.1), controller (5.2), and disturbance dynamics 
described by (5.5) such that [ ]Re ( ) 0iλ Φ < , system (5.3) is FTB over ( , , , , )x w x R Tα α β
and satisfies the H∞ property, if there exist positive-definite matrices 1
n n
tQ
×∈\ and 
2
r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalars 0γ ≥  , 2b , and δ  [0, ]t T∀ ∈ such 
that conditions (5.6), (5.7), (5.8), and (5.30) are satisfied. 
 In the following section, the conditions under which a robust and resilient state-
dependent mixed criteria controller exists are introduced.  
5.3 Continuous-Time State-Dependent Robust and Resilient Mixed Criteria 
Controller Design 
 
 
The results presented in the previous section are extended to take into 
consideration any possible errors that may result from the modeling of the system, 
computation or implementation of the controller. Such errors, as in the previous chapters, 
are modeled as additive bounded perturbations to the system matrices and the controller 
gain. For this class of systems, since the system matrices and the controller gain are state-
dependent, the perturbations are assumed to be state-dependent. However, the upper 
bounds on the perturbations are assumed to be constant. Thus, once again, the resulting 
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controller is robust for all additive perturbations and admissible disturbances, and it is 
resilient against perturbations affecting the structure of its gain.  
The next section introduces the modified state-space model of the system and the 
model of the controller.  
5.3.1 Continuous-Time State-Dependent System and Controller Models with 
Additive Perturbations 
 
 
Consider the following modified version of the system presented in the previous 
section: 
 ( ) ( ( )) ( ) ( ( )) ( ) ( ( )) ( )x t A x t x t B x t u t F x t w t= + +    (5.35) 
where 
 ( ( )) ( ( )) ( ( ))A x t A x t A x t= + Δ  (5.36) 
 ( ( )) ( ( )) ( ( ))B x t B x t B x t= + Δ  (5.37) 
 ( ( )) ( ( )) ( ( ))F x t F x t F x t= + Δ  (5.38) 
The matrices ( ( )) n nA x t ×Δ ∈\ , ( ( )) n mB x t ×Δ ∈\ , and ( ( )) n rF x t ×Δ ∈\ are unknown state-
dependent additive bounded perturbations, which satisfy the following inequalities, 
respectively: 
 2( ( )) ( ( ))T A nA x t A x t IσΔ Δ ≤  (5.39) 
 2( ( )) ( ( ))T B nB x t B x t IσΔ Δ ≤  (5.40) 
 2( ( )) ( ( ))T F nF x t F x t IσΔ Δ ≤  (5.41) 
where Aσ , Bσ , and Fσ ∈\ are known scalar upper bounds. 
 Moreover, consider a state-feedback controller with a perturbed gain ( ( ))K x t with 
gain perturbation ( ( )) m nK x t ×Δ ∈\ such that 
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 ( ) ( )u t Kx t=   (5.42) 
 ( ( )) ( ( )) ( ( ))K x t K x t K x t= + Δ  (5.43) 
and 
 2( ( )) ( ( ))T K nK x t M K x t IσΔ Δ ≤  (5.44) 
where m mM ×∈\ is a positive-definite weight matrix and Kσ ∈\ is the bound on the 
maximum allowable perturbation.  
 When the controller (5.42) is applied to (5.35), the resulting closed-loop system is  
 ct tx A x F w= +   (5.45) 
where ct t t tA A B K= +    . 
5.3.2 Robust and Resilient Continuous-Time SD FTB Conditions 
Theorem 5.4: Given system (5.35), controller (5.42), disturbance dynamics 
described by (5.5), and the upper bounds Aσ , Bσ , and Fσ , system (5.45) is FTB over 
( , , , , )x w x R Tα α β , if there exist positive-definite matrices 1 n ntQ ×∈\ , m mL ×∈\  , and 
2
r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalars 0γ ≥ , 2b , 3b , 4b , 5b , and 6b such that: 
 
, 1, ,6
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (5.46) 
 
1
1 2
2 2
0
0
0
0
r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (5.47) 
 
2
1
2 12 2 0
T
x
t
x w
eb R Q
γβ
α α
−
− − >+  (5.48) 
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where  
2 2 2
11 1 1 1 1 3 4 5
12 2 13 16 1 14 22 2 2 2
25 2 33 3 44 4 55 5 66 6
( ) ( ) ( ) ,
, , , ,
, , , , ,
T T T T
t t t t t t t t t t A B F n
T T
t t t
n m r n
Q Q Q A Y B AQ B Y b b b I BLB
FQ Q Y BL Q Q Q
Q b I b I L b I b I
ξ γ σ σ σ
ξ ξ ξ ξ ξ γ
ξ ξ ξ ξ ξ
= + − + − + − + + −
= − = = = + = −Φ − Φ
= = = − = =

 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain is given by: 
 11t t tK Y Q
−=  (5.49) 
the upper bound on the maximum allowable perturbation Kσ is given by: 
 16K bσ −=  (5.50) 
and the weight matrix M is given by: 
 1M L−=  (5.51) 
Note that in the single-input case M is a scalar and the bound on the maximum 
allowable perturbation is given by: 
 16K Lbσ −′ =  (5.52) 
 Proof: Let  
  1t t t t tY K Q Y Y= = + Δ   (5.53) 
where  
 1t t tY K QΔ = Δ  (5.54) 
According to Theorem 5.1, system (5.45) is FTB if  
 
1 1 1 1 2
2 2 2
( ) ( )
0
T T T
t t t t t t t t t t t
T
Q Q Q A Y B AQ B Y FQ
Q Q Q
γ
γ
⎡ ⎤+ − + − + − >⎢ ⎥∗ −Φ − Φ⎣ ⎦
      
 (5.55)
 
conditions (5.7) and (5.8) are satisfied.  
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Conditions (5.7) and (5.8) remain unchanged when perturbations are taken into 
consideration, since they are independent of the system matrices and the controller gain, 
and thus they lead to conditions (5.47) and (5.48), respectively. On the other hand, 
condition (5.46) is obtained from (5.55) as follows.  
Substituting the expressions of A , B , and F in (5.55) and rearranging the 
resulting inequality lead to the following: 
 
1 1 1 1 2
2 2 2
( ) ( )T T Tt t t t t t t t t t t
T
Q Q Q A Y B AQ B Y FQ S
Q Q Q
γ
γ
⎡ ⎤+ − + − + − >⎢ ⎥∗ −Φ − Φ⎣ ⎦
      
 (5.56) 
where  
 
1 1 2
21 1
( ) ( )
0
00 0
   
00 0
T T T
t t t t t t t t t
T T T
tt t t t t t t t
Q A Y B AQ B Y FQS
FQQ A AQ Y B B Y
⎡ ⎤Δ + Δ + Δ + Δ Δ= ⎢ ⎥∗⎣ ⎦
Δ⎡ ⎤⎡ ⎤Δ + Δ Δ + Δ ⎡ ⎤= + +⎢ ⎥⎢ ⎥ ⎢ ⎥∗∗ ∗ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 
   (5.57) 
The matrix S , using Lemma 3, has an upper bound for some positive scalars 3b , 4b , and 
5b as shown in (5.58): 
 
1 2 1
3 1 3 4 4
5
1 2
5 2
0 0
0 0
0
      
                                                                          
T T T
t t t t t t t
T
t t
b Q b A A b Y Y b B BS
b F F
b Q
− −
−
⎡ ⎤⎡ ⎤+ Δ Δ + Δ Δ≤ + +⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦ ⎣ ⎦
⎡ ⎤Δ Δ⎢ ⎥∗⎣ ⎦
 
 (5.58) 
Using (5.39), (5.40), (5.41), and (5.58), after applying a series of Schur’s 
complements, substituting (5.53) for tY , and rearranging the resulting inequality, 
condition (5.56) is implied from the following: 
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0 00 0
0 00 0
0 0
0 00 0
TTT T
m m
B BY Y
G
I I
− −⎡ ⎤ ⎡ ⎤−Δ −Δ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥> +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (5.59) 
where 
, 1, ,5
T
ij i j
G G g =⎡ ⎤= = ⎣ ⎦ … , 
2 2 2
11 1 1 1 1 3 4 5
12 2 13 1 14 22 2 2 2
25 2 33 3 44 4 55 5
( ) ( ) ( ) ,
, , , ,
, , , ,
T T T
t t t t t t t t t t A B F n
T T
t t t
n m r
g Q Q Q A Y B AQ B Y b b b I
g FQ g Q g Y g Q Q Q
g Q g b I g b I g b I
γ σ σ σ
γ
= + − + − + − + +
= − = = = −Φ − Φ
= = = =

 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
Using Lemma 3, substituting (5.54) for tYΔ , and applying (5.44), the right-hand side of 
(5.59) has an upper bound for 0M > as shown below: 
 
2 2
1
1
0 0 0 0
0 0 0 00 0 0 0 0 0
0 0 0 00 0 0 0 0
0 0 0 0
0 0 0 00 0 0
TT TT T
K
m m m m
B B B BY Y Q
M
I I I I
σ
−
− − − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤−Δ −Δ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ ≤ +∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (5.60) 
From (5.60), inequality (5.59) is implied by the following condition: 
 
2 2
1
1
0 0 0 0
0 00 0 0 0
0 00 0 0
0 0
0 00
T
K
m m
B BQ
G M
I I
σ
−
− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥> +∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (5.61) 
Condition (5.46) is obtained from (5.61) by applying Schur’s complement and letting
2
6 Kb σ −= and 1L M −= . This concludes the proof of Theorem 5.4.  
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 Next, the condition under which a robust and resilient continuous-time state-
dependent controller satisfying the H∞ property is presented. 
5.3.3 Robust and Resilient Continuous-Time SD H∞ Property Conditions  
Theorem 5.5: Given system (5.35), controller (5.42), performance output (5.28), 
a disturbance input 2w L∈ , and the upper bounds Aσ , Bσ , and Fσ , system (5.45) 
satisfies the H∞ property, if there exist positive-definite matrices 1
n n
tQ
×∈\ , m mL ×∈\ , 
and  2
r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalars 1b ,δ , 3b , 4b , 5b , and 6b  
[0, ]t T∀ ∈ such that: 
 
, 1, ,7
0T ij i jθ =⎡ ⎤Θ = Θ = >⎣ ⎦ …  (5.62) 
where 
2 2 2
11 1 1 1 3 4 5
12 13 1 14 17 1 15
22 23 26 33 44 3 55 4
66 5 77 6
( ) ( ) ( ) ,
, , , ,
, , , , , ,
, ,
T T T T
t t t t t t t t t A B F n
T T
t t z t t
T
r z r p n m
r n
Q Q A Y B AQ B Y b b b I BLB
F Q C Q Y BL
I D I I b I b I L
b I b I
θ σ σ σ
θ θ θ θ θ
θ δ θ θ θ θ θ
θ θ
= − + − + − + + +
= − = = = = +
= = = = = = −
= =

 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain is given by: 
 11t t tK Y Q
−=  (5.63) 
the bound on the maximum allowable gain perturbation Kσ is given by: 
 16K bσ −=  (5.64) 
the degree of disturbance attenuation is given by δ , and the weight matrix M is given 
by: 
 1M L−=  (5.65) 
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As noted earlier, in the single-input case, the matrix M is a scalar and the bound on the 
maximum allowable perturbation is given by Kσ ′ given by (5.52). 
 Proof: As in the proof of Theorem 5.4, let tY be defined by (5.53) and, according 
to Theorem 5.2, system (5.45) satisfies the H∞ property if the following condition holds: 
 
1 1 1 1( ) ( )
0
T T T T
t t t t t t t t t t z
T
r z
n
Q Q A Y B AQ B Y F Q C
I D
I
δ
⎡ ⎤− + − + −⎢ ⎥∗ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
      
 (5.66) 
Similar steps followed in the proof Theorem 5.4 can be followed to arrive at (5.62) from 
(5.66). This concludes the proof of Theorem 5.5. 
 Similarly, Theorems 5.4 and 5.5 lead to the following conclusion: 
Theorem 5.6: Given system (5.35), controller (5.42), disturbance dynamics 
described by (5.5) such that [ ]Re ( ) 0iλ Φ < , and the upper bounds Aσ , Bσ , and Fσ , 
system (5.45) is FTB over ( , , , , )x w x R Tα α β and satisfies the H∞ property, if there exist 
positive-definite matrices 1
n n
tQ
×∈\ , m mL ×∈\ , and  2 r rQ ×∈\ , a matrix m ntY ×∈\ , and 
positive scalars 0γ ≥ , 1b  , 2b ,δ , 3b , 4b , 5b , and 6b   [0, ]t T∀ ∈ such that conditions (5.46), 
(5.47), (5.48), and (5.62) are satisfied simultaneously. The controller gain, the bound on 
the maximum allowable gain perturbation, and the degree of disturbance attenuation 
are given by 11t t tK Y Q
−= , 16K bσ −= , and δ , respectively. 
Since the conditions developed in the previous theorems involves a Differential 
LMI, DLMI, and methods for solving DLMIs are not readily available, simulation 
results are not provided in this chapter. Furthermore, an investigation of the possible 
methods for solving DLMIs, and thus the developed feasibility problems, is one of the 
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recommendations for future work. In the following chapter, the discrete-time counterpart 
of the results presented here is developed. In the discrete-time case, as shown in the 
following chapter, a solution of the difference linear matrix inequalities is obtained by 
exerting a constraint on the matrix 1kP . 
5.4 Summary 
? A robust and resilient state-dependent mixed criteria controller design is developed 
for a class of continuous-time nonlinear systems with state-dependent system 
matrices and known waveform type disturbances. 
? The controller is designed to satisfy the FTB and H∞ properties. Thus, when applied, 
the controller maintains the state of the closed-loop system within a prescribed bound 
over the given finite-time interval and drives the system to its equilibrium point as 
time approaches infinity. 
? Conditions guaranteeing the existence of such a controller are derived, and they 
represent a set of Differential Linear Matrix Inequalities, DLMIs.  
? The solution of the DLMIs is intended as one of the future work of the author, and 
simulations illustrating the applicability of the design approach in continuous-time are 
not yet available. 
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CHAPTER 6 
ROBUST AND RESILIENT MIXED CRITERIA STATE-DEPENDENT 
CONTROL OF DISCRETE-TIME NONLINEAR SYSTEMS  
 
 In this chapter, the discrete-time results of the robust and resilient mixed criteria 
controller design for the class of state-dependent nonlinear systems considered in the 
previous chapter are presented. Next, the discrete-time system and controller models are 
introduced. Then, the mixed criteria control conditions are shown along with their 
corresponding proofs. This is followed by the development of the conditions under which 
the controller is robust and resilient against additive bounded perturbations to the system 
matrices and its gain. The chapter is concluded with numerical examples illustrating the 
applicability of the proposed design approach.  
6.1 Discrete-Time State-Dependent System Model and State-Feedback Controller 
Consider the following of class of discrete-time state-dependent nonlinear systems: 
 1 ( ) ( ) ( , )k k k k k k kx A x x B x u F x k w+ = + +  (6.1) 
where nk nx W∈ ⊂ \ is the state vector, mk mu W∈ ⊂ \ is the input vector, and 
r
k rw W∈ ⊂ \ is the disturbance input. The sets nW , mW , and rW are open and connected. 
The matrices ( ) n nkA x
×∈\ , ( ) n mkB x ×∈\ , and ( ) n rkF x ×∈\ are known state-dependent 
matrices..  
 A state-feedback controller with a state-dependent gain ( ) m nkK x
×∈\ is used to 
control the class of nonlinear systems considered at each iteration, and it is given by: 
 ( )k k ku K x x=  (6.2) 
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For the remainder of the chapter, the argument ( )kx will be dropped and replaced 
by a subscript k   to indicate the state-dependency of a matrix variable.  
The corresponding closed-loop system is described by: 
 1k ck k k kx A x F w+ = +  (6.3) 
where 
 ck k k kA A B K= +  (6.4) 
The additive disturbance input kw , as it has been indicated in the previous chapters, 
can be either that of a known waveform, that of finite-energy, or both. If the disturbance 
is that of a known waveform, it is assumed to have the following dynamics: 
 1k kw w+ = Φ  (6.5) 
where r r×Φ∈\ is a constant known matrix.  
When the controller is designed to satisfy a FTB property, the additive disturbance must 
have known dynamics as shown in (6.5). When the controller is designed to satisfy the 
H∞ property, the additive disturbance must be that of finite-energy. Therefore, if the FTB 
and H∞ properties are to be satisfied simultaneously, the additive disturbance is modeled 
as shown in (6.5) such that ( ) 1iλ Φ < , which corresponds to a disturbance that has finite-
energy known dynamics. 
 In the following section, the conditions under which a state-dependent controller 
satisfying the FTB and H∞ properties exists are introduced. 
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6.2 Discrete-Time State-Dependent Mixed Criteria Controller Design 
The FTB and H∞ conditions for the existence of a state-dependent state-feedback 
controller for the class of nonlinear systems considered are presented. This set of 
conditions constitutes the first steppingstone towards the development of a set of 
conditions under which the controller is robust and resilient when additive perturbations 
are considered in the system and controller models.  
6.2.1 Discrete-Time State-Dependent FTB Conditions 
Theorem 6.1: Given system (6.1), controller (6.2), and disturbance dynamics 
described by (6.5), system (6.3) is FTB over ( , , , , )x w x R Nα α β , if there exist positive-
definite matrices 1
n n
kQ
×∈\ and 2 r rQ ×∈\ , a matrix m nkY ×∈\ , and positive scalars 
1γ ≥  and 2b 0, , 1k N∀ = −… such that: 
 
1 1
2 2 2
1
2
0 0
0
0
T T T
k k k k k
T T
k
k
Q Q A Y B
Q Q F Q
Q
Q
γ
γ
⎡ ⎤+⎢ ⎥∗ Φ⎢ ⎥ >⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
 (6.6) 
 
1
1 2
2 2
0
0
0
0
r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (6.7) 
 
2
1
2 12 2 0
N
x
0
x w
b R Qβ γα α
−
− − >+  (6.8) 
 1 1 1k kQ Q+ ≥  (6.9) 
where the controller gain at each iteration is given by: 
 11k k kK Y Q
−=  (6.10) 
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Proof: Assume that 20 0
T
xx Rx α≤  and 20 0T ww w α≤ . According to the definition of FTB, in 
order for the closed-loop system to be FTB, the state of the system must be contained 
within a prescribed bounded region in the state-space 1, ,k N∀ = … . Therefore, the 
objective is to find conditions such that 2Tk k xx Rx β≤ 1, ,k N∀ = … . Consider the energy 
function,  
 1 2
T T
k k k k k kV x P x w P w= +  (6.11)  
such that  
 1          0, , 1k kV V k Nγ+ < ∀ = −…  (6.12) 
where 1 0kP > 0, , 1k N∀ = −… , 2 0P > , and 1γ ≥ .  
Note that 2P is not time-varying as in the case of 1P , since the system matrix Φ is 
assumed to be constant matrix. 
Inequality (6.12) implies that 
 1 2 1 1 1 1 1 2 1( ) 0
T T T T
k k k k k k k k k kx P x w P w x P x w P wγ + + + + ++ − − >  (6.13) 
From (6.3) and (6.5), inequality (6.13) is equivalent to  
 ( ) ( )1 2 1 1 2 0TT T T Tk k k k k ck k k k k ck k k k k kx P x w P w A x F w P A x F w w P wγ γ ++ − + + − Φ Φ >  (6.14) 
which is also equivalent to  
 1 1 1 1 1
2 1 1 2
0
T T T
k kk ck k ck ck k k
T T
k kk k k
x xP A P A A P F
w wP F P F P
γ
γ
+ +
+
⎡ ⎤− −⎡ ⎤ ⎡ ⎤ >⎢ ⎥⎢ ⎥ ⎢ ⎥∗ − −Φ Φ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (6.15) 
Inequality (6.15) implies that  
 1 1 1
2 2
0
TT T
k ck ck
kT T T
k k
P A A
P
P P F F
γ
γ +
⎡ ⎤ ⎡ ⎤⎡ ⎤ > ⎢ ⎥ ⎢ ⎥⎢ ⎥∗ −Φ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (6.16) 
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Subtracting 1
TT T
ck ck
kT T
k k
A A
P
F F
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
from the left- and right-hand side of (6.16) leads to the 
following condition: 
 ( )1 1 1 1 1
2 2
0
T TT T T T
k ck ck ck ck
k k kT T T T T
k k k k
P A A A A
P P P
P P F F F F
γ
γ +
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤ − > −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥∗ −Φ Φ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (6.17) 
Assuming that  
 1 11 1 1 1 1 10 0k k k kP P P P
− −
+ +− ≤ ⇔ − ≥  (6.18) 
and after applying Schur’s complement, inequality (6.17) is implied from the following: 
 
1 1
2 2 1
1
0
0
T
k ck k
T T
k k
k
P A P
P P F P
P
γ
γ
⎡ ⎤⎢ ⎥∗ −Φ Φ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 (6.19) 
Pre- and post-multiply (6.19) by 
1
1
1
2
1
1
0 0
0 0
k
k
P
P
P
−
−
−
⎡ ⎤⎢ ⎥∗ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
and rearrange the resulting 
inequality to obtain 
 
1 1
1 1
1 1 1 1
2 1 2 2 2
1
1
0 0 0
0
0 0
TT
k k ck
T T T
k k
k
P P A
P P F P P P
P
γ
γ
− −
− − − −
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ − Φ Φ >⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (6.20) 
Applying Schur’s complement to (6.20), letting 11 1k kQ P
−= and 12 2Q P−= , replacing ckA
with its expression from (6.4), and defining 1k k kY K Q=  lead to (6.6). Moreover, condition 
(6.9) is a result of the assumption made in (6.18). Next, the derivation of (6.7) and (6.8) is 
presented.  
Consider (6.12), which, if applied iteratively, implies 
 0           1, ,
k
kV V k Nγ< ∀ = …  (6.21) 
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Since 1γ ≥ , inequality (6.21) implies that  
 0           1, ,
N
kV V k Nγ< ∀ = …  (6.22) 
After substituting kV and 0V with their corresponding expressions and since  
 1 1 2
T T T
k k k k k k k kx P x x P x w P w≤ +  (6.23) 
inequality (6.22) implies the following: 
 1 0 1 0 0 2 0( )
T N T T
k k k 0x P x x P x w P wγ≤ +  (6.24) 
Introduce the terms 1/2 1/2R R− and 1/2 1/2R R− to the left- and right-hand side of 1kP and 10P , 
respectively, in (6.24) and rearrange the right-hand side of the inequality in a quadratic 
form in 1/20 0
TT Tx R w⎡ ⎤⎣ ⎦ to obtain 
 
1/2 1/21/2 1/2
1/2 1/2 1/2 1/2 0 01
1
0 02
0
T
T N 0
k k k
R x R xR P R
x R R P R R x
w wP
γ
− −
− − ⎡ ⎤ ⎡ ⎤⎡ ⎤< ⎢ ⎥ ⎢ ⎥⎢ ⎥∗⎣ ⎦⎣ ⎦ ⎣ ⎦
 (6.25) 
Apply Rayleigh’s inequality to the right- and left-hand side of (6.25), which results in 
(6.26) under the assumptions that 20 0
T
xx Rx α≤  and 20 0T ww w α≤ . 
 ( ) ( )1/2 1/21/2 1/2 2 21min 1 max
2
0
0
T N 0
k k k x w
R P R
R P R x Rx
P
λ γ λ α α
− −
− − ⎛ ⎞⎡ ⎤< +⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (6.26) 
In order for 2Tk k xx Rx β≤ to be satisfied, then  
 ( ) ( )
1/2 1/2 2
1/2 1/21
max min 12 2
2
0
0
N
0 x
k
x w
R P R
R P R
P
β γλ λα α
− − −
− −⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟ +⎣ ⎦⎝ ⎠
 (6.27) 
must hold. Introducing the slack variable 12 0b
− > such that 
 
1/2 1/2
11
max 2
2
0
0
0R P R b
P
λ
− −
−⎛ ⎞⎡ ⎤ <⎜ ⎟⎢ ⎥⎜ ⎟⎣ ⎦⎝ ⎠
 (6.28) 
and  
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 ( ) ( )
2
1 1/2 1/2
2 min 12 2
N
x
k
x w
b R P Rβ γ λα α
−
− − −< +  (6.29) 
According to Lemma 4, inequalities (6.28) and (6.29) are respectively equivalent to the 
following: 
 
1/2 1/2
11
2
2
00
00
n0
r
IR P R
b
IP
− −
−⎡ ⎤ ⎡ ⎤<⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
 (6.30) 
 ( )
2
1 1/2 1/2
2 12 2
N
x
n k
x w
b I R P Rβ γα α
−
− − −< +  (6.31) 
Pre- and post-multiplying (6.30) and (6.31) by 
1/2 0
r
R
I
⎡ ⎤⎢ ⎥∗⎣ ⎦
and 1/2R , respectively, then 
inverting the resulting inequalities, and replacing 110P
−  and 11kP
− by 10Q  and 1kQ  lead to 
(6.7) and  
  
2
1
2 12 2
N
x
k
x w
b R Qβ γα α
−
− >+  (6.32) 
Since the matrix 1kQ is increasing in time as shown earlier, then condition (6.8) is implied 
from (6.32). This concludes the proof of Theorem 6.1.  
Next, the conditions under which a state-dependent controller satisfies the H∞
property is introduced. 
6.2.2 Discrete-Time State-Dependent H∞ Property Conditions 
Consider the energy function V ′defined as 
 1
T
k k k kV x P x′ =  (6.33) 
where 1 0kP >  0, , 1k N∀ = −… . 
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In order for the closed-loop system to satisfy the H∞ property, the following condition, 
which is, as indicated previously, referred to as the performance index, is sufficient: 
 1 1 0
T T
k k k k k kV V z z w wδ+ +′ ′− + − <  (6.34) 
where 2w l∈ is a finite-energy disturbance input with unknown dynamics, pz∈\ is the 
performance output which is defined as 
 k z k z kz C x D w= +  (6.35) 
where p nzC
×∈\ and p rzD ×∈\ are predetermined matrices. 
Theorem 6.2: Given system (6.1), controller (6.2), performance output (6.35), and 
a disturbance input 2w l∈ ,  system (6.3) satisfies the H∞ property, if there exist positive-
definite matrices 1
n n
kQ
×∈\ and 2 r rQ ×∈\ , a matrix m nkY ×∈\ , and positive scalar δ
0, , 1k N∀ = −… such that: 
 
1 1 1
1
0
*
0
* * 0
* * *
T T T T
k k k k k k z
T T
r k z
k
p
Q Q A Y B Q C
I F D
Q
I
δ
⎡ ⎤+⎢ ⎥⎢ ⎥ >⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
 (6.36) 
 1 1 1k kQ Q+ >  (6.37) 
where the controller gain at each iteration is given by: 
 11k k kK Y Q
−=  (6.38) 
and the degree of  disturbance attenuation is given by δ . 
Proof:  From (6.33), (6.35), and  (6.3),   inequality (6.34) is equivalent to the 
following: 
 ( ) ( )1 1 1
                                ( ) ( ) 0
T T
ck k k k k ck k k k k k k
T T
z k z k z k z k k k
A x F w P A x F w x P x
C x D w C x D w w wδ
+− + + +
− + + + >
 (6.39) 
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The rearrangement of (6.39) in a quadratic form in 
TT T
k kx w⎡ ⎤⎣ ⎦ results in the condition 
 1 1 1
TT TT T
ck ckk z z z z
kT TT
k kr z z
A AP C C C D
P
F FI D Dδ +
⎡ ⎤ ⎡ ⎤⎡ ⎤− − > ⎢ ⎥ ⎢ ⎥⎢ ⎥∗ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (6.40) 
which, under the assumption in (6.18) which corresponds to condition (6.37), (6.40) is 
implied if the following inequality is satisfied: 
 11 11 1
1 1
0
TT TT T
ck k ck kk z z z z
kT TT
k k k kr z z
A P A PP C C C D
P
F P F PI D Dδ
−⎡ ⎤ ⎡ ⎤⎡ ⎤− − − >⎢ ⎥ ⎢ ⎥⎢ ⎥∗ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (6.41) 
Apply Schur’s complement to (6.41) and then pre- and post-multiply the resulting 
inequality by 
1
1
1
1
0 0
0
k
r
k
P
I
P
−
−
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 to obtain  
 
1 1 1 1 1
1 1 1 1 1 1
1
1
0
T T T
k k z z k k z z k ck k
T T
r z z k
k
P P C C P P C D P A P
I D D F
P
δ
− − − − −
−
⎡ ⎤− −⎢ ⎥∗ − >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 (6.42) 
Inequality (6.42) is equivalent to the following: 
 
1 1 1 1
1 1 1 1 1
1
1
0
( ) 0
0 0
TT T T
k k ck k k z k z
T T T
r k z p z
k
P P A P P C P C
I F D I D
P
δ
− − − −
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ − >⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (6.43) 
Applying Schur’s complement to (6.43), assigning 11 1k kQ P
−= , replacing ckA by its 
expression from (6.4), and letting 1k k kY K Q= leads to (6.36). This concludes the proof of 
Theorem 6.2.  
 From Theorems 6.1 and 6.2, if a state-dependent mixed criteria controller 
satisfying both FTB and H∞ properties is required, the following theorem must be used:   
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Theorem 6.3: Given system (6.1), controller (6.2), and disturbance dynamics 
described by (6.5) such that ( ) 1iλ Φ < , system (6.3) is FTB over ( , , , , )x w x R Nα α β and 
satisfies the H∞ property, if there exist positive-definite matrices 1
n n
kQ
×∈\ and 
2
r rQ ×∈\ , a matrix m nkY ×∈\ , and positive scalars 1γ ≥  , 2b , and δ  0, , 1k N∀ = −…
such that conditions (6.6), (6.7), (6.8), (6.9),  and (6.36) are satisfied. 
 In the following section, the conditions under which a robust and resilient 
discrete-time state-dependent mixed criteria controller exists are introduced.  
6.3 Discrete-Time State-Dependent Robust and Resilient Mixed Criteria 
Controller Design 
 
 
In this section, as in the continuous-time case, the controller design presented in 
the previous section is extended so that it would be characterized by the resilience and 
robustness properties. This is done by modeling possible errors in the modeling of the 
system or the computation or implementation of the controller gain as additive bounded 
perturbations. In the next section, the modified system and controller models are 
introduced:   
6.3.1 Discrete-Time State-Dependent System and Controller Models with Additive 
Perturbations 
 
 
Consider the following system with additive bounded perturbations: 
 1k k k k k k kx A x B u F w+ = + +    (6.44) 
where 
 k k kA A A= + Δ  (6.45) 
 k k kB B B= + Δ  (6.46) 
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 k k kF F F= + Δ  (6.47) 
The matrices n nkA
×Δ ∈\ , n mkB ×Δ ∈\ , and n rkF ×Δ ∈\ are unknown state-dependent 
additive bounded perturbations, which satisfy the following inequalities, respectively: 
 2Tk k A nA A IσΔ Δ ≤  (6.48) 
 2Tk k B nB B IσΔ Δ ≤  (6.49) 
 2Tk k F nF F IσΔ Δ ≤  (6.50) 
where Aσ , Bσ , and Fσ ∈\ are known scalar upper bounds. 
 Moreover, consider a state-feedback controller with a perturbed gain kK with gain 
perturbation m nkK
×Δ ∈\ such that 
 k k ku K x=   (6.51) 
 k k kK K K= + Δ  (6.52) 
and 
 2Tk k K nK M K IσΔ Δ ≤  (6.53) 
where m mM ×∈\ is a positive-definite weight matrix and Kσ ∈\ is the bound on the 
maximum allowable perturbation.  
 When the controller (6.51) is applied to (6.44), the resulting closed-loop system is  
 1k ck k k kx A x F w+ = +   (6.54) 
where ck k k kA A B K= +     
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6.3.2 Robust and Resilient Discrete-Time SD FTB Conditions 
Theorem 6.5: Given system (6.44), controller (6.51), disturbance dynamics 
described by (6.5), and the upper bounds Aσ , Bσ , and Fσ , system (6.54) is FTB over 
( , , , , )x w x R Nα α β , if there exist positive-definite matrices 1 n nkQ ×∈\ , m mL ×∈\ , and 
2
r rQ ×∈\ , a matrix m nkY ×∈\ , and positive scalars 0γ ≥ , 2b , 3b , 4b , 5b , and 6b  
0, , 1k N∀ = −… such that: 
 
, 1, ,8
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (6.55) 
 
1
1 2
2 2
0
0
0
0
r
Q b R
Q b I
−⎡ ⎤− >⎢ ⎥−⎣ ⎦
 (6.56) 
 
2
1
2 12 2 0
N
x
0
x w
b R Qβ γα α
−
− − >+  (6.57) 
 1 1 1k kQ Q+ ≥  (6.58) 
where  
11 1 13 1 15 18 1 16
2 2 2
22 2 23 2 24 2 27 2 33 1 3 4 5
36 44 2 55 3 66 4 77 5 88 6
, , , ,
, , , , ( ) ,
, , , , , ,
T T T T
k k k k k k k
T T T
k k A B F n k k
k n m r n
Q Q A Y B Q Y
Q Q F Q Q Q b b b I B LB
B L Q b I b I L b I b I
ξ γ ξ ξ ξ ξ
ξ γ ξ ξ ξ ξ σ σ σ
ξ ξ ξ ξ ξ ξ
= = + = = =
= = = Φ = = − + + −
= − = = = − = =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain at each instant k is given by: 
 11k k kK Y Q
−=  (6.59) 
 the upper bound on the maximum allowable perturbation Kσ is given by: 
 16K bσ −=  (6.60) 
and the weight matrix M is given by: 
123 
 
 1M L−=  (6.61) 
 Note that in the case of a single-input system, the matrix M is a scalar and the 
upper bound on the maximum allowable perturbation is given by Kσ ′ such that 
 16K Lbσ −′ =  (6.62)  
Proof: Let  
  1k k k k kY K Q Y Y= = + Δ   (6.63) 
where  
 1k k kY K QΔ = Δ  (6.64) 
According to Theorem 6.1, system (6.54) is FTB if  
 
1 1
2 2 2
1
2
0 0
0
0
T T T
k k k k k
T T
k
k
Q Q A Y B
Q Q F Q
Q
Q
γ
γ
⎡ ⎤+⎢ ⎥∗ Φ⎢ ⎥ >⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
  

 (6.65)
 
conditions (6.7), (6.8), and (6.9) are satisfied.  
Conditions (6.7), (6.8), and (6.9) remain unchanged when perturbations are taken 
into consideration, since they are independent of the system matrices and the controller 
gain, and thus they lead to conditions (6.56), (6.57), and (6.58) respectively. On the other 
hand, condition (6.55) is obtained from (6.65) as follows.  
Substituting the expressions of kA , kB , and kF in (6.65) and rearranging the 
resulting inequality lead to the following: 
 
1 1 1
2 2 2 2
1
2
0 0 0 0 0
0 0
0 0 0
0
T T T T T T
k k k k k k k k k
T T T
k k
k
Q Q A Y B Q A Y B
Q Q F Q Q F
Q
Q
γ
γ
⎡ ⎤ ⎡ ⎤+ − Δ − Δ⎢ ⎥ ⎢ ⎥∗ Φ ∗ − Δ⎢ ⎥ ⎢ ⎥>⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦
 
 (6.66) 
124 
 
The right-hand side of (6.66) can be rewritten as follows: 
 
 
1 11
2
0 00 0 0
0 0 0 00 0
0 00 0
0 0 0 00
0
                                                     
0
0
TT T T
k kk k k k
T
k
k k
T
k
Q QQ A Y B
Q F
A A
Y
− −⎡ ⎤− Δ − Δ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ − Δ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥Δ Δ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗⎢ ⎥ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦
⎡ ⎤−⎢ ⎥⎢⎢⎢⎢⎣ ⎦


2 2
0 0
0 0 0
0
0 0 0
0 0 0 0
0 0
                                                     
0 0
0 0 0 0
TT T
k
k k
T T
k k
Y
B B
Q Q
F F
⎡ ⎤−⎡ ⎤ ⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥+⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥Δ Δ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥Δ Δ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (6.67) 
According to Lemma 3, inequality (6.67) has an upper bound for some positive scalars 3b ,
4b , and 5b as shown in (6.68): 
 
1
2
1 2 1
3 1 4
1 2
5 2
3 4 5
0 0 0
0 0
0 0
0
0 0 0
0 0
         
0
0
T T T
k k k k
T
k
T
k k k
T T T
k k k k k k
Q A Y B
Q F
b Q b Y Y
b Q
b A A b B B b F F
− −
−
⎡ ⎤− Δ − Δ⎢ ⎥∗ − Δ⎢ ⎥ ≤⎢ ⎥∗ ∗⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦
⎡ ⎤+⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗ Δ Δ + Δ Δ + Δ Δ⎢ ⎥∗ ∗ ∗⎢ ⎥⎣ ⎦

   (6.68) 
Using (6.48), (6.49), (6.50), and (6.68), after applying a series of Schur’s 
complements, substituting (6.63) for kY , and rearranging the resulting inequality, 
condition (6.66) is implied from the following: 
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0 0
0 00 0
0 0
0 00 0
0 00 0
0 0
0 00 0
TTT T
k k
k k
m m
Y Y
B B
G
I I
⎡ ⎤ ⎡ ⎤−Δ −Δ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥> +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 (6.69) 
where 
, 1, ,7
T
ij i j
G G g =⎡ ⎤= = ⎣ ⎦ … , 
11 1 13 1 15 1 16 22 2 23 2
2 2 2
24 2 27 2 33 1 3 4 5
44 2 55 3 66 4 77 5
, , , , , ,
, , ( ) ,
, , , ,
T T T T T
k k k k k k k k
T
k A B F n
n m r
g Q g Q A Y B g Q g Y g Q g Q F
g Q g Q g Q b b b I
g Q g b I g b I g b I
γ γ
σ σ σ
= = + = = = =
= Φ = = − + +
= = = =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions.  
Using Lemma 3 for the lower bound of G for a positive-definite matrix M , substituting 
(6.64) for kYΔ ,  and applying (6.53), inequality (6.69) is implied if the following holds: 
 
2 2
1
1
0 00 0 0 0 0 0
0 00 0 0 0 0 0
0 0 0 0 0
0 00 0 0 0
0 00 0 0
0 0
0 00
T
K
k k
m m
Q
B B
G M
I I
σ
−
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥> +∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗ ∗ ∗ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (6.70) 
Condition (6.55) is obtained from (6.70) by applying Schur’s complement and letting
2
6 Kb σ −=  and 1L M −= . This concludes the proof of Theorem 6.4.  
 Next, the condition under which a robust and resilient discrete-time state-
dependent controller satisfying the H∞ property is presented. 
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6.3.3 Robust and Resilient Discrete-Time SD H∞ Property Conditions  
Theorem 6.5: Given system (6.44), controller (6.51), performance output (6.35), 
a disturbance input 2w l∈ ,and the upper bounds Aσ , Bσ , and Fσ , system (6.54) 
satisfies the H∞ property, if there exist positive-definite matrices 1
n n
tQ
×∈\ , m mL ×∈\ , 
and 2
r rQ ×∈\ , a matrix m ntY ×∈\ , and positive scalars 1b ,δ , 3b , 4b , 5b , and 6b  
0, , 1k N∀ = −… such that: 
 
, 1,. ,8
0T ij i jθ =⎡ ⎤Θ = Θ = >⎣ ⎦ …  (6.71) 
 1 1 1k kQ Q+ ≥  (6.72) 
where 
11 1 13 1 14 1 15 18 1 16
2 2 2
22 23 24 27 33 1 3 4 5
36 44 55 3 66 4 77 5 88 6
, , , , ,
, , , , ( ) ,
, , , , , ,
T T T T T
k k k k k k z k k
T T T
r k z r k A B F n k k
k p n m r n
Q Q A Y B Q C Q Y
I F D I Q b b b I B LB
B L I b I b I L b I b I
θ θ θ θ θ θ
θ δ θ θ θ θ σ σ σ
θ θ θ θ θ θ
= = + = = = =
= = = = = − + + −
= − = = = − = =
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions. 
The controller gain is given by: 
 11k k kK Y Q
−=  (6.73) 
the bound on the maximum allowable gain perturbation Kσ is given by: 
 16K bσ −=  (6.74) 
the degree of disturbance attenuation is given by δ  
and the weight matrix M by 
 1M L−=  (6.75) 
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As noted earlier, in the case of a single-input system, the bound on the maximum 
allowable gain perturbation is given by Kσ ′ such that 
 16K Lbσ −′ =  (6.76) 
 Proof: As in the proof of Theorem 6.4, let kY be defined by (6.63) and, according 
to Theorem 6.2, system (6.54) satisfies the H∞ property if the following conditions hold: 
 
1 1 1
1
0
*
0
* * 0
* * *
T T T T
k k k k k k z
T T
r k z
k
p
Q Q A Y B Q C
I F D
Q
I
δ
⎡ ⎤+⎢ ⎥⎢ ⎥ >⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
  

 (6.77) 
and (6.37).  
Similar steps followed in the proof Theorem 6.4 can be followed to arrive at (6.71) from 
(6.77). This concludes the proof of Theorem 6.5. 
 Similarly, Theorems 6.4 and 6.5 lead to the following conclusion: 
Theorem 6.6: Given system (6.44), controller (6.51), disturbance dynamics 
described by (6.5) such that ( ) 1iλ Φ < ,and  the upper bounds Aσ , Bσ , and Fσ ,  system 
(6.54) is FTB over ( , , , , )x w x R Tα α β and satisfies the H∞ property, if there exist positive-
definite matrices 1
n n
kQ
×∈\ , m mL ×∈\ ,and 2 r rQ ×∈\ , a matrix m nkY ×∈\ , and positive 
scalars 1γ ≥ , 1b  , 2b ,δ , 3b , 4b , 5b , and 6b   0, , 1k N∀ = −… such that conditions (6.55), 
(6.56), (6.57),(6.58) and (6.71) are satisfied simultaneously. The controller gain, the 
bound on the maximum allowable gain perturbation, the degree of disturbance 
attenuation, and the matrix M  are given by 11k k kK Y Q
−= , 16K bσ −= ,δ , and 1L− , 
respectively. 
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6.4 Numerical Examples and Simulations 
In the case of Theorem 6.3, for example, conditions (6.55) through (6.58) represent 
a set of state-dependent LMIs for a given system model, for a given disturbance input,  for 
a fixed value γ , for a given set of parameters ( , , , , )x w x R Nα α β , and for a given set of 
upper bounds on additive perturbations Aσ , Bσ , and Fσ . Thus, a solution for the 
controller gain kK and for the bound on the maximum allowable gain perturbation Kσ is 
obtained at each instant k from (6.59) and (6.60) (or (6.62) for single-input case), 
respectively, if the LMIs are feasible 0, , 1k N∀ = −… . Since the system matrices are 
state-dependent, the following procedure is implemented to control the system over the 
given fixed-time interval of length N :  
? Given the initial state of the system and that of the disturbance input satisfying the 
bounds xα and wα , respectively, solve for the unknown variables at 0k = using (6.55), 
(6.56), and (6.57).  
? Calculate 0K , apply the controller to the system, and update the system matrices.  
? Then, for each subsequent iteration 1 1k N= −… , find kK by solving only (6.55) and 
(6.58), since (6.56) and (6.57) are dependent only on 10Q .  
? Apply the obtained controller to the system model, update the system matrices, and 
then solve for the controller gain to be applied at the next iteration. 
Regarding the case of a mixed criteria state-dependent controller as in Theorem 
6.6, the same procedure is followed to find the solution desired over the finite-time 
interval. However, since the controller satisfies the FTB 0, , 1k N∀ = −… only, starting at 
129 
 
iteration k N= and at each subsequent iteration, the controller is calculated using the 
condition concerning the H∞ property only.  
Similar to the previous chapters, two cases are considered where in: 
Case I: The controller satisfies the FTB property given disturbances with known 
waveform but not necessarily of finite-energy (Theorem 6.4). 
Case II: The controller satisfies the FTB and H∞ properties given finite-energy 
disturbances with known waveform (Theorem 6.6).  
Consider the following discrete-time state-space model based on that of a simple 
pendulum: 
 
1 1 2 1
1
2 1 2 2
1
1
0.01 0.01 0.01
10sin 0.01 0.01
k k k k k
k k k k k
k k
x x x u w
x x x u w
w w
+
+
+
⎧ = + + +⎪ = − + + +⎨⎪ = Φ⎩
 (6.78) 
where ikx and 
i
kw are, respectively, the  
thi state-variable of the kx and the disturbance input 
kw at time instant k . 
Model  (6.78) can be rewritten as  
 1k k k k k k kx A x B u F w+ = + +  (6.79) 
 1k kw w+ = Φ  (6.80) 
where  
1
1
1 0.01
sin10 1k k
k
A x
x
⎡ ⎤⎢ ⎥= ⎢ ⎥−⎢ ⎥⎣ ⎦
,
0.01
0.01k
B ⎡ ⎤= ⎢ ⎥⎣ ⎦ 20.01kF I= ,
1 2 T
k k kx x x⎡ ⎤= ⎣ ⎦ , 1 2
T
k k kw w w⎡ ⎤= ⎣ ⎦ , and 
2 2×Φ∈\ . 
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Note that kB and kF are constant only in this particular example, but in other cases they 
may be state-dependent. Moreover, note that in order to avoid computational divergence at
1 0kx = , the term 
1
1
sin k
k
x
x
, in this case, is approximated by its limit as 1 0kx → as shown 
below.  
 
1
1
10
sinlim 1
k
k
x
k
x
x→
=  (6.81) 
It is indispensable to note that this is merely an approximation around zero and not a 
linearization of the system. That is because for 1 0kx ≠ , the matrix kA is still a function of 
1
kx .  
Moreover, consider the following upper bounds on the perturbations to the system 
matrices: 0.001A B Fσ σ σ= = = .  
Case I: Application of Theorem 6.4 
Consider a ramp and a step disturbance where 
1 0.5
0 1
⎡ ⎤Φ = ⎢ ⎥⎣ ⎦ . Given 
2( 1, 0.1, 18, , 15)x w x R I Nα α β= = = = =  and for 1.053γ = , the system is simulated for 
0 1k N= −… , where at each instant, kK and Kσ′ (single-input case) are calculated. Table 1 
shows a sample of the set of solutions for kK and Kσ′ for 0, ,5k = … . Furthermore, Fig. 6.1 
shows the values of Kσ ′ calculated at each iteration k . The bound Kσ ′ has a maximum of 
0.64 , a minimum of 0.17 , and an average of 0.43 . Thus, the controller gain may be 
affected by an additive bounded perturbation with an upper bound of 0.17  without any 
modification in its performance 0 1k N∀ = −… . Furthermore, this bound may have larger 
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values over the fixed-time interval. Thus, the state-dependent controller designed is 
resilient 0 1k N∀ = −… . 
Iteration [ k ] kK  Kσ ′  
0 [ ]-181.86 6.75  0.17  
1 [ ]-86.86 0.91   0.64  
2 [ ]-86.13 0.89  0.63  
3 [ ]-74.99 0.49  0.47  
4 [ ]-66.54 0.43  0.49  
5 [ ]-58.92 0.39  0.48  
Table 6.1 Sample of solutions for the state-dependent controller gain and the bound 
on the maximum allowable gain perturbations 
 
 
 
Fig. 6.1 Solutions of the bound on the controller gain perturbation 0, , 1k N∀ = −…  
 
Fig. 6.2 and Fig. 6.3 show the state norm and the state variables, respectively, of 
the system for the finite-time closed-loop system and the open-loop system. Despite the 
presence of infinite-energy disturbances, the controller maintains the state norm within the 
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prescribed bound 18xβ =  over the given finite-time interval of length 15N = .   When the 
controller is removed as indicated by the red line in the figure, the system returns to its 
open-loop dynamics. This is more evident when the system is run for a higher number of 
iterations after the controller is removed as shown in Fig. 6.4. Thus, with the given design 
approach, the state-dependent controller is successful in confining the state within the 
bounded region described by 2Tk k xx Rx β≤ k∀ over the fixed-time interval. It is also worth 
noting that, even though the system is classically unstable as can be seen in the simulation 
of the open-loop system shown in Fig. 6.2, it definitely satisfies the FTB property over the 
given finite-time interval. Consequently, as indicated in the introduction of this 
dissertation, LAS and FTB are two independent concepts; one does not necessarily imply 
the other.  
 
Fig. 6.2 kx for the state-dependent open-loop and finite-time closed-loop system in discrete-
time: Case I 
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Fig. 6.3 State-variables of the state-dependent open-loop and finite-time closed-loop system 
in discrete-time: Case I 
 
 
Fig. 6.4 kx for the state-dependent finite-time closed-loop system in discrete-time: Case I 
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Case II: Application of Theorem 6.6 
Consider a finite-energy disturbance such that 20.5IΦ = and the performance 
output given in (6.35) such that 20.1z zC D I= = . For the same set of simulation 
parameters used earlier, at each instant k  and 0, , 1k N∀ = −… , a solution for the 
controller gain, the bound on the maximum allowable gain perturbation, and the degree of 
attenuation is obtained for 1.053γ = given 2( 1, 0.1, 18, , 15)x w x R I Nα α β= = = = = , and 
the closed-loop system is simulated. Unlike in the previous case, the controller is not 
removed at the end of the finite-time interval. In fact, since the controller is designed to 
satisfy the FTB property over the given fixed finite-time interval only, starting at iteration 
k N= and at each subsequent iteration, the controller gain is calculated using condition 
(6.71) corresponding to the H∞ property. Fig. 6.5 and Fig. 6.6 show the state norm and the 
state-variables, respectively, of the closed-loop and open-loop systems. In these figures, 
since the system is unstable and in order to show the performance of the closed-loop 
system, the plots corresponding to the open-loop cases have been scaled down by 0.01. 
The norm of the state is less than the prescribed bound 18xβ = over the finite-time 
interval indicated by the red line in Fig. 6.5. Also, the controller drives the state of the 
system to its equilibrium as time approaches infinity. In this particular example, it has 
been noticed that the controller gain has the same solution at each instant following the 
end of the given finite-time interval. In fact, the controller calculated at 1k N= − , where it 
satisfies both properties, has been applied to the system at each subsequent instant. It 
resulted in the same behavior seen in Fig. 6.5 and Fig. 6.6. This is because the system at 
the end of the FTB interval is not changing and the system matrices appear to be constant. 
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However, for other systems, where the state-dependent system matrices may be varying 
more significantly, this may not be the case.  
 
Fig. 6.5 kx for the state-dependent open-loop and closed-loop system in discrete-time: Case 
II 
 
Fig. 6.6 State-variables of the state-dependent open-loop and finite-time closed-loop system 
in discrete-time: Case I 
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 Regarding the bound on the maximum allowable gain perturbation, the solutions 
obtained are shown in Fig. 6.7. It has a minimum of 0.0014 and a maximum of 0.25over 
the finite-time interval and after the end of the FTB interval, a constant value of 0.53is 
obtained. Similarly, the reasoning behind the constant behavior is that the system matrices 
are not varying, and they appear to be constant.  
 
Fig. 6.7 Solutions of the bound on the controller gain perturbation k∀  
6.4.1 State-Dependent versus Constant State-Feedback Control 
The model of a simple pendulum considered in the previous section also belongs 
to the class of discrete-time nonlinear systems with conic-type nonlinearities presented in 
Chapter 4. Thus, it is possible to control the system in order to obtain the mixed 
performance criteria desired with a state-feedback controller either having a constant gain 
(using the results given in Chapter 4) or having a state-dependent gain (using the results 
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given here in Chapter 6). Theorem 4.6 is applied to the system model of the simple 
pendulum considered earlier for the same set of simulation parameters. Even though the 
conditions in Theorem 6.6 had a feasible solution for the given model and the simulation 
parameters, the conditions in Theorem 4.6 did not have a feasible solution for the desired 
control law. This is due to the fact that the open-loop model of the system considered is 
highly unstable, and, when designing a controller using the design approach in Chapter 4, 
a state-feedback controller with a constant gain is required to yield a closed-loop system 
that satisfies the FTB and H∞ properties.  
In order to compare the performance of both controller design approaches, 
consider the same system considered earlier but with the following system parameters: 
 
1 1 2 1
1
2 1 2 2
1
1
0.01 0.01 0.01
0.2sin 0.01 0.01
k k k k k
k k k k k
k k
x x x u w
x x x u w
w w
+
+
+
⎧ = + + +⎪ = − + + +⎨⎪ = Φ⎩
 (6.82) 
Note that only the coefficient of the sinusoidal nonlinearity is changed. Consider the 
same simulation parameters considered in Case II but with the following design 
parameters 2( 1, 1, 10, , 15)x w x R I Nα α β= = = = = . Moreover, for the purpose of the 
controller design approach given by Theorem 4.6, consider 
0.2 0
0 0f
C ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
0
0f
D ⎡ ⎤= ⎢ ⎥⎣ ⎦ , 
and 
0 0
0 0f
F ⎡ ⎤= ⎢ ⎥⎣ ⎦ . For both design approaches, a solution for the controller gain is found 
for 1.0204γ = . Fig. 6.8 shows the open-loop system response and the closed-loop system 
responses corresponding to both design approaches. Both control laws maintain the norm 
of state of the system below the given bound of 10xβ = over the finite-time interval of 
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length 15N = . It is obvious from Fig.6.8 that the state-dependent control drives the 
system to its equilibrium state faster the control design approach with constant gain.  
 
Fig. 6.8 Comparison between the state-feedback control laws with state-dependent and 
constant gains 
 
Fig. 6.9 shows the norm of the input applied to control the system in both cases. 
Initially, a higher input energy is required in the case of a controller with a constant gain 
when compared to that of the state-dependent controller. The average of the input energy 
in the case of a controller with constant gain is 50.86, while that in the case of a state-
dependent controller is 16.71. Thus, in this example, the state-dependent controller 
requires on average less input energy, and it also drives the system to its equilibrium state 
faster. 
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Fig. 6.9 ku of the state-feedback control laws with state-dependent and constant gains 
 
6.5 Summary 
? A robust and resilient mixed criteria state-feedback state-dependent controller design 
is developed for a class of discrete-time state-dependent nonlinear systems with 
known waveform type disturbances.  
? The controller satisfies both the FTB and H∞ properties, and thus guarantees that the 
state of the system remains within a given bound over the finite-time interval and that 
the closed-loop system converges towards its equilibrium as time approaches infinity. 
? A set of state-dependent LMIs guaranteeing the existence of such a controller are 
derived, which are then solved to find the controller gain, the bound on the maximum 
allowable gain perturbation, and the degree of disturbance attenuation at each instant 
k .  
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? A numerical example based on the system of a simple pendulum is used to illustrate 
the applicability of the design approach proposed.  
? Results show that despite the presence of disturbances in the system model and 
perturbations in the controller gain and despite the dependency of the system matrices 
on its state, the controller is capable of performing according to the performance 
criteria desired.  
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CHAPTER 7 
ROBUST AND RESILIENT FINITE-TIME BOUNDED OBSERVER DESIGN 
FOR A CLASS OF DISCRETE-TIME NONLINEAR SYSTEMS WITH 
NONLINEAR MEASUREMENTS  
 
 The previous chapters addressed the discrete- and continuous-time robust and 
resilient mixed criteria controller design for two classes of nonlinear systems. The results 
demonstrate that it is possible to maintain the state of a system within a prescribed 
bounded region in the state-space over a finite-time interval, despite the lack of 
knowledge of the exact structure of the system’s nonlinearity and despite the presence of 
additive perturbations and disturbances. Moreover, using the same controller, it is 
possible to drive the system to its equilibrium while attenuating the energy of the additive 
disturbance over the infinite-time interval due to the H∞ property. In this chapter, the 
concept of FTB is extended to the case of observer design for a class of discrete-time 
nonlinear systems with model uncertainties and nonlinear measurements. 
 When addressing the problem of observer design, it is often desired to minimize 
the estimation error, and eventually drive it to zero, over an infinite-time interval. Thus, 
notably, the design process does not reflect the behavior of the error dynamics over the 
finite-time interval. Consequently, with Lyapunov based methods, even though the error 
eventually approaches zero, there may be an overshoot in the estimation error over the 
finite-time interval. Such an overshoot may prove to be undesirable, especially in 
observer-based controller design techniques. Therefore, it is proposed here to design a 
finite-time observer.  
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As indicated in Chapter 1, there exist two definitions of finite-time observers in 
the literature. One defines a finite-time observer as a system whose output converges to 
the exact state of the system considered in finite-time. In other words, the estimation error 
converges to zero in finite-time. Another defines a finite-time observer as a system whose 
output evolves such that the estimation error is bounded after a short period of time. In 
this work, the observer is designed such that the estimation error trajectory remains 
within a prescribed bounded region over a fixed-time interval. An observer is said to be 
FTB, if, given upper bounds on the initial estimation error, the initial state of the system, 
and the initial state of additive disturbances, the consequent estimation errors remain 
within a prescribed bounded region in the state-space over a finite-time interval.   
 The observer design is developed for a class of nonlinear systems with nonlinear 
measurement equations. Both, the system model and the measurement equation are 
modeled such that they have vanishing nonlinear model perturbations and additive 
disturbances. The observer is robust for all bounded nonlinear perturbations in the system 
model and measurements, and it is resilient against bounded perturbations in the observer 
gain. Therefore, in the presence of unknown and bounded nonlinear perturbations and 
additive disturbances with known waveforms, the estimation error magnitude remains 
below a prescribed bound over a finite-time interval. A Luenberger type nonlinear 
observer is used to find an estimate of the unknown state vector from the available 
measurements. A set of conditions which guarantee the existence of such an observer is 
derived. The problem is then reduced into a convex optimization problem involving 
linear matrix inequality constraints, which allows a solution for the observer gain and the 
bound on the maximum allowable gain perturbation.  
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 The chapter is divided as follows. First, the class of nonlinear systems considered, 
the error dynamics, and the observer model are presented. Then, the conditions under 
which a robust and resilient finite-time bounded observer design exists are introduced. 
The chapter is concluded with numerical examples illustrating the applicability of the 
design approach.  
7.1 System and Observer Models 
In this section, the class of nonlinear systems considered and the Luenberger-type 
observer are introduced. Moreover, the estimation error dynamics on which the observer 
design is based are derived.  
7.1.1 Nonlinear System Model  
Consider the class of discrete-time nonlinear systems described by the following 
state-space model: 
 1 ( , )k k kx f x w+ =  (7.1) 
 ( , )k k ky h x w=  (7.2) 
where nkx ∈\ is the unknown state vector at the thk iteration, rkw ∈\ is the disturbance 
input vector, and ky is the output measurement vector. 
The nonlinear vector function ( , )k kf x w is unknown. However, it is assumed to be the 
sum of a predetermined vector function ˆ( )kf x , an unknown bounded nonlinear 
perturbation ( )kf x , and an additive disturbance input kw as shown in (7.3) . Similarly, 
the nonlinear measurement function ( , )k kh x w is unknown, but it is assumed to be the sum 
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of a known nonlinear vector function ˆ( )kh x , an unknown nonlinear bounded perturbation 
( )kh x , and an additive disturbance input kw .  
 ˆ( , ) ( ) ( )k k k k kf x w f x f x Fw= + +  (7.3) 
 ˆ( , ) ( ) ( )k k k k kh x w h x h x Gw= + +  (7.4) 
where n rF ×∈\ and p mG ×∈\ are known weight matrices of the disturbance input, which 
is modeled as a system with linear dynamics and a system matrix r r×Φ∈\ as follows: 
 1k kw w+ = Φ  (7.5) 
The nonlinear vector functions ˆ ( )kf x and ˆ( )kh x belong to a set of nonlinear functions Λ , 
such that: 
{ }1 2 1 2 1 2 1 2ˆ( ) / (0) 0 and ( ) ( ) ( )    , qqg g g g L Wλ λ λ λ λ α λ λ λ λΛ = = − − − ≤ − ∀ ∈ ⊂ \ (7.6) 
where L is a known constant matrix of appropriate dimensions, ˆ 0α ≥ , and qW is an open 
and connected set.  
Furthermore, the vector functions ( )kf x and ( )kh x represent the uncertainty in the system 
model and the measurement equation, respectively, which satisfy the linear growth or 
vanishing nonlinear conditions shown in  
 ( )k f kf x xα≤   (7.7) 
 ( )k h kh x xα≤   (7.8) 
where 0fα ≥ and 0hα ≥ . 
 Next the observer model and the dynamics of the estimation error are presented. 
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7.1.2 Observer Model and Error Dynamics  
A Luenberger-type observer with a gain n pK ×∈\ is adopted to find an estimate of 
the unknown vector kx from measurements of the output ky such that 
 ( )1 ˆ ˆˆ ˆ ˆ( ) ( , ) ( )k k k k kx f x K h x w h x+ = + −  (7.9) 
where ˆkx  is the state-estimate.  
Defining the estimation error as ˆk k ke x x= − leads to the following error dynamics: 
 1k o k o ke A e F w+ = + + ΖK  (7.10) 
where  
 oA A KC= −  (7.11) 
 oF F KG= −  (7.12) 
 [ ]nI K= −K  (7.13) 
 
( )
( )
k k
k k
f x
Z
h x
⎡ ⎤+= ⎢ ⎥+⎢ ⎥⎣ ⎦


F
H
 (7.14) 
 ˆ ˆ ˆ ˆ( ) ( ) ( )k k k k kf x f x A x x= − − −F  (7.15) 
and 
 ˆ ˆ ˆ ˆ( ) ( ) ( )k k k k kh x h x C x x= − − −H  (7.16) 
The error dynamics, as it is obvious from (7.10), are affected by the presence of the 
uncertainties ( )kf x and ( )kh x  in the system model and the output measurements and by 
the presence of the additive disturbance kw . Therefore, the observer is designed such the 
estimation error is FTB during the transient time in the presence of such bounded 
uncertainties and additive disturbances with known waveform.  
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7.2 Robust Finite-Time Bounded Observer Design 
In this section, conditions under which a robust FTB observer design exists for the 
class of nonlinear systems considered are introduced. The observer design obtained is 
robust for all admissible disturbances and for all bounded uncertainties in the system 
model and output measurements. These conditions are derived based on the dynamics of 
the estimation error obtained in the previous section.  
Theorem 7.1: For the class of nonlinear systems defined by (7.1) and (7.2) with 
the assumptions therein and for the error dynamics described by (7.10), a FTB observer 
defined by (7.9) exists over ( , , , , , )e x w e R Nα α α β  , if there exist 1 0 n nQ ×> ∈\ , 2 n nQ ×∈\ , 
3
r rQ ×∈\ , a matrix n pY ×∈\ and positive scalars 1γ ≥ , 1δ , 2δ , 3δ , 4δ , 5δ , 6 1δ > , and 7δ
such that: 
 
, 1, ,8
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (7.17) 
 
1
2
3
4
5
( 1) 0 0 0
* ( 1) 0 0
* * ( 2) 0 0
( 1) 0
( 1)
n n
p p
n n
p
n
I I
I I
I I
I
I
δ
δ
δ
δ
δ
− −⎡ ⎤⎢ ⎥− −⎢ ⎥⎢ ⎥− − ≥⎢ ⎥∗ ∗ ∗ −⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗ −⎣ ⎦
 (7.18) 
 
1 7
2 7
3 7
0 0
0 0n
r
Q R
Q I
Q I
δ
δ
δ
−⎡ ⎤⎢ ⎥∗ − <⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
 (7.19) 
 
2
7 12 2 2 0
N
e
e x w
R Qβ γδ α α α
−
− <+ +  (7.20) 
where 
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2 2 2 2
11 1 1 2 14 1 22 2 3 4 5 1
33 3 3 34 1 35 2 44 46 1 47
55 58 2 66 88 77
ˆ ˆ , , ,
, , , , ,
, , ,
T T T
f n h n f n h n
T T T T T
n p
Q I I A Q C Y Q I I
Q Q F Q G Y F Q Q Y
Q I I
ξ γ δ α δ α ξ ξ γ δ α δ α δ
ξ γ ξ ξ ξ ξ ξ
ξ ξ ξ ξ ξ
= − − = − = − − − Ω
= −Φ Φ = − = = = =
= = = = =
 
 
and the unspecified submatrices are equal to zero matrices of appropriate dimensions,  
 1 2 1 11 6 6ˆ( (1 ) ) 0
T
f nI A Aδ α δ− − −Ω = − − >  (7.21) 
and the observer gain is given by: 
 11K Q Y
−=  (7.22) 
Proof:  
 Consider system (7.1)-(7.2) and the assumptions therein and the observer given 
by (7.9). Furthermore, consider the error dynamics described by (7.10). Assume that 
2
0 0
T
ee Re α≤ , 20 0T xx x α≤ , and 20 0T ww w α≤ . Since the objective is to develop an observer 
such that 2Tk k ee Re β≤  k∀ over the finite-time interval and since the error dynamics are 
function of the present states of the error, system, and the additive disturbance, consider 
the quadratic energy function kV described by: 
 1 2 3
T T T
k k k k k k kV e Pe x P x w P w= + +  (7.23) 
such that 
 1         0, , 1k kV V k Nγ+ < ∀ = −…  (7.24) 
where 1γ ≥ , 1 0P > , 2 0P > , and 3 0P > . 
From here on, the argument kx will be dropped from ˆ( )kf x , ( )kf x , ˆ( )kh x , and ( )kh x , 
which will be respectively denoted by kˆf , kf , kˆh , and kh . 
In (7.24), substituting 1kV + and kV with their corresponding expressions from (7.23), 
consequently, substituting 1ke + , 1kx + , and 1kw + with their expressions from (7.10), (7.1), 
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and (7.5), respectively, applying Schur’s complement twice, and rearranging the resulting 
inequality lead to the following: 
 
1 2 3 3 1 2
1
2
1 1
2 2
( ) ( ) ( )
0
ˆ ˆ0 0 ( ) ( ) 0 0
           0 0 0 0 0 0
0 0 0 0 0 0
T T T T T T
k k k k k k o k o k k
T TT T T T
k k k k
e Pe x P x w P P w A e F w P Fw P
P
P
f f f f
P P
P P
γ γ γ⎡ ⎤+ + −Φ Φ +⎢ ⎥∗ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
⎡ ⎤ ⎡ ⎤Ζ + Ζ +⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− + −⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 
K K
 (7.25) 
Due to Lemma 3, the following is true for any scalar 0α > : 
1 1
2 2
1
1 1
2
2
ˆ ˆ0 0 ( ) ( ) 0 0
0 0 0 0 0 0
0 0 0 0 0 0
ˆ ˆ0 0 0 ( ) ( ) 0 0
                          0 0 0
0
T TT T T T
k k k k
T T
k k k k
T
f f f f
P P
P P
f f f f
P P
P
α α−
⎡ ⎤ ⎡ ⎤Ζ + Ζ +⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− + − ≤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
⎡ ⎤Ζ Ζ + + +⎡ ⎤ ⎢ ⎥⎢ ⎥∗ + ∗⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦ ⎣ ⎦
 
 
K K
KK
 (7.26) 
Thus, inequality (7.25) is implied if the following holds: 
1 2 3 3 1 2
1 1 1
2
2 2
1
( ) ( ) ( )
0
ˆ ˆ( ) ( ) 0 0
                                                                 0 0
0
T T T T T T
k k k k k k o k o k k
T
T T
k k k k
e Pe x P x w P P w A e F w P Fw P
P P P
P P
f f f f
γ γ γ
α
α
α −
⎡ ⎤+ + −Φ Φ +⎢ ⎥∗ − >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
⎡ ⎤Ζ Ζ + + +⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 
KK
 (7.27) 
In the next few steps, an upper bound on the term ˆ ˆ( ) ( )T Tk k k kf f f fΖ Ζ+ + +  is derived. 
Let 1δ , 2δ , 3δ , 4δ , and 5δ be positive scalars such that: 
 1 2 3 4 5ˆ ˆ ˆ ˆ( ) ( )
T T T T T T T
k k k k k k k k k k k k k kf f f f f f h h f fδ δ δ δ δΖ Ζ+ + + ≤ + + +     F F H H +  (7.28) 
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Given the expression of Ζ in (7.14), inequality (7.28), after rearranging it in a quadratic 
form in ˆ
TT T T T T
k k k k kf h f⎡ ⎤⎣ ⎦ F H , implies (7.18).  
Upper bounds on Tk kf f   and Tk kh h  are obtained from (7.7) and (7.8). Moreover, 
since the vector functions ˆ( )kf x and ˆ( )kh x belong to the set Λ , they satisfy the following 
sector bounds for some matrices n nA ×∈\ and p pC ×∈\ and for some positive scalars ˆ fα
and ˆhα , respectively. 
  ˆ ˆ ˆˆˆ ˆ ˆ( ) ( ) ( ) / (0) 0k k k k f k kf x f x A x x x x fα− − − ≤ − =  (7.29) 
 ˆ ˆ ˆˆˆ ˆ ˆ( ) ( ) ( ) / (0) 0k k k k h k kh x h x C x x x x hα− − − ≤ − =  (7.30) 
Therefore, given (7.15) and (7.16), upper bounds on Tk kF F and 
T
k kH H are obtained from 
(7.29) and (7.30), respectively. Next, an upper bound on ˆ ˆTk kf f is derived. 
  Since the vector function kˆf vanishes at zero as shown in (7.29), the following 
also holds true: 
 2ˆ ˆ ˆ( ) ( )T Tk k k k f k kf Ax f Ax x xα− − ≤  (7.31) 
 Applying Schur’s complement to  (7.31) and rearranging the resulting inequality leads to 
the following: 
 
2 ˆˆ 0
0
T T T T
f k k k k
n
x x x A f
I
α ⎡ ⎤⎡ ⎤− −≥ ⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦ ⎣ ⎦
 (7.32) 
By using Lemma 3, the right-hand side of (7.32) has an upper bound which is equal to 
6
1
6
ˆ ˆ 0Tk k
n
f f
I
δ
δ −
⎡ ⎤⎢ ⎥∗⎢ ⎥⎣ ⎦
 for some scalar 6 0δ > . Therefore, inequality (7.32) is implied if the 
following holds: 
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2
6
1
6
ˆ ˆˆ
0
(1 )
T T T T
f k k k k k
n
x x f f x A
I
α δ
δ −
⎡ ⎤− − ≥⎢ ⎥∗ −⎢ ⎥⎣ ⎦
 (7.33) 
Applying Schur’s complement to (7.33) results in: 
 1ˆ ˆ
T T
k k k kf f x x≤ Ω  (7.34) 
and  
 16(1 ) 0nIδ −− >  (7.35) 
where 1 2 1 16 6ˆ( (1 ) ) 0
T
f nI A Aδ α δ− − −Ω = − − > since ˆ ˆTk kf f is quadratic and cannot be negative. 
Moreover, condition (7.35) imposes a constraint on the slack variable 6δ , which must not 
only be positive but also greater than 1.    
 After acquiring an upper bound on ˆ ˆTk kf f , and using (7.28) and the upper bounds 
on Tk kF F , 
T
k kH H , 
T
k kf f  , and Tk kh h  , inequality (7.27) is implied from the following 
condition: 
1 2 3 3 2 1 2
1 1 1
2
2 2
( ) ( ) ( )
0 0
T T T T T T
k k k k k k o k o k k
T
e Pe x P x w P P w A e F w P Fw P
P P P
P P
γ γ γ
α
α
⎡ ⎤+ + −Φ Φ −Ω +⎢ ⎥∗ − >⎢ ⎥⎢ ⎥∗ ∗ −⎣ ⎦
KK  (7.36) 
where 1 2 2 2 22 1 2 3 4 5 1ˆ ˆ(
T T T T T
f k k h k k f k k h k k k ke e e e x x x x x xα δ α δ α δ α δ α δ−Ω = + + + + Ω  . 
Applying Schur’s complement to (7.36) twice, the following are equivalent to (7.36): 
2 1
1 2 3 3 2 2 2 2 2
1
1 1 1 1 1
( ) ( )
                                          ( ) ( ) ( ) 0
T T T T T T
k k k k k k k k
T T
o k o k o k o k
e Pe x P x w P P w w F P P P P Fw
A e F w P P P P P A e F w
γ γ γ α
α
−
−
+ + −Φ Φ −Ω − − −
+ − + >KK  (7.37) 
 1 1 1 0
TP P Pα− >KK  (7.38) 
 22 2 0P Pα− >  (7.39) 
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Rearranging (7.37) in a quadratic form in 
TT T T
k k ke x w⎡ ⎤⎣ ⎦ implies the following 
condition: 
 
11 13
22
33
0
0 0
s s
s
s
⎡ ⎤⎢ ⎥∗ >⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
 (7.40) 
where  
1 2 1 2 1
11 1 1 2 1 1 1 1 1
1
13 1 1 1 1 1
1 2 2
22 2 3 4 5 1
2 1 1
33 3 3 2 2 2 2 1 1 1 1 1
ˆ ˆ ( ) ,
( ) ,
( ),
( ) ( ) ,
T T
f n h n o o
T T
o o
f n h n
T T T T
o o
s P I I A P P P P P A
s A P P P P PF
s P I I
s P P F P P P P F F P P P P PF
γ α δ α α δ α α
α
γ α δ α δ α δ
γ α α
− − −
−
−
− −
= − − − −
= − −
= − + + Ω
= −Φ Φ− − − −
 
KK
KK
KK
 
Condition (7.17) is obtained from (7.40) after substituting for Kwith its expression from 
(7.13), applying a series of Schur’s complements, substituting for oA and oF with their 
expressions from (7.11) and (7.12), respectively, multiplying the resulting inequality by 
α , and letting 1 1Q Pα= , 2 2Q Pα= , 3 3Q Pα= , and 1Y Q K= . It is worth noting that 
conditions (7.38) and (7.39) are implicitly satisfied if (7.40) holds, and thus it is 
redundant to include them as part of the conditions under which a robust FTB observer 
exists.  
 Next, the conditions (7.19) and (7.20) are derived. Consider the energy function 
kV described by (7.23) and (7.24), which, if applied iteratively, implies 
 0           1, ,
k
kV V k Nγ< ∀ = …  (7.41) 
Since 1γ ≥ , inequality (7.41) implies that  
 0           1, ,
N
kV V k Nγ< ∀ = …  (7.42) 
After substituting kV and 0V with their corresponding expressions and since  
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 1 1 2 3
T T T T
k k k k k k k ke Pe e Pe x P x w P w≤ + +  (7.43) 
inequality (7.42) implies the following: 
 1 0 1 0 0 2 0 0 3 0( )
T N T T T
k kx P x e Pe x P x w P wγ≤ + +  (7.44) 
Introduce the terms 1/2 1/2R R− and 1/2 1/2R R− to the left- and right-hand side of 1P , 
respectively, in (7.44) and rearrange the right-hand side of the inequality in a quadratic 
form in 1/20 0 0
TT T Te R x w⎡ ⎤⎣ ⎦ to obtain 
 
1/2 1/2 1/2 1/2
0 1 0
1/2 1/2 1/2 1/2
1 0 2 0
0 3 0
0 0
0
T
T N
k k
R e R PR R e
e R R PR R e x P x
w P w
γ
− −
− −
⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥< ∗⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥∗ ∗⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 (7.45) 
Apply Rayleigh’s inequality to the right- and left-hand side of (7.45), which results in 
(7.46) under the assumptions that 20 0
T
ee Re α≤ , 20 0T xx x α≤ , and 20 0T ww w α≤ . 
 ( ) ( )
1/2 1/2
1
1/2 1/2 2 2 2
min 1 max 2
3
0 0
0T Nk k e x w
R PR
R PR e Re P
P
λ γ λ α α α
− −
− −
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥< ∗ + +⎜ ⎟⎢ ⎥⎜ ⎟⎢ ⎥∗ ∗⎣ ⎦⎝ ⎠
 (7.46) 
In order for 2Tk k ee Re β≤ to be satisfied, then  
 ( ) ( )
1/2 1/2
1 2
1/2 1/2
max 2 min 12 2 2
3
0 0
0
N
e
e x w
R PR
P R PR
P
β γλ λα α α
− −
−
− −
⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥∗ <⎜ ⎟⎢ ⎥ + +⎜ ⎟⎢ ⎥∗ ∗⎣ ⎦⎝ ⎠
 (7.47) 
must hold. Introducing the slack variable 0ε > such that 
 
1/2 1/2
1
max 2
3
0 0
0
R PR
P
P
λ ε
− −⎛ ⎞⎡ ⎤⎜ ⎟⎢ ⎥∗ <⎜ ⎟⎢ ⎥⎜ ⎟⎢ ⎥∗ ∗⎣ ⎦⎝ ⎠
 (7.48) 
and  
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 ( ) ( )
2
1/2 1/2
min 12 2 2
N
e
e x w
R PRβ γε λα α α
−
− −< + +  (7.49) 
According to Lemma 4, inequalities (7.48) and (7.49) are respectively equivalent to the 
following: 
 
1/2 1/2
1
2
3
0 0 0 0
0 0
n
n
r
R PR I
P I
P I
ε
− −⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥∗ < ∗⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥∗ ∗ ∗ ∗⎣ ⎦⎣ ⎦
 (7.50) 
 ( )
2
1/2 1/2
12 2 2
N
e
n
e x w
I R PRβ γε α α α
−
− −< + +  (7.51) 
Pre- and post-multiplying (7.50) and (7.51) by 
1/2 0 0
0n
r
R
I
I
⎡ ⎤⎢ ⎥∗⎢ ⎥⎢ ⎥∗ ∗⎣ ⎦
and 1/2R , respectively, 
then multiplying both inequalities by α , and letting 1 1Q Pα= , 2 2Q Pα= , 3 3Q Pα= , and 
7δ αε=  lead to (7.19) and (7.20). This concludes the proof of Theorem 7.1. 
7.3 Robust and Resilient Finite-Time Bounded Observer Design 
In the previous section, a FTB observer design that is robust for additive bounded 
uncertainties and for all admissible disturbances is presented. A set of conditions 
guaranteeing the finite-time boundedness of the observer is derived. In this section, these 
conditions are extended to include the resilience property of the observer. An observer is 
said to be resilient against additive perturbations to its gain, if the performance is 
unaltered in the presence of such perturbations, which reflect possible implementation or 
computational errors in the observer gain. These errors are modelled as additive bounded 
perturbations to the gain. Therefore, consider the observer given by (7.9) but with a 
perturbed gain n pK ×∈ \ which yields: 
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 ( )1 ˆ ˆˆ ˆ ˆ( ) ( , ) ( )k k k k kx f x K h x w h x+ = + −  (7.52) 
such that  
 K K K= + Δ  (7.53) 
where KΔ is the additive bounded perturbation satisfying 
 2T K nK K IσΔ Δ ≤  (7.54) 
Theorem 7.2: : For the class of nonlinear systems defined by (7.1) and (7.2) with 
the assumptions therein and for the error dynamics described by (7.10), a robust and 
resilient FTB observer defined by (7.52) exists over ( , , , , , )e x w e R Nα α α β  , if there exist 
1 0
n nQ ×> ∈\ , 2 n nQ ×∈\ , 3 r rQ ×∈\ , a matrix n pY ×∈\ and positive scalars 1γ ≥ , 1δ , 2δ ,
3δ , 4δ , 5δ , 6 1δ > , 7δ , 8δ , and 9δ such that: 
 
, 1, ,10
0T ij i jθ =⎡ ⎤Θ = Θ = >⎣ ⎦ …  (7.55) 
and conditions (7.18), (7.19), (7.20), and (7.21) hold. 
where  
2 2 2 2
11 1 1 2 14 1 19 22 2 3 4 5 1
33 3 3 34 1 35 2 39 44 46 49 1 47
55 58 2 66 77 79 88 99 8 1010 9
ˆ ˆ , , ,
, , , , , ,
, , , , , ,
T T T T
f n h n f n h n
T T T T T T
n p p n p
Q I I A Q C Y C Q I I
Q Q F Q G Y F Q G Q Y
Q I I I I I I
θ γ δ α δ α θ θ θ γ δ α δ α δ
θ γ ξ θ θ θ θ θ θ
θ θ θ θ θ θ θ δ θ δ
= − − = − = = − − − Ω
= −Φ Φ = − = = = = = =
= = = = = − = = =
 
,n
 the observer gain is given by  
 11K Q Y
−=  (7.56) 
and the bound on the maximum allowable gain perturbation is given by  
 1 18 9Kσ δ δ− −=  (7.57) 
Proof: Let 
 1Y Q K Y Y= = + Δ    (7.58) 
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where  
 1Y Q KΔ = Δ  (7.59) 
According to Theorem 7.1, a FTB observer of the form given by (7.52) exists if  
 
, 1, ,8
0T ij i jξ =⎡ ⎤Ξ = Ξ = >⎣ ⎦ …  (7.60) 
where  
2 2 2 2
11 1 1 2 14 1 22 2 3 4 5 1
33 3 3 34 1 35 2 44 46 1 47
55 58 2 66 88 77
ˆ ˆ , , ,
, , , , ,
, , ,
T T T
f n h n f n h n
T T T T T
n p
Q I I A Q C Y Q I I
Q Q F Q G Y F Q Q Y
Q I I
ξ γ δ α δ α ξ ξ γ δ α δ α δ
ξ γ ξ ξ ξ ξ ξ
ξ ξ ξ ξ ξ
= − − = − = − − − Ω
= −Φ Φ = − = = = =
= = = = =
  
   
and conditions (7.18), (7.19), (7.20), and (7.21) hold. Since conditions (7.18) through 
(7.21) are independent of the observer gain, they remain unchanged. As for (7.60), 
replacing Y by its expression in (7.58), taking the elements dependent on YΔ to the right-
hand side of the inequality, applying Lemma 3 to the resulting right-hand side block 
matrix for a positive scalar 8δ , substituting for YΔ , using (7.54), applying two Schur’s 
complements, and letting 1 29 8 Kδ δ σ− −= leads to (7.55). This concludes the proof of 
Theorem 7.2. 
7.4 Numerical Examples and Simulations 
For a given system, a set values of ( , , , , , )e x w e R Nα α α β , for fixed values of 6δ and γ , 
and for predetermined values of ˆ fα , ˆhα , fα and hα , conditions (7.18) through (7.21) and 
condition (7.55) represent a set of LMIs. Therefore, the problem is transformed into a 
feasibility problem, and a solution for the observer gain and the upper bound on the gain 
perturbation αΔ  can be found. In order to demonstrate an application of the proposed 
approach, consider the following system: 
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 1 ˆ ( )k k kx f x Fw+ = +  (7.61) 
 ˆ( )k k ky h x Gw= +  (7.62) 
where 1
0ˆ( ) ˆ sink k f k
f x Ax
xα
⎡ ⎤= + ⎢ ⎥⎣ ⎦
, 1ˆ ˆ( ) sink k h kh x Cx xα= + ,
1
2
k
k
k
x
x
x
⎡ ⎤= ⎢ ⎥⎣ ⎦
,
0 1
0.5 0
A
−⎡ ⎤= ⎢ ⎥⎣ ⎦ ,
[ ]1 0C = , 1
1
F ⎡ ⎤= ⎢ ⎥⎣ ⎦ , and 1G = .  
Assume a step additive disturbance described by 1k kw wφ+ = with 1φ = . Moreover, assume 
that ˆ 1.5fα = , 0.3fα = , ˆ 0.9hα = , and 0.4hα = .  
Given 1eα = , 1xα = , 1wα = , 3eβ = , R I= , and 20N = , a solution for the 
observer gain is found for 6.74γ =  and 6 4δ = . In order to verify the applicability of the 
observer design, the system is simulated with an additive nonlinear perturbation in the 
system model 1( ) 0 sin
T
k f kf x xα⎡ ⎤= ⎣ ⎦   and an additive nonlinear perturbation in the 
measurements 1( ) sink h kh x xα=  . The observer shown in (7.9) is implemented using the 
observer gain solution obtained and assuming zero perturbation in the observer gain i.e.
[0 0]TKΔ = . Fig. 7.1 and Fig. 7.2 show the norm of the estimation error and the state 
variables and their corresponding estimates, respectively, over a finite-time interval of 
length 20N = , where 0 0.5w = . The norm of the estimation error is less than the given 
bound 3eβ =  for every iteration over the given interval, in spite of the presence of 
nonlinear perturbations and additive disturbances in the system model and the output 
measurements.  
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Fig. 7.1 Norm of the estimation error for 0 0.5w = and sinusoidal measurement model 
functions 
 
Fig. 7.2 Actual state variables v.s. their estimates for 0 0.5w = and sinusoidal measurement 
model functions 
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Since the observer is designed for an additive disturbance with 1φ = such that 
2
0 0
T
ww w α≤ and wα is assumed to be equal to 1 in this example, the system and the 
observer are simulated with 0 1w = , and the results are shown in Fig. 7.3 and Fig. 7.4. 
These results show that the observer is capable of maintaining the norm of the estimation 
error within the desired bound as long as the initial state of the additive disturbance is 
within the bound for which the observer has been designed.  
 
Fig. 7.3 Norm of the estimation error for 0 1w = and sinusoidal measurement model 
functions 
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Fig. 7.4 Actual state variables v.s. their estimates for 0 1w = and sinusoidal measurement 
model functions 
 
 
 
Furthermore, the system and the observer are simulated with 
1 3ˆ( ) 0.0431( )k k kh x Cx x= + , 1 3( ) 0.0192( )k kh x x= , and 0 1w = , and the results are shown in 
Fig. 7.5 and Fig. 7.6. Once again, the observer exhibits the performance desired. Thus, as 
long as the measurement nonlinear vector function ˆ( )kh x and its nonlinear perturbation 
( )kh x satisfy  (7.6) with ˆ ˆhα α=  and (7.8), respectively, and regardless of their actual 
form, the estimation error is maintained within the prescribed upper bound. This 
illustrates one of the robust facets of the observer design.  
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Fig. 7.5 Norm of the estimation error for 0 1w = and a cubic ouput nonlinearity 
 
 
 
Fig. 7.6 Actual state variables v.s. their estimates for 0 1w = and a cubic ouput nonlinearity 
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7.5 Summary 
? A robust and resilient finite-time observer design is developed for a class of discrete-
time nonlinear systems with vanishing nonlinear perturbations and known waveform 
type disturbances. 
? The observer is designed such that the norm of the estimation error does not exceed a 
prescribed threshold over a given finite interval of time. Conditions guaranteeing the 
existence of such an observer are derived and used to find a solution for the observer 
gain and the bound maximum allowable perturbation in its gain. 
? The obtained results are applied to a system with system model and measurement 
nonlinearities of sinusoidal and cubic form. Simulations show the capability of the 
observer to perform properly and according to the desired performance despite the 
presence of nonlinear perturbations, known waveform type disturbances, and gain 
perturbations.  
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CHAPTER 8 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 
Classical stability concepts, such as Lyapunov Asymptotic Stability (LAS) 
address the behavior of a system over an infinite-time interval, and they do not provide 
much insight into the performance of a system over a finite-time interval. However, there 
are several applications where the system is only defined over a fixed and finite interval 
of time, or the system is defined for all time, but only its behavior over a given finite-time 
interval is desired. Thus, the concept of Finite-Time Stability (FTS) was introduced, 
which was then followed by that of Finite-Time Boundedness (FTB) which is FTS in the 
presence of exogenous disturbances.  
 A system is said to be finite-time bounded, if, given bounds on the initial states of 
the system and the disturbance input, the state of the system does not exceed a prescribed 
threshold for every time instant over a given finite interval of time. Even though there 
have been several developments in the area of FTB control design, most of them are 
concerned with linear systems. Very few are the results addressing the design of finite-
time bounded controllers for nonlinear systems.  
8.1 Contributions and Limitations of the Proposed Approaches 
 In this dissertation, the mixed criteria state-feedback controller design for two 
different classes of nonlinear systems in discrete- and continuous-time has been 
addressed. Moreover, the concept of finite-time bounded control design is extended to 
that of observer design. Given a nonlinear system with initial bounds on its state, the 
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disturbance input, and the error dynamics, an observer satisfies the FTB property, if the 
corresponding error dynamics remain within a prescribed bound over a given fixed and 
finite interval of time.  
The first class of nonlinear systems addressed in the controller design problem is 
characterized by nonlinearities satisfying a conic-sector condition, by known waveform 
type disturbances, and by bounded system perturbations. The significance of this class of 
systems lies in the fact that it is not necessary to know the exact dynamics of the 
nonlinearity in the system. This system represents, among others, locally Lipschitz 
nonlinear systems, which vanish at the origin. Some of the nonlinearities, which exist in 
the control literature and belong to this class of systems, include saturation, dead zone, 
sinusoidal, and cubic nonlinearities. Such nonlinearities arise in electric amplifier 
circuits, amplifiers at low input frequency, the system of a simple pendulum, and 
hardening and softening springs, as well as others. The second class of nonlinear systems 
addressed in the controller design problem is characterized by state-dependent system 
matrices, known waveform type disturbances, and bounded system perturbations. This 
class of systems represents, among others, bilinear systems, systems with quadratic 
nonlinearities, and input-affine systems.   
For each class, a state-feedback controller with bounded gain perturbations 
satisfying the FTB and H∞ properties is developed. The controller is designed to maintain 
the state of the closed-loop system within a predetermined bound over the finite-time 
interval, while attenuating exogenous finite-energy disturbances and driving the system 
to its equilibrium as time approaches infinity. In each case, a set of conditions 
guaranteeing the existence of a controller with the performance criteria desired is derived. 
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These conditions represent a set of Linear Matrix Inequalities (LMIs) which allow for a 
solution of the controller gain, the bound on the maximum allowable gain perturbation, 
and/or degree of disturbance attenuation. In the case of the class of state-dependent 
nonlinear systems, the LMIs are also state-dependent, and thus a solution of the controller 
gain is obtained at each instant of time. The results presented in this work on the 
controller design satisfying either the FTB property, or the H∞ property, or both provide 
the designer with two choices, especially in the case where a given system with a known 
nonlinearity belongs to both classes of systems considered. If a feasible solution does not 
exist when the system is modeled as that with state-dependent matrices, there is a 
possibility of finding a solution, given the same design parameters, if the system is 
modeled as that with conic-type nonlinearity.   
In addition to the controller design problem, the problem of designing a finite-
time bounded observer for a class of discrete-time nonlinear systems with vanishing 
nonlinear perturbations and nonlinear measurement model has been addressed. An 
observer is said to be finite-time bounded over a finite-time interval, if, given bounds on 
the initial states of the estimation error, the system model, and the disturbance input, the 
trajectory of the estimation error remains within a bounded region for every time instant 
over the given finite interval of time. Similar to the controller design problem, conditions 
which allow for a solution of the observer gain using LMI techniques are developed  
The work developed in this dissertation fills a large part of the gap existing in the 
field of the design of finite-time bounded nonlinear systems. The classes of nonlinear 
systems considered in the controller and observer problems are general enough to cover a 
wide variety of nonlinearities existing in control engineering problems. As mentioned 
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earlier, in the case of the class of nonlinear systems with conic-type nonlinearities, it is 
not even necessary to exactly know the dynamics of the actual nonlinearity of the system, 
which strengthens the robustness of the design approach considered. Furthermore, the 
inclusion of bounded perturbations in the system and controller model yield robust and 
resilient controller or observer designs. 
The conditions developed in each theorem for the controller and observer design 
problems depend on several parameters that the designer has control over. The choice of 
these design parameters is dependent on the given system model, the performance 
desired, and/or the relevant LMIs. For example, in the case of nonlinear systems with 
conic-type nonlinearities, the matrices A , B , and F may be determined from the linear 
part of the system model. As for the matrices fC , fD , and fF , they may be determined 
from the dynamics of the system nonlinearity, if it is known, otherwise, they are chosen 
based on how they appear in the corresponding LMIs. A general rule when dealing with 
LMIs is to examine how the parameter contributes to the positive-(negative-) definiteness 
of the pertinent LMI. For example, a smaller value of the bounds xα  and wα is favorable, 
whereas a larger value of the bound xβ increases the chance of obtaining a feasible 
solution. The bounds on the system perturbations Aσ , Bσ , and Fσ appear on the diagonal 
of the LMI preceded by a negative sign, and, consequently, it is favorable to assign 
smaller values for these bounds, which would contribute to the positive-definiteness of 
the LMI. The finite-time horizon N in discrete-time or T in continuous-time, the smaller 
its value, the higher is the possibility of obtaining a feasible solution, which is logical, 
since the objective is to maintain the state of the system within a prescribed bound over a 
finite-time interval.  
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Thus, despite the generality of the classes of nonlinear systems considered, the 
proposed approaches are characterized by certain limitations, which are reflected in how 
the pertinent design parameters contribute to the positive-(negative-) definiteness of the 
corresponding LMI. This fact is obvious in the numerical examples used to illustrate the 
applicability of the controller and observer design approaches. However, simulation 
studies also show that the conditions developed yield a controller design which performs 
according to the criteria desired, in spite of system perturbations, exogenous disturbances, 
and controller gain perturbations.  
8.2  Recommendations for Future Work 
 Even though this dissertation presents several developments in the field of FTB 
controller and observer designs, there are several extensions to the current research that 
should be investigated: 
? The case with stochastic perturbations on system parameters. 
? The continuous-time counterpart of the observer design problem presented here. 
? The design of a state-dependent finite-time bounded observer for nonlinear system 
models with state-dependent system matrices. 
? An efficient numerical method which leads to a solution for the differential linear 
matrix inequalities presented in Chapter 6. 
? The design of a mixed-criteria controller with minimum energy for the class of 
nonlinear systems with conic-type nonlinearities and the class of nonlinear systems 
with state-dependent system matrices. 
? FTB or FTS designs using non-quadratic Lyapunov functions. 
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