We study continuity properties of infinite-horizon average expected cost problems with respect to transition probabilities, as well as applications of these results to the problem of robustness of control policies designed for incorrect models applied to systems with incomplete models. We show that sufficient conditions presented in the literature for discounted-cost problems are not sufficient to ensure robustness for averagecost problems. However, we show that the average optimal cost is continuous under the convergence in total variation and in weak convergence in addition to uniform ergodicity and regularity conditions. Using such continuity results, we establish that the mismatch error due to the application of a control policy designed for an incorrectly estimated model is continuous in terms of total variation distance or any weak convergence inducing metric between the true model and an incorrect one, thus leading to robustness.
I. INTRODUCTION

A. Preliminaries
The paper studies continuity and robustness properties of infinite-horizon average cost problems with respect to transition probabilities. Continuity results are used to establish robustness of optimal control policies applied to systems with incorrect models.
Let X ⊂ R n be a Borel set in which the elements of a controlled Markov process {X t , t ∈ Z + } take values. Here and throughout the paper, Z + denotes the set of non-negative integers and N denotes the set of positive integers. Let U, the action space, be a Borel subset of some Euclidean space. An admissible policy γ is a sequence of control functions {γ t , t ∈ Z + }, such that γ t is measurable on the σ-algebra generated by the information variables
are the U-valued control actions. We define Γ to be the set of all such admissible policies. The joint distribution of the state and control processes is determined by (1) and the following relationship: where T (·|x, u) is a stochastic kernel (that is, a regular conditional probability measure) from X × U to X.
The objective of the controller is to minimize the infinitehorizon average expected cost denotes the expectation with initial state x 0 and transition kernel T under policy γ.
To denote the explicit dependence of the optimal cost on the transition kernel, we use the notation
The focus of the paper is to address the following problems: Problem P1: Continuity of J * ∞ (T ) (optimal cost for controlled setup) in transition kernels. Suppose {T n , n ∈ N} is a sequence of transition kernels converging in some sense to T . When does T n → T imply J * ∞ (T n ) → J * ∞ (T )? Problem P2: Robustness of policies designed for incorrectly estimated models. Suppose {T n , n ∈ N} is a sequence of transition kernels converging in some sense to T . If we design optimal policies γ * n for the estimated model T n and apply them to the real model T , when does T n → T imply
Robustness is a desired property for the optimal control of stochastic or deterministic systems when a given model does not reflect the actual system perfectly, as is usually the case in practice. This is a classical problem, so there is a very large literature on robust stochastic control and its application to learning-theoretic methods; see e.g. [10] , [4] , [17] , [18] , [6] , [5] , [22] , [13] , [2] , [23] . A rather comprehensive literature review is presented in [12] , and we refer the reader to the literature review therein.
In [11] , [12] , we studied continuity and robustness properties of partially and fully observed models under weak and total variation convergence of transition probabilities for infinite-horizon optimal stochastic control under discountedcost criteria. We showed that the expected induced cost is robust under total variation in that it is continuous in the mismatch of transition kernels under convergence in total variation for the discounted cost setup. By imposing further assumptions on the measurement models and on the kernel itself, it was shown that the optimal discounted cost can be made continuous under weak convergence of transition kernels as well.
For the expected average-cost criteria, in this paper, we show that the sufficient conditions presented in [11] , [12] for the expected discounted cost criteria may not guarantee continuity and robustness. This arises from the fact that the persistent errors between the transition probabilities for time stages in the distant future still matter unlike the discountedcost setup, where such a dependency is discounted away.
Reference [24] studies the relations between average cost problems for an original model and a perturbed model: The perturbed model is assumed be a variation of the original model under an averager operator. Under uniform ergodicity conditions, the paper presents bounds on the robustness in terms of a uniform total variation distance between the perturbed and original model. In this paper, we provide weaker conditions for both continuity and robustness. Another related work is [19] , which studies a similar problem for approximate models where approximations are through quantization of the state and action spaces: their results hold under weaker conditions as the approximation models used are structured (through quantization of the true model), whereas our analysis allows for more general approximate models. Finally, a further relevant study of the robustness problem under the expected average-cost criterion is [7] by Hernandez-Lerma: In [7, Chapter 3], a related problem to what we study in this paper is considered: Assume the transition probabilities are estimated through time, and at every time step t the estimate is updated to some T t . Is it true that, as the estimates through time get closer to the true model (as T t → T ), we can establish continuity and robustness? We will show that the conditions imposed in [7, Chapter 3] are more restrictive compared to what we will present in this paper.
II. SOME EXAMPLES AND CONVERGENCE CRITERIA FOR TRANSITION KERNELS
A. Convergence criteria for transition kernels
Before presenting convergence criteria for controlled transition kernels, we first review convergence of probability measures. Two important notions of convergences are weak convergence and convergence under total variation. For N ∈ N, a sequence {µ n , n ∈ N} in P(R N ) is said to converge to µ ∈ P(R N ) weakly if
for every continuous and bounded c :
For probability measures µ, ν ∈ P(R N ), the total variation metric is given by
where the supremum is taken over all measurable real-valued f , such that f ∞ = sup x∈R N |f (x)| ≤ 1. A sequence {µ n } is said to converge in total variation to µ ∈ P(R N ) if µ n − µ T V → 0. Total variation is a stringent metric for convergence; for example, a sequence of discrete probability measures cannot converge in total variation to a probability measure which admits a density function. However, the space of probability measures on a complete, separable, metric (Polish) space endowed with the topology of weak convergence is itself Polish [16] .
Building on the above, we introduce the following convergence notions for (controlled) transition kernels. For a sequence of transition kernels {T n , n ∈ N}, we say that
B. Examples
In the following we give some examples to show what these convergence types mean in terms of the functional representation of the dynamics. The examples are taken from [12] and presented here for completeness. For a more detailed discussion on the examples, the reader can refer to [12, Section 2.2] . Let a controlled model be given as
where {w t } is an i.i.d. noise process. The uncertainty on the transition kernel for such a system may arise from lack of information on F or the i.i.d. noise process w t or both: (i) Let {F n } denote an approximating sequence for F , so that F n (x, u, w) → F (x, u, w) pointwise. Assume that the probability measure of the noise is known. Then, corresponding kernels T n converges weakly to T . (ii) Much of the robust control literature deals with deterministic systems, where the nominal model is a deterministic perturbation of the actual model (see e.g. [25] , [20] ). The considered model is in the following form;
where F represents the nominal model and ∆F is the model uncertainty satisfying some norm bounds. For such deterministic systems, pointwise convergence ofF to the nominal model F , i.e. ∆F (x t , u t ) → 0, can be viewed as weak convergence for deterministic systems by the discussion in (i). It is evident, however, that total variation convergence would be too strong for such a convergence criterion, since
be such that the function f is known and the probability law µ of w t is misspecified, such that an incorrect model µ n is assumed. If µ n → µ weakly or total variation, then the corresponding transition kernels T n converges in the same sense to T .
III. CONTINUITY AND ROBUSTNESS UNDER CONVERGENCE OF TRANSITION KERNELS
In [12] , we studied continuity of infinite horizon discounted cost problems under the convergence of transition kernels. In the following, we first show that the sufficient conditions presented in [12] to guarantee the continuity may not be sufficient for the infinite horizon average cost setup.
Let the infinite horizon discounted cost under a policy γ and the optimal cost be defined by (0 < β < 1)
The following theorem gives sufficient conditions to guarantee the continuity of optimal discounted cost function under weak convergence of transition kernels. Theorem 1. [12, Theorem 5.2] Assume the following assumptions hold:
In the following, we show that these conditions in Theorem 1 may not be sufficient for continuity for average cost.
The following example shows that for control-free setup even if the assumptions of the above theorem hold, infinite horizon average cost function is not continuous. This example also covers the controlled case via using trivial control.
Example 1. Assume that x 0 = 0 and the transition kernels are given by
The cost function is given as
Notice that T n (·|x n ) → T (·|x) weakly for any x n → x and T (·|x) is weakly continuous. It is easy to see that the cost for T is 0 as the state always stays at 0, that is, J ∞ (T ) = 0. The cost for T n , however, can be calculated to be 1 = 0 since the system is unstable for every n ∈ N.
For the average cost problems, as we will see later in this section, ergodicity properties of the state process play an important role for continuity and robustness. In the following result from [9] , we summarize some of these ergodicity properties and give relations between them.
In the following we will denote the set of all stationary policies by Γ s . For the transitions under some stationary policy γ, we will use the following notation: T (·|x, γ) := T (·|x, γ(x)).
We also define t-step transition kernel T t (·|x, γ) in an iterative fashion as follows:
where T 1 (·|x, γ) = T (·|x, γ).
We will use the following ergodicity condition for our results: Assumption 1. For every stationary policy γ, the transition kernels T and T n admit invariant measures π γ and π n γ , and for these invariant measures uniformly over all initial points x ∈ X we have:
Remark. For the results on this paper, we will make use of Assumption 1. However, building on [9, Theorem 3.2], alternative conditions can also be used. In particular, Assumption 1 can be used interchangeably with
One can also show that the relations hold for the kernels T n uniformly over n under Assumption 1, and, in particular, we can use
The following result gives sufficient conditions for the optimality of stationary policies for infinite horizon average cost problems. 
is continuous in u for every fixed x. then J ∞ (T , γ) admits an optimal stationary policy.
Notice that for the above theorem we can use total variation continuity of T (·|x, u) in u as total variation convergence is stronger than strong convergence.
For the rest of the paper, we will assume that the optimal policies can be selected form those which are stationary with suitable assumptions, and we will denote the family of stationary polices by Γ instead of Γ s .
We denote the t-step finite horizon cost function under a stationary policy γ and a transition model T by J t (T , γ) and the corresponding optimal cost is denoted by J * t (T ), i.e.
The following result shows that the infinite horizon average cost can be approximated by a finite-horizon cost under same policies with proper ergodicity conditions. Lemma 1. Under Assumption 1, uniformly over all initial points we have
Proof: Using the assumption, we can write
The last term goes to 0 using Assumption 1 (convergence of tail terms to 0 implies the convergence of Cesáro sum to 0). For T n the result follows from the same steps. The next result shows that the optimal infinite horizon cost can be approximated by an optimal finite horizon cost induced by the same transition kernel. Lemma 2. Suppose Assumption 1 holds and kernels T , T n satisfy the requirements of Theorem 2. Then, uniformly over all initial points we have, as t → ∞
Proof: We first use the following bounds
where γ * t denotes the stationary optimal policy for the tstep cost and γ * ∞ denotes the optimal policy for the infinite horizon average cost problem. Here, γ * ∞ exists due to Theorem 2 and γ * t exists since conditions of Theorem 2 include measurable selection conditions ([8, Section 3.3]). Hence, it suffices to show that
which holds under Assumption 1 by Lemma 1. For T n the result follows from the same steps. Assumption 2.
• T n (·|x n , u n ) → T (·|x, u) weakly for any (x n , u n ) → (x, u), • T (·|x, u) is weakly continuous in (x, u), • The cost function c(x, u) is continuous and bounded in X × U, • The action space U is compact. Assumption 3.
• T n (·|x, u n ) → T (·|x, u) in total variation for any u n → u.
• T (·|x, u) is continuous in total variation in u. • The action space U is compact. • The cost function c(x, u) is continuous in u for every
x.
Theorem 3. Consider two main problems of the paper:
Then continuity holds under Assumption 1 and one of Assumptions 2 or 3.
Robustness holds under Assumption 1 and Assumption 3. Proof: For the first term (continuity) we use the following bound:
The first and the last terms above can be made arbitrarily small by choosing t large enough uniformly over n using Lemma 2. We can use Lemma 2 as Assumption 1 holds and Assumptions 2 or 3 include requirements of Theorem 2. For the second term, we can use the continuity results for finite horizon problems for fixed t ([12, Theorem 5.2] or [12, Section 5.3] ). For the second (robustness) term we use:
; the first term goes to 0 as we have shown at the first part of the proof. For the second term we write
The first and the last terms above again can be made arbitrarily small by choosing t large enough uniformly over n using Lemma 1. For the second term, we can use Assumption 3 ([12, Section 5.3]).
Remark (Relation with [7] ). In [7] , the following related problem is considered: Suppose we have an approximating model for the true kernel T , so that, at every time step t, an estimate is updated to T t and an optimal stationary policy is found with
where E Tt denotes the expectation with transition kernel T t . Let γ * t be the optimal policy for the kernel T t . It is shown that ([7, Theorem 5.7]) if uniform ergodicity holds for T , T n and if sup x,u T t (·|x, u) − T (·|x, u) T V → 0, the following hold:
(ii) J ∞ (T , γ * t ) = J ∞ (T , γ * ). Notice that the first item (i) is the continuity problem we study in this paper (Problem 1); this can also be established via Theorem 3 with
for fixed x. Theorem 3 also states that we can even weaken the total variation convergence of kernels to weak convergence, so that it suffices to have T t (·|x t , u t ) → T (·|x, u) weakly for any (x t , u t ) → (x, u).
For the second item (ii), policies γ * t are not time-invariant and thus are not stationary for the model T ; however it is shown in [7] that, using γ * t at time step t, the cost
is equal to the optimal cost for the true model. To prove this result [7] uses ACOE, and thus is able to use an optimality equation argument to show the convergence of policies. For our approach, we show that, under some uniform ergodicity conditions, infinite-horizon average cost can be approximated by a finite-horizon cost. This approximation allows us to work on finite-horizon problems for continuity and robustness.
IV. CONTINUITY AND ROBUSTNESS WITHOUT UNIFORM ERGODICITY
In this section we show that, if the family of optimal policies forms an equicontinuous and stationary family, we can guarantee continuity and robustness without requiring uniform ergodicity over policies and initial points. For the results in this section, as an alternative to the conditions of Theorem 2, we use the convex analytic approach for guaranteeing the optimality of stationary policies.
The convex-analytic approach (due to Manne [15] and Borkar [1] and also studied in Hernandez-Lerma and Lasserre [8] ) is a versatile method to establish optimality results for infinite-horizon average-cost optimal control problems. In particular, under suitable conditions, for almost all x 0 ∈ X, the optimal value inf γ∈Γ lim sup
is equal to
with
A solution to (3) leads to an optimal stationary policy, which may possibly be randomized. The above holds under a class of technical condition. Under these assumptions, briefly revising the analysis in [1] one can establish the following result.
Theorem 4. Under Assumption 4 A (or A ), B, C and D, if there exists a policy leading to a finite expected cost, then there exists a solution to the optimal control problem given in (3) and the solution is the same for every initial state.
Building on the above discussion, throughout this section, we assume that the optimal policies can be selected from the family of stationary (possibly randomized) policies.
The following result relaxes the uniform ergodicity assumption in Assumption 1 using equicontinuous policies. Harris recurrent chains and, in particular, admit unique invariant measures π γ n and π γ . (iii) {π γ n } γ,n and {π γ } γ are tight. (iv) The sequence of optimal policies {γ * n } n for T n , is an equicontinuous family of functions and γ * for T is continuous.
Remark. Note that Assumption 5 (iii) holds if X is compact.
Theorem 5. Suppose that Assumption 5 and Assumption 4 hold. Then we have that J * ∞ (T n ) → J * (T ) and J ∞ (T , γ * n ) → J * ∞ (T ). Proof: We use the following bounds:
Hence, it suffices to show that
First notice that with the assumptions, J ∞ (T n , γ) = c(x)π γ n (dx) and J ∞ (T , γ) = c(x)π γ (dx). Thus, we only need to show that ρ(π γ * n , π γ * ) → 0 and ρ(π γ * n , π γ * n n ) → 0 weakly since c ∈ C b (X), where ρ metrizes the topology of weak convergence. For a fixed policy γ * , since γ * is continuous, we have that T n (·|x n , γ * (x n )) → T (·|x, γ * (x)) for any x n → x and T (·|x, γ * (x)) is weakly continuous in x. Since π γ * n is a tight family, there exists a subsequence π γ * n k such that π γ * n k → π * weakly for some π * ∈ P(X). As π γ * n k is the invariant measure for T n k we have that for any
using the assumption that T n k (·|x n k , γ * (x n k )) → T (·|x, γ * (x)) weakly for any x n k → x and that π γ * n k → π * by taking the limit k → ∞, [14, Theorem 3.5] (or [21, Theorem 3.5] ) gives us
Since T has a unique invariant measure we can conclude that π * = π γ * . So far we have proved that any converging subsequence of π γ * n converges weakly to π γ * . Now suppose that π γ * n do not converge to π γ * . Then, there exists an > 0 and a further subsequence π γ * n k such that ρ(π γ * n k , π γ * ) > for all k. But, because of the tightness assumption, there exists a further subsequence π γ * n k l which converges and, using the same arguments above, it converges to π γ * . This leads to a contradiction and completes the proof.
For the sequence of policies γ * n , using the equicontinuity assumption with Arzelà-Ascoli theorem ( [3] ), there exists a subsequence γ * n k converging uniformly to some γ ∈ Γ. Therefore, T n k (·|x n k , γ * n k (x n k )) → T (·|x, γ(x)) and T (·|x n k , γ * n k (x n k )) → T (·|x, γ(x)) for any x n k → x. Hence, using the same steps above, we can show that π γ * n k n k → π γ and π γ * n k → π γ weakly. This completes the proof. Corollary 1. If X is a finite space, U is compact, T (x, u) is weakly continuous in u: c(x, u) is continuous in u and under every stationary policy state process {x t } is positive Harris recurrent and if further T n (·|x, u n ) → T (·|x, u) weakly then we have that J * ∞ (T n ) → J * (T ) and J ∞ (T , γ * n ) → J * ∞ (T ). Example 2. Suppose a controlled model is given by the dynamics x t+1 = Ax t + Bu t + w t where w t is an i.i.d. Gaussian noise process. Assume that the controllable pair (A, B) is unknown to the controller. However, the controller can estimate A and B in a consistent way so that A n → A and B n → B. Then, it can be shown that for the corresponding transition kernels we have T n (·|x n , u n ) → T (·|x, u) weakly for any x n → x and u n → u. If further we have that the step-wise cost function is in the form c(x, u) = x T Qx + u T Ru, with positive R and with Q = CC T , (A, C) observable, then the optimal policies are linear and also equicontinuous. Furthermore, since the noise is Gaussian, the chain is Lebesgue irreducible, and thus there exists a unique invariant probability measure. Hence, the assumptions of Theorem 5 are satisfied and the continuity and robustness can be established.
V. CONCLUSION
We studied regularity properties of optimal cost for average infinite horizon setups on the space of transition kernels, and applications to robustness of optimal control policies designed for an incorrect model applied to an actual system.
