Abstract. We extend the author's formula (2011) of weighted counting of inversions on permutations to the one on alternating sign matrices. The proof is based on the sequential construction of alternating sign matrices from the unit matrix recently shown by Brualdi-Schroeder and the author (both 2017) independently.
1. Introduction 1.1. alternating sign matrices and others. Alternating sign matrices (ASMs) is one of the most important topics in combinatorics. There is the long story [1] to the proofs by Zeilberger and Kuperberg (both 1996) on the total number of ASMs of size n being n−1 i=0 (3i + 1)! (n + i)! .
As Propp mentioned [8] , there are actually many combinatorial objects which are in a one-to-one correspondence with ASMs ( Figure 1 • square ice • FPL (Full packings of loops) These are numbers in an array or graphs on a grid satisfying certain conditions. Among these, we show that entries {−1, 0, 1} of ASMs are numerically meaningful with the connection to its poset structures and inversions usually discussed for permutations. Table 1 (w(i) − w(j)) ???
1.2. main result. We say (i, j) is an inversion of a permutation w of {1, 2, . . . , n} if i < j and w(i) > w(j). The inversion number of w is the number of such pairs, i.e., I(w) = |{(i, j) | i < j and w(i) > w(j)}|. This idea plays an important role on Bruhat order in the theory of Coxeter groups. The author showed that β(w) = i<j,w(i)>w(j) (w(i) − w(j)) for w ∈ S n (the symmetric group) where β(w) is |{v ∈ S n | v ≤ w and v is bigrassmannian}| with ≤ Bruhat order [5] (see Section 3 for bigrassmannian permutations). We can interpret this formula as weighted counting of inversions on permutations. This statistic β indeed makes sense for ASMs in the sense that
It is thus natural to ask if there exists a similar formula in terms of weight of inversions (the bottom-right part of Table 1 ). The answer is yes. The idea is to identify permutations and certain square matrices in the following way: for w ∈ S n , let
Then, w = (w ij ) n i,j=1 is a square matrix with entries {0, 1}. Under this identification, we can rewrite the formulas in Table 1 as
Theorem 1.1 (= Theorem 5.1). For each ASM A, β(A) is equal to the total sum of the weight of its inversions:
Inversions for alternating sign matrices
Let A = (a ij ) be a square matrix of size n. Definition 2.1. We say that A is an alternating sign matrix (ASM) if for all i, j, we have
Denote by A n the set of all alternating sign matrices of size n.
As mentioned in Introduction, say (i, j) is an inversion of w ∈ S n if i < j and w(i) > w(j). Let us generalize this idea for ASMs. Definition 2.2. We say that (i, j, k, l) is an inversion of A if i < j, k < l and a jk a il = 0. Also, let us say that l − k is the weight of this inversion. Define the inversion number of A by
Remark 2.3. Note that it makes no difference to include zero terms into the sum:
Sometimes this expression is more convenient.
Positions of such two entries look like this: 
ASM order and bigrassmannian permutations
Definition 3.1. The corner sum matrix of A ∈ A n is the n by n matrix A defined by
This is the traditional way to introduce a partial order onto ASMs; for example, Figure 2 shows this order on seven ASMs in A 3 . Now (A n , ≤) is a poset containing (S n , ≤) as a subposet; to be more precise, (S n , ≤, I) is a graded poset (often called "Bruhat order" in the context of Coxeter groups). Moreover, (A n , ≤) is a finite distributive lattice as the MacNeille completion of Bruhat order (the smallest lattice which contains (S n , ≤)). Definition 3.2. Say a permutation w ∈ S n is bigrassmannian if there exists a unique pair (i, j) such that w −1 (i) > w −1 (i + 1) and w(j) > w(j + 1).
Recall from the poset theory that y covers x in a poset (write x y) if x y and x ≤ z ≤ y implies z ∈ {x, y}. Definition 3.3. Say B ∈ A n is join-irreducible if it covers exactly one element in (A n , ≤).
It is the fact that B is bigrassmannian if and only if it is join-irreducible in
, Lascoux-Schützenberger [7] and Reading [9] for such details on bigrassmannian permutations; more recent are Engbers-Hammet [3] and Reading-Waugh [10] .
Definition 3.4.
β(A) = |{B ∈ A n | B ≤ A and B is bigrassmannian}|.
Covering relations of ASMs
We now describe covering relations of ASMs as only recently explained in BrualdiSchroeder [2] and the author [6] independently. For convenience, let 1 ≤ r, s ≤ n−1 and R = {(r, s), (r, s + 1), (r + 1, s), (r + 1, s + 1)} be four positions in a matrix. Table 2 ) and moreover, a pq = b pq whenever (p, q) ∈ R. Lemma 4.2. Let I n be the unit matrix of size n. Then, for every A ∈ A n , there is a sequence of ASMs A 1 , . . . , A β(A) such that
In particular, (A n , ≤, β) is a graded poset with β(I n ) = 0. 
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Main theorem
Theorem 5.1. For each ASM A ∈ A n , β(A) is equal to the total sum of the weight of its inversions:
Since I n has no inversion, we have J(I n ) = 0 (= β(I n )). Thanks to Lemma 4.2, it is enough to show that if A B, then J(B) = J(A) + 1; then β and J satisfy exactly same recurrences so that β(A) = J(A) for all A. Now assume A B. As in Lemma 4.1, say (r, s) is the position such that
where R = {(r, s), (r, s + 1), (r + 1, s), (r + 1, s + 1)}. We will carefully compute
with dividing it into 8 terms
as each J i introduced below (We will see in fact that J 0 = J 2 = J 3 = J 5 = J 6 = 0).
By symmetry of rows and columns, we will get similar results in (case 4) -(case 6):
So far, we have
(case 7) Finally, let
. This is 1, 0, or −1.
• type 1, 5, 9, 13 in Table 2 (J 7 = 1): b r+1,s = b r,s+1 = 1. Due to the property on a partial sum of row entries of ASMs, b r+1,s = 1 implies
• type 4, 8, 12, 16 (J 7 = −1): we have a r+1,s = a r,s+1 = −1 so that
a r+1,k = 1,
a rl = 1,
Conclude that J = 1 in any case. We can show that if A B, then I(B) − I(A) ∈ {−1, 0, 1}; this proof is quite similar to the one above. As a consequece, I(A) ≤ β(A) for all A. This inequality was obvious for permutations, though; it is now also valid for ASMs.
More ideas
We end with recording some more ideas for our future research. Be careful on inversion numbers: as Figure 3 shows, 
