This paper summarizes numerous statistical analyses focused on the US Environmental Protection Agency's Consolidated Human Activity Database (CHAD), used by many exposure modelers as the basis for data on what people do and where they spend their time. In doing so, modelers tend to divide the total population being analyzed into ''cohorts'', to reduce extraneous interindividual variability by focusing on people with common characteristics. Age and gender are typically used as the primary cohort-defining attributes, but more complex exposure models also use weather, day-of-the-week, and employment attributes for this purpose. We analyzed all of these attributes and others to determine if statistically significant differences exist among them to warrant their being used to define distinct cohort groups. We focused our attention mostly on the relationship between cohort attributes and the time spent outdoors, indoors, and in motor vehicles. Our results indicate that besides age and gender, other important attributes for defining cohorts are the physical activity level of individuals, weather factors such as daily maximum temperature in combination with months of the year, and combined weekday/weekend with employment status. Less important are precipitation and ethnic data. While statistically significant, the collective set of attributes does not explain a large amount of variance in outdoor, indoor, or in-vehicle locational decisions. Based on other research, parameters such as lifestyle and life stages that are absent from CHAD might have reduced the amount of unexplained variance. At this time, we recommend that exposure modelers use age and gender as ''first-order'' attributes to define cohorts followed by physical activity level, daily maximum temperature or other suitable weather parameters, and day type possibly beyond a simple weekday/weekend classification.
Introduction
This paper elaborates on the concepts enunciated and analyzed in McCurdy and Graham (2003) , which focused on developing and testing an activity factors typology F a condensation of numerous factors thought to affect human activity choices F useful for understanding those factors affecting individual choices regarding the type and duration of activities undertaken. That paper presented the typology and tested it against a single-individual longitudinal activity database and a cross-sectional activity database of people similar to that person. While not all factors in the typology were testable, it was found that a number of them could explain a modest amount of variability (30-40%) in the time spent in three selected locations: time spent indoors, outside, and in motor vehicles. This paper has much the same orientation, but uses all of the information contained in the US Environmental Protection Agency's (EPA's) human activity database developed by the Agency's National Exposure Research Laboratory (NERL). NERL's activity database is known as the Consolidated Human Activity Database, or CHAD for short . CHAD is available on the internet at: www.epa.gov/ chadnet1/.
CHAD is used as an input data file in a number of exposure models that utilize a time-series of activity/location patterns for their calculations.
2 These models essentially separate the CHAD diaries into user-defined categories based on demographic characteristics (age, gender, etc.) , and randomly sample from the diaries to develop multiday (longitudinal) activity patterns for simulated individuals. These categories are used to group cross-sectional activity information from similar individuals into an activity ''pool'' or ''bin'' to increase the sample size available for longitudinal simulation purposes (Xue et al., 2003) . This paper critically considers and statistically analyzes key attributes that should be considered when developing groups of individuals for exposure modeling purposes, whether utilized in constructing cohorts or when simulating individuals longitudinally. 3 The terminology used in this paper needs further elaboration. Activity pattern data are a compilation of complete day (midnight-to-midnight) sequential activity/location data and other information, such as the presence of combustion sources (e.g., wood fireplace) and the relative exertion rate (e.g., jogging is high exertion; typing is low) undertaken by an individual for every activity. Exertion rate is typically designated as the activity level. An event is any change in a respondent's location, activity, activity level, combustion status (cigarette smoking, gas stove usage, etc.), or clock hour. In human activity pattern studies, subjects are instructed to provide data for every event during the day(s) surveyed, and are supposed to note when each event started (sometimes to the minute). Even if a person were in the same location doing the same thing for an entire day, there would be 24 events for that day due to clock-hour changes. Finally, it should be noted that when an activity factor in the typology is analyzed as an isolated, noncausal variable in this paper, we designate it as an attribute.
Most of the analyses conducted in this paper focus on the locational aspects of exposure events. Understanding why individuals spend time in specific locations assists in bridging the gap between using cross-sectional data to address a longitudinal problem, that is, how best to assemble 1-day diaries of seemingly unrelated persons to simulate a longerterm diary for an individual. Thus, the purpose of this paper is to extricate statistically significant factors that determine where individuals spend time, to ultimately be used as a technique that provides a more appropriate representation of both intra-and interperson variability when coupling seemingly unrelated individual human activity diaries in longitudinal exposure analyses. Subsequent papers planned by the authors will focus on specific activity and activity-level choices made by individuals, each of which can greatly affect dose-rate estimation.
Materials and methods

Data Set Description
The version of CHAD used for this paper contains 22,968 person-days 4 of activity pattern data. 5 Of the 11 factors developed in the typology mentioned above (McCurdy and Graham, 2003) , eight are testable, at least in part. Unfortunately, lifestyle (a person's use of leisure time) and lifestage factors (a person's role in the family as it changes over time) that are known to greatly affect people's activities and locational decisions (Henderson et al., 1996; Zemel et al., 1996) are not available for analyses. Specific attributes that are testable follow; many of them are already used to frame exposure model cohort definitions. These include age, gender, race/ethnicity, educational level, employment status/occupation, health status (cardio-respiratory only)/potential exposure conditions, home-type and housing characteristics, dayof-the-week, and season of the year. The first task is to determine exactly how many days of data exist in CHAD given these attributes, followed by an analysis of their relative distribution across the various studies, and finally an evaluation of their potential explanatory power and use in developing exposure cohorts.
Statistical Analysis
Several statistical methods were used in the evaluation of the CHAD data set and are described briefly here. All statistical analyses undertaken in this paper were conducted using SAS r Version 8.02 for the PC (SAS Institute, 2002) . The Kolmogorov-Smirnov (K-S) test is a nonparametric test used to judge whether two ordinal-scale samples have the same continuous distribution, as would be expected if they were drawn from the same population (SAS, 2002) . While it requires that the samples be independent and random, it does not assume any particular sampling distribution form. The test statistic is the maximum ''distance'' between cumulative distributions of the two samples (D N ) and the null hypothesis (H 0 ) of no difference in the distributions is rejected when D N becomes too large as evaluated by a w 2 -test at a ¼ 0.050. Due to the unbalanced nature of the data set, a general linear model (GLM) was required to perform an analysis of variance (ANOVA). An ''F-test'', based on the Type III mean squares that provides an assessment of each independent variable adjusted for every other term, was utilized to assess parameter significance (Cody and Smith, 1997) . Multiple pairwise comparisons of record count were evaluated using least-squared means (adjusted for main effects) and Tukey's method (SAS, 2002) .
The Pearson w 2 -test statistic involves the differences between observed and expected frequencies and indicates homogeneity or independence for each stratum (SAS, 2002) . To avoid assessing significant differences noted simply because there were zero observed frequencies in a given cell, studies or parameters were either dropped or combined 3 The act of simulating individuals by assembling diaries based on selected attributes is a similar methodology to creating/extracting cohorts since one uses typical ''cohort-type'' characteristics (such as age, gender, etc.). ''Cohort'' in this paper refers to the result of the grouping process. 4 Six studies have more than 1 day of activity pattern data per person. Rather than to continually use the phrase ''person-days'' of data when discussing specific attributes, we use days, people, or subjects. The basis for all of the data is a person-day, and about 23% of the data available for an attribute may include more than 1 day of data from a single individual. 5 The most recent internet version of CHAD has 1.1% fewer days (n ¼ 22,716) due to the removal of diaries that either had missing age/ gender information or had ''excessive'' missing location and activity data. However, the downloadable Microsoft s Access version of CHAD, which many exposure models use as an input file, still contains the original CHAD data set. The small reduction in person-days of information that will be present in CHAD/Access after 2004 will not materially affect any of the results discussed here. before the analyses were performed, where possible, to allow for sound interpretation.
Time spent outdoors was evaluated as a dependent variable in a multiple regression analysis containing several categorical and continuous independent variables. Only statistically significant explanatory parameters (po0.050) were retained in models.
Results and discussion
Person-days of Data Available in CHAD for Selected Attributes Table 1 presents selected information about the various studies that comprise CHAD; study characteristics are more fully described in McCurdy et al. (2000) . The studies in CHAD vary from a random probability study of most US continental 6 residents as a whole (NHAPS-Air and -Water, and the UMC study) or a large state (the three California studies), to panel studies of narrowly defined age cohorts (the Baltimore elderly and the two Los Angeles school studies). Falling somewhere between these are the random probability studies of specific metropolitan areas (DEN, CIN, WAS, and VAL). The method of data collection also varies from a structured telephone interview that elicited ''yesterday's'' activities to a single-or multi-page paper ''activity diary'' that subjects carried with them throughout the day. Thus, the studies in CHAD differ in both design and method of data collection.
While combining data from dissimilar studies may seem inappropriate, end-users such as probabilistic exposure modelers need to maximize the sample size of activity pattern data available for modeling, particularly when attempting to maintain cohort homogeneity in a model. In fact, one of the important aspects of this paper is to indicate exactly where the studies differ so that a modeler knows in advance what potential problems may arise if disparate data from different studies are combined, without conducting the necessary statistical analyses themselves.
One of the columns in Table 1 requires further elaboration here; the number of days with o30 events recorded. Based on the standardization of all study data before input to CHAD, having 30 event records is only 25% more than the barest minimum possible (24 clock-hour events). We believe that having o30 records can indicate that a subject may not have been truly engaged in providing precise time increments about what he or she did or where they were on the day in question, the basis for much of the statistical analyses performed here. It is the same criterion used in our earlier comparative analyses of activity typology factors and is used here in screening the CHAD data (McCurdy and Graham, 2003) .
There are no standard criteria determining whether an individual's diary is valid for an exposure modeling exercise (other than that it contains the necessary cohort infor- Diary: the subject carried around a paper diary and recorded events as they occurred. Recall: the subject provided information retrospectively on their activities via a structured telephone interview. c No: a ''convenience'' sample, also known as a panel study, was used to determine study subjects. Yes: some type of random probability sampling was undertaken to determine study subjects. ''All'' indicates that there was only 1 day of data per individual collected for each study. Dividing total person-days of data by the number of individuals (for multi-day studies) gives the mean number of days of data per individual in a study. For example, for BAL it is 15.0. mation). As a whole, in constructing relevant cohorts for use in exposure models, we are essentially data-poor, and until appropriate studies are conducted to augment CHAD, exposure modelers will likely have to use all of the data in CHAD. From a probabilistic exposure modeling perspective, cohort sample size is of greater importance compared to the ''microquality'' of the data contained in CHAD.
Approximately 10% of the person-days of data in CHAD have o30 records per day ( Table 1 ). The studies with the greatest proportion of diaries with o30 records are primarily those using the recall method, for example, the NHAPS study (comprising 69% of all diaries with o30 records), likely the direct result of individuals approximating time spent performing activities in various locations. Only BAL of this group is a diary study, and the low number of records per individual may indeed be ''real'' here since its subjects were all elderly (72-93 years old) and resided in a single facility having individual apartments. Residents could share meals in a common dining facility if desired, and rarely left the building anytime during the study. In fact, the vast majority of their time was spent in their own apartments, performing only a few discrete activities. Given the parameters of the diary used (a 15-min block of time was the smallest unit of analysis) and the definition of an event, having o30 records per day may be an accurate accounting of their time, and does not necessarily mean that the activity pattern data in Baltimore are perfunctory. Thus, this criterion does not attempt to indicate that all study data with o30 records are imprecise, inaccurate, or contrived, but it serves as a screen for where this type of data may be more prevalent.
An example of a decision-tree overview of CHAD that an exposure modeler may conceptualize in developing cohorts is given in Figure 1 . It depicts the cumulative effect on the total available sample size when selecting various personal and residential attributes. The figure is first divided by gender, with males branching to the top and females towards the bottom. As shown, CHAD has 10,666 person-days of data for males (#), 12,276 for females (~), and activity pattern data for 26 people of unknown gender. With respect to age, 149~and 61 # have missing age data, both o1.3% of their gender class. The sample begins to contract when ethnicity information is included (known for 82.8% # and 80.7%~). Cumulatively, there are data on education, ethnicity, age, and gender in CHAD for 8394 # and 9204~, 78.7% and 75% of the two gender groups, respectively. Occupational information F determined by two-digit SIC categories 7 F causes an extreme drop in available cohort data when the preceding factors are known: they are available for only 564 and 537 # when considered in this hypothetical cohort development sequence. Even if only adults Z18 years old are considered (12,800 entries in CHAD), occupational information is known for only 8.6% of the database. Thus, developing a cohort based on all of the attributes shown in Figure 1 will result in fairly small group sizes, particularly if age itself is subdivided, as it often is in an exposure model (Johnson, 1989 (Johnson, , 1995 Lurmann et al., 1990; Burke et al., 2001; Zartarian et al., 2002) . The example posed may be somewhat dramatic to what will typically occur when selecting for particular attributes without a priori knowledge of the limitations of CHAD; however, sample size will be optimized following appropriate attribute selection order and possibly similar attribute substitution. For example, if being employed outside the home is of interest (as a Yes/No variable) instead of a specific occupational category, then more data exist in CHAD on that attribute; employment status is known for 12,702 adults Z18 in CHAD (499%).
A complete summary of the number of person-days of data available in CHAD for all relevant attributes, characteristics, and factors central to the activity typology in addition to other personal indices is provided in Tables A1-A4. These tables also contain the sample size reduction associated with cohort development when considering multiple attributes. Table A1 presents the number of person-days of data available in CHAD for age, gender, ethnicity, educational level, and employment, considering each attribute alone and in certain combinations with other attributes. This table covers most of the same items as Figure 1 , but provides detailed attribute/characteristic information rather than the yes/no dichotomous data of the figure. Tables A2-A4 contain additional personal attributes such as smoking and health status, information 7 Standard Industrial Classification (SIC) codes are used to categorize all businesses and industries into classes. The two-digit codes are general in nature, such as ''mining/forestry/fishing'' and ''construction''. The system was developed by the US Bureau of the Budget and is used by all branches of the US government for job and economic classification purposes.
about housing attributes such as type (single-family detached, apartments), and day-of-week, month-of-year, and weather conditions associated with the activity pattern and considers attributes individually as well as cumulatively.
These tables present a systematic examination of selected data available in the CHAD database and the major sources of missing information for specific attributes and characteristics, some of which are known to affect people's choices regarding where they spend time and what they are doing. Much more detail on some of these attributes are reported in individual study publications; see McCurdy et al. (2000) for a full citation. The NHAPS study, in particular, has been extensively analyzed (Klepeis et al., , 2001 Klepeis, 1996, 1997) . We recommend that interested readers review these citations for a broader perspective on available activity pattern data. The next two sections evaluate whether or not there are systematic differences among the studies with respect to selected attributes. If there are F and some were found in our previous analysis of a specific cohort (McCurdy and Graham, 2003) F then modelers should be cautious when pooling activity diaries from different studies in CHAD to develop specific cohort groups.
Analysis of Recorded Events by Study and Selected Activity Typology Factors
Study effect The number of person-days of data that remain by study after removing days having o30 events are shown in Table 2 . Note that the two California studies of children and adolescents (CAC & CAY) are combined, as are the two small Los Angeles studies of the same groups (LAE & LAH). This was done based on their study design structure, similar study subjects, and relatively low individual sample sizes. LAE/LAH stands out as it has by far the largest median number of events per day recorded: 65.5, about 60% more than the next most-detailed paper diary studies: CIN, DEN, and WAS. The remaining studies have between 32 and 39 median number of events per day, with all of the studies containing relatively modest COVs. We generally analyzed the events per day metric by study and other attributes/characteristics in two ways, with both outcomes consistent with one another.
A two-sample K-S test of the distribution of record frequencies was undertaken for all possible pairs of studies shown in Table 2 (e.g., CAA versus CAC/CAY combined; NHA versus CIN). The null hypothesis (H 0 ) that the two samples are from the same continuous distribution can be rejected at po0.050 for all of them except for the UMC:CAA, NHA:VAL, NHW:VAL, and DEN:WAS pairs. The first three pairs listed contain studies where both used a recall format but were on widely different geographic scales: national versus state or local level, so the K-S test outcome is puzzling. Intuitively, H 0 should be rejected for those three pairs. Perhaps it indicates that geographic extent of a study is not important. The DEN and WAS studies both used the same paper diary form and collected data on the same general population during the same seasonal time period of the year: winter. Thus, there is a logical reason why those two studies cannot be distinguished. Again, it may indicate that geography is not important. What is not easily explained is the rejection of H 0 for the NHA and NHW pair (D N ¼ 0.05; w 2 ¼ 2.02; Po0.001), since they were conducted by the same sampling group using the same recall format during the same time period; the significance outcome may be due to the very large sample size available for both pairs, which magnifies small differences.
A second analysis approach was to construct a GLM using study and selected personal attributes and weather conditions to assess whether these parameters could ''explain'' differences in the number of events per day recorded. Two separate models were considered as an attempt to maximize sample size for interpretive purposes: the first model considered the variables ''study'', ''age group'', ''gender'', ''day-type'', and ''ethnicity'' (n ¼ 17,119 for individuals with Z30 records) and within-study (interaction) analyses for these variables. A second model added the ''weather'' variable and ''precipitation'' (n ¼ 11,408) and also included interaction terms with ''study'' (these results are only discussed in the weather and precipitation subsections since the sample size is reduced; the outcome was the same for the other variables).
As noted above, when assessing main effects, the parameter ''study'' contained significant explanatory power (F ¼ 120, po0.001) in determining the number or records using the ANOVA model described and containing the other selected attributes (results for each discussed separately below). All pairwise study comparisons were significant at po0.001, except for NHA:NHW (p ¼ 0.082). Table 3 presents the distributions of record number for several of the personal attributes and other characteristics including the method of data collection (see Table 1 also for relationship with the studies). The diary format has more BAL  305  30  32  40  33  2  7  CAA  1428  30  38  90  39  7  19  CAC/CAY  1291  30  39  74  40  7  18  CIN  2604  30  46  99  48  10  20  DEN  792  30  41  77  42  7  17  LAE/LAH  92  32  66  99  65  16  24  NHA  3920  30  35  71  36  5  15  NHW  3927  30  35  75  36  5  15  UMC  5380  30  37  76  39  6  16  VAL  298  30  35  52  36  5  14  WAS  693  30  41  87  42  8  20 Abbreviations: n, sample size; Min, minimum; Med, median; Max, maximum; SD, standard deviation; COV, coefficient of variation (SD/mean Â 100).
event records than the recall method, as expected. Employing the K-S test, the difference is noted statistically significant (D N ¼ 0.24; w 2 ¼ 17.2; po0.001). It should be mentioned that this parameter (i.e., ''method'') was not included in the aforementioned GLM/ANOVA, since it is already accounted for by the variable ''study''. A separate ANOVA model was constructed containing the variables ''random'' and ''method'' exclusively and showed that the largest difference in record number considering these structural components of ''study'' was in fact due to whether the method of data collection was real-time diary or recall.
Gender effect The first step before testing the differences in records among gender was to evaluate the gender structure of CHAD considering the different studies. The difference in gender distribution between studies was tested using a contingency- In testing of record differences due to gender, females record slightly more events per day than males (Table 3) , and this difference is significant according to the ANOVA (F ¼ 7.4; p ¼ 0.007) and confirmed by an independent K-S test (D N ¼ 0.04; w 2 ¼ 3.06; po0.001). The interaction of the study parameter and gender was also significant (F ¼ 4.2; po0.001), however the only gender difference (symbolically:
:#) noted by pairwise comparisons within studies was for NHAPS (NHA:NHW; p ¼ 0.004 and po0.001, respectively). Thus, based on this analysis, gender differences noted for record keeping are mostly due to the differences within this study alone.
Age effects Age is subdivided into 14 groups. Of them, 10 are used for o18 years old children and adolescents, and their bounds are taken from a draft EPA guidance document for use in assessing exposures to environmental exposures (Risk Forum, 2000) . The Forum makes the distinctions because of important developmental, physiological, and/or activity differences among the age groups.
As far as the distribution of persons within the recommended age categories is concerned, CHAD data are quite sparse (see Table 3 ), particularly the o1 month (121 days), 1 to o3 months (14 days), and 3 to o6 months (115 days) age categories (each for persons with Z30 records). There is an obvious problem with sample size in CHAD for cohorts o6 months when it is used to propagate activity pattern data for exposure modeling. In particular, activity data for 1 to o3-month-old children would have to be obtained outside of CHAD to adequately model their patterns. Note that data collected for children less than 1 year old in the CIN and NHAPs study were classified as age equals ''0'', thus, the age category newborn (''0'') indicated here is likely mixed individuals of age other than ''0'' up to and including 11 months.
There are obvious differences among the studies in CHAD with respect to their age distributions since some of them were explicitly focused on specific age categories by design (see Table 1 ). For comparison purposes to the 2000 US Census age breakdowns, we aggregated CHAD age groups in Table 3 to fit those age categories available in the 2000 US Census and show them as proportions here:
While there are differences in the age distributions F in particular, CHAD has proportionally more children/adolescents o15 years old than its share of the US population would ''warrant'' F this is not a problem from an exposure modeling perspective. This is because the proportion of ages included in a model is usually F and always should be F controlled by the Census distribution for the area under analysis. That is the explicit modus operandi used by all timeseries exposure models that the authors know of (Lurmann et al., 1990; Johnson et al., 1997; Glen and Shadwick, 1998; Burke et al., 2001; Richmond et al., 2002; Zartarian et al., 2002) . The proportional differences in age structure would be a problem if CHAD statistics were used to make inferences to the entire US population, but that is not how CHAD should be used.
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On average, CHAD contains between 520 and 700 person-days of activity data for each year of age until 12, including o1-year-old children, and 200 or so per year for the 12 to o18-year-old group. There are between 150 and 250 days per year, on average, for 18-64 year olds, but fewer for the elderly: 100-140 days per year of age for people aged 65-76, but only 50-80 per year of age above 76. It should be noted that CHAD contains monthly age breakdowns only for children r2. Age for all other persons is coded as a yearly integer, using whatever convention the original studies used to define age.
As one may anticipate, record numbers are confirmed to be influenced by age of the individual as indicated by the GLM/ANOVA procedure (F ¼ 21.8; po0.001), along with a significant interaction between study and age group (F ¼ 8.4; po0.001). However, within-study age differences are limited to CIN (mostly due to differences in the 21-44 age group vis-a-vis several other groups; all po0.002), LAE/ LAH (both the 6-10 age group and 11-15-year-old youths compared to each other and to the 16-18-year-old group; all po0.001), and NHW (3-5-year olds to both the 11-15 year and 21-45-year-old age categories; all po0.035).
Ethnicity effects Based on the contingency-table test, distributions of ethnic data were different among the studies (w 2 ¼ 3060; po0.001). The overall breakdown of ethnicity where known in CHAD is 1.9% Asian; 17.3% Black; 5.3% Hispanic; 73.2% White; and 2.2% Other (virtually the same for the Z30 records subset). The corresponding single-race breakdown 9 in the 2000 US Census is 3.6% for Asians, 12.3% for Blacks, and 75.1% for Whites. Thus, Asians are under-represented in CHAD while Blacks are overrepresented. Again, this is not a problem since Census Bureau figures are used to allocate populations to the areas being modeled for exposures. With respect to studies in CHAD, the White/Black proportions F as an example F vary from 50.2%/37.5% in the UMC study, which oversampled minorities, to 93.6%/5.4% in the CIN study. Table 3 next indicates the number of Z30 event-days available for people with an identified ethnic/''Other'' group. Ethnicity was also a significant attribute in explaining differences in record counts (F ¼ 9.7; po0.001). In general, Whites have significantly more records per person, on average, than the other groups (all comparisons; po0.002), followed by Asians, with little difference noted between the other groups. However, within-study ethnicity differences were limited to significance noted in the CIN (for Black:-White; po0.001) and UMC (White:Other, :Black, and :Hispanic; all po0.001) studies only.
Day-type effects Day type stands for the ''type'' of day for which the activity information was collected. Two kinds of day-type distribution analyses were conducted: one using a simple weekday (WD)/weekend (WE) split, and the other using a ''composite'' factor. The composite factor combines information on day-of-the-week with data on paid work for that day (working Z2 h on that day and for individuals Z16 years of age). A working day is coded ''W'' after the day-of- Statistical analyses were performed on the day-type variable discussed above, rather than using simple weekend/weekday classifications. The main effect of day type on number of records per day was significant (F ¼ 14.4; po0.001) along with the effect of ''study'' and day-type interaction (F ¼ 5.7; po0.001). Least-squared means were significantly different for all possible day-type combinations except for the comparison of weekday nonworking and weekend nonworking (this pair, p ¼ 0.607; all others, po0.160). However, within-study day-type differences were limited to CAC/CAY (WDNW:WENW; p ¼ 0.002), NHA (WDNW:WEW; po0.001), and NHW (WDW:WDNW; po0.001).
Neither of the results described above affects how exposure models use either day-type datum when models sample from discrete activity pattern ''bins'' that are keyed to the day-ofthe-week (or combined characteristic) being modeled; so skewed proportions do not affect an exposure outcome. The correct activity set will be chosen for each day-type metric used model, but the available sample size for randomly choosing an activity day will not be proportional to individual study sample sizes. It is when the distinction is not made among workdays that potential nonsensical simulated individuals could result; such as when considering only WD/WE in developing a longitudinal diary, an individual could end up as full-time paid working on both WD and WE. Table 3 is another combined variable deemed important by McCurdy and Graham (2003) in explaining differences made in locational decisions by a particulate cohort. The variable combines monthly identifiers with daily maximum temperature (DMT) information, both available for 14,609 person-days of data with Z30 events (63.6% of all days). Cold (C) days have a DMT o551F in October-June; not cold (NC) days have a DMT Z551F during the same months; not hot (NH) days have a DMT o841F in July-September; and hot (H) days have a DMT Z841F for the same months. This temperature-by-season classification is used by OAQPS in its exposure modeling work, and is based upon analyses of weather effects on human locational decisions undertaken by Johnson et al. (1992 Johnson et al. ( , 1995 . As can be seen, there are relatively fewer hot days than any of the others, and NC days dominate. This distribution is direct function of where and when the original studies were undertaken.
Weather effects Weather in
The distribution of weather classes was analyzed to determine if there are differences among the studies, as is expected, since many were restricted to specific seasons of the year in specific areas (BAL, CIN, DEN, LAE, LAH, VAL, and WAS). The contingency-table test indicates this to be true (w 2 ¼ 1100; po0.001). As before, this problem only affects a study's relative sample size availability for activity pattern pooling purposes, and not how an exposure model uses the information.
As far as record numbers, the main effect of weather was significant to the number of records (F ¼ 2.7; p ¼ 0.044), with C significantly different than NH and H days (both po0.001) and NC significantly different from NH and H (both po0.048). Although the weather-within-study interaction was significant (F ¼ 2.7; po0.001), there were only two significant within-study differences noted considering least-squared means, LAE/LAH (NC:NH; p ¼ 0.023) and NHA (C:NH; p ¼ 0.025). Table 3 is precipitation, divided into three classes: none, trace (40 to o0.5 in), and Z0.5 in. There is a statistically significant study difference according to the contingency-table test for the distribution of the three precipitation classes (w 2 ¼ 560; po0.001). The California studies (CAA, CAC/CAY, LAE/ LAH) and DEN contained considerably more days without rain (about 90% of all days) when compared with the other studies containing precipitation information (about 75% of days where no rain was recorded).
Precipitation effects The last characteristic listed in
Precipitation considered as a main effect does not significantly contribute to the variation observed in the number of recorded events per day for each class in the GLM/ANOVA (F ¼ 2.3; p ¼ 0.102) and none of the pairwise comparisons were significantly different. However, within-study differences for precipitation were significant (F ¼ 2.4; p ¼ 0.012), but least-squared means were significantly different only for the CIN study (Trace: Z0.5 in; p ¼ 0.001).
It should be noted that another precipitation metric is available in CHAD: hours of precipitation experienced for the activity pattern day. This metric is closely related to the precipitation amount that was analyzed (as classes) and was linearly related to the precipitation duration (R 2 ¼ 0.50; po0.001); so we did no further analysis of this other precipitation indicator as it would give essentially the same result.
Other attribute effects Although not listed in Table 3 , we also evaluated whether the distribution of educational levels (see Table A1 ) and housing types (see Table A2 ) varied significantly by study. Each of these attributes was significant based upon the contingency-table results (w 2 's ¼ 47-190; po0.001). Education level was significant only in explaining the number of records as a main effect, while housing type was not when considered for both main and interaction effects. Neither of these variables added enough explanatory power to warrant inclusion in any further record of number of evaluations.
In summarizing this subsection of the paper, every attribute and characteristic tested varied significantly in their relative distribution in CHAD studies according to a contingency-table approach F some of which was not entirely unexpected due to the study design F and some attributes contained significant study-related differences in explaining record numbers according to the GLM/ANOVA procedure. That approach included as independent variables all of the attributes given to determine if they contribute significantly in ''explaining'' total and model variance in the dependent variable (number of events recorded per day) visa-vis the entire set of attributes/characteristics. While the resulting predictive models were not strong F the two separate models explained only around 35-40% of the variability in events recorded F each were statistically significant (F ¼ 72-95; both po0.001). In addition, all of the attributes/characteristics listed in Table 3 contribute significantly to the model (F-tests vary between 2.4 and 105; all po0.050) except precipitation. The GLM/ANOVA results remain essentially the same if precipitation is removed from the model and reanalyzed (not shown).
The largest contributing factor determined by the ANOVA is by far the main effects of study itself (F ¼ 122), followed by age group (F ¼ 22) and day type (F ¼ 14). The remaining attributes/characteristics and their interaction within study follow closely behind. The main conclusion to be drawn from the analyses presented so far is that there are distinct differences regarding the number of events recorded per day among the studies themselves for gender, age, ethnicity, day type, and weather classifications; but, in general, the differences within studies remain limited, based on the least-squared mean comparisons. This means that following study aggregation, and when considering only main effects, significance can be assigned where significance may not have existed previously for a given category either based on the increased sample size or perhaps from the effect of an ''influential'' study (that may contain either ''true'' effects or ''biased'' effects). It should be noted that these issues also extend beyond the record number parameter and may in fact play a role in other CHAD parameters when considered collectively.
In every case, differences in the relative distribution of attributes across studies indicate how much data are available from any one study in a ''pooled'' sampling bin to be used as input into a time-series exposure model. The exposure modeler must be aware that when a particular cohort is established, the data for it may come preponderantly from only one or two studies. If those studies do not reasonably match the population distribution for an area being analyzed in the important attributes/characteristics of interest, then the cohorts developed may not be appropriate for the task. Exposure modelers using CHAD F or any other activity database for that matter F should investigate this ''input'' issue before undertaking a major modeling effort.
Analysis of the time spent in aggregate microenvironments by attribute/characteristic
While CHAD contains information on 144 activity codes and 115 location codes, no one study used them all. Thus, to compare studies on the choices people make over time, a ''common denominator'' of major activities and locations has to be first established. As mentioned, we focus on locational decisions rather than on activity decisions in this paper. Typically five or six aggregate locations are analyzed or modeled: the home, workplace, bar/restaurants, all other indoor places, motor vehicles, and outdoors (e.g., Klepeis et al., 2001 ). On occasion, time spent in gas stations is included as a separate location, but most often it is put into the outdoor category. Based on our previous work (McCurdy and Graham, 2003) , we focus on only three locations: outdoors, indoors, and motor vehicles. Most of our analyses are done on the outdoor location because of its relatively high level of inter-and intraindividual variability. Descriptive statistics for indoor and motor vehicle time for selected attributes are presented in the next section, but these data are not as thoroughly analyzed due to the zero-sum nature of the time accounting (total time ¼ indoor time+motor vehicle time+outdoor time). Doing so would be statistically redundant (i.e., there are significant negative correlations, po0.001, among all time pairings). Table 4 presents descriptive data on outdoor time organized by the same attributes and characteristics used before. It only includes data for people who spend 40 time outdoors; they are known as habitue´s (and also only those individuals with Z30 records). The last column of the table shows the proportion of the attribute class who is an outdoor habitue´F or participant F on the activity pattern day(s) coded. In general, habitue´s appear to be about 60-70% of each attribute class. The other entries in Table 4 are the same as described earlier.
Time spent outdoors
A GLM/ANOVA model similar to that above for determining influential attributes on number of records was constructed for the time spent outdoors using age group, gender, ethnicity, day-type, weather, and precipitation as independent variables. Time spent outdoors did not fit a normal or lognormal distribution well. Since time spent outdoors fit a lognormal distribution better (D N ¼ 0.05 for lognormal as opposed to D N ¼ 0.18 for normal), the natural logarithm of outdoor time was used in the statistical analysis.
''Study'' was not used as an independent variable in the model since, considering the distribution of several parameters discussed above, differences among studies would automatically be statistically significant due to the unequal distribution of attributes that may affect time spent outdoors. For example, based on the age distribution, the BAL study would certainly stand out from the others due to the fact that all are within one age category (464 years) that contains Tables 2 and 3.   b Participation rates or percent of sample days in the study spending some time (>0 min per day) outdoors. Compare sample size n here with that in Table 3 . The mean time spent outdoors for the entire attribute class is obtained by multiplying the participation rate (as a decimal) by the mean time shown above.
some of the lowest time spent outdoors. Only the main effects of the attributes were evaluated since ''study'' was not included in the model. Each of the personal attributes and weather factors were determined to be significant in explaining variation in time spent outdoors (all po0.001).
In general, the most important variables in the model in explaining time spent outdoors are gender, weather, day type, and precipitation. Further, more detailed analyses were conducted on each of the attributes individually using a K-S test as follows. Overall, there is a gender difference in the time spent outdoors using the K-S test (D N ¼ 0.13; w 2 ¼ 7.79; po0.001). There is also a significant difference when comparing most age groups to one another, but not all.
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The time-spent-outdoors distributions were indistinguishable for the following contiguous age cohorts using the K-S test with a po0.050: In addition, babies o6 months were generally indistinguishable from cohorts 42 years, among a few others. Given these results, we analyzed whether there were gender differences by age cohort. Descriptive statistics and K-S test results are shown in Table 5 for this analysis. As seen, there were consistently no differences in the distributions of time spent outdoors by gender until the 6-10-year-old age category is reached, and following this age, significant differences are the rule. This finding for children is consistent with the only exercise physiology article that we could find that presented data on the location and intensity of physical activity, instead of focusing exclusively on activity levels 13 (Baranowski et al., 1993) .
We then analyzed whether there were differences in the time spent outdoors by age cohort when gender is controlled (age|gender). As expected, given the preceding two results, there are statistically significant differences for contiguous age|gender groups (and for most of the possible pairs of these groups). The four baby age groups listed above in #1 are indistinguishable for both females and males independently (D N all o0.06; w 2 all o1.14; p40.150). Time spent outdoors is also indistinguishable for all possible cohort pairings of female children o12 months with all ages Z2 years, except for both 0-1 and 6-11 months versus 3-5 years For day type, the K-S test indicates that all possible pairs have significantly different distributions, as is hinted at by the descriptive statistics presented in the table. On average, people spend more time outdoors on weekends and less on weekdays, whether they work or not, and this has been generally noted since the early time budget studies on human activities (Chapin, 1974 Using the actual age boundaries used in Table 4 made for awkwardlooking ranges when typed in text. Therefore, all upper age ranges were rounded off to the nearest age included in the range. For example, for purposes of this subsection, 16-17 means 16 to o18-year olds, and 1-year olds are 1 to o2 years.
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And all older age cohorts except for 21-44 years, which probably is a statistical artifact.
12
But not the 65-100 years cohort!; another probable artifact.
13
It is interesting that human activity pattern analysts emphasize location and not levels, while the opposite is true for exercise epidemiologists and physiologists. The latter disciplines do state that most active play occurs outdoors in both genders (e.g., Sallis et al., 1990; Baranowski et al., 1993) and that # children B3 years or older (and adolescents) are more active than~children and adolescents of the same age (e.g., Armstrong et al., 1990 Armstrong et al., , 1991 Sallis et al., 1996; Beunen and Thomis, 1999; Bradley et al., 2000) . In general, they also find ethnic and socioeconomic ''effects'' in active physical activity (e.g., Sallis et al., 1996) , similar to our attributes classes. long noted a geographical and seasonal effect on the allocation of ''discretionary'' time, the precise metrics used here are unique and impossible to put into direct perspective. Tsang and Klepeis (1996) certainly showed a seasonal effect in the time spent outdoors, and their pattern of mean time outdoors follows ours if Table 4 can be read as winter, spring, fall, and summer (although our weather classifications were not derived on a calendar-year basis). Finally, there was a significant difference in the outdoor time distribution for the none:trace and none:Z0.5 in precipitation pairs using the K-S test, but there was not for the trace:Z0.5 in pair (D N ¼ 0.06; w 2 ¼ 1.18; p ¼ 0.123), indicating that time spent outdoors is affected by both trace and significant rain-/snowfall. To our knowledge, this phenomenon has only been tested in our previous paper (McCurdy and Graham, 2003) , as precipitation metrics generally are not available or not reported, with only the none:Z0.5 in pairing significantly different.
CHAD contains a distribution of METS 14 values for each activity contained in the database. See McCurdy (2000) for a full explanation of how METS distributions are obtained and used in an exposure model. Normally, the modeler would sample from this distribution to assign an eventspecific value for each activity as the simulated person goes through their day. We developed an ''average'' daily index of physical activity level (PAI) for each individual activity-day in CHAD by summing the median time-weighted METS value from each activity distribution and dividing by 1440, the number of minutes in a day. The resulting values generally vary from 1.5 to 2.25 per individual-day, with active people having a higher PAI. PAI was found in McCurdy and Graham (2003) to be a statistically significant predictor of time spent outdoors in the cohort analyzed.
Using multiple linear regression analyses, the most robust equation for time spent outdoors by habitue´s follows (R a 2 ¼ 0.19; SE Est ¼ 1.22), with intercept and each individual Based upon the partial sums of squares, the following order is determined for most important to least important in explaining time spent outdoors: PAI, temperature, gender, day type, age, precipitation, ethnicity. The regression results presented here are similar to coefficients determined for a narrow cross-section of the CHAD database (McCurdy and Graham, 2003) , although results cannot be directly compared due to the different variables used (previously age, gender, and ethnicity were controlled for) and certain levels not used (day type included only WDW and ''other'' in the earlier work). As we found earlier (see McCurdy and Graham, 2003) , dropping PAI from the initial equation inflates the constant term (from 0.91 to 2.53) and lowers the R a 2 (0.14), which is not desired. Thus, PAI is a very important determinant of outdoor time. A similar model was constructed using the weather variable (i.e., 1 ¼ C, 2 ¼ NC, 3 ¼ NH, 4 ¼ H), instead of using temperature as a continuous variable yielding nearly identical model results (R a 2 ¼ 0.18) and only slightly different coefficients (1.54, 0.12, À0.43, 0.27, 0.92, 0.19, À0.20, 0 .07 for the intercept, age group, gender, weather, PAI, day type, precipitation, and ethnicity, respectively). Furthermore, the weather variable was investigated in this model for optimization (yielding the highest R a 2 ), whereas the following was determined: altering the C/NC cutoff to 591F (rather than 54 1F) and including June in the months July-September did increase the R a 2 to 0.19. Table 6 , the most time per day is spent indoors for all ages/both genders/all ethnic groups/etc. (Johnson, 1987; Schwab et al., 1990 Schwab et al., , 1992 Wiley et al., 1991; Klepeis et al., 1996 Klepeis et al., , 2001 Klepeis, 1996, 1997) . On average, total indoor time approaches 21-22 h/day. As people generally sleep and undertake other personal care activities (e.g., eat, bathe, groom) indoors mostly at home, there is not much variability among population subgroups in this regard. The COV for indoor time therefore is relatively low for both individuals and cohorts: around 10-15% on a cohort basis. However, we still found that all of the attributes described above were statistically significant explanatory parameters (all po0.001), regarding total daily time spent indoors using the GLM/ANOVA procedure, although the overall model explained only half the variance of that constructed for the outdoor time. Again, only the main effects of the attributes (i.e., age, gender, ethnicity, day type, weather, and precipitation) were assessed, with gender, weather and day type as the most significant attributes in the model.
Time spent indoors Turning to
Time spent in motor vehicles
With respect to time spent in motor vehicles (Table 7) , the median values are all o1.3 h/ day, but the COVs for all attributes are quite high: about 90-100%. The means generally are 30-40% higher than the same-class medians, indicating a lognormal, or other longtailed, distribution. We found statistically significant effects using the GLM/ANOVA procedure for each of the parameters used except for precipitation (p ¼ 0.347), as expected and consistent with the analysis by McCurdy and Graham (2003) , although the weather factor was also found not to be significant in their analysis of a longitudinal subject using the K-S test. Employing this test on all possible pairwise comparisons here did not yield any significant differences among the weather groupings (all p40.100).
Summary and conclusions
The main focus of this paper is to analyze key attributes of an activity factors typology to determine which ones are important when developing exposure cohorts or when simulating individuals (using ''cohort-type'' characteristics) to be used in an event-oriented exposure model. Attributes are needed to relate cross-sectional data to an inherently longitudinal problem, and to appropriately represent both intra-and interindividual variability within each developed cohort or simulated individual. Most of EPA's recent exposure models are of this type, as are numerous others used in regulatory decision-making.
As discussed, all analyses were conducted on human activity data containing Z30 events recorded per day. We consider this to be a minimally acceptable record length, as it is only 25% more than the smallest possible. It should be noted that including person-days of activity having o30 records does not markedly affect any of the results presented herein (analyses not reported). Given this, it is probable that using all of the activity data in CHAD will not alter exposure estimates significantly; however, we recommend that these criteria be utilized to screen for potentially ''complacent'' diaries, where averaging of time spent in locations/performing activities is likely more prevalent.
On the other hand, the fact that studies comprising the CHAD database are quite different in many important attributes F age, gender, season of the year, method of gathering data, and so on F indicates that studies will be differentially represented in any model whatever cohort structure is decided upon (including the one that selects for simply Z30 records). This limitation of CHAD will always be present and will not be reduced until additional suitable data are generated and incorporated into the database. It can be an additional modeling flaw if the CHAD database is used as it is to make inferences concerning the entire population; this will not be an issue if US Census data are used to control the sample size and makeup of the attributes chosen. However, if the attributes are chosen on a highly detailed basis, say using ethnicity, education, and work status along with age and gender, the modeler will quickly run into a ''small sample size'' problem associated with the number of diaries available for a cohort or simulated individual. The information presented in Tables A1-A4 indicates precisely how many records will result for individual and cumulative possible attributes; as noted, only a handful of records exist for some detailed cohorts. This is not to say that using all of CHAD data weighted by the US Census for a given population will be truly representative of that population's activities, but that selecting for several sample size-limiting (Henderson et al., 1996) , while life stages are mainly associated with one's role within the family as it changes over time (Altergott and McCreedy, 1993) . Life stages are often called life cycle changes (Zemel et al., 1996) . Active people allocate their time differently than sedentary persons; people with children spend time differently than those without, even of the same age and gender. None of the studies in CHAD provide data on these attributes; thus they could not be tested. Age, gender, and PAI indirectly capture aspects of lifestyle and life stages considerations, but obviously not enough to explain differences in how people allocated time to different (and general) locations. Furthermore, the day-type parameter developed here could be considered somewhat incomplete. There are several other conditions that would dictate human activities that were not considered in the day-type analyses due to lack of information, such as illness (not exclusive to one's own health status, whether temporary or chronic condition), holidays and vacations, business travel, etc. These shortcomings in human activity databases useful for exposure modeling can only be overcome by developing new studies that ask better questions about lifestyle and life stage. We hope that planners of new studies that gather human activity pattern information will do a better job of understanding the lifestyle and life cycle context of the people chosen to participate in their surveys and studies. At this point, however, CHAD remains as the most comprehensive tool for cohort development and simulating individuals within exposure modeling (and other uses) with essentially no other alternative, and considering the results presented here will strengthen its current and future utilization.
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b
The months October-June and July-September are typically used by OAQPS for seasonal classification. 
