We study cluster algebras associated to a quiver equipped with a group of admissible automorphisms. This enables us to realize cluster algebras of non simply laced types as quotients of cluster algebras of simply laced types. We then generalize well known results on cluster algebras as denominators theorems and, under some conditions, the linear independence of cluster monomials over Z.
Introduction
Cluster algebras were introduced by S. Fomin and A. Zelevinsky in [FZ02] as recursively constructed subalgebras of the field Q(u 1 , . . . , u q ) of rational fractions in q indeterminates. A seed is a couple (x, B) where x = (x 1 , . . . , x q ) is a q-tuple of algebraically independent variables and B ∈ M q (Z) is an antisymmetrizable matrix. Given a seed (x, B) where x = (x 1 , . . . , x q ), the authors defined the mutation in direction i where 1 ≤ i ≤ q by the couple (x ′ , B ′ ) where x ′ = (x ′ 1 , . . . , x ′ q ) and
otherwise It is well known that (x ′ , B ′ ) is again a seed. For a given seed (x, B), the (coefficient-free) cluster algebra A(Q) associated to the initial seed (x, B) is the subalgebra of Q(u 1 , . . . , u q ) generated by all the variables that can be reached through sequences of mutations from the initial seed. These variables are called cluster variables and the q-tuples of cluster variables obtained in the successive seeds are called clusters. In [FZ02] , it was proved that A(B) is a subalgebra of Z[u ±1 1 , . . . , u ±1 q ], this result is called the Laurent phenomenon. In [FZ03] , it was proved that a cluster algebra associated to a matrix B = (b ij ) ∈ M q (Z) has a finite number of cluster variables if and only if the mutation orbit of B contains a matrix whose Cartan counterpart is of Dynkin type where the Cartan counterpart is the symmetrizable matrix (a ij ) ∈ M q (Z) such that
This result introduced the idea of using representation theory in the study of cluster algebras. A first approach was given in [MRZ03] with representations of decorated quivers. [CCS04] introduced a category C Q associated to a quiver Q of A n type called the cluster category. This category is defined in full generality in [BMR + 04c] showing strong combinatorial links between A(Q) and C Q in connection with tilting theory.
Moreover, it has been proved that this link is more than combinatorial, in [FZ03] , it has been shown that for an alternating quiver of finite type, there was a correspondence between the denominator of cluster variables and the positive roots of the associated root system. This denominator theorem has then been generalized in [CK05a] for simply laced finite type and [CK05b] for the simply laced acyclic type, showing that the denominator vectors of cluster variables were in correspondence with the dimension vectors of indecomposable objects in C Q . We propose a generalization of this result in the non simply laced case (recently proved by [Zhu05] using independent methods).
There are two roads to the non simply laced cluster algebras. The first one considers hereditary algebras on an arbitrary field and is developed in [BMR04b, BMR04a, Zhu05] . The second approach, which we develop in this paper, consists in considering quotients of quivers with a group of admissible automorphisms.
Using elementary methods, we prove Then we establish a denominator theorem (theorem 3.14) which provides a bijection between the denominator of cluster variables and the projection of dimension vector of indecomposable invariant representations.
The second part of the paper is devoted to the study of cluster monomials in both simply laced and non simply laced cluster algebras. A cluster monomial is a monomial in cluster variables all of which belong to the same cluster. According to the articles [BMR + 04c, CK05b], we know that the clusters can be described through tilting objects in the cluster category. We will use this description and our results to prove the following conjecture of A. Zelevinsky given in [Zel04] (conjecture 4.17) in both simply laced and non simply laced cases.
Theorem
Let Q be an acyclic quiver, the cluster monomials of A(Q) have different denominator vectors.
Corollary
Let Q be an acyclic quiver with matrix B and equipped with a group G of automorphisms. Let denote by B the quotient matrix B/G. Then, the cluster monomials of A(B) have different denominator vectors.
Finally, following [CK05a] and using our results, we prove that under a condition which is verified by alternating quivers, the cluster monomials in both simply and non simply laced cluster algebras are linearly independent over Z.
Preliminaries
For any quiver Q, we will write Q 0 the set of its vertices and Q 1 the set of its arrows. If q ∈ Z >0 and B = (b i,j ) ∈ M q (Z) is an antisymmetric matrix, we can associate a quiver Q to the matrix B in the following way: Q 0 = {1, . . . , q} and given two vertices i, j ∈ Q 0 , we have n arrows i−→ j if b i,j = n. Q will be called the associated quiver with B. Conversely, we can define the antisymmetric matrix B from Q and B is called the matrix associated with Q.
A quiver Q will be called acyclic if it contains no oriented cycles. A map σ ∈ S Q0 such that b i,j = b σ(i),σ(j) for all i, j ∈ Q 0 will be called an automorphism of B. If Q is the associated quiver of B, we will call σ an automorphism of Q, if there is no confusion, we will simply say that σ is a quiver automorphism. Given an automorphism σ of a quiver Q, we will say that σ is admissible for Q if there is no arrow between two vertices of a same σ-orbit. A group G of quiver automorphisms whose all automorphisms are admissible is called admissible. Thus, G is admissible for Q if and only if for all i ∈ Q 0 and j ∈ Gi, we have b i,j = 0.
We remark that the notion of admissibility is natural for acyclic quivers:
Lemma 2.1 Let Q be an acyclic quiver, G a group of quiver automorphisms of Q, then G is admissible for Q.
, as G is a finite group, σ has a finite order. Let denote by ω this order. We have then
and then Q contains an oriented cycle. 2
Given an antisymmetric matrix B ∈ M q (Z) equipped with a group G of admissible automorphisms, we can define the quotient matrix B = (b i,j ) as the square matrix indexed on the set Q 0 of G-orbits in {1, . . . , q} and defined by
where i, j denote respectively the orbits of i and j. We notice that this definition does not depend on the choice of the representant of each orbit.
We notice that B 0 is an antisymmetrizable matrix. It is well known that we have the following quotients in finite type :
Given an antisymmetrizable matrix B ∈ M q (Z) with associated quiver Q, we will write A(B) or A(Q) the coefficient-free cluster algebra associated to B (see [FZ02] for details). More precisely, A(B) is the cluster algebra with initial seed {u, B} where u = (u 1 , . . . , u q ). The u i will be called monomial cluster variables of A(Q).
Throughout this paper, unless otherwise is specified, we will adopt the following notations:
• Q is an acyclic quiver with associated matrix B and equipped with a group G of (admissible) automorphisms.
• We write Q 0 = {1, . . . , q} and the set Q 0 of G-orbits on Q 0 will be denoted Q 0 = {1, . . . , s} .
• We denote by B 0 the quotient matrix of B 0 .
3 Cluster algebras on quivers with automorphisms
Induced action on the cluster algebra
If F = Q(u 1 , . . . , u q ) denotes the ambient field. The G-action on Q 0 induces a G-action on F by setting
It is not clear that the action on F induces an action on A(B). Nevertheless, by symmetry of the initial seed, if x i is a cluster variable obtained after the product of mutations µ i k • · · · • µ i1 , then for all g ∈ G, gx i is obtained by the mutations µ gi k • · · · • µ gi1 where µ k stands for the mutation in direction k. Then the action on A(B) is well-defined.
According to the Laurent phenomenon (see [FZ02] ),
. Thus, we can define the projection π :
iī ∈ Q 0 ] by setting π(u i ) = uī whereī is the G-orbit of i. The kernel of π is then the ideal generated by the u i − u gi for i ∈ Q 0 and g ∈ G. If A is a subalgebra of Z[u ±1 i i ∈ Q 0 ] stable under the action of G, we will denote by A/G the subalgebra π(A) of Z[u ±1
iī ∈ Q 0 ].
Example 3.1 Consider the quiver A 3 : 1←− 2−→ 3, the associated matrix is
The transposition g = (1; 3) ∈ S 3 is a quiver automorphism, the corresponding quotient matrix is
This is a matrix of type B 2 : 1 2 ← − 2. We can then look at the corresponding cluster variables. For A 3 , we obtain:
And for B 2 , we obtain:
u 2 1 u 2 We can notice that the cluster variables of B 2 are then the projections of those of A 3 . This section will now be dedicated to the proof of the general result : 
Orbit mutations
In order to simplify notations, we extend π to the seeds by setting:
where (x, B) is a seed of A(B 0 ).
Remark 3.3
One should take care of the fact that if g is an automorphism for B 0 , it is not necessarily an automorphism for any seed matrix B in A(B 0 ). It is in fact the case when B is obtained after a product of mutations take on a G-orbit. We can nevertheless define the quotient matrix by the above formula without taking care of this fact.
Fix j ∈ Q 0 , we will denote by j ∈ Q 0 the G-orbit of j. We will denote by µ j the mutation of A(B 0 ) in direction j and we will denote by µ j the mutation of A(B 0 ) in direction j.
We want to prove the following proposition:
Remark 3.5
We have to check that the product is well defined, ie that the projection is invariant if we change the order in the mutation product. That will be done in lemma 3.7.
We begin with some properties of the coefficients of a matrix equipped with an admissible automorphism. We need to introduce some terminology. Two integers r and s will be said to be largely of the same sign if we cannot have r < 0 and s > 0 or r > 0 and s < 0. In the following, unless the contrary is specified, "of the same sign" will mean "largely of the same sign".
Lemma 3.6
Let Q be an acyclic quiver with associated matrix B = (b i,j ) i,j∈Q0 equipped with a group G of automorphisms, then 1. For all i ∈ Q 0 and j ∈ G.i, b ij = 0 2. For all i, j ∈ Q 0 and k ∈ G.i, b ij and b kj are of the same sign.
3. For all i, j ∈ Q 0 , and k ∈ G.j, b ij and b ik are of the same sign.
Proof:
1. Is just the fact that every automorphism of an acyclic quiver is admissible.
2. Fix σ ∈ G and suppose that b ij > 0. If b σi,j < 0, by symmetry we have b j,σi > 0 and then i−→ j−→ σi in Q. But σ is a quiver automorphism so we find the following path in Q:
As σ is of finite order, denoted by ω, we obtain
and then Q contains an oriented cycle.
3. The proof is the same as the proof of 2.
2
We can now check that the products are well defined:
Lemma 3.7 Fix a G-orbit {i 1 , . . . , i n } in Q 0 , then for all permutation σ ∈ S n and all seed (x, B), then
Proof: We will denote by (x (p) , B (p) ) p=1...n the successive seeds obtained in the first product of mutations
..n those obtained in the second product. We want to show that for all i = 1, . . . , q, we
. . , n} , as the automorphism is admissible, the parenthesis is zero and then
We have π(x (n)
x k in each factor in the product and then
In the same way, we obtain
. Moreover i j and i σ(j) are in the same orbit so b k,ij and b k,i σ(j) are of the same sign. Grouping together the terms by orbits of k, we see that
In order to show the proposition 3.4, we will first verify the identity on the matrices.
Let (x, B) be a seed in A(B 0 ) where B = (b i,j ) i,j∈Q0 . Fix k ∈ Q 0 , denote by k = {k 0 , k 1 , . . . , k n } ∈ Q 0 its G-orbit with k 0 = k and consider the product of mutations µ kn • µ kn−1 • · · · • µ k1 • µ k . We denote by
p=1,...,n the successive seeds appearing in the product of mutations with the notation x (0) , B (0) = (x, B). We will denote by B
It suffices to prove the following lemma:
In the same way, b
On the other hand we consider µ k (B), we know that
It remains to prove that In the second sum, this coefficient is
We write l 0 = σk for σ ∈ G. As b m,σk = b σ −1 m,k and σ −1 G = G, the two sums are equal. We identify the same way the coefficients of |b l0,j | in the second sum. This equality is then true for any quiver.
Thus, if Q is acyclic, we have shown that b
It remains to show that the exchange relations are preserved or more precisely that π(x k ) and π(x 
If i ∈ G.k, b i,kn = 0 and i ∈ G.k, then x (n−1) i = x i and x (n−1) kn = x kn , we then have
i,kn but x kn and x k are in the same G-orbit, so π(x kn ) = π(x k ) and then we have the relation
But we have seen that b (n−1) i,kn = b i,kn and so, we have
but we know that b i,kn and b j,kn are of the same sign if i and j are in the same orbit, we can then group the summands by orbits in each product and we have then, denoting the orbits by their representants, we have:
But the sign of b i,kn is invariant on the G-orbit of i, we then have
In other words, π(x k ) and π(x (n) kn ) verify the exchange relation in A(B).
The proposition 3.4 is then proved. We now only need to prove that all the projections of cluster variables in A(B 0 ) are cluster variables in A(B 0 ). By proposition 3.4, we only have to consider the case where the cluster variable in A(B 0 ) is obtained after a product on a proper subset of a G-orbit.
With above notations, fix p < n, i ∈ Q 0 . If i ∈ G.k, then x 
kn ) but according to proposition 3.4, π(x (kn) kn ) is a cluster variable in A(B 0 ) and so π(x (i) i ) is a cluster variable for all i ∈ Q 0 . It suffices then to notice that x
Hence, all the cluster variables in A(B 0 ) are sent by π on cluster variables in A(B 0 ) and so the theorem 3.2 is proved.
Mutation graphs
We see that we can easily obtain the mutation graph ∆ B0 of A(B 0 ) from the mutation graph ∆ B0 of A(B 0 ). The action of G on the clusters induces an action of G on ∆ B0 . Then, the vertices of ∆ B0 are the G-invariant vertices of ∆ B0 . And there is an edge between two vertices of ∆ B0 if there exists a path in ∆ B0 between the two corresponding G-invariant vertices and constituted of edges corresponding exactly to the mutations on an orbit. Hence, the mutation graph of A(B 0 ) is in a sense a quotient of the mutation graph of A(B 0 ).
G-invariant quiver representations
In this section we will generalize some results of [CC05, CK05a, CK05b] to the case of quotients of acyclic anti-symmetric matrices. It will in particular complete the theory for finite type by providing us theorems on cluster algebras of non simply laced Dynkin types.
Given
). This provides a natural action of G on the representations of Q and then a natural action on kQ -mod. This action induces an action on K 0 (kQ-mod) ≃ Z Q0 in a natural sense: if d = dim M for a kQ-module M , then we set gd = dim (gM ) = (dim M g −1 i ) i∈Q0 . We define a natural application Z Q0 −→ Z Q0 in the following way: If γ = (γ i ) i∈Q0 ∈ Z Q0 , we set π(γ) = ( j∈i γ j ) i∈Q 0 where i denotes the G-orbit of i. A kQ-module will be called G-invariant if gM ≃ M in kQ -mod. It will be said G-indecomposable if it cannot be written as the direct sum of two non-zero G-invariant kQ-modules. We will denote by (kQ-mod) G the class of G-invariant kQ-modules and by (kQ-ind) G the class of the G-indecomposable kQ-modules.
We will begin with a description of (kQ-ind) G .
Proposition 3.9
Let M be a G-indecomposable kQ-module, then there is a unique G-orbit in kQ-mod containing an indecomposable kQ-module m such that M = U∈Gm U . Conversely, for each indecomposable kQ-module m, the kQ-module U∈Gm U is G-indecomposable.
In order to prove this proposition, we need the following lemma: 
We first notice that if M is an indecomposable kQ-module, then gM is indecomposable for all g ∈ G. Thus, the summands of both sums are indecomposable. If we suppose that the two sums are equal, as kQ-mod is a Krull-Schmidt category, N appears in both sums and then N ∈ GM . The converse is clear. 2
We can now prove the proposition 3.9. Proof: Let m be in kQ-ind, we set M = U∈Gm U , then M is obviously G-invariant and if M = N + P with N a G-indecomposable, then decomposing N = i N i into indecomposable kQ-modules, we see that the unicity of the decomposition M implies that each N i is in Gm. But if N is G-invariant, then N contains all the gN i for g ∈ G and then N = M .
Conversely
If I is a set of indexes such that (M i ) i∈I is a set of representants of the G-orbits on the M i , then M = i∈I E i is a decomposition into G-indecomposable kQ-modules. Then, by hypothesis, I is necessarily reduced to one point and then all the M i are in the same orbit. Finally, M = U∈GM1 U where M 1 is in kQ-ind. The lemma 3.10 ensures the unicity of this decomposition. 2
Action on cluster variables
In this section we want to make the connection between the action of G on the kQ-modules and its action on the cluster variables defined in the previous section. For i ∈ Q 0 , we will denote by P i the associated projective kQ-modules, S i the associated simple kQ-module and we set α i = dim S i ∈ K 0 (kQ-mod). In [CC05] , the authors have introduced a map M → X M from kQ -modto A(Q). In the acyclic case, it was proved in [CK05b] that this map provides a bijection between the indecomposable kQ-modules and the non-monomial cluster variables of A(Q). this formula is given by We denote by C Q the cluster category associated to Q. By [BMR + 04c], we know that the indecomposable objects of C Q are kQ-ind ⊔ {SP i : i ∈ Q 0 } where S denotes the shift. We extend the map M → X M to ind-C Q by setting X SPi = u i . Then M −→ X M provides a bijection between ind-C Q and the cluster variables of A(Q).
We define the action of G on C Q by setting
We want to prove:
Proposition 3.11 Fix M ∈ kQ-mod and g ∈ G, then X gM = gX M Proof: We first notice that for M, N ∈ kQ-mod, g ∈ G, we have clearly 
Now that we have the compatibility of the two actions, we can have a combinatorial result between invariant representations and cluster variables of the quotient quiver:
Proposition 3.12 Let Q be an acyclic quiver with matrix B equipped with a group of automorphisms and let B be the quotient matrix. Then the set of cluster variables in A(B) is in bijection with the set of indecomposable kQ-modules.
Proof: We will denote by Cl (B) the set of non-monomial cluster variables in A(B) and Cl (B) the set of non-monomial cluster variables in A(B). Then M −→ X M is a 1-1 correspondence between kQ-ind and Cl (B) .
We know that Cl (B) = π(Cl (B)) where π : A(B)−→ A(B)/G is the projection defined in the previous section. Then, Cl (B) is in 1-1 correspondence between the π(X m ) for m ∈ kQ-ind. Then Cl (B) is in 1-1 correspondence with the set of the G-orbits in kQ-ind. But according to lemma 3.9, the set of the G-orbits in kQ-ind is in 1-1 correspondence with (kQ-ind) G and then we have a 1-1 correspondence between Cl (B) and (kQ-ind) G .
The correspondence u Gi → j∈Gi SP j extends the correspondence to the expected application. 2
We have a more precise result concerning the clusters:
The set of the clusters in A(B) is in 1-1 correpondence with the set of G-invariant tilting objects in C Q .
Proof: According to [CK05b] , we know that the clusters in A(Q) is the set of the {X T1 , . . . , X Tn } where T = T 1 ⊕ · · · T n is a tilting objet in C Q . By previous section, we know that the clusters in A(B) are in 1-1 correspondence with the G-invariant clusters in A(Q).
Fix C = (X T1 , . . . , X Tn ) a G-invariant cluster in A(Q). Fix g ∈ G, then gC = (X gT1 , . . . , X gTn ) by proposition 3.11. As C is G-invariant, there exists σ ∈ S Q0 such that for all i ∈ Q 0 , X gTi = X T σ(i) . By [CK05b] , M → X M is injective on kQ -ind, and then for all i, gT i = T σ(i) so
Now that we have obtained a combinatorial result, we want to prove a more representation theoretical result. We will in particular give a generalization of the denominators theorem proved in the acyclic case in [CK05b] .
Given a Laurent polynomial F = P (u1,...,un)
∈ Z[u i : i = 1, . . . , n] in its reduced form, we define the denominator vector δ(F ) of F by: δ(F ) = (d 1 , . . . , d n )
We recall that G acts on Z Q0 = K 0 (kQ-mod) by setting g(m i ) i = (m g −1 i ) i and that we have defined a projection π : Z Q0 −→ Z Q 0 by π((m i ) i∈Q0 ) = ( j∈i m j ) i∈Q 0 .
Theorem 3.14 Let Q be an acyclic quiver with associated matrix B and equipped with a group G of automorphisms, then for every non-monomial cluster variable in A(B), there exists a unique G-indecomposable kQ-module M such that for every indecomposable summand m of M , we have π(dim m) = (n i ) i∈Q 0 Proof: Let x ∈ Cl (B), and m ∈ kQ-ind such that x = π(X m ), we set M = U∈Gm U . M is thus a G-indecomposable kQ-module and by [CK05b] , we have
According to proposition 3.11, X g m = gX m for all g ∈ G, so π(X M ) = π(X m ) |Gm|
We need the following lemma 
Set N the submodule of M generated by the M j such that there exists k ∈ G.l such that k−→ j. It suffices to prove that for all k ∈ G.l, we have n k = −d k . Thus, it suffices to prove that both sums are equal to 0. If the first sum is non zero, there exists some i such that i−→ l and e i = 0. But if e i = 0, then by definition of N , there exists k ∈ G.l such that k−→ i and then k−→ i−→ l. This contradicts the admissibility of the group of automorphisms. The second sum is zero by construction. 2
Choose i ∈ Q 0 , the lemma proves that there is a summand in X M such that the exponents of u j in the denominator of this summand are maximal and equal to dim M j for all j ∈ Gi. Then, under projection, the exponent of u Gi in π(X M ) = x |Gm| is j∈G.i dim M j . But we have,
and then the exponent of u Gi in x is j∈Gi (dim m) j . 2
Remark 3.16
Associated with the correspondence table for finite type Dynkin diagrams given at the beginning of the paper, this theorem becomes a generalization to the entire finite type of theorem 1.9 of [FZ03] .
Another result of the representation theoretical approach that can be extended is the first multiplication formula of [CK05a] .
Let M be a G-invariant kQ-module, we decompose M into G-indecomposable kQ-modules M = i M i . Each M i can be written as M i = U∈mi U for an indecomposable kQ-module m i . We then set
x M = π(X i mi ) In particular, if M = U∈Gm U is a G-indecomposable kQ-module, then x M = π(X m ). Thus, according to theorem 3.14, there is natural bijection between (kQ-ind) G and the cluster variables in A(B). More precisely for a G-indecomposable kQ-module M with an indecomposable summand m, x M is the unique cluster variable of A(B) such that δ(x M ) = π(dim m)
As in [CK05a, CK05b] , we want to interpret the multiplication between cluster variables in the category of kQ-modules. Fix x, y two cluster variables in A(B), we can write x = x M and y = x N for M and N two G-indecomposable kQ-modules . We write M = U∈Gm U and N = V ∈Gn V for m and n two indecomposable kQ-modules, we thus have
By induction on the number of G-indecomposable summands, we have 
U
We can then summarize our results in the two following diagrams:
induces by additivity the commutative diagram
Complements on cluster monomials
In this section, we focus on some conjectures exposed in [Zel04] known as conjectures 4.16 and 4.17. We give proofs for acyclic quivers and quotients of acyclic quivers. We first prove conjecture 4.17 and use it to prove conjecture 4.16 under an additional condition.
Cluster monomials denominator vectors
A monomial in cluster variables belonging to a same cluster C in A(Q) will be called a cluster monomial of A(Q). In this section we want to prove the following results:
Theorem 4.1 Let Q be an acyclic quiver, the cluster monomials of A(Q) have different denominator vectors.
In order to simplify notations, given a tilting object T = i T i with the T i indecomposable, we will write T = {T 1 , . . . , T q } . Given a cluster C, we know by [CK05b] that we can write C = X T1 , . . . , X Tq where T = {T 1 , . . . , T q } is a tilting object in C Q .
We first prove a lemma that will allow us to only consider the case where the T i are indecomposable modules.
Lemma 4.2
Let C be a cluster in A(Q) such that u i ∈ C for some i ∈ Q 0 . Then, for all x ∈ C − {u i } , we have δ(x) i = 0
Proof: We know that there exists a tilting object T = {T 1 , . . . , T q } such that C = X T1 , . . . , X Tq . As u i ∈ C, we have (up to reordering) T i = P i [1]. As T is a tilting, we have Ext 1 C (T j , T i ) = 0 for all j, ie
But Ext 1 C (T j , P i [1]) = Hom C (P i , T j ) so hom(P i , T j ) = 0 but hom(P i , T j ) = (dim T j ) i and so the i-th component of the dimension vector of T j is 0 for all j. Thus, δ(X Tj ) i = 0 for all j.
2
We can now return to the proof of theorem 4.1. Proof: Fix a cluster C = (X T1 , . . . , X Tq ) such that u i = X Ti ∈ C, and a cluster monomial
Uq on a cluster C ′ = {U 1 , . . . , U q } is such that δ(Y ) = δ(X), then δ(Y ) i ≤ 0 and so u i = X Ui ∈ C ′ and u i is not in any denominator of the variables of C ′ . Then,
Proceeding this way, we see that the case where δ(X) i ≥ 0 for all i may be only considered. This corresponds to the case where T is a tilting module.
We now prove that we can consider only the case where cluster monomials come from different clusters. Indeed, according to [HR82] lemma 4.3, the dimension vectors of the direct summands of a tilting module are linearly independent. Fix a cluster C = X T1 , . . . , X Tq where T = {T 1 , . . . , T q } is a tilting module and X = X n1 T1 · · · X nq Tq and Y = X m1 T1 · · · X mq Tq two cluster monomials on C. Then the denominator vectors of X and Y are respectively n i dim T i and m i dim T i . By linear independence of the set (dim T i ) i , we have equality if and only if the families (n i ) and (m i ) are equal ie if and only if X = Y .
We recall that for a given vector γ ∈ Z n , there is at most one exceptional kQ-module such that dim M = γ. Indeed, such an object, if it exists, corresponds to the unique dense orbit in the representation space of the given dimension vector γ.
Fix two cluster monomials C and C ′ and tilting modules T = {T 1 , . . . , T q } and U = {U 1 , . . . , U q } such that C = X T1 , . . . , X Tq and C ′ = X U1 , . . . , X Uq . Fix then two cluster monomials X = X n1 T1 · · · X nq Tq and Y = X m1 U1 · · · X mq Uq . We have X = X m1 T1 · · · X mq Tq = X i T n i i and Y = X m1 U1 · · · X mq Uq = X i U m i i and then
Thus, as Ext 1 ( i T ni i , i T ni i ) = 0 and Ext 1 ( i U mi i , i U mi i ) = 0, by the above remark we have δ(X) = δ(Y ) if and only if i T ni i ≃ i U mi i . As kQ-mod is a Krull-Schmidt category and the T i and U i are indecomposable, there exists σ ∈ S q such that U i = T σi . Finally, X and Y are cluster monomials in cluster variables which can be taken in the same cluster. By the above discussion, we know that, δ(X) = δ(Y ) if and only if X = Y and theorem 4.1 is proved. 2
Corollary 4.3
Proof: We now want to prove corollary 4.3. We write s = Q 0 . Let D be a cluster in A(B). We can write D = {x M1 , . . . , x Ms } where the M i are G-indecomposable kQ-modules. For all i, write m i an indecomposable summand of M i , we thus have
x Mi = π(X mi )
As the clusters in A(B) can be obtained as projections of the cluster of A(B), all the X mi are in a same cluster C of A(B).
Fix x = x n1 M1 · · · x ns Ms a cluster monomial in A(B), we have:
x = x n1 M1 · · · , x ns Ms = π X n1 m1 · · · X ns ms = π X i mi n i
We thus have
For all j, write r j an indecomposable direct summand of R j . Fix y = x k1 R1 · · · , x ks Rs a cluster monomial on D ′ and suppose that δ(x) = δ(y). We thus have Then, y = π(X s i=1 ri k i ) = π(g.X s i=1 mi n i ) = π(X s i=1 mi n i ) = x 2 4.2 Linear independence of cluster monomials This section is inspired by the fifth section of [CK05a] . We keep the above notations. Fix X M1 , . . . , X Mr different cluster monomials in A(Q), we know by theorem 4.1 that the δ(X Mi ) = dim M i are all different. As the Euler form is non-degenerate in the acyclic case, the λ Mi = (< −dim S j , dim M i >) j are all different.
If B is the associated matrix of Q, we can view B as an endomorphism of K 0 (kQ-mod) endowed with the basis (dim S i ) 1≤i≤n . For all λ = (λ 1 , . . . , λ n ) ∈ Z n , we denote by C λ the convex cone of vertex λ generated by the B(dim S i ).
For a Laurent polynomial X ∈ Z[u ±1 1 , . . . , u ±1 n ] and λ = (λ 1 , . . . , λ n ) ∈ Z n , we will call λ-component of X the coefficient of i u λi i in X. We denote by supp(X) the support of X, that is the set of the λ ∈ Z n such that the λ-component of X is non-zero.
As in [CK05a] , we can prove in the acyclic case the following proposition Proposition 4.4 Let Q be an acyclic quiver and M be an indecomposable kQ-module, then supp (X M ) ⊂ C λM . Moreover, the λ M -component of X M is 1.
We have to introduce an additional hypothesis which is that the cone generated by the B(dim S i ) is strictly contained in a half-space. In order to satisfy this hypothesis, it suffices to suppose that there exists a form ǫ on Z n such that ǫ(B(dim S i )) < 0
We know in particular that this condition is true if Q admits an alternating orientation. And then, by theorem 4.1, we know that in this case, the λ Mi = (< −dim S j , dim M i >) j are all different, we can reproduce the proof of [CK05a] for the finite type to prove Theorem 4.5 Let Q be an acyclic quiver satisfying the above hypothesis, then the cluster monomials are linearly independent over Z.
We now want to prove the non simply laced case:
Corollary 4.6 Let Q be an acyclic quiver satisfying the above hypothesis with associated matrix B and equipped with a group G of automorphisms. Let B be its quotient matrix. Then the cluster monomials in A(B) are linearly independent over Z.
Proof: Let x 1 , . . . , x r be different cluster monomials in A(B), we have seen that there exists X 1 , . . . , X r cluster monomials in A(B) such that for all i = 1, . . . , r, π(X i ) = x i . If there exists (λ i ) 1≤i≤r ∈ Z r such that r i=1 λ i X i = 0, applying π, we find π(
i , i ∈ Q 0 ] generated by the u i − u gi for i ∈ Q 0 and g ∈ G. But as the x i are all different, the X i cannot be in the same G-orbit and thus, as the X i are linearly independent over Z, r i=1 λ i X i cannot be in this ideal. 2
