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ABSTRACT
Distinguishing the photon output of an accreting supermassive black hole
binary system from that of a single supermassive black hole accreting at the
same rate is intrinsically difficult because the majority of the light emerges from
near the ISCOs of the black holes. However, there are two possible signals that
can distinctively mark binaries, both arising from the gap formed in circumbinary
accretion flows inside approximately twice the binary separation. One of these is
a “notch” cut into the thermal spectra of these systems in the IR/optical/UV, the
other a periodically-varying excess hard X-ray luminosity whose period is of order
the binary orbital period. Using data from detailed galaxy evolution simulations,
we estimate the distribution function in mass, mass ratio, and accretion rate for
accreting supermassive black hole binaries as a function of redshift and then
transform this distribution function into predicted source counts for these two
potential signals. At flux levels & 10−13 erg cm−2 s−1, there may be ∼ O(102)
such systems in the sky, mostly in the redshift range 0.5 . z . 1. Roughly ∼ 10%
should have periods short enough (. 5 yr) to detect the X-ray modulation; this
is also the period range accessible to PTA observations.
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1. Introduction
Mergers of supermassive black hole pairs are widely expected to be both central to galaxy
evolution and the dominant source of low-frequency gravitational wave emission in the Uni-
verse. In the contemporary Universe, nearly every galaxy with luminosity comparable to
or greater than the mean contains a supermassive black hole in its nucleus (Richstone et al.
1998; Kormendy & Ho 2013, and references therein), with many dwarf galaxies also hosting
supermassive black holes (Reines et al. 2013; Mezcua 2017, and references therein). Strong
correlations between the masses of these black holes and the structures of their host galaxies
(e.g., McConnell & Ma 2013; Kormendy & Ho 2013) imply that the growth of these black
holes is closely tied to the development of their hosts. However, in cold dark matter cosmolo-
gies, successive mergers of smaller galaxies occur during the build-up of galaxies. If galaxies
acquire their supermassive black holes before the final round of mergers, there must be nu-
merous opportunities for these black holes to form binaries, and, perhaps, ultimately merge.
When they do, the energy output is prodigious—several percent of ∼ 106M⊙ amounts to
∼ 1059 erg—and it is emitted, in the form of gravitational waves, over timescales of only
∼ 103 s.
Unfortunately, at the moment there are no confirmed examples of any supermassive
black hole binaries; the best candidate so far is a radio galaxy with a pair of flat-spectrum
cores ≈ 7 pc apart (Rodriguez et al. 2006), whose relative motion, if interpreted as due to
a binary orbit, suggests a mass > 1.5 × 1010M⊙ (Bansal et al. 2017). Direct detection of
their gravitational wave radiation awaits launch of a suitable space-based observatory, but
the planned date for LISA remains fifteen years into the future. There have been attempts
to find such binaries through photon observations, but solid, credible examples have yet to
emerge (for reasons we will discuss in a few paragraphs).
This situation is highly frustrating because finding examples of these systems at any
stage, whether en route to merger as a binary, during the merger proper, or during the
post-merger relaxation, would be of great interest. The properties of supermassive black
hole binaries as they evolve might shed considerable light on the way they interact with
galaxy growth. At the same time, establishing some idea of this population’s distribution
with respect to mass and mass ratio would provide significant aid to LISA mission planning.
The fundamental difficulty in searching for them electromagnetically is that the light
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radiated by a binary black hole system should, in many respects, not differ greatly from that
of a single black hole. The majority of the power, both from the thermal disk and from the
corona, emerges near the innermost stable orbit (ISCO), and if the scale of the ISCO is small
compared to the binary separation a (which is the case for the great majority of binaries
because the timescale for orbital evolution by gravitational radiation losses is ∝ a4), this
region is hardly influenced by the fact that the black hole has a binary partner. Thus, to
search for a binary means one must look for a characteristic involving only a small fraction
of the emitted luminosity.
1.1. Previous efforts to identify supermassive binary black holes using EM
spectral signals
Efforts to date have, for the most part, been focused on diagnostics that may apply
to binaries, but with substantial uncertainties and caveats. One approach has been to
search for periodicities in the continuum output, primarily on year to decade timescales
(Graham et al. 2015a,b; Liu et al. 2015, 2016; Charisi et al. 2016; Dorn-Wallenstein et al.
2017; Kovacˇevic´ et al. 2018). Such a search requires considerable care because intrinsic AGN
fluctuations generically have “red” Fourier power spectra. When the fluctuation power as
a function of frequency f is ∝ f−α and α > 1 (as is usually the case for AGN variability),
the integrated Fourier power, and therefore, the variance, diverge toward longer timescales.
As a result, quasi-periodic variations on timescales ∼ 1/3 the duration of the monitor-
ing almost always appear in lightcurves with this character (Press 1978); because their
timescale is a function of an experimental parameter, these quasi-periodicities are spurious,
and disappear (to be replaced by longer-term apparent quasi-periodicities) when the data
are extended (e.g., as reported by Liu et al. (2018)). Statistical analyses based on damped
random walk (DRW) models (e.g., Graham et al. (2015b); Liu et al. (2015); Charisi et al.
(2016); Dorn-Wallenstein et al. (2017)) fail to solve this problem because the DRW model
assumes that the fluctuation power spectrum is flat at sufficiently low frequencies. Although
this fluctuation power flattening must eventually happen for any finite system, the timescale
at which it does is only rarely reached in observed systems. Searches for periodicity on these
timescales (e.g., as proposed by Hayasaki et al. 2007; Haiman et al. 2009; Kelley et al. 2018)
also face the further obstacle that the prediction of periodicity is based upon either of two
mechanisms, both of which face intrinsic difficulties. One of these mechanisms rests upon
the well-established periodic modulation of accretion from an outer circumbinary disk to
the “minidisks” around each of the members of a binary (MacFadyen & Milosavljevic´ 2008;
Roedig et al. 2011; Shi et al. 2012; Noble et al. 2012), but unless the binary separation is
no more than a few times larger than the ISCO scale (D’Ascoli et al. 2018), the inflow time
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through the minidisks can be expected to be much longer than the period of the accretion
modulation. When this is the case, any such modulation is largely eliminated from the
light emitted from the minidisk. The other mechanism is the periodic Doppler boost due
to the system’s orbital motion. For this mechanism to be detectable, the binary must be
relatively compact and seen more-or-less edge-on (to produce a significant boost) and have a
period short enough for & 5–10 periods to be observed, as may be the case when the binary
separation is quite small and the system is therefore rather short-lived (Bowen et al. 2019).
Another approach is to search for components within the broad emission line profiles
that might indicate a binary. Initial explorations of this method have in general been based
upon a sum of two independent regions with a specific structure (Bogdanovic´ et al. 2009;
Shen & Loeb 2010; Nguyen et al. 2018). Unfortunately, as first pointed out by M. Penston
and discussed briefly in Chen et al. (1989), if gravity plays an important role in the emitting
gas’s dynamics, this method faces serious difficulties. If the intrinsic spread in line-emitting
gas velocity due to one black hole alone is vBLR, the line profiles of two accreting AGN
blend when the orbital speed vorb < vBLR. This is the situation when the binary separation
a & ri(1 + Mj/Mi), where ri is the size of the broad line region associated with black
hole i, whose mass is Mi, and index j refers to the other black hole. In order for the
displacement in velocity due to binary orbital motion to be sizable relative to the intrinsic
spread in velocities, it is therefore necessary to reverse the inequality in distance scale.
However, when that is true, the binary separation must be comparable to or smaller than
the intrinsic broad line region size unless there is a large mass contrast between the two black
holes. When that is the case, all the broad line gas is subject to the combined gravitational
potential of both black holes and is also illuminated by the ionizing radiation from both
black holes’ accretion disks. The result would be a combined broad line region, merged
both with respect to dynamics and illumination. If the binary separation is substantially
smaller than the intrinsic scale of the line-emitting region, there would effectively be only a
single broad line region, one whose potential is due to the sum of the two masses and whose
ionizing luminosity is similarly the sum of the output of the two black holes. If, on the other
hand, the binary separation is comparable to the intrinsic line-emitting region scale, the
combined potential would be qualitatively different from that of a single black hole AGN,
and the way the gas is photoionized would also be substantially different from the single black
hole situation (Shen & Loeb 2010). In such a case, the emitted lines would not particularly
resemble, whether in flux or velocity profile, any simple sum of two independent components.
Moreover, because so little is known with certainty about the source of gas for the broad line
region or the mix of forces accounting for its internal motions, it is difficult to predict the
character of a broad line region subject to the combined gravity and ionization radiation of
two nearby AGN.
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Nonetheless, there have been many efforts to find SMBHBs by looking for line profiles
that might be described as a sum of more conventional profiles. Early work of this sort
has been reviewed by Popovic´ (2012). More recently, the focus has been on searches that
also look for profile time-dependence possibly attributable to a binary in which only one of
the two black holes is active (Tsalmantza et al. 2011; Eracleous et al. 2012; Shen et al. 2013;
Ju et al. 2013; Liu et al. 2014; Wang et al. 2017; Runnoe et al. 2017). This approach avoids
the problem of profiles superposed in velocity space, making it possible to search for smaller
time-dependent offsets; however, it is difficult for this method to distinguish shifts due to
orbital motion from shifts due to internal changes in the disposition of the emitting gas.
Similarly, it also avoids the problem of double illumination, but does not, however, mitigate
the problem posed by a merged gravitational potential. To date, several tens of candidates
have been monitored for a number of years: insisting on rigorous follow-up before declaring
them to be bona fide binaries, these searches have been able only to place upper bounds on
the frequency of supermassive binary black holes (SMBBHs) detectable by this method.
1.2. Proposed methods to identify supermassive binary black holes using EM
spectral signals
There are, however, other potential diagnostics of binarity that can be related in much
more specific fashion to the binary nature of the system. Two such were proposed by
Roedig et al. (2014). Both arise from a distinctive dynamical property of accreting binaries
in which ∼ 0.04 < q < 1, where the mass ratio q ≡ M2/M1: a very low density gap is
opened inside a radius from the binary center-of-mass ≈ 2a (MacFadyen & Milosavljevic´
2008; Roedig et al. 2011; Shi et al. 2012; Noble et al. 2012; D’Orazio et al. 2016). Narrow
streams enter this gap from the inner edge of the circumbinary disk. Matter with angular
momentum close to the circular-orbit angular momentum at r ≈ 2a suffers strong positive
torques from the binary and returns to the circumbinary disk; however, once it does, the
shock that occurs upon striking the inner edge deflects some of the gas to lower angular
momentum trajectories, and this gas falls inward (Shi & Krolik 2015), where it feeds a pair
of “minidisks”, small accretion disks orbiting each of the binary’s members. The mini-
disks extend only out to their tidal truncation radii, rT1,2 ≈ 0.3a(q
−0.3, q+0.3) (Paczynski
1977; Roedig et al. 2014). To make this system even more distinctively binary, the rate
at which matter reaches the minidisks is strongly modulated on periods comparable to the
binary orbital period (MacFadyen & Milosavljevic´ 2008; Shi et al. 2012; Farris et al. 2014;
Shi & Krolik 2015).
The first diagnostic created by this gap is a “notch” in the thermal disk spectrum.
– 6 –
Initial work on this topic (Roedig et al. 2012; Tanaka et al. 2012; Gu¨ltekin & Miller 2012;
Kocsis et al. 2012) downplayed light from the minidisks, either because they were omitted
from consideration or because they were thought to be dim. However, more recent simula-
tional work (Ryan & MacFadyen 2017; D’Ascoli et al. 2018; Tang et al. 2018; Bowen et al.
2019) has confirmed the view of Roedig et al. (2014) that they can radiate with substantial
luminosity. In an ordinary accretion disk, the light in the total disk spectrum at frequency
ν is emitted primarily by the band of radii in the disk at which the temperature T ∼ hν/kB.
Because there is little gas in the gap, it cannot provide an optically thick surface covering its
area to radiate at the temperatures that might have been found there if the binary were actu-
ally a single black hole of massM1+M2. Moreover, the 3D MHD simulations of Shi & Krolik
(2016) showed that such gas as there is is only weakly heated because, unlike the gas travers-
ing stable circular orbits in a conventional accretion disk, its flow is laminar, and internal
turbulent dissipation is very weak1. The energy that would be dissipated into heat while gas
moves inward from a depth in the potential ≈ G(M1 +M2)/2a to ≈ GM1,2/(0.3aq
±0.3) is
instead converted into heat once the gas arrives at the outer edges of the minidisks. How-
ever, once gas joins a minidisk, its inward drift yields energy that is radiated thermally in
the usual fashion. There is, in addition, some heat dissipated in the shock between torqued
stream gas and the inner edge of the circumbinary disk. Thus, the overall result is little
thermal output at the frequencies that would otherwise have been radiated from the radii in
the gap, but (not quite) normal accretion disk emission at frequencies both lower and higher.
The characteristic energy of the missing photons is kBT0 for
T0 ≡
(
3
8piσ
GMM˙
r3
)1/4
/kB ≃ 3.3× 10
4
[
m˙(ηacc/0.1)
−1M−18 (a/100rg)
−3
]1/4
K. (1)
Here M and M˙ are the total mass and accretion rate of the binary, kB is the Boltzmann
constant, ηacc is the radiative efficiency, and M is scaled to 10
8M⊙.
The second diagnostic is the direct result of the shocks created when the accretion
streams strike the outer edges of the minidisks. When the binary separation is . 3 × 103rg
(the binary gravitational radius rg ≡ GM/c
2), the immediate temperature achieved in these
shocks is & 100 keV. Electrons this hot readily cool by Compton upscattering the thermal
seed photons created at inner radii of the minidisks to hard X-ray energies. For two reasons,
the X-rays radiated from these shocks may have a spectrum even “harder” than those X-
rays created by accretion disk coronae near the ISCO. First, the ion temperature reached in
these shocks is very high; second, the local mean intensity of seed photons is smaller than
12D HD calculations assuming that a phenomenological “α” viscosity acts in the stream merely because
it has internal shear reach a different conclusion, as in Farris et al. (2015)
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in the coronae by roughly the ratio 0.3a/rISCO). In addition, the strong modulation of the
accretion rate across the gap should be directly translated into an equally strong modulation
of these hard X-rays because the Compton cooling time is quite short compared to the orbital
timescale2.
The goal of this paper is to quantify the number of such systems that might be observ-
able. We will do so by making use of the results of a galaxy evolution simulation with a large
enough comoving volume, (140 Mpc)3 that, over its entire history, formed ∼ 104 supermas-
sive black hole binaries. The total number of black holes (BHs) that existed at any point in
the simulation, i.e., that are given individual IDs, is a little over 4× 105. Some of them are
“lost” to mergers, while others are “lost” because their host galaxy has been disrupted. The
result is to bring the final number of BHs in galaxies at z = 0 to 3.5 × 104. This number
includes all BHs in the same galaxy if multiple BHs coexist at a given time. This simulation
also estimated the accretion rate onto these black holes, although its comparatively coarse
spatial resolution (∼ 1 kpc) makes these estimates rather uncertain. Despite this handicap,
it does a reasonably good job of matching the observed luminosity function of luminous
quasars, even while somewhat overestimating the quasar population at lower luminosities
(Volonteri et al. 2016). This portion of our approach resembles that of Kelley et al. (2018).
From the data of this simulation, we first construct the distribution function with respect
to total mass M , mass ratio q ≡ M2/M1, and accretion rate in Eddington units m˙ for the
rate at which supermassive black hole binaries are formed within a series of redshift slices.
The Eddington accretion rate is defined assuming a radiative efficiency of 10%. Because the
luminosity of both binary “signatures” may be written as a function of these three parameters
and the binary separation a, we can link the distribution function parameters to observed
flux. The population follows from the distribution function for the creation rate multiplied
by the system lifetime, but because the relevant luminosities are ∝ a−1, we can restrict our
census to binaries with small enough separation that their evolution is driven by gravitational
wave emission. Finally, by computing an appropriate integral over the distribution function,
it is possible to compute how many sources there are as a function of observed flux. We
complete the estimate by calibrating out the known bias of the simulation at bright fluxes.
2As noted by the referee, the absence of the notch, or of any spectral hardening in the 0.37 keV X-ray
band, has been used Foord et al. (2017) as a way to strengthen the ruling out of a binary candidate Liu et al.
(2018)
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2. Calculational Details
2.1. Counting supermassive black hole binaries in the galaxy evolution
simulation
To compute our predicted source count distribution for these two types of signals, we
begin with the Horizon-AGN simulation (Dubois et al. 2014). The Horizon-AGN simula-
tion is run with the Adaptive Mesh Refinement code ramses (Teyssier 2002) in a ΛCDM
cosmology with total matter density Ωm = 0.272, dark energy density ΩΛ = 0.728, ampli-
tude of the matter power spectrum σ8 = 0.81, baryon density Ωb = 0.045, Hubble constant
H0 = 70.4 km s
−1 Mpc−1, initial fluctuation power spectrum index ns = 0.967, all compatible
with WMAP-7 cosmology (Komatsu et al. 2011). The size of the box Lbox = 100 h
−1Mpc
with 10243 DM particles, which gives a dark matter mass resolution of 8×107M⊙. From the
level 10 coarse grid, a cell is refined (or unrefined) up to an effective resolution of ∆x = 1
proper-kpc (level 17 at z = 0) when the mass in a cell is more (or less) than 8 times that of
the initial mass resolution. The simulation includes prescriptions, described in more detail
in Dubois et al. (2014), for background UV heating, gas cooling including the contribution
from metals released by stellar feedback, star formation and feedback from stellar winds,
and type Ia and type II supernovae.
Black holes with an initial seed mass of 105M⊙ are created in cells where the gas
and stellar density exceeds the threshold for star formation, n0 = 0.1H cm
−3, and where
the stellar velocity dispersion is larger than 100 km s−1. To avoid multiple BHs forming
in the same galaxy, an exclusion radius of 50 comoving-kpc is used. A dynamical drag
mimicking dynamical friction exerted by gas on the black hole is included. To estimate
the accretion rate onto black hole, the simulation adopts a boosted Bondi-Hoyle-Lyttleton
formalism (Booth & Schaye 2009), but the rate is capped at a rate that would produce an
Eddington luminosity at a radiative efficiency of 10%. AGN feedback is a combination of two
different modes, the so-called radio mode operating when the luminosity falls below 1% of
the Eddington luminosity and the quasar mode otherwise. In the quasar mode, 15% of the
AGN luminosity is injected isotropically into the heat content of the 4 cells surrounding the
BH, while in the radio mode AGN energy is given to neighboring gas by a bipolar outflow
with velocity 104 km s−1, modeled as a cylinder of radius ∆x and height 2∆x weighted by a
kernel function
ψ (rcyl) =
1
2pi∆x2
exp
(
−
r2cyl
∆x2
)
, (2)
with rcyl the cylindrical radius. Mass is removed from the central cell and deposited in the
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cells enclosed by the jet at a rate M˙J proportional to the black hole mass accretion rate M˙•:
M˙J(rcyl) =
ψ(rcyl)
Ψ
ηJM˙• (3)
where Ψ is the integral of ψ over the cylinder and ηJ = 100 is the mass-loading factor
of the jet accounting for the mass entrained on unresolved scales (more details about the
implementation are given in Dubois et al. 2010 and Dubois et al. 2012).
From this simulation we extract the merging black holes and create a population of
binaries. In the simulation, black holes are merged when their separation falls below 4 cells
(4×1 kpc); to obtain more realistic properties for the binaries, we must therefore make some
adjustments. First, we assume that the actual mechanism of binary formation is for both
black holes to sink to the galactic center as dynamical friction against the stars removes their
orbital energy. If they follow circular orbits and the stars form an isothermal sphere, this
process takes a time (Binney & Tremaine 1987):
tdf = 0.672Gyr
(
a
4 kpc
)2 ( σ
100 km s−1
)(108M⊙
M2
)
1
log(1 +Mgal/M2)
, (4)
where σ and Mgal are the central velocity dispersion and mass of the galaxy hosting the
most massive black hole. M2 is the mass of the lighter black hole, and we have multiplied
the dynamical friction evolution timescale for circular orbits by a factor 0.3 to account for
typical cosmological orbits being non-circular (Taffoni et al. 2003; Volonteri et al. 2003). We
have not included a correction to the initial tdf due to the change in mass of the host galaxy
and the secondary black hole during that time. We further suppose that dynamical friction
continues to drive the evolution of the binary until additional processes, such as interaction
with a circumbinary disk, become competitive. We do not include these additional processes
here, but we note that they might introduce further delay (see Colpi 2014, for a review and
additional references). For each binary we record the masses of the two black holes, M1 and
M2, at the time when the merger “starts”, tin, i.e., when their separation falls below 4 cells
and the simulation merges the black holes, as well as at the later time tin + tdf . The latter
time defines the redshift z at which we consider the binary to be formed.
We emphasize that the dynamical friction time-delay very substantially modifies the
redshift distribution of the population we study (see Fig. 1), with the effect increasing for
smaller mass black holes. For black hole masses > 109M⊙, the “raw” creation rate per
unit redshift and the “delayed” rate are similar, both increasing steadily from z ∼ 2 to the
present, but the “delayed” rate is diminished by a factor ∼ 2 for z & 1.5. However, for
black hole masses in the range 108–109M⊙, although the “raw” rate is roughly constant from
z = 2.5 to the present, after application of tdf the rate is reduced by an order of magnitude
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or more for all z & 1, while the rate at z . 0.5 is augmented by a factor ≈ 2–3. In the range
between 107 and 108M⊙, the “raw” rate is also roughly constant as a function of z, but the
“delayed” rate is suppressed by more than an order of magnitude for z > 1. Below 107M⊙,
the rate goes from comparable to the rate for the heaviest black holes to essentially zero.
Because tdf can be long, mass-growth by gas accretion over this time can be non-
negligible, and the accretion rate will likely also differ significantly from that at tin. We
therefore use the simulation value for the total binary mass, M , at tin + tdf , while we con-
sider the mass ratio, q = M2/M1, unchanged from the beginning of the merger. We tested
that the results are not very sensitive to the mass ratio by using an alternative definition of
q = M2/(M −M2), where M is the mass extracted from the simulation at tin + tdf , while
M2 is the mass of the secondary at the earlier time tin. We also consider the accretion rate
of the binary to be the rate onto M , and draw it directly from the simulation at tin + tdf .
Given the resolution of the simulation, it is reasonable to assume that this is an estimate of
the mass available for accretion onto the binary, which is unresolved at 1 kpc resolution.
We calculated the gravitational wave strain at a frequency of 1 yr−1 to compare with
current upper limits on the stochastic background from Pulsar Timing Array (PTA) ex-
periments (Shannon et al. 2015; Lentati et al. 2015; Arzoumanian et al. 2018). We assumed
circular binaries, and follow Phinney (2001) and Sesana et al. (2008) in calculating the back-
ground from a population of sources, to obtain a strain of 1.89× 10−15, which is higher than
the 95% level upper limit of 10−15. As noted in the previous section and at the end of this
section, the simulation is known to overestimate the quasar population. It should therefore
also overestimate the binary population. We discuss at the end of this section how we deal
with this bias.
The list of binaries is restricted to systems that form a binary by z = 0, and all but 16
of these have final mass ≥ 107M⊙. This limitation on the mass range is caused by our adding
the dynamical friction timescale to the nominal creation time and insisting that tin + tdf is
less than the age of the Universe at z = 0: for low-mass black holes, the dynamical friction
timescale is long; consequently, during the interval tdf after tin they either grow to larger
mass or reach a time past the age of the Universe.
From this list of binaries, we estimate the distribution function of black hole binary cre-
ation rate per unit volume with respect to mass, mass ratio, and accretion rate, ∂3N˙/∂M∂q∂m˙,
doing so within a set of redshift slices. Because we wish to use this distribution function
within an integral, we evaluate it on a grid. In order to encompass the dynamic range of
mass and accretion rate, it is evenly-spaced in logM/M⊙ and log m˙, while it is evenly-spaced
in q. The grid’s range for logM/M⊙ is -6.5 to 9.5; for log m˙ it is -3. to 0.; for q it runs from
0.01 to 1.0. Labeling the cells in each parameters with i, j, and k, respectively, we use a
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Fig. 1.— Rate of binary production per unit comoving volume and redshift for four mass
bins. (Upper panel) Before allowance for the dynamical friction time-delay. (Lower panel)
After introduction of the dynamical friction time-delay.
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Gaussian kernel estimator (Rosenblatt 1956) to define the distribution function:
∂3N˙
∂ logM ∂ log m˙ ∂q
(logMi, log m˙j , qk) =
1
pi3/2V hMhm˙hq∆t
×∑
n
exp
{
− [(logMi − logMn)/hM ]
2 − [(log m˙j − log m˙n)/hm˙]
2 − [(qk − qn)/hq]
2
}
.(5)
The sum is over all the entries (indexed with n) in the list of binaries created in the redshift
slice. For the results shown here, the smoothing lengths hM , hm˙, hq are all set to 0.25. Their
exact values make little difference provided the grid in each parameter is fine enough to
resolve the associated smoothing length and the smoothing lengths chosen are not so great
as to eliminate genuine structure in the simulation data (Rosenblatt (1956) recommends
smoothing lengths of order the expected gradient scales). This smoothing serves multiple
purposes: it represents the uncertainties associated with the simulation data; it ensures that
the distribution function varies on physically plausible scales rather than the much shorter
scales that its sparse sampling would create without smoothing; and it reduces fluctuations
due to small numbers of binaries in the less-populated regions of parameter space. The
comoving volume of the simulation volume is V , while the duration of the redshift slice is
written as ∆t.
2.2. Computing the source count distribution
For thinking about the potential observability of these systems, the most useful pop-
ulation quantity is the source count distribution dN/dF . In this context, the definition
of “observed flux F” needs some refinement because the features making these binaries
distinctive pertain to portions of the luminosity, not the total luminosity. Therefore, we
define F as the “relevant” flux. For the hard X-ray signal, it is the observed flux from the
stream–minidisk shocks, whose luminosity we estimate by (m˙LE/ηacc)(M)(rg/a) because
that is approximately the rate at which matter delivers kinetic energy to the shocks. For
the “notch”, the feature is absent flux, so its detectability must be measured in terms of
the flux of the adjacent regions of the spectrum. Moreover, the notch may be broad enough
in wavelength that any single observation may detect only the long-wavelength cut-off or
the short-wavelength recovery. In order to discuss both cases in a unified manner, we—
very crudely—estimate the relevant luminosity as the same luminosity available to the hard
X-rays because that is the scale of the power not radiated thermally in the gap.
With this definition, the source count distribution for either signal due to a specific
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redshift slice is given by
dN
dF
(z) = 4pir2co(z)∆rcol
3
0
∫
d logM
∫
d log m˙
∫
dq
∫ amax/rg
amin/rg
d(a/rg)
dt
da/rg
×
∂3N˙
∂ logM∂ log m˙∂q
δ
[
F −
m˙LE(M)
4piD2Lηacc
rg
a
]
, (6)
where
dt
da/rg
= (5/64)(a/rg)
3[(1 + q)2/q](rg/c) (7)
when the binary’s evolution is due entirely to gravitational radiation. The volume of the
slice is determined by its dimensionless co-moving radius rco and the Hubble length l0.
The δ-function can be used to evaluate the integral over a/rg. Its zero is found at
a∗
rg
=
m˙LE(M)
4piD2LηaccF
, (8)
but integrating with respect to a/rg introduces a multiplicative factor ∝ (a/rg)
2. If a∗/rg
lies outside the permitted range, the local integrand becomes zero. Because the time per
change in separation is itself ∝ (a/rg)
3, the integral becomes
dN
dF
(z) = 4pir2co(z)∆rcol
3
0
∫
d logM
∫
d log m˙
∫
dq
∂3N˙
∂ logM∂ log m˙∂q
× (5/64)(a∗/rg)
5[(1 + q)2/q](rg/c)(4piD
2
Lηacc)/ [m˙LE(M)] .(9)
Writing LE(M) = LE⊙M and rg = rg⊙M forM the binary mass in M⊙ units, the result is
dN
dF
(z) =
5
4
pi2r2co(z) ∆rcol
3
0
rg⊙
c
D2Lηacc
LE⊙
∫
d logM
∫
d log m˙
×
∫
dq
∂3N˙
∂ logM∂ log m˙∂q
(a∗/rg)
5 (1 + q)
2
qm˙
. (10)
This is computationally the most efficient form to use because one needs to find a∗/rg
explicitly in order to compare it to the limits on a/rg, but there is no need to present its
dependence on M and m˙ explicitly. On the other hand, it can also be conceptually useful
to do so. In this form, we have
dN
dF
(z) =
5
46pi3
r2co(z) ∆rcol
3
0
rg⊙
c
(
LE⊙
D2LηaccF
)4
F−1
∫
d logM
∫
d log m˙
×
∫
dq
∂3N˙
∂ logM∂ log m˙∂q
(1 + q)2
q
M5m˙4. (11)
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What is learned from this form is that there is a very steep overall dependence on flux,
∝ F−5, but it can potentially be curbed by the equally steep, but positive, dependence on
m˙ and M .
Once the source counts associated with an individual redshift slice are computed, the
total dN/dF can be found simply by summing them because each represents the number
of objects in the entire sky within a range of redshifts. What we will present in the next
section is the cumulative distribution, N(> F ) ≡
∫
F
dF ′dN/dF ′.
The distinction between the X-ray counts and the “notch” counts enters in the deter-
mination of the limits on a/rg. We impose absolute limits in both cases. On the one hand,
amin/rg can be no smaller than 15 because thinking in terms of distinct minidisks is no longer
appropriate when the binary separation is so small—the outer edges of the minidisks are not
that far outside their ISCOs. On the other, we accept no values of a/rg larger than 1000
because the available energy for these two binarity signals becomes very small and because
at larger separations it is increasingly unlikely that gravitational radiation controls the life-
time of the system. In particular, at larger separations accretion may influence the orbital
evolution of binaries. Unfortunately, its net effect remains unclear—even its sign is debated
(MacFadyen & Milosavljevic´ 2008; Shi et al. 2012; Tang et al. 2017; Miranda et al. 2017;
Mun˜oz et al. 2019; Moody et al. 2019)—but its characteristic timescale can become compa-
rable to or shorter than the gravitational radiation timescale when M7m˙(a/1000rg)
4 & 10
(Haiman et al. 2009; Fontecilla et al. 2019). Because we choose a/rg ≤ 1000 and the great
majority of our objects have m˙ . 0.1, this condition is satisfied by an extremely small
fraction of our sample. The upper limit on a/rg is associated with a lifetime at that
separation ≃ 1.3 × 106[(1 + q)2/q]M8(a/10
3rg)
4 yr; the lifetime at the lower limit is only
22[(1 + q)2/q]M8(a/15rg)
4 d. These are the only limits on a/rg applied to the X-ray counts.
However, the notch situation is more complex. Here, another condition applies in addi-
tion to the same absolute separation limits imposed in the X-ray case. To see this signature
of binarity, either the low-energy cut-off or the high-energy recovery must appear in the
NIR/optical/UV band; Roedig et al. (2014) find that these features are found at rest-frame
photon energies ≈ kT0 and 10kT0, respectively. Consequently, we define the feature as “ob-
servable” if either kT0/(1 + z) or 10kT0/(1 + z) lies between 1 and 10 eV (i.e., 1.2 µm and
1200 A˚). With this definition, it is essentially impossible for both to fall within this range.
Taking the scaling for disk surface temperature applicable when the boundary condition and
relativistic correction factors are close to unity (i.e., T ∝ r−3/4), there is a contribution to
the counts whenever the inequality
8.7× 103[Q/(1 + z)]4/3(m˙/M)1/3 < a/rg < 1.9× 10
5[Q/(1 + z)]4/3(m˙/M)1/3 (12)
is satisfied for either Q = 1 or Q = 10.
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The final step in our procedure is to adjust both source count distributions for the known
biases in the Horizon-AGN simulation which, as noted above, overestimates the luminosity
function of AGN in some luminosity/redshift ranges. To do so, we compute the ratio of our
predicted binary source counts to the AGN source counts also predicted by this simulation.
We then apply this ratio to the observed AGN source counts as measured in the Chandra
deep field (Lehmer et al. 2012). The result is our best estimate of the actual source counts
for our two diagnostics.
2.3. The orbital period and redshift distributions as functions of flux
In addition to this prediction of how many of these systems might be seen at observable
flux levels, it is also of interest to predict their distributions in observed orbital period and
redshift: both are potentially measurable. Our formalism for predicting both distributions
is very similar conceptually to the one used for the source counts, but differs in detail.
We begin with the orbital period distribution, for which the quantity of interest is
∂2N/∂F∂Porb rather than dN/dF . The integral of Eqn. 6 is therefore subject to an addi-
tional δ-function, δ
[
Porb − 2pi(1 + z)(a/rg)
3/2rg/c
]
. If the δ-function in flux is applied to
the integral over a/rg as done before, the δ-function in period must then be applied to the
integral over logM . To evaluate both integrals over the δ-functions, one uses the form∫
ds
∫
dt δ[x−f(s, t)]δ[y−g(s, t)] =
∫
ds
∫
dt δ[s−s∗(x, y)]δ[t−t∗(x, y)]|∂(x, y)/∂(s, t)|
−1,
(13)
where s∗ and t∗ are the solution to the joint constraints imposed by the δ-functions, and
|∂(x, y)/∂(s, t)| is the determinant of the Jacobian. The result is then
∂2N
∂F∂Porb
(z) =
0.43pi
4(1 + z)
r2co(z)∆rcol
3
0
rg⊙
c
D2Lηacc
LE⊙
∫
d log m˙
∫
dq
∂3N˙
∂ logM∂ log m˙∂q
(a∗/rg)
7/2 1
rg∗
(1 + q)2
qm˙
,
(14)
where rg∗ is, like a∗/rg, the value picked out by the δ-function, and the distribution function
is evaluated at logM∗. In this case, a∗/rg = (m˙Porb/2piηκTF )
2/5 (c2/DL)
4/5 (subject to the
cut-offs) and GM∗ = [(PorbDL)
2(cηκTF )
3/(2pi)2]
1/5
. The quantity ∂2N/∂F∂Porb may then
be interpreted as the probability density with respect to observed orbital period at fixed
flux.
We define the redshift distribution for fixed flux in very similar fashion. It is
df
dz
(F ) ≡
[
∂2N
∂ lnF∂z
]
/
[
dN
d lnF
]
. (15)
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It is particularly easy to compute from our data because our lists of binaries are compiled
for separate redshift slices. The above ratio can then be computed by taking the ratio of the
source count distribution in each slice to the total source count distribution.
3. Results
To estimate the binary creation rate distribution function, we divided the simulation’s
list of binaries into redshift slices with width ∆z = 0.2, from z = 2.0 to z = 0.4. From
z = 0.4 to z = 0, the slices were finer, ∆z = 0.1. Doing so yielded several thousand binaries
in each slice, enough to define a distribution function reasonably well, while keeping the
slices narrow enough that the approximation of placing all binaries at the same luminosity
distance (corresponding to the central redshift of the slice) is reasonable.
Because we have included a lengthy delay for the actual formation of the binary (the
dynamical friction time tdf), the total number of binaries per unit redshift increases steadily
from z = 2 until it reaches a roughly constant rate between z = 0.4 and z = 0.1, and drops
thereafter (see also Fig. 1). The number per redshift at the time of maximum production is
∼ 3× the number at z = 1. However, as shown in Figure 2, the mean mass of the binaries
falls slightly over time, declining from ≃ 108.6M⊙ at z = 2 to ≃ 10
8.2M⊙ by z = 0.4, while the
breadth of the mass distribution widens. At the same time, the accretion rate distribution
shifts downward by roughly an order of magnitude. Because luminosity is ∝ Mm˙, the net
result is to place more binaries at low redshift, while they are intrinsically brighter at higher
redshift.
At the highest redshifts we simulated, mass-ratio and mass are almost independent, but
for z . 1, there is a strong anticorrelation between mass and mass-ratio (Fig. 3). At these
later times, binaries with lower masses have mass-ratios close to unity, while in higher-mass
systems q is more likely to be ≈ 0.1–0.2. The trend in between is almost linear in terms of
q vs. logM and steepens with decreasing redshift. Because the total mass of the binary is
dominated by the primary, this trend suggests that if a binary is formed with one black hole
of mass M , the probability distribution for the other mass reflects the mass function for all
supermassive black holes, in which smaller masses outnumber larger masses.
These distribution functions lead to the cumulative source count functions N(> F )
shown in Figure 4. In evaluating these predicted source counts, it is important to recognize
that they should be given sizable uncertainty. Both the simulations and the dynamical
arguments supporting the two binarity signatures contain significant systematic errors. We
do not show numbers for fluxes greater than 2× 10−13 erg cm2 s−1 because statistical errors
– 17 –
Fig. 2.— Distribution function of binary creation rate per 106 Mpc3 (co-moving) per the
time associated with ∆z for the redshift slice, per logM per log m˙ (i.e., integrated over
mass-ratio). The contours are logarithmic in number density, and the colorscale is uniform
across all panels. From left to right and then top to bottom, these show the redshift slices
1.8–2.0, 1.2–1.4, 0.6–0.8, and 0.2–0.3.
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Fig. 3.— Distribution function of binary creation rate per 106 Mpc3 (co-moving) per the
time associated with ∆z for the redshift slice, per logM per q (i.e., integrated over m˙). The
contours are logarithmic in number density. From left to right and then top to bottom, these
show the redshift slices 1.8–2.0, 1.2–1.4, 0.6–0.8, and 0.2–0.3.
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(in both the simulation data and the existing all-sky X-ray surveys) become too large. We
likewise cut off the predicted distribution at 5×10−16 erg cm s−2 because both the simulation
data and the normalizing observational data have larger errors at lower fluxes.
Nonetheless, as these curves show, even at fluxes above ∼ 10−13 erg cm−2 s−1 we expect
significant numbers—∼ 102—of detectable supermassive binary black holes to exist, even
though they represent only a small fraction of the total population of accreting black holes
(∼ 10−4 for X-ray flux ∼ 10−13 erg cm−2 s−1). The predicted numbers of systems with both
signatures, hard X-ray and “notch”, are very similar for the higher flux sources because for
those fluxes the wavelengths of the notch edges are nearly always in the observable range;
consequently, the primary requirement for observability of the “notch” and the hard X-
ray component is the flux associated with either feature. At lower fluxes, the predicted
population of “notches” falls below that of the hard X-ray cases, but by less than an order
of magnitude even at ∼ 1× 10−15 erg cm−2 s−1.
In the high-flux range where the two curves are close, d lnN/d lnF falls from ≃ −2
for F > 10−13 erg cm−2 s−1 to ≃ −0.9 between 10−13 and 10−14 erg cm−2 s−1. The slope
becomes even shallower at lower fluxes, particularly for the notch signal. A progressively
shallower slope for N(> F ) as F decreases would result from cosmological kinematics alone
if the luminosity function per comoving volume were constant: the co-moving radius per unit
redshift declines with increasing redshift (it is ∝ (1 + z)−3/2 in a flat and matter-dominated
Universe), and the luminosity distance per unit co-moving radius increases ∝ (1 + z). In
addition, as we have seen in examining the redshift-evolution of the distribution functions,
the density of high luminosity sources increases with redshift up to z ≃ 0.5–1, but decreases
rapidly at greater redshift.
The decline in total merger rate toward greater distance is not, however, the whole story.
As Figure 2 shows, the number of systems with relatively large accretion rate (m˙ ∼ 0.1)
decreases slowly with distance, as expected in a cosmological context, where black hole
activity decreases in strength as galaxies become progressively poorer in gas. On the other
hand, the characteristic mass increases with distance; this may seem counterintuitive because
black hole masses increase with time. The reason is related to the inclusion of the dynamical
friction timescale. The lighter black holes that start their orbital decay at higher redshift
have longer dynamical friction timescales, and therefore do not become bound in a binary
until later than more massive black holes that start their orbital evolution at the same
time. This combination of the evolution of binary mass and accretion rate implies that high
luminosity sources (L ∝ m˙M) can be found out to rather greater distances than the average
system.
These trends are illustrated in a different way in Figure 5, where we plot df
dz
(F ), the red-
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Fig. 4.— Predicted source counts N(> F ) for the hard X-ray binary signature (solid curve)
and the “notch” signature (dashed curve).
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shift probability density for a given flux. For both signals, most of the potentially observable
cases have redshifts in the range 0.6 ≤ z . 1, but the notch redshift distribution extends
≃ 0.2 higher in redshift than the X-ray distribution. In both cases, the brightest flux objects
are concentrated at z ≃ 1.5, but this may be an artifact of small-number statistics: these
peaks can be attributed to the influence of only 2–3 binaries in the simulations.
As already noted, our method also predicts the distribution of orbital periods found in
association with these signatures. In particular, the distribution of orbital periods (in the
observed frame) as a function of flux can be described by the probability density of systems
having a given period when they are detected with hard X-rays of flux F . The quantity
[df/d lnPorb](F ) is displayed in Figure 6. The range of orbital periods is capped at ≈ 300 yr
because we impose a maximum system mass of 3.16 × 109M⊙ and a maximum separation
a/rg = 10
3. Across the range of fluxes examined, the peak of the probability distribution is
in the range ≃ 50–200 yr, rising slightly toward higher fluxes. However, at all fluxes, there is
a broad tail to shorter periods. The fraction having periods more easily measured on human
timescales (i.e., < 5 yr) is ≃ 10%.
4. Potential Observability
Published large-area surveys in hard X-rays (> 2 keV) (e.g., the RXTE [Revnivtsev et al.
(2004)] and XMM [Warwick et al. (2012)] slew surveys) had flux limits∼ 1×10−11 erg cm−2 s−1,
well above the level at which we predict the numbers of SMBBHs. However, the all-sky
eRASS:8 survey planned for eROSITA (planned launch date mid-2019) is expected to have a
flux limit at 1.6× 10−13 erg cm−2 s−1 for point sources in the 2–10 keV band (Merloni et al.
2012). Thus, eROSITA could potentially see large numbers of these objects if they could be
distinguished from ordinary AGN either by possessing unusually hard spectra or by exhibit-
ing periodic modulation.
There is a similarly positive prospect for discovering “notch” sources in the near future.
A V-band flux ≃ 10−13 erg cm−2 s−1 corresponds to mV ≃ 18, 1–2 magnitudes brighter
than, for example, the original SDSS flux limit for quasar spectroscopy. Thus, even within
the original SDSS Quasar Survey (covering ≃ 1/4 of the sky), there might be ∼ 100 “notch”
sources. Moreover, the plan for SDSS-V (Kollmeier et al. 2017) includes coordination of its
survey with that of eROSITA: an SDSS-V spectrum will be acquired for every accreting
supermassive black hole identified by eROSITA. Thus, it will be possible to examine all the
objects in this shared sample for both signals. There is, however, the additional difficulty
that by virtue of the notch’s existence, the observable flux of the system is diminished; if
the notch edge occurs in the middle of the spectrum and νFν is flat across the range of the
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Fig. 5.— Fractional distribution in redshift for the brighter end of the source count distri-
bution with linear color contours. (Top) X-ray signatures. (Bottom) “Notch” signatures.
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Fig. 6.— Logarithm (base 10) of the orbital period probability density df/d lnPorb as a
function of hard X-ray flux F .
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spectrum, the observed magnitude is made ≃ 0.7 mag fainter.
Compared to the general population at the same redshift and in the same flux range,
binaries have higher masses. This is the result of two effects. First, a higher merger rate for
more massive halos, which host more massive galaxies and therefore more massive black holes,
implies a larger primary black hole mass. Second, the dynamical friction timescale is inversely
proportional to the mass of the infalling black hole, so binary formation preferentially selects
relatively massive secondary black holes. By contrast, the accretion rate, compared at the
same redshift and in the same flux range, is lower than in the general population, except
at z < 0.6. This fact follows from binaries being typically very massive: at a given redshift
the mean accretion rate decreases for increasing BH mass (see Fig. 14 in Volonteri et al.
2016). If information on the host galaxies is available, our model suggests therefore that at
a given flux level for an AGN, the most massive galaxies have a higher probability of hosting
a binary, but they may be somewhat fainter than the mean isolated AGN in the same sort
of galaxy.
The simulation adopted here is not ideal for studying LISA sources because the sensi-
tivity curve peaks at masses < 107M⊙, although it should be able to see events with mass in
our range (e.g., Mtotal = 5× 10
7M⊙ with q = 0.2 out to z ∼ 10: Amaro-Seoane et al. 2017).
Simulations with finer mass and spatial resolution are therefore required in order to define
the population of LISA sources having these EM signatures. For this reason, we have also
conducted a smaller-volume, higher-resolution simulation whose black hole mass range ex-
tends to . 104M⊙ (Dubois et al. in prep.). Because of its smaller volume (a sphere 10 Mpc
in co-moving radius), it contains only ∼ 10 supermassive black hole binaries per redshift
slice, and therefore suffers badly from the fluctuations of small samples. It also extends only
to z = 0.6, so it cannot provide any nearby systems. Nonetheless, analysis of the sort we
carried out on our primary, higher-mass, sample indicates that there could be & 100 binaries
with masses in the LISA range and notch or X-ray signals with flux ∼ 10−15 erg cm−3 s−1.
An extension of this simulation to lower redshift would likely populate the higher-flux range
at some level.
On the other hand, the binaries we have analyzed in this paper, with their high masses
(> 107M⊙) and low redshift (z < 2), are ideal counterparts for PTA experiments. The range
of orbital periods for PTA targets overlaps significantly with the range for our systems: a
period of 1 yr corresponds to a system with a ≃ 500M
−2/3
8 rg, and, as we have shown,
although only a minority of the brighter systems will have periods this short, it is not a tiny
minority. Because candidate SMBBHs discovered through either the hard X-ray or “notch”
signatures would have very well-defined locations in the sky, and perhaps in some cases well-
defined orbital periods, the PTA detection threshold should be considerably lower than in a
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blind search: the statistical quality of parametric fits is greatly improved by diminishing the
volume of acceptable parameter space. PTA sensitivity could also be enhanced by identifying
additional pulsars in the directions most needed for better S/N on specific candidate systems.
5. Conclusions
We have employed simulations in which galaxy and supermassive black hole evolution
are coupled to predict the population of supermassive binary black hole systems potentially
identifiable through their distinct electromagnetic signatures. In particular, we have focused
on two such signatures—a “notch” in the IR/optical/UV spectrum, and a periodically-
modulated hard X-ray component—because they are features unique to binary accreting
supermassive black holes, as opposed to single accreting supermassive black holes, i.e, ordi-
nary AGN. They are, in addition, most readily visible when the binary separation is relatively
close, but not quite in the immediately pre-merger state, i.e., 15 . a/rg . 10
3 (to see the
“notch” signal, there is a further restriction on a/rg, but its effect partially duplicates the
primary constraint. These separations correspond to coalescence times from 0.12M8 yr to
2.4× 106M8 yr.
Although these estimates are subject to a number of uncertainties, they indicate that
there may be enough systems exhibiting one or both of these signals to make searches
worthwhile. There may be ∼ 102 of each with fluxes in the bands containing the signal
& 10−13 erg cm−2 s−1. This flux is well above the minimum for inclusion in, for example,
the SDSS quasar spectroscopic sample, and it roughly matches the flux limit for the all-
sky eRASS:8 survey planned for eROSITA. The source count curves for both signals are
relatively shallow (d lnN/d lnF ∼ −1) because, due to the long time required to produce
such a binary, they may be predominantly found at modest redshift (0.5 . z . 1).
Their period distribution also makes them susceptible to observation. Although most are
about an order of magnitude too long for convenient human study (∼ 100 yr), an interesting
fraction (∼ 10%) have periods . 5 yr. The shorter period systems are also in the range that
can be probed by PTA experiments, providing a potentially important synergy.
Thus, there is a reasonable prospect that searches based on spectral features will be the
first avenue to unveil the supermassive binary black hole population.
– 26 –
Acknowledgements
This work was partially supported by NSF grants AST-1516299 and AST-1715032
(JHK). It was also partially supported by a grant from the Simons Foundation (559794,
JHK). MV acknowledges funding from the European Research Council under the Euro-
pean Community’s Seventh Framework Programme (FP7/2007-2013 Grant Agreement no.
614199, project “BLACK”). MV thanks Siyuan Chen and Alberto Sesana, and JHK thanks
Sarah Burke-Spolaor for discussions on PTA limits. JHK also thanks the organizers of
his colloquia at Hebrew University and Ben-Gurion University, where questions raised by
audience-members stimulated his work on this project. We are grateful to Cole Miller for
asking several insightful questions.
REFERENCES
Amaro-Seoane, P., Audley, H., Babak, S., et al. 2017, arXiv e-prints, arXiv:1702.00786
Arzoumanian, Z., Brazier, A., Burke-Spolaor, S., et al. 2018, The Astrophysical Journal
Supplement Series, 235, 37
Bansal, K., Taylor, G. B., Peck, A. B., Zavala, R. T., & Romani, R. W. 2017, ApJ, 843, 14
Binney, J., & Tremaine, S. 1987, Galactic dynamics
Bogdanovic´, T., Eracleous, M., & Sigurdsson, S. 2009, New A Rev., 53, 113
Booth, C. M., & Schaye, J. 2009, MNRAS, 398, 53
Bowen, D. B., Mewes, V., Noble, S. C., et al. 2019, arXiv e-prints, arXiv:1904.12048
Charisi, M., Bartos, I., Haiman, Z., et al. 2016, MNRAS, 463, 2145
Chen, K., Halpern, J. P., & Filippenko, A. V. 1989, ApJ, 339, 742
Colpi, M. 2014, Space Sci. Rev., 183, 189
D’Ascoli, S., Noble, S. C., Bowen, D. B., et al. 2018, ApJ, 865, 140
D’Orazio, D. J., Haiman, Z., Duffell, P., MacFadyen, A., & Farris, B. 2016, MNRAS, 459,
2379
Dorn-Wallenstein, T., Levesque, E. M., & Ruan, J. J. 2017, ApJ, 850, 86
Dubois, Y., Devriendt, J., Slyz, A., & Teyssier, R. 2010, MNRAS, 409, 985
– 27 –
—. 2012, MNRAS, 420, 2662
Dubois, Y., Pichon, C., Welker, C., et al. 2014, MNRAS, 444, 1453
Eracleous, M., Boroson, T. A., Halpern, J. P., & Liu, J. 2012, ApJS, 201, 23
Farris, B. D., Duffell, P., MacFadyen, A. I., & Haiman, Z. 2014, ApJ, 783, 134
—. 2015, MNRAS, 446, L36
Fontecilla, C., Haiman, Z., & Cuadra, J. 2019, MNRAS, 482, 4383
Foord, A., Gu¨ltekin, K., Reynolds, M., et al. 2017, ApJ, 851, 106
Graham, M. J., Djorgovski, S. G., Stern, D., et al. 2015a, Nature, 518, 74
—. 2015b, MNRAS, 453, 1562
Gu¨ltekin, K., & Miller, J. M. 2012, ApJ, 761, 90
Haiman, Z., Kocsis, B., & Menou, K. 2009, ApJ, 700, 1952
Hayasaki, K., Mineshige, S., & Sudou, H. 2007, PASJ, 59, 427
Ju, W., Greene, J. E., Rafikov, R. R., Bickerton, S. J., & Badenes, C. 2013, ApJ, 777, 44
Kelley, L. Z., Haiman, Z., Sesana, A., & Hernquist, L. 2018, arXiv e-prints, arXiv:1809.02138
Kocsis, B., Haiman, Z., & Loeb, A. 2012, MNRAS, 427, 2680
Kollmeier, J. A., Zasowski, G., Rix, H.-W., et al. 2017, arXiv e-prints, arXiv:1711.03234
Komatsu, E., Smith, K. M., Dunkley, J., et al. 2011, ApJS, 192, 18
Kormendy, J., & Ho, L. C. 2013, ARA&A, 51, 511
Kovacˇevic´, A. B., Pe´rez-Herna´ndez, E., Popovic´, L. Cˇ., et al. 2018, MNRAS, 475, 2051
Lehmer, B. D., Xue, Y. Q., Brandt, W. N., et al. 2012, ApJ, 752, 46
Lentati, L., Taylor, S. R., Mingarelli, C. M. F., et al. 2015, Monthly Notices of the Royal
Astronomical Society, 453, 2576
Liu, T., Gezari, S., & Miller, M. C. 2018, ApJL, 859, L12
Liu, T., Gezari, S., Heinis, S., et al. 2015, ApJL, 803, L16
– 28 –
Liu, T., Gezari, S., Burgett, W., et al. 2016, ApJ, 833, 6
Liu, X., Shen, Y., Bian, F., Loeb, A., & Tremaine, S. 2014, ApJ, 789, 140
MacFadyen, A. I., & Milosavljevic´, M. 2008, ApJ, 672, 83
McConnell, N. J., & Ma, C.-P. 2013, ApJ, 764, 184
Merloni, A., Predehl, P., Becker, W., et al. 2012, arXiv e-prints, arXiv:1209.3114
Mezcua, M. 2017, International Journal of Modern Physics D, 26, 1730021
Miranda, R., Mun˜oz, D. J., & Lai, D. 2017, MNRAS, 466, 1170
Moody, M. S. L., Shi, J.-M., & Stone, J. M. 2019, ApJ, 875, 66
Mun˜oz, D. J., Miranda, R., & Lai, D. 2019, ApJ, 871, 84
Nguyen, K., Bogdanovic, T., Runnoe, J. C., et al. 2018, arXiv e-prints, arXiv:1807.09782
Noble, S. C., Mundim, B. C., Nakano, H., et al. 2012, ApJ, 755, 51
Paczynski, B. 1977, ApJ, 216, 822
Phinney, E. S. 2001, arXiv Astrophysics e-prints, astro-ph/0108028
Popovic´, L. Cˇ. 2012, New A Rev., 56, 74
Press, W. H. 1978, Comments on Astrophysics, 7, 103
Reines, A. E., Greene, J. E., & Geha, M. 2013, ApJ, 775, 116
Revnivtsev, M., Sazonov, S., Jahoda, K., & Gilfanov, M. 2004, AAP, 418, 927
Richstone, D., Ajhar, E. A., Bender, R., et al. 1998, Nature, 395, A14
Rodriguez, C., Taylor, G. B., Zavala, R. T., et al. 2006, ApJ, 646, 49
Roedig, C., Dotti, M., Sesana, A., Cuadra, J., & Colpi, M. 2011, MNRAS, 415, 3033
Roedig, C., Krolik, J. H., & Miller, M. C. 2014, ApJ, 785, 115
Roedig, C., Sesana, A., Dotti, M., et al. 2012, AAP, 545, A127
Rosenblatt, M. 1956, The Annals of Mathematical Statistics, 27, 832
Runnoe, J. C., Eracleous, M., Pennell, A., et al. 2017, MNRAS, 468, 1683
– 29 –
Ryan, G., & MacFadyen, A. 2017, ApJ, 835, 199
Sesana, A., Vecchio, A., & Colacino, C. N. 2008, MNRAS, 390, 192
Shannon, R. M., Ravi, V., Lentati, L. T., et al. 2015, Science, 349, 1522
Shen, Y., Liu, X., Loeb, A., & Tremaine, S. 2013, ApJ, 775, 49
Shen, Y., & Loeb, A. 2010, ApJ, 725, 249
Shi, J.-M., & Krolik, J. H. 2015, ApJ, 807, 131
—. 2016, ApJ, 832, 22
Shi, J.-M., Krolik, J. H., Lubow, S. H., & Hawley, J. F. 2012, ApJ, 749, 118
Taffoni, G., Mayer, L., Colpi, M., & Governato, F. 2003, MNRAS, 341, 434
Tanaka, T., Menou, K., & Haiman, Z. 2012, MNRAS, 420, 705
Tang, Y., Haiman, Z., & MacFadyen, A. 2018, MNRAS, 476, 2249
Tang, Y., MacFadyen, A., & Haiman, Z. 2017, MNRAS, 469, 4258
Teyssier, R. 2002, AAP, 385, 337
Tsalmantza, P., Decarli, R., Dotti, M., & Hogg, D. W. 2011, ApJ, 738, 20
Volonteri, M., Dubois, Y., Pichon, C., & Devriendt, J. 2016, MNRAS, 460, 2979
Volonteri, M., Haardt, F., & Madau, P. 2003, ApJ, 582, 559
Wang, L., Greene, J. E., Ju, W., et al. 2017, ApJ, 834, 129
Warwick, R. S., Saxton, R. D., & Read, A. M. 2012, AAP, 548, A99
This preprint was prepared with the AAS LATEX macros v5.2.
