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Abstract
In the light of the fact that the stochastic gradient descent (SGD) often finds a flat
minimum valley in the training loss, we propose a novel directional pruning method
which searches for a sparse minimizer in that flat region. The proposed pruning
method is automatic in the sense that neither retraining nor expert knowledge
is required. To overcome the computational formidability of estimating the flat
directions, we propose to use a carefully tuned `1 proximal gradient algorithm
which can provably achieve the directional pruning with a small learning rate after
sufficient training. The empirical results show that our algorithm performs com-
petitively in highly sparse regime (92% sparsity) among many existing automatic
pruning methods on the ResNet50 with the ImageNet, while using only a slightly
higher wall time and memory footprint than the SGD. Using the VGG16 and the
wide ResNet 28x10 on the CIFAR-10 and CIFAR-100, we demonstrate that our
algorithm reaches the same minima valley as the SGD, and the minima found by
our algorithm and the SGD do not deviate in directions that impact the training
loss.
1 Introduction
Deep neural networks (DNNs), after properly trained, provide the state-of-the-art performance in
various domains. Overparameterization is a common practice in modern deep learning, which
facilitates better expressive power and faster convergence. On the other hand, overparameterization
makes DNN exceedingly large, especially for large-scale tasks. For example, the ImageNet [10, 51]
may need billions of parameters [4] to become sufficiently overparameterized. As the number of
parameters in DNN is growing fast, the cost to deploy and process large DNNs can be prohibitive on
devices with low memory/processing resources or with strict latency requirements, such as mobile
phones, augmented reality devices and autonomous cars. Many achievements have been made in
shrinking the DNN while maintaining accuracy, and the MIT Technological Review lists the “tiny AI”
as one of the breakthroughs in 2020 [1].
Among many methods for shrinking DNN, sparse DNN has attracted much attention. Here, sparsity
refers to the situation that most model parameters are zero in a DNN. Sparse DNN not only requires
less memory and storage capacity, but also reduces inference time [9]. One of the popular ways to get
∗Corresponding author.
Preprint. Under review.
ar
X
iv
:2
00
6.
09
35
8v
1 
 [c
s.L
G]
  1
6 J
un
 20
20
sparse DNNs is magnitude pruning [27, 26, 42, 61, 39, 17, 18, 19]. Magnitude pruning first learns
the model parameters with an optimizer, e.g. stochastic gradient descent (SGD), and then prunes
based on the learned magnitude of parameters with an a priori threshold. However, determining a
threshold requires some expert knowledge and trial-and-error, as a principle for setting the threshold
is not available. In addition, naïvely masking parameters usually worsens the training loss and testing
accuracy. Hence, retraining is needed for the pruned network to regain a similar performance as
the dense network [27]. Unfortunately, retraining as an additional step requires some care [17] and
additional computation.
1.1 Directional pruning
In this paper, we try to answer when a coefficient can be pruned without paying the price of increasing
the training loss, and how we can prune based on this. These answers rely on the local geometry of
the DNN loss function `(w), where w denotes the parameters.
Suppose that wSGD ∈ Rd, the parameter trained by the SGD, has reached a valley of minima. Hence,
∇`(wSGD) ≈ 0. The Hessian ∇2`(wSGD) has multiple nearly zero eigenvalues [52, 53, 21, 47],
and the directions associated with these eigenvalues are the flat directions on the loss landscape.
Perturbation in these directions causes little change in the training loss by the second order Taylor
expansion of `(w) around wSGD. We denote the subspace generated by these directions as P0.
Following [36, 29], pruning wSGD can be viewed as a perturbation of wSGD:
wSGD −A · sign(wSGD). (1)
Here, sign(wSGD) ∈ {−1, 1}d is the sign vector of wSGD and A is a diagonal matrix with 0 ≤
Ajj ≤ |wSGDj | for j = 1, . . . , d. The jth coefficient is pruned if Ajj = |wSGDj |. For example, in a
2D illustration in the left panel of Figure 1, (1) is a vector starting from the origin to a point in the
orange rectangle.
Retraining is needed if A · sign(wSGD) 6∈ P0. Some empirical studies even suggest P0 is nearly
orthogonal to the wSGD [25, 21], so generallyA ·sign(wSGD) 6∈ P0. Therefore, we instead consider
wSGD − λ ·Θ where the perturbation direction Θ ∈ P0 and λ > 0. We maximize the number of j
such that sign(Θj) = sign(wSGDj ) for j = 1, . . . , d, in order to decay as many coefficients in w
SGD
as possible. Specifically, we select Θ as
Θ = arg min
u∈P0
∥∥u− sign(wSGD)∥∥2
2
,
i.e. Θ = Π0{sign(wSGD)}, where Π0 denotes the projection on the subspace P0. The vector Θ
does not always decrease the magnitude of wSGD, and it does whenever sign(wSGDj ) ·Θj > 0, or
sj := sign(w
SGD
j ) ·
(
Π0{sign(wSGD)}
)
j
> 0. (2)
Decreasing the magnitude of the coefficients with sj > 0 in wSGD would cause little changes in the
training loss, as long as we simultaneously increase the magnitude of coefficients j′ 6= j with sj′ < 0
proportional to |sj′ |. As illustrated in the left panel of Figure 1, the adverse effect due to decreasing
the magnitude of w2 (s2 > 0) can be compensated by increasing the magnitude of w1, so that the
net change is the red vector in P0. Note that this argument has a similar spirit as the “optimal brain
surgeon”[29], and it is the key to remove the need of retraining. The sj can thus be understood as a
score to indicate whether pruning the jth coefficient causes a (ir)redeemable training loss change. We
propose the novel “directional pruning” using the score sj in (2).
Definition 1.1 (Directional pruning based on SGD). Suppose `(w) is the training loss, and
∇`(wSGD) = 0 where wSGD is the minimizer found by SGD. Suppose none of the coefficients in
wSGD is zero. With λ > 0 and sj defined in (2), the directional pruning solves
arg min
w∈Rd
1
2
‖wSGD −w‖22 + λ
d∑
j=1
sj |wj |. (3)
In (3), the coefficients with sj > 0 are pruned with sufficiently large λ by the absolute value
penalization, but the magnitude of wj′ with sj′ ≤ 0 is un-penalized, and are even encouraged to
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Figure 1: Left: a 2D graphical illustration of the directional pruning. The orange region contains all
possible locations of the vector wSGD − A · sign(wSGD). The directional pruning with different
λ takes solutions on the red dashed line. Right: training loss contour of the wide ResNet28×10
(WRN28x10 [59]) on the CIFAR-100 around the minimal loss path (the white curve) between
minimizers found by the SGD and our algorithm (gRDA) using [20]. While no coefficient of the SGD
minimizer is zero, our algorithm results in only 9.7% active parameters. Testing accuracy is 76.6%
for the SGD and 76.81% for our algorithm.
increase. For a 2D illustration, the solution path for different λ > 0 is the dashed red curve in the left
panel of Figure 1. If λ is too large, the coefficients j with sj < 0 may overshoot, illustrated as the
flat part on the dashed red line extended to the right of the red point.
Remark 1.2 (Solution of (3)). The objective function in (3) is separable for each coefficient. The
part with sj > 0 is solved by the `1 proximal operator. The part with sj < 0 is non-convex, but it
still has the unique global minimizer if wSGDj 6= 0. The solution of (3) is
ŵj = sign(w
SGD
j )
[|wSGDj | − λsj]+,
where [a]+ = max{0, a}. See Proposition A.1 in the appendix for a proof.
Implementing the directional pruning is very challenging due to high dimensionality. Specifically, the
matrix∇2` of modern deep neural network is often very large so that estimatingP0 is computationally
formidable. Perhaps surprisingly, we will show that there is a very simple algorithm (gRDA) presented
in Section 2, that can asymptotically solve (3) without explicitly estimating the Hessian. The right
panel of Figure 1 shows that if λ is selected appropriately, our method achieves a similar training loss
as the dense network with wSGD, while being highly sparse with a competitive test accuracy. More
detailed empirical analysis is in Section 4.2.
Remark 1.3 (Major differences to the “optimal brain surgeon”). It is worth noting that (3) is different
from the optimization problem in [29, 28]. The main advantage of our approach is that the gRDA
algorithm presented in Section 2 does not require to estimate the Hessian or its inverse.
1.2 Contributions
Our major contribution is to propose the novel directional pruning method (Definition 1.1), and further
prove that the algorithm (gRDA) [8] achieves the effect of the directional pruning asymptotically. This
theoretical result is obtained by leveraging the continuous time approximation developed in [8] under
proper assumptions on the gradient flow and the Hessian matrix. It is worth noting that this algorithm
does not require to explicitly estimate P0, and it can be implemented like an optimizer in a typical
deep learning framework, e.g. Tensorflow or PyTorch.
Empirically, we demonstrate that (gRDA) successfully prunes ResNet50 on ImageNet, and achieves
73% testing accuracy with only 8% active parameters. Upon benchmarking with other popular
algorithms, (gRDA) is competitive in highly sparse regimes. We also successfully prune deep networks
on CIFAR-10/100, and the results are in the appendix. Using VGG16 on CIFAR-10 and WRN28x10
on CIFAR-100, we show that our algorithm reaches the same valley of minima as the SGD, empirically
verifying the directional pruning. Using VGG16 and WRN28x10 on CIFAR-10, we show the
proportion of the difference between (gRDA) and the SGD in the leading eigenspace of the Hessian is
low, as another evidence for (gRDA) performing the directional pruning.
3
2 The gRDA algorithm
Consider training data Zi = {(Xi, Yi)}Ni=1, where Xi is the input variable, e.g. images, and Yi is the
response variable, e.g. a vector of real numbers, or labels Yn ∈ {0, 1}nl , where nl ∈ N. Suppose
h(x; w) ∈ Rnl is the output of an L-layer feedforward overparameterized DNN, with parameters
w ∈ Rd. Let L(h; y) : Rnl×nl → R+ be a loss function, e.g. the `2 loss L(h; y) = ‖h− y‖22 or the
cross-entropy loss. Let f(w;Z) := L(h(X; w), Y ), and ∇f(w;Z) be the gradient of f(w;Z), the
loss function `(w) and its gradient are defined by
`(w) := EZ [f(w;Z)], G(w) = ∇`(w) = EZ [∇f(w;Z)], (4)
where EZ [f(w;Z)] = N−1
∑N
i=1 f(w;Zi).
We adopt the generalized regularized dual averaging (gRDA) algorithms originally proposed in [8].
This algorithm has been successfully applied to the ad click-through rate prediction [38]. Specifically,
let {ˆik}∞k=1 be i.i.d. uniform random variables on {1, . . . , N} independent from the training data,
wn+1,j = Sg(n,γ)
(
w0,j − γ
n∑
k=0
∇fj(wk;Ziˆk+1)
)
, for j = 1, . . . , d, (gRDA)
where Sg : v 7→ sign(v)(|v| − g)+ is the soft-thresholding operator, w0 is an initializer chosen at
random from a distribution; γ is the learning rate; g(n, γ) > 0 is the tuning function, detailed in
(5). We can extend (gRDA) to minibatch gradients, by replacing ∇fj(wk;Ziˆk+1) with an average
|Sk+1|−1
∑
i∈Sk+1 ∇f(wk;Zi), where Sk+1 ⊂ {1, . . . , N} is sampled uniformly. We will focus on
(gRDA), i.e. |Sk| = 1 for all k, but our theory can be generalized to any fixed minibatch size.
The tuning function g(n, γ) controls the growth rate of penalization. Motivated by [8],
g(n, γ) = cγ1/2(nγ)µ, (5)
where c, µ > 0 are the two hyperparameters positively related to the strength of penalization. The
(nγ)µ is used to match the growing magnitude of SGD. The γ1/2 is an important scaling factor;
without it, (gRDA) with µ = 1 reduces to the regularized dual averaging (RDA) algorithm [58] that
minimizes `(w) + λ‖w‖1 rather than the directional pruning problem in (3). Note that if c = 0, then
(gRDA) recovers the stochastic gradient descent:
wSGDn+1 = w
SGD
n − γ∇f(wSGDn ;Ziˆn+1). (SGD)
In this paper, we only consider the constant learning rate. In practice, a “constant-and-drop” learning
rate is often adopted. See Section C.1 and C.2 in the appendix for the algorithms in pseudocode.
3 Theoretical analysis
To show (gRDA) asymptotically achieves the directional pruning in Definition 1.1, we leverage some
tools from the continuous time analysis. Define the gradient flow w(t) to be the solution of the
ordinary differential equation
w˙ = −G(w), w(0) = w0, (GF)
where w0 is a random initializer, and G is defined in (4). The w(t) can provably find a good global
minimizer under various conditions [3, 2, 13, 37, 45, 12]. Throughout this paper, we assume the
solution of (GF) is unique.
Let H(·) := EZ [∇2f(·;Z)] be the Hessian matrix. Let Φ(t, s) ∈ Rd×d be the solution (termed the
principal matrix solution, see Chapter 3.4 of [56]) of the matrix ODE system (s is the initial time):
dΦ(t, s)
dt
= −H(w(t))Φ(t, s), Φ(s, s) = Id. (6)
Let wγ(t) := wbt/γc and wSGD(t) be the piecewise constant interpolated process of (gRDA) and
(SGD), respectively, with the same learning rate, where bac takes the greatest integer that is less than
or equal to a. We will make the following assumptions:
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(A1) G(w) : Rd → Rd is continuous on Rd.
Define
Σ(w) := EZ
[(∇f(w;Z)−G(w))(∇f(w;Z)−G(w))>]. (7)
(A2) Σ : Rd → Rd×d is continuous. EZ
[
sup‖w‖≤K
∥∥∇f(w, Z)∥∥2
2
]
<∞ for any K > 0 a.s.
(A3) H : Rd → Rd×d is continuous, and there exists a non-negative definite matrix H¯ such that∫∞
0
‖H(w(s)) − H¯‖ds < ∞ where ‖ · ‖ is the spectral norm, and the eigenspace of H¯
associated with the zero eigenvalues matches P0.
(A4) sup(s,t):0≤s<t<∞
∥∥Φ(t, s) sign(w(s))∥∥∞ < 1.
(A5) There exists T¯ > 0 such that for all t > T¯ : (i) sign{w(t)} = sign{w(T¯ )}; (ii)
sign{wj(t)} = sign{wSGDj (t)} for all j.
The key theoretical result of this paper shows that (gRDA) performs the directional pruning (Definition
1.1) for a sufficiently large t.
Theorem 3.1. Under assumptions (A1)-(A5), and assume µ ∈ (0.5, 1) and c > 0 in (5). Then, as
γ → 0, (gRDA) asymptotically performs directional pruning based on wSGD(t); particularly,
wγ(t)
d≈ arg min
w∈Rd
{
1
2
‖wSGD(t)−w‖22 + λγ,t
d∑
j=1
s¯j |wj |
}
, for any t > T¯ , (8)
where
d≈ means “asymptotic in distribution” under the empirical probability measure of the gradients,
λγ,t = c
√
γtµ and the s¯j satisfies limt→∞ |s¯j − sj | = 0 for all j.
This theorem holds in the asymptotic regime (γ → 0) with a finite time horizon, i.e. any fixed
t ≥ T¯ . It is important that λ grows with t, because the magnitude of SGD asymptotically grows like
a Gaussian process, i.e., in t0.5. Hence, µ should be slightly greater than 0.5. The proof of Theorem
3.1 is in Section B.2 of the appendix.
Remark 3.2 (Condition (A3)). The eigenspace of H¯ associated with the zero eigenvalues and P0
matches when w(t) and SGD converge to the same flat valley of minima. For the `2 loss and in the
teacher-student framework, [12, 60, 7] showed w(t)→ w∗ exponentially fast for one hidden layer
networks, so the limit H¯ = H(w∗) and the condition holds. For the cross-entropy loss, we suspect
that H¯ satisfying (A3) is not a zero matrix, but its exact form needs further investigation.
Remark 3.3 (Condition (A4)). This condition can be ver-
ified (by Problem 3.31 of [56]) if sign(w(t)) is mainly re-
stricted in the eigenspace of H(w(t)) associated with posi-
tive eigenvalues. Empirically, this appears to hold as [25, 21]
show that w(t) lies mainly in the subspace of H(w(t)) asso-
ciated with the positive eigenvalues, and Figure 2 suggests
the angle between w(t) and sign(w(t)) is very small.
Remark 3.4 (Condition (A5)). For (i), under the cross-
entropy loss, several papers [55, 24, 33, 40] show that
w(t)/‖w(t)‖2 converges to a unique direction while
‖w(t)‖2 →∞. This implies that sign(w(t)) stabilizes after
a finite time. For the `2 loss, [12, 60] show w(t)→ w∗ for
one hidden layer networks under regularity conditions, and
the condition follows. The (ii) holds if the learning rate is
sufficiently small, so that the deviation between the gradient
flow and the SGD is small.
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4 Empirical experiments
This section presents the empirical performance of (gRDA), and the evidence that (gRDA) performs the
directional pruning (Definition 1.1). Section 4.1 considers ResNet50 with ImageNet, and compares
with several existing automatic pruning algorithms. To check if (gRDA) performs the directional
pruning, Section 4.2 presents the local geometry of the loss around the minimal loss curve that
connects the minima found by (SGD) and (gRDA), and Section 4.3 investigates the direction of
deviation between the minima found by (SGD) and (gRDA).
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4.1 ResNet50 on the ImageNet
We use (gRDA) to prune and train the ResNet50 [31] on the ImageNet dataset. The implementation
details are in Section C.1. Note that we do not require retraining. The results are shown in Figure 3,
where µ is the increasing rate of the soft thresholding in the tuning function (5) of (gRDA).
0 25 50 75 100 125
epoch
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
tra
in
in
g 
ac
cu
ra
cy
 (t
op
1)
gRDA: c=0.01, mu=0.4
gRDA: c=0.005, mu=0.501
gRDA: c=0.005, mu=0.51
gRDA: c=0.005, mu=0.55
SGD (no other parameters)
0 25 50 75 100 125
epoch
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
te
st
in
g 
ac
cu
ra
cy
 (t
op
1)
0 25 50 75 100 125
epoch
0.0
0.2
0.4
0.6
0.8
1.0
no
nz
er
o 
we
ig
ht
s r
at
io
135.0 137.5 140.0 142.5 145.0
0.7
0.8
135.0 137.5 140.0 142.5 145.0
0.68
0.70
135.0 137.5 140.0 142.5 145.0
0.1
0.2
Figure 3: Learning trajectories of (SGD) and (gRDA) for ResNet50 [31] on ImageNet image recognition
task. Left: top 1 training accuracy. Center: top 1 testing accuracy. Right: the ratio between the
number of nonzero parameters and the total number of parameters. The number of nonzero weights
slightly increases, contradicting with Theorem 3.1. This could be because that Assumption (A5) fails
due to the large learning rate. γ = 0.1 for both SGD and gRDA. Minibatch size is 256.
Accuracy: gRDAs can perform as accurate as (SGD) after sufficient training. Larger µ (in the tuning
function (5)) can perform worse than (SGD) in the early stage of training, but eventually beat (SGD) in
the late stage of training. The training accuracy of (SGD) is higher than that of the gRDAs. This may
result from a too large learning rate, so the coefficients wj’s with sj < 0 (in (3)) overshoot and their
magnitudes become too large.
Sparsity: Sparsity increases rapidly at the early stage of training. With µ = 0.55 in Figure 3, (gRDA)
reaches 92% sparsity, while the testing accuracy is higher than (SGD).
Wall time and memory footprint: (gRDA) has a slightly higher wall time than (SGD), but the memory
footprint is similar. See Section C.5 for a detailed comparison.
The left panel of Figure 4 compares (gRDA) with the magnitude pruning [61] and the variational
dropout [41], and (gRDA) is particularly competitive in the high sparsity (90-92%) regime. The
right panel of Figure 4 compares different automatic pruning algorithms (i.e. expert knowledge
for selecting the layerwise pruning level is not required) with (gRDA) in terms of the layerwise
sparsity. We compare (gRDA) with the Erdo˝s-Rényi-Kernel of [15], variational dropout [41] and a
reinforcement-learning based AutoML method [32]. Our (gRDA) achieves the highest sparsity 92%,
while enjoying a competitive testing accuracy. In addition, the layerwise sparsity pattern generated
by gRDA is similar to the variational dropout and the AutoML, as these methods generate higher
sparsity in the 3×3 convolutional layers, and lower sparsity in the 1×1 layers and the initial layers,
which are less wide than the latter layers. Among these methods, (gRDA) is unique in that its spirit is
interweaving with the local loss landscape.
4.2 Connectivity between the minimizers of gRDA and SGD
In this section, we check whether (SGD) and (gRDA) reach the same valley, which implies (gRDA) is
performing the directional pruning. Similar analysis has been done for the minima found by (SGD)
with different initializers [57, 20, 43, 11, 30, 16, 23].
We train VGG16 [54] on CIFAR-10 and WRN28x10 on CIFAR-100 until nearly zero training loss
using both (SGD) and (gRDA). The minima here found by (gRDA) generally have sparsity around 90%
or higher for larger µ. We use the method of [20] to search for a quadratic Bézier curve of minimal
training loss connecting the minima found by the gRDA and SGD, and then visualize the contour
of the training losses and testing errors on the hyperplane containing the minimal loss curve. See
Sections C.2 and C.3 for details on implementation.
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Figure 4: Left: A comparison of gRDA with the magnitude pruning [61] and variational dropout
[41] with ResNet50 on ImageNet, done by [19] with around 100 epochs using SGD with momentum.
Our results are competitive in the very sparse regime (90-92%). The numbers next to the red crosses
are the epochs. Right: Layerwise sparsity produced by different “automatic” pruning algorithms. All
methods show the pattern that the 3x3 conv layers (on dashed lines) are greatly pruned (valleys), and
the 1x1 conv layers are less pruned (peaks).
The results are shown for different choices of µ, which is the increasing rate of the soft thresholding in
the tuning function (5) of (gRDA). As observed from the contours in Figure 5, the learned parameters
of both SGD and gRDA lie in the same valley on the training loss landscape if µ is properly tuned,
namely, 0.6 for VGG16 and 0.501 for WRN28x10. This verifies that (gRDA) performs the directional
pruning. For large µ, a hill exists on the minimal loss/error path, which may be due to the too large
learning rate that leads to large magnitude for the coefficients j with sj < 0. The details (training
accuracy, testing accuracy, sparsity) of the endpoints trained on VGG16 and WRN28x10 are shown
in Tables 4 and 6 of the Appendix. For the testing error in Figure 5, the gRDA somewhat outperforms
SGD when µ is slightly greater than 0.5. Interestingly, the neighborhood of the midpoint on the
Bézier curve often has a higher testing accuracy than the both endpoints, except for WRN28x10 on
CIFAR-100 with µ = 0.501 and 0.55.
4.3 Direction of wgRDA −wSGD
The directional pruning (Definition 1.1) implies that the vector ∆n := wgRDAn −wSGDn should lie
in P0 as n→∞ if tuned appropriately. Unfortunately, checking this empirically requires estimating
P0 which is computationally formidable. Nonetheless, there exists a dominating low dimensional
subspace in P⊥0 (the subspace orthogonal to P0); particularly, a few studies [52, 53, 21, 46] have
empirically shown that for various networks on the CIFAR-10, the magnitude of the ten leading
eigenvalues of H(wSGD) are dominating the others.
Let Ptopn := span{u1,n,u2,n, . . . ,u10,n} be the top subspace spanned by the eigenvectors uj,n
associated with the top 10 eigenvalues of H(wSGDn ). Define
Pn :=

←− u1,n −→
←− u2,n −→
...
←− u10,n −→
 . (9)
We train the VGG16 and WRN28x10 on the CIFAR-10, until the training data are nearly interpolated
and the training loss is almost zero. During the training process, we fix the initializer and minibatches
when we use different optimizers to ensure the comparability. We compute Pn on the training
trajectory of VGG16 and WRN28x10. See Section C.4 for details on the computation of these
eigenvectors. We test the hypothesis that the proportion of ∆n in Ptopn is low, i.e. ‖Pn∆n‖/‖∆n‖ is
low. The results from the VGG16 and WRN28x10 in Figure 6 basically confirm this hypothesis, as
the magnitude of the proportion of ∆n in Ptopn is very small under the two networks. Particularly, the
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Figure 5: The upper figure in each panel shows the contour of training loss and testing error on the
hyperplane containing the minimal loss Bézier curve (white) interpolating the minimizers found by
the SGD and the gRDA. The lower plot of each panel shows the training loss/testing error on the
minimal loss Bézier curve interpolating minimizers of SGD and gRDA under different µ.
proportion is always very small for WRN28x10. The results for different µ are similar, showing that
∆n is pointing to the same direction regardless of µ.
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Figure 6: The fraction of the different between SGD and gRDA on the eigenspace associated with
the leading 10 eigenvalues. Left: VGG16. Right: WRN28x10. The ‖ · ‖ is the `2 norm.
5 Discussion and future work
We propose the novel directional pruning for deep neural networks, that aims to prune DNNs while
preserving the training accuracy. For implementation, we show that (gRDA) asymptotically achieves
the directional pruning after sufficient epochs of training. Empirical evidence shows that our algorithm
is competitive among many automatic pruning algorithms.
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The testing accuracy of (gRDA) is almost always higher than (SGD) if µ is slightly greater than 0.5
when using the ResNets, and some interpolation between the minima found by (gRDA) and (SGD)
often has a better testing accuracy than the two minima; see Figure 5. As suggested by Figure 6,
(gRDA) appears to deviate from (SGD) in the flatter directions. These evidences support [30], who
argue that the valley of minima is actually asymmetric, and points on the flatter side tend to generalize
better. We think a further study of the testing accuracy of (gRDA) along the lines initiated in this
work may be an interesting future research topic, as this would shed some light on the mystery of
generalization.
Broader Impact
Our paper belongs to the cluster of works focusing on efficient and resource-aware deep learning.
There are numerous positive impacts of these works, including the reduction of memory footprint
and computational time, so that deep neural networks can be deployed on devices equipped with less
capable computing units, e.g. the microcontroller units. In addition, we help facilitate on-device deep
learning, which replaces traditional cloud computation and fosters the protection of privacy.
Popularization of deep learning, which our research helps facilitate, may result in some negative
societal consequences. For example, the unemployment may increase due to the increased automation
enabled by the deep learning.
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APPENDIX
Proposition A.1. Consider the optimization problem
arg min
wj∈Rd
{
f(wj) :=
1
2
‖wSGDj − wj‖22 + λsj |wj |
}
. (A.1)
For wSGDj ∈ R\{0}, sj ∈ R, λ > 0, it has an explicit solution:
ŵj = sign(w
SGD
j )
[|wSGDj | − λsj]+. (A.2)
Proof of Proposition A.1.
When sj = 0, the solution is ŵj = wSGDj .
When sj > 0, the objective function is convex, therefore we only need to verify if 0 is a subgradient
of f(wj) at ŵj .
• If |wSGDj | > λsj , ŵj = wSGDj − λsj sign(wSGDj ). We can see that sign(ŵj) =
sign(wSGDj ), and since sign(wj) is a subgradient of |wj |, we have ŵj − wSGDj +
λsj sign(w
SGD
j ) = 0 as a subgradient of f(wj) at ŵj .
• If |wSGDj | ≤ λsj , ŵj = 0. Since the subgradient set of |wj | is [−1, 1] at wj = 0, we have
0 ∈ [wSGDj − λsj , wSGDj + λsj ] ⇐⇒ 0 ∈ [ŵj − wSGDj − λsj , ŵj − wSGDj + λsj ] (the
subgradient set of f(wj) at wj = 0).
When sj < 0, the objective function is not convex, therefore we need to check the values of f(wj) at
stationary points, boundary points, and non-differentiable points (wj = 0). Since the absolute value
function g(x) = |x| is x when x > 0 and −x when x < 0, we will find the possible stationary points
at wj > 0 and wj < 0 separately, and f(wj) is smooth and strongly convex on each of the two parts.
Without loss of generality, we first assume wSGDj > 0:
• On wj > 0, f(wj) = 12‖wSGDj −wj‖22 +λsjwj . The stationary point is wSGDj −λsj with
objective function value (λsj)
2
2 + λsj |wSGDj − λsj |;
• On wj < 0, f(wj) = 12‖wSGDj − wj‖22 − λsjwj . The stationary point is wSGDj + λsj
(if it exists) with objective function value ŵj is
(λsj)
2
2 + λsj |wSGDj + λsj |; note that if
wSGDj + λsj ≥ 0, then there is no stationary point in (−∞, 0);
• At wj = 0, the objective function value is
(wSGDj )
2
2 .
Since wSGDj > 0 and λsj < 0, we have
(λsj)
2
2
+ λsj |wSGDj − λsj | >
(λsj)
2
2
+ λsj |wSGDj + λsj |,
We also have (λsj)
2
2 +λsj |wSGDj −λsj | = λsjwSGDj − (λsj)
2
2 < 0 <
(wSGDj )
2
2 . Therefore the global
minimizer of f(wj) is the right stationary point ŵj = wSGDj −λsj = sign(wSGDj ) max(0, |wSGDj |−
λsj). Similar analysis holds for wSGDj < 0.
B Proof of theorem
B.1 Preliminary results
The first result shows that wγ(t) converges in the functional space D([0, T ])d for any T > 0 in
probability, where D([0, T ]) is the space of all functions on [0, T ] that are right continuous with left
limit. Denote P→ the convergence in probability. The following result is immediate following by [8].
Theorem B.1 (Asymptotic trajectory). Suppose (A1) and (A2) hold, and the solution of gradient
flow in (GF) is unique, then as γ → 0, wγ P→ w in D([0, T ])d for any T > 0, where w(t) is the
gradient flow.
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The asymptotic trajectory of the dual process vn and primal process wn are the same, i.e. they
are both w. The key reason is that the threshold g(n, γ) in Sg(n,γ)(·) in (gRDA) tends to zero:
supt∈[0,T ] limγ→0
∣∣g(bt/γc, γ)∣∣ = 0, so v = w in the limit.
Proof of Theorem B.1. The proof is an application of Theorem 3.13(a) of [8].
The asymptotic trajectory is deterministic, which cannot explain the stochasticity of the learning
dynamics. However, in practice, the stochasticity of sampling minibatches has great influence on the
quality of training.
We investigate how the stochasticity enters (gRDA). (gRDA) can be written in the stochastic mirror
descent (SMD) representation [44]:
wn+1 = Sg(n,γ)
(
vn+1
)
,
where vn+1 = vn − γ∇f(wn;Zn+1)
(SMD)
The process vn is an auxiliary process in the dual space (generated by the gradients), and the primal
process wn, corresponding to the parameters of DNN, can be represented as a transformation of the
dual process by Sg(n,γ).
Random gradients enter vn, while wn is obtained by taking a deterministic transformation of vn.
To characterize the randomness of vn, consider vγ(t) := vbt/γc the piecewise constant interpolated
process, where bac takes the greatest integer that is less than or equal to a. This next theorem provides
the distribution of vγ(t).
Theorem B.2 (Distributional dynamics). Suppose (A1), (A2) and (A3) hold. In addition, suppose
the root of the coordinates in w(t) occur at time {Tk}∞k=1 ⊂ [0,∞). Let w0 with w0,j 6= 0 (e.g.
from a normal distribution) and T0 = 0. Then, as γ is small, for t ∈ (TK , TK+1),
vγ(t)
d≈ g†(t) + w(t)−√γδ(t) +√γ
∫ t
0
Φ(t, s)>Σ1/2(w(s))dB(s), (B.1)
where
d≈ denotes approximately in distribution, Σ(w) is the covariance kernel defined in (7) and
B(s) is a d-dimensional standard Brownian motion, and
g†(t) :=
√
γctµ sign(w(T+K )) (B.2)
δ(t) := cµ
∫ t
0
sµ−1Φ(t, s) sign(w(s))ds+ c
K∑
k=1
{
Φ(t, Tk)
{
sign(w(T+k ))− sign(w(T−k ))
}
Tµk
}
(B.3)
Φ(t, s) ∈ Rd×d is the principal matrix solution (Chapter 3.4 of [56]) of the ODE system:
dx(t) = −H(w(t))x(t)dt, x(0) = x0. (B.4)
The proof follows by a functional central limit theorem in [8] for Markov processes generated by
regularized stochastic algorithms.
Proof of Theorem B.2. Consider the centered and scaled processes
Vγ(t) :=
vγ(t)−w(t)√
γ
. (B.5)
By Theorem 3.13(b) of [8], Vγ
d≈ V on (Tk, Tk+1) for each k = 0, . . . ,K as γ is small, where V
obeys the stochastic differential equation (SDE):
dV(t) = −H(w(t))[V(t)− sign(w(t))ctµ]dt+ Σ1/2(w(t))dB(t), (B.6)
with initial V(Tk) = V(T−k ), and B(t) is the d-dimensional standard Brownian motion. Note that
V(T0) = V(0) = Vγ(0) = 0 almost surely.
Under condition (A3), the global Lipschitz and linear growth conditions hold, so there exists a unique
strong solution of (B.6) by Theorem 5.2.9 of [34].
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In addition, by condition (A3), the solution operator Φ(t, s) of the inhomogeneous ODE system,
dx(t) = −H(w(t))x(t)dt, x(s) = xs, (B.7)
uniquely exists, and the solution is x(t) = Φ(t, s)xs by Theorem 5.1 of [49]. Φ(t, s) satisfies the
properties in Theorem 5.2 of [49]; in particular, for all 0 < s < r < t,
(s, t) 7→ Φ(t, s) is continuous (B.8)
Φ(t, t) = Id (B.9)
∂
∂t
Φ(t, s) = −H(w(t))Φ(t, s), (B.10)
∂
∂s
Φ(t, s) = Φ(t, s)H(w(s)), (B.11)
Φ(t, s) = Φ(t, r)Φ(r, s). (B.12)
Recall from (B.6) that for t ∈ (Tk, Tk+1),
dV(t) = −H(w(t))[V(t)− sign(w(t))ctµ]dt+ Σ1/2(w(t))dB(t), (B.13)
with initial distribution V(T−k ). It can be verified by (B.10) and Ito calculus that for t ∈ (Tk, Tk+1),
V(t) = Φ(t, Tk)V(T
−
k ) +
∫ t
Tk
Φ(t, s)H(w(s)) sign(w(s))csµds+
∫ t
Tk
Φ(t, s)Σ1/2(w(s))dB(s)
(B.14)
is the solution of (B.13).
Integration by part, (B.11) and (B.9) yield that∫ t
Tk
Φ(t, s)H(w(s)) sign(w(s))csµds
= ctµ sign(w(t))− cTµk Φ(t, T+k ) sign(w(T+k ))−
∫ t
Tk
Φ(t, s)cµsµ−1 sign(w(s))ds.
If t > TK , last display, induction, (B.12) and (B.14) imply
V(t)
= Φ(t, TK)V(T
−
K ) +
∫ t
TK
Φ(t, s)H(w(s)) sign(w(s))csµds+
∫ t
TK
Φ(t, s)Σ1/2(w(s))dB(s)
= ctµ sign(w(T+K )) + Φ(t, TK)V(T
−
K )− cTµKΦ(t, TK) sign(w(T+K ))
−
∫ t
TK
Φ(t, s)cµsµ−1 sign(w(s))ds+
∫ t
TK
Φ(t, s)Σ1/2(w(s))dB(s)
= ctµ sign(w(T+K )) + Φ(t, TK−1)V(T
−
K−1)− cTµKΦ(t, TK){sign(w(T+K ))− sign(w(T−K ))}
− cTµK−1Φ(t, TK−1) sign(w(T+K−1))−
∫ t
TK−1
Φ(t, s)cµsµ−1 sign(w(s))ds
+
∫ t
TK−1
Φ(t, s)Σ1/2(w(s))dB(s)
...
= ctµ sign(w(T+K )) + Φ(t, TK−1) V(0)︸ ︷︷ ︸
= 0 a.s.
−δ(t) +
∫ t
0
Φ(t, s)Σ1/2(w(s))dB(s),
where δ(t) = δ1(t) + δ2(t) with
δ1(t) := cµ
∫ t
0
sµ−1Φ(t, s) sign(w(s))ds,
δ2(t) := c
K∑
k=1
{
Φ(t, Tk)
{
sign(w(T+k ))− sign(w(T−k ))
}
Tµk
}
.
(B.15)
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B.2 Proof of Theorem 3.1
By virtue of Remark 1.2, it is enough to show that
wγ,j(t)
d≈ sign{wSGDj (t)}
{|wSGDj (t)| − λγ,ts¯j}+ (B.16)
where λγ,t = c
√
γtµ, and s¯j = sj + o(1). This is implied by the following theorem.
Theorem B.3. Suppose (A1)-(A5) hold. Assume that µ ∈ (0.5, 1) and c > 0 in (5). In addition, if
sign{wj(t)} = sign{wSGDj (t)} for all j = 1, . . . , d, then, for a sufficiently large t > T¯ ,
wγ,j(t)
d≈ sign{wSGDj (t)}
{|wSGDj (t)| − sign{wSGDj (t)}√γδj(t)}+ (B.17)
where δ(t) has an explicit form in (B.15) in the appendix, and satisfies as t→∞,
δ(t) = ctµΠ0 sign(w(t)) + o(t
µ) +O(tµ−1), (B.18)
and Π0 is the orthogonal projection on the eigenspace corresponding to zero eigenvalues of H¯ .
The proof of (B.17) will be based on Theorem B.2, and (B.18) relies on the Levinson theorem, which
provides asymptotic solution of the ODE in (6).
Proof of Theorem B.3. From (B.1),
vγ(t)
d≈ g†(t) + w(t)−√γδ(t) +√γU(t).
where we recall g†(t) :=
√
γctµ sign(w(T+K )) and δ(t) in (B.3).
U(t) :=
∫ t
0
Φ(t, s)>Σ1/2(w(s))dB(s). (B.19)
Step 1 Show sign{vγ(t)} = sign{g†(t)} with high probability.
The goal of this step is achieved if we show
|g†(t)| > √γ∣∣− δ(t) +U(t)∣∣ (| · | and > are componentwise). (B.20)
To this end, we will show that
|g†(t)| − √γ∣∣δ(t)∣∣ > √γ∣∣U(t)∣∣. (B.21)
Clearly, this implies (B.20).
Recall that δ(t) = δ1(t) + δ2(t) where δj’s are defined in (B.15).
|g†j (t)| − |δ1,j(t)| = cµ
∫ t
0
sµ−1
(
1− |Φj·(t, s) sign(w(s))|
)
ds
≥ c
(
1− sup
0≤s<t<∞
|Φj·(t, s) sign(w(s))|
)
tµ
=: c1t
µ. (B.22)
On the other hand, δ2,j(t) is defined in (B.15). By (A4) and (A5),
|δ2,j(t)| < CT¯µ.
Hence, |δ2,j(t)| = O(1).
From above, we get
|g†(t)| − √γ∣∣δ(t)∣∣ > c0tµ.
Using the fact that U(t) as a Gaussian process grows like t1/2 up to multiplicative logarithmic terms
with high probability (Theorem D.4 of [50]), U(t) is dominated by c0tµ with µ > 0.5, the proof of
(B.21) is complete.
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Step 2 Proof of (B.17).
By the formulation (gRDA), wγ(t) = Sg†(t)(vγ(t)). Hence, for j ≤ d, note that g†(t) =
(g†1(t), . . . , g
†
d(t)), and the piecewise constant process of SGD (with the same minibatch sequence as
gRDA):
wSGDγ,j (t)
d≈ wj(t) +√γUj(t), (B.23)
which can be obtained under the same assumptions in this Theorem by [6, 5].
Hence,
wγ,j(t)
d≈ Sg†j (t){vγ,j(t)}
d≈
{
wSGDγ,j (t)−
√
γδj(t), if sign(wj(t))
{
wj(t)−√γδj(t) +√γUj(t)
}
> 0,
0, otherwise.
For (B.17), if sign{wj(t)} = sign{wSGDj (t)}, sign(wj(t))
{
wj(t)−√γδj(t) +√γUj(t)
}
> 0 can
be rewritten by using (B.23) that
|wSGDγ,j (t)| > sign(wSGDj (t))
√
γδj(t).
Thus, (B.17) follows.
Step 3 Proof of (B.18). The proof relies on the Levinson theorem [14] from the theory of asymptotic
solution of ordinary differential equations. Note that H¯ as a real symmetric matrix is diagonalizable,
i.e. there exists orthonormal matrix P and diagonal matrix Λ with non-negative values such that
H¯ = PΛP>, where Λ = diag(λ1, . . . , λd), and the column vectors of P are eigenvectors uj .
Let at → 0 satisfying ∫ ∞
t
‖H(w(s))− H¯‖ds = O(at).
The Levinson theorem (Theorem 1.8.1 on page 34 of [14]), together with the estimation of the
remainder term on page 15-16 of [14], imply that the principal matrix solution Φ(t, s) in (B.7)
satisfies
Φ(τ, s) = P
(
Id +O(aτ )
)
e−Λ(τ−s)P> = P0P>0 +O(e
−λ(τ−s)) +O(aτ ), (B.24)
where λ is the least positive eigenvalue of H¯ , the column vectors of P0 are eigenvectors associated
with the zero eigenvalue. Clearly, P0P>0 =
∑
j:H¯uj=0
uju
>
j .
Recall the time {Tk}∞k=1 defined in Theorem B.2. By the condition of this Proposition, there exists
K ∈ N such that sign(w(t)) = sign(w(TK)) for all t > TK . Recall that δ(t) = δ1(t) + δ2(t)
where δ1(t) and δ2(t) are defined in (B.15). Then
δ2(t) = cP0P
>
0
K∑
k=1
{
sign(w(T+k ))− sign(w(T−k ))
}
Tµk +O(e
−λ(t−TK)TµK) +O(atT
µ
K)
= −cµP0P>0
(∫ TK
0
sµ−1 sign(w(s))ds− TµK sign(w(T+K ))
)
+O(e−λ(t−TK)TµK) +O(atT
µ
K).
(B.25)
On the other hand, inputing (B.24) into δ1,
δ1(t) = cµ
∫ t
0
sµ−1Φ(t, s) sign(w(s))ds
= cµP0P
>
0
∫ t
0
sµ−1 sign(w(s))ds+ I(t) + II(t), (B.26)
and note that
I(t) .
∫ t
0
sµ−1e−λ(t−s)‖ sign(w(s))‖ds ≤ d1/2
∫ t
0
sµ−1e−λ(t−s)ds = O(tµ−1),
II(t) .
∫ t
0
sµ−1at sign(w(s))ds = O(tµat),
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where the bound of I is obtained by using similar arguments as the proof of Theorem 4.2 of [8]
provided that µ < 1. The bound for II(t) is elementary.
Note that tµat > T
µ
Kat by µ > 0 and t > TK , and that e
−λ(t−TK) → 0 exponentially in t as TK is
fixed. Combining (B.25) and (B.26) yield
δ1(t) + δ2(t) = ct
µP0P
>
0 sign(w(t)) +O
(
max
{
tµat, t
µ−1}),
where P0P>0 is a projection matrix projecting on the subspace spanned by the eigenvectors corre-
sponding to zero eigenvalues. Set Π0 = P0P>0 .
C Algorithms for implementation
C.1 Basic version with a constant learning rate
Algorithm 1: Generalized Regularized Dual Averaging (gRDA) with `1 penalty
Hyperparameters :γ: learning rate
Hyperparameters :c ∈ [0,∞], µ ∈ (0.5, 1): fixed parameters in g(n, γ) = cγ1/2(nγ)µ
Initialization :n← 0: iteration number
Initialization :w0: initial parameters
Initialization :G0 ← w0: accumulator of gradients
while Testing accuracy not converged do
n← n+ 1;
Gn ← Gn−1 + γ∇fj(wn−1;Zn);
wn ← sign(Gn) max(0, |Gn| − g(n, γ)) ; // entry-wise soft-thresholding
end
C.2 Modified tuning function for constant-and-drop learning rate
In practice, a “constant-and-drop” learning rate schedule is usually adopted. For example, the default
learning rate schedule in the PyTorch implementation of ResNet on ImageNet is divided by 10 folds
for every 30 epochs.2 In this case, we replace Algorithm 1 by Algorithm 2 below, where we set the
solf-thresholding level g˜(n) that accumulates the increments of g(n, γ) at every iteration.
Algorithm 2: gRDA with constant-and-drop learning rates
Hyperparameters :{γn}: learning rate schedule
Hyperparameters :c ∈ [0,∞], µ ∈ (0.5, 1): fixed parameters in g(n, γ) = cγ1/2(nγ)µ
Initialization :n← 0: iteration number
Initialization :w0: initial parameters
Initialization :G0 ← w0: accumulator of gradients
Initialization : g˜(0)← 0: accumulator of thresholds
while Testing accuracy not converged do
n← n+ 1;
Gn ← Gn−1 + γn∇fj(wn−1;Zn);
g˜(n)← g˜(n− 1) + (g(n, γn)− g(n− 1, γn)) ; // threshold increment for γn
wn ← sign(Gn) max(0, |Gn| − g˜(n)) ;
end
C Details on numerical analysis
We did all experiments in this paper using servers with 2 GPUs (Nvidia Tesla P100 or V100, 16GB
memory), 2 CPUs (each with 12 cores, Intel Xeon Gold 6126), and 192 GB memory. We use PyTorch
[48] for all experiments.
2https://github.com/pytorch/examples/blob/234bcff4a2d8480f156799e6b9baae06f7ddc96a/
imagenet/main.py#L400
19
C.1 Details for experiments on ImageNet
We use the codes from PyTorch official implementation3 of training ResNet-50 on ImageNet. The
batch size used in all ImageNet experiments is 256 (the default value for training ResNet-50) and the
data preprocessing module in the original codes is used as well. We follow the separation of training
and validation dataset in the official setting of ILSVRC2012 task (1281167 images in training and
50000 images in validation).
Figure 3 presents the training accuracy, testing accuracy as well as sparsity. Note that the state-of-
the-art performance of ResNet50 on ImageNet (top-1 accuracy 77.15% [31]) using the SGD with
momentum and weight decay is higher than the basic SGD (top-1 accuracy around 68% as shown in
Figure 3). This is because we fix the learning rate at 0.1, and run SGD without momentum or weight
decay. Compared with the SGD, gRDA has a lower training accuracy but a slightly higher testing
accuracy. When we increase µ, the training accuracy decreases since larger µ induces higher sparsity.
However, the testing accuracy for all choices of µ’s in gRDA are similar.
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Figure 7: A comparison of gRDA with the mag-
nitude pruning [61] and variational dropout [41]
with ResNet50 on ImageNet. The numbers next to
the red crosses are the epochs.
Table 1: The parameters for gRDA in Figure 7.
c µ Epoch Sparsity(%)
Test Acc.
(%)
PyTorch Official Learning Rate
0.005 0.85 85 99.84 22.69
0.005 0.8 90 99.51 43.47
0.005 0.65 91 97.05 66.46
0.005 0.75 92 98.99 56.15
0.005 0.7 94 98.26 62.60
0.004 0.7 95 97.69 65.17
0.003 0.7 95 96.87 67.28
0.004 0.65 95 96.36 68.06
0.003 0.75 103 98.10 63.76
0.002 0.75 105 97.06 67.23
0.004 0.75 121 98.62 60.12
Only Drop at Epoch 140
0.005 0.6 144 94.98 72.16
0.005 0.51 146 87.28 73.14
0.005 0.501 148 86.09 73.13
0.005 0.55 150 91.60 73.24
0.01 0.4 150 79.69 72.75
0.005 0.65 151 97.10 70.04
0.005 0.7 153 98.17 65.51
The left panel of Figure 4 is reproduced from the bottom panel of Figure 3 in [19], and we add the
results of gRDA which are marked by the red crosses. The gRDA is performed using a “constant-
and-drop” learning rate schedule. Concretely, γ = 0.1 for epoch 1 to 140, and γ = 0.01 for epoch
after 140. Figure 7 provides additional results of the gRDA using the learning rate schedule given in
the PyTorch official implementation:4
• γ = 0.1 for epoch 1 to 30
• γ = 0.01 for epoch 31 to 60
• γ = 0.001 for epoch 61 to 90, and γ = 0.0001 for epoch after 90
We found that the gRDA does not yield a competitive result under this learning rate schedule.
The right panel of Figure 4 shows the layerwise sparsity using several different pruning methods.
The results of AutoML for Model Compression are from stage4 in Figure 3 of [32]. And the results
3https://github.com/pytorch/examples/blob/234bcff4a2d8480f156799e6b9baae06f7ddc96a/
imagenet/main.py
4https://github.com/pytorch/examples/blob/234bcff4a2d8480f156799e6b9baae06f7ddc96a/
imagenet/main.py#L400
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of Variational Dropout are from [19]5 and we choose the one with 90% sparsity. The results of
Erdo˝s-Rényi-Kernel are from Figure 12 (90 % Sparse ERK, i.e. the subfigure on right) in [15].
C.2 Settings of training models on CIFAR-10 and CIFAR-100
The two datasets CIFAR-10 and CIFAR-100 are described in [35]. Particularly, we follow the
separation of training and validation dataset in the official setting (50000 images in training and
10000 images in validation for both CIFAR-10 and CIFAR-100). For our experiments on CIFAR-10
and CIFAR-100, we mostly follow the codes of [20].6 The batch size used in all experiments is 128
and the data preprocessing module in the original codes is used as well. We follow the example in [20]
and set –use_test. For optimizers, we use SGD(momentum=0,weight_decay=0) and gRDA(c,µ)
as defaults. For the two architectures we used, VGG16, as in its vanilla version, does not have batch
normalization, while WRN28x10 has batch normalization.
For both SGD and gRDA, the base learning rate γ and epochs are the same as summarized in Table 2.
We follow the learning rate schedule adopted by [20]:
• For the first 50% of epochs, we use the base learning rate, i.e. γi = γ, if in ∈ [0, 0.5);
• For 50% to 90% of epochs, the learning rate decreases linearly from the base learning rate
to 1% of the base learning rate, i.e. γi = (1.0− ( in − 0.5) 0.990.4 )γ, if in ∈ [0.5, 0.9);
• For the last 10% of epochs, we keep using the 1% of the base learning rate as learning rate,
i.e. γi = 0.01γ, if in ∈ [0.9, 1].
Table 2: Details for training models on CIFAR-10 and CIFAR-100. The minibatch size is 128.
Parameters not included in this table are selected as the default values in the code of [20].
Data Model
Base
Learning
Rate
Epochs Results
Used in
Section C.3
(connectivity)
Used in
Section C.4
(projection)
CIFAR-10 VGG16 0.1 600 Figure 8Table 4 Yes Yes
CIFAR-10 WRN28x10 0.1 200 Figure 9Table 5 No Yes
CIFAR-100 WRN28x10 0.1 200 Figure 10Table 6 Yes No
We train our models with ten different seeds using both SGD and gRDA, and show the training
accuracy/loss, testing accuracy/loss, and sparsity along the training process in Figure 8, 9, and 10 (as
in Figure 3). Table 4, 5 and 6 provide specific numbers for selected epochs.
For Figure 2, we show the result of the first seed under the two settings: VGG16-CIFAR-10 (gRDA
with c = 0.0005, µ = 0.51) and WRN28x10-CIFAR-100 (gRDA with c = 0.001, µ = 0.501). We
also select other seeds among the ten seeds, and the curve nearly overlaps with each other. Therefore
we only show the result of the first seed.
C.3 Details for Section 4.2
For the analysis of the connectivity between two neural networks, we follow [20] to train a quadratic
Bézier curve interpolating two fixed endpoints ŵ1 and ŵ2, which are parameters trained by the SGD
and the gRDA, respectively. ŵ1 and ŵ2 are trained with 600 epochs for VGG16, and 200 epochs for
WRN28x10. Instead of training the entire curve, we follow [20] and train random points sampled
from the curve between the two endpoints, i.e., we sample t ∼ Uniform(0, 1) and generate a model
with weights being θw(t) = ŵ1(1− t)2 + ŵ2t2 + 2t(1− t)w with a trainable vector w (initialized
at (ŵ1 + ŵ2)/2), and train w with the loss `(θw(t)) at a fixed t using the SGD to get ŵ3.
We use the program in [20] to produce Figure 5, and the settings are summarized in Table 3.
Parameters that are more technical are set by the default values in the GitHub repository of [20].
5https://github.com/google-research/google-research/tree/master/state_of_sparsity
6https://github.com/timgaripov/dnn-mode-connectivity
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The top panels of Figure 5 illustrate the training loss contour on the hyperplane determined by the
(ŵ1, ŵ2, ŵ3). The bottom panels are obtained through the models on the curve, i.e. the model θŵ3(t)
for t ∈ [0, 1]. More results are showing in Figure 11.
Table 3: Details for training quadratic Bézier curve on models with CIFAR-10 and CIFAR-100. Here,
we use the SGD with momentum in the CIFAR-10 task because the SGD without momentum results
in NaN during training. Parameters not included in this table are selected as the default values in the
code of [20].
Data Model Learning Rate Epochs Momentum Weight Decay
CIFAR-10 VGG16 0.1 300 0.9 0
CIFAR-100 WRN28x10 0.1 200 0 0
C.4 Details for Section 4.3
We use the code from [22]7 to calculate the eigenvalues/eigenvectors of the Hessian of a deep
neural network using training data. We set mode="lanczos" to use the Lanczos algorithm. It
uses the scipy.sparse.linalg.eigsh hook to the ARPACK Lanczos algorithm to find the top
k eigenvalues/eigenvectors using batches of data. We set full_dataset=True to use all data to
calculate the eigenvalues.
Our goal is to find the top 10 positive eigenvalues and their associated eigenvectors. We use the
default argument which="LM" in the Lanczos algorithm, which returns the top k (assigned by the
argument num_eigenthings=k) eigenvalues with the largest magnitude which may contain negative
ones. In our experiment, k = 30 is large enough to contain the top 10 positive eigenvalues. Although
the Lanczos algorithm supports method "LA" to directly return top k positive eigenvalues, from our
experience, the results are always significantly less than the top 10 positive eigenvalues chosen by
the above procedure. We also replace the default max_steps=20 to 1000 since in few cases the
algorithm does not converge in 20 steps. We use the default tolerance tol=1e-6.
The DNNs used here are the same with those used in Section 4.2 with the same initializations and the
same minibatches.
C.5 Wall time and GPU memory consumption
In this section, we compare the wall time and the memory consumption between the gRDA and the
SGD. All results in this section are done using the same server containing two Nvidia Tesla V100
(16GB memory) GPUs. We use two cards in training ResNet50-ImageNet, one card in training
VGG16-CIFAR10 and WRN28x10-CIFAR100. Experiments are done serially. The training details
are the same as described in Section C.1 and C.2. For the hyperparameters of the gRDA, we take
c = 0.001, µ = 0.6 for ResNet50-ImageNet, c = 0.001, µ = 0.4 for VGG16-CIFAR10, and
c = 0.001, µ = 0.501 for WRN28x10-CIFAR100. The choice of c and µ in gRDA does not affect
the time usage and memory footprint.
For the wall time, in the case of ResNet50-ImageNet, we record the calculation time for the first 200
iterations per 10 iteration. We omit the first iteration since it is much larger than the others due to
model initiation on GPU. We calculate the average and the standard deviation using the remaining
sample of size 19. In the cases of VGG16-CIFAR10 and WRN28x10-CIFAR-100, we record the
calculation time for the first 20 epochs (390 iterations per epoch) and omit the very first epoch. We
calculate the mean and the standard deviation of the 19 trials.
For the memory consumption, we focus on the peak GPU memory usage, i.e. the maximum memory
usage during training, since it determines whether the task is trainable on the given platform. In the
case of ResNet50-ImageNet, we record the usage of the first 200 iterations among 5 different training
tries. We show the memory usage for two GPU cards separately because the design of PyTorch leads
to a higher memory usage in the card0. In the cases of VGG16-CIFAR10 and WRN28x10-CIFAR-
100, we record the peak GPU memory usage throughout the first 20 epochs. We calculate the mean
and the standard deviation of the 5 tries.
7https://github.com/noahgolmant/pytorch-hessian-eigenthings
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Figure 8: Learning trajectories of (SGD) and (gRDA) for VGG16 on CIFAR-10. See Section C.2 for
the selection of hyperparameters about training.
From Table 7, the gRDA generally requires a higher wall time than the SGD, because gRDA requires
an additional step for the soft thresholding. For the memory consumption, one can observe that the
difference between the gRDA and the SGD depends on the tasks and architectures, although it is
generally small. In particular for the case of ResNet50-ImageNet, the difference in means of the SGD
and the gRDA is not significant since it is less than their respective standard deviations. In fact, we
find that the GPU memory consumption is unstable in these 5 tries, and sometimes the gRDA uses
slightly less GPU memory than the SGD. The reason of the difference could be due to the underlying
design of PyTorch, which may be interesting for future research.
23
0.0
0.5
1.0
1.5
tra
in
 lo
ss
60
80
100
tra
in
 a
cc
ur
ac
y
0.5
1.0
1.5
te
st
 lo
ss
40
60
80
te
st
 a
cc
ur
ac
y
0 25 50 75 100 125 150 175 200
epoch
0
50
100
sp
ar
sit
y
SGD (no other parameters)
gRDA: c=0.001, mu=0.501
gRDA: c=0.001, mu=0.55
gRDA: c=0.001, mu=0.6
gRDA: c=0.001, mu=0.65
150 160 170 180 190 200
0.000
0.001
150 160 170 180 190 200
99.975
100.000
150 160 170 180 190 200
0.3
0.4
150 160 170 180 190 200
94.0
94.5
Figure 9: Learning trajectories of (SGD) and (gRDA) for WRN28x10 on CIFAR-10. See Section C.2
for the selection of hyperparameters about training.
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Figure 10: Learning trajectories of (SGD) and (gRDA) for WRN28x10 on CIFAR-100. See Section
C.2 for the selection of hyperparameters about training.
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Table 4: Details of the learning trajectories in Figure 8 at some selected epoch, which compare (SGD)
and (gRDA) for VGG16 on CIFAR-10. The means and the standard deviations (in the parenthesis) are
taken on 10 independent trials initialized with independent random initializers.
Epoch 1 50 100 200 300 600
Training Loss
SGD 2.1797(0.0859) 0.1453(0.0091) 0.0404(0.0081) 0.0129(0.0017) 0.007(0.0019) 0.0(0.0)
gRDA(0.4) 2.191(0.0897) 0.1537(0.0097) 0.0362(0.003) 0.0124(0.0047) 0.005(0.0014) 0.0(0.0)
gRDA(0.51) 2.2044(0.0939) 0.149(0.0185) 0.0351(0.0036) 0.011(0.0031) 0.0057(0.0018) 0.0(0.0)
gRDA(0.6) 2.1735(0.0817) 0.1557(0.012) 0.0392(0.0054) 0.0169(0.0051) 0.0096(0.0023) 0.0001(0.0001)
gRDA(0.7) 2.2394(0.0473) 0.2262(0.0386) 0.0644(0.0072) 0.0304(0.0094) 0.0223(0.0039) 0.0002(0.0001)
Training Accuracy (%)
SGD 16.6538(3.6064) 95.1673(0.2846) 98.666(0.2707) 99.5902(0.0466) 99.7911(0.0554) 99.9993(0.0013)
gRDA(0.4) 15.8911(3.8974) 94.8553(0.3168) 98.7909(0.1281) 99.6102(0.1431) 99.8367(0.0429) 99.9993(0.0009)
gRDA(0.51) 15.7698(3.9934) 95.0562(0.6049) 98.8393(0.1085) 99.6491(0.1029) 99.8244(0.0484) 99.9996(0.0008)
gRDA(0.6) 16.8571(3.6324) 94.7998(0.415) 98.7262(0.1691) 99.4624(0.1419) 99.6913(0.0658) 99.9991(0.001)
gRDA(0.7) 14.7902(3.0521) 92.6507(1.1549) 97.8649(0.2249) 99.0433(0.2869) 99.3093(0.1221) 99.9973(0.0019)
Testing Loss
SGD 2.1212(0.0866) 0.4768(0.017) 0.5667(0.0142) 0.6561(0.0338) 0.6843(0.0392) 1.0713(0.0207)
gRDA(0.4) 2.1185(0.0575) 0.4966(0.0234) 0.588(0.0314) 0.6729(0.0463) 0.7159(0.0267) 0.9868(0.0372)
gRDA(0.51) 2.1459(0.0956) 0.5002(0.0367) 0.5748(0.0217) 0.6485(0.0294) 0.6745(0.0288) 0.793(0.0268)
gRDA(0.6) 2.0925(0.0481) 0.4856(0.0284) 0.5709(0.0209) 0.6005(0.0364) 0.6388(0.043) 0.7618(0.0262)
gRDA(0.7) 2.1854(0.0459) 0.5055(0.0493) 0.567(0.0233) 0.6104(0.0221) 0.6412(0.0305) 0.8248(0.0215)
Testing Accuracy (%)
SGD 19.1611(3.6631) 87.3144(0.3584) 88.73(0.2176) 89.4422(0.2907) 89.8178(0.1843) 90.8178(0.1779)
gRDA(0.4) 19.01(2.6052) 86.9711(0.4733) 88.6333(0.3905) 89.5444(0.2929) 90.0522(0.2752) 90.87(0.2082)
gRDA(0.51) 18.4556(4.2166) 87.0656(0.789) 88.8511(0.3015) 89.54(0.3037) 90.0478(0.2855) 91.01(0.1464)
gRDA(0.6) 20.1911(2.4566) 87.1733(0.6538) 88.6722(0.4554) 89.3278(0.4227) 89.6856(0.4379) 90.8244(0.2414)
gRDA(0.7) 17.3589(2.4806) 85.69(0.9893) 87.7489(0.4771) 89.1044(0.3582) 89.2267(0.4733) 90.6433(0.224)
Sparsity
SGD 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0)
gRDA(0.4) 2.4922(0.0042) 11.2733(0.0245) 14.4122(0.0364) 18.5011(0.0519) 21.4367(0.0646) 24.4433(0.0766)
gRDA(0.51) 3.73(0.0) 25.4678(0.0464) 34.5056(0.0677) 46.2378(0.0961) 54.2222(0.1095) 61.4322(0.1143)
gRDA(0.6) 5.19(0.0) 47.5333(0.0994) 63.9333(0.169) 79.6367(0.2028) 86.3644(0.1928) 90.49(0.1593)
gRDA(0.7) 7.48(0.0) 80.3589(0.225) 92.0922(0.2057) 95.5589(0.1481) 96.39(0.109) 97.2167(0.0767)
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Table 5: Details of the learning trajectories in Figure 9 at some selected epoch, which compare (SGD)
and (gRDA) for WRN28x10 on CIFAR-10. The means and the standard deviations (in the parenthesis)
are taken on 10 independent trials initialized with independent random initializers.
Epoch 1 25 50 75 100 200
Training Loss
SGD 0.9002(0.0056) 0.0778(0.002) 0.0177(0.0023) 0.0078(0.0016) 0.0047(0.001) 0.0001(0.0)
gRDA(0.501) 0.9087(0.005) 0.0982(0.0014) 0.0298(0.0017) 0.0161(0.003) 0.0124(0.003) 0.0001(0.0)
gRDA(0.55) 0.9112(0.0034) 0.1101(0.0018) 0.0359(0.0026) 0.0202(0.0026) 0.0143(0.0027) 0.0001(0.0)
gRDA(0.6) 0.9155(0.0027) 0.1194(0.0015) 0.0378(0.0022) 0.0233(0.0017) 0.0178(0.0052) 0.0001(0.0)
gRDA(0.65) 0.9162(0.0053) 0.1251(0.002) 0.0442(0.0024) 0.0275(0.0026) 0.0209(0.0027) 0.0002(0.0)
Training Accuracy (%)
SGD 67.9678(0.2445) 97.2832(0.0693) 99.398(0.096) 99.7476(0.0537) 99.8456(0.0387) 99.9996(0.0008)
gRDA(0.501) 67.7258(0.2829) 96.5754(0.0475) 99.0054(0.0772) 99.4766(0.1011) 99.587(0.1076) 99.9998(0.0006)
gRDA(0.55) 67.545(0.1816) 96.1636(0.0878) 98.7718(0.1102) 99.3382(0.101) 99.5198(0.0993) 99.9986(0.0018)
gRDA(0.6) 67.4044(0.1635) 95.8476(0.0772) 98.702(0.0927) 99.2146(0.0636) 99.3944(0.1851) 99.9984(0.0012)
gRDA(0.65) 67.42(0.3047) 95.6366(0.0744) 98.4866(0.0999) 99.0694(0.0985) 99.299(0.1049) 99.9982(0.0017)
Testing Loss
SGD 1.2606(0.1645) 0.4845(0.0837) 0.3849(0.0278) 0.4238(0.0942) 0.4151(0.0275) 0.3624(0.0074)
gRDA(0.501) 1.2986(0.2294) 0.4099(0.0584) 0.4008(0.0631) 0.4547(0.0998) 0.3918(0.0521) 0.3241(0.0099)
gRDA(0.55) 1.2489(0.1411) 0.5151(0.193) 0.3854(0.048) 0.4738(0.1341) 0.3899(0.0455) 0.3266(0.0069)
gRDA(0.6) 1.345(0.1042) 0.4063(0.0352) 0.3941(0.0632) 0.4135(0.095) 0.4414(0.1226) 0.3245(0.0075)
gRDA(0.65) 1.3211(0.216) 0.4487(0.0556) 0.346(0.0343) 0.3805(0.0521) 0.3873(0.0603) 0.3182(0.0048)
Testing Accuracy (%)
SGD 61.478(2.674) 88.06(1.4363) 91.978(0.3655) 92.363(1.0626) 92.968(0.3802) 94.173(0.1127)
gRDA(0.501) 61.021(4.0857) 88.858(1.0066) 91.161(0.9286) 91.109(1.4645) 92.517(0.7402) 94.459(0.12)
gRDA(0.55) 61.565(2.8849) 86.546(2.9551) 91.219(0.7465) 90.717(1.6355) 92.4(0.5953) 94.433(0.0805)
gRDA(0.6) 59.559(1.8942) 88.481(0.9584) 90.922(1.1019) 91.486(1.2848) 91.554(1.6144) 94.497(0.166)
gRDA(0.65) 59.934(3.7627) 87.733(0.7991) 91.637(0.5235) 91.683(0.9814) 91.996(0.8251) 94.531(0.1119)
Sparsity (%)
SGD 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0)
gRDA(0.501) 19.1382(0.003) 64.4465(0.0217) 77.8759(0.0513) 82.8773(0.0502) 85.5712(0.0425) 90.1746(0.0301)
gRDA(0.55) 23.6897(0.0022) 79.9356(0.0209) 87.2516(0.0189) 90.0057(0.0223) 91.5633(0.0357) 94.7444(0.0367)
gRDA(0.6) 29.4495(0.0013) 88.8105(0.0315) 92.5813(0.019) 94.155(0.0219) 95.0531(0.0178) 97.0747(0.0179)
gRDA(0.65) 36.6118(0.0024) 93.5285(0.0143) 95.6032(0.0127) 96.5137(0.0111) 97.0338(0.0138) 98.2877(0.0125)
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Table 6: Details of the learning trajectories in Figure 10 at some selected epoch, which compare
(SGD) and (gRDA) for WRN28x10 on CIFAR-100. The means and the standard deviations (in the
parenthesis) are taken on 10 independent trials initialized with independent random initializers.
Epoch 1 25 50 75 100 200
Training Loss
SGD 2.9477(0.0037) 0.3347(0.0038) 0.0348(0.0044) 0.0076(0.0023) 0.0023(0.0028) 0.0004(0.0)
gRDA(0.501) 2.9632(0.0052) 0.3921(0.0031) 0.0652(0.0047) 0.033(0.0073) 0.0233(0.0063) 0.0006(0.0)
gRDA(0.55) 2.9752(0.0052) 0.4167(0.0025) 0.0758(0.005) 0.0427(0.0055) 0.0317(0.0077) 0.0007(0.0)
gRDA(0.6) 2.9798(0.0038) 0.4407(0.0042) 0.0966(0.0041) 0.0542(0.0039) 0.0394(0.0075) 0.0008(0.0)
gRDA(0.65) 2.9885(0.0062) 0.4633(0.0035) 0.1188(0.0046) 0.0692(0.0053) 0.0495(0.0038) 0.0011(0.0)
Training Accuracy (%)
SGD 25.7816(0.1029) 89.2406(0.1343) 99.071(0.1465) 99.825(0.0637) 99.9418(0.0723) 99.9822(0.0038)
gRDA(0.501) 25.4118(0.0721) 87.4652(0.141) 98.069(0.1749) 99.0446(0.256) 99.327(0.2105) 99.9792(0.0022)
gRDA(0.55) 25.188(0.1628) 86.6598(0.0732) 97.7116(0.1959) 98.7498(0.2099) 99.0674(0.2492) 99.9794(0.0035)
gRDA(0.6) 25.092(0.0661) 86.0122(0.1322) 97.0026(0.1456) 98.3896(0.1561) 98.8524(0.253) 99.977(0.0029)
gRDA(0.65) 24.9426(0.128) 85.3238(0.1064) 96.2586(0.1602) 97.9104(0.1846) 98.533(0.1325) 99.9758(0.0014)
Testing Loss
SGD 3.6524(0.1035) 1.423(0.1287) 1.5834(0.0411) 1.5164(0.0427) 1.5109(0.0621) 1.4977(0.0164)
gRDA(0.501) 3.6615(0.1535) 1.3842(0.0697) 1.7227(0.1908) 1.646(0.2176) 1.6685(0.1295) 1.3766(0.016)
gRDA(0.55) 3.8418(0.1471) 1.3317(0.0558) 1.7881(0.1633) 1.6067(0.1051) 1.6622(0.1452) 1.3537(0.0204)
gRDA(0.6) 3.8368(0.1623) 1.332(0.0551) 1.6861(0.1355) 1.6166(0.0618) 1.6807(0.1061) 1.3789(0.0181)
gRDA(0.65) 3.7701(0.1759) 1.3689(0.1135) 1.6668(0.1081) 1.5665(0.1276) 1.6499(0.1364) 1.3722(0.0156)
Testing Accuracy (%)
SGD 19.408(1.1196) 66.605(1.8987) 72.018(0.6428) 74.775(0.4029) 75.807(0.638) 76.529(0.169)
gRDA(0.501) 18.798(1.2235) 66.621(1.0782) 69.549(1.7699) 71.9(1.7964) 72.47(1.2624) 76.916(0.1894)
gRDA(0.55) 17.644(0.9865) 67.039(0.8587) 68.437(1.6978) 72.095(1.3079) 71.792(1.8297) 76.996(0.1713)
gRDA(0.6) 17.761(0.9144) 67.107(1.0409) 69.13(1.6105) 71.334(0.6645) 71.328(0.9034) 76.999(0.3635)
gRDA(0.65) 17.653(1.0898) 66.13(2.0093) 68.698(1.1661) 71.416(1.5185) 71.3(1.5667) 76.853(0.1996)
Sparsity (%)
SGD 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0) 0.0(0.0)
gRDA(0.501) 19.1087(0.0031) 58.3232(0.0284) 67.0737(0.0783) 72.4028(0.0876) 75.8975(0.1454) 82.6918(0.0986)
gRDA(0.55) 23.6534(0.0026) 71.3479(0.0412) 77.8894(0.0343) 81.8828(0.0499) 84.2722(0.0676) 90.2043(0.0508)
gRDA(0.6) 29.4058(0.0024) 81.4373(0.0293) 85.6999(0.0211) 88.3771(0.0221) 89.9111(0.0318) 94.2045(0.0649)
gRDA(0.65) 36.5536(0.002) 88.195(0.0166) 90.845(0.0191) 92.5057(0.018) 93.4805(0.0184) 96.3042(0.0219)
Table 7: Comparison of SGD and gRDA on time and GPU memory consumption. The values in the
upper penal of the table are the average time consumption of 19 records excluding the initial iterations.
The values in the lower penal are the average peak GPU memory consumption of 5 different tries.
The numbers in parenthesis are the standard deviation.
Time per iteration (s)
ResNet50-ImageNet VGG16-CIFAR10 WRN28x10-CIFAR100
SGD 0.3964 (0.0183) 0.0214 (0.0002) 0.2271 (0.0008)
gRDA 0.4582 (0.0166) 0.0303 (0.0004) 0.2510 (0.0011)
GPU Memory (MiB)
ResNet50-ImageNet (card0,1) VGG16-CIFAR10 (card0) WRN28x10-CIFAR100 (card0)
SGD 14221 (376), 14106 (380) 1756 (48.6) 10301 (0)
gRDA 14159 (167), 13947 (208) 1809 (10.2) 10589 (0)
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(l) WRN28x10/CIFAR-100/Test error/µ = 0.65
Figure 11: The contour of training loss and testing error around the minimal loss/error curves. (Figure
5) The right end point is the SGD, and the left end point is the gRDA.
29
