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Abstract
We focus on the majority rule in crowdsourcing in this paper. One of the problems that concern crowdsourcing is how to
reduce the number of votes for reducing the necessary cost and latency in obtaining results. In this paper, we attempt to reduce
the number of votes while we obtain almost the same results with full votes. To accomplish this goal, we record the percentage
of correct answers that each human worker provided. We report a preliminary study of making use of the records for reducing
the number of votes with synthetic data and workers, and we discuss future directions.
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1. Introduction
Recently, many researches (e.g., [1, 2, 3]) have studied crowdsourcing where diﬃcult tasks for computers,
e.g., sorting and comparing images stored in a database, are outsourced to a crowd of human beings. A requester
of crowdsourcing jobs develops human intelligence tasks (HITs) and makes them available as an application
implemented with crowdsourcing platform including Amazon Mechanical Turk [4] and Crowd4U [5]. A HIT is
generally too complex for computers but is designed as a very simple task for a human being, called a worker, so
that one can generate an answer to a HIT very quickly and input it to the application through interface provided by
the platform. The crowdsourcing application collects answers from workers, calculates results with the collected
answers, and returns them to the requester.
It is naturally required to generate results eﬃciently. One of the optimizations is to reduce the number of
answers necessary for generating results. In conventional database systems, an optimization focuses on reducing
the number of I/O’s and CPU costs. In contrast, since costs for human beings are much larger than I/O and CPU
cost, the number of answers necessary for generating results is one of the most important factors in optimization
of crowdsourcing. We focus on the majority rule in this paper, and we report a preliminary study of the number of
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votes in crowdsourcing. Although there are studies of how to calculate correct results with answers from human
beings (e.g., [6, 7]), we assume in this paper that results are generated according to the majority rule for simplicity.
We take uncertainty of answers into account as discussed in [8]. Speciﬁcally, we record the percentage of
correct answers that each worker provided, and by exploiting the records the number of votes can be reduced for
performance. We vary percentages of correct answers for modelling varieties of HITs’ diﬃculties and uncertainties
of answers in the real world and show results of empirical experiments. We also consider problems to be solved
based on the discussions of this paper.
The remainder of this paper is organized as follows. Section 2 mentions related work. Section 3 describes our
attempts to reduce the number of votes. Section 4 reports some empirical results of a preliminary study of our
attempts. Section 5 considers problems to address in future, and Section 6 concludes this paper.
2. Related Work
There have been studies of eﬃcient processing in crowdsourcing. In CrowdDB [9, 10], a crowd is treated as
a component of database systems. CrowdSQL, a SQL extension developed in CrowdDB, supports crowdsourc-
ing, and queries in CrowdSQL can be executed with optimization functions just like those in a database system.
Qurk [11] is a declarative query processing system designed to run queries over a crowd of workers. It supports
many queries including crowd-based ﬁlter, join, and sort operators eﬃciently. Especially, how to implement sorts
and joins were discussed in [12]. Deco [13, 14] is a database system for declarative crowdsourcing. All the sys-
tems discussed query optimization as an extension of that in database systems. A diﬀerence of our work from
them is that we attempt to reduce the number of workers’ tasks for performance.
Ertekin et al. [15] addressed the problem of estimating the crowd’s majority opinion by querying only a subset
of it. In CrowdScreen [16], ﬁlter operators are focused on. Their considerations include the idea in [17], and not
full but a subset of crowd is employed for processing ﬁlter operators eﬃciently. Our study is diﬀerent from them
in that we attempt to reduce the number of workers’ tasks by employing good workers as much as possible.
3. Number of Votes
In this section, we ﬁrst introduce operations studied in this paper. We then describe records of the percentages
of correct answers that each worker provided to HITs. We ﬁnally attempt to reduce the number of votes by
exploiting the records.
3.1. Operations in crowdsourcing
The operations studied in this paper are binary votes. Binary votes are a typical operation used in crowdsourc-
ing. For example, [12] mentions a simple join predicate, where a pair of image data with a question like ”Is the
same person in the image on the left and the image on the right?” is shown and a worker inputs yes or no as his/her
answer. When joining M items with N items, M × N HITs should be performed in a straightforward way for
generating the results.
Multiple votes, in fact an odd number of votes, are supposed to decide the result for a single operation in this
paper. The decision is, as mentioned before, to simply follow the majority rule.
3.2. Accuracy rate of each worker
The records of workers’ answers allow us to know how good each worker is in terms of HITs. By means of
correct answers, which are decided by the majority of answers, we can get the number of correct/incorrect answers
of each worker. In this paper, we simply calculate the accuracy rate of a worker i as follows:
pi =
|correct answers|
|answers| . (1)
We discuss accuracy rate further in Section 5.
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3.3. How to reduce the number of votes
Since we consider only the majority votes in this paper, one simple way for reducing the number of votes
compared with full votes is obviously to stop collecting answers for a HIT when we have the same votes of more
than a half number of full votes for the HIT. We call this naive method in this paper. Here, we introduce two
methods that attempt to make the number of votes less than the number of votes in naive method.
One method is to hire good workers as much as possible. This allows us likely to have same, and hopefully
correct, answers. We consider that a worker is good if the worker meets the following conditions by using the
accuracy rates introduced in the previous subsection.
• The worker has provided answers to more than R1% of all HITs.
• The accuracy rate is more than base%.
The other method is to suppose optimistically that we get the same answers of more than a half number of full
votes even though we collect less than the number of same votes from good workers. In concrete, we consider
that we reach the answer if we collect the same α answers from workers who satisfy the following conditions.
• The worker has provided answers to more than R2% of all HITs.
• The accuracy rate is more than opt%.
4. Empirical Study
In this section, we report some results of experiments in which synthetic data and workers were used. We ﬁrst
describe the environment of our experiments, and then discuss the results.
Our proposal described in the previous section can help job requesters reduce the number of votes in crowd-
sourcing, thereby reducing not only the amount of money to pay for taking crowdsourcing but also the time
necessary for obtaining results. Note that the eﬀectiveness of the proposal naturally depends on the accuracy rates
of workers. One of the related factors is how easy a task is. Since a job requester knows about HITs which the
requester is going to send a crowdsourcing application, we suppose that the requester can think whether the HITs
are diﬃcult or not in this paper. We therefore examine how our proposal can work in various accuracy rates of
workers in the experiments.
4.1. Environment
We supposed simple HITs that requested workers to vote yes or no in the experiments. For modelling workers,
we introduced three types of workers, namely, ideal, normal, and spam, whose characteristics were as follows:
ideal: Excellent workers who could provide correct answers always.
normal: Earnest workers whose accuracy rate was between 50% and 100%. We modelled various diﬃculties of
HITs by varying the accuracy rate of workers of this type within the range.
spam: Spammers. Since we focus on the majority rule, their accuracy rate was set to 50% in this paper.
We set the number of each worker type before running the experiments. Speciﬁcally, we set the numbers of
ideal, normal, and spam workers to 8, 24, and 8, respectively. The number of each worker was ﬁxed and the type
of each worker did not change during the experiments. The total number of distinguished workers was 40.
Table 1 shows how we set parameters, which we explained in the previous section, in the experiments.
The supposed task in the experiments joined two tables, each of which consisted of 20 items, and the answer
to a HIT was supposed to be decided under the majority rule with ﬁve votes. Thus, the total number of HITs and
the number of full votes were 400 and 2000, respectively. Five workers were randomly selected for processing a
HIT, and each of the workers could not provide more than one answer to the HIT.
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Table 1. Parameters.
Parameter Values
R1, R2 5
base 60
(opt, α) (90, 2), (100, 1)
4.2. Eﬀects of our proposal
In this subsection, we report some results for discussing the eﬀectiveness of our proposal described in the pre-
vious section with varying accuracy rates of normal workers. Note that the variations of accuracy rates correspond
to diﬃculty levels of HITs. Every experiments were run 100 times, and the results shown in the following are the
average values.
Table 2 shows the necessary numbers of votes in naive method, which was described in the previous section,
with varying accuracy rates of normal workers. In the table, “# votes” stands for the average number of votes
needed for deciding the answer to a HIT, and “# reduced votes” stands for the average diﬀerence of numbers of
votes between full votes and naive method. In the following, the results shown in the table are the baseline of this
study, that is, we attempt to reduce the numbers more than those shown in the table.
Table 2. The reduced number of votes in naive method.
accuracy rate of normal # votes # reduced votes
50% 4.07 372.92
60% 3.98 407.38
70% 3.86 457.28
80% 3.69 522.60
90% 3.51 594.68
100% 3.32 672.13
To calculate Equation (1), we collected full votes of 2000 ﬁrst, and then attempted to reduce the number of
votes for another task for joining the two tables with using the records based on our proposal. Our proposal thus
reduced the number of votes in the second 2000 full votes. We ran the series of two tasks 100 times, and report
the average values in the following.
Table 3 shows the results when we used our ﬁrst method described in the previous section. Comparing this
table with Table 2, we can say that the ﬁrst method could reduce the number of votes when the accuracy rate of
normal was more than 70%. On the other hand, the numbers of necessary votes shown in Tables 2 and 3 were
almost the same in the rest cases. These cases correspond to situations where tasks were diﬃcult for workers to
answer correctly. The eﬀect of the method is low in such a case and thus we should perhaps collect relatively
many answers instead of trying to reduce the number.
Table 3. Exploiting good workers.
accuracy rate of normal # votes # reduced votes
50% 4.06 377.69
60% 3.96 414.05
70% 3.80 480.23
80% 3.56 574.26
90% 3.31 674.28
100% 3.04 784.07
Table 4 shows the results when we used our second method described in the previous section. In the table,
“# diﬀerent decisions” stands for the average number of decisions that were diﬀerent from those in the case of
Table 3.
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Table 4. Optimistic majority decision.
accuracy rate of normal # votes # reduced votes # diﬀerent decisions
50% 4.07 370.67 0.00
60% 3.97 411.23 0.53
70% 3.73 506.52 2.60
80% 3.36 656.56 5.65
90% 2.71 916.40 14.37
100% 1.33 1468.24 2.21
The second method could naturally reduce the number of votes for generating results compared with those
shown in Table 2, while there were diﬀerent decisions from those generated originally. Note, however, that in the
experiments there were at most 4% diﬀerence between the results when the accuracy rate of normal was 90%,
while the method could achieve about 50% and 30% reduction improvements from those shown in Tables 2 and
3, respectively.
5. Discussions
Based on the results shown in the previous section, a job requester can think of how the requester can beneﬁt
from our proposal and how the results may have diﬀerent decisions, or incorrect decisions, by using our proposal,
and thus the requester may be able to decide whether the proposal should be adopted. In this section, we consider
some problems to be solved for improving our proposal.
Accuracy rate calculation: We calculated the accuracy rate of a worker simply with Equation (1) in this paper.
This is obviously too simple to predict future accuracy rates. Since workers and their assignments to HITs
were conducted synthetically in the experiments, the simple calculation could work. However, in the real
world, we need to take many things into account. For example, suppose the number of full votes for one HIT
is ﬁve and we have two cases: one is (1, 4) votes and the other is (2, 3) votes. Although the two cases are
treated equally in this paper, we may need to distinguish them and to introduce some weighing mechanism
in the calculation.
Also, we need to take account of individual characteristics of workers, e.g., knowledge, sensing ability, and
carelessness. How to update records used for the calculation is another important problem. Since workers
are human beings, their growth and ageing with time in terms of the characteristics should be considered.
Latency: Our proposal is an aggressive strategy for hiring workers with higher accuracy rates than a threshold
as much as possible, no matter how many workers have such high rates. This may be a serious problem
of latency in obtaining results. There is a trade-oﬀ between latency and the amount of money to pay to a
crowdsourcing platform. We need to set the parameters dynamically to adapt to situations for balancing
between the two factors.
Also, we can reduce latency if we can employ workers who worked more frequently than others. In the
experiments, HITs were performed by randomly selected workers. However, there are various workers with
various frequency of working in crowdsourcing. We need to think of it in practice.
Diﬃculty of HITs: If a job requester would like to fully beneﬁt from our proposal, the requester has to predict
how diﬃcult HITs are to answer quantitatively; It is, however, generally diﬃcult. It may be possible for a
crowdsourcing application to predict diﬃculty of HITs when a certain number of the HITs are performed,
thereby applying our proposal automatically.
Miscellanies: Not to mention, we would like to do case studies with real human workers. Also, we would like to
extend this study to other operations.
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One of possible case studies is to use Duchenne Smiles experimental data [18] used in [19]. The data was
collected with Amazon Mechanical Turk [4] in which workers labelled each human facial image as “enjoy-
ment” smile or “social” smile. The numbers of workers and facial images are 64 and 2134, respectively.
The number of all labels is 30319. Some images were labelled by same workers more than one time, and
sometimes the labels were diﬀerent. 160 out of the 2134 images were labelled by expert facial expression
coders and thus they can be used as ground truth. However, the data has no timestamps, and we cannot
access the images themselves. We intend to use the data and compare with the results of this paper.
We also intend to consider the diversity of workers. There are naturally many diﬀerent types of workers
in crowdsourcing [20], and the diversity often has some inﬂuences on the results. For example, Willett et
al. [21] showed that qualities of results made by US and non-US workers were diﬀerent in their experiments.
We set the number of worker types in the experiments of this paper for no particular reason. We intend to
examine not only the number of worker types but also the diversity of them in future work.
6. Conclusion
We focused on the majority rule in crowdsourcing and proposed the two methods for reducing the number of
votes in this paper. We also showed some results of preliminary experiments, and we discussed future directions
of this paper including accuracy rate calculation, latency, and diﬃculty of HITs.
The ﬁxed number of workers were supposed to be assigned to each HIT in this paper. Guo et al. [22] focused
on maximum function and addressed the problems in that given a set of votes how to select the maximum and
how to improve their estimate by requesting additional votes. We will get better results if we can devise a method
for requesting additional votes under the majority rule based on their work. We also think that the method would
allow us to have truly correct results under the majority rule. In this paper, we supposed that the results following
the majority rule were correct. However, it may not be true in the real world, especially when HITs are even
complex for human beings. It is required that we ﬁnd when to request additional votes and how they could verify
whether obtained results are correct under the majority rule.
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