We consider a system of d coupled non-linear stochastic heat equations in spatial dimension 1 driven by d-dimensional additive space-time white noise. We establish upper and lower bounds on hitting probabilities of the solution {u(t , x)} t∈R+,x∈ [0 ,1] , in terms of respectively Hausdorff measure and Newtonian capacity. We also obtain the Hausdorff dimensions of level sets and their projections. A result of independent interest is an anisotropic form of the Kolmogorov continuity theorem.
(1.2) Equation (1.1) is formal, but can be interpreted rigorously as follows (Walsh [W86] ): Let W i = (W i (s , x)) s∈R + , x∈[0 ,1] , i = 1, . . . , d, be independent Brownian sheets, defined on a probability space (Ω , F , P), and set W = (W 1 , . . . , W d ). For t ≥ 0, let F t = σ{W (s , x), s ∈ [0 , T ], x ∈ [0 , 1]}. We say that a process u = {u(t , x), t ∈ [0 , T ], x ∈ [0 , 1]} is adapted to (F t ) if u(t , x) is F t -measurable for each (t , x) ∈ [0 , T ] × [0 , 1]. We say that u = (u 1 , . . . , u d ) is a solution of (1.1) if u is adapted to (F t ) and if for i ∈ {1 , . . . , d}, t ∈ [0 , T ], and x ∈ [0 , 1], u i (t , x) = Here, G t (x , y) denotes the Green kernel for the heat equation with Neumann boundary conditions. See, for example, Walsh [W86] or Bally, Millet, and Sanz-Solé [BMS95] . Our goal is to develop aspects of potential theory for the solution to the system of stochastic heat equations (1.1). In particular, given A ⊂ R d , we want to determine whether the process {u(t , x), t ≥ 0, x ∈ [0 , 1]} visits, or hits, A with positive probability.
Potential theory for single-parameter processes is a mature subject. See, for example Blumenthal and Getoor [BG68] , Port and Stone [PS78] , and Doob [D84] . There is also a growing literature on the potential theory for multiparameter processes (Khoshnevisan [Kho02] .
For the linear form of (1.1) (b ≡ 0, σ ≡ I d , where I d denotes the d × d identity matrix), results on hitting probabilites have been obtained in Mueller and Tribe [MT03] . In the case d = 1, for a particular form of (1.1) with additive noise (σ ≡ I d , b(u) = u −δ for δ > 3 and b(u) = cu −3 ), the issue of whether or not the solution hits 0 has been discussed in Zambotti [Z02, Z03] and Dalang, Mueller, and Zambotti [DMZ06] .
For non-linear s.p.d.e.'s, a general result was obtained in Dalang and Nualart [DN04] , valid for systems of reduced hyperbolic equations on R 2 + (essentially equivalent to systems of wave equations in spatial dimension 1) that are driven by two-parameter white noise. In this paper, we will be concerned with obtaining upper and lower bounds on hitting probabilities for the solution of the system (1.1). In a forthcoming paper [DKN07] , we use quite different techniques from the Malliavin calculus, consider systems of non-linear heat equations with multiplicative noise, and obtain bounds that are slightly different than those in this paper.
Let {v(r)} r∈T denote a random field that takes values in R d , where T is some Borelmeasurable subset of R N . Let v(T ) denote the range of T under the random map r → v(r). We say that a Borel set A ⊆ R d is called polar for v if P{v(T ) ∩ A = ∅} = 0; otherwise, A is called nonpolar. Two of our main results are the following. They will be proved in Section 5. 
(c) Fix x ∈ [0 , 1]. A Borel set A ⊆ R d is nonpolar for t → u(t , x) if A has positive (d − 4)-dimensional capacity. If, on the other hand, A has zero (d − 4)-dimensional Hausdorff measure, then A is polar for t → u(t , x).
The definitions of capacity and Hausdorff measures will be recalled shortly.
There is a small gap between the conditions of positive capacity and positive Hausdorff measure. In some cases, we know how to bridge that gap. Indeed, the results of Mueller and Tribe [MT03] will make this possible in parts (a) and (b) of the following. This reference does not however apply to statement (c). This corollary is proved in Section 5. Our work has other, "more geometric," consequences as well. For instance, in Corollary 5.3 below, we prove that if d ≥ 6, then the Hausdorff dimension of the range of the solution to (1.1) is 6 a.s. On the other hand, when d < 6, Corollary 1.2 implies readily that the range of the solution to (1.1) has full Lebesgue measure a.s. This paper is organized as follows. In Section 2 we present general conditions on an R d -valued random field (v(t , x)) that imply lower bounds on hitting probabilities (Theorem 2.1). These conditions are stated in terms of a lower bound on the one-point density function of the random vectors v(t , x) and an upper bound on the two-point density function; that is, the density function of (v(t , x), v(s , y)) for (t , x) = (s , y) (see conditions A1 and A2). These conditions also yield information about level sets of the process and their projections (Theorem 2.4). They are related to, but not identical with, the conditions of Dalang and Nualart [DN04] .
In Section 3 we isolate properties of the random field that imply upper bounds on hitting probabilities (Theorem 3.1), and corresponding properties of level sets and their projections (Theorem 3.2). These conditions are implied by sufficient conditions that are often not too difficult to check, namely that the one-point density function of the random variables v(t, x) is uniformly bounded above and an estimate on L p -moments of increments of the random field (Theorem 3.3), similar to the condition in the classical Kolmogorov continuity theorem. These conditions are different from those of [DN04] which made specific use of the structure of the filtration of the solution to a hyperbolic s.p.d.e. in R 2 + , and, in particular, of Cairoli's maximal inequality for 2-parameter martingales; there is no counterpart to these for the stochastic heat equation.
In Section 4 we verify the conditions of Sections 2 and 3 for the solution of the linear form of (1.1), that is, with b ≡ 0 (see Theorem 4.6). In order to obtain the best estimates possible, a careful analysis of moments of increments and of the determinant of the variance/covariance matrix of the (in this case, Gaussian) process (u(t , x)) is needed. This also requires a version of the Kolmogorov continuity theorem that is tailored to the needs of the stochastic heat equation. This is presented in Appendix A, and may be of independent interest.
Finally, in Section 5, we use Girsanov's theorem to transfer results about hitting probabilities of the solution to the linear form of (1.1) to the general form of (1.1) (Proposition 5.2), and we prove Theorem 1.1 and Corollary 1.2. Some results on capacity and energy are gathered in Appendix B.
Let us conclude this Introduction by defining the requisite notation and terminology. For all Borel sets F ⊆ R d we define P(F ) to be the set of all probability measures with compact support in F . For all integers k ≥ 1 and µ ∈ P(R k ), we let I β (µ) denote the β-dimensional energy of µ; that is,
where x denotes the Euclidean norm of x ∈ R k . Here and throughout,
where N 0 is a constant whose value will be specified later in the proof of Lemma 2.2. If f : R d → R + is a probability density function, then we will write I β (f ) for the β-dimensional energy of the measure f (x)dx.
For all β ∈ R, integers k ≥ 1, and Borel sets F ⊂ R k , Cap β (F ) denotes the β-dimensional capacity of F ; that is,
where 1/∞ := 0. Given β ≥ 0, the β-dimensional Hausdorff measure of F is defined by
where B(x , r) denotes the open (Euclidean) ball of radius r > 0 centered at x ∈ R d . When β < 0, we define H β (F ) to be infinite. Throughout, we consider the following parabolic metric:
Clearly, this is a metric on R 2 which generates the usual Euclidean topology on R 2 . We associate to this metric the energy form
and its corresponding capacity
For the Hausdorff measure, we write
Lower Bounds on Hitting Probabilities
Fix two compact intervals I and J of R. Suppose that {v(t , x)} (t,x)∈I×J is a two-parameter, continuous random field with values in R d , such that (v(t , x) , v(s , y)) has a joint probability density function p t,x;s,y (· , ·), for all s, t ∈ I and x, y ∈ J such that (t , x) = (s , y). That is,
for all bounded Borel-measurable functions f : I × J → R. We will denote the marginal density function of v(t , x) by p t,x .
Consider the following hypotheses:
A1. For all M > 0, there exists a positive and finite constant C = C(I, J, M, d) such that for all (t , x) ∈ I × J and all
A2. There exists β > 0 such that for all M > 0, there exists c = c(I, J, β, M, d) > 0 such that for all s, t ∈ I and x, y ∈ J with (t , x) = (s , y), and for every
Our next theorem discusses lower bounds for various hitting probabilities of the random field v.
Theorem 2.1. Suppose A1 and A2 are met. Fix M > 0.
(1) There exists a positive and finite constant a = a(I, J, β, M, d) such that for all compact sets
(2) There exists a positive and finite constant a = a(J, M β, d) such that for all t ∈ I and for all compact sets
There exists a positive and finite constant a = a(I, M, β, d) such that for all x ∈ J and for all compact sets
Before proving this theorem, we need two technical lemmas.
Lemma 2.2. Fix N > 0 and β > 0.
(1) There exists a finite and positive constant
(2) Fix α > 0. There exists a finite and positive constant
Proof. We start by proving (1). Using the change of variablesũ = t − s (t fixed),ṽ = x − y (x fixed), we have dy e −a 2 /∆((t,x);(s,y)) ∆ β/2 ((t, x); (s, y))
A change of variables [ũ = a 4 u 2 ,ṽ = a 2 v] implies that this is equal to 
Pass to polar coordinates to deduce that the preceding is bounded above by I 1 + I 2 (r , m), where
(2.12)
Clearly, I 1 ≤ C < ∞, and if β = 6, then
There are three separate cases to consider: (i) If β > 6, then 3 − (β/2) < 0, and hence I 2 (r , m) ≤ C for all r ≥ r 1 and m ≥ m 1 . (ii) If β < 6, then I 2 (r , m) ≤ c( √ r 2 + m 2 ) 3−(β/2) = Ca β−6 for all r ≥ r 1 and m ≥ m 1 . (iii) Finally, if β = 6, then
(2.14)
We combine these observations to deduce that for all β > 0 there exists C > 0 such that for all a ∈ [−N , N ], the expression in (2.10) is bounded above by 
As above, we consider three different cases: (i) If αβ > 2, then 1 − (αβ/2) < 0, and hence
We combine these observations to deduce that for all β > 0 and α > 0, there exists C > 0 such that for all a ∈ [−N , N ], the expression in (2.17) is bounded above by 22) provided that N 0 in (1.5) is sufficiently large. This proves (2) and completes the proof of the lemma.
For all a, ν, ρ > 0, define
(2.23) Lemma 2.3. For all a, ν, T > 0, there exists a finite and positive constant C = C(a , ν , T ) such that for all 0 < ρ < T ,
is nonincreasing, so Ψ a,ν is bounded on R + when ν < 1. In this case, K (ν−1)/ν (ρ) = 1, whence follows the result in the case that ν < 1.
For the case ν ≥ 1, we change variables (y = xρ −1/ν ) to find that
(2.25)
When ν > 1, this gives the desired result, with c = +∞ 0 dy (1 + y ν ) −1 . When ν = 1, we simply evaluate the integral in (2.23) explicitly: this gives the result for 0 < ρ < T , given the choice of K 0 (r) in (1.5). We note that the constraint "0 < ρ < T " is needed only in this case. There are separate cases to consider:
Case 1: β − 6 < 0. Then Cap β−6 (A) = 1. Hence it suffices to prove that there exists a finite and positive constant a (that does not depend on A) such that
(2.26)
Define, for all z ∈ R d and ǫ > 0,B(z , ǫ) := {y ∈ R d : |y − z| < ǫ}, where |z| := max 1≤j≤d |z j |, and
where C > 0 does not depend on z.
On the other hand, A2 implies that
The change of variables u = t − s (t fixed), v = x − y (x fixed), implies that the preceding is bounded above by
Therefore, Lemma 2.3 implies that for all ǫ > 0,
In order to bound the preceding integral, consider three different cases: (i) If 0 < β < 2, then 1 − 2/β < 0 and the integral equals |I|.
(ii) If 2 < β < 6, then K 1−(2/β) (u β/4 ) = u (1/2)−(β/4) and the integral is finite. (iii) If β = 2, then K 0 (u β/4 ) = log(N 0 /u 1/2 ) and the integral is also finite. This fact, (2.28), and the Paley-Zygmund inequality (Khoshnevisan [Kho02, Lemma 1.4.1, Chap.3]) together imply that
The left-hand side is bounded above by P{v(I × J) ∩ A (ǫ) = ∅}, where A (ǫ) denotes the closed ǫ-enlargement of A. Let ǫ ↓ 0 and appeal to the continuity of the trajectories of v to find that
This proves (2.26).
Case 2: 0 < β − 6 < d. Define, for all µ ∈ P(A) and ǫ > 0,
(2.34)
Note that A1 implies, as in (2.28), the existence of a positive and finite constant C 1 -that does not depend on µ-such that for all ǫ > 0,
Next, we will estimate the second moment of J ǫ (µ). Let
(2.37)
Lemma 2.2(1) and A2 together imply that there exists a finite and positive constant C 2 such that for all ǫ > 0,
By appealing to Theorem B.1 in Appendix B, we see that for all ǫ > 0,
by (2.35). The preceding, (2.36), and the Paley-Zygmund inequality together imply that
The left-hand side is bounded above by P{v(I × J) ∩ A (ǫ) = ∅}, where A (ǫ) denotes the closed ǫ-enlargement of A. Let ǫ ↓ 0 and appeal to the continuity of the trajectories of v to find that for all µ ∈ P(A),
Case 3: β − 6 = 0. We proceed as we did in Case 2, but use (2.39) with β = 6 and Theorem B.2 in the Appendix to obtain that for all ǫ > 0,
.
This proves part (1) of the theorem. We prove (2) similarly. Without loss of generality we assume that Cap β−2 (A) > 0. This implies that β − 2 < d and A = ∅. Again, we need to consider three different cases.
We proceed as we did in Case 1, but instead of J ǫ (z), we consider
for t ∈ I fixed. We then use A1 in order to obtain
Note that, in this case, the constant C depends on t only through I. We use A2 to bound the second moment ofĴ ǫ,t (z), that is,
which is finite because 0 < β < 2. The rest of the proof follows exactly as in Case 1.
We proceed as we did in Case 2, but instead of J ǫ (µ), we consider
Finally, A2 and Lemma 2.2(2) with α = 1 and I replaced by J together imply that there exists a finite and positive constant C such that for all ǫ > 0,
The remainder of the proof of (ii) follows exactly as we did for Case 2.
Case (iii): β = 2. We proceed as in (ii) and Case 3. This proves part (2) of the theorem.
We prove (3) by applying the same argument, but instead of J ǫ (µ) and/orĴ ǫ,t (µ), considerJ
(2.50) for x ∈ J fixed, and use A1, A2 and Lemma 2.2(2) with α = 1/2 to conclude.
Theorem 2.1 is a result about hitting probabilities of the random sets that are obtained by considering various images of v. Next, we describe similar results for other, related, random sets. Define
Theorem 2.4. Assume that A1 and A2 are met. Then, for all R > 0, there exists a positive and finite constant a = a(I, J, β, R, d) such that the following holds for all compact sets E ⊆ I × J, F ⊆ I, and G ⊆ J, and for all z ∈ B(0 , R):
Proof. We begin by proving (1). Without loss of generality we assume that Cap
Then, in accord with A1, there exists a finite and positive constant C 1 such that for all µ ∈ P(E) and
On the other hand, A2 guarantees the existence of a finite and positive constant C 2 such that for all µ ∈ P(E) and δ > 0,
Equations (2.53) and (2.54), together with the Paley-Zygmund inequality, imply that
The left-hand side is clearly bounded above by
Let δ ↓ 0 to finish the proof of (1). In order to prove (2), define, for all µ ∈ P(F ), δ > 0 and z ∈ B(0, R),
By A1, we can find a constant C -depending only on (
On the other hand, let g δ be as defined in (2.37) with ǫ replaced by δ. By A2, there exists C-depending only on (I , J , β , R , d)-such that for all δ > 0 and µ ∈ P(F ),
(2.59)
where Ψ a,ν (ρ) is defined in (2.23), we see that
(2.61)
Since the two dz i -integrals are equal to 1, Lemma 2.3 implies that there exists a constant C such that for all µ ∈ P(F ) and δ > 0,
(2.62)
An application of the Paley-Zygmund inequality implies statement (2) of the theorem. In order to prove (3), we consider instead µ ∈ P(G) and
] is bounded below, uniformly for all δ > 0 and µ ∈ P(G). Also, as above, A2 implies that there exists a positive and finite constant
for all δ > 0 and µ ∈ P(G). Indeed, this is a consequence of Lemma 2.3 and the fact that
Therefore, statement (3) now follows from the two moment bounds and the Paley-Zygmund inequality.
For (4), we consider instead z ∈ B(0, R), x ∈ J, µ ∈ P(F ) and set
As was the case in (1), (2), and (3), E[Z ′ δ (µ)] is bounded below, uniformly for all δ > 0, µ ∈ P(F ) and x ∈ J. In addition, there exists a positive and finite constant C such that
Since p t,x;s,x (z 1 , z 2 ) ≤ |t − s| −β/4 , and the two dz i -integrals are equal to 1, we see that
for all δ > 0, µ ∈ P(F ) and x ∈ J. Therefore, statement (4) follows from the two moment bounds and the Paley-Zygmund inequality. Finally, in order to prove (5), we consider instead µ ∈ P(G) and
Once again by A1, E[Z ′′ δ (µ)] is bounded below, uniformly for all δ > 0 and µ ∈ P(F ). And
. From the two moment bounds, (5) follows, whence the theorem. 
(2.69)
Indeed, this assumption would be used to get the lower bound in (2.28) and (2.36).
In the same way, Theorem 2.1(2) can be obtained if A1 is replaced by:
Similar considerations apply to Theorem 2.1(3), which can be obtained if A1 is replaced by:
there exists a positive and finite constant
(2.71) (b) It is also possible to weaken Hypothesis A2. For instance, Theorems 2.1(2) and 2.4(5) can be proved if A2 is replaced by: A2 t . There exists β > 0 such that for all M > 0, there exists c = c(t, I, J, β, M, d) > 0 such that for all x, y ∈ J with x = y, and for every
Similar considerations also apply to Theorem 2.1(3).
Upper Bounds on Hitting Probabilities
The results of this section complement those of the preceding by establishing upper bounds for various hitting probabilities. Consider two compact nonrandom intervals I ⊂ [0 , T ] and J ⊂ [0 , 1], and suppose v = {v(t , x)} (t,x)∈I×J is an R d -valued random field. For all positive integers n, set t n k := k2 −4n , x n ℓ := ℓ2 −2n , and
Then there exists a positive and finite constant a such that for all Borel sets
Proof. We begin by proving (1). When β − 6 < 0, there is nothing to prove, so we assume that β − 6 ≥ 0. Fix ǫ ∈ ]0 , 1[ and n ∈ N such that 2 −n−1 < ǫ ≤ 2 −n , and write
The number of pairs (k , ℓ) involved in the two sums is at most 2 6n . Because 2 −n−1 < ǫ, the condition (3.2) implies that for all large n and all z ∈ A,
Note that C does not depend on (n , ǫ). Therefore, (3.4) is valid for all ǫ ∈ ]0 , 1[. Now we use a covering argument:
P{v(I ×J)∩B i = ∅}, (3.4) and (3.5) together imply that
In order to prove (2), we can assume that β − 2 ≥ 0 and we fix ǫ ∈ ]0 , 1[. We can find integers n and k such that 2 −n−1 < ǫ ≤ 2 −n and t ∈ I n k . Then, by (3.2),
Now use a covering argument, as we did to prove (1), in order to verify (2). The proof of (3) follows along similar lines, and is left to the reader. 
We can find integers n, ℓ and k such that 2 −2n−2 < r ≤ 2 −2n−1 , t 0 ∈ I n k , x 0 ∈ J n ℓ . Then condition (3.2) implies that for n large,
(3.8)
Note that C does not depend on (n , r , t 0 , x 0 ). Now we use a covering argument:
(3.10)
Let r → 0 + to deduce (1). To prove (2), fix r ∈ ]0 , 1[ and t 0 ∈ I. There exist integers n and k such that 2 −4n−2 < r ≤ 2 −4n−1 and t 0 ∈ I n k . Condition (3.2) implies that for n large, P inf 
(3.13)
Let r → 0 + to deduce (2). The proof of (3) follows along similar lines, and is left to the reader. We now prove (4). Fix x ∈ J, r ∈ ]0 , 1[ and t 0 ∈ I. There exist integers n, k and ℓ such that 2 −4n−2 < r ≤ 2 −4n−1 , t 0 ∈ I n k and x ∈ J n ℓ . Condition (3.2) implies that for n large, P inf
14)
Note that C does not depend on (n , r , x, t 0 ). Choose r ∈ ]0 , 1[ and let {F i } ∞ i=1 denote a sequence of open balls in I with respective radii r i ∈ ]0 , r] such that
(3.16)
Let r → 0 + to deduce (4). The proof of (5) follows along similar lines, and is left to the reader.
The results of this section all assume Condition (3.2). The following provides a useful sufficient condition for (3.2) to hold. This conditions is used for instance in [DKN07] . (i) For any (t , x) ∈ I × J, the random vector v(t , x) has a density p t,x (z) which is is uniformly bounded over z ∈ [−M, M ] d and (t , x) ∈ I × J.
(ii) For all p > 1, there exists a constant C depending on p, I, J such that for any 
We are going to start by showing that
Indeed, observe that
By hypothesis (i), the first term on the right-hand side is bounded by cε β . By Markov's inequality, 
and hence,
Since 2α − β/d > 0, it follows that p(2α − β/d) − β > 0 for all sufficiently large p. This proves (3.19). Now, let ε ∈ ]0 , 1[ and n ∈ N be such that 2 −n−1 < ε ≤ 2 −n . According to (3.19),
Therefore, for all large n and all
since 2 −n−1 < ε. This proves (3.2) and whence the theorem.
The Gaussian case
We consider the s.p.d.e. (1.1) in the drift-free case (b i ≡ 0), and write it in vector notation as
The main objective of this section is to show that for t 0 > 0, the conclusions of Theorems 2.1, 2.4, 3.1, and 3.2 are satisfied for (u(t , x)) with β = d, I = [t 0 , T ], and J = [0 , 1]. We point out that it would be much simpler to establish this for β < d: see the comment just before Proposition 4.4. We begin with the following. Proof. It suffices to prove that Hypotheses A1 and A2 are satisfied for the random field (4.2). We are going to reduce the problem to the case where σ is the d × d identity matrix by a change of variables. Because σ is invertible,
Define v := σ −1 u to find that v solves the following uncoupled system of s.p.d.e.'s:
We will prove that Hypotheses A1 and A2 hold for the solution of (4.3). Therefore, they also hold for u = σv. 
Then, for all (t , x) ∈ I × J, the probability density function of v(t , x) is given by
where
Since (t , x) → σ 2 t,x is a continuous function, it achieves its minimum ρ 1 > 0 and its maximum ρ 2 < ∞ over I × J. Thus,
This proves A1.
Verification of A2. We follow the proof of Theorem 2.1 of Dalang and Nualart [DN04] .
The joint probability density function p i t,x;s,y (· , ·) of (v i (t , x) , v i (s , y))-for any two distinct space-time points (t , x) and (s , y)-does not depend on i and can be written as
where z 1 , z 2 ∈ R, p i t,x|s,y ( · | z 2 ) denotes the conditional probability density function of v i (t , x) given v i (s , y) = z 2 and p i s,y (·) denotes the marginal density of v i (s , y). By linear regression, 
(4.10)
We will use the technical estimates in the next two lemmas in order to estimate the right-hand side of (4.10). x) ; (s , y)) (4.11) and |σ t,x − σ s,y | ≤ c 2 |t − s| 1/2 + |x − y| log 1 |x − y| . (4.12)
Proof. We assume without loss of generality that s ≤ t. We start by proving the upper bound in (4.11). We note first that
This can be bounded above by
(4.13)
This and Lemma B.1 of Bally, Millet, and Sanz-Solé [BMS95] show that there is x) ; (s , y)), (4.14)
which is the desired upper bound. We now turn to the lower bound in (4.11). We consider three different cases. 
We note that t is fixed, and{A k t } ∞ k=0 are independent centered Gaussian random variables with variance
(4.18)
In fact, the A k 's are Ornstein-Uhlenbeck processes if k ≥ 1, and Brownian motion when k = 0. Consequently, for fixed t, 
defines a standard Brownian motion indexed by [0 , 1]. Consider
(4.21) where
, and
where C does not depend on t ∈ [t 0 , T ] nor on x, y ∈ [0 , 1]. It follows that
for |x − y| sufficiently small and for all t ∈ [t 0 , T ].
Observe that
is strictly positive, since the integrand is not identically zero. Because this expression is a continuous function of (t, x, y), it is bounded below on {(t, x, y) ∈ [t 0 , T ] × [0 , 1] 2 : |x − y| ≥ ε} by a positive constant for every fixed ε > 0. We have proved that (4.24) holds for s = t ∈ [t 0 , T ] and |x − y| sufficiently small. Therefore, (4.24) holds for all x, y ∈ [0 , 1] and t ∈ [t 0 , T ] if c is chosen small enough. We conclude for the moment that there is c > 0 such that for all t ∈ [t 0 , T ] and x, y ∈ [0 , 1], Because of the inequality that defines this Case 2, this is bounded below bỹ
This proves the lower bound in (4.11) in this Case 2.
Case 3: |t − s| 1/2 < c 4C 0 |x − y|, where c and C 0 are the constants appearing in (4.26) and (4.14), respectively.
Using (4.26) and (4.14), we observe that
(4.29)
Because of the inequality that defines this Case 3, this is bounded below by x) ; (s , y)).
(4.30)
This completes the proof of Case 3 and of the lower bound in (4.11). Finally we prove (4.12). When (t , x) = (s , y), there is nothing to prove. Therefore, by the triangle inequality, it suffices to consider the following two cases.
(i) The case where s = t and x = y. Note that
where c does not depend on t ∈ [t 0 , T ]. Also, by (4.16),
(4.32) Therefore,
Consequently, as long as |x − y| is sufficiently small, where C 1 and C 2 do not depend on t ∈ [t 0 , T ]. This proves (4.12) when s = t.
(ii) Case where x = y and s < t. As in (4.31), . Using (4.15), we see that the second term is equal to
(4.38)
Using the elementary inequality 0 ≤ 1 − e −x ≤ min(x, 1), valid for all x ≥ 0, evaluating the remaining integral and using the fact that |φ 2 k (x)| ≤ 2, we see that this is bounded above by
This completes the proof of (4.12) and of the lemma. This could be proved by elementary arguments, but since we are only interested in the conclusion, we use results available in the literature, even if they constitute overkill. Notice that if s = t and x = y, then this holds because by Bally and Pardoux [BP98] , the random vector (v i (t , x), v i (t , y)) has a density with respect to Lebesgue measure. Since this is a Gaussian random vector, this implies that the determinant of its variance/covariance matrix is non-zero, and this determinant is equal to σ 2 t,x σ 2 s,y − σ 2 t,x;s,y . If s < t, and if this determinant were equal to 0, then we would have |ρ t,x;s,y | = 1, so there would be λ ∈ R such that v i (t , x) = λv i (s , y) a.s., and, in particular, we would have
However, the left-hand side is equal to
which is a contradiction. Therefore, σ 2 t,x σ 2 s,y − σ 2 t,x;s,y > 0 when s < t or s = t and x = y. This completes the proof of (4.44) and of the lower bound (4.40).
In order to prove the upper bound of (4.40), we use Lemma 4.2, once again, to see that the first factor of (4.42) is bounded above by c ∆((t , x) ; (s , y)). Similarly, the second factor is bounded above by a constant. The desired upper bound follows.
It remains to prove (4.41). For this, note that
where we have used Lemma 4.2 twice in the last inequality. This implies the desired bound.
By applying Lemmas 4.2 and 4.3 in (4.10), we find, using the independence of the
This verifies A2, whence follows the proof of Proposition 4.1.
We now establish an upper bound for hitting small balls. Note that by Lemma 4.2 and the fact that u and v are Gaussian processes, Theorem 3.3 show that (3.2) holds for the solution u of (4.1) and for any β ∈ ]0 , d[. The following lemma improves this by establishing (3.2) for β = d, by using the structure of the Gaussian fields u and v. In accord with Proposition A.1, and by repeated application of Jensen's inequality,
and this is manifestly a constant multiple of ǫ p .
Proof of Proposition 4.4. Let
] be as in (3.1). We are going to show that there is c < ∞ such that for all z ∈ R d and ǫ > 0,
That is, u satisfies (3.2) with β = d. Note that it suffices to prove this with u replaced by v, where v is the solution of (4.3). Without loss of generality, we set ǫ := 2 −n . It suffices to prove that there exists c ∈ ]0 , ∞[ such that for all k, ℓ,
(4.57)
and the interval [(z i − r)/c n k,ℓ (t, x) , (z i + r)/c n k,ℓ (t, x)] has length bounded above by 2r/e n k,ℓ , where e n k,ℓ := inf
Observe that for all (t , x) ∈ R n k,ℓ ,
(4.63)
Lemma 4.2 implies that the numerator is O(2 −n ), whereas the denominator is bounded below by a positive constant. Therefore,
We emphasize the fact that the constant c does not depend on the choice of (n, k, ℓ). It follows from (4.63) and (4.64) that r e n k,ℓ ≤ c r.
(4.65)
are independent, centered, Gaussian random variables with variance bounded below by a positive constant,
where c does not depend on our choice of (k, ℓ, n, r). Because Y n k,ℓ and Z n k,ℓ are independent, (4.56) and (4.66) together imply that
where Remark 4.7. We could have considered the system (1.1) with Dirichlet boundary conditions instead of the Neumann boundary conditions (1.2). In this case, the results and proofs are essentially unchanged, except that one must replace the interval
, where ǫ > 0 is fixed. Indeed, a lower bound such as (4.27) would obviously not be satisfied at x = y = 0 or x = y = 1 with Dirichlet boundary conditions.
The case of additive noise
The aim of this section is to transfer the results of Section 4 for the Gaussian process (4.1) to the process (1.3). Subsequently, we will establish Theorem 1.1 and Corollary 1.2 of the Introduction. For this, we will use the following general fact which is a consequence of Girsanov's theorem.
Proposition 5.1. Let u denote the solution of (1.1) and let v denote the solution of (1.1) with b ≡ 0, that is, v is the the solution of (4.1). Then for any ǫ > 0, there exists c > 0 such that for all be a Borel subsets
Proof. We follow the proof of Corollary 5.3 of Dalang and Nualart [DN04] and consider , y) ) 2 ds dy ,
Let Q denote the probability measure defined by 
Let ǫ > 0 and apply Hölder's inequality to find that
and therefore,
Let r = 1/ǫ. By the Cauchy-Schwarz inequality,
The first expectation on the right-hand side equals 1 since it is the expectation of an exponential martingale with bounded quadratic variation. The second factor is bounded by some positive finite constant. This proves the lower bound of (5.1). In order to prove the upper bound, let ǫ > 0 and apply Hölder's inequality to the right-hand side of (5.4):
Let r = (1 + ǫ)/ǫ. Again by the Cauchy-Schwarz inequality,
As above, the first expectation on the right-hand side equals 1 since it is the expectation of an exponential martingale with bounded quadratic variation and the second factor is bounded above by some positive finite constant. This concludes the proof. Theorem 1.1 will be a consequence of our next result. (1) For any ǫ > 0, there exists c > 0 such that for all Borel sets
(2) For all t ∈ ]0 , T ] and ǫ > 0, there exists c > 0 such that for all Borel sets
Proof. In order to prove the upper bound in (1), we apply Proposition 5.1 with 
Taking, on the right-hand side, the supremum over such F and using (5.10) proves the lower bound in (1) for A. The proofs of (2) For (c), the statement only concerns the cases d < 4 and d > 4, which are proved as above using Proposition 5.2(3).
The following is another consequence of our work.
Corollary 5.3. Let u denote the solution of (1.1).
In the special case that b i ≡ 0 and σ i,j ≡ δ i,j , Wu and Xiao [WX07] find a connection between (1.3) and the theory of local non-determinism, and hence deduce Corollary 5.3; see their Theorem 2.3 and Proposition 2.4 (loc. cit.). Presently, we use an indirect and elementary codimension argument to achieve a similar effect for the more general functions b i and σ i,j under consideration here.
Proof. Let E be a random set. When it exists, the codimension of E is the real number , we can find an independent closed random set Λ β ⊂ R 6 such that for all σ-compact sets E ⊂ R 6 : (i) dim H Λ β ∩ E = dim H E − β a.s.; (ii) P{Λ β ∩ E = ∅} = 1 if dim H E < β; and (iii) P{Λ β ∩ E = ∅} ∈ {0 , 1}. Because dim H Λ β = 6 − β is positive, Λ β has positive logarithmic capacity; this follows from Frostman's theorem Khoshnevisan 
Proof. In order to prove (1), it suffices to use Proposition 5.1 with B = {f : L (z ; u) ∩ E = ∅} and apply Theorem 4.6. The proofs of (2)-(5) follow in exactly the same way.
Corollary 5.5. Let u denote the solution of (1.1). Choose and fix z ∈ R d . For the remainder of the corollary, we proceed as we did in the proof of Corollary 5.3. By Proposition 5.4, for d ≥ 1, it holds that codim(T (z ; u)) = 
Then, for all s, t ∈ S,
The following "majorizing-measure condition" is a ready but useful consequence: If C < ∞ then for all ǫ > 0, sup s,t∈S: ρ(s,t)≤ǫ
Another extension is found in Arnold and Imkeller [AI96] . (b) Suppose, instead of continuity, that f ∈ L 1 loc (µ) and
Then, a straight-forward modification of our proof shows that there is a µ-null set N such that (A.2) holds for all s , t ∈ S \ N . Proof. Throughout, we choose and fix s, t ∈ S, and follow the ideas of Garsia [G:72] closely. We may, and will, assume without loss of generality that C < ∞. Otherwise, there is nothing to prove because Ψ(∞) = ∞.
Define, for any bounded set Q ⊂ S with µ(Q) > 0,
Let r 0 := ρ(s , t), and Q −1 be the open ρ-ball centered at s of radius r −1 := 2r 0 , so that B ρ (s , r 0 )∪B ρ (t , r 0 ) ⊂ Q −1 . Then, define r n iteratively by p(2r n ) = 1 2 p(2r n−1 ) for all n ≥ 1. Notice that as n tends to infinity, both r n and p(2r n ) decrease (by induction) to zero (by contradiction: if inf r n > 0, then p(2 inf r n ) = 1 2 p(2 inf r n ), and therefore inf r n = 0). Define Q n := B ρ (s , r n ) for all n ≥ 0, and apply Jensen's inequality to find that
If x ∈ Q n and y ∈ Q n−1 , then ρ(x , y) ≤ 2r n−1 , whence p(ρ(x , y)) ≤ p(2r n−1 ). Therefore,
Note that ∩ ∞ n=1 Q n = {s}, whence lim n→∞fQn = f (s) by continuity. Therefore, we can add the preceding over all n ≥ 1 to find that
(A.10)
The same bound holds if we replace s by t throughout. This is because t ∈ Q −1 as well. Therefore, |f (s) − f (t)| is bounded above by
We obtain the proposition by recalling merely that r 1 ≤ r 0 := ρ(s , t). Proof. We observe that (A.12) imples that (t , x) → v(t , x) is continuous in probability, and therefore, has a measurable version (Dellacherie and Meyer [DM75, Chap. IV, Théorème 30]), which we continue to denote by v. We note that thanks to (A.12), v ∈ L We can check readily that the preceding integral is finite using only the fact that α ∈ [0 , q/p[.
Since v ∈ L p loc (dtdx) a.s., and because p > 1, a well-known theorem of Jessen, Marcinkiewicz, and Zygmund implies that the following holds with probability one: 
B Appendix: On Energy Reduction for Smoothed Measures
The goal of this appendix is to prove precise versions of the statement, "if we smooth a measure then we lower its energy." We estimate each T i separately. It will turn out that the main contribution to κ(x) comes from T 2 . Therefore, we begin by bounding that quantity: If 2 x ≤ y , then x − y ≤ We integrate this in polar coordinates to find that T 2 ≥ C 2 (ln N 0 + ln(1/ x )). Because T 1 , T 3 ≥ 0, it follows that κ(x) is bounded below by a constant multiple of ln(N 0 / x ). This proves half of the lemma.
For the other half, we note that if 2 x ≤ y , then x − y ≥ y /2. Therefore, we can use an argument, similar to the one we used to bound T 2 from below, in order to prove that T 2 ≤ C 3 (ln(10N 0 ) + ln(1/ x )), (B.11) and since x ≤ N 0 /2, the right-hand side is bounded above by C 4 (ln N 0 + ln(1/ x )), provided C 4 is chosen large enough. Next we bound T 3 . Note that if y > 10N 0 , then x−y ≥ 9N 0 . Consequently, ρ(x−y) is bounded from above, and hence T 3 ≤ C 4 R d ρ(y) dy < ∞.
Finally, we estimate T 1 by first writing it as (B.14)
The last line follows from integrating in polar coordinates. In order to estimate the remaining term T 12 , we note that if y ≤ 2 x and y − x < x /2, then y ≥ x /2, and hence ρ(y) ≤ 2 d/2 x −d/2 . Consequently, Another application of Lemma B.5 shows that the latter term is at most (c 2 /c 1 )I 0 (µ), whence follows the theorem with C := c 2 /c 1 .
