We consider time discretization methods for abstract parabolic problems with inhomogeneous linear constraints. Prototype examples that fit into the general framework are the heat equation with inhomogeneous (time-dependent) Dirichlet boundary conditions and the time-dependent Stokes equation with an inhomogeneous divergence constraint. Two common ways of treating such linear constraints, namely explicit or implicit (via Lagrange multipliers) are studied. These different treatments lead to different variational formulations of the parabolic problem. For these formulations we introduce a modification of the standard discontinuous Galerkin (DG) time discretization method in which an appropriate projection is used in the discretization of the constraint. For these discretizations (optimal) error bounds, including superconvergence results, are derived. Discretization error bounds for the Lagrange multiplier are presented. Results of experiments confirm the theoretically predicted optimal convergence rates and show that without the modification the (standard) DG method has sub-optimal convergence behavior.
Introduction
Nowadays the discontinuous Galerkin (DG) finite element method is a popular discretization technique for many classes of ordinary and partial differential equations, cf. the overviews in [7, 12, 20] . For ordinary differential equations DG finite element methods have been analyzed in, e.g., [6, 13, 22] and the references therein. For parabolic partial differential equations the DG finite element for time discretization has been introduced in [21] and was further studied in [1, 9-11, 23, 28, 32] . In this paper we study DG finite element time discretization methods for parabolic problems with constraints. As far as we know, in the DG error analyses for parabolic problems available in the literature only the case with homogeneous constraints has been considered. In practice one often has to deal with inhomogeneous constraints. Typical examples are a heat equation with nonzero time-dependent Dirichlet boundary conditions, an instationary Stokes flow with a time-dependent inflow boundary condition and a Stokes flow with an inhomogeneous time-dependent divergence constraint. Runge-Kutta methods for parabolic equations with a non-homogenous constraint have been analyzed in the recent paper [3] . A DG time discretization method for the wave equation with an inhomogenous boundary condition is analyzed in [33] . In this paper we consider a DG time discretization of a parabolic problem with non-homogeneous linear constraints and present an error analysis resulting in optimal error bounds. It turns out that for obtaining such optimal bounds we have to modify the standard formulation of a DG Galerkin finite element method as given in [32] . Results of numerical experiments will show that without an appropriate modification the standard DG Galerkin finite element method applied to a parabolic problem with an inhomogeneous constraint does not yield optimal convergence rates.
In this paper the parabolic problem and the error analysis of the DG time discretization are presented in an abstract setting (as in, e.g., [28] ). The linear constraints that are part of the problem can be treated in different ways: explicitly, by eliminating variables, implicitly, by means of a Lagrange-multiplier, or by a combination of these. The analysis in the paper covers all three cases. Prototype examples that fit into the abstract framework are the standard scalar heat equation with inhomogeneous (time-dependent) Dirichlet boundary conditions (usually treated explicitly) and the instationary Stokes equations with inhomogeneous (time-dependent) Dirichlet boundary conditions (usually treated explicitly) and/or an inhomogeneous divergence constraint (usually treated implicitly by the pressure Lagrange multiplier). These examples will be discussed in detail in Subsection 2.3.
The main results of the paper are the following. Firstly, we present a modification of the standard formulation of a DG time discretization method that yields optimal order discretization errors also for the case of inhomogeneous constraints. Secondly, for this modified method we prove optimal discretization error bounds. Both optimal global energy norm bounds and optimal superconvergence results are derived. Finally, for the case that the constraints are treated implicitly (e.g. divergence constraint in Stokes problem) we derive discretization error bounds for the corresponding Lagrange multiplier. In the example of the Stokes problem this yields error bounds for the DG time discretization of the pressure variable. We note that even for the case of homogeneous constraints we are not aware of error analyses of DG time discretization methods for Stokes equations that yield (optimal order) error bounds for the pressure variable. A more detailed discussion of how the results of this paper are related to other literature is given in Remark 2.1.
The paper is organized as follows. In Section 2 we introduce the class of abstract parabolic problems that we consider. Different formulations, related to the different treatments of the constraints, are presented. Furthermore, specific concrete examples that fit in the abstract setting are discussed. In Section 3 we introduce a DG scheme for the time discretization of the abstract parabolic problem. In Section 4 we give an error analysis of the DG scheme. We derive optimal order error bounds in the energy norm and prove a nodal superconvergence result. In Section 5, for the case of an implicit treatment of the constraint, we analyze the discretization error in the Lagrange multiplier. We derive, under very mild assumptions, a sub-optimal result for the convergence of the Lagrange multiplier and using an additional regularity condition we are able to prove an optimal discretization error bound. In Section 6 we introduce a fully discrete numerical scheme. In Section 7 this scheme is used to perform numerical experiments and results of a few experiments are presented that illustrate the convergence behavior of the DG method. Finally, we give an outlook in Section 8.
Parabolic problem with linear constraints
In this section we introduce the class of parabolic problems with linear constraints that we treat in this paper. For this we first introduce some notation and recall relevant well-known results on well-posedness of (abstract) parabolic problems (see, e.g., [28, 32] ). Let U, H be real separable Hilbert spaces with a dense continuous embedding U → H. The norms are denoted by ‖ ⋅ ‖ U , ‖ ⋅ ‖ H , respectively. These spaces induce a Gelfand triple U → H ≅ H → U . Let a : U × U → ℝ be a symmetric continuous coercive bilinear form on U:
with γ > 0. The corresponding operator is denoted by A : U → U , Au(v) = a (u, v) . Let I = (0, T) be a given time interval and for Hilbert spaces Z 1 , Z 2 we define W 1 (Z 1 ; Z 2 ) := { u ∈ L 2 (I; Z 1 ) | u ∈ L 2 (I; Z 2 ) }, H m (I; Z 1 ) := H m (I) ⊗ Z 1 , cf. [34] . A standard weak formulation of an abstract parabolic problem is as follows: Find u ∈ W 1 (U; U ) such that u(0) = u 0 and u + Au = f in L 2 (I; U ).
We assume u 0 ∈ H, f ∈ L 2 (I; U ). This problem is well-posed [28, 34] . Standard examples of problems that fit in this abstract framework are the heat equation with homogeneous BC (U = H 1 0 (Ω)) and the Stokes equa-tion with homogeneous BC (U = { u ∈ H 1 0 (Ω) d | div u = 0 }), cf. Examples 2.1 and 2.2 below. In the literature one can find analyses of DG time discretizations applied to these parabolic problems [28, 32] . In the present paper we present an extension of the time discretization error analysis that applies to such problems with inhomogeneous boundary conditions or an inhomogeneous divergence constraint div u = g. For this we introduce an abstract (variational) formulation of a problem as in (2.3) with linear constraints. For a Hilbert space Q let b(⋅, ⋅) : U × Q → ℝ be a continuous bilinear form and B : U → Q the corresponding operator representation: Bu(q) = b(u, q) for all u ∈ U, q ∈ Q. This bilinear form and linear operator B are called constraint operators. We define
which is a Hilbert space. We assume that
This is equivalent [12, Lemma A.40 ] to the inf-sup property:
In the subsections below we give different formulations for the abstract parabolic problem with constraints which are relevant in particular applications, cf. the examples in Subsection 2.3.
Constrained formulation
For given f ∈ L 2 (I; V ), g ∈ L 2 (I; Q ) we consider the following abstract parabolic problem:
We relax the ellipticity condition (2.2) and only require ellipticity of a(⋅, ⋅) to hold on the subspace V ⊂ U. We thus have
with γ, Γ > 0. Concerning existence of a unique solution of (2.6) we note the following. If g = 0 then the constraint in (2.6) implies u ∈ V, and thus we are in the standard setting described above, with U replaced by V (and the Gelfand triple V → V H → V ). Hence we have well-posedness. For the inhomogeneous case we apply a standard translation argument. Note that from the inf-sup property it follows that there exists a unique v ∈ L 2 (I; V ⊥ ) such that Bv = g, where V ⊥ is the orthogonal complement of V in U. Assume that g has sufficient regularity, e.g. g ∈ H 1 (I; Q ), such that there exists a v ∈ W 1 (U; V ) that satisfies Bv = g. Application of the standard analysis yields that there exists (a unique)
Hence u := w + v ∈ W 1 (U; V ) satisfies u(0) = u 0 and the variational equation (2.6) . Uniqueness follows from the fact that (2.6) with g = 0, f = 0 and u 0 = 0 has only the trivial solution.
Mixed formulation
In practice, in particular in the context of Galerkin finite element discretization methods, it may be not convenient to use the kernel space V in the first equation in (2.6). One then introduces a suitable Lagrange multiplier to enlarge the constrained space V. We introduce such a mixed formulation. The structure of this mixed formulation is inspired by the examples considered in Subsection 2.3, in which only for a part of the constraint equation Bu = g a corresponding Lagrange multiplier is used. For this we decompose the constraint bilinear form as
with Q i , i = 1, 2, Hilbert spaces, and b i : U × Q i → ℝ continuous bilinear forms. This splitting is such that for the b 1 (⋅, ⋅) part a Lagrange multiplier will be introduced, whereas for the b 2 (⋅, ⋅) part no Lagrange multiplier is used. We assume that [12, Lemma A.40 ] to the inf-sup property:
Note that if Q 2 = {0} then (2.11) is the same as (2.9) with i = 1. From (2.11) and (2.10) it follows that for the adjoint B 1 of B 1 : V 2 → Q 1 we have that
is an isomorphism and
(cf. Lemma 4.1 in [15] ). We now introduce a mixed formulation of (2.6). For f ∈ L 2 (I;
We now discuss the relation between the constrained formulation (2.6) and the mixed formulation (2.14). Let u ∈ W 1 (U; V ) be the unique solution of (2.6). We assume that u has additional regularity such that u ∈ W 1 (U; V 2 ). Then ℓ(t) := f(t) − u (t) − Au(t) ∈ V 2 (a.e. in t) and ℓ(t)(v) = 0 for all v ∈ V, i.e., ℓ(t) ∈ V 0 2 holds. Hence, there exists a unique p(t) ∈ Q 1 such that B 1 p(t) = ℓ(t). Using (2.13) it follows that p ∈ L 2 (I; Q 1 ). Thus, if the unique solution u of the constrained formulation (2.6) has regularity u ∈ W 1 (U; V 2 ), there is a unique p ∈ L 2 (I; Q 1 ) such that (u, p) is the unique solution of the mixed formulation (2.14).
Examples
We describe three examples that fit into the general abstract framework presented above. In these examples we consider different types of constraints, which are allowed to be inhomogeneous. 
For this problem we have
The assumptions (2.4), (2.7), and (2.8) are satisfied. We do not consider a mixed formulation, because in the constrained formulation (2.6) we use the space V = H 1 0 (Ω), which is the natural one for the bilinear form a(⋅, ⋅).
Example 2.2 (Stokes equations).
We consider the Stokes equation in Ω ⊂ ℝ d with homogeneous boundary conditions and a non-zero (time-dependent) divergence g ∈ L 2 (I; L 2 0 (Ω)). In this setting we have
The Stokes equation in constrained formulation is as follows:
The assumptions (2.4), (2.7), and (2.8) are satisfied. For the mixed formulation we take b 
The Stokes equation in constrained formulation is given by
The assumptions (2.4), (2.7), and (2.8) are satisfied. For the mixed formulation we take Q 1 = L 2 0 (Ω),
Remark 2.1. In the numerical approximation of these parabolic problems one has to consider discretization in space and in time. In this paper we focus on the time discretization. We now briefly discuss the space discretization and continue this discussion in Section 6. The two formulations (2.6) and (2.14) lead to two different numerical schemes. In the former case one has to replace the space V by a suitable discrete (e.g., finite element) space. In the mixed formulation the spaces V 2 and Q 1 have to be replaced by a suitable pair of discrete (finite element) spaces.
In the specific case of the Stokes problem this leads to two different well-known finite element approaches. Numerous conforming and non-conforming finite element (or wavelet) schemes for space discretization of the Stokes problem exist. By far most of these schemes use the mixed formulation (2.14), cf. [4, 8, 12, 15, 27] . In that setting we need a pair of discrete spaces V h 2 , Q h 1 for approximation of functions from the spaces V 2 = H 1 0 (Ω) d and Q 1 = L 2 0 (Ω). Extensive literature concerning the choice of such a pair of spaces is available, cf. [12, 15] and the references therein. Recently so-called pressure robust mixed methods have been studied (see, e.g., [5, 24, 26] ). To treat the Stokes problem by means of the constrained formulation (2.14) a discrete (finite element or wavelet) space V h with divergence-free functions is required. Examples of such discrete spaces are treated in, e.g., [14, 19, 25, 31, 35] . By far most of the error analyses of these methods (for both approaches) known in the literature result in bounds for the spatial discretization error in case of a stationary problem and for the discretization error in the time-dependent semidiscrete (i.e., discrete in space only) problem. In only very few papers, e.g., [1, 2] , the error in the fully discrete problem is treated. In these papers, however, only the case with homogeneous constraints (i.e., div u = 0 and homogeneous Dirichlet boundary conditions) is treated and the error in the discretization of the Lagrange multiplier (pressure) is not considered or only suboptimal error bounds are derived.
We also note that instead of these popular Rothe or method of lines techniques one can apply a direct full space-time approach, e.g., the recent papers [29, 30] .
In this paper we do not compare all these different approaches. We present and analyze a finite element method that is of Rothe type. For discretization in time we apply a DG finite element method. An important aspect is that this method, which is a modification of the standard DG time discretization method [32] allows the treatment of time-dependent inhomogeneous constraints with an optimal order of accuracy. For the semidiscrete problem (i.e., discrete in time only) optimal discretization error bounds for both approaches (constrained and mixed) are derived. In the mixed formulation we derive optimal bounds for both the primal variable u and the Lagrange multiplier p.
Remark 2.2.
In the analysis it is essential that the constraint operator B does not depend on t. Above we also assumed that A is independent of t. This assumption, however, is only essential for superconvergence and Subsection 5.1, all other results remain valid for a time-dependent A. Furthermore, the analysis also applies to a generalization of the problem (2.6) where the term u (t) is replaced by Mu (t) with M a symmetric, elliptic bounded linear operator on H. Without loss of generality we can assume that Mu(v) = (u, v) H . An example of the latter generalization is given in Subsection 7.2.
Discontinuous Galerkin discretization
In this section we present DG time discretization methods for the variational problems (2.6) and (2.14). First some notation is introduced. We take a fixed q ∈ ℕ, q ⩾ 1. In the discretization we will use polynomials of degree q − 1 (q degrees of freedom) in time. The space of polynomials of degree q − 1 is denoted by P q−1 . For N ∈ ℕ, introduce 0 = t 0 < ⋅ ⋅ ⋅ < t N = T, I n = (t n−1 , t n ], and k n = |I n | for n = 1, . . . , N. For simplicity, we assume that k = max n k n ⩽ 1. We define the broken spaces
withĤ a given Hilbert space. For U ∈ H 1,b (I;Ĥ) and n = 1, . . . , N we will write U n = U| I n (t n ), U n−1 + = lim t↓t n−1 U| I n (t). We also define [U] n = U n + − U n for n = 1, . . . , N − 1. We define U by taking the derivative on each interval I n :
U| I n χ I n with χ I n the characteristic function for I n . We define the following bilinear form on H 1,b (I;Ĥ) which corresponds to a discrete time derivative:
We will need some basic properties for DĤ and D * Ĥ . These results are standard and can be found in [32, Ch. 12] .
Lemma 3.1. The following holds for any Hilbert spaceĤ:
Proof. Equation (3.1) follows by integration by parts on each interval I n . The second part follows from
where we have used (u n − u n + , u n − u n + )Ĥ ⩾ 0 in the last step.
We now recall a projection operator that plays a key role in the error analyses presented in [28, 32] . This operator is not used explicitly in a standard DG time discretization method applied to a parabolic problem without constraints. It will, however, be used in the DG method for the discretization of the problem with constraints (2.6), that is introduced below.
Definition 3.1 (see [28] ).
(for q = 1 only the first condition is used).
Finally for any Hilbert spaceĤ and u ∈ L 2 c (I;Ĥ) = L 2 c (I) ⊗Ĥ, we define
For the derivation of properties of this projection operator we refer to [28, 32] . A useful characterization of the projection is given in the following lemma.
Proof. By taking an orthogonal basis ofĤ it suffices to establish this for the scalar version of (3.3), which reads as follows: for given f ∈ H 1,b (I) find F ∈ P b (I) such that for all n = 1, . . . , N:
After integration (3.4) becomes
From this we obtain F(t n ) = f(t n ) for all n = 1, . . . , N by induction. Integration by parts in (3.5), together with F(t n ) = f(t n ) shows that (3.5) is equivalent to
We now describe the DG time discretizations of the constrained and mixed formulations (2.6) and (2.14), respectively. We introduce the notation
Time-discrete constrained formulation.
The discrete (in time) version of (2.6) reads:
Time-discrete mixed formulation.
The discrete (in time) version of (2.14) reads:
Note that in the discretization of the constraints the projection operator I q is used, cf. Remark 3.1 below. If B corresponds to a trace operator (boundary condition) this is the usual treatment of an inhomogeneous Dirichlet boundary condition, but with the Dirichlet data projected in a suitable manner in time by means of I q .
In case of a Stokes problem with a homogeneous Dirichlet boundary condition, the condition in (3.9) is the divergence constraint with projected data I q g.
Remark 3.1. The formulations of the constraint equations in (3.7) and (3.9) are given in variational form because this is closest to the actual implementation of the method, cf. Subsection 6.2. For the analysis below it is useful to introduce an equivalent operator formulation. In operator form the equations (3.7) and (3.9) are equivalent to BU = I q g in P b (I; Q ). Due to the tensor product structure of I q and the facts that B does not depend on t and U ∈ P b (I; U) we get BU = BI q U = I q BU. Hence the constraint conditions (3.7) and (3.9) have the equivalent operator formulation
In the error analysis we use this more compact representation of the discrete constraints. In the mixed formulation, for the case b 2 ̸ = 0, cf. Example 2.3, it is natural to split the constraint equation (3.9) in two parts:
where g = (g 1 , g 2 ). Note that in (3.10) the same bilinear form b 1 (⋅, ⋅) and Lagrange multiplier space P b (I; Q 1 ) as in (3.8) are used.
In the following lemma we derive consistency and well-posedness of these discretizations.
Lemma 3.3.
Assume that the solution u of (2.6) has regularity u ∈ H 1 (I; H) and assume that g ∈ L 2 c (I; Q ). The time-discrete constrained and mixed formulations (3.6)-(3.7) and (3.8)-(3.9) are consistent, i.e.:
is the unique solution of the time-discrete mixed problem (3.8)-(3.9).
Proof. The consistency properties are evident (note that due to continuity in time of u the jump terms in D H (⋅, ⋅) vanish). Existence of a discrete solution of (3.6)-(3.7) is proved by a standard shift argument as fol-
has a unique solution. Take U := W + V ∈ P b (I; U). Then U satisfies (3.6) and we have
hence also the discrete constraint is satisfied. Suppose that there are two solutions U 1 , U 2 of (3.6)-(3.7). Then
It remains to prove that 
holds. Since the right hand side vanishes for all X ∈ P b (I; V) and B 1 : Q 1 → V 0 2 is an isomorphism, there exists a unique P ∈ P b (I; Q 1 ) which satisfies this relationship.
Remark 3.2.
In the analysis below we will see that the projection operator I q used in the time-discrete constraints (3.7) and (3.9) is essential for optimal order convergence results. Applying Lemma 3.2 to (3.7) (or (3.9)) shows that (3.7) is equivalent to D Q BU = D Q g, which is the discrete analogon of Bu = g with Bu(0) = g(0). The discretization of the constraint by D Q BU = D Q g is very similar to the index reduction approach used in [3] for obtaining accurate Runge-Kutta discretizations of DAEs with differentiation index 2 (such as the Stokes equation), cf. equation (3.3c) in [3] . The projection operator I q is also used in [33] to obtain optimal error bounds for the wave equation with non-homogeneous boundary conditions.
Error analysis for time-discrete constrained formulation
In this section we derive optimal discretization error bounds for the discrete constrained formulation (3.6)-(3.7). We first derive global bounds in the energy norm and then give a superconvergence result.
Optimal global error bounds
We apply a standard argument as in [28] and show that the discretization error can be bounded by the projection error. For this projection there are error bounds available. Theorem 4.1. Assume that the solution u of (2.6) has regularity u ∈ L 2 c (I; U) ∩ H 1 (I; H) and let U ∈ P b (I; U) be the solution of (3.6)-(3.7). The following holds:
Hence E ∈ P b (I; V) can be used as a test function in (3.6) . This then yields, using the ellipticity of a(⋅,
and thus
. Using this, a triangle inequality and u(T) − (I q u)(T) = 0 we obtain the result (4.1).
Remark 4.1.
For this analysis to work and the projection error bound (4.1) to hold it is crucial, cf. (4.2) that in the discretization of the constraint we use BU = I q g and not BU = g or some other interpolation (in time) of the data g. In Subsection 7.1 we will present a numerical experiment where the use of BU = g instead of BU = I q g leads to sub-optimal results.
Results for the projection error ‖u − I q u‖ L 2 (I;U) are known in the literature [28, Th. 3.10] . Using these results we obtain the following optimal discretization error bound.
be the solution of (3.6)-(3.7), and assume that the solution u of (2.6) has smoothness u ∈ H m (I; U) for an m with 1 ⩽ m ⩽ q. The following holds:
for some c > 0 which only depends on q, γ, and Γ. In applications the constraint Bu = g may be incompatible this the initial condition u(0) = u 0 . This leads to low regularity of the solution u at t = 0, i.e. ‖u (m) ‖ 2 L 2 (I n ;U) is unbounded for larger m and small n. In such a setting the step size k n in (4.4) needs to be taken sufficiently small in the initial steps. In the specific case of Examples 2.1 and 2.3 this is the case if the Dirichlet boundary condition is incompatible with the initial condition (cf. [28] ).
We also derive a bound for the error in the time derivative, which will be used in the analysis of superconvergence. Theorem 4.3. Assume that the solution u of (2.6) has regularity u ∈ H 1 (I; H) and assume that g ∈ L 2 c (I; Q ). Let U ∈ P b (I; U) be the solution of (3.6)-(3.7). The following holds:
for some c > 0 which only depends on q and Γ. If we additionally assume that u has smoothness u ∈ H m−1 (I; U)∩ H m (I; V ) for an m with 2 ⩽ m ⩽ q, then the following holds:
for some c > 0 which only depends on q, γ, and Γ. 
This yields
Noting that the left-hand side is
for some constant C > 0 which depends only on q. Using a triangle inequality completes the proof of (4.5).
Results for the projection error ‖u − (I q u) ‖ L 2 (I;V ) are known in the literature [32, p. 214 ]. Using these results and Theorem 4.1 we obtain the optimal discretization error bound (4.6).
Optimal superconvergence result
As is known from the literature (see [32, Theorem 12.3] ), for the case with a homogeneous constraint in (2.6) we get a superconvergence result provided the solution u is sufficiently smooth. The analysis in [32, Theorem 12.3] is not directly applicable to the case with an inhomogeneous constraint. Note that in the latter case the projection operator I q is used in the discretization method, cf. (3.7) . In this subsection we derive an optimal superconvergence result for the discretization (3.6)-(3.7). For this we first introduce an abstract notion of regularity, which is very similar to the one used in [32] . We define
Based on the Riesz representation theorem in V 0 , for any
The definition of L 1/2 can be extended to V. First note that A : V → V is a homeomorphism and V 2 is defined as the preimage of (V 0 ) . Since (V 0 ) ⊂ V is dense, it follows that V 2 ⊂ V is dense. Using the ellipticity and continuity of a(⋅, ⋅) we see that
Thus, using the density of V 2 in V, we conclude that
As a measure for regularity we define
(note that |u| m = ∞ is allowed). Below we use the notation L m/2 u := (id L 2 (I) ⊗ L m/2 )u,Lu = (id L 2 (I) ⊗L )u, for m ∈ ℤ and for functions u for which the right-hand side expressions are well-defined.
For the analysis we introduce a standard dual homogeneous problem, i.e., source term f = 0 and with a homogeneous constraint Bu = 0; due to duality t is replaced by T − t and we prescribe an initial value at t = T. This leads to the following problem formulation:
This problem is well posed. In the analysis below we need that the solution z has regularity z ∈ H 1 (I; H). It is easy to see that z has this regularity property The corresponding discrete problem is as follows: determine Z ∈ P b (I; V) such that
This is the analogue of (3.6) for (4.8). This homogeneous backward problem has been discussed in detail in [32, pp. 212-213 ]. If we replace t by T − t, then we can apply the results from the previous subsection to z and Z.
In particular we can derive the following error estimate.
Lemma 4.1. Let z and Z be the solution of (4.8) and (4.9), respectively, and assume that z ∈ H 1 (I; H). The following error estimate holds for 1 ⩽ m ⩽ q:
for some C > 0 which only depends on q, γ, and Γ.
Proof. First consider the case m = 1. The homogeneous problem (4.8) can be formulated as z = Lz in L 2 (I; V 0 ). From (z , z) L 2 (I;H) = (L 1/2 z, L 1/2 z) L 2 (I;H) and integration by parts, we get ‖L 1/2 z‖ 2 L 2 (I;H) ⩽ 1 2 ‖φ‖ 2 H . Similarly, taking X = Z in (4.9) and applying Lemma 3.1 shows that
We conclude that
From (4.5) and the standard bound ‖z − (I q z) ‖ L 2 (I;V ) ⩽c ‖z ‖ L 2 (I;V ) (for somec which depends only on q, cf. [32, p. 214]), we know that 
Using the estimates (4.4), (4.11) and y (m−1) = z we get
with a constant c which only depends on q, γ, and Γ. From this we obtain the estimate for the first term in (4.10). In order to bound the second term we use (4.6), (4.11) and y (m−1) = z:
with a constant c which only depends on q, γ, and Γ. This yields the bound for the second term in (4.10).
Using this we can derive the following result, which has a superconvergence result as an easy corollary. 
for some c > 0 which only depends on q, γ, and Γ.
We take φ in the homogeneous backward problem (4.8). The corresponding solutions of (4.8) and (4.9) are denoted by z and Z, respectively. We define ζ = z − Z ∈ H 1,b (I; H). One can not apply a straightforward duality argument for the following reason. We (only) have I q B(U − u) = 0 and thus in general E ∉ L 2 (I; V). Hence, we can not use E as a test function in (4.8). To overcome this problem, below we consider a transformed dual problem with endpoint condition L −1 φ (instead of φ) and use a test functionLE. The precise arguments are as follows. Due the regularity assumption Au ∈ L 2 c (I; (V 0 ) ) we have thatLu ∈ L 2 c (I; V 0 ) is well-defined. Using the Galerkin property K(U − u, ⋅) = 0 in P b (I, V ) we have
Due to the density of V in V 0 it follows that AU ∈ P b (I; (V 0 ) ) and thusLU ∈ P b (I; V 0 ) ⊂ L 2 c (I; V 0 ) is welldefined. It follows thatLE ∈ L 2 c (I; V 0 ). Using this and thatLϑ ∈ L 2 c (I; V 0 ) is well defined, we find that LÊ = LÊ =Lϑ −LE is well defined. Therefore, we haveÊ ∈ L 2 c (I; V 2 ). Note that due to E(T) =Ê (T) ∈ V 2 we have (LE)(T) =LE(T) = LE(T) = Lφ. The dual problem with endpoint condition L −1 φ has corresponding solutions of (4.8) and (4.9) given by y := L −1 z and Y := L −1 Z. Hence,
Using the density of V in V 0 we obtain
We use v =LE as test function, which yields
Note that from Lemma 3.2, the Galerkin property 0
Combing this with (4.12) and using K(Ê, ζ) = 0 and (3.1), we obtain:
Noting that ϑ n = 0 for all n = 1, . . . , N, we get
By the definition of | ⋅ | ℓ−2 , we have
Using the Cauchy-Schwarz inequality, we get We will estimate the second factor in (4.14) by using bounds from Lemma 4.1. First we consider the case that ℓ is odd. Then m := ℓ/2 + 1/2 is a natural number with 1 ⩽ m ⩽ q. We then obtain
and in combination with (4.14) this yields the desired result. For ℓ even we use the following property
The term ‖L −ℓ/2 ζ ‖ L 2 (I;H) can be treated as follows, where we use the bound derived in (4.15), Lemma 4.1:
The term ‖L −ℓ/2+1 ζ‖ L 2 (I;H) can be treated in the same way. Thus also for ℓ even we get the bound as in (4.15) . This completes the proof.
Results for the projection error ∫ I |Lu − I qL u| 2 ℓ−2 are known in the literature [28, Theorem 3.10] . Using these results we obtain the following optimal discretization error bound. 
for some c > 0 which depends only on q, γ, and Γ.
Note that for the case of 'full regularity', i.e, ℓ = 2q − 1, m = q we obtain the optimal superconvergence bound of order k 2q−1 . For U = V this corresponds to the result in [32, Theorem 12.3] . Our estimate is more general because it states which convergence order one has, depending on the regularity of the solution, without assuming 'full regularity' ℓ = 2q − 1. For the general case V ̸ = U, we have introduced the appropriate semi-norms | ⋅ | ℓ which express regularity.
Error analysis for time-discrete mixed formulation
In this section we derive discretization error bounds for the discrete mixed formulation (3.8)-(3.9). Let (u, p) be the solution of (2.14) and (U, P) the solution of (3.8)-(3.9), then u and U solve (2.6) and (3.6)-(3.7), respectively, cf. Lemma 3.3. Thus, the optimal error bounds derived in Section 4 also hold for the solution U of the discrete mixed formulation. It remains to bound the error for the Lagrange multiplier. We present two results. The first result gives a sub-optimal bound of order O(k q−1/2 ), without making any further specific assumptions. In the second part we introduce a certain regularity assumption under which an optimal error bound is derived.
Sub-optimal result
In this subsection we derive a sub-optimal discretization error bound for the Lagrange multiplier. Below we use the notation introduced in Subsection 2.2, in particular the bilinear form b 1 (⋅, ⋅) and the corresponding operator B 1 : V 2 → Q 1 with ker(B 1 ) = V 1 . To simplify the presentation we assume that we have a uniform step size k n = k. We start with two lemmas that provide useful bounds for the error term I q u − U. Lemma 5.1. Let k n = k for all n = 1, . . . , N. Assume that the solution u of (2.6) has regularity u ∈ H 1 (I; U). Let U ∈ P b (I; U) be the solution of (3.6)-(3.7). The following holds:
for some c > 0 which depends only on q, γ, and Γ. For
Thus, by scaling, we get the following inverse inequality
for each interval I n , for some C which depends only on q. Using this and (5.1) we get
Using integration by parts on each interval I n we obtain . The following holds:
Proof. Let E := I q u − U ∈ P b (I; V). Let E n = χ I n E for all n = 1, . . . , N. Take for 2 ⩽ n ⩽ N,Ẽ n ∈ P q−1 (I n ; U) such thatẼ n (t n−1 + t) = E n−1 (t n−1 − t) for t ∈ (0, k).
TakeẼ 1 = 0 and define V n := E n −Ẽ n for all n. Note that (V 1 ) 0 + = E 0 + and (V n ) n−1 + = [E] n−1 for n = 2, . . . , N. For all n = 1, . . . , N and for t ∈ I n we have
with I 0 := ⌀. From the consistency property (3.12) and Lemma 3.2 we obtain the Galerkin relation
If we take X = ∑ N n=1 V n , we obtain
Using (5.5) we obtain for the first term on the right-hand side:
The second term can be bounded as follows:
Using these bounds in (5.6) we get
with a constant C which depends only on Γ. Using a triangle inequality and the results in Lemma 5.1 and Theorem 4.1, we obtain the desired result. LetP = I L 2 q p be the orthogonal projection of p ∈ L 2 (I; Q 1 ) to P b (I, Q 1 ). From the inf-sup property (2.11) it follows that for all t ∈ I there exists a uniqueV(t)
This,P − P ∈ P b (I; Q 1 ) and a tensor-product argument implyV ∈ P b (I;
We first consider the first term of (5.7). Using the continuous embedding U → H we get
and using the inverse estimate ‖V n + ‖ U ⩽ Ck −1/2 ‖V‖ L 2 (I n+1 ;U) , with a constant C which depends only on q, we get
For the second term, we have For the third term we have
Combing these results with the definition ofV, we get
Combining this with Lemmas 5.1 and 5.2, Theorem 4.1, and the triangle inequality completes the proof.
Results for the projection error ‖p−I L 2 q p‖ L 2 (I;Q 1 ) with respect to the orthogonal projection are standard. Results for the projection errors ‖(I q u − u) ‖ L 2 (I;U) and ‖I q u − u‖ L 2 (I;U) are also standard, cf. Subsection 4.1. Using these we obtain the following sub-optimal discretization error bound. 
Optimal result
Below we again use the notation introduced in Subsection 2.2, in particular the bilinear form b 1 (⋅, ⋅) and the corresponding operator B 1 : U → Q 1 , with ker(B 1 ) = V 1 . We introduce the H-orthogonal projection 
In the remainder of this subsection we assume that Assumption 5.1 is satisfied. Using this assumption we derive an optimal discretization error bound for the Lagrange multiplier.
Example 5.1. We consider this assumption for Example 2.3. In this case we have U = H 1 (Ω) 
where n denotes the normal of ∂Ω, cf. [15, p. 29 ]. The projection P H (also known as the Leray projector) can be characterized as follows. For given u ∈ L 2 (Ω) d , P H u = u + ∇q, with q such that (u + ∇q, ∇w) L 2 (Ω) d = 0 for all w ∈ H 1 (Ω)/ℝ. When u ∈ H 1 0 (Ω) d , this q solves the Poisson problem with homogeneous Neumann boundary conditions:
We assume H 2 -regularity of this problem, hence,
which implies that P H : H 1 0 (Ω) d → H 1 (Ω) d is continuous. This and div P H u = div u + ∆q = 0 imply that Assumption 5.1 holds. This H 2 -regularity assumption, which holds when Ω is convex or has a C 2 -boundary, is exactly the same as in [ Theorem 5.3. Assume that the solution (u, p) of (2.14) has regularity u ∈ H 1 (I; H) and Au ∈ L 2 (I; V H ) . Let (U, P) be the solution of (3.8)-(3.9). The following holds:
where I L 2 q denotes the L 2 -orthogonal projection from L 2 (I) to P b (I).
Proof. From the consistency property (3.14) we obtain the Galerkin relation LetP = I L 2 q p be the orthogonal projection of p ∈ L 2 (I; Q 1 ) to P b (I, Q 1 ). From the inf-sup property (2.11) it follows that for all t ∈ I there exists a uniqueV(t) ∈ V ⊥ V 2 ⊂ V 2 such that:
Using this and (5.9), (5.10) we get
For the first term we get
For the second term we use Lemma 3.2 and the fact that D H (⋅, ⋅) consists of sums and integrals of H scalar products, hence This, in combination with the triangle inequality concludes the proof.
Results for the projection error ‖p − I L 2 q p‖ L 2 (I;Q 1 ) with respect to the orthogonal projection are standard. Using these and (4.4) we obtain the following optimal discretization error bound.
Theorem 5.4. Let (u, p) be the solution of (2.14) and (U, P) the solution of (3.8)- (3.9) . Assume that the solution (u, p) has smoothness properties Au ∈ L 2 (I; V H ) , u ∈ H m (I; U), p ∈ H m (I; Q 1 ), for an m with 1 ⩽ m ⩽ q. The following holds:
for some c > 0, which depends only on q, γ, and Γ. In applications of the abstract setting one typically has infinite dimensional spaces U, V, Q, Q 1 , V 2 in the timediscrete problems (3.6)-(3.7) (constrained formulation) and (3.8)-(3.9) (mixed formulation). These spaces are then replaced by finite dimensional (e.g. finite element) spaces to obtain a feasible method. Below we describe this fully discrete setting.
Fully discrete constrained formulation
In this subsection we introduce the spacial discretization for the constrained problem (3.6)-(3.7). We assume that a conforming finite element method is used, i.e. we have a finite dimensional subspace U h ⊂ U. We define
We assume that we have spatial projection operators I Q h : Q → Q h and I U h : U → U h , which satisfy I Q h B = BI U h . If we assume some additional spatial regularity on g and u 0 , then it is sufficient if I U h and I Q h are only defined on subsets of U and Q and u 0 ∈ D(I U h ) ⊂ U, g(t) ∈ D(I Q h ) ⊂ Q for almost all t ∈ I. In applications, these spatial projections typically are nodal interpolations, cf. Example 6.1 below.
The fully discrete version of (2.6) reads:
The commutation property I Q h B = BI U h implies the important consistency property I q B(U − I U h u) = 0 for the constraint discretization (in space and time). The fully discrete problem (6.1)-(6.2) gives rise to a system of linear equations. For practical purposes it is useful to have a (cheap) way to compute for g h ∈ Q h a G h ∈ U h with BG h = g h . We will denote this operator by L Q h . Provided one has such an operator, (6.1)-(6.2) is equivalent to finding W h ∈ P b (I; V h ) such that 
Typically g is given explicitly, but g is not, thus G h is also not known explicitly. Hence, it is often convenient to rewrite the term ∫ I n (G h , X h ) H using integration by parts. Note that solving (6.4) requires explicit computations in V h which may or may not be easy in a practical setting. Example 6.1. We outline the fully discrete problem for the specific case given in Example 2.1. Let Ω be a polygonal domain and, for a given simplicial triangulation h and r ∈ ℕ,
a standard H 1 -conforming finite element space. In order to express (6.4) as a linear system, we need an explicit basis of 
i.e., of a space of divergence free finite elements. In many cases this is rather cumbersome. Furthermore, computing L Q h I Q h would involve finding G h such that div G h = I Q h g, which also has certain disadvantages. These difficulties can be avoided by using the mixed method which will be presented in the next subsection.
Fully discrete mixed formulation
In this subsection we introduce the spatial discretization for the mixed problem (3.8)-(3.9). As in the previous section, we assume that a conforming finite element method is used, i.e. we have finite dimensional subspaces
For existence of a unique solution we assume (h-dependent) inf-sup stability of the pair (V h 2 , Q h 1 ) with respect to the constraint operator that corresponds to the implicitly treated constraints, i.e, we assume that there is aβ h > 0 such that inf
Due to the different ways of treating b 1 and b 2 we will use (3.10)-(3.11) instead of (3.9). Note that Q h 1 is taken to be a subspace of Q 1 , which is the solution space for the Lagrange multiplier, whereas Q h 2 is taken to be a subspace of Q 2 (as in the previous subsection). We assume that we have a projection I Q h
The fully discrete problem (6.6) gives rise to a system of linear equations. The explicit constraints are treated in the same way as in Subsection 6.1, i.e., we assume a (cheap) way to compute for g h ∈ Q h 2 a G h ∈ U h with B 2 G h = g h . We denote this operator by L Q h 2 . Provided one has such an operator, (6.6) is equivalent to finding
Assumption (6.5) ensures that this system has a unique solution. We have U h = W h + I q G h . The global in time equation (6.7)-(6.8) can be solved sequentially for each n = 1, . . . , N by solving
for all X h ∈ P q−1 (I n ; V h 2 ), R h ∈ P q−1 (I n ; Q h 1 ), where W h,n = W h | I n , P h,n = P h | I n , and W 0 h,0 = I U h u 0 − G h (0). Solving the saddle point problem (6.9)-(6.10) requires explicit computations in V h 2 and Q h 1 but not in V h . For the term involving G h integration by parts is convenient, cf. the discussion in the previous subsection.
In the specific case of the Stokes problem (on a polygonal domain Ω) as discussed in Example 2.3, an obvious choice is the Hood-Taylor pair:
In order to express (6.9)-(6.10) as a linear system, we need an explicit basis of Q h 1 and of
In the same way as in the previous subsection, a basis for V h 2 can be obtained by taking a nodal basis for U h and omitting the nodes on the boundary ∂Ω. The operators L Q h 2 I Q h 2 and I U h can also be taken as in the previous subsection. For these choices of finite element spaces the stability Assumption (6.5) is satisfied, even withβ h independent of h.
Numerical experiments
We consider two Stokes problems with a known analytic solution to validate the results from the error analysis numerically and to illustrate certain phenomena. The first example is a Stokes problem with a non-zero divergence condition and a non-zero Dirichlet boundary condition. Despite the fact that the results of the error analysis are derived (only) in a semi-discrete setting, we see the predicted convergence rates (w.r.t. time discretization) also in the fully discrete setting. We use this Stokes example not only to validate our theoretical results but also to show that one does not obtain optimal results if the projection I q in (6.6) is omitted, cf. Remark 4.1. The second example is a Stokes interface problem with a stationary interface. The density and diffusion coefficients are piecewise constant and discontinuous across the interface. We take a homogeneous divergence condition and a non-zero Dirichlet boundary condition (in/out-flow). This less smooth example is also used to illustrate a certain effect related to the semi-norms | ⋅ | ℓ , which were introduced in Section 4.2.
The methods are implemented in the software package DROPS, cf. [16] .
Stokes problem
We consider a problem as in Example 2.3. We take Ω = (−1, 1) 3 and a time interval (0, 1). Different from Example 2.3, in the diffusion part we use the symmetrized gradient Du = ∇u + ∇u T , i.e., a(u, v) = ∫ Ω Du : Dv. This difference is not essential. We use the symmetrized gradient because in view of the interface problem considered below it is more natural. The constraint operators are B 1 = div and B 2 = tr| ∂Ω . We take u = (
) , p = e t (x 2 + y 2 + z 2 ) and we discretize the problem u − div Du + ∇p = f (7.1) div u = g 1 (7.2)
for the appropriate right hand sides. Note that g 1 ̸ = 0, g 2 ̸ = 0 and both are time-dependent. We take a uniform step size k = 1/N in time and q = 2. For the discretization in space we take a triangulation of Ω. To obtain Tab. 1: Error in L 2 ⊗ H 1 -norm between u and the solution of (6.6). the triangulation h the domain Ω is divided into cubes with side length h := 1/N S and each of the cubes is divided into six tetrahedra. We use the P 2 -P 1 Hood-Taylor pair
To assemble the linear system (6.9)-(6.10) we use the method described in the previous section. We denote the standard nodal basis of U h by {ψ 1 , . . . ψ N } = Ψ. From the we extract a nodal basis of V h 2 : Ψ 0 = {ψ | ψ ∈ Ψ ∩ H 1 0 (Ω) 3 } and we take Ψ ∂Ω = Ψ\Ψ 0 . We treat the explicit constraint u| ∂Ω = g 2 by taking G h = ∑ ψ∈Ψ ∂Ω c(ψ)ψ such that G h | ∂Ω (x) = g 2 (x) for all nodal points x ∈ ∂Ω. To compute the matrices and the right-hand sides in (6.7)-(6.8) we exploit the tensor-product structure of the mesh. A fifth order spatial quadrature rule is used and combined with a four point Gauss quadrature in time.
The Stokes problem (7.1)-(7.3) is discretized by (6.7)-(6.8) as described in the previous section. The error ‖u − U h ‖ L 2 ⊗ H 1 is given in Table 1 . In this table we see that the error is of order O(k 2 + h 2 ) (cf. diagonals in the table) which is optimal in time, as predicted by Theorem 4.2, and in space. If we omit the projection I q in (6.6), then we obtain a sub-optimal results of order O(k 2 h −1/2 + h 2 ) in Table 2 . Note that for a fixed temporal discretization refinement in space results in divergence of order O(h −1/2 ). This behavior can be observed rather clearly in the first two columns (N = 4, 8) of h −1/2 behavior can be explained using some further analysis, which we do not present here (since it involves the analysis of the spatial discretization). We also see that along the diagonal we only have a space-time convergence order of 1.5.
We are also interested in superconvergence. Theorem 4.4 can be applied not only on [0, T], but also on any subinterval [0, t n ]. We thus are interested in the convergence order for the maximal nodal error max n=1,...,N ‖u n − U n h ‖ L 2 . We expect a O(k 3 + h 3 ) convergence order: optimal in time, due to Theorem 4.4 and optimal in space. This is consistent with the numerical results in Table 3 , however, the spatial error dominates. If we omit the projection operator I q , we again obtain results that are sub-optimal (Table 4 ). In particular we do not observe superconvergence. Related to this, the nodal (in time) discretization error can be several orders of magnitude smaller due to the use of the projection operator I q , e.g., the results for N = 4, N S = 32 in Tables 3 and 4 .
In all tables of the paper, the estimated temporal (spacial) order of convergence EOC T (EOC S ) is computed using the last row (column).
We are also interested in the L 2 ⊗ L 2 error for the pressure p. Recall that we have two results. Theorem 5.8 provides a general, but sub-optimal result. Theorem 5.13 provides an optimal result, if Assumption 5.1 holds. In the setting of this experiment this assumption is satisfied, cf. Example 5.1. Due to the convexity of Ω we have H 2 -regularity for the Poisson problem. We observe an optimal convergence order O(k 2 + h 2 ) in Table 5 . Again, if we do not use the projection operator I q , we lose the optimal convergence order (see Table 6 ).
A Stokes interface problem
We consider the same setting as in the previous experiment. However, we now use discontinuous piecewise constant density and diffusion coefficients ρ and µ and a spatial domain with a re-entrant corner Ω = (−1, 1) 3 \ [−1/2, 1) × [0, 1) 2 . In the previous experiment we have ρ = µ = 1 in Ω. A stationary interface separates two subdomains (phases) Ω + = {(x, y, z) ∈ Ω | x ⩾ 1/7} and Ω − = Ω \ Ω + . The density and diffusion coefficients are ρ = µ = 5χ Ω − + χ Ω + . The corresponding equations read ρu − div(µDu) + ∇p = f in L 2 (I; H −1 (Ω)) (7.5) div u = 0 (7.6) u| ∂Ω = g. (7.7)
In this problem we have a(u, v) = ∫ Ω µDu : Dv and the constraint operators B 1 , B 2 are defined as in the previous experiment. In order to apply the theory from the previous sections, we replace the standard L 2 scalar product by (u, v) H = ∫ Ω ρu ⋅ v, see Remark 2.2. Note that the jump in µ strongly influences the behavior Tab. 7: Error in L 2 ⊗ H 1 -norm between u and the solution of (6.6). ) and the corresponding f and g. We use a similar tetrahedral triangulation of the domain and obtain the space U h in the same way. To account for the discontinuity in p we use the following XFEM space, cf. [17] :
where Q h 1 is the standard finite element space of piecewise linears, cf. (7.4) , and R ± : v → vχ Ω ± is the restriction operator to the subdomain Ω ± . The basis for V h 2 and the interpolation operator for the boundary data g are as in the previous experiment. For our particular choice of u, p and µ, we have that f ∈ C ∞ (I; L 2 (Ω) d ). From this, ρu ∈ C ∞ (I; L 2 (Ω)) and p ∈ C ∞ (I; L 2 (Ω)) we can conclude that div(µDu) ∈ C ∞ (I; V H ), where V H is defined as in Example 5.1. It follows that ∫ T 0 | div(µDu (2) )| 2 0 < ∞. We can expect at least a temporal superconvergence rate of 2.5 in Theorem 4.5. This is what we indeed observe in Table 8 , namely a convergence of (approximately) order O(k 2.5 + h 3 ), where after a few temporal refinements the spatial error dominates. In the global L 2 ⊗ H 1norm we observe an optimal temporal convergence order in Table 7 .
Concerning the pressure discretization we note the following. For given t ∈ I the pressure p(t) can be expressed exactly in the XFEM space. Hence, the spatial convergence order of the pressure discretization is not relevant. Due to Theorem 5.2 we expect at least a temporal convergence order O(k 1.5 ). The actual temporal convergence order, which we see in Table 9 , is O(k 2 ). This is despite the fact that the projection P H form Assumption 5.1 involves the discontinuous coefficient ρ and the domain Ω has a re-entrant corner. The latter implies that Assumption 5.1 does not hold. For an explanation of this we refer to Remark 5.1.
Conclusion and outlook
We have studied, in an abstract framework, DG time discretization methods for parabolic problems with nonhomogeneous linear constraints. Two common ways of treating such linear constraints, namely explicit or implicit (via Lagrange multipliers), were discussed. These different treatments lead to different variational formulations of the parabolic problem. For these formulations we introduced a modification of the standard DG time discretization method in which an appropriate projection is used in the discretization of the constraint; see (3.6)-(3.7) and (3.8)-(3.9). For these discretizations (optimal) discretization error bounds are derived; see Theorem 4.2, Theorem 4.4, Theorem 5.2, Theorem 5.4. In the latter two theorems error bounds for the Lagrange multiplier are presented. As far as we know, even for the case with homogeneous constraints, such bounds are not available in the literature, yet. Numerical experiments confirm the predicted optimal convergence. Furthermore, experiments show that without the modification the (standard) DG method yields sub-optimal results.
We consider the following topics to be of interest for future research. The fully discrete scheme has merely been introduced in this paper and no error bounds for the fully discrete (in time and space) schemes have been derived. It seems not straightforward how to obtain satisfactory error bounds for the fully discrete schemes. In particular it is not clear how to derive a superconvergence result and optimal convergence results for the Lagrange multiplier. Another topic is related to problems where the occurring operators, both in the parabolic equation (A and (⋅, ⋅) H ) and in the constraints (B 1 and B 2 ), depend on time. It is not clear which convergence results hold (and can be proved) for problems with time-dependent operators, especially ones with low regularity. This includes, for example, operators that arise from multi-phase flow problems.
