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Abstract—In this paper, we present an optimal filter for linear
time-varying continuous-time stochastic systems that simultane-
ously estimates the states and unknown inputs in an unbiased
minimum-variance sense. We first show that the unknown inputs
cannot be estimated without additional assumptions. Then, we
discuss two complementary variants of the filter: (i) for the case
when an additional measurement containing information about
the state derivative is available, and (ii) for the case without the
additional measurement but the input signals are assumed to be
sufficiently smooth and have bounded derivatives. Conditions for
uniform asymptotic stability and the existence of a steady-state
solution for the proposed filter, as well as the convergence rate of
the state and input estimate biases are given. Moreover, we show
that a principle of separation of estimation and control holds
and that the unknown inputs may be rejected. Two examples,
including a nonlinear vehicle reentry example, are given to
illustrate that our filter is applicable even when some strong
assumptions do not hold.
I. INTRODUCTION
When the inputs to linear continuous-time stochastic sys-
tems are known, the Kalman-Bucy filter [1] provides the
optimal state filtering solution from noisy measurements.
However, in many applications, the disturbance inputs or the
unknown parameters are not modeled by a zero-mean, Gaus-
sian white noise. For instance, (semi-)autonomous vehicles do
not have knowledge of the control inputs of other vehicles.
The inability to reliably track the states of these vehicles,
or to estimate the unknown inputs may lead to a collision
or suboptimal performance, etc. Similar problems are found
across many disciplines, e.g., meteorology [2], physiology [3],
fault detection and diagnosis [4] and machine tool applications
[5]; hence, a solution to this problem is beneficial for a wide
range of applications.
Literature review. Research in this field began with state
estimation of systems with unknown biases and unknown
disturbance of known dynamics, but has since moved towards
state estimation with arbitrary unknown inputs. An optimal
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filter that only estimates the system states in a minimum-
variance unbiased (MVU) sense estimate is first developed for
linear discrete-time stochastic systems with unknown inputs in
[2], [6]–[9]. This development was followed by the design of
optimal simultaneous input and state estimation filters, with
the objective of concurrently obtaining minimum-variance
unbiased estimates for both the states and the unknown dis-
turbance inputs to the system, as researchers realize that the
information about the unknown input is often as important as
state information. However, initial research has been focused
on particular classes of linear discrete-time systems with
unknown inputs (see e.g., [10]–[13] and references therein).
Only recently has a general framework been proposed in [14],
[15] for optimally estimating both state and unknown input of
linear discrete-time stochastic systems with unknown inputs.
To our best knowledge, the problem of simultaneous state
and input estimation for linear continuous-time stochastic
systems has not been addressed. Thus, we turn to the literature
on unknown input observer designs for deterministic systems
for inspiration. As it turns out, the accessibility of output
derivatives plays an important role for the estimation of the
unknown inputs in observer designs. Some observer designs
(e.g., [16]) differentiates the output measurements, whereas
other designs (e.g., [5], [17]) rely solely on output measure-
ments without differentiation, although these observers can
only asymptotically estimate the unknown input to any degree
of accuracy instead of exact asymptotic estimation.
Contributions. We propose a stable and optimal state and
unknown input filter in the minimum-variance unbiased sense
for linear time-varying continuous-time stochastic systems and
provide the convergence rate of the proposed filter. First, we
show via a similarity transformation that the unknown input is
in general not directly observable from the output signal and
hence, unlike its discrete-time counterpart, cannot be estimated
in a meaningful way without additional assumptions. Then,
taking a leaf out of deterministic observer designs (e.g., [5],
[16]), we provide an analysis of two sets of assumptions
under which the input can be estimated: (i) when an additional
measurement containing information about the state derivative
or ‘output derivative’ is available, and (ii) when no additional
measurement is accessible but the input signals are sufficiently
smooth and have bounded derivatives.
Two complementary variants of the optimal filter are pre-
sented for each of these assumptions. In the latter case, as
with observer designs in [5], [17], where exact asymptotic
estimation is not available, we propose a filter variant that
still estimates the system states in an MVU sense, but the
unknown inputs are only estimated to any degree of accuracy
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2when compared to the MVU input estimate obtained if the
exact output derivative is known. The proposed filter is derived
by constructing a ‘virtual’ equivalent system without unknown
inputs1. Although not implementable, this virtual system with-
out unknown inputs has provably the same properties as our
proposed filter, allowing us to derive analogous properties of
our filter to that of the well-known Kalman-Bucy filter [1].
Moreover, by limiting case approximations of the optimal
discrete-time filter in [14], we find that the discrete-time filter
implicitly uses finite difference to obtain an ‘output derivative’.
Moreover, the derivatives of the system matrices may be
needed, where the main challenge lies in the computation
of derivatives of the singular value decomposed matrices of
the direct feedthrough matrix. A solution to this problem is
presented in Section III-B, which, as a by-product, provides a
novel alternative approach to [18], [19] for computing analytic
singular value decomposition with differential equations.
Finally, we show that a principle of separation of estimation
and control also exists for linear systems with unknown inputs,
and that the unknown inputs may be rejected, if desired.
Hence, we can combine the proposed stable filter for state and
input estimation, with any independently designed stable state
feedback controller to achieve a stable closed loop system,
which we illustrate with a vehicle reentry example with non-
linear dynamics [20] and a helicopter hover control example
in windy environments even when some strong assumptions
in our paper do not hold. A preliminary version of this paper
is presented in [21] where the special case of linear time-
invariant systems is studied.
Notation. We first summarize the notation used in the paper.
Rn denotes the n-dimensional Euclidean space. For a vector
v ∈ Rn, its rth derivative is denoted by v(r) and its expectation
by E[v]. Given a matrix M ∈ Rp×q , its transpose, inverse,
Moore-Penrose pseudoinverse, norm, trace, rank are given by
M>, M−1, M†, ‖M‖, tr(M) and rk(M). For a symmetric
matrix S, S  0 (S  0) is positive (semi-)definite.
II. PROBLEM STATEMENT
We consider the following model representation of linear
time-varying continuous-time stochastic systems
x˙(t) = A(t)x(t) +B(t)u(t) +G(t)d(t) +W (t)w(t),
y(t) = C(t)x(t) +D(t)u(t) +H(t)d(t) + v(t),
(1)
where x(t) ∈ Rn is the state vector at time t, u(t) ∈ Rm
a known input vector, d(t) ∈ Rp an unknown input vector,
y(t) ∈ Rl the measurement vector, w(t) ∈ Rq the process
noise and v(t) ∈ Rl the measurement noise. The matrices
A(t), B(t), G(t), C(t), D(t), and W (t) are smooth, bounded
and known, whereas H(t) is analytic (i.e., infinitely differen-
tiable and convergent) and known. x(t0) = x0 is also assumed
to be independent of v(t) and w(t) for all t and an initial
state estimate xˆ(t0) := xˆ0 is available with covariance matrix
Px0 . Without loss of generality, we assume that n ≥ l ≥ 1,
l ≥ p ≥ 0 and m ≥ 0 and the current time t is strictly
positive. Our fairly general time-varying system formulation
1The proof technique of constructing a virtual system, while is rather
common for controller designs, is to our knowledge novel to filter designs.
facilitates linearization-based nonlinear filtering techniques, as
is demonstrated in our simulation example in Section VI-A. To
simplify notations, we often omit the explicit time-dependence
of signals when it is clear from context.
It has been observed in [16] that, except for some trivial
cases (e.g., H has full rank), derivatives of outputs are needed
when the reconstruction of the unknown input is desired for
deterministic systems. Therefore, we expect stochastic systems
to similarly require some form of additional signal information
that is a counterpart of the output derivative in the determin-
istic case. With this in mind, we first show via a similarity
transformation in Proposition 1 that the unknown input is
indeed not directly observable from the output signal and thus,
unlike its discrete-time counterpart, cannot be estimated in a
meaningful way without additional assumptions.
Objective. The objective of this paper is hence to design
an optimal recursive filter algorithm which simultaneously
estimates the system state x(t) and the unknown input d(t)
based on an initial state estimate xˆ0 with covariance Px0 , and
measured outputs up to time t, y(τ) for all 0 ≤ τ ≤ t, under
some appropriate assumptions (to be explored in Section IV).
No prior knowledge of the dynamics of d(t) is assumed.
III. PRELIMINARY MATERIAL
We begin by providing the definition of uniform complete
controllability and observability:
Definition 1 (Uniform Complete Controllability & Observabil-
ity [1], [22]). Let X(t) be bounded. The pair (X(t), Y (t)) is
uniformly completely controllable, if ∃ > 0 and µ1() >
0, µ2() > 0, such that for all t ≥ t0, such that
µ1() ≤
∫ t
t− ΦX(t)(t, s)Y (s)Y (s)
>Φ>X(t)(t, s)ds ≤ µ2(),
where ΦX(t)(t, s) is the transition matrix of the system x˙(t) =
X(t)x(t) +Y (t)u(t) and y(t) = Z(t)x(t). Similarly, the pair
(X(t), Z(t)) is uniformly completely observable, if its dual
pair (X>(t), Z>(t)) is uniformly completely controllable.
In the following, we present the similarity transformation
that decouples the output signal with respect to the unknown
inputs, revealing that a certain component of the unknown
inputs cannot be observed from the output signal. Then, we
introduce a novel alternative approach to [18], [19] to obtain
the derivative of singular value decomposed matrices of time-
varying H(t) that is needed for the development of our filter.
A. Decoupling via Similarity Transformation
Similar to its discrete-time counterpart [14], we first carry
out a transformation of the system. Let rk(H) = pH . Then,
we rewrite H using singular value decomposition (SVD) as
H = [U1 U2]
[
Σ 0
0 0
] [
V >1
V >2
]
= U1ΣV
>
1 =: H1V
>
1 , (2)
where Σ ∈ RpH×pH is a diagonal matrix of full rank, with
U1 ∈ Rl×pH , U2 ∈ Rl×(l−pH), V1 ∈ Rp×pH , V2 ∈ Rp×(p−pH)
and 0 matrices of appropriate dimensions. U := [U1 U2] and
V := [V1 V2] are unitary matrices. Note that when H is the
zero matrix, Σ, U1 and V1 are empty matrices, and U2 and V2
are arbitrary unitary matrices. Then, we define two orthogonal
3components of the unknown input given by d1 := V >1 d and
d2 := V
>
2 d. Since V is unitary, d = V1d1 + V2d2. Next, we
decouple the output y using a nonsingular transformation
T =
[
T1
T2
]
=
[
IpH −U>1 RU2(U>2 RU2)−1
0 I(l−pH)
] [
U>1
U>2
]
, (3)
to obtain
x˙ = Ax+Bu+G1d1 +G2d2 +Ww,
z1 = T1y = C1x+D1u+ Σd1 + v1,
z2 = T2y = C2x+D2u+ v2,
(4)
where C1 := T1C, C2 := T2C = U>2 C, D1 := T1D, D2 :=
T2D = U
>
2 D, G1 := GV1, G2 := GV2, v1 := T1v and
v2 := T2v = U
>
2 v. The transform was also chosen such that
the measurement noise terms for the decoupled outputs are
uncorrelated with each other, the process noise and the initial
state, with the non-zero autocorrelations of v1 and v2 given
by R1 := T1RT>1  0 and R2 := T2RT>2  0, respectively.
With the above decoupling of the output signals with respect
to the unknown inputs, we obtain the following proposition:
Proposition 1. The output y contains insufficient information
to fully estimate the signal d, specifically the component d2,
which does not appear in z1 and z2 (and y = T−1[z>1 z
>
2 ]
>).
B. Computation of derivative of singular value decomposed
matrices of time-varying H(t)
To perform the decoupling transformation, the computation
of the derivative of singular value decomposed matrices of the
time-varying H(t) may be needed, which we now derive. With
the assumption that the matrix H is analytic, [19] established
the existence of a singular value decomposition of H where
the factors are also analytic functions, which they termed
analytic singular value decomposition (ASVD). This has the
implication that U1, U2, V1, V2 and Σ are differentiable.
Next, we provide an approach motivated by [18], [19] for
obtaining the signal derivatives, U˙1 and Σ˙, which are required
to compute H˙1 := U˙1Σ + U1Σ˙, as well as U˙2, Σ˙, V˙1 and V˙2.
For simplicity, we shall first assume that the rank of matrix
H is constant, and that all singular values remain positive.
The generalization to the case when the singular values can
become zero will be discussed in Remark 1.
Theorem 1. Let Σ = diag(σ1, σ2, . . . , σpH ) be such that
σi > 0 for all i = 1, 2, . . . , pH . Then, the singular value
decomposed matrices of the known derivative of H in (2) given
by H˙ = U˙1ΣV >1 + U1Σ˙V
>
1 + U1ΣV˙
>
1 , can be found using
Σ˙ = diag(σ˙1, σ˙2, . . . , σ˙pH ), U˙1 = U1E, U˙2 = 0,
V˙1 = V1F, V˙2 = 0,
(5)
with initial conditions determined by H(t0) =
U1(t0)Σ(t0)V
>
1 (t0) and whose components for all
i = 1, 2, . . . , pH can be computed as follows:
σ˙i = (U
>
1 H˙V1)ii, (6)
Eii = Fii = 0, Eij =
σj(U
>
1 H˙V1)ij+σi(U
>
1 H˙V1)ji
σ2j−σ2i ,
Fij =
σj(U
>
1 H˙V1)ji+σi(U
>
1 H˙V1)ij
σ2j−σ2i ,
(7)
if σ2i 6= σ2j . In the case that σ2i = σ2j , if we have σ(r)i 6= σ(r)j
for some r, then the solution for Eij and Fij is unique and can
be found by differentiating (2) r times2. If all derivatives are
equal, e.g., when H is a constant matrix, then, with σi 6= 0,
Eij = −Fij = (U
>
1 H˙V1)ij
2σi
, if σi = σj ,
Eij = Fij = − (U
>
1 H˙V1)ij
2σi
, if σi = −σj .
(8)
Proof: Differentiating both sides of H = U1ΣV >1 , we
have
H˙ = U˙1ΣV
>
1 + U1Σ˙V
>
1 + U1ΣV˙
>
1
⇒ U>1 H˙V1 = U>1 U˙1Σ + Σ˙ + ΣV˙ >1 V1.
Next, as is done in [18], we define the matrices E := U>1 U˙1
and F := V >1 V˙1 which are both skew symmetric, as can be
shown by differentiating U>1 U1 = I and V
>
1 V1 = I on both
sides. Hence, we can find the derivative of Σ with
Σ˙ = U>1 H˙V1 − EΣ + ΣF. (9)
To obtain U˙1 from E := U>1 U˙1, we first note that the linear
system is in general, underdetermined (except when H has
full rank). Hence, U˙1 is not unique. We choose the minimum
Frobenius norm solution given by U˙1 = (U>1 )
†E, which is
equivalent to (5) because U1 is orthonormal. It remains an
open question as to whether there exists a better choice of U˙1,
but we do not expect changes in this respect.
To obtain U˙2, we differentiate U>1 U2 = 0 (obtained from
the orthogonality of columns of U ):
U˙>1 U2 + U
>
1 U˙2 = E
>U>1 U2 + U
>
1 U˙2 = U
>
1 U˙2 = 0.
Similar to the case for U˙1, the above linear system is underde-
termined and thus, U˙2 is not unique. Once again, we choose U˙2
as in (5) such that its Frobenius-norm is minimized3. Likewise,
V˙1 and V˙2 can be similarly obtained and are given in (5).
The diagonal terms of the skew-symmetric matrices Eii
and Fii, for all i = 1, 2, . . . , pH are zero. Hence, the
diagonal entries of EΣ and ΣF are also zero. Since Σ =
diag(σ1, σ2, . . . , σpH ) is diagonal, its singular values can be
computed from (9) as given in (6). The off-diagonal terms can
be computed from the algebraic constraints of (9) (i 6= j):
0 = (U>1 H˙V1)ij − Eijσj + σiFij ,
0 = (U>1 H˙V1)ji − Ejiσi + σjFji,
(10)
and if σ2i 6= σ2j , using the skewness of E and F , we get
the expressions in (7). If σ2i = σ
2
j , then a similar but longer
argument shows that the differentiation of (9) will provide
equations for determining Eij and Fij if σ˙i 6= σ˙j . This process
may be repeated if equality holds and the solution is unique
if σ(r)i 6= σ(r)j for some r. The expressions for these cases are
lengthy and the readers are referred to [18] for the extended
derivation and discussion. If all derivatives are equal, e.g.,
when H is a constant matrix, this corresponds to the non-
uniqueness of the solution to the singular value decomposition
2The explicit equations for each case are lengthy and interested readers are
referred to [18].
3 Note that this choice of U˙ =
[
U˙1 U˙2
]
is equivalent to the minimization
of total variation (or arc length) in [19].
4[18], [19], in which case we can choose Eij and Fij such that
the Frobenius norms of E and F , and hence of U˙1 and U˙2, are
minimized. This can be solved by minimizing E2ij+F
2
ij subject
to equality constraint (10) with either σi = σj or σi = −σj ,
for which the explicit solutions are given in (8).
A useful corollary to the above theorem is as follows:
Corollary 1. T2H1 = 0, T2H˙1 = 0 and T2H¨1 = 0, where
H1 := HV1 = U1Σ.
Proof: Using U˙1 from (5) and the definition of T2 in (3),
we find T2H1 = T2U1Σ = 0, T2H˙1 = T2U1EΣ+T2U1Σ˙ = 0,
T2H¨1 = T2U1E
2Σ +T2U1E˙Σ + 2T2U1EΣ˙ +T2U1Σ¨ = 0.
Remark 1. To compute ASVD for the general case when some
singular values become zero, we first note that the factors of
H = U˜ Σ˜V˜ > do not have a nice structure as in (2), i.e.,
there is no guarantee that for Σ˜ =
[
diag(σ˜1, σ˜2, . . . , σ˜p)
0(l−p)×p
]
,
only the first pH diagonal entries σ˜1, σ˜2, . . . , σ˜pH are non-
zeros and the rest σ˜pH+1, . . . , σ˜p are zeros. Furthermore, σ˜i =
0, for any i = 1, . . . , p does not imply that ˙˜σ = 0, as the
rank of H given by pH may increase. Without going into the
details as this is more of an implementation issue, we would
like to note that slight modifications to Theorem 1 can be
carried out to account for the case when any singular value
becomes zero. This relies on careful accounting of the cases
when σ˜i is zero or not, and partitions U˜ and V˜ into U˜1 and
U˜2, as well as V˜1 and V˜2, respectively, where U˜1 and V˜1 are
concatenations of all columns of U˜ and V˜ , for which σ˜i 6= 0,
for all i = 1, . . . , p, whereas U˜2 and V˜2 are concatenations
of the rest of the columns of U˜ and V˜ . The other necessary
modification is the replacement of (5) with ˙˜σi = (U˜>H˙V˜ )ii
for all i = 1, . . . , p.
IV. ALGORITHMS FOR MINIMUM-VARIANCE UNBIASED
ESTIMATION OF STATE AND INPUT
Since we have shown in Proposition 1 that the unknown
input is in general not directly observable from the output
signal unless an ‘output derivative’ signal is available, we now
analyze two sets of assumptions under which the input can be
estimated that are inspired by deterministic observer designs
(e.g., [5], [16]), and propose two corresponding optimal esti-
mator designs:
A. Exact Linear Input & State Estimator (ELISE), in which
we assume that an additional ‘output derivative’ measure-
ment is available (inspired by the output differentiation
approach in [16]);
B. Approximate Linear Input & State Estimator (ALISE), in
which output derivative is not measured but the input sig-
nals are sufficiently smooth and have bounded derivatives
(inspired by the derivative free approach in [5], which only
achieves arbitrarily small error).
A. Exact Linear Input & State Estimator (ELISE)
For the first variant, we consider the following assumption:
Assumption (A1). We assume that
(i) the noise terms, w(t) ∈ Rq and v(t) ∈ Rl, are mutu-
ally uncorrelated, zero-mean, white random signals with
known noise statistics: E[w(t)w(t′)>] = Q(t)δ(t − t′),
E[v(t)v(t′)>] = R(t)δ(t − t′) and E[w(t)v(t′)>] = 0,
where δ(·) is the Dirac delta function, Q(t)  0 and
R(t)  0 for all t.
(ii) an additional measurement is available, which contains
information about the state derivative x˙(t) and thus,
about an equivalent of the ‘output derivative’:
y(t) = C(t)x˙(t) + C(t)x(t) +D(t)u˙(t) +D(t)u(t)
+H(t)d˙(t) +H(t)d(t) + v(t) (11)
with the following noise statistics: E[v(t)] = 0,
E[w(t)v(t′)>] = 0, E[v(t)v(t′)>] = R`(t)δ(t − t′) and
E[v(t)v(t′)>] = R(t)δ(t− t′), and where R(t)  0 and
R`(t) are known. Note that d(t) need not be differentiable
because we only make use of z2 := T 2y in our filter
design and T 2H = 0 (T 2 is as defined for (13) below).
Note that the additional measurement y is different from
the signal y˙(t), which is not well defined due to the derivative
of noise. The assumption of an additional measurement is
at times reasonable, for e.g., accelerations of mechanical
systems are typically measured in addition to state (position
and velocity), and sometimes slew rates (rate of change of
voltage) in electronics and flow accelerations in fluid systems
may also be measured.
However, such availability of an additional measurement
can be rare. This is actually the main motivation for consid-
ering the second derivative-free variant in the next section.
Alternatively, filtered derivatives of the output may be used in
place of the additional measurement, as is demonstrated to be
good enough in the simulation example in Section VI-A.
With Assumption (A1), we consider the following filter:
dˆ1 = M1(z1 − C1xˆ−D1u), (12)
dˆ2 = M2(z2 − (C2A+ T 2C)xˆ− C2Bu− C2G1dˆ1
−D2u˙− T2Du), (13)
dˆ = V1dˆ1 + V2dˆ2, (14)
˙ˆx = Axˆ+Bu+G1dˆ1 +G2dˆ2 + L(z2 − C2xˆ−D2u), (15)
where T 2 = U
>
2 is obtained from the singular value decom-
position of H =
[
U1 U2
] [Σ 0
0 0
] [
V
>
1
V
>
2
]
, while C2 := T 2C,
D2 := T 2D and z2 := T 2y. We also assume that T 2H = 0,
as is the case when H = 0 or when y is the true ‘output
derivative’ with H = H and H = H˙ (by Theorem 1 and
Corollary 1). The matrices L ∈ Rn×(l−pH), M1 ∈ RpH×pH
and M2 ∈ R(p−pH)×(l−pH) are filter gains that are chosen to
minimize the state and input error covariances.
A summary of the first variant of optimal continuous-time
filter is given in Algorithm 1. The ELISE algorithm has some
nice properties, which we will describe here and prove in
the Appendix. First, assuming that the filter is uniformly
asymptotically stable4, the initial state and unknown input
4See [23] for the definition of uniform asymptotic stability.
5Algorithm 1 ELISE algorithm
1: Initialize: xˆ(t0) = xˆ0; P x(t0) = Px0 ;
2: while t < tf do
. Unknown input estimation
3: M1 = Σ
−1;
4: Qˆ = WQW> +G1M1R1M>1 G
>
1 ;
5: Aˆ = A−G1M1C1;
6: R˜2 = (C2Aˆ+ T 2C)P
x(C2Aˆ+ T 2C)
> + C2QˆC
>
2 +R2
−R`>12M>1 G>1 C>2 − C2G1M1R`12;
7: M2 = (G
>
2 C
>
2 R˜
−1
2 C2G2)
−1G>2 C
>
2 R˜
−1
2 ;
8: dˆ1 = M1(z1 − C1xˆ−D1u);
9: dˆ2 = M2(z2 − (C2A+ T 2C)xˆ−C2Bu−C2G1dˆ1 −D2u˙
−T 2Du);
10: dˆ = V1dˆ1 + V2dˆ2;
11: P d1 = M1(C1P
xC>1 +R1)M
>
1 ;
12: P d2 = (G
>
2 C
>
2 R˜
−1
2 C2G2)
−1;
13: P d12 = M1C1P
x(Aˆ>C
>
2 + C
>
T
>
2 )M
>
2
−M1R1M>1 G>1 C>2 M>2 +M1R`12M>2 ;
14: P d = V1P
d
1 V
>
1 + V1P
d
12V
>
2 + V2P
d>
12 V
>
1 + V2P
d
2 V
>
2 ;
. State estimation
15: A = (I −G2M2C2)Aˆ−G2M2T 2C;
16: Q = (I−G2M2C2)Qˆ(I−G2M2C2)>+G2M2R2M>2 G>2 ;
17: L = (P xC>2 −G2M2R`>2 )R−12 ;
18: ˙ˆx = Axˆ+Bu+G1dˆ1 +G2dˆ2 + L(z2 − C2xˆ−D2u);
19: P˙ x = AP x + P xA
>
+Q− LR2L>;
20: end while
estimate biases are shown to converge exponentially in the
following lemmas. Note that the uniform asymptotic stability
of the proposed filter will be verified in Theorem 3.
Lemma 1 (Convergence of state estimate bias of ELISE).
Let ELISE be uniformly asymptotically stable. Then, its state
estimate bias, E[x˜] := E[x− xˆ], decays exponentially, i.e.,
‖E[x˜]‖ ≤ βe−γ(t−t0), (16)
for all t ≥ t0, for some constant β and γ. If, in addition,
A˘ := A−LC2 is bounded5, with an initial state estimate bias
given by E[x˜(t0)], then β and γ6 are given by
β =
√
E[x˜(t0)]>S(t0)E[x˜(t0)]
λmin(S)
, γ =
1
2λmax(S)
, (17)
where λmax(S) and λmin(S) are the supremum and infimum
over t ≥ t0 of the largest and smallest eigenvalue of S(t) =
lim
T→∞
∫ T
t
ΦA˘(t)(t, s)Φ
>
A˘(t)
(t, s)ds  0 with ΦA˘(t)(·) denoting
the transition matrix associated with state dynamics x˙ = A˘x.
Lemma 2 (Convergence of unknown input estimate bias of
ELISE). Let ELISE be uniformly asymptotically stable. Then,
5This holds in general, since the system matrices are bounded by assump-
tion and the practical usefulness of a stable filter with unbounded Px is rather
limited.
6This convergence rate (with Γ = I) can be shown to be the largest
when compared with all bounded Γ such that the pair (A˘,Γ) is uniformly
completely observable (see Definition 1) using an approach similar to [24,
pp. 91-93]. Note also that in general, the checking of uniform complete
controllability or observability is not straightforward. Some classes of systems
for which uniform complete controllability can be shown are given in [25,
Section 5], where Γ = I is one such instance.
the input estimate bias of ELISE decays exponentially, i.e.,
there exist α1 and γ such that
‖E[d− dˆ]‖ := ‖E[d˜]‖ ≤ α1e−γ(t−t0), (18)
where γ is given by (17) (assuming A˘ is bounded as in Lemma
1) and α1 is a positive constant
α1 = β sup(‖V1M1C1‖+ ‖V2M2(C2Aˆ+ T 2C)‖). (19)
In addition, the following theorem proves that state and
input estimates of ELISE are unbiased and optimal.
Theorem 2 (Minimum-variance unbiased state and input esti-
mation of ELISE). Suppose (A1) holds. If rk(C2G2) = p−pH
and (A,C2) is detectable, where the matrix A is as defined
in Algorithm 1, then the filter gains, L, M1 and M2, given in
Algorithm 1, and the differential Riccati equation given by
P˙ x = AP x + P xA
>
+Q− LR2L> (20)
provide the unbiased, best linear estimate (BLUE) of the
unknown input and the minimum-variance unbiased estimate
of system states. Moreover, if the optimal filter is uniformly
asymptotically stable, the effect of initial state and input
estimate bias decays exponentially, as given in (16) and (18).
However, the optimality of the filter does not guarantee that
the filter is stable. Additional assumptions are needed for the
uniform asymptotic stability of the filter, similar to the stability
requirements of the Kalman-Bucy filter [1, Theorem 4].
Theorem 3 (Stability of ELISE). Using Assumption (A1) and
the proposed filter, we obtain a ‘virtual’ equivalent system
x˙e = Aexe + ue + we, ye = C2xe + v2, (21)
with Ae := A − G2M2R`>2 R−12 , A := (I − G2M2C2)Aˆ −
G2M2T 2C, ue=−G2M2R`>2 R−12 ye, we=G2M2R`>2 R−12 v2+
w and w := (I−G2M2C2)Ww− (I−G2M2C2)G1M1v1−
G2M2v2. If the equivalent system (21) is
(A2) uniformly completely observable,
(A3) uniformly completely controllable,
(A4) ‖Qe‖ and ‖R2‖ are bounded below and above,
(A5) ‖Ae‖ is bounded above,
where the equivalent noise covariances are E[we(t)w>e (t′)] =
Qe(t)δ(t − t′), E[w(t)w>(t′)] = Q(t)δ(t − t′), Qe :=
Q−G2M2R`>2 R−12 R`2M>2 G>2 and Q (as defined in Algorithm
1), then the optimal filter given in Algorithm 1 is uniformly
asymptotically stable. Moreover, every solution to the variance
equation given by the differential Riccati equation, P˙ x, in
Algorithm 1 starting at Px0  0 converges to a unique P x
as t→∞.
Finally, for the time-invariant case, the conditions under
which the algebraic Riccati equation of the filter has a unique
stationary solution is given by:
Theorem 4 (Convergence to steady-state of ELISE). Let
rk(C2G2) = p − pH . Then, in the time-invariant case with
P x(t0)  0, the filter in Algorithm 1 (exponentially) converges
to a unique stationary solution if and only if (i) (Ae, C2) is
detectable, and (ii) (Ae, Q
1
2
e ) is stabilizable where matrices
Ae and Qe are as defined in Theorem 3.
6B. Approximate Linear Input & State Estimator (ALISE)
For this second variant, we do not assume the availability
of an ‘output derivative’, but that such a signal exists. Hence,
the ALISE variant uses a special case of the ELISE filter,
and the existence of y for this special case can be seen as a
pseudo-derivative of the output measurement y.
Special Case 1 (Special Case of ELISE). There exists an
‘output derivative’ signal y in (11), such that C = C, C = C˙,
D = D, D = D˙, H = H and H = H˙; hence, we have
C2 = C2, D2 = D2 and T 2 = T2 = U>2 .
Moreover, the existence of the ‘output derivative’ signal also
implies that the derivatives of the input signals u and d, as well
as the noise signals w and v must exist, which necessitates
non-standard noise models and rather strong assumptions on
the disturbance signals:
Assumption (A1′). We assume that
(i) the noise signals, w(t) and v(t), are first- and second-
order Gauss-Markov (GM) processes, respectively (see,
e.g., [26, pp. 42-47] for their properties):
w˙(t) +Aww(t) = BwwG(t),
v¨(t) +Av˙ v˙(t) +Avv(t) = BvvG(t),
(22)
where wG(t) and vG(t) are mutually uncorrelated, zero-
mean, white noise signals with time-invariant intensities
QG  0 and RG  0, respectively. Furthermore, the
correlation times of the process and measurement noise
are assumed to be short compared to times of interest.
The second equation in (22) is equivalently rewritten as
d
dtv(t) =
[
0 I
−Av −Av˙
]
v(t) +
[
0
Bv
]
vG(t)
:= Avv(t) +BvvG(t).
(23)
Aw, Av and Av˙ are positive semidefinite diagonal ma-
trices, while w(t0) and v(t0) :=
[
v(t)> v˙(t)>
]>
have
known covariance matrices Pw0 and Pv0 . For simplicity,
we shall assume for the noise models that −Aw and Av
are time-invariant and stable, i.e. their eigenvalues are
strictly negative, and that Bw, Bv , QG and RG are also
time-invariant and bounded.
(ii) the inputs u(t) and d(t) are twice and once differentiable,
respectively, and that u(t), u˙(t), u¨(t), d(t) and d˙(t) are
bounded, as well as that the norm of the system state
vectors, matrices and matrix derivatives are bounded.
In a nutshell, the noise models in Assumption (A1′),
i.e., Gauss-Markov stochastic noise models, are stochastic
processes that satisfy the requirements for both Gaussian
processes and Markov processes, and can be viewed as
continuous-time analogues of the discrete-time AR(1) and
AR(2) processes. The first-order Gauss-Markov process is also
known as the Ornstein-Uhlenbeck process, which has been
considered in the models of financial mathematics and physical
sciences. The noise models are specifically chosen such that
the signal z¨2(t) is well defined for the purpose of analyzing the
proposed filter, as is required by Taylor’s theorem in (41) of
Appendix B2, and the assumption of short correlation times is
such that the noise terms are not colored7. The covariance
matrices of the noise models can either be determined in
experiments, or simply chosen as tuning parameters, which
is commonplace in practice.
The assumption of bounded derivatives of d is also rather
strong, but is unfortunately necessary for a meaningful analysis
of the input and state filtering problem. However, this assump-
tion may actually not be needed in practice, as evidenced by
our example in Section VI with a non-smooth disturbance.
For this case, we now propose the following filter:
dˆ1 = M1(z1 − C1xˆ−D1u),
dˆ2 = M2(
z2(t)− z2(t− dt)
dt
− (C2A+ T2C˙)xˆ
− C2Bu− C2G1dˆ1 −D2u˙− T2D˙u), (24)
dˆ = V1dˆ1 + V2dˆ2,
θ˙ = (A− LC2)(G2M2z2 −G2M2D2u+ θ)
+ (B−LD2)u+GM1z1 + Lz2−Φ˙1y − Φ˙2u,
xˆ = G2M2z2 −G2M2D2u+ θ, (25)
where A, B, G, Φ˙1 and Φ˙2 are as defined in Algorithm 2, the
matrices corresponding to the Special Case 1 are used in (24)
as well as in Algorithm 2 and the matrices L ∈ Rn×(l−pH),
M1 ∈ RpH×pH and M2 ∈ R(p−pH)×(l−pH) are filter gains.
Note that the output derivatives y˙ is essentially obtained by
finite difference approximation, y˙ ≈ y(t)−y(t−dt)dt , where dt
can be chosen arbitrarily.
The ALISE variant is summarized in Algorithm 2 and has
some nice properties that are described here and proven in
the Appendix. Similar to the ELISE variant, assuming that
the filter is uniformly asymptotically stable8 (verified later in
Theorem 6), the initial state and unknown input estimate biases
converge exponentially.
Lemma 3 (Convergence of state estimate bias of ALISE). Let
ALISE be uniformly asymptotically stable and A˘ := A−LC2
be bounded. Then, the state estimate bias, E[x˜] := E[x − xˆ],
decays exponentially, as in (16) and (17).
Lemma 4 (Convergence of unknown input estimate bias of
ALISE). Let ALISE be uniformly asymptotically stable. Then,
the unknown input estimate convergence properties for ALISE
(with matrices as given in Special Case 1) are given by
‖E[d− dˆ]‖ := ‖E[d˜]‖ ≤ α1e−γ(t−t0) + α2dt, (26)
|tr(P d − P d)| ≤ α3(dt)2, (27)
with α1 given in (19), as well as α2 and α3 given by
α2 =
1
2
sup ‖V2M2E[z¨2]‖, α3 = sup |ζ|, (28)
7Note that we do not attempt to solve the estimation problem with colored
noise, which is a subject of future research, as this would require the
development of state and unknown input filters for systems with correlated
noise terms and moreover, output derivatives would need to be computed, as
is pointed out in [27].
8See [23] for the definition of uniform asymptotic stability.
7Algorithm 2 ALISE algorithm
1: Initialize: Px(t0) = Px0 ; Pw(t0) = Pw0 ; P v(t0) = Pv0 ; θ(t0) =
xˆ0 −G2M2z2(t0) +G2M2D2u(t0); etc.;
2: while t < tf do
. State estimation
3: xˆ = G2M2z2 −G2M2D2u+ θ;
. Unknown input estimation
4: P˙w = −AwPw − PwA>w +BwQGB>w ;
5: P˙ v = AvP v + P vA
>
v +BvRGB
>
G;
6: R1 = [T1 0]P v [T1 0]>;
7: R2 = [T2 0]P v [T2 0]>;
8: R2 = [0 T2]P v [0 T2]>;
9: R`2 = [T2 0]P v [0 T2]>;
10: R`12 = [T1 0]P v [0 T2]>;
11: Aˆ = A−G1M1C1;
12: Qˆ = WPwW> +G1M1R1M>1 G
>
1 ;
13: M1 = Σ−1;
14: R˜2 = (C2Aˆ+ T2C˙)Px(C2Aˆ+ T2C˙)> + C2QˆC>2 +R2
−R`>12M>1 G>1 C>2 − C2G1M1R`12;
15: M2 = (G>2 C
>
2 R˜
−1
2 C2G2)
−1G>2 C
>
2 R˜
−1
2 ;
16: dˆ1 = M1(z1 − C1xˆ−D1u);
17: d2 = M2(
z2(t)−z2(t−dt)
dt
− (C2A+ T2C˙)xˆ− C2Bu− C2G1dˆ1
−D2u˙− T2D˙u);
18: dˆ = V1dˆ1 + V2d2;
19: P d1 = M1(C1P
xC>1 +R1)M
>
1 ;
20: P d2 ≈ (G>2 C>2 R˜−12 C2G2)−1;
21: P d12 ≈M1C1Px(Aˆ>C>2 + C˙>T>2 )M>2
−M1R1M>1 G>1 C>2 M>2 +M1R`12M>2 ;
22: P d ≈ V1P d1 V >1 + V1P d12V >2 + V2P d>12 V >1 + V2P d2 V >2 ;
. State estimation
23: A = (I −G2M2C2)Aˆ−G2M2T2C˙;
24: B = (I −G2M2C2)(B −G1M1D1)−G2M2T2D˙;
25: G = (I−G2M2C2)G1; Q = (I−G2M2C2)Qˆ(I−G2M2C2)>;
26: L = (PxC>2 −G2M2R`>2 )R−12 ;
27: P˙x = APx + PxA> +Q− LR2L>;
28: E, F and Σ˙ according to Section III-B, e.g., (7);
29: T˙1 = U>1 RU2(U
>
2 RU2)
−1(U>2 R˙U2)(U
>
2 RU2)
−1 + E>U>1
−U>1 R˙U2(U>2 RU2)−1 − E>U>1 RU2(U>2 RU2)−1;
30: M˙1 = −Σ−1Σ˙Σ−1;
31: ˙`R12 =
[
T˙1 0
]
P v [0 T2]
> + [T1 0] P˙ v [0 T2]>;
32: R˙1 =
[
T˙1 0
]
P v [T1 0]
>+[T1 0] P˙ v [T1 0]>+[T1 0]P v
[
T˙1 0
]>;
33: ˙ˆA = A˙−(G˙V1+GV1F )M1C1−G1M˙1C1−G1M1(T1C˙+T˙1C);
34: ˙ˆQ = (G˙V1 +GV1F )M1R1M>1 G
>
1 +G1M˙1R1M
>
1 G
>
1
+W ˙PwW>+W˙PwW>+WPwW˙+G1M1R1M˙>1 G
>
1
+G1M1R1M>1 G˙
>
1 +G1M1R˙1M
>
1 G
>
1 ;
35: ˙˜R2 = (T2C˙Aˆ+ C2
˙ˆ
A+ T2C¨)Px(C2Aˆ+ T2C˙)> + (C2Aˆ
+T2C˙)P˙x(C2Aˆ+ T2C˙)> + (C2Aˆ+ T2C˙)Px(T2C˙Aˆ
+C2
˙ˆ
A+T2C¨)>+C2
˙ˆ
QC>2 +T2C˙QˆC
>
2 +C2QˆC˙
>T>2
+ [0 T2] P˙ v [0 T2]
>− ˙`R>12M>1 G>1 C>2 −R`>12M˙>1 G>1 C>2
−R`>12M>1 (V >1 G˙> + F>V >1 G>)C>2
−R`>12M>1 G>1 C˙>T>2 − C2G1M1 ˙`R12 − C2G1M˙1R`12
−C2(G˙V1 +GV1F )M1R`12 − T2C˙G1M1R`12;
36: M˙2 = P d2 (−G>2 C>2 R˜−12 ˙˜R2R˜−12 + V >2 G˙>C>2 R˜−12
+G>2 C˙
>U2R˜−12 )− P d2 (−G>2 C>2 R˜−12 ˙˜R2R˜−12 C2G2
+V >2 G˙
TC>2 R˜
−1
2 C2G2 +G
>
2 C˙
>U2R˜−12 C2G2
+G>2 C
>
2 R˜
−1
2 U
>
2 C˙G2 +G
>
2 C
>
2 R˜
−1
2 C2G˙V2)M2;
37: Φ˙1 = G˙V2M2U>2 +G2M˙2U
>
2 ;
38: Φ˙2 = −G˙V2M2D>2 −G2M˙2D2 −G2M2U>2 D˙;
39: θ˙ = (A− LC2)(G2M2z2 −G2M2D2u+ θ) + (B − LD2)u
+GM1z1 + Lz2 − Φ˙1y − Φ˙2u;
40: end while
with E[z¨2] and ζ given by
E[z¨2] = T2[(2C˙A+CA˙+CA2 +C¨)x+ (C˙B+CAB
+CB˙+C˙B+D¨)u+ (CB+2D˙)u˙+Du¨+ (2CG˙1
+CAG1 + CG˙2)d1 + CG2d˙1 + (2C˙G2 + CAG2
+CG˙2)d2 + CG2d˙2],
(29)
ζ =
∣∣ 1
4 tr(M2T2(CWBwQGB
>
wW
>C> + [−Av −Av˙]
P v [−Av −Av˙]> +BvRGB>v + (C˙W + CW˙
−CWAw)Pw(C˙W + CW˙ − CWAw)>)T>2 M>2 )
∣∣, (30)
assuming that x is bounded, whereas Pw and P v are bounded
as a result of Assumption (A1′)9. P d is the error covariance
matrix of ALISE, P d is the error covariance matrix of the
best linear unbiased input estimate assuming direct access to
y˙, and dt can be chosen to be arbitrarily small.
The next theorem shows that state estimate of ALISE is
unbiased and optimal, but the input estimate of ALISE is only
approximately unbiased to any precision.
Theorem 5 (Minimum-variance unbiased state estimation of
ALISE). Suppose (A1′) holds. If rk(C2G2) = p − pH and
(A,C2) is detectable, where the matrix A is as defined in
Algorithm 2, then the filter gains, L, M1 and M2, given in
Algorithm 2 along with the differential Riccati equation given
in (20) provide the unbiased minimum-variance unbiased
estimate of system states.
Moreover, if the filter is uniformly asymptotically stable,
ALISE satisfies the error bounds for state estimate bias in
(16), and its bound on the unknown input estimate bias due to
initial state estimate bias and approximation errors is given
by (26) and (27).
Once again, the optimality of the ALISE filter does not
guarantee that the filter is stable. Additional assumptions are
needed for the uniform asymptotic stability of the filter.
Theorem 6 (Stability of ALISE). Using Assumption (A1′) and
the proposed filter, we obtain a ‘virtual’ equivalent system (21)
with matrices as given in Special Case 1. If the equivalent
system satisfies Assumptions (A2), (A3), (A4) and (A5) in
Theorem 3, then the optimal filter given in Algorithm 2 is
uniformly asymptotically stable. Moreover, every solution to
the differential Riccati equation, P˙ x, in Algorithm 2 starting
at Px0  0 converges to a unique P x as t→∞.
Finally, for the time-invariant case, the conditions under
which the algebraic Riccati equation of the filter has a unique
stationary solution is given by:
Theorem 7 (Convergence to steady-state of ALISE). Let
rk(C2G2) = p − pH . Then, in the time-invariant case with
P x(t0)  0, the filter in Algorithm 2 (exponentially) converges
to a unique stationary solution if and only if (i) (Ae, C2) is
detectable, and (ii) (Ae, Q
1
2
e ) is stabilizable where matrices
Ae and Qe are as defined in Theorem 3.
Proposition 2. For the Special Case 1, a system property
known as strong observability10 implies that the pair (Ae, C2)
is observable; and that C2 and G2 have full rank. A full-
rank G2 is a necessary condition for rank(C2G2) = p− pH ,
while C2 with full rank is also necessary if l = p. Hence,
9With the assumptions in Assumption (A1′), Pw and P v are bounded and
their bounds can be found in [22], [28].
10That is, the condition under which the initial condition x0 and the
unknown input signal history, d(τ) for all 0 ≤ τ ≤ t can be uniquely
determined from the measured output history y(τ) for all 0 ≤ τ ≤ t (see,
e.g., [29])
8strong observability is closely related to the fact that a
minimum-variance unbiased estimator exists and admits a
steady-state solution. A similar condition also holds for the
optimal discrete-time filter in [14].
V. SEPARATION PRINCIPLE & DISTURBANCE REJECTION
We now investigate the stability of the closed-loop system,
when the controller is a state feedback controller with distur-
bance rejection terms, where the true state and unknown input
are replaced by their estimated values (cf. previous section):
u = −Kxˆ− J1dˆ1 − J2dˆ2, (31)
where K is the state feedback gain, while J1 and J2 are the
disturbance rejection gains.
The following theorem shows that there also exists a sep-
aration principle for linear stochastic systems with unknown
inputs, i.e., the designs of the state and input feedback con-
troller and estimator can be carried out independently.
Theorem 8. (Separation Principle) The state feedback con-
troller gain K in (31) can be designed independently of the
state and input estimator gains L, M1 and M2 in ELISE and
ALISE (cf. Algorithms 1 and 2).
Proof: Substituting (31) into (4) and from (37), (36) and
(45) (for ALISE, with the matrices for Special Case 1), we
have[
x˙
˙˜x
]
=
[
A−BK B(K − J1M1C1 − J2M2(C2Aˆ+ T 2C))
0 A− LC2
] [
x
x˜
]
+
[
G1 −BJ1 G2 −BJ2
0 0
] [
d1
d2
]
+
[
(I −BJ2M2C2)W 0 BJ2M2C2G1M1−BJ1M1 0 −BJ2M2
0 I 0 −L 0
]
w,
where w :=
[
w> w> v>1 v
>
2 v
>
2
]>
. Since the state matrix has
a block diagonal structure, their eigenvalues are given by
det(λI −A+BK) det(λI −A+ LC2) = 0.
It can thus be seen that the eigenvalues of the controller and
estimator are independent of each other.
Hence, the state feedback gain, K, can be independently
designed (e.g., with Linear Quadratic Regulator (LQR)) with
no effect on the stability of the estimator (ELISE or ALISE).
Moreover, J1 and J2 can be chosen such that the effect of
disturbance input on the closed loop system is reduced. For
instance, we can minimize the induced 2-norms of G1−BJ1
and G2 −BJ2, which are semidefinite programs11 (i = 1, 2):
minimize γi
subject to
[
γiI Gi −BJi
(Gi −BJi)> γiI
]
 0.
In addition, J1 and J2 must also be chosen so
that u, dˆ1 and dˆ2 can be uniquely determined.
First, dˆ1 and dˆ2 become implicit equations; thus,
the choices of J1 and J2 must be such that J˜ :=
11Semidefinite programs are convex optimization problems for which
software packages, e.g. CVX [30], [31], are available.
[
I −M1D1J1 −M1D1J2
M2(C2G1 − (C2B + T 2D)J1) I −M2(C2B + T 2D)J2
]
is invertible. The explicit expressions for dˆ1 and dˆ2 in ELISE
(Algorithm 1) with J˜−1 :=
[
J˜◦11 J˜
◦
12
J˜◦21 J˜
◦
22
]
are
dˆ1 = J˜
◦
11M1z1 + J˜
◦
12M2z2 − [J˜◦11(C1 −D1K) + J˜◦12(C2A
+T 2C − (C2B + T 2D)K)]xˆ− J˜◦12M2D2u˙,
dˆ2 = J˜
◦
21M1z1 + J˜
◦
22M2z2 − [J˜◦21(C1 −D1K) + J˜◦22(C2A
+T 2C − (C2B + T 2D)K)]xˆ− J˜◦22M2D2u˙. (32)
Substituting (32) back into (31), we obtain
u = [(J1J˜
◦
11 + J2J˜
◦
21)(C1 −D1K) + (J1J˜◦12 + J2J˜◦22)
(C2A+ T 2C − (C2B + T 2D)K)−K]xˆ
−(J1J˜◦11 + J2J˜◦21)M1z1 − (J1J˜◦12 + J2J˜◦22)M2z2
+(J1J˜
◦
12 + J2J˜
◦
22)M2D2u˙,
(33)
which is an ordinary differential equation for u if (J1J˜◦12 +
J2J˜
◦
22)M2D2 is invertible. Notice that if D2 = 0, then u, dˆ1
and dˆ2 can be directly obtained. Otherwise, we need [J1 J2] to
have full column rank (hence at least as many control inputs
as disturbance inputs , i.e., m ≥ p) such that dˆ1 and dˆ2 can
be uniquely determined by
[
dˆ1
dˆ2
]
= [J2 J2]
†
(−u − Kxˆ). To
extend the above explicit equations for dˆ1, dˆ2 and u in (32)
and (33) to the ALISE algorithm, we use the matrices of the
Special Case 1 and substitute z2 with
z2(t)−z2(t−dt)
dt , as well
as xˆ with the estimator state θ given in (25).
Finally, note that if the system in (1) fulfills a matching
condition12, i.e. , ∃J such that u = Jd and BJd = Gd,
the above minimization procedure will exactly cancel out the
disturbance input.
VI. ILLUSTRATIVE EXAMPLES
To illustrate the effectiveness of the proposed filters, we
consider two examples. The first is a nonlinear vehicle reentry
problem that demonstrates that our formulation is suitable for
linearization-based nonlinear filtering, and the latter example
of helicopter hover control allows us to discuss the perfor-
mance of our filters in the absence of linearization effects.
A. Nonlinear Vehicle Reentry Problem
We first consider an example with a vehicle that enters
the atmosphere at high altitude and a very high speed, with
nonlinear vehicle dynamics (based on [20], cf. Fig. 1):
x˙1(t) = x3(t),
x˙2(t) = x4(t),
x˙3(t) = D(t)x3(t) + G(t)x1(t) + u1(t) + w1(t),
x˙4(t) = D(t)x4(t) + G(t)x2(t) + u2(t) + dw1 (t) + w2(t),
x˙5(t) = 0,
(34)
where x1(t) and x3(t) are the vertical position and velocity
of the body, x2(t) and x4(t) are the horizontal position and
velocity and x5(t) is an unknown aerodynamic parameter of
the vehicle. dw1 (t) denotes horizontal disturbance crosswinds
12The matching condition assumption is common for disturbance rejection
in the sliding mode and adaptive control literature.
9Fig. 1. Vehicle reentry onto a sea landing platform.
that we assume is unknown, whereas w(t) := [w1(t), w2(t)]>
is the process noise. The drag-related force term, D(t), and
the gravity-related force term, G(t), are given by
D(t) = −β0ex5(t)e
R0−
√
x1(t)
2+x2(t)
2
H0
√
x3(t)2 + x4(t)2,
G(t) = − Gm0
(
√
x1(t)2+x2(t)2)3
,
with β0 = −0.59783, H0 = 13.406, Gm0 = 3.986× 105 and
R0 = 6374. The motion of the vehicle is measured by a radar
that is located at (xr, yr). It is able to measure range, bearing
and range rate
y1(t) =
√
(x1(t)− xr)2 + (x2(t)− yr)2 + de2(t) + v1(t)
:= h1(t) + d
e
2(t) + v1(t),
y2(t) = arctan
(
x2(t)−yr
x1(t)−zr
)
+ v2(t),
y3(t) =
(x1(t)−zr)x3(t)+(x2(t)−yr)x4(t)√
(x1(t)−xr)2+(x2(t)−yr)2
+ v3(t)
= h˙1(t) + v3(t),
where de2(t) denotes an unknown measurement error/fault,
whereas v(t) := [v1(t), v2(t), v3(t)]> is the measurement
noise. Since both the system dynamics and measurements
are nonlinear, we consider their linearization about a given
reference trajectory to obtain a time-varying linear system.
In this example, the chosen reference trajectory consists of
polynomials x1(t) =
∑3
i=0 ait
i and x2(t) =
∑3
i=0 bit
i
and x5(t) = c0, where the coefficients are chosen to
bring the vehicle from the initial reference state xr(0) =
[6500.4,−1.8093, 349.14,−6.7967, 0.7]> to the final state
xr(tf ) = [6400,−0.5, 150,−0.5, 0.7]> in tf = 200s.
For the two variants of the optimal state and input estimator
proposed in this paper, we assume:
(A1) ELISE: The process noise w and the measurement
noise v are assumed to be mutually uncorrelated, zero-
mean, white random signals with known covariance matrices,
with noise statistics Q = diag(5 × 10−4, 10−4) and R =
diag(10−5, 10−4, 10−5). An additional measurement of range
acceleration y(t) = h˙1(t) + v(t), is available13 with R = 0.75
and R` = [0.0866, 0, 0.0274]>.
13Although range acceleration measurement may be accessible with the
use of an accelerometer, we used the filtered derivative of y3, i.e., y(s) =
s
0.05s+1
y3(s) (s is the Laplace variable), as the additional measurement to
illustrate the possibility of using such an approach with ELISE.
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Fig. 2. Actual states x1, · · · , x4 and its estimates xˆ1, · · · , xˆ4; unknown
inputs dw1 , d
e
2, and its estimates dˆ1, dˆ2; Superscripts E and A denote ELISE
and ALISE, respectively (averaged over 100 simulations).
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Fig. 3. Root mean squared errors (RMSE) of state x1 through x4 and
unknown input estimates dw1 and d
e
2 computed from 100 simulations; E and
A denote ELISE and ALISE, respectively; Superscripts est and meas denote
estimated (i.e., from Px) and measured/actual RMSE values.
(A1′) ALISE: The noise signals are Gauss-Markov processes:
w˙ + 0.2I3w = wG, v¨ + I3v˙ + 0.25I3v = vG, where wG and
vG are mutually uncorrelated, zero-mean, white noise signals
with intensities QG = diag(5 × 10−4, 10−4, 2 × 10−4) and
RG = diag(5× 10−3, 10−4, 10−5), respectively.
Since we have a separation principle for the controller and
estimator (Theorem 8), we can design them independently.
The controller for this example is chosen as
u1 = u1,r − Dˆxˆ3 − Gˆxˆ1 − kD(xˆ3 − x3,r)− kP (xˆ1 − x1,r),
u2 = u2,r − Dˆxˆ4 − Gˆxˆ2 − kD(xˆ4 − x4,r)− kP (xˆ2 − x2,r),
where u1,r and u2,r are the reference inputs corresponding to
the reference trajectory, Dˆ and Gˆ are estimates of D and G,
while kD = 1.8 and kP = 1 are controller gains (chosen
via pole placement at −0.9000 ± 0.4359i). Note that the
system (35) in this example becomes unstable when only the
reference input is applied; thus, the stabilizing controller above
is necessary.
For disturbance rejection, we chose J1 = [0, 1]> and
10
J2 = [0, 0]
>, since we observe that the matching condition
(cf. Section V) holds. For the ALISE variant, dt is chosen
as 0.05s. We implemented the above state feedback con-
trol law and both filter variants described above in MAT-
LAB/Simulink on a 2.2 GHz Intel Core i7 CPU, with initial
states x(0) = [6500.4, 349.14,−1.8093,−6.7967, 0.6932]>
and non-periodic and non-smooth unknown inputs depicted in
Fig. 2 (e.g., dw1 is composed of sawtooth and chirp signals).
Fig. 2 shows the actual and estimated system states x1
through x4, as well as unknown inputs dw1 and d
e
2, averaged
over 100 Monte Carlo simulations. We observe that both
proposed filters, ELISE and ALISE, estimate these system
states and unknown inputs reasonably well. On the other hand,
we see from Fig. 5 that the estimated root mean squared errors
(RMSE) are, with the exceptions of x4 and de2, higher than
the actual/measured RMSE values. The RMSE of ALISE also
appears higher than that of ELISE. These discrepancies may
be due to approximations associated with the use of linearized
dynamics. Note that the state x5 (not depicted due to space
constraints), which we recall to be the unknown aerodynamic
parameter, is not as well estimated with our filters. However,
this is not a problem, as the main objective of the vehicle
reentry problem is the tracking of the reference trajectory,
which is demonstrated to be successful with our filters.
Moreover, it is noteworthy that ALISE performs reasonably
well, despite the fact that α2 in (28) is unbounded because
of the unboundedness of d˙w1 (due to its sawtooth component).
This suggests that the supremum in α2 may be taken over the
set with nonzero measure only.
B. Hover Control of a Helicopter
Fig. 4. A helicopter near hover [32].
Next, we consider an example with a helicopter depicted in
Fig. 4 with the following longitudinal dynamics [32]:
θ˙ = q, q˙ = −0.415q − 0.011u+ 6.27δc − 0.011wh,
y˙ = u, u˙ = 9.8θ − 1.43q − 0.0198u+ 9.8δc − 0.0198wh,
(35)
where the system states, x := [θ q u y]>, are the fuselage pitch
angle θ, the pitch rate q˙, the horizontal velocity of the center
of gravity u and the horizontal distance from the desired hover
point y; while the only control input is the tilt angle of the
rotor thrust vector δc. The variable wh = wd +w represents a
horizontal wind disturbance, which consists of a deterministic
time-varying component wd and a stochastic component w.
We have noisy measurements of y, u and q only, with a time-
varying output matrix given by C =
[
0 0 0 1
0 0 0.8 + 0.2 sin t 0
0 1 0 0
]
.
Moreover, the measurement of u is plagued by an additive
time-varying bias, em. Thus, the measurement vector is given
by z = [y (0.8 + 0.2 sin t)u+ em q]
>. In this example, wd
and em are sawtooth and sinusoidal signals, respectively.
For the two variants of the optimal state and input estimator
proposed in this paper, we assume:
(A1) ELISE: The process noise w and the measurement noise
v are assumed to be mutually uncorrelated, zero-mean, white
random signals with known covariance matrices, with noise
statistics Q = 5 × 10−4 and R = diag(1 × 10−3, 1.6 ×
10−3, 0.9 × 10−3). An additional measurement of linear ac-
celeration (e.g., from an accelerometer), y = u˙, is available
with R = 2× 10−3.
(A1′) ALISE: The process noise, w is a first-order Gauss-
Markov process, and the measurement noise, v, is a second-
order Gauss-Markov process: w˙ + 0.2w = 6wG, v¨ + v˙ +
0.25v = vG, where wG and vG are mutually uncorrelated,
zero-mean, white noise signals with intensities QG = 5×10−4
and RG = diag(1×10−3, 1.6×10−3, 0.9×10−3), respectively.
Note that the system (35) in this example is open-loop
unstable; thus, a stabilizing controller is necessary. Since we
have a separation principle for the controller and estimator
(Section V), we can design them independently. The controller
we chose is the LQR, and the estimator is the filter proposed
in this paper. For the LQR, we have chosen the following
cost matrices: QLQR = C>LQRCLQR and RLQR = 5,
where CLQR := [0 0 0 1]. For minimizing the effect of
disturbance input on the closed loop system, we solve the
semidefinite programs described in Section V using an off-
the-shelf software package CVX [30], [31] to obtain J1 = 0,
J2 = −1.943 × 10−3. With the ALISE variant, J2 is chosen
to be zero, such that the error induced by finite difference
approximations is not amplified in (32), whereas dt is chosen
as 0.05 s.
We implemented the LQR state feedback control law and
both filter variants described above in MATLAB/Simulink on
a 2.2 GHz Intel Core i7 CPU. Fig. 5 shows the actual and
estimated system states, as well as unknown inputs. Note that
the projections of the unknown input vector, i.e. d1 and d2, ob-
tained with the transformation (3), correspond to real unknown
signals, in that d1 = em and d2 = wd. Thus, we observe from
the figures that the proposed filter successfully estimates the
system states and also the unknown inputs, wd and em, and
the traces of the continuous estimate error covariance matrices
of both states and unknown inputs converge in less than 0.1 s.
However, the convergence rate of the trace of estimate error
covariance matrices of ELISE is slower than that of ALISE,
while the actual states of the system appear less noisy in
ALISE. The reason behind these is the difference in assumed
noise models in both variants. For ALISE, the process noise
is a ‘filtered’ white noise, whereas for ELISE, the process
noise is ‘unfiltered’ and there are two sources of measurement
noises, through the output and output derivatives. As before,
ALISE performs reasonably well, despite the fact that α2 in
(28) is unbounded given an unbounded d˙2 signal on a set
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(b) With the ALISE variant
Fig. 5. Actual states θ, q, y, u and its estimates; unknown inputs d1, d2,
and its estimates; as well as the trace of continuous estimate error covariance
of states and unknown inputs.
of measure zero. This suggests that the supremum in α2 can
only be taken over the set with nonzero measure. Besides,
we observe from the simulations that the finite difference
approximation in the ALISE algorithm functions as a low-pass
filter of sorts for the input estimate. If dt is small, the input
estimate appears noisy, whereas a large value of dt ‘smooths’
out the high frequencies in the unknown input estimate.
VII. CONCLUSION
This paper presented an optimal filter for linear time-varying
continuous-time stochastic systems that simultaneously esti-
mates the states and unknown inputs in an unbiased minimum-
variance sense. We showed that the unknown inputs cannot
be estimated without additional assumptions and discussed
two variants of the filter: one with an ‘output derivative’
measurement and another without such a measurement. The
properties of our filter are derived by constructing a ‘virtual’
equivalent system without unknown inputs, which has anal-
ogous properties to the Kalman-Bucy filter. Moreover, using
limiting case approximations, we find that the optimal discrete-
time filter implicitly uses finite difference to obtain an ‘output
derivative’. We also presented conditions under which the
proposed filter is uniformly asymptotically stable, and has a
steady-state solution, as well as provided the convergence rate
of the filter estimates. In addition, we showed that a principle
of separation of estimation and control also holds for linear
systems with unknown inputs and that disturbance rejection is
possible. Simulation examples of a nonlinear vehicle reentry
problem and a helicopter hover control problem demonstrate
the claims in this paper.
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APPENDIX
In this Appendix, we first provide proofs of Lemmas 1, 2, 3
and 4 on the convergence of state and input estimate biases of
ELISE and ALISE. Then, we prove the claim of optimality of
ELISE in the minimum-variance unbiased sense in Theorem
2 by first constructing a ‘virtual’ equivalent system without
unknown inputs with analogous properties to the Kalman-
Bucy filter. Then, we provide an alternative derivation by
means of limiting case approximations of the optimal discrete-
time filter presented in a previous work [14], which we
observe to implicitly use finite difference to obtain an ‘output
derivative’. Next, we show in Appendix A2 that (15) and (25)
are equivalent, from which it follows that the state estimate of
ALISE is optimal (Theorem 5). We then derive the conditions
under which the optimal filter is uniformly asymptotically
stable, given in Theorems 3 and 6. Finally, we provide the
convergence proofs of Theorems 4 and 7 as well as a proof
of Proposition 2.
A. Proof of Lemmas 1 and 3
In this section, we derive the convergence rate of the state
estimate bias that was given in Lemmas 1 and 3. We first
provide a proof for the convergence rate of the expected
state estimate bias for ELISE. Then, we show that the same
convergence rate is true of ALISE, by showing that the state
estimate of ELISE and ALISE are equivalent.
1) Error Bound on State Estimate for ELISE: From (14)
and choosing the matrices M1 and M2 such that M1Σ = I
and M2C2G2 = I , which is possible because Σ and C2G2
have full rank by assumption, we obtain
d˜1 := d1 − dˆ1 = −M1(C1x˜+ v1),
d˜2 := d2 − dˆ2 = −M2(C2Aˆ+ T 2C)x˜−M2v2
+M2C2G1M1v1 −M2C2Ww,
(36)
where Aˆ := A − G1M1C1. Note that v2 = T2v˙ in the case
when the signal y˙ is known, as is assumed for ALISE. Next,
substituting (36) into the system dynamics in (4), and using
(15), we obtain the state estimate error system
˙˜x = x˙− ˙ˆx = Ax˜+ w − L(C2x˜+ v2), (37)
where A and w are as defined in Theorem 3.
The state estimate bias system, ˙˘x = A˘x˘ (from (37)), is
linear, where A˘ := A−LC2 and x˘ := E[x˜]. Since we assume
that the filter is uniformly asymptotically stable and the state
estimate bias system is linear, by [33, Theorem 3.3.8] and [23,
Theorem 3], the resulting state estimate bias of the system
decays exponentially, i.e., there exist γ and β such that the
state estimate bias converges exponentially as is given in (16).
If additionally, A˘ is bounded, then by the result in [25,
Theorem 5], the pair (A˘, I) is uniformly completely observ-
able (see Definition 1), where In×n is the identity matrix.
Next, since A˘ is Hurwitz and (A˘, I) is uniformly completely
observable, with bounded I and A˘, we can apply the result
of [28, Theorem (i)] and [34, Theorem 5(i)] to obtain explicit
expressions of the constants β and γ. Besides, given that (A˘, I)
is uniformly completely observable, then there exists a unique
positive definite solution, S(t) = limT→∞Π(t, T )  0 for all
t ≥ t0, where Π(t, T ) is defined by Π˙ + (A − LC2)>Π +
Π(A − LC2) = −I with boundary condition Π(T, T ) = 0.
In addition, S(t) = lim
T→∞
∫ T
t
ΦA˘(t)(t, s)Φ
>
A˘(t)
(t, s)ds, which
has eigenvalues that are bounded above and below [28, Eq.
(20-21)] and V = x˘>Sx˘ is a Lyapunov function with
V˙ = −x˘>x˘ [28, Eq. (23)]. For the detailed proof of this,
the reader is referred to [28], [34].
From the Lyapunov function above, we apply the approach
in [24, pp. 91-93] to analyze the convergence rate of the state
estimate bias. Let λmax(S) denote the largest eigenvalue of S
and γ := 1/λmax(S). Then, from
x˘>x˘ ≥ 1
λmax(S)
x˘>(λmax(S)I)x˘ ≥ γx˘>Sx˘ = γV,
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we have V˙ ≤ −γV ≤ −2γV , where γ is the supremum of
γ/2 over the set of all γ for all t ≥ t0. Then, applying the
convergence lemma in [24, p. 91], we have
λmin(S)‖x˘‖2 ≤ λmin(S)‖x˘‖2 ≤ x˘>Sx˘ ≤ V (t0)e−2γt.
Hence, we obtain ‖E[x˜]‖ = ‖x˘‖ ≤ βe−γ(t−t0) where β and
γ are given in (17).
2) Error Bound on State Estimate for ALISE: In this
section, we provide an alternative to ELISE for estimating
the state of the system of interest, when an additional mea-
surement y containing information that is equivalent to the
‘output derivative’ is unavailable, which is a central feature of
ALISE. First, we note that the additional measurement would
be superfluous if the output derivative is fortuitously available.
Thus, the idea is to derive a state estimator through indirect
access of y˙ with only measurements of y. This same idea
would also apply for cases when u˙ is not easily computed.
Therefore, to circumvent the need to have direct access to y˙
and u˙ in ALISE, we propose an equivalent state estimation
algorithm given by (25) that produces the same state estimate
as (15) with only y and u, which are known. Using (12) and
(13) with z2 = T2y˙ and the matrices according to Special
Case 1 as well as rearranging and combing terms, the state
estimation (15) can be rewritten as follows:
˙ˆx = Axˆ+Bu+G1M1(z1 − C1xˆ−D1u) +G2M2
(T2y˙ − (C2A+ T2C˙)xˆ− C2G1M1(z1 − C1xˆ−D1u)
−D2u˙− (C2B + T2D˙)u) + L(z2 − C2xˆ−D2u)
= (A− LC2)xˆ+ (B − LD2)u+GM1z1 + Lz2
+G2M2T2y˙ −G2M2D2u˙
:= g(xˆ, u, z1, z2) + Φ1y˙ + Φ2u˙, (38)
where B := (I − G2M2C2)(B − G1M1D1), G = (I −
G2M2C2)G1M1. Then, to derive an equivalent without y˙ and
u˙, we let
θ˙ = g(xˇ, u, z1, z2)− Φ˙1y − Φ˙2u,
xˇ = Φ1y + Φ2u+ θ,
(39)
where Φ˙1 and Φ˙2 can be obtained by differentiating Φ1 and
Φ2. The resulting equations are summarized in Algorithm 2.
Taking the derivative of xˇ, we have
˙ˇx = Φ1y˙ + Φ˙1y + Φ˙2u+ Φ2u˙+ θ˙
= Φ1y˙ + Φ2u˙+ g(xˇ, u, z1, z2).
So the output xˇ of (39) is identical to that of xˆ in (38). How-
ever, (39) does not include y˙ and u˙, as desired. Nevertheless,
because of the different assumed noise models, the resulting
filter gain L is different in (15) and (25). The filter gain
equation and Riccati differential equation remain the same,
but are computed with different noise covariance matrices of
w, v and v := v˙:
Q = Pw, R = [I 0]P v [I 0]
>
,
R = [0 I]P v [0 I]
>
, R` = [I 0]P v [0 I]
>
,
where Pw and P v are propagated covariances that are solu-
tions to the differential Lyapunov equations given by P˙w =
−AwPw − PwA>w +BwQGB>w and P˙ v = AvP v + P vA
>
v +
BvRGB
>
v , with P
w(t0) = Pw0 and P v(t0) = Pv0 , respec-
tively, as given in [35]. Note that Pw and P v are bounded for
all t ≥ t0, and their bounds are given in [36].
B. Proof of Lemmas 2 and 4
We now prove Lemmas 2 and 4, which give a bound on the
input estimate bias as a function of time, t, and time difference
of the finite difference approximation, dt, which results from
a biased initial state estimate, and is induced by the finite
difference approximation in ALISE.
1) Error Bound on Input Estimate for ELISE: Since we
have shown in Appendix A that ‖E[x˜]‖ converges to zero with
rate γ, it follows from (36) that
‖E[d˜]‖ ≤ ‖V1E[d˜1]‖+ ‖V2E[d˜2]‖
≤ (‖V1M1C1‖+ ‖V2M2(C2Aˆ+ T 2C)‖)βe−γ(t−t0),
i.e., the convergence rate of input estimate bias is also γ.
2) Error Bound on Input Estimate for ALISE : Unlike the
state estimate, the estimate of the unknown input can only be
computed to any degree of accuracy when compared to the
MVU input estimate assuming that the exact output derivative
is known. This is not unexpected, as this is also the same extent
that observer designs (e.g., [5], [17]) are able to achieve. Thus,
in this section, we provide the expected error bound on the
unknown input estimate given by (24), which, asymptotically,
is arbitrarily small.
As seen in (24), the ALISE algorithm utilizes the backward
finite approximation of the output derivative. This induces an
error in the estimate dˆ2, when compared to the ideal case in
which z˙2 = T2y˙ (T˙2 = U˙>2 = 0 by Theorem 1) is accessible.
The next lemma characterizes the effect of the approximation
error on the estimate, specifically, on the bias and variance of
the estimate, E[d2 − dˆ2] and E[(d2 − dˆ2)(d2 − dˆ2)>].
Lemma 5. The error induced in the estimate of dˆ2 by replac-
ing the exact z˙2 = T2y˙ with its finite difference approximation
is given by
d2 − dˆ2 = M2E[z˙2 − z2(t)− z2(t− dt)
dt
] =
1
2
M2E[z¨2(c)]dt
(40)
for some c ∈ (t− dt, t), where the input estimate with perfect
knowledge of z˙2 is defined as d2 := M2(T2y˙−(C2A+T2C˙xˆ−
C2Bu− C2G1dˆ1 −D2u˙− T2D˙u)) and
z¨2 = T2[(2C˙A+ CA˙+ CA
2 + C¨)x+ (C˙B + CAB + CB˙
+C˙B + D¨)u+ (CB + 2D˙)u˙+Du¨+ (2CG˙1 + CAG1
+CG˙2)d1 + CG2d˙1 + H˙1d˙1 + H¨1d1 +H1d¨1 + H˙1d˙1
+(2C˙G2 + CAG2 + CG˙2)d2 + CG2d˙2 + (C˙W + CW˙
−CWAw)w + CWBwwG + v¨]
= E[z¨2] + T2((C˙W + CW˙ − CWAw)w + CWBwwG
−Av˙ v˙ −Avv +BvvG).
Proof: To obtain the above result, we apply Taylor’s
theorem (see for e.g., [37] for proof of Taylor’s theorem) to
obtain
z2(t− dt) = z2(t)− z˙2((t))dt+ 1
2
z¨2(c)(dt)
2 (41)
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for some c ∈ (t − dt, t), since by Assumption (A1′), z˙2 is
continuous on [t − dt, t] and z¨2 exists for all t ∈ [t − dt, t].
Rearranging the above equation, we have
z˙2 − z2(t)− z2(t− dt)
dt
=
1
2
z¨2(c)dt.
Then, by differentiating z2 twice with respect to t and from
(24), we find the error induced by the finite difference approx-
imation as given in (40).
Remark 2. Note that z¨2 and E[z¨2] are independent of H˙1, H¨1
and d¨2 by Corollary 1. Thus, for the boundedness of z¨2, the
signal d¨ need not be bounded, similar to the assumption for
the observer in [5]. Furthermore, the derivatives of H need
not be bounded.
Armed with Lemma 5, we now derive the expected error
bound in Lemma 2. The total expected input estimate bias con-
sists of the error given in (18) due to initial state estimate bias,
and the error induced by the finite difference approximation
z˙2 given by Lemma 5, i.e.,
E[d− dˆ] = (V1M1C1 + V2M2(C2Aˆ+ T2C˙))E[x˜]
+ 12V2M2E[z¨2(c)]dt,
⇒ ‖E[d˜]‖ ≤ ‖(V1M1C1 + V2M2(C2Aˆ+ T2C˙))‖βe−γ(t−t0)
+ 12‖V2M2E[z¨2(c)]‖dt
≤ α1e−γ(t−t0) + α2dt, (42)
where α1 and α2 are given in (19) and (28).
Next, we find the approximation error induced by the finite
difference approximation on the input error covariance matrix.
Furthermore, we have tr(E[d˜d˜>]) = tr(P d1 ) + tr(P d2 ) (shown
later in (51)). Since there is no approximation error in the
estimate of dˆ1 because it is independent of z˙2, the only source
of approximation error comes from the error covariance matrix
P d2 , which can be computed from
P d2 δ(0) = E[(d2 − dˆ2)(t)(d2 − dˆ2)>(t)]
= E[(d2 − d2)(t)(d2 − dˆ2)>(t)] + E[(d2 − dˆ2)(t)(d2 − d2)>(t)]
+E[(d2 − dˆ2)(t)(d2 − dˆ2)>(t)] + E[(d2 − d2)(t)(d2 − d2)>(t)]
= 1
2
E[d˜2z¨2(c)>]M>2 dt+ 12M2E[z¨2(c)d˜
>
2 ]dt
+ 1
4
M2E[z¨2(c)z¨2(c)>]M>2 (dt)2 +M2R˜2M>2 (t)δ(0)
= 1
2
E[d˜2z¨2(c)>]M>2 dt+ 12M2E[z¨2(c)d˜
>
2 ]dt
+ 1
4
M2E[z¨2(c)]E[z¨2(c)]>M>2 (dt)2
+ 1
4
M2E[(z¨2(c)− z¨2(c)])(z¨2(c)− E[z¨2(c)]>)M>2 (dt)2
+M2R˜2M
>
2 (t)δ(0)
= (( 1
4
M2T2([−Av −Av˙]P v [−Av −Av˙]>+CWBwQGB>wW>C>
+BvRGB
>
v + (C˙W + CW˙ − CWAw)Pw(C˙W + CW˙
−CWAw)>)T>2 M>2 )(c)(dt)2 +M2R˜2M>2 (t))δ(0),
(43)
where we applied Lemma 5, (36), and removed the negligible
contributions of E[d˜2z¨2(c)>] and E[z¨2(c)]E[z¨2(c)>] since c 6=
t such that δ(t − c)  δ(0) , and both E[d˜2] and E[z¨2] are
finite. Thus, comparing the above error covariance matrix (43)
with the input estimate error covariance matrix with perfect
knowledge of z˙2 given by P d2 := M2R˜2M
>
2 , we can find
the trace of the difference between the two error covariance
matrices:
|tr(P d − P d)| = | 14 tr(M2T2(CWBwQGB>wW>C>
+[−Av −Av˙]P v[−Av −Av˙]> +BvRGB>v
+(C˙W + CW˙ − CWAw)Pw(C˙W + CW˙
−CWAw)>)T>2 M>2 )(c)|(dt)2 ≤ α3(dt)2,
(44)
where α3 is as given in (28). Since α1, α2 and α3 in (42)
and (44) are bounded by Assumption (A1′) and by choice of
the noise models which results in finite noise intensities (see
bounds in [36]), and dt can be chosen to be arbitrarily small,
the expected value of the estimate dˆ2 given by (24) asymptoti-
cally tends to the true value of d2 with minimum-variance error
covariance to any desired accuracy. Thus, Lemma 2 holds.
C. Proof of Theorem 2
We first provide a proof of Theorem 2 by constructing a
‘virtual’ equivalent system without unknown inputs, which
allows us to derive analogous properties of our filter to that
of the Kalman-Bucy filter. Then, we provide an alternative
derivation for the Special Case 1 by means of limiting case
approximations of the optimal discrete-time filter [14]. In the
process, we gain insight into the subtle difference between the
special case continuous-time filter and the discrete-time filter
in [14]. In particular, we observed that the optimal discrete-
time filter implicitly uses finite difference to obtain an ‘output
derivative’. In the case with a biased initial state estimate, the
associated state and unknown input bias decays exponentially
as shown in Lemmas 1 and 2.
1) Proof 1: By Equivalent System without Unknown Inputs:
In this first proof of Theorem 2, we construct a ‘virtual’
equivalent system without unknown inputs, for which anal-
ogous results of the Kalman-Bucy filter [1] can be inferred.
To this end, as was also observed in [14], we view the
unknown input as consisting of a known component given
by the input estimate, and a zero-mean random variable with
known variance which can be dealt in the same manner as
with process and measurement noise signals:
d1 = dˆ1 + (d1 − dˆ1) := dˆ1 + d˜1,
d2 = dˆ2 + (d2 − dˆ2) := dˆ2 + d˜2. (45)
Since E[x˜] decays exponentially (Lemma 1), and the process
and measurement noises have zero mean, the expected values
of both d˜1 and d˜2 exponentially tend towards zero-mean
random variables with the following (auto-)correlations:
E[d˜1(t)d˜1(t′)>] := P d1 (t)δ(t− t′)
= (M1R1M
>
1 +M1C1P
xC>1 M
>
1 )(t)δ(t− t′),
(46)
E[d˜1(t)d˜2(t′)>] := P d12(t)δ(t− t′)
= (M1C1P
x(Aˆ>C
>
2 + C
>
T
>
2 )M
>
2 +M1R`12M
>
2
−M1R1M>1 G>1 C
>
2 M
>
2 )(t)δ(t− t′),
(47)
E[d˜2(t)d˜2(t′)>] := P d2 (t)δ(t− t′)
= (M2R˜2M
>
2 )(t)δ(t− t′),
(48)
E[d˜(t)d˜(t′)>] := P d(t)δ(t− t′)
= (V1P
d
1 V
>
1 + V1P
d
12V
>
2 + V2P
d>
12 V
>
1
+V2P
d
2 V
>
2 )(t)δ(t− t′),
(49)
where we defined E[x˜(t)x˜>(t′)] := P x(t)δ(t − t′),
R˜2 := (C2Aˆ + T 2C)P
x(C2Aˆ + T 2C)
> +
C2QˆC
>
2 + R2 − R`>12M>1 G>1 C
>
2 − C2G1M1R`12 and
Qˆ := WQW> + G1M1R1M>1 G
>
1 as well as omitted
E[x˜(t)v>1 (t′)], E[x˜(t)v>2 (t′)] and E[x˜(t)w>(t′)] due to their
negligible contributions to the above correlations.
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To obtain the best linear unbiased estimate of both projec-
tions of the unknown inputs, dˆ1 and dˆ2, as in its discrete-
time counterpart [14], we choose M1 and M2 such that the
assumption in the Gauss-Markov Theorem is satisfied, as
outlined in [38, pp. 96-98]:
M1 = Σ
−1, M2 = (G>2 C
>
2 R˜
−1
2 C2G2)
−1G>2 C
>
2 R˜
−1
2 . (50)
Next, we note the following equality:
tr(E[d˜d˜>]) = tr(E[V
[
d˜1
d˜2
] [
d˜>1 d˜
>
2
]
V >])
= tr(V >V E[
[
d˜1
d˜2
] [
d˜>1 d˜
>
2
]
]) = tr(P d1 ) + tr(P
d
2 ).
(51)
Since the unbiased estimate of dˆ1 is unique, the mini-
mum of (51) is given by min tr(E[d˜d˜>]) = tr(E[d˜1d˜>1 ]) +
min tr(E[d˜2d˜>2 ]), from which it can be observed that the
unbiased estimate dˆ has minimum variance when dˆ1 and dˆ2
have minimum variances.
Note that even during transients, where the d˜1 and d˜2 have
non-zero means, the terms contributing to these biases are
functions of x˜ and are thus absorbed into the A as seen in
(37). More importantly, the state estimate error dynamics in
(37) is the same as that of a Kalman-Bucy filter [1] for a
‘virtual’ linear system without unknown inputs given by
x˙e = Axe + w,
ye = C2xe + v2,
(52)
where A and w are as defined in Theorem 3 and the noise
terms are correlated, i.e., E[w(t)v>2 (t′)] = −G2M2R`>2 (t)δ(t−
t′). Since the objectives of both systems are the same, i.e. to
obtain an unbiased minimum-variance filter, they are equiva-
lent systems from the perspective of optimal filtering. Hence,
the optimal filter is as with the Kalman-Bucy filter with
correlated noise (see, e.g., [38], [39]), i.e., with
L = (P xC>2 −G2M2R`>2 )R−12 , (53)
and the state estimate error covariance, P x, is obtained from
the Riccati differential equation:
P˙ x = AP x + P xA
>
+Q− LR2L>, (54)
where the noise intensity, Q, is given in Theorem 3.
In summary, the proposed filter provides the best linear
unbiased estimate of the unknown input and the minimum-
variance unbiased estimate of the state; thus, Theorem 2 holds.
2) Proof 2: By Limiting Case Approximations: An alternate
derivation of the optimal filter can be obtained for Special Case
1 from the optimal discrete-time filter [14] using limiting case
approximations. Although this derivation lacks rigor due to
various approximations, this is interesting from a pedagogical
point of view, since this is often used to derive the continuous-
time Kalman-Bucy filters in textbooks (e.g. [35]).
If the sampling period ∆t is small, we can use Euler’s
approximation to write the discretized version of (4) as
xk ≈ (I +A∆t)xk−1 +B∆tuk−1 +G1∆td1,k−1
+G2∆td2,k−1 +Wwk−1
:= Ak−1xk−1 +Bk−1uk−1 +G1,k−1d1,k−1
+G2,k−1d2,k−1 +Wk−1wk−1,
yk = Cxk +Duk +H1dk + vk
:= Ckxk +Dkuk +H1,kdk + vk,
z1,k = C1xk +D1uk + Σd1,k + v1,k
:= C1,kxk +D1,kuk + Σkd1,k + v1,k,
z2,k = C2xk +D2uk + v2,k
:= C2,kxk +D2,kuk + v2,k,
(55)
where the process and measurement noises are wk ∼ (0, Q∆t)
and vk ∼ (0, R/∆t), in which Qk ≈ Q∆t as ∆t → 0, and
the discrete measurement noise is approximated as the average
value of the continuous noise [39].
Since the first component of the unknown input can be com-
puted pointwise without delay, we expect M1,k →M1. Thus,
we have the estimate dˆ1 as in (14) directly from the discrete-
time version given by dˆD1,k = M1,k(z1,k−C1,kxˆk|k−D1,kuk)
[14]. On the other hand, the limiting case approximation of
the second component of the unknown input is given by:
dˆD2,k−1 = M2,k(z2,k − C2,k(Ak−1xˆk−1|k−1 +Bk−1uk−1
+G1,k−1dˆ1,k−1)−D2,kuk)
≈M2,k∆t(T2,k yk−Ckxˆk−1|k−1−Dkuk∆t
−C2,k(Axˆk−1|k−1 +Buk−1 +G1dˆ1,k−1))
= M2,k∆t
[
T2,k(
yk−yˆk−1
∆t +
(Ck−1−Ck)xˆk−1|k−1
∆t
+Dk−1uk−1−Dkuk∆t +
H1,k−1d1,k−1
∆t )
−C2Axˆk−1|k−1 − C2Buk−1 − C2G1dˆ1,k−1)
]
= M2,k∆t
[
z2,k−zˆ2,k−1
∆t + T2,k
(Ck−1−Ck)
∆t xˆk−1|k−1
− (Dk−Dk−1)uk−1+Dk(uk−uk−1)∆t
+T2,k
(H1,k+(H1,k−1−H1,k))d1,k−1
∆t − C2Axˆk−1|k−1
−C2Buk−1 − C2G1dˆ1,k−1)
]
,
where the first equation is the discrete-time version from [14],
and we substituted the approximate matrices Ak−1 ≈ I+A∆t,
Bk−1 ≈ B∆t, C2,k ≈ C2, D2,k ≈ D2∆t and G1,k−1 ≈
G1∆t from (55). We also defined M2 := lim∆t→0M2,k∆t,
yˆk−1 := Ck−1xˆk−1|k−1 +Dk−1uk−1 and zˆ2,k−1 := T2,kyˆk−1.
We can further simplify the above equation by noticing that
T2,kH1,k = 0. Taking the limit of ∆t→ 0, we obtain
dˆ2 = M2(z2 − C2Axˆ− C2Bu− C2G1dˆ1 − T2C˙xˆ
−T2D˙u−D2u˙), (56)
where we replaced the term lim∆t→0
z2,k−zˆ2,k−1
∆t =
T2(lim∆t→0
yk−yk−1
∆t +
Ck−1x˜k−1|k−1+vk−1
∆t ) with z2 = T2y =
T2(lim∆t→0
yk−yk−1
∆t +
vk∆t−(vk−vk−1)
∆t ), which we assume is
obtained from the noisy measurement of y according to (4),
applied Corollary 1 and defined x˜k−1|k−1 := xk−1−xˆk−1|k−1.
This indirectly implies that the optimal discrete-time filter
“differentiates” the second projection of the output, z2, using
finite difference. Moreover, we can infer that the equivalent
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discrete-time estimation of d2,k−1 corresponding to (56) is
dˆ2,k−1 = M2,k(z2,k − C2,k(Ak−1xˆk−1|k−1
+Bk−1uk−1 +G1,k−1dˆ1,k−1)−D2,kuk
−T2,kCk−1x˜k−1|k−1 + T2,kvk∆t− v2,k),
(57)
which would be not implementable because the noise terms
and the true state are not available. Next, to obtain the best
linear unbiased estimate of both projections of the unknown
inputs, dˆ1,k = dˆD1,k and dˆ2,k−1, we choose M1,k and M2,k as
in [14], such that M1,kΣk = I , M2,kC2,kG2,k−1 = I and the
Gauss-Markov Theorem is satisfied [38, pp. 96-98]:
M1,k = Σ
−1
k ,
M2,k = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1G>2,k−1C
>
2,kR˜
−1
2,k,
where R˜2,k := C2,kQˆk−1C>2,k + [T2,k(Ck − Ck−1) +
C2,k(Aˆk−1 − I)]P xk−1|k−1[(Ck − Ck−1)>T>2,k + (Aˆk−1 −
I)>C>2,k]+T2,kRT
>
2,k∆t−C2,kG1,k−1M1,k−1T1,k−1R`T>2,k−
T2,kR`
>T>1,k−1M
>
1,k−1G
>
1,k−1C
>
2,k, Aˆk := Ak−G1,kM1,kC1,k
and Qˆk := WkQkW>k + G1,kM1,kR1,kM
>
1,kG
>
1,k; and we
applied E[vkv>k ] := Rk ≈ R∆t and E[vk−1v>k ] := R`k−1 ≈ R`∆t .
Then, substituting the approximate matrices as before, as
well as defining C˙ := lim∆t→0
Ck−Ck−1
∆t and approximating
P xk−1|k−1 ≈ P
x
∆t and R˜2,k ≈ R˜2∆t , followed by taking the limit
of ∆t → 0, we obtain the filter gains M1 = lim∆t→0M1,k
and M2 = lim∆t→0M2,k∆t given by (50).
In addition, by applying the approximations defined in (55)
to the dynamics of the discrete-time filter proposed in [14]
(ULISE), neglecting higher order terms and taking ∆t → 0,
we obtain the the state estimate dynamics given in (15),
the filter gain L given in (53) and the Riccati differential
equation governing P x given in (54), as well as P d1 :=
lim∆t→0 P d1,k∆t, P
d
12 := lim∆t→0 P
d
12,k−1∆t and P
d
2 :=
lim∆t→0 P d2,k−1∆t given by (46), (47) and (48). The detailed
derivations of these equations follow the same approach as in
[21, Section C] and are omitted due to space limitations. From
the perspective of limiting case approximations, the discrete-
time filter in [14] is globally optimal and converges to a steady-
state solution for arbitrary ∆t, and the Euler approximation
converges to the continuous system. So, from the optimality
of the Kalman-Bucy filter, it can be inferred that the limiting
case filter is also optimal.
D. Proof of Theorem 5
Since we have shown the equivalence of the state estimation
of ELISE and ALISE in Appendix A2, the optimality of the
state estimation of ALISE in the minimum-variance unbiased
sense given in Theorem 5 follows directly from Theorem 2.
If the initial state estimate is biased, Lemmas 1, 2, 3 and 4
show that the associated state and unknown input biases decay
exponentially.
E. Proof of Theorems 3 and 6
In Appendix C1, we showed that the system with unknown
inputs in (1) is equivalent to the ‘virtual’ system without
unknown input in (52). However, the noise terms of this new
form are correlated, i.e., E[w(t)v2>(t′)] = −G2M2R`>2 6= 0.
Hence, we further transform the system into one with uncor-
related noise terms by employing a common trick (cf., e.g.,
[39, p. 182]) of adding a zero term (ye − C2xe − v2 = 0) to
obtain yet another ‘virtual’ equivalent system in (21). Thus, we
can analogously apply the results of the Kalman-Bucy filter [1,
Theorem 4] to obtain the necessary assumption (A2-A5) given
in Theorems 3 and 6, such that the optimal filter is uniformly
asymptotically stable, and that the variance equation converges
to a unique behavior for large t, independent of Px0 .
F. Proof of Theorems 4 and 7
For linear time-invariant systems, the conditions for the
convergence of the filter gains to steady-state of the proposed
filter are closely related to the existence and uniqueness of
stabilizing solutions of its continuous-time algebraic Riccati
equation (CARE), i.e. (54) with P˙ x = 0. Since we have shown
in Appendix C1 and E that we can transform the estimation of
a system with unknown inputs to a ‘virtual’ equivalent system
with no unknown inputs, analogous convergence properties
to the steady-state Kalman-Bucy filter apply, as summarized
in Theorem 4. For a proof of the results of Kalman-Bucy
convergence properties, the reader is referred to [38].
G. Proof of Proposition 2
The connection between strong observability and the ob-
servability of (A,C2), as well as C2 and G2 being full rank
follow directly from
n+ p = rk
[
sI −A −G
C H
]
= rk
[
sI −A −G
C U
[
Σ 0
0 0
]
V >
]
= rk
[
I 0
0 T
] [sI −A −G
C U
[
Σ 0
0 0
]
V >
] [
I 0
0 V
]
=rk
[
sI −A −G1 −G2
C1 Σ 0
C2 0 0
]
=rk
[
I G1Σ
−1 0
0 I 0
0 0 I
][
sI −A −G1 −G2
C1 Σ 0
C2 0 0
]
=rk
[
sI − Aˆ 0 −G2
C1 Σ 0
C2 0 0
]
= rk
[
sI − Aˆ −G2
C2 0
]
+pH =rk
[
sI − Aˆ −G2
C2 0
][
I 0
−M2C2Aˆ I
]
+pH
= rk
[
sI −A −G2
C2 0
]
+pH ,
where the first equality is the rank condition for strong
observability given in [29], the third from last equality holds
because Σ is square and has full rank pH , and we have
assumed that n ≥ l ≥ 1 and l ≥ p ≥ 0.
