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Introduction
The ability to detect and track targets in naturally lit, high noise environments is becoming increasingly important. Significant challenges arise however in the use of machine vision for target detection and tracking because of the need to contend with not only the inherent noise of imaging sensors, but also with noise introduced by changing and unpredictable ambient conditions. The need to overcome these challenges has significantly driven the development of image filtering and processing techniques.
Over the last three decades, a two-stage processing paradigm has emerged for the simultaneous detection and tracking of dim, sub-pixel sized targets [1] [2] [3] [4] . These two stages are: 1) an image pre-processing stage that, within each frame, highlights potential targets with attributes of interest; and 2) a subsequent temporal filtering stage that exploits target dynamics across frames. The latter temporal filtering stage is often based on a track-before-detect processing concept where target information is collected and collated over a period of time before the detection decision is made.
In this paper, we are interested in the temporal filtering stage of the above two-stage paradigm, and in particular track-before-detect approaches for the detection of slow dim sub-pixel sized targets. This filtering stage is designed to enhance image features that possess target-like temporal behaviour. While an abundance of techniques and algorithms may be considered for this role, there are two particular approaches that have received much attention in the literature: Viterbi based approaches and Bayesian based approaches.
The Viterbi algorithm has formed the basis of the temporal filtering stage in numerous track-beforedetect algorithms [1, 2, [4] [5] [6] . This is in part due to its utility in the context of tracking where, under a number of assumptions, it is able to efficiently determine the optimal target track within a data sequence [7] . Some analysis of the Viterbi algorithm's detection and tracking performance can be found in [5, 8, 9] , and modifications that enhance the algorithm's tracking performance in the presence of non-Gaussian clutter noise have been proposed in [2] . An alternative temporal filter design for track-before-detect algorithms is based on Bayesian filtering [6, [10] [11] [12] [13] [14] . In [10] , the typical white Gaussian noise assumptions are relaxed, with consideration given to spatially correlated clutter. Moreover, in [13] , the modelling of clutter is expanded to encompass a variety of Gaussian and nonGaussian, correlated and uncorrelated clutter types, and the Bayesian algorithm is extended to accommodate multiple targets that may feature randomly varying amplitudes or intensities.
The aim of this paper is to investigate the use of two alternative hidden Markov model (HMM) filtering approaches as the temporal processing stage for trackbefore-detect algorithms operating on images sequences. This investigation is principally motivated by recent results demonstrating the utility of HMMbased filters for target detection and tracking. In particular, the detection performance of a standard HMM-based filtering approach is shown to be close to the state-of-the-art under certain conditions [6] . Hence, we compare a traditional single HMM filter with a new novel approach involving a bank of independent HMM filters. This comparison is performed in the context of a Preserved-Sign (PS) morphological pre-processing stage, which has been shown to be an effective choice for track-before-detect algorithms [15] .
We assess our detection algorithms via detection and false-alarm statistics that, in turn, provide valuable insight into tradeoffs in performance from using the two different temporal filtering approaches. This assessment is conducted via simulation studies of slow dim sub-pixel targets, such as those that might be expected in an airborne collision avoidance scenario [16] . Further, the performance of the algorithms is examined for a range of target speeds and signal-tonoise ratios. The results from the simulation studies show that the multiple-HMM filtering bank approach is superior to the single HMM filter by providing better detection rates over a range of false-alarm rates.
Morphological Image Pre-Processing
The preserved-sign morphological filter [15] is based on image morphology operations known as tophat and bottom-hat transformations [17] . It is a variation on the top-hat contrast enhancement operator described in [18] . The effect of the top-hat transformation is to identify positively contrasting features within an image that are smaller than a certain size (the cut-off size is specified through filtering kernels known as structuring elements), while the bottom-hat transformation performs a similar function but instead targets negatively contrasting features. It can be shown that subtracting the bottom-hat transformation from the top-hat transformation of the same image, which defines the preserved-sign morphological filtering operation, simultaneously identifies both positively and negatively contrasting features, where the response to positively contrasting features is non-negative and the response to negatively contrasting features is non-positive.
We thus take advantage of the preserved-sign morphological filter to preserve features with sizes that match potential targets and to provide a means of differentiating between positively and negatively contrasting features. For performance and computational reasons, we exploit a directional decomposition technique [19] in our implementation of the morphological filter, whereby we take the minimum magnitude response from a pair of preserved-sign filters using orthogonal 1D structuring elements. Here, one preserved-sign filter operates exclusively in the vertical direction, while the other operates exclusively in the horizontal direction.
The following section details the general HMM temporal filtering approach that is applied to the preprocessed image data. This filtering stage is designed to exploit the differences between the temporal behaviour of genuine and false targets.
Hidden Markov Model Filtering
We will assume that, when present, the target is located within a particular pixel of the image frame at each time instant. The pixels of an image frame thus represent the states of the HMM used in our target detection problem. Between consecutive image frames the target may move to different pixel locations -that is, the target can transition between the states. The likelihood of state transitions can be described by the HMM's transition probability matrix A , where each element ij A is the probability of moving from any one pixel position (state) i to any other pixel position (state) j [20] . The matrix A can therefore be used to describe the expected mean target motion. For example, in the case of slow moving targets we tend to assign low probabilities to transitions between distant pixels. Moreover, an initial probability matrix π is used to specify the probability of the target initial location [20] . Finally, to complete the parameterisation of the HMM, there is the measurement probability matrix
that are used to specify the probability of obtaining the observed measurement k Y , given that the target is actually in pixel location (state) i [20] .
Using this HMM model, target detection can be viewed as evaluating the likelihood of 2 alternate hypotheses. Let 1 H denote the hypothesis that there is a single target present in the camera field of view, and let 0 H denote the hypothesis that there is no target present. The proposed HMM can be used to develop conditional mean estimates and infer the level of evidence in support of the hypothesis that the target is present (following the results of [21] ).
Appropriate HMM parameters describing the target detection problem are defined in the following sections.
Markov Chain State Process
In many electro-optical based detection problems, the existence of a target in a 3D volume of space must be determined from observations of a projection of the target space onto a 2D image plane. In this paper, we use a first-order discrete-time discrete-state Markov chain to model the projected motion of a possible target on this 2D image plane.
Under hypothesis 1 H , the projected target motion is assumed to reside on a 2D plane fixed in space that is represented by the set of discrete 2D grid points The dynamics of the target can be modelled as a first-order discrete-time Markov chain with transition probabilities described by a matrix A composed of elements ( )
where
with 1 in the i th position.
We also use the initial probability matrix π to denote the N initial (prior) probabilities, where
our target estimation problem can be considered a HMM filtering problem.
Measurement Process
The measurements are provided by an electrooptical imaging sensor whose field of view is represented by a 2D grid of image pixel locations,
We model these image measurements as noisy observations of the target Markov chain. 
where L is a scalar quantity representing the target intensity, and k w is a 1 × N vector containing the additive noise component, assumed to be i.i.d (independent and identically distributed) and having density ( ) . ψ (for example, a Gaussian density). We will denote a sequence of pre-processed image frames from time to k as
The probabilistic relationship between target location k X and the pre-processed measurement k Y is described by a N N × measurement probability matrix
where the
. Under the following assumptions: 1) The statistical properties of pixel values within an image are spatially independent; that is,
for all j i, and m , and 2) Individual pixels do not allow the opportunity of perfect detection, in the sense that
, it can be shown that a quantity proportional to
, which we denote as
can each be determined on a single-pixel basis (rather than requiring the probability of a whole image). Admittedly, the above result would not hold in the presence of extended (multi-pixel) targets, or spatially correlated noise.
Remark
We note that even when the assumption of spatial independence of pixel statistical properties does not strictly hold (as in the case of extended targets or spatially correlated noise), we have found that HMM filtering performance using the above result for
to be acceptable in the sense that detection performance is competitive with other candidate (non-HMM based) detection algorithms.
Detection Strategy
Detection is the process of recognising the presence of a target as well as determining its location. We exploit powerful HMM filtering algorithms to provide us with two probabilistic measures to facilitate the assessment of target presence and target location: 1) denotes the mathematical conditional expectation operation (see [22] for more details).
Given our HMM target model, the conditional mean estimate can be recursively calculated as [20] ( ) 
can be used to detect target presence.
Proposed Temporal Filters
In this paper, we implement a standard HMM filter (competitive with state-of-the-art detection approaches) and a HMM filter bank consisting of four filters. Each HMM filter in the bank uses the same preprocessed image data, but otherwise operates independently of all other filters. The filter bank approach is less well characterised than the standard single HMM filter, and its application has not been prevalent in the context of dim-target detection from imaging sensors. We do however acknowledge that the general concept of using multiple filters has been studied previously (e.g. [23] ).
The preserved-sign morphological pre-processing output provides the opportunity for our HMM filtering implementations to process both positively and negatively contrasting targets simultaneously. However, for convenience, we choose in this paper to process positively and negatively contrasting targets separately.
The transition probabilities of the standard HMM filter are defined so that only a self-transition or a transition to any one of the 8-connected neighbours is possible from time k to 1 + k . This leads to a sparse A matrix. In contrast, for each HMM filter in the filter bank, we limit the possible transitions to only three of the 8-connected neighbours, in addition to self-transitions. The three pixels in the 8-connected neighbourhood to which transitions are possible are selected so that the filters in combination cover all the possible transitions in the standard HMM filter. Figure 2 provides a visual representation of four possible state transition schemes, each of which is assigned to a different filter of the HMM filter bank. 
Performance Characterisation
We compare the performance of the two alternative HMM temporal filtering techniques • A single HMM filter, and
• A bank of four HMM filters by applying them to a large number of morphologically pre-filtered image sequences containing targets having a variety of intensity and speed attributes. In the following subsections, we describe our metrics for quantifying performance, our procedure for generating image sequences, as well as the presentation of results. These aspects comprise the simulation framework of our comparison study.
Performance Metrics
Comparisons between the algorithms are made on the basis of detection versus false-alarm statistics evaluated on sets of data of length T . If a target is present, the track-before-detect algorithm is considered to have achieved a detection if the algorithm correctly identifies the target's presence and locates it to within two pixels of the true position. We define the detection rate as the number of detections divided by the maximum number of possible detections. A falsealarm event occurs if the track-before-detect algorithm incorrectly declares the presence of a target. We define the false-alarm rate as the number of false-alarms divided by the total number of possible false-alarm events.
Let α , our test statistic for declaring the presence of a target, be given by
When α exceeds a predefined threshold, the trackbefore-detect algorithm considers a target to be present and located at ( )
Our definition of α and β is motivated by the detection strategy discussed in Section 3.3.
In the case of the filter bank, detection and falsealarm events may be triggered by any filter. Where multiple filters are involved, decisions revolve around the dominant filter -that is, the filter with the maximum α test statistic. In particular, if a target is present and this presence is declared in multiple filters, we look to the dominant filter's β to provide an estimate of the target location. On the other hand, if a target is not present, the α test statistic of the dominant filter exceeding the threshold is sufficient for a false-alarm event to have occurred, even though the threshold may not be exceeded by all filters.
Image Sequence Generation
Due to our limited access to authentic data, synthetically generated image sequences are used in conducting the large number of trials our comparison study required. The image frames that comprise our synthetic image sequences consist of three elements: background, noise, and the target signature.
The background component consists of a uniform image which is set at an arbitrary greyscale level of 128. This simply forms the base level image intensity
to which the noise and target elements are added. To create the noise component of the image frame, we form a noise image consisting of random samples from a zero-mean Gaussian distribution. The noise is spatially and temporally uncorrelated. We plan to examine a more extensive range of noise types in future studies. Consider any finite sized target with a non-zero velocity. As this target traverses across the image, the physical extent of the target is likely to overlap multiple pixels at any time. We can form an image which we refer to as the 'target signature' by assigning to each pixel a value calculated as the target intensity scaled by the amount of target overlap. For example, if the target occupies half the area of a particular pixel, then that pixel as part of the target signature is assigned half the value of the target intensity. Accordingly, if the target does not overlap a particular pixel, it is assigned the value of zero. We add the target signature to the noise and image components discussed earlier to complete the process of embedding a target into a synthetic image frame.
Signal-to-Noise Ratio
The concept of a signal-to-noise ratio (SNR) quantity can provide an indication of how distinct a target is (i.e. how well it stands out from the background, and in turn the ease with which it may be detected). Here, we define SNR as where I is the maximum target signature value and σ the noise standard deviation. The upper bound for the SNR, the peak SNR (PSNR), is achieved when I is equal to the target intensity. In our simulation studies, the tendency of the SNR to vary with time leads us to quote the PSNR instead as a means of signifying how distinct the target is. We note that the PSNR is only indicative of the target's distinctiveness and provides an over bound on the average SNR.
Detection versus False-Alarm Curves
We apply a range of threshold values to the α test statistic in order to capture as best as possible a representative dynamic range of detection and falsealarm rates. The results may be presented in separate graphs that illustrate the detection and false-alarm rates as a function of their respective threshold values. Alternatively, in the case that the same threshold range is applied to both the evaluation of detections and false-alarms, the performance information may be consolidated into a single detection vs. false-alarm graph that concisely illustrates the tradeoffs between the two performance metrics independent of threshold values. In this paper, the latter approach is preferred in the presentation of performance comparison results.
Performance Comparison Study
The aim of this study is to investigate the performance of the candidate temporal filters in uncorrelated Gaussian noise (with zero-mean; standard deviation of 1) for a selection of target speeds and PSNRs. Specifically, we consider a 1 1 pixel target travelling at speeds of 0.1, 0. 
HMM Filter Parameters
For the standard single HMM filter, we assign a probability of 15 7 to self-transitions and a probability of 15 1 for transitions to adjacent pixels. In the case of the filter bank, each member filter has self-transitions with probability 10 7 and adjacent pixel transitions with probability 10 1 . We highlight that performance was not overly sensitive to these parameter choices (the particular values selected here were found to give reasonable performance). A theoretical basis for the design of the transition probabilities is ongoing work we intend to report in later papers. To construct our measurement probability matrix
, we are required to estimate the densities 
Results
In this study, we found the HMM filter bank to be superior to the single filter approach for all combinations of PSNRs and target speeds. The performance difference is most evident in the lowest PSNR (8 dB), highest target speed (0.3 pixels/frame) scenario, as illustrated by the detection rate versus false-alarm rate curves of Figure 3 . Here, the HMM filter bank has significantly better detection performance than the near state-of-the-art single HMM approach. For instance, at a false-alarm rate of 3 
10
− , the HMM filter bank has a 92% detection rate compared with a rate of 26% for the single filter approach. In figures 4 and 5, we illustrate the detection performance of the two temporal filters as a function of PSNR and target speed, respectively. For both figures the false-alarm rate is fixed at 3 
− . In Figure 4 where results for a target speed of 0.3 pixels/frame are shown, we observe that the performances of the two temporal filters converge as we approach higher PSNRs. In Figure 5 where a PSNR of 9.5 is applicable, performance for both filtering approaches tend to improve for slower moving targets. Although not shown here, similar trends to the above exist for other false-alarm and PSNR/target speed combinations. 
Conclusion
In this paper we have compared the performance of two HMM temporal filtering approaches in the context of track-before-detect dim target detection. Our simulation study has yielded promising results showing that a filter bank approach provides superior detection performance compared with the near state-of-the-art standard single filter implementation.
We plan to consider a more extensive range of noise and target types and introduce authentic data into the performance characterisation process in future comparison studies.
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