Abstract-A time-domain electric field volume integral equation (TD-EFVIE) solver is proposed for characterizing transient electromagnetic wave interactions on high-contrast dielectric scatterers. The TD-EFVIE is discretized using the Schaubert-WiltonGlisson (SWG) and approximate prolate spherical wave (APSW) functions in space and time, respectively. The resulting system of equations cannot be solved by a straightforward application of the marching on-in-time (MOT) scheme since the two-sided APSW interpolation functions require the knowledge of unknown "future" field samples during time marching. Causality of the MOT scheme is restored using an extrapolation technique that predicts the future samples from known "past" ones. Unlike the extrapolation techniques developed for MOT schemes that are used in solving time-domain surface integral equations, this scheme trains the extrapolation coefficients using samples of exponentials with exponents on the complex frequency plane. This increases the stability of the MOT-TD-EFVIE solver significantly, since the temporal behavior of decaying and oscillating electromagnetic modes induced inside the scatterers is very accurately taken into account by this new extrapolation scheme. Numerical results demonstrate that the proposed MOT solver maintains its stability even when applied to analyzing wave interactions on high-contrast scatterers.
spatio-temporal convolution of the unknown electric flux density induced inside the scatterer with the Green function of the background medium. Then, the TD-EFVIE is constructed by setting the summation of the incident and scattered electric fields to the total electric field, which is represented in terms of the electric flux density, on the volumetric support of the scatterer.
To numerically solve the TD-EFVIE, first, the unknown electric flux density is expanded in terms of spatial and temporal basis functions. Inserting this expansion into the TD-EFVIE and testing the resulting equation at discrete times yield a lower triangular system of equations that is solved by the marching on-in-time (MOT) scheme. At each time step, a smaller system of equations, termed MOT system here, is solved for the unknown coefficients of the flux expansion. The right-hand side of this system consists of the tested incident field and discretized spatio-temporal convolution of the "past" electric flux density (represented in terms of spatio-temporal basis functions weighted with the expansion coefficients computed at the previous time steps) and the Green function.
The use of Green function equips the MOT-TD-EFVIE solver with advantages that are not offered by differential equation-based solvers [9] : 1) radiation condition is implicitly enforced without the need for any artificial absorbing boundary conditions used for truncating the computation domain; and 2) phase propagation is analytically accounted for making the MOT-TD-EFVIE solver more robust to numerical phase dispersion. On the other hand, computation of the spatio-temporal convolutions present on the right-hand side of the MOT system at every time step increases the memory and CPU requirements of the MOT scheme [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Additionally, accuracy of this computation has a significant effect on the stability of the solution [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . The former disadvantage has been alleviated with the development of the plane wave time-domain (PWTD) [10] [11] [12] [13] [14] and blocked-FFT [15] [16] [17] [18] [19] [20] schemes that accelerate the computation of the spatio-temporal convolutions. On the other hand, methods to mitigate the instabilities plaguing the MOT schemes are still under development [21] - [42] . Many of these methods have focused on increasing the accuracy/stability of the MOT solution by using 1) semianalytical techniques to compute the convolution integrals [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] ; and/or 2) specially designed temporal basis functions [38] [39] [40] [41] [42] . In addition to the methods listed above, it has been shown that using a Galerkin testing scheme in time, i.e., using the temporal basis function 0018-926X © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
for testing the integral equation in time, as described in [43] , [44] , ensures the stability of the MOT solution. However, even though extension of these schemes to TD-EFVIE seems feasible, theoretical investigations that will "prove" the stability of the resulting MOT-TD-EFVIE solvers have to be carried out first. Semianalytical techniques listed under group 1) above have been developed for integrals arising from the discretization of the time-domain surface and wire integral equations using piecewise polynomial temporal basis functions. Even though closed-form expressions of retarded-time potentials due to impulsively excited Schaubert-Wilton-Glisson (SWG) spatial basis functions [45] (typically used for discretizing the VIEs) have been derived [25] , [26] , practical use of these expressions in solving TD-VIEs has not been realized yet.
The most "common" temporal basis function developed under group 2) above is constructed using Lagrange polynomials (LP) [38] . These basis functions provide reasonable accuracy, but they are not band-limited and introduce out-of-band errors that eventually ignite instabilities in the MOT solution [41] , [42] . Additionally, they have discontinuous derivatives that may introduce additional numerical errors when quadrature rules are used to compute the convolution integrals [30] . These problems have been alleviated using "exact" integration techniques [21] [22] [23] [24] [25] [26] [27] [28] [29] to partially avoid quadrature rules, separable approximations to spatio-temporal convolutions [30] to avoid discontinuities in integration domains, and band-limited approximate prolate spherical wave (APSW) functions with continuous derivatives [46] to replace LP-based temporal basis functions [41] , [42] . For a given temporal duration, APSW functions have the minimum bandwidth, which significantly increases the accuracy of the interpolation. However, APSW interpolators are "two-sided," i.e., they require samples of the function to left and right of the data point being interpolated. Consequently, when they are used as temporal basis functions during time marching, they call for "future" samples of currents/fields that are not computed yet, destroying the causality of time marching. MOT scheme's causality can be restored by extrapolating future samples from past samples that are already computed in the previous time steps.
In [41] and [42] , a scheme, which computes extrapolation coefficients using temporal samples of sine and cosine functions with discrete frequencies within the bandwidth of excitation, is proposed (i.e., the extrapolation scheme is trained using samples of sine and cosine functions). This scheme assumes that the solution can accurately be represented by pure harmonics e jωt , where ω is the angular frequency, t is the time, and j = √ −1; and hence, it is termed "harmonic function-based extrapolation (HE)" in this paper. As long as this assumption is valid, the HE scheme works well. Indeed, MOT schemes, which use APSW interpolators as temporal basis functions and HE scheme to restore the causality of time marching, have been shown to yield highly stable solutions when used in solving the time-domain surface integral equations [41] , [42] .
On the other hand, when these HE-enhanced MOT schemes are used in solving the TD-EFVIE, they fail to produce stable results especially for high-contrast dielectric scatterers [6] . This is due to the fact that the temporal behavior of the electromagnetic modes induced inside lossless dielectric scatterers has decaying components as well as oscillating ones [47, p. 697] (i.e., they have complex exponents and can be represented as e −αt+jωt , where α is a positive real number). This means that the HE scheme cannot be used for accurately extrapolating the temporal samples of the fields within the MOT-TD-EFVIE solver, which leads to instability. Additionally, as the contrast of the scatterer increases, the number of modes within the bandwidth of excitation increases. In other words, higher contrast translates into poorly stable MOT system.
In this work, to overcome this problem, a new extrapolation scheme is used within an MOT-TD-EFVIE solver that uses APSW interpolators as temporal basis functions. This scheme assumes that the MOT solution can be accurately represented in terms of decaying and oscillating exponentials; hence, it is termed "complex exponent-based extrapolation (CEE)" in this paper. The coefficients of the CEE scheme are trained using samples of exponentials with exponents on the complex frequency plane. To carry out the sampling in frequency, a semidisk with radius equal to the maximum frequency of excitation is used [48] . Extrapolation coefficients are computed using the samples with the "most important" complex frequencies located on the semidisk boundary. These locations are determined by "matrix skeletonization" [49] . This operation is fully error controllable and leads to a highly accurate extrapolation scheme. More importantly, by design, the CEE scheme captures the temporal behavior of the modes induced inside the dielectric scatterers more accurately than the HE scheme (since it is trained using complex frequencies within the bandwidth of excitation). Indeed, unlike the HE-enhanced TD-EFVIE solver, the proposed MOT scheme maintains its stability even when applied in characterization of transient electromagnetic fields on high-contrast scatterers.
This paper is organized as follows. Section II describes the proposed MOT-TD-EFVIE solver. Sections II-A to II-E present the formulation of the TD-EFVIE, expound the discretization scheme, motivate the choice of temporal basis function and review the properties of APSW interpolators, explain short comings of the HE scheme when applied to the MOT-TD-EFVIE solver, and propose the CEE scheme to significantly enhance the stability of the MOT-TD-EFVIE solver, respectively. Section III demonstrates the stability and accuracy of the proposed MOT-TD-EFVIE solver, which uses the APSW interpolator and CEE scheme, in characterizing transient electromagnetic wave interactions on high-contrast dielectric scatterers via numerical experiments. In Section IV, conclusion and future research directions are drawn.
II. FORMULATION

A. TD-EFVIE
Let V denote the support of linear, isotropic, nonmagnetic, nondispersive, lossless, and inhomogeneous dielectric scatterers residing in an unbounded background medium (Fig. 1 ). Permittivity and permeability in V and the background medium are ε(r), ε 0 , and μ 0 , respectively. An incident electric field E inc (r, t) excites V . It is assumed that E inc (r, t) is vanishingly small for t ≤ 0, ∀r ∈ V and essentially bandlimited to frequency f max . In response to this excitation, equivalent volumetric current J(r, t) is induced in V and it generates the scattered electric field E sca (r, t). E sca (r, t) is represented in terms of retarded-time potentials
where ∂ t denotes the time derivative, R = |r − r | is the distance between source and observation points r and r, and c 0 = 1/ √ ε 0 μ 0 is the speed of the light in the background medium.
In V , J(r, t) is expressed as
where κ(r) = 1 − ε 0 /ε(r) is the dielectric contrast, and D(r, t) is the electric flux density. Total electric field E(r, t) and E sca (r, t) and E inc (r, t) satisfy
Inserting (2) into (1) 
The TD-EFVIE (4) is discretized and solved for the samples of D(r, t) using the MOT scheme as described in Section II-B.
B. Discretization and MOT Scheme
To numerically solve the TD-EFVIE (4), first, V is discretized into tetrahedral elements. Then, the unknown electric flux density D(r, t) is approximated in terms of spatial and temporal basis functions f k (r) and T l (t)
where I k ,l are the unknown expansion coefficients associated with k th spatial and l th temporal basis functions. Here, f k (r) are the well-known divergence-conforming SWG basis functions, each of which is defined on the triangular face shared by a pair of tetrahedrons [45] . The SWG basis function associated with face k is given as
where
k represent the supports of face k and the tetrahedrons on its either side, respectively, r
are the volumes of V ± k , and |A k | is the area of A k . Here, it should be noted that if the face k is on the surface of the scatterer, f k (r) is defined only on tetrahedron V + k . Also, it is assumed that the permittivity and contrast are constant inside a given tetrahedron, i.e., ε k (r) = ε
are the temporal basis functions constructed by shifting the interpolation function T (t) by l Δt, where Δt is the time step size. Inserting (5) into (4) and testing the resulting equation with
is the maximum distance between two points in V , and N T p and N T f are the durations of T (t) (in time steps) in domains t > 0 (past) and t < 0 (future), respectively. Elements of the tested incident field and unknown coefficient vectors V l and I l and the MOT matrices Z l−l are
Consequently, volume integral, which involves the term f k (r) · ∇κ k (r) and is defined over V k , is reduced to a surface integral defined over A k . The MOT scheme casts the system (7) into the form
which is solved for I l at the time step l. Here, the matrix Z 0 represents instantaneous interactions and the second and third terms on the right-hand side are the contributions to the electric field at time step l from "past" and "future" samples of the flux density, respectively. If N T f = 1, there is no contribution from the future samples. Consequently, the MOT system is discretely causal and I l , l = 1, . . . , N t are computed via time marching with no further modification to (12) . On the other hand, if N T f > 1, time marching becomes noncausal and one needs to know
This difficulty is overcome by casting (12) into a causal form using an extrapolation scheme.
C. Temporal Basis Function
It is clear from (4) that E sca (r, t) is expressed in terms of retarded-time integrals of D(r, t). However, D(r, t) is sampled at t = lΔt, which calls for an interpolation function to evaluate D(r, t − R/c 0 ) in the convolution integrals. This is the reason why the expansion in (5) uses the temporal basis function T (t). A common choice of T (t) is the piecewise continuous LP interpolator, first proposed in [38] . For this choice of temporal basis function, (7) and (12)], where p is the order of the LPs used. This makes the MOT system (12) discretely causal as explained in Section II-B. Fig. 2 plots T (t) for p = 3. Since T (t) is limited in time, its spectrum might extend beyond the maximum frequency of excitation f max . Additionally, derivatives of LP are discontinuous at t = lΔt. It has been conjectured before that these two factors reduce the accuracy of the MOT solution and also cause the well-known late time instability problem [22] [23] [24] [25] [26] [27] [28] [29] [30] .
To alleviate these problems, use of APSW interpolators as temporal basis functions has been suggested [41] , [42] . The APSW interpolator is expressed as [46] [41] , [42] , and [46] .
On the other hand, the APSW interpolators are not causal functions (N T f = N hw > 1) and they render the MOT system (12) noncausal. As described in Section II-B, the noncausal MOT scheme requires future samples (12) for I l . The causality of the MOT system is restored by extrapolating the future samples from the present and past samples [41] , [42] . Let I l+j denote the jth future sample at time step l. The extrapolation scheme approximates I l+j using
where p j are vectors that store extrapolation coefficients and N s is the number of the past samples used in the extrapolation. Inserting (14) into (12) yields a causal MOT system
where the modified MOT matricesẐ l−l are given bŷ
It is clear from (15) and (16) that the extrapolation coefficients inherently modify the MOT matrix system. To maintain the accuracy and stability of its solution, the extrapolation scheme described by (15) should be highly accurate within the bandwidth of the excitation up to its maximum frequency f max .
A wideband-accurate extrapolation scheme, termed as HE in this paper, has been developed in [41] to restore the causality of the MOT matrix system resulting from the discretization of the time-domain electric and magnetic field surface integral equations (TD-EFSIE and MFSIE). This scheme "trains" the extrapolation coefficients using sine and cosine functions. Even though HE-enhanced MOT scheme is stable when solving TD-EFSIE and MFSIE, it introduces instabilities in the solution of the TD-EFVIE enforced on high-contrast dielectric scatterers [6] . In what follows, Section II-D briefly reviews the HE scheme and Section II-E proposes an extrapolation method that maintains the stability of the MOT matrix system obtained from the discretization of TD-EFVIE.
D. HE Scheme
Let f (t) represent a function band-limited to ω max = 2πf max . Assume that samples of f (t) for t ≤ 0 are known and its samples for t > 0 are to be extrapolated. The HE scheme assumes that f (t) can be approximated accurately by a weighted sum of harmonic functions exp(j[nΔω]t)
where γ n are the weighting coefficients (which are never calculated), nΔω, n = −N ω , . . . , N ω represent the frequency samples, N ω is the number of harmonics, and Δω = ω max /(N ω − 1). Using the extrapolation scheme defined in (14) , one can approximate
Inserting (17) into (18) yields a system of equations for every
where elements of A and b j are
Choosing N ω > N s (as recommended in [41] ) ensures the accuracy of extrapolation and makes the matrix system in (19) over determined. Then, p j are obtained through singular value decomposition (SVD) as
where u n and v n are the left and right singular vectors and σ n are the singular values (ordered from largest σ 1 to the smallest σ Ns ) obtained from the SVD of A, r n (A) is the numerical rank of A, which is the largest n that satisfies σ n < χ, and χ is determined based on the desired accuracy of the extrapolation. Note that since the system in (19) is symmetric in n, p j are always real even though the system is complex. The accuracy of the extrapolation in (18) is determined by the singular values retained in the SVD, i.e., χ and r n (A).
The HE scheme described above introduces instabilities in the solution, when used in the MOT scheme in (12) for solving the TD-EFVIE enforced on high-contrast scatterers [6] . This can be explained by the fact that HE coefficients are trained using harmonic functions (only oscillating signals) and cannot be used to accurately extrapolate the fields of exponentially decaying and oscillating modes induced inside the dielectric scatterers [47] . When the frequency of excitation or the contrast of the scatterer increases, the number of modes excited inside the scatterer also increases (see Section III-B). Consequently, HE becomes less and less accurate, making the instability of the MOT solution worse for higher-contrast scatterers.
E. CEE Scheme
The shortcoming of the HE scheme can be overcome by training the extrapolation coefficients using exponential functions with complex exponents (i.e., exponentially decaying and oscillating functions). Such a training scheme has been developed in [48] to compute the predictor-corrector coefficients of a multistep time integration method. A similar idea is used here to design the CEE scheme as described next. This scheme assumes that f (t) can be approximated accurately by a weighted sum of exponentials
where α n are the weighting coefficients (which are never calculated) and λ n are samples of complex frequency. Unlike the HE, where the frequency samples are chosen on a single axis, choosing λ n is not a straightforward task and is described step by step in what follows: 1) Support of Complex Frequency λ : Assume that λ n represent a set of samples selected in the complex semidisc S D = {λ ∈ C|Re{λ} ≤ 0 and |λ| ≤ ω max } [ Fig. 3(a) ]. Stability of the extrapolation is ensured by selecting Re{λ} ≤ 0, i.e., forcing S D to be on the left side of the imaginary axis. Also, the condition |λ| ≤ ω max , i.e., radius of S D is ω max , is enforced to make sure that the approximation in (23) is accurate for |λ| ≤ ω max . Consequently, the fields of the modes induced inside the scatterer by the incident field can be extrapolated accurately. To simplify sampling/discretization of the complex semidisc S D , one can make use of the maximum modulus principle [48] . According to maximum modulus principle, the error of the approximation in (23) is maximum at the boundary of the semidisc S D , (∂S D ), i.e., if the error in the approximation constructed using exp(λt), λ ∈ ∂S D , is ensured to be less than δ, then the error in the approximation constructed using exp(λt), λ ∈ S D , will also be less than δ. In other words, choosing samples λ n on ∂S D and using them to compute the extrapolation coefficients ensure that the resulting extrapolation is accurate for all modes with exponents that fall in the semidisk S D . 
2) Sampling of ∂S
3) Matrix Interpolation (Skeletonization):
Matrix skeletonization [49] finds the "most important" rows/columns of a matrix that can approximate the matrix itself with a given accuracy. This idea is applied to S to find its most important rows, i.e., to select exp(λ n t i ), λ n , n = 1, . . . , N λ , which can be used to represent exp(λ m t i ), λ m , m = 1, . . . ,Ñ λ with a given accuracy. For S, there exists such a selection of N λ rows such that
where T is anÑ λ × N λ matrix whose elements have magnitudes less than one, S λ is an N λ ×Ñ s matrix that stores the most important N λ rows of S, X is anÑ λ ×Ñ s matrix whose L 2 -norm is bounded by the (N λ + 1)th singular value of S,
Since the error of the skeletonization is bounded by X ≤ δ, the matrix S can be interpolated using T from S λ (most important N λ rows of S) with accuracy δ. Consequently, skeletonization yields λ n , n = 1, . . . , N λ , corresponding to the most important N λ rows of S [ Fig. 3(c) ]. Here, matrix skeletonization is implemented using the rank revealing QR algorithm described in [48] .
4) Computing/Training Extrapolation Coefficients:
Once λ n are computed, the extrapolation coefficients can be trained. Inserting (23) into (18) (27) where elements of A and b j are
The matrix equation in (27) is an overdetermined system and the extrapolation coefficients p j can be obtained by minimum least squares solution of (27) . A and b j being complex valued matrices, the least squares solution of (27) might yield complex results. There are several ways to enforce the solution to be real. One of them is choosing λ n and their symmetric values to the real axis, as suggested in [48] . Another way, which is chosen in this paper, is solving the real and imaginary parts of (27), simultaneously. Since p j are real, the solution of the matrix equationÃ p j =b j (30) for every j = 1, . . . , N T f is real. Here, the elements ofÃ and b j are
where n = 1, . . . , 2N λ . The values of p j can be approximated by the least square solution of (30) as described by (22), where A should be replaced byÃ. Several observations about the CEE scheme are in order: 1) To ensure that (30) is an over determined system, N s is always forced to satisfy 2N λ > N s . 2) Reducing δ down to a certain level increases the accuracy of the matrix skeletonization as well as the extrapolation at the cost of increased N λ and N s . On the other hand, if δ is very small resulting in a very high N s (i.e., a large number of past samples), errors due to the floating point summation of numbers with opposite sign, which has to be carried out many times during extrapolation, are amplified [48] . This eventually reduces the stability of the MOT scheme. 3) For a fixed set of N λ and N s , the accuracy of the extrapolation is controlled by χ. Reducing χ down to a certain level increases the accuracy of the least squares solution as well as the extrapolation. On the other hand, if χ is very small, because of the term 1/σ n (i.e., due to division by a very small number) in (22) , floating-point operation errors get amplified decreasing significantly the accuracy of the least squares solution. This results in an unstable MOT scheme. 4) Numerical results presented in Section III demonstrate that to obtain an accurate and stable MOT scheme, it is enough to have values of N λ and N s around 10. Keeping this in mind and realizing that p j , j = 1, . . . , N T f are computed only once before time marching is executed, the cost of computing them as described in this section is negligible compared to those of the MOT matrix computation and solution.
III. NUMERICAL RESULTS
This section presents numerical examples that demonstrate the accuracy and stability of the proposed MOT-TD-EFVIE solver, especially, when it is used for characterizing transient electromagnetic wave interactions on high-contrast scatterers. For all examples considered here, the excitation is a plane wave with electric field expressed as
wherep andk are unit vectors that represent the polarization and the propagation direction of the plane wave, E 0 is the electric field amplitude, and (19) with N s = 5, N ω = 11, and ω max = 2πf max . The accuracy of the least squares solution in (22) is χ = 10 −6 . The CEE scheme is applied to the complex semidisk S D with radius ω max = 2πf max . The matrix skeletonization required by the CEE scheme is carried out usingÑ λ = 1000,Ñ s = 1000, and δ = 10 −13 [see (25) and (26)], which results in N λ = 13 and N s = 7. Consequently, the coefficients of the CEE scheme are obtained by solving the matrix system in (30) with N λ = 13 and N s = 7. The accuracy of this least squares solution is χ = 2.5 × 10 −5 . The MOT system is constructed using the temporal derivative of the TD-EFIVE (3) and is solved iteratively using the transpose-free quasi-minimal residual (TFQMR) method [50] . The TFQMR iterations are terminated when the condition
is satisfied. Here, I n l is the solution at time step l and iteration n, and χ TFQMR is the convergence threshold and is set to 10
in all simulations.
A. Accuracy of HE and CEE Schemes
The first example compares the accuracy of the HE and CEE schemes in extrapolating the temporal behavior of modes induced in a dielectric unit sphere. Let f (t) = G(t) * m(t), where m(t) = exp(ϑt) cos(2πςt) represents the temporal behavior of a mode. Consequently, f (t) is equivalent to the temporal behavior of the currents/fields induced in the scatterer. For a unit sphere with relative dielectric permittivity ε r = 12, parameters of m(t) are found to be ϑ = −1.153 × 10 8 Np/s and ς = 41.205 MHz (see Appendix). Parameters of G(t) are selected as f 0 = 34 MHz, f bw = 17 MHz, and t p = 0. First, the convolved signal f (t) is sampled with time step Δt = 2 ns. Then, HE and CEE are applied to extrapolate samples as
where p j store the extrapolation coefficients of HE/CEE schemes. Fig. 4(a) compares f (nΔt) and f ext (nΔt), n = 8, . . . , 14 computed using HE and CEE schemes. 
As expected, accuracy of both HE and CEE decreases as j is increased from 1 to 7. Additionally, figures clearly show that the CEE scheme is three orders of magnitude more accurate than HE scheme for all values of j.
B. Algebraic Stability
The second example compares the stability characteristics of the MOT-TD-EFVIE solvers with temporal basis functions constructed using the LP and APSW interpolators. For this purpose, eigenvalues of the companion matrices of the MOT systems in (12) (constructed using the LP interpolator) and in (15) (constructed using the APSW interpolator and HE/CEE schemes) are computed as required by the algebraic stability analysis described in [35] . The MOT systems are generated for unit spheres of dielectric material with relative permittivities ε r ∈ {3, 6, 12}. The flux density induced in the spheres is discretized using N = 2114 SWG basis functions and time step size is selected as Δt = 0.5 ns.
Eigenvalues in the z-domain are shown in Fig. 5(a) -(c) for ε r ∈ {3, 6, 12}, respectively. For ε r = 3, all MOT systems are stable since all the eigenvalues are located inside the unit circle |z| = 1 as shown in Fig. 5(a) . For ε r = 6, the MOT system (12) constructed using the LP interpolator becomes unstable since some of the eigenvalues move outside the unit circle, as shown in Fig. 5(b) . The MOT systems (15) constructed using the APSW interpolator and HE/CEE schemes are stable for ε r = 6. For ε r = 12, both the MOT system (12) constructed using the LP interpolator and the MOT system (15) constructed using the APSW interpolator and HE scheme are unstable as shown in Fig. 5(c) . The same figure clearly shows that the proposed MOT scheme using the APSW interpolator and CEE scheme maintains its stability when ε r is increased to 12.
Next, the eigenvalues of the companion matrices of the MOT system (15) constructed using the APSW interpolator and CEE scheme are compared to the (complex) frequencies of the modes induced in the unit dielectric sphere. It should be noted here that for this comparison, the eigenvalues of the companion matrices, which are in z-domain, are mapped to s-domain (Laplace domain) using s = 2(z − 1)/(Δt[z + 1]). Fig. 5(d)-(f) shows the mapped eigenvalues and the resonant frequencies of the unit dielectric sphere with ε r ∈ {3, 6, 12}, respectively. As expected, figures show that eigenvalues of the MOT system's companion matrix are clustered around the frequencies of the dielectric unit sphere's modes. The figures also show that as ε r is increased, more and more mode frequencies shift toward the origin. This means that more and more modes are induced inside the sphere for a given frequency. In other words, there are more mode frequencies in a given semidisk with fixed radius. To demonstrate this clearly, a semidisk with a radius of 100 MHz is also plotted in Fig. 5(d)-(f) . The modes with frequencies within this semidisk start contributing to the fields induced inside the sphere if the maximum frequency of excitation f max = 100 MHz. Fig. 5(d)-(f) clearly explains why the CEE scheme lead to more accurate (and stable) results even for high values of ε r .
It should also be mentioned here that, in all plots presented in Fig. 5(a)-(f) , there are clusters of eigenvalues located around z = 1 and s = 0, respectively. This is due to the fact that the MOT system is constructed using the temporal derivative of the TD-EFVIE (3). Consequently, a dc-component in the solution might be expected due to numerical errors introduced during discretization and limited accuracy of matrix inversion carried out at every time step [51] , [52] . It should be noted here that this dc-instability is not present in the solution of the MOT system constructed using the "regular" TD-EFIVE (3). Additionally, if one is interested in obtaining J(r, t) = κ(r)∂ t D(r, t) rather than D(r, t) by solving the temporal derivative of the TD-EFVIE (3), the dc-component can be easily eliminated using the scheme described in [52] .
C. Dielectric Shell
Next, the accuracy of the proposed MOT-TD-EFVIE solver with APSW interpolator and CEE scheme is demonstrated via the analysis of scattering from a spherical shell with relative dielectric constant ε r [inset of Fig. 6(a) ]. The shell is centered at the origin and its inner and outer radii are 0.75 and 1 m, respectively. The flux induced inside the shell is discretized using N = 27 546 SWG basis functions. Two sets of simulations are carried out.
For the first set, ε r = 3, f 0 = 40 MHz, f bw = 20 MHz, and t p = 14σ. The simulations are carried out using the MOT-TD-EFVIE solvers with the APSW interpolator and HE/CEE schemes for N t = 1175 time steps with step size Δt = 0.6 ns. For the second set of simulations, ε r = 100, f 0 = 18 MHz, f bw = 9 MHz, t p = 14σ, N t = 5250, and Δt = 2 ns. For this high-contrast problem, MOT-TD-EFVIE solver with the APSW interpolator and CEE scheme yields stable results whereas the one with the HE scheme fails. Fig. 7(a) plots 
D. Layered Dielectric Slab
With this example, the stability of the proposed MOT-TD-EFVIE with the APSW interpolator and CEE scheme is demonstrated via the analysis of scattering from a two-layer dielectric slab (inset of Fig. 8 ). The slab is centered at the origin. Its dimensions are 1.2, 1.2, and 0.6 m along x-, y-, and z-directions, respectively. The relative dielectric permittivities of the lower and upper halves are ε r = 100 and ε r = 150, respectively. The flux induced inside slab is discretized using N = 23 880 SWG basis functions. For this simulation, f 0 = 15 MHz, f bw = 15 MHz, and t p = 14σ and it is carried out using the proposed MOT-TD-EFVIE solver for N t = 4600 time steps with step size Δt = 1 ns. Fig. 8 shows the flux density computed at point (0.1, −0.51, −0.27 m). The solution is clearly stable and exhibits an oscillating behavior because of the physical resonance modes induced inside the dielectric slab. These modes decay very slowly because the reflection coefficients at surfaces of the slab have large values. Consequently, induced fields oscillate around an almost constant value as shown in Fig. 8 .
E. Luneburg and Eaton-Lippmann Lenses
To demonstrate the applicability of the proposed MOT-TD-EFVIE solver with the APSW interpolator and CEE scheme is used in the analysis of transient field interactions on the Luneburg [53] and Eaton-Lippmann [54] , [55] Fig. 9 shows that, as expected, the Luneburg lens focuses the fields at the opposite end of the lens. Fig. 10 shows that the EatonLippmann lens rotates the incident field around the lens. Fig. 11 plots the flux density at point (19.4, 2.8, 0 m) inside the lenses and demonstrates the stability of the solutions. 
IV. CONCLUSION
An MOT-TD-EFVIE solver, which maintains its stability even when applied to characterizing transient electromagnetic wave interactions on high-contrast dielectric scatterers, is described. The stability is achieved using band-limited APSW interpolators with continuous derivatives as temporal basis functions and a specially designed highly accurate extrapolation scheme that restores the causality of the resulting MOT scheme. This new scheme trains the extrapolation coefficients using exponential functions with exponents sampled on the complex frequency plane. Consequently, this increases the stability of the MOT-TD-EFVIE solver since decaying and oscillating modes (with complex wave numbers) induced inside dielectric scatterers are now taken into account more accurately. Indeed, numerical results demonstrate that the MOT-TD-EFVIE solver maintains its stability even when applied to analyzing wave interactions on high-contrast dielectric scatterers.
Development of preconditioning techniques to accelerate the iterative solution of the MOT system at every time step is underway. These techniques are needed since the conditioning of the MOT matrix gets worse as the contrast and/or the inhomogeneity of the scatterer increases.
APPENDIX
Cavity modes of a homogenous nonmagnetic dielectric sphere residing in free space are studied in [47] . Characteristic equations of the transverse electric and magnetic field (TE and TM) modes are obtained by enforcing the continuity conditions of these modes' electric and magnetic fields represented in the spherical coordinate system on the sphere surface ψ TE (βa) = 
n+1/2 (βa/ √ ε r ) = 0
where J n+1/2 (·) and H (2) n+1/2 (·) are the first kind Bessel and second kind Hankel functions of order n + 1/2, a is the radius of the sphere, and β = ω √ ε r ε 0 μ 0 is the mode wave number, ε r is the relative permittivity of the sphere, and ω = ω + jω is the complex frequency that determines the oscillation frequency ω and decay constant ω of the modes. Note that while deriving (36) and (37), it is assumed that the modes vary with e jωt = e jω t−ω t . To find the unknown ω = ω + jω for a given mode index n, the roots of (36) and (37) (38) where type ∈ {TE, TM} and β p is the root at the pth iteration. The iterations are terminated when |β p+1 − β p | < 10 −13 and ω is computed as ω = β p+1 / √ ε r ε 0 μ 0 .
