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III
Einleitung
In vielen Anwendungsbereihen m

ohte man eine Probe auf eventuelle Unre-
gelm

aigkeiten hin untersuhen. Hierbei ist man bestrebt, Methoden einzusetzen,




adigen. Im medizinishen Bereih spriht man









onnen, ist man auf
einen Informationstr









ager eignen sih unter anderem Ultrashall, Liht, R

ontgen-
strahlung oder auh anders geartete elektromagnetishe Strahlung. Abh

angig
von dem physikalish interessierenden Parameter, der Au

osung oder der Gr

oe




Ganz allgemein ndet eine Interaktion des Informationstr

agers mit dem Objekt
durh Absorption,

Anderung der Rihtung, Variation der Polarisation oder Phase
statt. Hierbei ist die Interaktion basierend auf Absorption niht ideal, da eine
gewisse Dosis verabreiht wird. Zudem ist der Kontrast, der durh Absorption
hervorgerufen wird, oft sehr gering, z.B. liegt er bei der Detektion von L

ohern
mit einem Durhmesser von 20m in Aluminium bei einer R

ontgenenergie von
25kV bei nur 1% (siehe [14℄). Auf der anderen Seite liegen die physikalishen
Parameter der Phasenmodulation h

aug, wie im Beispiel des Aluminiums, bis
zu 1000-mal h

oher als bei der Absorption. Daher erzeugt eine Messung, die die
Phasenmodulation feststellen kann, mitunter einen deutlih besseren Kontrast.
Die Vorteile einer phasensensitiven Messung liegen somit auf der Hand. Es
k

onnen hiermit auh Materialien untersuht werden, die kaum Strahlung absor-
bieren. Desweiteren kann die Energie der einfallenden Strahlung in solhe Berei-
he vershoben werden, dass die Probe nur noh wenig absorbiert. Dies verringert
die verabreihte Dosis und somit die Sh

adigung der Probe. Dadurh, dass bei
dem

Ubergang zweier Materialkomponenten fast immer ein Phasensprung vor-
liegt, entsteht ein viel besserer Kontrast, was wiederum zur Verringerung der
Dosis genutzt werden kann.
Eine Ver

anderung der Phasenlage der Welle dr

ukt sih durh Interferenz aus.
Indem z.B. der Abstand eines Detektors zur Probe ver

andert wird, entstehen ver-
shiedene Intensit

atsmuster. Es werden deshalb bei der holographishen Methode













otig, wie sie z.B. bei Synhrotronanlagen realisiert ist. Aber auh eine laborf

ahi-
ge Version in Form von Mikrofousr

ohren ist in der Entwiklung so weit fortge-
1





onnen. Die Messgeometrie untersheidet sih allerdings von der am Syn-
hrotron.
Da es sih bei der Phasenkontrasttomographie um eine Erweiterung der Ab-
sorptionstomographie handelt, ist auh sie 'shleht gestellt'. Das bedeutet, ohne
eine geeignete Regularisierung k

onnen keine stabilen Rekonstruktionen bestimmt
werden.
Die bisherige Modellierung fut auf einer anshaulihen Interpretation. Das Ge-
samtproblem wird in zwei Teilprobleme zerlegt, wobei diese Teile auf Theorien
beruhen, die aus der Elektronenmikroskopie und Absorptionstomographie be-
kannt sind. Eine Herleitung aus physikalishen Grundgleihungen wurde bei der
Modellierung bisher auer Aht gelassen.
Ziel dieser Arbeit ist es, eine konsequente Herleitung der bisherigen Modellierung
aus physikalishen Grundgleihungen anzugeben und hierauf aufbauend weitere
Modelle zu betrahten. Mit Hilfe dieser Herleitung lassen sih Fehlershranken
bestimmen, so dass der G

ultigkeitsbereih der Modelle angegeben werden kann.
Desweiteren kann eine Aussage dar

uber getroen werden, wie viele und in wel-
hen Entfernungen Messungen durhgef

uhrt werden sollten.
Mit neueren Methoden aus dem Bereih der Tomographie wie z.B. der Appro-
ximativen Inversen oder der shnellen R

ukprojektion lassen sih Verfahren ent-
wikeln, die weniger datenfehleranf





Auerdem wird die Messgeometrie an Mikrofousr

ohren analysiert und auh f

ur
diesen Fall werden Verfahren zur Rekonstruktion abgeleitet.
Im ersten Kapitel werden die drei gebr

auhlihsten Messgeometrien beshrieben,
die bei der Phasenkontrasttomographie zur Anwendung kommen. Hierbei spielt
die sogenannte holographishe Methode die wihtigste Rolle, da sie f

ur die mess-
tehnishe Umsetzung am einfahsten zu realisieren ist.
Der Shwerpunkt des zweiten Kapitels liegt auf dem Fresnel'shen Beugungs-
integral. Dieses spezielle Integral ist die Grundlage aller bisher entwikelten Re-
konstruktionsalgorithmen und wird daher in diesem Kapitel eingehend analysiert.
Zudem wird ein spezielles Problem, das auf dem Fresnel'shen Beugungsintegral
basiert und in optishen Anwendungen auftritt, diskutiert. Hierf

ur werden zwei
Rekonstruktionsverfahren abgeleitet und in numerishen Beispielen getestet.
Das dritte Kapitel besh

aftigt sih sehr detailliert mit der holographishen Mess-
methode. Durh eine konsequente Herleitung des bisher verwendeten mathema-
tishen Modells aus der Wellengleihung ergeben sih eine Reihe von weiteren




Modelle werden sowohl Fehlershranken in Bezug auf ihre Approximationsg

ute
als auh Rekonstruktionsverfahren abgeleitet. Numerishe Tests an synthetishen




at der Rekonstruktionen, die
Rehenzeit und das Verhalten bei Datenfehlern.
Die Modellierung bez

uglih Kugelwellen ist Thema des vierten Kapitels. Da die
Annahme von ebenen Wellen nur an speziellen Messanlagen wie z.B. dem Syn-




ahige Systeme, wie sie wahrsheinlih in
Form von sogenannten Mikrofousr

ohren bald eingesetzt werden, das Modell auf




Shlielih folgt im f

unften Kapitel eine kurze Zusammenfassung aller wihtigen
Resultate und ein Ausblik auf Fragestellungen, die sih an diese Arbeit anshlie-
en.
Mein besonderer Dank gilt Herrn Univ.-Prof. Dr. A. K. Louis, der mir ein
Arbeitsgebiet er

onete, das mir groen Spa bereitete. Auer, dass er immer
wieder wertvolle Impulse f

ur meine Arbeit setzte, erm

oglihte er mir auh, an
vershiedenen Tagungen teilzunehmen, so dass ih viele renomierte Autoren aus
dem Gebiet der Numerik pers

onlih kennen lernen konnte.
Desweiteren danke ih auh meinen Kollegen aus der Arbeitsgruppe, vor allem










ur die Bereitstellung des Datenmaterials vom ESRF danke ih Herrn Lukas Hel-
fen.






Bisherige Modelle und Verfahren
Seit rund hundert Jahren wird die konventionelle Radiographie in der Medizin




ufung eingesetzt. In vielen Bereihen ist sie als
Diagnose- und Analyseverfahren niht mehr wegzudenken.
Die traditionelle Radiographie basiert auf der Eigenshaft, dass untershiedlihe
Komponenten eines Objektes R

ontgenstrahlung vershieden stark absorbieren.
Der Kontrast eines Details h

angt zum einen von der Detailgr

oe und zum ande-
ren von dem Untershied des Absorptionsverhaltens der Details und des Umfelds
ab. Das bedeutet, je gr

oer das Detail bzw. der Untershied im Absorptionsver-
halten, desto besser ersheint das Detail in der Rekonstruktion.
Guter Kontrast wird z.B. im medizinishen Bereih bei der Visualisierung von
Knohen erreiht. Anders hingegen sieht es bei der Diagnose von Weihteilen
aus. Hier ist der Untershied im Absorptionsverm

ogen im Vergleih zu dem um-
gebenden Gewebe oft zu gering, um noh in verwertbare Informationen umgesetzt
zu werden. Bei der Visualisierung von Gef

aen behilft man sih durh die Ver-
wendung von Kontrastmitteln, die in die Gef

ae eingebraht werden. Allerdings
bedeutet dies nat

urlih einen viel h

oheren Aufwand. Auerdem hat diese Metho-
de den Nahteil, dass die Informationen stark verrausht sind.
Die phasenempndlihe Radiographie beruht darauf, dass auer der Amplitu-
de, was der klassishen Radiographie entspriht, auh die Phase der einfallenden
Welle moduliert wird. Dies hat zur Folge, dass Anteile des einfallenden Wel-
lenfeldes unter kleinstem Winkel aus der Ausbreitungsrihtung der Strahlung







otig, die zur Zeit nur an speziellen Messanlagen wie
der Synhrotronanlage in Grenoble verwirkliht ist. Allerdings ist die Entwik-
lung von Mikrofousr

ohren, die auh sehr gute Koh

arenzeigenshaften besitzen,
so weit fortgeshritten, dass phasenempndlihe Untersuhungen in naher Zu-





Dadurh, dass bei der phasenempndlihen Radiographie auer der Absorption
auh die Phaseninformation zug

anglih ist, ergeben sih zum Teil ganz neue An-
4
wendungsgebiete. Materialien wie Sh

aume, Fasern, Komposite und andere kaum
absorbierende Stoe sind so detektierbar, siehe [11, 15, 35℄. Da bei dem

Ubergang
von zwei Medien fast immer ein Phasensprung vorliegt, enthalten die Rekonstruk-
tionen einen sehr guten Kontrast. Vor allem bei biologishen Objekten, die nur
ein shwahes Absorptionsverm

ogen im Vergleih zur Umgebung besitzen, wie
z.B. bei der Untersuhung von Weihteilen ist dies ein groer Vorteil. Somit sind
bei der Rekonstruktion von Gef

aen keine Kontrastmittel mehr n

otig. Auh in
der Mammographie werden bessere und f

ur den Menshen vertr

aglihere Unter-
suhungsmethoden mit Hilfe von phasenempndliher Radiographie entwikelt,
siehe [28℄.
Aufgrund des guten Kontrastes ist es auh m

oglih, die Strahlendosis zu senken,
Faktoren von 10 bis 100 sind je nah Anwendungsgebiet realisierbar. Auer-
dem wird bei der Modulation der Phase keine Energie im Objekt umgesetzt, das








atze zur phasenempndlihen Tomographie lassen sih auf
Grund ihrer vershiedenen experimentellen Messanordnungen in drei Gebiete un-
terteilen. Dies sind: Interferometrishe Tehniken, Shlieren-Tehnik und holo-
graphishe Methode.
Hierbei spielt die holographishe Methode, auf Grund ihrer sehr einfahen expe-
rimentellen Realisierbarkeit, die wihtigste Rolle. Fast alle bisher entwikelten
Rekonstruktionsverfahren beruhen auf dieser Messmethode. Auh in dieser Ar-
beit werden wir uns auf diesen Ansatz konzentrieren, wobei aber ein Teil der
Ergebnisse aus dem zweiten Kapitel auh auf die beiden anderen Messanordnun-
gen anwendbar ist.







ontgenstrahl wird in zwei Teilstrahlen zerlegt. Einer der beiden
Strahlen wird durh das Objekt geleitet, der andere dient als Referenzstrahl und
wird am Objekt vorbeigef

uhrt. Hinter dem Objekt werden nun beide Strahlen
wieder vereinigt, und es ergibt sih ein Interferenzbild. Die Gestalt dieses Bildes
h

angt von der Phasenvershiebung der beiden Strahlen ab [8℄.
Um systematishe Fehler, die sih aus den experimentellen Apparaten ergeben,
zu kompensieren, wird ein Phasenshieber in die Anordnung eingef

ugt. Dieser
Phasenshieber kann durh Rotation in seiner eektiven Dike variiert werden
und verursaht dadurh eine zus







Abbildung 1.1: Anordnung bei Interferometrisher Messung
Die Rekonstruktion eines Phasenbildes gestaltet sih relativ einfah. Es wer-





asst sih dann unmittelbar das Phasenbild erzeugen. Durh die
Variation der Einfallsrihtung der R

ontgenstrahlung lassen sih Phasenbilder zu
vershiedenen Rihtungen berehnen. Mit Hilfe von tomographishen Verfahren
wie z.B. gelterter R





Die Anzahl der aufzunehmenden Bilder ist bei dieser Methode sehr hoh und au-
erdem wird eine hohe Intensit

at der einfallenden Strahlung ben

otigt, siehe [6℄.








Bei dieser Methode werden kleinste Winkelabweihungen des Strahls gemessen.
Eine

Anderung der Phase im Objekt lenkt den einfallenden Strahl lokal durh








Hier ist  der Ablenkwinkel, k die Wellenzahl und ' die Phasenfunktion des
Objektes.
Um die Abweihungen von der Einfallsrihtung des R

ontgenstrahls zu messen,
wird das Objekt zwishen zwei Kristalle positioniert. Hierbei fungiert der erste
Kristall als Kollimator der zweite als Analysator. Durh die Drehung des Ana-





Anteile zu den einzelnen Winkel abgetastet werden.





Abbildung 1.2: Messaufbau bei Shlieren-Tehnik
interferometrishen Methoden, ist er dennoh immer noh sehr aufwendig.





ontgenstrahls in der Beugungsebene vershie-
den sind zu denen in der Ebene senkreht dazu, ergeben sih in den Aufnahmen









Die Bezeihnung Shlieren-Tehnik wird in der Literatur niht einheitlih verwen-
det. Sie l

auft auh unter den Namen: 'refration ontrast' [42℄, 'phase dispersive
imaging' [27℄, 'phase ontrast imaging' [17℄ und 'diration enhaned imaging'
[16℄.
1.3 Holographishe Methode
Der vielversprehenste Ansatz, im Hinblik auf industrielle Anwendung, ist die
holographishe Methode. Der Messaufbau ist hier bedeutend einfaher als bei
den beiden vorigen Geometrien.







ontgenstrahlung beleuhtet. Da das Objekt eine Ver

anderung des Wellenfeldes
verursaht, ergeben sih, je nah Abstand des Detektors vom Objekt, untershied-
lihe Interferenzbilder. Aus den Interferenzbildern, die jeweils zu vershiedenen
Abst

anden des Detektors und zu untershiedlihen Einfallsrihtungen der R

ont-
genstrahlung aufgezeihnet werden, l

asst sih das Objekt bestimmen.
Der instrumentelle Aufbau ist bei der holographishen Methode bis auf den gr

oe-
ren Objekt-Detektor-Abstand, es werden Abst

ande von 0.01m bis 1m verwendet,

ahnlih der klassishen R

ontgentomographie. Lediglih die einfallende Strahlung








Abbildung 1.3: Messaufbau bei der holographishen Methode









oen vorhanden sind. Die
Qualit

at der Aufnahmen ist deshalb besser.
W

ahrend die Phaseninformation bei interferometrishen Methoden und bei der
Shlieren-Tehnik unmittelbar zug

anglih ist, muss bei der holographishen Me-
thode ein gr

oerer Aufwand betrieben werden. In der Literatur sind shon eine
Reihe vershiedener Rekonstruktionsverfahren f

ur diese Messgeometrie bekannt.





atze verwenden ein vereinfahtes Vorw

artsmodell, das auf zwei Teil-
shritten basiert:
In einem ersten Shritt wird die Objektfunktion zun

ahst entlang der Ausbrei-
tungsrihtung der einfallenden Welle in eine virtuelle Ebene projiziert, siehe Ab-







Erster Schritt Zweiter Schritt
Abbildung 1.4: Vorw

artsmodell bei den bisherigen Verfahren
Detektor ist nun die Intensit

















das einfallende und u
s
das gestreute Feld ist. Um das Modell zu linea-


















Die sogenannte Paraboloid-Methode von Cloetens et al [13, 14℄ zerlegt die Rekon-
struktion entsprehend dem Vorw






atsmessungen einer einfallenden Rihtung das Projektionsbild in der
virtuellen Ebene bestimmt. Hierzu kommen Verfahren zum Einsatz, die sih in
der Elektronenmikroskopie bew

ahrt haben [5, 29℄. Abshlieend wird mit Hilfe
mehrerer Einfallsrihtungen und gelterter R

ukprojektion die Objektfunktion
ermittelt. Die Paraboloid-Methode wird im dritten Kapitel als Spezialfall eines
anderen Verfahrens wieder auftreten.
Kohn [30℄ verwendet genau dieselbe Aufteilung wie Cloetens et al, benutzt aber
zus

atzlih eine Reihe weiterer N

aherungen. Dadurh wird die Berehnung des
virtuellen Projektionsbildes sehr vereinfaht. Allerdings ist dieses Verfahren auf
Grund der vielen N

aherungen nur auf einen kleinen Anwendungsbereih, im Be-





auh hier mit gelterter R

ukprojektion.
Die Gruppe von Wilkins benutzt zur Rekonstruktion die 'transport of intensity





atsprols bei variierendem Detektorabstand und
der Phaseninformation des Wellenfeldes her. Bezeihnen wir mit z den Abstand





Der r-Operator wirkt auf dem Detektor und die Koordinate x bendet sih
auh in der Detektorebene. Die Inversion setzt sih wieder aus zwei Teilshrit-
ten zusammen. Im ersten Shritt wird mit der TIE das Phasenprol in der
virtuellen Projektionsebene berehnet und shlielih das Objekt mit gelterter
R

ukprojektion bestimmt. Vor allem die Dierentiation der Intensit

at I nah
dem Abstand z gestaltet sih bei dieser Methode als numerish problematish.
Da Phasenobjekte,

ahnlih zum normalen Raushen, starke Oszillationen in der
Messung verursahen, ist die Dierentiation nur shwer zu regularisieren. Das
Verfahren ist deshalb sehr anf

allig gegen Datenfehler, siehe [14℄.
Einen anderen Weg beshreitet Bronnikov [9, 10℄. Mit Hilfe mehrerer N

aherungen
nutzt er einen Zusammenhang der 3D-Radontransformation der Objektfunktion
mit der 2D-Radontransformation der Daten. Eine Unterteilung des Rekonstruk-
tionsverfahrens in zwei Shritte ist niht n

otig. Der Algorithmus ist direkt als
gelterte R

ukprojektion darstellbar. Auh hier ist das Anwendungsgebiet auf
Grund der vielen Approximationen eingeshr

ankt. Bronnikov geht bei seinem
9
Verfahren davon aus, dass es sih bei dem untersuhten Objekt um ein reines
Phasenobjekt handelt, es also keine Absorption aufweist. Um dennoh absorbie-
rende Medien zu untersuhen, shl

agt er eine Messung sehr nahe am Objekt vor,
mit deren Hilfe das Absorptionsverm

ogen der Probe gemessen werden soll. Die
Daten f

ur die Rekonstruktion der Phase werden nun modiziert und sein Ver-







Die bisherigen Resultate auf dem Gebiet der Phasenkontrasttomographie zeigen
deutlih, dass phasensensitive Messungen niht nur eine Erg

anzung zur konven-
tionellen Radiographie darstellen, sondern ganz neue Anwendungsbereihe er-
shlieen.
Was die Messgeometrie betrit, so zeihnete sih in den letzten 3 Jahren ein
Trend in Rihtung der holographishen Methode ab. Dies ist auf Grund der
sehr einfahen Messanordnung verst

andlih. Interferometrishe Methoden und




aumlihe Rekonstruktion eines Objektes
wohl in Zukunft nur eine untergeordnete Rolle spielen.
Alle vorgestellten Rekonstruktionsverfahren zur holographishen Messmethode
verwenden das vereinfahte Vorw

artsmodell. Bisher ist noh niht gekl

art, wie









ussen, damit die Objektfunktion eindeutig bestimmt ist. Auerdem sind
die Verfahren in Bezug auf Shnelligkeit und ihre Regularisierungseigenshaften,
also Verhaltens bei Datenfehlern, noh niht optimiert.





uksihtigen, gibt es fast keine. Zwar beshreibt Cloetens in
[14℄ ein eingefrorenes Newton-Verfahren, doh Tests mit realen und k

unstlihen
Daten lieferten bisher keine

uberzeugenden Ergebnisse.
Shlielih soll Phasenkontrasttomographie mit Hilfe von Mikrofousr

ohren auh
in normalen Laboratorien angewendet werden. In diesem Fall ist die Annah-
me einer einfallenden ebenen Welle aber niht mehr zutreend, und stattdessen
m

ussen zur Modellierung Kugelwellen verwendet werden.






Alle Messmethoden, die im ersten Kapitel vorgestellt worden sind, verwenden bei
der Modellierung des gestreuten Feldes das sogenannte Fresnel'she-Beugungs-
integral. In diesem Kapitel besh

aftigen wir uns deshalb eingehend mit diesem
Integraloperator. Allerdings beshr

anken wir uns zun

ahst nur auf einen einfa-
hen Fall. Im dritten Kapitel, in dem wir uns der Rekonstruktion von r

aumlihen
Objekten zuwenden, werden wir das Modell entsprehend erweitern.
Im Speziellen analysieren wir in diesem Kapitel das Rekonstruktionsproblem ei-
nes Phasengitters. Unter einem Phasengitter verstehen wir ein Objekt, dessen
Tr

ager in einer Hyperebene liegt. Es stellt sih heraus, dass der Nahweis der





at des Operators zu zeigen.
Auerdem wird ein Gau-Newton Verfahren zur Rekonstruktion eines Phasengit-
ters vorgestellt.
2.1 Das Fresnel'she-Beugungsintegral
Bei der Untersuhung von kleinen Objekten wurde bereits von Th. Young (1773-
1829) und A. J. Fresnel (1788-1827) festgestellt, dass sih die Intensit

aten zweier
Lihtquellen niht, wie in der klassishen Optik angenommen, als Summe der bei-
den Einzelintensit

aten ergeben, sondern auh Interferenzersheinungen zeigen.
Als Erkl

arung kann hier das Wellenmodell mit dem Huygenshen Prinzip her-
angezogen werden, siehe [8℄. Dieses besagt, dass jeder Punkt eines Objektes als
Ausgangspunkt einer neuen Welle betrahtet werden kann. Im zweidimensionalen
Fall bedeutet dies, dass sih die Welle kreisf

ormig von den jeweils betrahteten
Punkten ausbreitet. Das gesamte Wellenfeld ergibt sih als

Uberlagerung aller
Wellen, die von den Punkten des Objektes ausgehen. Oft ist dieser Ansatz f

ur




Bei der sogenannten Fraunhofer N

aherung werden die Kreise von gleihem Shwin-
gungszustand jeweils durh Tangenten an die entsprehenden Kreise gen

ahert.
Dies bedeutet, dass von einer Ausbreitung in Form ebener Wellen ausgegangen
wird. Die Berehnung des Wellenfeldes wird hier sehr einfah, weil in diesem Fall









aherung ist die Fresnel-Approximation. Hier werden die Krei-







oer, und das ist auh der Grund, warum diese N

aherung in vielen An-
wendungen verwendet wird.
Kommen wir nun zur Denition des Fresnel'shen Beugungsintegrals, siehe [8, 21℄.






























ur z = 0
heit Propagationsoperator oder auh Fresnel'shes-Beugungsintegral zum Ab-
stand z.
Der Wert k 2 IR
+
entspriht der Wellenzahl und die Funktion T : IR! C nennen
wir Funktion des Phasengitters.
Da es sih bei dem Propagationsoperator um einen Operator vom Faltungstyp
handelt, bietet sih die Anwendung des Faltungssatzes an. In der Tat wird dieser
Zusammenhang in vielen bisherigen Methoden massiv ausgenutzt. So verwen-
det die interferometrishe Methode und die Shlieren-Tehnik den Faltungssatz
in Kombination mit shneller Fouriertransformation, um das Wellenfeld in der
Objektebene zu bestimmen.













Bei der eindimensionalen Fouriertransformation lassen wir den Index der Ein-





Die Berehnung der Fouriertransformierten des Kernes von dem Operator P
z
ge-
staltet sih als niht so einfah. Zwar erkennen wir sofort, dass der Kern eine

ahnlihe Struktur wie die Gau-Kurve, deren Fouriertransformation bekannt ist,
hat, aber einfahe Anwendung der Rehenregeln der Fouriertransformation (sie-
he z.B. [31℄ bez

uglih der Rehenregeln) liefert das rihtige Ergebnis nur bis auf
ein Vorzeihen. Dies liegt daran, dass bei der Anwendung der Rehenregeln eine




In der Standardliteratur ist eine exakte Herleitung der Fouriertransformierten des
Kernes niht zu nden. Wir f

uhren die Berehnung daher selbst aus.
12















































ur z < 0
:
Beweis: Ziel ist es, die Fouriertransformierte des Kernes auf die Fouriertransfor-








ahst den Fall z > 0.






















































































ft 2 LjRe(t) 2 [ M;M ℄g, 
2
= fM   itjt 2 [0;M ℄g, 
3
= ftjt 2 [ M;M ℄g und
13
4
= f M + itjt 2 [0;M ℄g.











































































































































































































































































Vollkommen analog gestaltet sih der Beweis f

ur z < 0.
2
Das obige Resulat hat zwei unmittelbare Folgen. Mit Hilfe des Faltungssatzes
k

























ur z = 0:
14
































aumen stetig ist. Die Stetigkeit ist eine wihtige Eigenshaft von gut gestellten
Problemen. Allerdings handelt es sih bei der Inversion des Propagationsopera-








Lemma 2.1.3 Es gilt f

ur z 6= 0
P
z































Beweis: Aus der Denition des Propagationsoperators ergibt sih
P
z




























































Nun betrahten wir die Glattheit des Bildes von P
z
.





T 2 C(IR) f

ur alle z 6= 0:
Hat auerdem T kompakten Tr







ur alle z 6= 0.
Beweis: Die erste Aussage ergibt sih unmittelbar aus dem Satz von Riemann-
Lebesgue (siehe [47℄) und Lemma 2.1.3.
15
Im Fall, dass T kompakten Tr























. Wegen Lemma 2.1.3
folgt nun die zweite Behauptung.
2
Dieser Satz zeigt also, dass f

ur niht stetige Daten, was auf Grund von Daten-







Inversion ist in diesen R

aumen nah der Denition von Hadamard somit shleht
gestellt.
2.2 Ein Problem bei Intensit

atsmessungen
In dem vorigen Abshnitt konnten wir sehen, dass die Inversion des Propagati-
onsoperators wegen der stetigen Invertierbarkeit keine groen Probleme mit sih





T j bekannt sind. In realen Anwendungen entspriht dies der
Messung der Intensit

at. Problemstellungen dieser Art nden wir unter anderem
in [20, 21℄.
Die Resulate, die wir f

ur dieses spezielle Problem erhalten, lassen sih sp

ater auf









Eine monohromatishe ebene Welle mit Wellenzahl k trit senkreht auf ein
geradliniges Phasengitter T . Die dadurh entstehenden Beugungsersheinungen
werden hinter dem Objekt auf einem Detektor im Abstand z aufgezeihnet. Die













Hierbei ist s die Koordinate auf dem Detektor.
Es f

allt sofort auf, dass die Messung der Intensit

at bei einem einzigen Abstand
z niht ausreihen kann, um die Funktion des Phasengitters T ohne weitere Zu-
satzinformationen zu bestimmen. Denn bei der Funktion T handelt es sih um







annimmt. Das Problem w

are in dieser Konstellation unterbestimmt.
Um ein vern

unftiges Ergebnis zu erzielen, m

ussen somit mehrere Messabst

ande

















aftigen wir uns in einem der nahfolgenden Abshnitte.




asst sih leiht berehnen.
Lemma 2.2.1 F








































































































































































































Der Fall z = 0 ist trivial.
2
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treen und somit eine optimale Abtastrate
angeben.
Satz 2.2.2 Hat T kompakten Tr









. Eine Abtastrate h mit h 
jzj
2bk





























Wegen suppfTg  [ b; b℄ liefert die Integration

uber  nur dann Beitr

age, wenn















Hieraus resultiert die -Bandbeshr





Die zweite Ausage ergibt sih sofort aus dem Shannon'shen Abtasttheorem.
2
2.2.1 Abbildungseigenshaften und R

aume



















































folgt direkt aus der Existenz der Ableitung.







































































































































































































































































































der Kern des Propagationsoperators ist.
F

ur die algorithmishe Umsetzung ist diese Form besser geeignet, denn die auftre-
tenden Fouriertransformationen lassen sih mit Hilfe von shneller Fouriertrans-
formation eÆzient implementieren.




































































































































Anmerkung : Die beiden formalen Ableitungen aus Lemma 2.2.3 und Lemma











Die Rekonstruktion des Phasengitters T aus Intensit

atsmessungen ist auh bei
diesem Problem shleht gestellt. Dies ist wieder eine unmittelbare Konsequenz
aus Satz 2.1.4.
2.2.2 Eindeutigkeit der L

osung des inversen Problems
Wie wir bereits gesehen haben, ist es niht m

oglih (ohne weitere Zusatzinfor-
mationen) die Funktion des Phasengitters aus nur einer Intensit

atsmessung zu







anden z, das Phasengitter T zu bestimmen.
Wir bemerken aus Lemma 2.2.1, dass wir T h

ohstens bis auf einen Phasenfak-
tor bestimmen k













ur alle  2 [0; 2). Das
bedeutet also, dass wir lediglih den Absolutbetrag und die relative Phasenlage
von T rekonstruieren k

onnen. Diese beiden Gr

oen sind aber zwei positive reelle
Funktionen. Andererseits entspriht die Messung einer Intensit

at auh einer po-
sitiven reellen Funktion. Es maht also Sinn anzunehmen, dass zwei Messungen
von I
z
an zwei vershiedenen Werten z reihen, um T bis auf den Phasenfaktor
eindeutig zu bestimmen. Diese Meinung ist in der Ingenieurliteratur oft zu n-





(siehe Theorem 1 in [46℄). Dies ist aber niht rihtig, wie wir im Folgenden zeigen
werden.
Um ein einfahes Gegenbeispiel f















ur x  0
 1 sonst:







2 IR, dann ist jede Wellenfunktion
P
z






































Beweis: Wir betrahten zuerst den Fall z > z
0









































Nohmaliges Anwenden von Lemma 2.1.2 liefert die Aussage.






Satz 2.2.6 Es sei T 2 L
2



















. Dann sind die beiden Aussagen:





























































































































aquivalente Umformulierung des Eindeutigkeitsproblems k

onnen wir




In [43℄ wird unter anderem die Nihteindeutigkeit von Problem ii) aus Satz 2.2.6





osungen tauhen dann auf, wenn j j sym-











oentlihungen wie z.B. [45℄ versuhen, Zwillingsl

osungen










onnen wir die Aussage des Theorems
1 in [46℄ widerlegen. In der dort benutzten Notation w

ahlen wir als Gegenbei-




= 0 und z
2
= k=2. Wir















(x; y) = 0
mit 
 = [ 1; 1℄
2




ur j = 1; 2 ergeben (Eine Um-
transformation der Menge 
 in das Quadrat [0; 1℄
2

andert an dem Gegenbeispiel
nihts).
Somit ist die Aussage des Theorems 1 aus [46℄ widerlegt.
Leider sind die Zwillingsl








onnen. In [43℄ werden sogar L

osungen mit einer
beliebig hohen, aber endlihen Mehrdeutigkeit konstruiert.





ankt wird. Unsere numerishen Tests aus Abshnitt 2.2.4 zeigen,
dass mit drei Messungen das Objket bereits gut zu erkennen ist, aber von starken
Oszillationen

uberlagert wird. Erweitern wir die Anzahl der Messabst

ande auf
vier, so vershwinden die Oszillationen in den Rekonstruktionen.
Allerdings ist weder f

ur diesen Fall noh f

ur eine beliebige Anzahl Messabst

ande
ein allgemeines theoretishes Eindeutigkeitsresultat bekannt.




ur alle z 2 IR bekannt ist. Dies ist genau die Aussage des folgenden Satzes.
Satz 2.2.7 Gilt f

























ur alle Werte z 2 IR;
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ur alle Werte z 2 IR;





























































(a) 6= 0 f

ur ein a 2 IR (g

abe es kein solhes a, dann w

are






 0 und somit die Aussage trivial!).





und substituieren ~ =



























Integrieren wir beide Seiten bez

uglih z, ergibt sih f




















































(IR) liegen, ist die Fouriertransformierte stetig. Somit gilt f

ur







































ur alle  2 IR:
Aus der Injektivit

at der Fouriertransformation resultiert shlielih die Aussage.
2
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ur alle z 2 M. Hat M einen H

aufungspunkt, dann gibt es









ur alle s 2 IR:








) bereits durh die
Messabst

ande aus M f

ur alle z 2 IR eindeutig bestimmt sind. Danah wenden
wir Satz 2.2.7 an.
Es sei T eine bandbeshr

ankte Funktion und I
z
(T ) bekannt f
























Setzen wir zur Vereinfahung



























Anwenden der Parsevalshen Gleihung f

uhrt zu














ankt ist, ist W (z; ) komplex analytish in z. Weil M einen
H

aufungspunkt hat, ist W (z; ) und somit auh I
z
(T ) bereits f














ur alle z 2 IR:










ur zwei vershiedene Messabst

ande' und 'Gesuht   bei gegebe-
nen j j und j
^
 j' gleihwertig sind (siehe Beweis zu Satz 2.2.6), stehen eine ganze




Ein Algorithmus, der sih in der Praxis bew

ahrt hat, ist das Verfahren von
Gerhberg-Saxton [20℄. Das Verfahren hat allerdings einige Shwahstellen. Au-








osungen ist, konnte die Konvergenz des
Verfahrens niht nahgewiesen werden. Die Praxis zeigt aber, dass die Methode
von Gerhberg-Saxton in den meisten F

allen konvergiert, siehe [3℄.
Die bishergigen Methoden verwenden bei der Berehnung nur zwei Messabst

ande.
Dies ist aber auf Grund der Zwillingsl

osungen zu wenig. Wir werden daher im Fol-











g bekannt sind, also
I
z
(T ) bekannt f

ur alle z 2 M:











































Die Methode von Gerhberg-Saxton l





Wir bezeihnen mit I
exp
z
die im Abstand z gemessene Intensit

at.
Algorithmus 2.2.9 (Erweiterter Gerhberg-Saxton-Algorithmus (EGS))
1. Gebe einen Startwert T
(0;1)





























und l = 1, ansonsten erh

ohe
den Index l um 1 und gehe zu Shritt 2
4. Erh









ur den Fall, dass die Menge M nur zwei Werte enth

alt, ergibt
sih die klassishe Methode von Gerhberg-Saxton.
Mit Hilfe der formalen Ableitungen aus Abshnitt 2.2.1 k

onnen wir auh ein
























) relativ leiht mit shneller Fouriertransfor-
mation auszuwerten ist, bietet sih zur L

osung des Systems ein CG-Verfahren an.
25




Abbildung, was bei der Berehnung der Adjungierten zu Problemen f

uhrt, zum
anderen ist das System, wie wir bereits gesehen haben, mit nur einer Messung
unterbestimmt.
Dem ersten Problem begegnen wir, indem wir shliht h als neue Variable de-















Nun brauhen wir noh einige Vorbemerkungen.
Lemma 2.2.10 Sei T 2 L
1
(IR), dann ist der Operator
A
z

























at des Operators A
z
(T ) ist oensihtlih. Es ist lediglih
zu zeigen, dass A
z
(T )(h; q) 2 L
2

















Satz 2.2.11 Es gelten:






































ur T 2 L
1
(IR) ist die Abbildung




(h; q) 7! A(T )(h; q) := (A
z
1











iii) Die adjungierten Operatoren von A
z











































Beweis: Die Aussage i) ist oensihtlih und Behauptung ii) wird mit Hilfe von
Lemma 2.2.10 nahgerehnet. F

ur iii) betrahten wir
hA
z





































































Der adjungierte Operator zu A(T ) ergibt sih aus































































at sih das System eines Newtonshrittes mit den neuen Bezeihnungen
angeben durh
A(T )(h; q) = b: (2.3)















































































otigt. Wenn wir allerdings einen Newtonshritt ausf

uhren, so addieren









are. Damit dies niht geshieht, shr






















































ur alle m 2 IN:
Beweis: Wir unterteilen den Beweis in drei Shritte
1. Wir zeigen zun












(T ) ist, reiht es
I
z


















































Somit ist also I
z
(T ) 2 L
2
(IR) und deshalb auh b 2 H
K
.










(T ) 2 L
1
(IR)

















































































ahstes zeigen wir, dass FA
z
































































































Hierbei haben wir den Operator Df(x) = f( x) verwendet. Auf Grund
von Satz 2.2.11 gilt auerdem A(T
0
)(h; q) 2 H
K
.


































ur die zweite Kom-









































































































andiger Induktion ergibt sih nun die Aussage.
2
Algorithmus 2.2.14 (Gau-Newton (GN))
1. W









)(h; q) = b
mit Hilfe von Algorithmus 2.2.12 iterativ.
3. F































ahnlihe Methode zu unserem GN-Verfahren nden wir mit der Einshr

ank-
ung auf zwei Messabst

ande in [7℄. Zur Regularisierung wird in [7℄ eine Levenberg-
Marquardt Methode vorgeshlagen, was einer Tikhonov-Phillips Regularisierung
des linearen Teilproblems A(h; q) = b entspriht.
In unserer GN-Methode wird die Regularisierung durh ein fr

uhzeitiges Abbre-
hen des CG-Verfahrens erreiht.
2.2.4 Numerishe Tests
Es werden insgesamt 2 vershiedene Phasengitter getestet. Die beiden benutzten
Phantome sind in den Abbildungen 2.3 und 2.4 dargestellt. Die synthetishen Da-
ten werden durh numerishe Integration des Fresnel-Beugungsintegals erzeugt.
Hierzu ist eine sehr feine Ortsdiskretisierung n

otig. Auerdem wird das Verhalten
bei Datenfehlern untersuht.
30


















































Die Testparamater sind im Detail:
 Phantom A (siehe Abbildung 2.3)
Wellenl







Anzahl der Detektorpixel 512
Gemessene Abst

ande 0:1, 0:2, 0:3, 0:4
 Phantom B (siehe Abbildung 2.4)
Wellenl







Anzahl der Detektorpixel 512
Gemessene Abst

ande 0:1, 0:2, 0:3, 0:4
31






























Abbildung 2.5: Daten zu Phantom A: Abstand 0:1 (links oben), Abstand 0:2
(rehts oben), Abstand 0:3 (links unten), Abstand 0:4 (rehts unten)
Die synthetishen Daten zu den beiden Phantomen sind in den Abbildungen 2.5
und 2.6 zu sehen.
Weil das Hauptanwendungsgebiet von Phasengittern im optish sihtbaren Be-
reih liegt, haben wir eine Wellenl

ange von 420 nm gew

ahlt.





onnen (siehe Abshnitt 2.2.2), m

ussen wir die bereh-
neten Phasengitter nahbehandeln. Hierzu drehen wir die Rekonstruktionen, so
dass
R
T (t)dt 2 IR
+
ist.
Das EGS-Verfahren iterierte insgesamt 2000 Mal, w

ahrend das GN-Verfahren 15
Shritte ausf

uhrte. Die Anzahl der CG-Shritte wurde an den Index der Newton-
iteration gekoppelt.
Bei den numerishen Tests zeigte sih, dass mit vier untershiedlihen Mess-
abst

anden stabile Rekonstruktionen berehnet werden k

onnen. Bei nur drei
Messabst

anden war zwar das Objekt grob zu erkennen, aber die Rekonstruk-
tionen waren mit starken Oszillationen behaftet.
Auh gegen

uber Datenfehlern im Bereih von 5% sind die beiden Verfahren sta-
bil, siehe Abbildungen 2.10, 2.11 und 2.13.
In Abbildung 2.7 ist die Konvergenzgeshwindigkeit der Methoden EGS und GN
dargestellt. Auf der Abszisse ist die Zeit, auf der Ordinate der Fehler der Re-
konstruktion zum Orginal aufgetragen. Es f

allt auf, dass das EGS-Verfahren bei
Phantom B niht konvergiert. Auh mit Variationen des Startwertes war eine
Konvergenz des Verfahrens niht zu erreihen.
32
































Abbildung 2.6: Daten zu Phantom B: Abstand 0:1 (links oben), Abstand 0:2
(rehts oben), Abstand 0:3 (links unten), Abstand 0:4 (rehts unten)




















Abbildung 2.7: Konvergenzgeshwindigkeit der Algorithmen EGS (durhgezoge-
ne Linie) und GN (gestrihelte Linie) f

ur Phantom A (links) und Phantom B
(rehts) Aufgetragen ist der Rekonstruktionsfehler gegen die Rehenzeit
33



























































































































































Wir wenden uns nun der holographishen Methode aus dem ersten Kapitel zu.
Da diese f

ur die Anwendung von besonderer Bedeutung ist, werden wir diesen
Ansatz sehr genau untersuhen. Nahdem wir eine allgemeine Herleitung aus der
Wellengleihung angegeben haben, werden wir hieraus eine Reihe von vershie-
denen Modellen ableiten und diese in Bezug auf ihre Genauigkeit diskutieren.
Weil der zwei- und dreidimensionale Fall sehr viele Parallelen aufweisen, werden
wir die Beweise zu den in diesem Kapitel getroenen Aussagen haupts

ahlih nur
im zweidimensionalen explizit durhf

uhren. Die Beweise im dreidimensionalen
Fall verlaufen, sofern niht anders bemerkt, vollkommen analog. Auerdem sind
die Aussagen dieses Kapitels so allgemein formuliert, dass sie sowohl im zwei-
dimensionalen als auh im dreidimensionalen gelten. Sollte die Dimension des
Raumes bei einer Behauptung eine Rolle spielen, so wird besonders darauf hin-
gewiesen.
Es ergeben sih f






onnen wir im Gegensatz zum vorigen Kapitel mit einigen Einshr

ankungen die




Zu den betrahteten Modellen werden wir auerdem eine Reihe vershiedener
Rekonstruktionsverfahren entwikeln, wobei auh die im ersten Kapitel erw

ahnte
Paraboloid-Methode wieder auftreten wird. Zum Abshlu des Kapitels folgen
einige numerishe Tests sowohl mit synthetishen als auh mit real gemessenen
Daten.
36
3.1 Herleitung aus der Wellengleihung
Wiederholen wir zun

ahst den Messaufbau bei der holographishen Methode:
Ein Objekt f mit Tr

ager in einem Gebiet 















; ) aufgenommen. Die Rihtung der einfallenden Welle wird in-
nerhalb einer Ebene mehrfah variiert, bzw. das Objekt wird einmal








Abbildung 3.1: Messanordnung bei der holographishen Methode
Auf Grund der Welleneigenshaft der R

ontgenstrahlung handelt es sih hierbei
um ein Streuproblem.
Da zeitharmonishe Wellen der Form
U
i
(x; t) = e
ikt
u(x)




(1  f)u = 0
beshrieben. Hierbei haben wir den Brehungsindex n durh f = 1 n
2
substitu-
iert. Physikalish gibt der Imagin

arteil des Brehungsindex n die Absorption und
der Realteil die Phasenvershiebung an. Da wir nur Objektfunktionen f mit sehr
kleinen Funktionswerten betrahten,

ubertragen sih diese physikalishen Eigen-
shaften auh auf f , also entspriht Im(f) dem Absorptionsverm

ogen und Re(f)
dem Ma der Phasenvershiebung.
37















































































ist die Hankelfunktion erster Art und Ordnung 0.
Dies ist bisher der allgemeine Zugang zu Streuproblemen. Da auf dem Detektor
nur Intensit

aten gemessen werden k








Die bisherigen Anwendungen an der Synhrotronanlage in Grenoble nden zur













Detektorabstand z 0:01  1:0m





oe der Detektorelemente 0:4  2m




ur die Berehnung der unbekannten Objektfunktion f m

ussen wir unter anderem
die Integralgleihung (3.1) l

osen. Hierzu existieren zwar eine Reihe von Methoden
[1, 39℄, aber diese sind bei den hier geforderten Au

osungen auf Grund ihrer




















onnen wir eine Reihendarstellung des Streu-


















ur r > :




















































Zur genaueren Beshreibung des Messvorgangs f

uhren wir nun eine neue Koordi-
natendarstellung ein. Wir setzen bei dem Messabstand z und der Einfallsrihtung
 die neue Darstellung
x = z + s mit s 2 
?
:





= fs : hs; i = 0g.
Weil die Rihtung der einfallenden Welle nur in einer Ebene variiert wird, de-






fx : kxk = 1g f

ur N = 2




ur N = 3:
3.2.1 Modell M1 - Die Born-Approximation
Nun werden wir das Vorw






aherung ist die sogenannte Born-Approximation.





assigt. Die Born-Approximation stellt f

ur shwahe Streuer f eine gute
N

aherung dar, da das gestreute Feld im Vergleih zum einfallenden Feld sehr
















onnen wir nun das Modell M1 angeben.
Modell M1: Es sei f die Objektfunktion, dann gilt f


















(z; ; s) = ju
i





Der Fehler, der durh diese N






ahst beweisen wir aber zwei Hilfsaussagen.




) mit ku  ~uk
L
1




























































































Wir bezeihnen die Kugel um a mit Radius  durh
B

(a) = fx : kx  ak  g:
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Um die Aussage des folgenden Lemmas

ubersihtliher darzustellen, setzen wir
f

ur Funktionen f mit kompaktem Tr

ager, suppffg  B




































ur N = 3
und f














































ur N = 3:
Lemma 3.2.2 Es sei der Tr

ager suppffg  B

(0). Dann gelten f









































































uhren den Beweis f

ur zwei Raumdimensionen durh. Die Bereh-
nungen zum Fall N = 3 verlaufen vollkommen analog.
Der Fehler zwishen dem exakten Streufeld und dem Streufeld der Born-Approxi-
mation ist f







































































































































































































































































































































































































Leider ist die obige Absh

atzung sehr grob, denn in den numerishen Tests zeigte
sih, dass selbst f





 100 die Born-Approximation das Streu-
feld sehr genau wiedergab.





ur das Modell M1.
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Satz 3.2.3 Es sei der Tr

ager suppffg  B

(0). Dann gilt f































































uber die Born-Approxmiation ist der Propagationssatz








) und suppffg  B
z







und  2 
?



















Die Kurve, die durh die Funktion ((a()   k) + ) bei festem  beshrieben
wird, heit auh Ewald-Sph

are.
Um synthetishe Daten zu erzeugen, k

onnen wir das Integral (3.2) numerish
auswerten. Allerdings ist dies wegen der groen Wellenzahl k und einer dement-
sprehend notwendigen feinen Diskretisierung niht durhf

uhrbar. Auf der an-
deren Seite bietet sih aber der Propagationssatz zur Datengenerierung an. Da
die Fouriertransformation von einfahen geometrishen Objekten, wie Rehteken
und Ellipsen, analytish zu berehnen ist, k

onnen Phantomdaten mit dem Modell
M1 und dem Propagationssatz shnell bestimmt werden.








ahung, die zum zweiten Modell f

uhrt, ist die Vernahl

assi-





































Modell 2 (M2): Es sei f die Objektfunktion, dann gilt f




























onnen wir sehr leiht eine Fehlerabsh

atzung angeben.
Satz 3.2.5 Es sei suppffg  B

(0). Dann gilt f

























































Beweis: Es ist f

ur  = h
1
oder  = h
2
mit Lemma 3.2.2:

















































Betrahten wir die beiden Fehlerabsh

atzungen in Satz 3.2.3 und 3.2.5, so f

allt
















oer als bei Modell M1. Die
Approximation an die exakte Intensit

at ist also shlehter.
3.2.3 Modell M3 - Die Parabeln

aherung
Das dritte Modell wird von vielen Autoren (siehe z.B. [9℄) zur Erzeugung von
synthetishen Daten angewendet. Es baut auf der Born-Approximation auf und
nutzt die speziellen Parameter bei der Phasentomographie, unter anderem das
Verh

altnis des Messabstandes zur Objektgr

oe. Im zweidimensionalen Fall wird
zun













ur kkx  yk >> 1
gen

ahert. Das neue Wellenfeld ist jetzt
u
s;2
















Diese Darstellung hat sehr groe

Ahnlihkeit mit der Born-Approximation im
dreidimensionalen. Aus diesem Grund gilt die folgende N

aherung sowohl im
zwei- wie auh im dreidimensionalen.
Wir zerlegen y = ~y + t mit ~y 2 
?
und, weil der Detektorabstand sehr viel
gr

oer ist als der Objektdurhmesser, approximieren die Norm kz + s   yk im
Nenner des auftretenden Bruhes durh
kz + s  yk  z;
45
sowie die Norm kz + s  yk in der Exponentialfunktion durh

















































f (t + ~y) dtd~y f



















f (t + ~y) dtd~y f

ur N = 3
:
Wir erkennen, dass sih die Berehnung des Streufeldes u
s;3
aus zwei Transfor-





aueren um das Fresnel'she-Beugungsintegral.
Um die Darstellung

ubersihtliher zu gestalten, denieren wir die beiden Ope-
ratoren P und P
z
, indem wir f



































g (; ~y) d~y f

















g (; ~y) d~y f

ur N = 3
:
setzen.
Hieraus resultiert shlielih das dritte Modell.
Modell 3 (M3): Es sei f die Objektfunktion, dann gilt f












(z; ; s) = ju
i





Das Modell M3 hat eine sehr anshaulihe Bedeutung. Die Anwendung der R

ont-
gentransformation projiziert das Objekt f in die Ebene z = 0. Durh Frensel-
Beugung an dieser Ebene wird nun das einfallende Wellenfeld auf den Detektor
abgebildet. Dies entspriht genau dem vereinfahten Vorw

artsmodell aus dem
ersten Kapitel (siehe Abbildung 1.4).





ur die Hankelfunktion im zweidimensionalen Fall.
46
Lemma 3.2.6 Es seien N = 2 und der Tr

ager suppffg  B



























































































































































































Insgesamt erhalten wir f

















































































Setzen wir nun die harakteristishen Gr

oen der Phasenkontrasttomographie,
siehe Abshnitt 3.1, in die obige Fehlerabsh

atzung ein, dann sehen wir, dass der
Fehler extrem klein ist. Somit kann die N











Lemma 3.2.7 Es seien suppffg  B

(0) und z > . Dann gibt es ein Polynom

2
homogen vom Grad 2 und ein Polynom 
4
homogen vom Grad 4, so dass
folgende Fehlershranken gelten:
1. im Fall N = 2 f













































































































2. im Fall N = 3 f










































































































Beweis: Wir beweisen wieder nur die Aussage f







































































































ist homogen vom Grad 4.
Der Abstand zwishen den beiden Streufeldern berehnet sih zu
ju
s;2







































































































































Integral erhalten wir die Aussagen des Lemmas.
2












aherungen Kreise durh Parabeln ersetzt werden, so ist es






atzung zeigt uns auerdem, dass f








aherung eine gute N

aherung an die Born-Approximation
darstellt. Sollte allerdings der Objektradius










uber die des gestreuten Feld-
es. In einem solhen Fall ist die Parabeln

aherung zur Modellierung dann weniger
geeignet.
Um den Abstand zwishen den beiden Intensit






































































































































































































































































































ur N = 3
ein.
Satz 3.2.8 Es seien suppffg  B

(0) und z > .
F







< 1 gilt dann





























































Beweis: Die Ausage folgt mit Hilfe der Dreieksungleihung unmittelbar aus den
Lemmata 3.2.1, 3.2.2, 3.2.6 und 3.2.7.
2
Bereits im zweiten Kapitel haben wir die Fouriertransformation des Propaga-
tionsoperators berehnet. Dieses Ergebnis k






einen Projektionssatz anzugeben, d.h. wir stellen einen Zu-
sammenhang zwishen der Fouriertransformierten des Streufeldes u
s;3
und der
Fouriertransformierten der Objektfunktion f her.




) und z > 0, dann gilt f


















































Aus diesem Ergebnis l






graphie leiht ersehen, denn im Fall, dass z ! 0, erhalten wir bis auf einen
Vorfaktor den Projektionssatz der R

ontgentransformation.
3.2.4 Modell M4 - Parabeln





Auh bei Modell M3 k













Modell 4 (M4): Es sei f die Objektfunktion, dann gilt f





















Mit denselben Ideen wie in Satz 3.2.5 l

asst sih auh f






Satz 3.2.10 Es seien suppffg  B

(0) und z > .
F







< 1 gilt dann
jI(z; ; s)  I
4






















jI(z; ; s)  I
4













3.3 Rekonstruktionsverfahren zu den angegebe-
nen Modellen
Nahdem wir die vershiedenen Modelle auf ihre Genauigkeit hin untersuht ha-
ben, wenden wir uns nun den Methoden zur Rekonstruktion der Objektfunktion
f zu. Wir starten mit der sogenannten Parabolid-Methode, die eine der Stan-
dardmethoden bei der Phasenkontrasttomographie darstellt.
Daraufhin leiten wir ein neues Verfahren mit Hilfe der Approximativen Inversen
her. Zus





Die nihtlinearen Verfahren basieren auf dem im zweiten Kapitel vorgestellten
GN-Algorithmus.
Im Folgenden werden wir mit I
exp
immer die gemessenen Intensit

aten bezeihnen,
die sih entweder aus den synthetishen Daten ergeben oder im realen Experiment
gemessen wurden. Weiter denieren wir noh die Funktion
g
exp
(z; ; s) = I
exp
(z; ; s)  1:
3.3.1 Die Paraboloid-Methode und das MOR-Verfahren
Wir beginnen mit dem Modell M4, das auf Grund der vielen Approximationen
am einfahsten zu behandeln ist. Die Intensit

at in Modell M4 ist gegeben durh
I
4



















(z; ; s) = I
4
(z; ; s)  1
ein. Die Fouriertransformierte von g
4

































otig sind, um das Objekt eindeu-
tig rekonstruieren zu k

onnen. Im Gegensatz zu der Problemstellung im zweiten
Kapitel, bei der wir keine Eindeutigkeit mit einer endlihen Anzahl von Mess-
abst
























Beweis: Wegen Formel (3.3) gilt f
































































Die Determinate der Matrix ist ungleih 0 f













Daher besitzt das System f

ur diese Werte von  genau eine L

osung.
Da die Objektfunktion f kompakten Tr

ager hat, ist auh der Tr

ager von Pf
kompakt. Hieraus folgt, dass F
N 1
Pf(; ) komplex analytish in  ist.
Weil das System (3.4) auf einer nihtleeren oenen Menge l

osbar ist, wird dadurh
die Funktion F
N 1
Pf(; ) eindeutig festgelegt.




und P ist shlielih f eindeutig bestimmt.
2
Wegen dieses theoretishen Resultates sind also Messungen mit zwei vershiede-
nen Abst

anden zur Bestimmung von f ausreihend, allerdings gibt der Satz keine
Auskunft

uber die numerishe Stabilit

at. In der Tat zeigt sih in numerishen





































































































































































































































































































ein Wert  addiert wird. Wir erhalten:
Algorithmus 3.3.2 (Paraboloid-Methode (PA))
 Berehne f














































































ur alle Rihtungen  inverse Fouriertransformation, um w zu be-
stimmen








allt direkt auf, dass die Paraboloid-Methode die hohen Frequnzen von F
N 1
Pf ,




uber Datenfehlern sind, niht behandelt. Ein-
zig die Singularit

at in dem Quotienten der Inversen wird ber

uksihtigt. Es ist
deshalb zu erwarten, dass die Paraboloid-Methode auf Datenfehler merklih rea-
giert.


















ar. Eine direkte Rekon-
struktion des Wertes F
N 1
Pf(; 0) ist also niht m

oglih!

















oglihkeit, die Frequenz  = 0 zu korrigieren, ist den Phasenwinkel von
F
N 1
Pf(; ) stetig in F
N 1
Pf(; 0) fortzusetzen. Diese Vorgehensweise be-
gr

unden wir mit der Stetigkeit von F
N 1
















bekannt ist, kann so die Frequenz  = 0 angen

ahert werden. Wir erhalten
Re(iF
N 1





















































Diese Methode kann aber instabil sein, zum einen falls die Fourierwerte um  = 0
sehr klein sind ( kann niht zuverl

assig bestimmt werden) oder der Wert Re(ie
i
)





ahst auf Null zu setzen. WeilF
N 1
Pf(; 0)
gerade der Mittelwert von Pf(; :) ist, kann nahtr

aglih die Funktion Pf ent-







ager von f .
Jetzt werden wir das Verfahren der Approximativen Inversen anwenden, siehe
[32, 33, 34℄. Zun

ahst geben wir aber eine kurze Zusammenfassung wie die Appro-




uber die Approximative Inverse bei vektorwertigen Funktionen n-
det sih in [44℄.


















































































































































































































































































































































































































































Nun sind wir in der oben geshilderten Situation und k

onnen die Approximative
































































osen. Dieses System l

asst sih niht analytish l

osen. Auh der Versuh, die
L

osung numerish zu bestimmen, ist sehr problematish, weil durh die hohe











Ein Mittel, diese Shwierigkeiten zu umgehen, ist das System im Fourierraum zu
betrahten. Wir shr

anken uns nun auf Mollier vom Typ e

(x; y) = e

(x   y)























































































































































































































































































































































onnen wir analog zur Paraboloid-Methode durh die Ad-
dition eines Wertes Æ im Nenner die Berehnung stabilisieren. Zu beahten ist,
dass wir den Wert Æ niht zum Regularisieren des Gesamtproblems (wie es in der
Paraboloid-Methode geshieht) benutzen, hierzu dient bereits der Mollier e

.
Auerdem kann der Wert Æ sehr klein gew










onnen. Indem wir mit dem Kern 	
und der Filterung ein modiziertes Filter
~
	 denieren, erhalten wir ein Verfahren





	 zu bestimmen, f

uhren wir einen Wehsel der Integrationsvariablen in Zy-






















































































ur N = 3
(3.8)
verwendet.






Da die Messanordnung bei

aquidistanter Winkelabtastung ein zylinderartiges Re-
konstruktionsgitter nahelegt, bietet sih eine beshleunigte Version der R

ukpro-
jektion, die shnelle R

ukprojektion, siehe [26℄, an. Hierbei werden die speziellen
Invarianzen der Messgeometrie ausgenutzt.
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 Wende shnelle R





Setzen wir im MOR-Verfahren f

ur den Mollier die Delta-Distribution, also
e

= Æ, dann erhalten wir genau die Paraboloid-Methode. Die Paraboloid-
Methode ist somit ein Spezialfall des MOR-Verfahrens.
Die G

ute, mit der der Kern 	 und somit auh
~































mel (3.7)). Je gr

oer dieser Wert f

ur eine Frequenz  ist, desto stabiler kann der
Kern an der Stelle  berehnet werden.




aig in die Berehnung eingeht,
k

onnen wir  f

ur ein xiertes  auh durh eine Variable  2 IR
N 1
ersetzen.
Nehmen wir an, dass die positiven Frequenzen von  im diskreten durh 
m
= hm







= 1; ::;M f










= 1; ::;M f

ur N = 3
gegeben sind. Da im Nenner die Frequenz  nur im Quadrat auftauht, sind
hiermit die negativen Frequenzen mit eingeshlossen. Die Frequenz  = 0 brau-
hen wir niht zu betrahten, da diese, wie wir bereits gesehen haben, niht ohne
besondere Behandlung rekonstruierbar ist.








onnen wir den Wert des
Nenners beeinussen und somit versuhen, eine optimale Wahl im Hinblik auf
die Stabilit

at der Berehnung von 	 zu nden.






















































































uhrt werden muss, ist die Rehenzeit
der verwendeten Optimierungsroutine niht wihtig. Wir haben in unseren Tests
mittels 'rude fore' eine gute Konstellation berehnet.
3.3.2 Das nihtlineare Verfahren NILI I
Wenden wir uns nun dem Modell M3 zu. Da es sih hier um ein nihtlinea-






(z; ; s) = I
3
(z; ; s)  1: (3.9)
Setzen wir nun die Darstellung der Funktion I
3
ein, dann sehen wir, dass sih die
Datenfunktion g
3
in zwei lineare und einen quadratishen Anteil aufteilt:
g
3













Der quadratishe Anteil, den wir durh die Funktion Q abk

urzen,





ist identish mit der Intensit

atsfunktion aus Kapitel 2.2. Aus diesem Grund
k

onnen wir die dort erzielten Ergebnisse auf Q

ubertragen. Viele Berehnungen
dieses Abshnittes verlaufen wegen dieser Identit

at analog zu Kapitel 2.2. Wir
werden deshalb in einigen F

allen auf die Zwishenrehnungen verzihten und
stattdessen nur auf die entsprehenden Bereihe in Kapitel 2.2 verweisen.
Wir untersuhen nun die Eindeutigkeit des inversen Problems.























uglih s und erhal-






















































ur ein a 2 IR ist, gilt f






























Nun sind wir in einer






(z; ; ) f








le kk > 2
ak
z
bestimmen. Weil Pf aber kompakten Tr

ager hat und somit
F
N 1




ur alle  shon




und P resultiert shlielih
die Aussage.
2
Dieses Ergebnis wirkt sehr merkw

urdig, denn die Struktur des Modells M3 ist
sehr

ahnlih zur Problemstellung in Kapitel 2.2. Dort war es jedoh niht m

oglih
die Eindeutigkeit mit einer festen Anzahl von Messabst

anden nahzuweisen. Bei
Modell M3 reihen aber zwei vershiedene aus. Auh der komplexe Phasenfak-




ussig. Der Grund hierf

ur
ist, dass bei dem Modell M3 das einfallende Feld auerhalb des Tr

agers von f
niht absorbiert wird, w

ahrend bei dem Modell aus Kapitel 2.2 das einfallende
Feld auerhalb des Tr

agers von T vollst

andig absorbiert wird. Somit steht im
Modell M3 bei dem inversen Problem mehr Information zur Verf

ugung und die
Eindeutigkeit kann mit zwei Messabst

anden gezeigt werden.
Die Rekonstruktion bei Modell M3 gliedert sih in zwei Teilshritte. Als er-




ur jede einfallende Rihtung  die R

ontgentrans-




Da die Rihtung  im ersten Teil der Inversion niht explizit in der Rehnung
ben

otigt wird, lassen wir die Variable  der besseren

Ubersiht halber weg.
Der erste Ansatz zur numerishen L

osung des nihtlinearen Problems (3.9), der
in [14℄ vorgestellt wurde, ist ein eingefrorenes Newton-Verfahren (Die Ableitung

































osung der Gleihung kommt in [14℄ die Paraboloid-Methode






onnen wir bei einem Verfahren erwarten, das die Ableitung an
der Stelle Pf
(j)





are deshalb ein Gau-Newton-Verfahren.
Betrahten wir zun

ahst den quadratishen Anteil











ur Q erhalten wir durh mehrfahes Anwenden





























Da wir die Gleihung (3.9) wieder im Fourierraum betrahten, ben

otigen wir zur



















































































































Mit Hilfe dieser Ableitung wenden wir nun das Gau-Newton-Verfahren an. Hier-
bei ist die Gleihung f



























) bezeihnen wir die Daten, die





Da der Operator g^
0
3
relativ einfah auszuwerten ist, bietet sih zur L

osung ein
CG-Verfahren an. Dabei ergeben sih zwei Shwierigkeiten. Zum einen bildet
g^
0




Dem ersten Problem begegnen wir, indem wir shliht h als neue Variable de-








































































































(h; q) 7! B(Pf)(h; q) := (B
z
1
























Beweis: Betrahten wir zun

ahst die Aussage f




















































































































































































































































asst sih das Problem eines Newtonshrittes mit den neuen Bezeihnungen
shreiben als
B(Pf)(h; q) = b: (3.10)
Zur L
























































































) die exakten, fouriertransfor-






























































ur alle m 2 IN:
Beweis: Wir unterteilen den Beweis in drei Shritte
1. Wir zeigen zun





















































































































































) und deshalb auh b 2 H
K
.






























































































Hierbei haben wir den Operator Df(x) = f( x) verwendet.
2. Als N

ahstes zeigen wir, dass B
z













































































Auf Grund von Satz 3.3.5 gilt auerdem B(Pf)(h; q) 2 H
K
.
3. Shlielih betrahten wir noh B






























































































ist nah Satz 3.3.5 klar.




Shlielih gelangen wir zum Gau-Newton-Verfahren:
Algorithmus 3.3.8 (NILI I)
1. W









)(h; q) = b
mit Hilfe von Algorithmus 2.2.12 iterativ.
3. F

























ur alle j = 1; ::; K
und gehe zur












3.3.3 Der IIF- und der BVD-Algorithmus
Nun betrahten wir das Modell M2. Als Daten setzen wir
g
2
(z; ; s) = I
2
(z; ; s)  1:
Da wir f

ur das gestreute Feld jetzt die Born-Approximation verwenden, bietet sih
der Propagationssatz 3.2.4 zur Inversion an. Nah diesem Satz gilt f

ur  2 
?



























uhren wir die Funktion

















(z; ; ) = W (z; )F
N
f(!(; )) +W (z; )F
N
f(!(; )):
Auh hier erhalten wir ein Eindeutigkeitsresultat.
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Dieses System ist auf einer nihtleeren, oenen Menge invertierbar. Genau wie
im Satz 3.3.1 folgt nun aus der Kompaktheit des Tr

agers von f die Eindeutigkeit
von F
N




ist deshalb auh f eindeutig festgelegt.
2
Um in den folgenden Berehnungen niht immer auf die Bedingung kk  k
hinweisen zu m

ussen, gehen wir nun davon aus, dass die betrahteten Frequenzen
 bereits die Ungleihung kk  k erf

ullen. In der Tat ist bei den sp

ateren
numerishen Berehnungen auf Grund der groen Wellenzahl k diese Bedingung
f






at bei der Rekonstruktion zu gew

ahrleisten, verwenden wir bei
der Inversion wieder mehr als einen Abstand.




































































Indem wir wie in Kapitel 3.3.1 die Approximative Inverse anwenden, erhalten wir
F
N





































































ussen wir noh die inverse Fouriertransformation von F
N
f bestimmen.
Dies ist allerdings problematish, da die Fouriertransformierte nur auf den Ewald
Sph






onnen, interpolieren wir f deshalb auf ein kartesishes Gitter.
67




































(a()  k) os'+ 
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Im zweidimensionalen Fall f


















des Winkels ' erhalten. Zwei ergeben sih direkt aus der obigen Formel durh
Anwenden der aros-Funktion und die beiden anderen aus '
3;4
= 2   '
1;2
.
Durh Einsetzen in die Formel (3.11) k





Wie aus der konventionellen CT zu erwarten, ergibt lineare Interpolation auf das
kartesishe Gitter einige Artefakte. In der CT wurden f

ur dieses Problem Vor-
shl

age zur Verbesserung der Rekonstruktion gemaht, siehe [38℄.
So k

onnen wir zeropadding sowohl direkt auf die Daten anwenden, was aber nur
eine minimale Verbesserung der Rekonstruktionergebnisse bringt, oder wir be-
nutzen zeropadding, bevor wir die Interpolation anwenden. Dies verbessert das
Bild merklih.







agers (siehe [38℄). Hier wird eine beshleunigte Sin-Reihe
f

ur die Fouriertransformation angesetzt.
Um die Fouriertransformation noh genauer zu berehnen, k

onnen wir auh die
diskrete Fouriertransformation an niht

aquidistanten Punkten auswerten, was






















f mit Hilfe beshleunigter Sin-Reihe auf ein kartesishes
Gitter
 Wende shnelle inverse Fouriertransformation an
Ein weiterer Ansatz basiert auf einer Methode, die in der Ultrashalltomographie
von Devaney vorgeshlagen wurde (siehe [19℄). Hier wird die Interpolation im
Fourierraum umgangen, indem direkt auf dem vorgegebenen Gitter die inverse













Koordinatentransformation auf die Ewald-Sph































Weise einen shnellen Algorithmus anzugeben. Die Laufzeit f

ur die direkte Um-
setzung des Integrals (numerishe Integration) h

atte im dreidimensionalen bei n


















onnen wir das Verfahren, indem wir die hohe Wellenzahl k der





















































































angig von x gewor-
den. Wir erhalten deshalb ein Verfahren vom Typ gelterte R

ukprojektion. Die
Laufzeit dieses Algorithmus ist im dreidimensionalen O(n
4
).
Als Abbruhindies M reihen in der Regel shon kleine Werte von M = 1 bis
M = 4. Die beshleunigte Variante ist:
Algorithmus 3.3.11 (Beshleunigte Variante (BVD))
Vorberehnung:










 Filtere die Daten f







































Bei der klassishen gelterten R

ukprojektion kann die innere Integration, hier





ahlt, eine inverse Fouriertransformation analytish berehnet
und die dann entstehende Faltung mittels numerisher Integration ausgewertet.
Leider ist ein analoges Vorgehen bei dem BVD-Algorithmus niht ohne weiteres
m

















ist niht analytish berehenbar.
Mit einigen Approximationen k





























ur einfahe Filter wie z.B. das Ram-Lak Filter kann dieses Integral nun ana-
lytish berehnet werden. Daher w

are es auh m

oglih, die Multiplikation im
Fourierraum durh eine Faltung zu ersetzen.
3.3.4 Die nihtlinearen Verfahren NILI II und NILI III
Shlielih analysieren wir das noh fehlende Modell M1. Die Daten sind nun
g
1
(z; ; s) = I
1
(z; ; s)  1:
Zur L

osung des inversen Problems wenden wir wie in Kapitel 3.3.2 auh hier
ein Gau-Newton-Verfahren an. Die Rehnungen zur Herleitung des Verfahrens
verlaufen vollkommen analog zu Kapitel 3.3.2. Wir werden deshalb nur die Er-
gebnisse angeben.
Da sih auh hier zur Herleitung eines Inversionsverfahrens der Propagations-
satz anbietet, ergibt sih wie im vorigen Abshnitt das Problem der Frequenzen
kk > k. Dieses k

onnen wir umgehen, indem wir anstatt f eine tiefpassgelterte
Version von f berehnen. Wir benutzen daher die Abk

urzung
















ur kk  k
0 sonst:
Wie bereits im vorigen Abshnitt erw

ahnt, hat diese Einshr

ankung keine Aus-
wirkungen auf die numerishen Ergebnisse, da die diskreten Frequenzen wegen


















































Genau wie bei dem Verfahren NILI I setzen wir auh hier q = h. Desweiteren
sehen wir wieder, dass die einzelnen Rihtungen vollkommen separat voneinander
betrahtet werden k

onnen. Wir lassen daher die Einfallsrihtung  im Argument
der Funktionen der besseren

Ubersiht halber weg. Um dennoh anzudeuten,
dass die Fouriertransformation auf den Ewald Sph













































































































































Bei dem entstehenden Gau-Newton-Verfahren l

osen wir in jedem Iterations-




























h; ~q) = b: (3.12)






; ) bezeihnen wir die Daten, die sih bei der Funktion
~
f im Modell M1 ergeben.
Zur L


















































































Durh das Gau-Newton-Verfahren haben wir nun die Fouriertransformation von
f auf den Ewald Sph

aren bestimmt. Genau wie bei dem linearen Fall ergeben sih
die beiden M

oglihkeiten, entweder die Fourierwerte auf ein kartesishes Gitter
zu interpolieren und dann shnelle Fouriertransformation anzuwenden (wie im





uhren. Die beiden hieraus resultierenden Methoden sind NILI II und
NILI III.
73




















h; ~q) = b
mit dem CG-Verfahren 3.3.12
3. F
































ur alle j = 1; ::; K
und gehe zur









f mittels beshleunigter sin-Reihen auf ein kartesishes
Gitter
5. Wende shnelle inverse Fouriertransformation an




















h; ~q) = b
mit dem CG-Verfahren 3.3.12
 F
































ur alle j = 1; ::; K
und gehe zur







 Filtere die Daten f








































Die im vorigen Abshnitt hergeleiteten Verfahren m

ussen sih nun in der Anwen-
dung bew

ahren. Dazu erzeugen wir eine Reihe von Phantomen und vergleihen
die Ergebnisse der Verfahren bez

uglih ihrer Rehenzeit und ihrer Genauigkeit.
Als Mollier f

ur die Approximative Inverse w















Bei der Wahl der Messabst

ande lassen wir uns von der Strategie in Kapitel 3.3.1






Da die Rihtungen unabh

angig voneinander betrahtet werden k

onnen, lassen sih
alle vorgestellten Verfahren sehr leiht parallelisieren. Dies zahlt sih besonders




Bei den Tests mit k

unstlihen Daten konzentrieren wir uns auf den zweidimen-
sionalen Fall. Dies stellt keine groe Einshr

ankung dar, weil die Struktur des
Problems in zwei und drei Dimensionen gleih ist. So k

onnen wir die Ergeb-
nisse, die wir im zweidimensionalen erhalten, direkt auf den dreidimensionalen
Fall

ubertragen. Zudem lassen sih die Rekonstruktionen im zweidimensionalen
besser veranshaulihen.
Bei allen Phantomen haben wir folgende Parameter verwendet:
Wellenl





oe der Detektorelemente 10
 6
Anzahl der Pixel 512
Messrihtungen 800
Wir beginnen die Rekonstruktionen aus exakten Daten. Diese erzeugen wir mit
Hilfe der Reihendarstellung aus Kapitel 3.2. Allerdings stellt sih die Bereh-
nung der exakten Daten bei den hohen Wellenzahlen problematish dar, denn die
KoeÆzienten a
n
der Reihendarstellung liefern bei den hohen Wellenzahlen auh
f

ur einen sehr hohen Index noh einen niht zu vernahl

assigenden Beitrag. Dies
sehen wir z.B. in der Besselfunktion J
n
(k). Da die Wellenzahl k = 2:1  10
10




otigen wir Werte ungef

ahr bis zum Index
n  10
6





Indies sowohl im Z

ahler wie auh im Nenner Ausl

oshung auftritt. Auswirkun-
gen hat dies besonders auf Oszillationen in der Intensit

at, die durh Variation im
Realteil von f verursaht werden. Der Realteil von f kann wegen diesen Proble-


































Abbildung 3.3: Rekonstruktion von Phantom A mit MOR bei den Messabst

anden
z = 0:01; 0:15; 0:35; 0:4: Realteil (links), Imagin

arteil (rehts)
Als erstes Phantom betrahten wir einen Kreis mit Radius 8  10
 5
, siehe Ab-
































Abbildung 3.5: Rekonstruktion von Phantom B mit MOR bei den Messabst

anden





ahstes untersuhen wir die Wahl der Messabst

ande. Hierzu haben wir
das Phantom B, siehe Abbildung 3.4, mit zwei untershiedlihen Konstellatio-
nen von Messabst

anden aufgezeihnet. Zur Datenerzeugung verwenden wir nun
niht mehr die Reihendarstellung, sondern den Propagationssatz der Born-Appro-
ximation.




ande ist (siehe Abbildung 3.5)
z = (0:02; 0:14; 0:77; 0:98):
Auf der anderen Seite stellt
z = (0:01; 0:17; 0:33; 0:65);
wie wir in Abbildung 3.6 erkennen k

onnen, eine shlehte Wahl dar. Der Grund
f
















Abbildung 3.6: Rekonstruktion von Phantom B mit MOR bei den Messabst

anden





ahrend die erste Konstellation der Messabst

ande einen sehr ho-
hen Wert f

ur G liefert, ergibt die Auswertung der zweiten Konstellation einen
sehr kleinen Wert. Hieraus resultiert, dass mit der ersten Wahl der Kern stabiler
berehnet werden kann als mit der zweiten.
Nun wenden wir uns den Laufzeiten der Algorithmen zu. Die Messung der Re-
henzeit bei Phantom B ergab auf einem herk

ommlihen Desktop-PC:
PA MOR NILI I IIF BVD NILI II NILI III
319 s 170 s 485 s 27 s 841 s 586 s 1474 s
Die nihtlinearen Verfahren haben jeweils zwei Newtonshritte durhgef

uhrt. Der
BVD-Algorithmus verwendete den Wert M = 1.
Zu beahten ist, dass die Verfahren, die auf der Parabeln

aherung basieren (PA,
MOR, NILI I), nur die H

alfte der Messrihtungen ben

otigen, denn bei dieser
N

aherung wird die R

ontgentransformation verwendet.
Wie zu erwarten, ist der IIF-Algorithmus mit Abstand das shnellste Verfahren.
Seine Komplexit

at ist wegen der shnellen Fouriertransformation O(n
2
logn), al-
so deutlih besser als die Verfahren mit R













ahlih von der shnellen R

ukprojektion,
aber auh von der Approximativen Inversen, deren Kern sehr gut vorberehnet







zeit als das MOR-Verfahren. Der Grund hierf

ur ist, dass der BVD-Algorithmus
alle Rihtungen ben





Die nihtlinearen Verfahren haben eine wesentlih h

ohere Rehenzeit. Hier bie-
tet sih besonders die M





























ahstes analysieren wir die Genauigkeit und Stabilit

at der Methoden. Dazu
erzeugen wir zus

atzlih zum Phantom B das Phantom C, siehe Abbildung 3.7
und addieren zu den Daten einen zuf

alligen Fehler. Bei dem Phantom C handelt
es sih um einen st

arkeren Streuer. Wir rekonstruieren auf einem 512
2
-Gitter mit
Shrittweite h = 10
 6
und nehmen als Messabst

ande die erste Wahl
z = (0:02; 0:14; 0:77; 0:98):
Wir erhalten f

ur die Verfahren unter Verwendung der Frobenius-Norm folgende
relative Fehler:
Phantom Datenfehler PA MOR NILI I IIF BVD NILI II NILI III
B 0% 0:04 0:06 0:06 0:04 0:06 0:03 0:06
B 1% 0:08 0:07 0:08 0:29 0:08 0:31 0:08
B 5% 0:31 0:19 0:27 1:06 0:19 1:17 0:27
C 0% 0:11 0:12 0:06 0:12 0:12 0:04 0:06
C 1% 0:13 0:13 0:08 0:26 0:13 0:25 0:08
C 5% 0:30 0:21 0:24 1:16 0:21 1:13 0:24
Es f

allt auf, dass die Paraboloid-Methode bei Phantom B und Phantom C ohne
Datenfehler geringf

ugig bessere Rekonstruktionen liefert als das MOR-Verfahren.
Der Grund hierf

ur ist die shnelle R

ukprojektion des MOR-Verfahrens. Da-
durh, dass zun

ahst auf einem Polargitter rekonstruiert wird, tritt bei der ab-
shlieenden Interpolation ein zus

atzliher Fehler auf. Anders sieht es hinge-
gen bei Datenfehlern aus. Hier kommt die bessere regularisierende Wirkung des















Abbildung 3.8: Rekonstruktion von Phantom B bei 5% Datenfehler mit der

















Abbildung 3.9: Rekonstruktion von Phantom B bei 5% Datenfehler mit dem
MOR-Verfahren: Realteil (links), Imagin

arteil (rehts)
shlehter ab (siehe auh Abbildung 3.8 und 3.9).
Das IIF- und das NILI II Verfahren zeihnen sih durh sehr gute Approximati-
onseigenshaften ohne Datenfehler und durh eine extreme Sensitivit

at auf Da-
tenfehler aus, siehe Abbildung 3.10. Wie bereits in [38℄ beshrieben ist hier die
Interpolation im Fourierraum kritish. Die zun

ahst nur lokalen Interpolations-
fehler werden bei der inversen Transformation global auf das gesamte Bild verteilt.
Das Ergebnis ist niht mehr zu gebrauhen.
Da es sih bei Phantom C um einen st

arkeren Streuer handelt, sind die linearen
Modelle, auf denen die Verfahren PA, MOR, IIF und BVD basieren, niht mehr
ausreihend. Hier zeigt sih die St

arke der nihtlinearen Algorithmen NILI I,
NILI II und NILI III. In der Abbildung 3.11 sehen wir bei dem MOR-Verfahren















Abbildung 3.10: Rekonstruktion von Phantom B bei 5% Datenfehler mit dem





















Abbildung 3.11: Rekonstruktion von Phantom C ohne Datenfehler mit dem
MOR-Verfahren : Realteil (links), Imagin

arteil (rehts)
3.12, niht mehr auftreten.
Der BVD-Algorithmus kann bei den Phantomen B und C keine Verbesserung im
Vergleih zum MOR-Verfahren verzeihnen, weil die beiden Phantome von ihrer
r






























Abbildung 3.12: Rekonstruktion von Phantom C ohne Datenfehler mit dem Ver-













Abbildung 3.13: Phantom D (links) mit einer Vergr

oerung des Kreises (rehts)





aherung verlassen. Dazu ben






andern wir die Messparameter zu
Wellenl





oe der Detektorelemente 2  10
 6
Anzahl der Pixel 4096
Messrihtungen 800
Als Objekt nehmen wir einen Kreis mit Radius 1:6  10
 4
, der aus dem Drehmit-
telpunkt um den Abstand 3  10
 3
vershoben ist, siehe 3.13. Die Objektfunktion
f , die wir rein reell w

ahlen, ist in einer Vergr

oerung in Abbildung 3.13 zu erse-

















oerung der Rekonstruktion von Phantom D mit dem
MOR-Verfahren (links) und dem BVD-Algorithmus bei einem Index von M = 4
(rehts)
vor allem am oberen und unteren Rand des Objektes einige Vershmierungen.
Dies deutet darauf hin, dass die Parabeln

aherung hier niht mehr ganz zutref-
fend ist. Da der BVD-Algorithmus niht auf der Parabeln

aherung, sondern auf
der Born-Approximation beruht, k

onnen wir hier bessere Ergebnisse erwarten.
In der Tat werden bei dem BVD-Algorithmus mit einem Index von M = 4 die
Vershmierungen an den R

andern abgemindert (Abbildung 3.14 rehts).
83
3.4.2 Reale Daten
Nun wenden wir unsere Verfahren auf zwei reale Datens






urlih die dreidimensionalen Varianten der Methoden.
Die beiden Datens

atze wurden vom ESRF (European Synhrotron Radiation
Faility) in Grenoble zur Verf

ugung gestellt. Es handelt sih in beiden F

allen
um shwah absorbierende Medien, n

amlih um eine Polymerfaser und um einen
Polystyren-Shaum.
Auf Grund der Ergebnisse des vorigen Abshnitts benutzen wir zur Rekonstruk-
tion das MOR-Verfahren. Die nihtlinerearen Methoden NILI I und NILI III
ergaben keine wesentlihen Verbesserungen in den Rekonstruktionen, weil die
Objektfunktionen nur einen sehr kleinen Wertebereih besitzen, so dass die li-
nearen Methoden ausreihen, um eine gute Rekonstruktion zu erhalten.









oe der Detektorelemente 0:95m
Anzahl der Pixel 1024
2





ande 2:7 m, 20:7 m, 50:5 m, 90:1 m
Die Intensit

atsmessungen einer Projektionsrihtung sind in Abbildung 3.15 zu
sehen.
Wir erkennen deutlih, dass die Aufnahme zum Abstand 2:7 m kaum Kontrast
liefert. Es handelt sih also um ein shwah absorbierendes Medium.
In der Rekonstruktion, siehe Abbildungen 3.16 und 3.17, wird dies best

atigt. Wir
sehen auh, dass die Phaseninformation einen viel besseren Kontrast liefert als
die Absorption. Die rekonstruierten Werte f






ur die Absorption bei  1  10
 8
.
Allerdings erkennen wir auh eine Reihe von Streifenartefakten, vor allem in
Rihtungen, in denen viel Polymer durhstrahlt wird. Dieser Eekt kann zwei
Ursahen haben. Zum einen ist die Anzahl der Projektionsrihtungen mit 700
etwas zu klein, ideal w

aren rund 800, zum anderen wird entlang der Rihtungen
in denen viel Material durhstrahlt wird, die Intensit

at sehr stark gemindert.
























ande 2:7 m (links oben), 20:7 m (rehts oben), 50:5 m (links unten) und
90:1 m (rehts unten)
Abbildung 3.16: Shnitt durh das rekonstruierte Objekt in einer H

ohe von




aumlihe Darstellung der Rekonstruktion des Polystyren-
Shaums mit MOR: Phaseninformation (links), Absorption (rehts)
Die Kenngr

oen bei der Polymerfaser sind:
Wellenl






oe der Detektorelemente 2:8m







ande 0:3 m, 4:55 m, 20 m, 60 m
Genau wie bei dem Polystyren-Shaum liefern die Aufnahmen zur Polymerfa-
ser bei kleinen Abst

anden nur sehr shlehten Kontrast siehe Abbildung 3.18.
In der Rekonstruktion hingegen sind die Konturen bei der Absorption besser
zu erkennen als bei der Phaseninformation, siehe Abbildung 3.19. Dies wird
h

ohstwahrsheinlih durh die relativ groe Pixelgr

oe von 2:8m verursaht.
Dadurh k

onnen die feinen Oszillationen, die durh die Phasenvershiebungen
bewirkt werden, niht mehr hinreihend aufgel

ost werden und als Folge verliert
die Rekonstruktion der Phaseninformation an Sh

arfe.
Allerdings bemerken wir bei der Phaseninformation einen besseren Hell-Dunkel-
Kontrast. Dies zahlt sih unter anderem bei der r

aumlihen Darstellung des
Objektes aus, siehe Abbildung 3.20. Hier sind die Strukturen besser zu erken-
nen. Die rekonstruierten Werte f





























(links oben), 4:55 m (rehts oben), 20 m (links unten) und 60 m (rehts unten)
Abbildung 3.19: Shnitt durh das rekonstruierte Objekt in einer H

ohe von




aumlihe Darstellung der Rekonstruktion des Faserstoes mit







Die Untersuhungen des vorigen Kapitels basierten auf der Annahme, dass die
einfallende Welle als ebene Welle vorliegt. Diese Bedingung kann z.B. bei einem
Synhrotron sehr einfah realisiert werden.
Anders sieht es hingegen bei der sogenannten Mikrofousr

ohre aus, die sehr gu-
te Aussihten hat, f

ur die labortehnishe Anwendung relevant zu werden. Sie
erf

ullt die Eigenshaft von ebenen Wellen allerdings niht. Gute Koh

arenzbedin-
gungen werden bei einer Mikrofousr






ohre erzeugt. Dieser Brennek kann als Ausgangspunkt einer Kugel-
welle angesehen werden.
Da die Messanordnung bei Mikrofousr

ohren von besonderer Bedeutung ist, wer-








ur die praktishe Anwendung von groem In-
teresse ist, hat sie auh den Vorteil, dass durh diese spezielle Anordnung eine
optishe Vergr

oerung des Objektes erzielt wird.
4.1 Das Vorw

artsmodell und die Erzeugung von
Phantomdaten
Ausgangspunkt der mathematishen Modellierung ist wieder die Wellengleihung














Im Gegensatz zum vorigen Kapitel haben wir als einfallende Wellen nun keine
ebenen Wellen, sondern Kugelwellen. Diese Kugelwellen k

























ur N = 3
darstellen, wobei x
q
der Quellpunkt der Kugelwelle ist.
Bei dem Ansatz mit ebenen Wellen war es uns m

oglih, bei konstanten Funktio-




ager das exakte Streufeld u
s
anzu-
geben (siehe Kapitel 3.2). Dies ist f

ur Kugelwellen leider niht mehr der Fall.
Stattdessen m























wir das Streufeld u
s;1
analytish angeben.
































































































Beweis: Betrahten wir zun




























































































































































































































































































































































































































































Leider gibt es f

ur die Anordnung mit Kugelwellen keinen Satz, der vergleih-
bar mit dem Propagationssatz ist. Um einen shnellen Rekonstruktionsalgorith-
mus abzuleiten, kommen wir somit niht umhin, noh weitere Approximationen
durhzuf

uhren. Dies ist aber kein Problem, da durh die hohe Wellenzahl k die





































an. Das Feld u
i;1
hat nun dasselbe Aussehen wie das einfallende Feld im drei-




uhren wir deshalb in zwei und drei
Raumdimensionen durh. Wir zerlegen zun

ahst x = t+ ~x mit ~x 2 
?
. Danah
approximieren wir die Norm im Nenner durh
kx  x
q
k = k(t+ z
q
) + ~xk  t+ z
q
und die Norm im Argument der Exponentialfunktion durh
kx  x
q
k = k(t+ z
q




















































ur N = 3
:





atzlih den Term im Nenner durh
z
q


















































setzen wir nun in die Born-Approximation ein. Es ist
u
s;4





G(kkz + s  yk)f(y)u
i;3
(y)dy:
Leider ist auh f






urde. Deshalb approximieren wir den Kern









































f(t + ~y)dtd~y f




























f(t + ~y)dtd~y f

ur N = 3:
Mit diesem Feld u
s;5
denieren wir nun das erste Modell bez

uglih Kugelwellen.
Modell 5 (M5): Es sei f die Objektfunktion, dann gilt f






(z; ; s) = ju
i;2





Als weiteres Modell vernahl





Modell 6 (M6): Es sei f die Objektfunktion, dann gilt f



















Wir untersuhen nun die G










at berehnen. Zuerst analysieren wir




Lemma 4.1.2 Es sei t >  z
q
, dann gibt es ein Polynom 
2
homogen vom Grad
2 und ein Polynom 
4
































































































































































(t + ~x)  u
i;3























































































































































ur N = 3:















































Desweiteren ist in zwei Raumdimensionen nah einer

ahnlihen Rehnung wie im












































































































































































homogen vom Grad n.
Analog folgt die Aussage im Fall N = 3.
2
Betrahten wir die karakteristishen Gr

oen der Phasentomographie zusammen
mit einem Quellabstand von z
q
= 1 und setzen diese in das vorige Lemma ein,
dann erkennen wir, dass der Approximationsfehler vernahl

assigbar klein ist.
























aherung, die wir in Kapitel 3.2.3 bereits ausf

uhrlih diskutiert haben,





uhrt aber zu sehr langen und un

ubersihlihen Formeln, die zudem
auh keine wesentlih neuen Erkenntnisse liefern. Aus diesem Grund verzihten
wir an dieser Stelle auf eine exakte Darstellung.
4.2 Verfahren zur Rekonstruktion
Die Herleitung von Rekonstruktionsverfahren f

ur die Modelle M5 und M6 gestal-
tet sih als niht so aufwendig, denn die beiden Modelle lassen sih, wie wir im































Durh das folgende Resultat erkennen wir die Verbindung zum Fall ebener Wellen.
Satz 4.2.1 Es gilt
u
s;5











































































































ur N = 3:
95
Beweis: Wir zeigen die Aussage f







































































































































































und erhalten mit der Notation aus Kapitel 3.2.3
g
5






















































































Wir sehen nun, dass die Modelle M5 und M3 bzw. M6 und M4 von der Struktur
her sehr

ahnlih sind. Im Grenzfall kz
q
k ! 1 erhalten wir, wie zu erwarten, den
Fall ebener Wellen. Es ist daher m

oglih die Ideen, die wir bereits im dritten
Kapitel ausgearbeitet haben, auh hier anzuwenden.
Mit Hilfe derselben Argumente wie in Satz 3.3.1 und Satz 3.3.4 k

onnen wir Ein-
deutigkeitsresultate zu den Modellen M5 und M6 angeben.


























; ; ) bestimmen.
Auh bei der Herleitung von Rekonstruktionsverfahren greifen wir auf die Ergeb-
nisse aus dem dritten Kapitel zur







































































































Nun sind wir in exakt derselben Situation wie im Modell M4, siehe Kapitel 3.3.1,
und k

onnen deshalb als Verfahren eine Variante des MOR-Verfahrens benutzen.
















onnen wir mittels shneller Fouriertransformation die Fouriertransfor-
mierte von g
6






 interpolieren. Diese Methode reagiert aber sehr sensitiv auf
Datenfehler, wie wir am Beispiel des IIF-Verfahrens shon gesehen haben. Als




















ussen wir interpolieren, allerdings im Ortsraum. In den numerishen
Tests zeigte sih, dass lineare Interpolation merklihe Artefakte erzeugt. Wir
haben daher kubishe Splines verwendet.
























































































































































 Interpoliere mit kubishen Splines f













































Betrahten wir nun das Modell M5, das wir wieder mit einem Gau-Newton-
Verfahren l

osen werden. Im Fourierraum erhalten wir f










































































































































































































(h; q) 7! D(Pf)(h; q) := (D
z
1










































































































































































































































asst sih das Problem eines Newtonshrittes mit den obigen Bezeihnungen
shreiben als
D(Pf)(h; q) = b: (4.1)
Zur L









































































Shlielih gelangen wir zum Gau-Newton-Verfahren f

ur Kugelwellen:
Algorithmus 4.2.5 (KNILI I)
1. W









)(h; q) = b
mit Hilfe von Algorithmus 4.2.4 iterativ.
3. F

























ur j = 1; ::; K
und gehe zur






























Bei den Tests beshr

anken wir uns wie im dritten Kapitel auf den zweidimensio-
nalen Fall.
Die Daten erzeugen wir mittels Satz 4.1.1.






ur die Auswertung der Summe aus Satz 4.1.1 eine sehr groe An-




In dem Testlauf verwenden wir einen Kreis mit Radius 80  10
 6
, siehe Phantom
D in Abbildung 4.2, und den Parametern:
Wellenl





oe der Detektorelemente 10
 6















Uberrashenderweise wird der Imagin

arteil des Objektes noh reht
gut bestimmt, siehe Abbildung 4.3. Der Realteil hingegen ist niht zu gebrau-
hen.
Das KMOR-Verfahren behebt diesen Missstand und liefert sowohl den Realteil
als auh den Imagin

arteil, siehe Abbildung 4.4.





arkeren Streuern zeigt sih dasselbe Verhalten wie bei ebenen Wel-
len. Die Shattenartefakte, die bei der linearen KMOR-Methode noh auftreten,










































Die Ergebnisse auf dem Gebiet der Phasenkontrasttomographie zeigen, dass mit
der holographishen Methode gute Ergebnisse in den Rekonstruktionen, insbe-
sondere auh bei realen Daten, erzielt werden k

onnen. So erreihen wir auh bei
Objekten mit einem geringen Absorptionsverm

ogen einen sehr guten Kontrast.
In dieser Arbeit haben wir eine Reihe von Verbesserungen und Erweiterungen
der bisherigen Verfahren vorgestellt.
So ber

uksihtigen die Verfahren NILI I, NILI II und NILI III auh nihtlineare
Anteile in der Intensit

at. Dies hat zur Folge, dass die Shattenartefakte, die bei
den linearen Verfahren auftreten, nun niht mehr vorhanden sind.
Desweiteren k

onnen wir mit den Verfahren BVD bzw. NILI III den Messbereih
vergr





oere Objekte und kleinere Wellen-
zahlen zu betrahten.
Weiter wurde das Verhalten der Algorithmen bei Datenfehlern verbessert. Daher
reagiert das Verfahren MOR bei weitem niht so sensitiv auf Datenfehler wie die
klassishe Paraboloid-Methode.
Durh die Nutzung neuer Resultate aus dem Gebiet der Tomographie, im Be-
sonderen die shnelle R

ukprojektion, konnte bei den Verfahren auerdem ein
deutliher Geshwindigkeitsgewinn erzielt werden.
Auh die Wahl der Messabst

ande wurde optimiert, so dass wir stabile Rekon-
struktionsmethoden erhalten.






uhrende Fragestellung im Bereih der Phasenkontrasttomographie
ist die Verwendung von polyhromatisher Strahlung. Im Gegensatz zu den
bisher betrahteten F

allen wird bei diesem Ansatz ein ganzes Spektrum von
Wellenl

angen auf das Objekt gebraht. Das Modell ver

andert sih hierdurh





angen. Das bedeutet zu jeder einfallenden Wellenl

ange gibt es einen ent-
103

















hierbei ist a(k) die Amplitudenverteilung der einfallenden Welle. Das gestreute
Feld k












Ein ganz wesentlihes Problem bei dieser Herangehensweise stellt die Messung der
Amplitudenverteilung a(k) dar. Da die Intensit

atsmuster von Phasenobjekten
sehr stark von dem Amplitudenmuster der einfallenden Welle abh

angen, muss
die Funktion a(k) sehr fein und genau abgetastet werden. Mit den heutzutage













uhren und erhalten im zweidimensionalen Fall
u
s





















Betrahten wir nun das gesamte Streufeld
u
s




























































Wir haben nun einen sehr eleganten Zusammenhang zwishen der Objektfunkti-
on und dem Streufeld hergeleitet, der allerdings numerish sehr groe Probleme
bereitet. Die Funktion Fb
z
kann weder analytish berehnet werden, weil a von
der Quelle abh

angt und somit keiner analytishen Funktion entspriht, noh kann
numerish integriert werden, denn die groen Wellenzahlen fordern eine immens
feine Diskretisierung. Eine andere Idee w






ur diese Ansatzfunktionen den Ausdruk b
z
analytish zu berehnen. Aber auh hier ist die Approximationsg

ute zu shleht.
Wie wir sehen, ist die Herleitung eines Verfahrens bei polyhromatisher Strah-
lung

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