Abstract. We prove that any base space of Riemannian submersion from a compact Lie group (with bi-invariant metric) must have a basic property previously known for normal biquotients; namely, any zero-curvature plane exponentiates to a flat.
Introduction
With a few exceptions, all known examples of nonnegatively curved compact Riemannian manifolds are constructed as base spaces of Riemannian submersions from compact Lie groups with bi-invariant metrics. The geometry of any such base space is restricted by our main theorem. We always use G to denote a compact Lie group with a bi-invariant metric.
Theorem 1.1. If π : G → B is a Riemannian submersion, then
(1) Every horizontal zero-curvature plane in G projects to a zero-curvature plane in B.
(2) Every zero-curvature plane in B exponentiates to a flat (meaning a totally geodesic immersion of R 2 with flat metric).
Wilking proved Theorem 1.1 for biquotient submersions [6] . K. grove asked whether there exist Riemannian submersions from G other than biquotient submersions [3] . Our theorem forces other submersions to share a basic property of biquotient submersions, and perhaps thereby provides evidence that there are no others. In fact, some of the ideas of our proof generalize those used by Munteanu to show that all Riemannian submersions from G with one-dimensional fibers are homogeneous [4] . Our generalizations could help address Grove's question with arbitrary fiber dimension.
An immediate consequence of Theorem 1.1 is:
Riemannian submersions, then any horizontal zerocurvature plane in M projects to a zero-curvature plane in B.
In particular, Theorem 1.1 is true with G replaced by a symmetric space, or more generally a normal biquotient.
Biquotient submersions
In this section, we review Wilking's proof of Theorem 1.1 in the case of biquotient submersions, which are defined as follows. Any subgroup H ⊂ G×G acts on G as (h 1 , h 2 )⋆g = h 1 gh −1 2 . If this action is free, then the quotient is called a biquotient, is denoted G//H, and inherits a natural metric (called a normal biquotient metric) under which the projection π : G → G//H is a Riemannian submersion (called a biquotient submersion). When H ⊂ G × G is a product, meaning H = H 1 × H 2 , then G//H is denoted H 1 \G/H 2 and is called a 2-sided biquotient.
Wilking's proof for 2-sided biquotients. Let B = H 1 \G/H 2 be a 2-sided biquotient, and let π : G → B be the projection map, which is a Riemannian submersion. Let g, h 1 , h 2 denote the Lie algebras of G, H 1 and H 2 . Let σ = span{X, Y } ⊂ g be a horizontal zero-curvature plane at the identity e ∈ G. Zero-curvature means that [X, Y ] = 0, and horizontal means that
F := exp(σ) ⊂ G is a flat in G, which we will show is everywhere horizontal. Let X, Y denote the left-invariant extensions of X, Y to points of F , which are also right-invariant because F is abelian. At any point g ∈ F , the vertical space is V g = dR g (h 1 ) ⊕ dL g (h 2 ). The fields X, Y are orthogonal to the first factor because they are right-invariant, and to the second because they are left-invariant. Thus, F is everywhere horizontal. Since all geodesics in F are horizontal, so they project to geodesics in π(F ), which shows that π(F ) is totally geodesic, and is therefore a flat in B.
The same argument works with the identity e replaced by an arbitrary element of G, so all horizontal zero-curvatures planes in G exponentiate to horizontal flats, which project to flats in B. Parts (1) and (2) of the theorem follow immediately.
The above proof establishes Theorem 1.1 for 2-sided biquotient submersions. Eschenburg observed that any biquotient G//H is diffeomorphic to a 2-sided biquotient:
Metrically, an arbitrary normal biquotient of G is isometric to a 2-sided normal biquotient of G × G, so part (2) of Theorem 1.1 holds for general biquotients [6] . Part (1) for general biquotients does not seem to follow from such arguments, but does follow from Eschenburg's description of the A-tensor of a biquotient submersion [2] .
Holonomy Jacobi fields
This section contains background on Jacobi fields of G, particularly holonomy Jacobi fields. We begin by reviewing the definition of holonomy Jacobi fields for a general Riemannian submersion π : M → B. Let V, H denote the vertical and horizontal distributions of π. Let A, T denote the fundamental tensors of π, defined as in [1] .
For any piecewise smooth path α(t) in B, say from α(0) = p to α(1) = q, there is a naturally associated diffeomorphism h α between the fibers F p := π −1 (p) and
This diffeomorphism maps x ∈ F p to the terminal point of the lift of α to a horizontal path in M beginning at x. We will call h α the holonomy diffeomorphism associated to α.
Let p ∈ F p , v ∈ V p , and let α(t) denote the horizontal lift of α(t) beginning at p. Denote
, where J(t) is the variational vector field along α(t) obtained by lifting α to points of a path in F p through p in the direction of v. Notice that J(t) is everywhere vertical. It is well known that for all t ∈ (0, 1):
Notice that the A-term in Equation 3.1 is horizontal, while the T -term is vertical. If α is a geodesic segment, then so is α, and the variational field J(t) is a Jacobi field, which we will call a holonomy Jacobi field. In summary, every vertical vector v ∈ V p extends to a unique holonomy Jacobi field J(t) along the horizontal geodesic α(t). A basis of V p extends to a basis of holonomy Jacobi fields, which spans V α(t) for all t, and thus determine the vertical distribution along α. On the other hand, since Jacobi fields are determined by their initial values and initial derivatives, Equation 3.1 shows that the A and T tensors at the single point p determine the vertical distribution along all horizontal geodesics emanating from p. This provides substantial rigidity, especially in situations where the Jacobi equation can be solved.
Next, we review the solution to the Jacobi equation on a compact Lie group G with a biinvariant metric. Let g denote the Lie algebra of G, and let X ∈ g be a unit-length vector. Let γ(t) = exp(tX) be the geodesic in the direction of X. Following [4] , we will characterize the Jacobi fields along γ(t).
Decompose g into eigenspaces of (ad X ) 2 :
with corresponding non-positive eigenvalues 0 = λ 0 > λ 1 > · · · > λ l . Notice that for any v i ∈ V i , the sectional curvature of span{X, v i } is k i := −λ i /4. Notice that if X is regular, then V 0 is the maximal abelian subalgebra containing X, and Equation 3.2 is the root space decomposition. Jacobi fields along γ(t) all have the form:
where E i , F i ∈ V i are parallel translated along γ(t). In fact, the above equation describes the unique Jacobi field along γ(t) with initial data:
Holonomy Jacobi fields are bounded
The crux of the proof of Theorem 1.1 is:
Lemma 4.1. For a Riemannian submersion π : G → B, every holonomy Jacobi field remains bounded in norm.
This was proven in [4] assuming that the fibers are one-dimensional. For general Riemannian submersions between compact manifolds, holonomy Jacobi fields may grow unbounded. Examples of this phenomenon will be explored in Section 6.
Proof. Let X ∈ g be a horizontal vector, and let γ(t) = exp(tX) be the geodesic in the direction of X. We wish to prove that holonomy Jacobi fields along γ remain bounded.
Define Ω as the set of vertical vectors at e which determine parallel holonomy Jacobi fields along γ:
Ω := {v ∈ V e | the holonomy Jacobi field J(t) along γ(t) with J(0) = v is parallel}.
Notice that Ω is a (possibly trivial) subspace of V e , and every vector in Ω commute with X.
If γ is a closed geodesic, it is easy to show that Ω parallel transports to itself along γ. We next prove that, in a certain limit sense, Ω returns to itself even when γ is not closed. The closure of the image of γ is a torus in G. Choose any sequence {t i }, with t i → ∞, such that γ(t i ) → e, and γ ′ (t i ) → X. Let V (t) be the parallel transport along γ(t) of a vector V (0) ∈ Ω. Consider the sequence {V (t i )} in T G. LetṼ denote any sub-limit of this sequence. By continuity of the vertical distribution,Ṽ ∈ V e . We claim thatṼ ∈ Ω. First notice that [X,Ṽ ] = 0 by continuity, since for each i, [dL γ(t i ) γ ′ (t i ), dL γ(t i ) V (t i )] = 0. So by Equations 3.1 and 3.3, it remains to verify that A(X,Ṽ ) + T (Ṽ , X) = 0, which is a consequence of the continuity of A and T , since
The above closure property implies a sense in which Ω parallel translates along γ(t) to itself at t = ∞. Indeed, take an orthonormal basis {V k } of Ω. After restricting to a subsequence of {t i }, we can insure that, for each basis element V k , parallel translated along γ(t), the sequence V k (t i ) converges to some limitṼ k ∈ V e . These limits {Ṽ k } are orthonormal, and by the above closure property they lie in Ω, so they form an orthonormal basis of Ω. Henceforth, we let {t i } denote this subsequence, and let Ω(t) denote the parallel transport of Ω along γ(t), so that Ω(t i ) → Ω.
Let Ω ⊥ be the orthogonal compliment of Ω in V e . If J(t) is a holonomy Jacobi field along γ(t) with J(0) ∈ Ω ⊥ , then for all V ∈ Ω,
Thus, J ′ (0) ⊥ Ω. It follows from Equation 3.3 that J(t) ⊥ Ω(t) for all t. So to finish the proof, it will suffice to show that any holonomy Jacobi fields J(t) along γ(t) with J(0) ∈ Ω ⊥ remain bounded. Let J(t) be such a holonomy Jacobi field. Assume that |J(t)| is unbounded, which means that F 0 = 0 in Equation 3.3. Notice that F 0 ⊥ Ω because
By Equation 3.1,
Notice that |J ′ (t)| is bounded from above by Equation 3.3, while |J(t)| grows unbounded, and in fact is asymptotic to a linear function with slope |F 0 |. It follows that:
For large t, J(t)/|J(t)| is close to F (t), and in particular F (t) is close to vertical, so we can re-write this as:
After passing to a subsequence, we can insure that F (t i ) converges to some limitF ∈ V e . By continuity, [X,F ] = 0. Finally, Equation 4.1 together with continuity imply that:
Equation 3.1 implies that the holonomy Jacobi field along γ(t) beginning atF has zero initial derivative, and is therefore parallel, soF ∈ Ω.
On the other hand,F ∈ Ω ⊥ , since for each i, F (t i ) ⊥ Ω(t i ), and we saw previously that Ω(t i ) → Ω. This provides a contradiction.
proof of main theorem
Proof of Theorem 1.1. Let π : G → B be a Riemannian submersion. Let σ = span{X, Y } be a horizontal zero-curvature plane at e. Zero-curvature means that [X, Y ] = 0. The image F := exp(σ) is a flat in G, which we wish to prove is everywhere horizontal. Let γ(t) = exp(tX), and let Y (t) be the parallel transport of Y along γ(t). A basis for T γ(t) F is {γ ′ (t), Y (t)}. Since γ ′ (t) is clearly horizontal, it suffices to prove that Y (t) is horizontal. Equivalently, we must show that Y (t) is orthogonal to any holonomy Jacobi field J(t) along γ(t). By Equation 3.3, the holonomy Jacobi field J(t) remains orthogonal to Y (t) if and only if J ′ (0) ⊥ Y . But if J ′ (0) were not orthogonal to Y , then J(t) would grow unbounded, contradicting the previous lemma.
The same argument works with the identity e replaced by an arbitrary element of G, so all horizontal zero-curvatures planes in G exponentiate to horizontal flats, which project to flats in B. The theorem follows.
Examples of unbounded holonomy Jacobi fields
In this section, we mention conditions under which holonomy Jacobi fields remain bounded for an arbitrary Riemannian submersion π : M → B. We first show an example where they do not, even though M and B are compact.
Example 6.1. Let B and F be compact Riemannian manifold. Endow B ×F with the product metric, and let π : B × F → B denote the projection, which is a Riemannian submersion. Let X and Y denote vector fields on B and F respectively. Let µ(t) be a smooth function which equals 0 for t ≤ 0 and is elsewhere positive. Define the following distribution on B × F :
Notice that if X(p) = 0, then H(p, q) agrees with the original horizontal distribution of π. The factor µ(|X(p)|) insures that H is smooth at the boundary of the support of (X, 0). There exists a unique metric on B × F such that π remains a Riemannian submersion, the metric on the vertical distribution is unchanged, and H becomes the new horizontal distribution. All fibers of π remain naturally isometrically identified with F . The holonomy diffeomorphism associated to a path γ : [a, b] → B is the map from F to F which flows along Y for time T = b a µ( γ ′ (t), X(γ(t)) ), where µ is the odd function that agrees with µ for positive t. It is easy to choose F and Y such that the Lipschitz constant for this flow will grow unbounded as T → ∞. If γ : [0, ∞) → B is a geodesic such that ∞ 0 µ( γ ′ (t), X(γ(t)) ) = ∞, then there must exist a holonomy Jacobi fields along the lift of γ(t) which grown unbounded.
If the fibers of a Riemannian submersion are totally geodesic, then any holonomy Jacobi field has constant length, and therefore has bounded norm. A more general sufficient condition involves the notion of compact holonomy. Fix p ∈ B and define the holonomy group of π as the group, Φ, of diffeomorphisms of the fiber F p = π −1 (p) which occur as h α for a piecewise smooth loop α in B at p. Φ is clearly independent of the choice of p, up to group isomorphism, when M is connected. Φ is not necessarily a finite dimensional Lie group. We say that π has compact holonomy if Φ is a compact finite dimensional Lie group. The following is proven in [5] : Proposition 6.2. If Φ is compact, then there exists a constant L such that all holonomy diffeomorphisms of π satisfy the Lipschitz constant L. In particular, any holonomy Jacobi field remains bounded.
In Example 6.1, the holonomy group is isomorphic to R, which is finite dimensional but not compact.
