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ABSTRACT
We present a public code to generate random fields with an arbitrary probability distribution
function (PDF) and an arbitrary correlation function. The algorithm is cosmology-independent,
applicable to any stationary stochastic process over a three dimensional grid. We implement it
in the case of the matter density field, showing its benefits over the lognormal approximation,
which is often used in cosmology for generation ofmock catalogues.Wefind that the covariance
of the power spectrum from the new fast realizations ismore accurate than that froma lognormal
model. As a proof of concept, we also apply the new simulation scheme to the divergence of
the Lagrangian displacement field. We find that information from the correlation function and
the PDF of the displacement-divergence provides modest improvement over other standard
analytical techniques to describe the particle field in the simulation. This suggests that further
progress in this direction should come from multi-scale or non-local properties of the initial
matter distribution.
Key words: cosmology:theory – large-scale structure of Universe
1 INTRODUCTION
Analyses of the large-scale structure of theUniverse havemade huge
progress during the past two decades. An unprecedented wealth of
data was provided by redshift surveys of larger and larger volumes
out to z ∼ 1 – as, e.g., 2dFGRS (Colless et al. 2003), SDSS/BOSS
(Alam et al. 2017)WiggleZ (Blake et al. 2011) and VIPERS (Guzzo
et al. 2014) – with a further order-of-magnitude increase expected
soon from new projects like DESI (DESI Collaboration et al. 2016)
and Euclid (Laureijs et al. 2011). In this scenario, the availability of
large numbers of simulated mock redshift surveys or weak-lensing
maps has become a crucial requirement, as to assess both precision
and accuracy of the recovered cosmological parameters. This is pro-
ducing a huge effort in the community, with the goal of improving
fast simulation schemes as an alternative to full N-body. This is
motivated not only to save computational costs, but also because
an improvement of these techniques could help to shed light on the
statistical properties of the Cold Dark Matter (CDM) density field.
One widespread technique for the production of such cata-
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logues is based on the observation that the evolution of the density
field can be approximated with an exponential growth starting from
Gaussian initial conditions, thus resulting in a lognormal distribu-
tion (Coles & Jones 1991). Lognormal fields are very convenient as
they can be simulated having an arbitrary correlation function that
can be always written in terms of the correlation of an underlying
Gaussian field, and a PDF resembling that of the density field (e.g.
Agrawal et al. (2017); Favole et al. (2020)). Nonetheless, there is
growing evidence that the PDF of the density field does not ex-
actly follow a lognormal distribution, and could have a significant
effect on the estimate of cosmological parameters (Uhlemann et al.
2019). With the exception of the lognormal case, the simulation of
arbitrary random fields has made little progress in cosmology. The
main purpose of this paper is to introduce an improvement over the
limitation of the lognormal approximation, with a scheme that al-
lows for the simulation of a random field with an arbitrary PDF and
arbitrary two-point correlation structure. Similarly to the lognormal
case, where a Gaussian field is mapped onto a lognormal one, the
new algorithm optimizes for the Gaussian power spectrum to be
used to generate many realizations of a field that can be mapped
onto a target field. The underlying idea is based on the so-called
© 2015 The Authors
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translation process theory, detailed in section 2. The algorithm we
implement was proposed by Shields et al. (2011) in the context of
one-dimensional time-series simulations, and it is dubbed Iterative
Translation Approximation Method (ITAM). We extend and adapt
this scheme to the case of interest of 3D simulation grids. It can be
regarded as a generalization of the lognormal case to distributions
where no analytical formulae are available. Unlike previous schemes
implemented in cosmology, the algorithm is not based on the real-
izations of the field itself on the grid, but it works at the level of the
correlation function, thus saving computational cost and being fairly
independent of the resolution, which can be chosen appropriately.
Our results are reported in section 3, where we also compare the co-
variance matrix obtained from these improved realizations against
those of the lognormal model and from N-body simulations. The
method preserves the overall structure of the covariance matrix, as
the lognormal field does, with a marginal improvement over it. We
also find an analytical justification of why this structure is preserved,
by arguing that it is set by the an exponential growth of structures.
In the last part of this work, section 4, as a further test of
the algorithm we apply it to another random field, the Lagrangian
displacement-divergence (Bouchet et al. 1995). This is the funda-
mental field for simulation schemes based on Lagrangian techniques
(Monaco 2016), which are often used for the fast generation of mock
catalogues (Blot et al. 2019). Indeed they are theoretically sound,
since they are based on approximate solutions for the CDM evo-
lution, but they have some limitations in reproducing the property
of the density field, such as the the amount of correlation at small
scales (Chuang et al. 2015), the skewness of the PDF of the matter
distribution (Neyrinck 2016), and the cross correlation with the ac-
tual dark matter evolution that is far from ideal (Munari et al. 2017).
We use ITAM to simulate a displacement-divergence field with a
given power spectrum and PDF, accurately reproducing the N-body
results. We assess how much information the PDF and the power
spectrum convey and compare it with other analytical techniques
used in the literature. We find that the displacement field gener-
ated by ITAM performs similarly to other standard techniques, with
a minor improvement manifested in more-collapsed filaments, and
walls. These results suggest that more accurate Lagrangian schemes
are accessible if one resorts to non-local transformations of the ini-
tial density field or higher order polyspectra.
2 TRANSLATION PROCESS THEORY
2.1 Basics
It is now well-known that the initial conditions of the Universe
closely resemble a Gaussian field. This distribution, under the in-
fluence of gravity, gives rise to complex features that are not com-
pletely characterized by the two-point correlation function alone
(Bernardeau et al. 2002). The evolved matter density field is nonlin-
ear, referring both to the fact that it cannot be computed from linear
perturbation theory, and that it cannot be obtained as the linear
superposition of Gaussian processes. An important insight in the
statistics of matter clustering was provided by the observation that
the distribution of galaxies follows approximately a lognormal dis-
tribution. A lognormal field can be extrapolated as a solution from
the continuity equation of the CDM evolution under the Zel’dovich
approximation (ZA) (Coles & Jones 1991). Several works showed
that applying a logarithmic transform to the nonlinear density field
renders it more Gaussian at the level of the one-point distribu-
tion function (Colombi 1994) and it can improve the constraints
on cosmological parameters (Neyrinck et al. 2009; Repp & Sza-
pudi 2017). A similar effect is obtained by Gaussianizing the field,
namely by rank ordering the nonlinear density at the voxel level, and
then mapping it onto a Gaussian PDF (Weinberg 1992; Neyrinck
2011b), without making the assumption of lognormality for the
density field.
Based on these evidences, both of these approaches have been
extensively used in the literature in the inverse sense: an initial
Gaussian field is transformed into a lognormal field (Agrawal et al.
2017) or to arbitrary distributions (Shirasaki 2017). Fast simulations
generated with such a heuristc approach have limitations. In the for-
mer case they have the exact correlation function but incorrect PDF,
and in the latter they have the exact PDF but incorrect correlation
function. To be more formal, let us consider a Gaussian stationary
stochastic process δg(x, τ). An example of such a process is the mat-
ter density field, where stationarity is guaranteed by translational
invariance. δg(x, τ) can be mapped onto the target non-Gaussian
variable δng(x, τ) through a monotonic transformation
δng(x, τ) = g[δg(x, τ)]. (1)
This kind of transformation is local, as it is a one-point map-
ping from a distribution to another that depends only on the local
value of the field, and does not explicitly depend on its coordinates.
The transformation of a Gaussian variable by means of a local non-
linear transformation has been dubbed elsewhere as a translation
process (Grigoriu 1984), and it has the property that the new cor-
relation structure is also translation-invariant and thus it is still a
stationary stochastic process. The most precise one-point mapping
that performs the transformation from δg to δng is obtained by
matching their cumulative distribution functions (CDFs) Fg and
Fng, namely:
δng = g[δg] ≡ F −1ng
[Fg[δg]] , (2)
where F −1 denotes the inverse CDF. It is standard practice to use
this relation to transform between two distributions. It simply con-
sists of matching the rank-ordering of δng to the one of δg, and it
can be generalized to arbitrary distributions (see e.g. Leclercq et al.
(2013)). However, there is no control over the resulting correlation
structure of the nonlinear field, as we are going to address now. We
start by computing the expected first two moments resulting from a
monotonic transformation of this kind (Grigoriu 1995):
µ =
∫ +∞
−∞
g(δg)φ(δg)dδg, (3)
σ2 =
∫ +∞
−∞
(g(δg) − µ)2φ(δg)dδg, (4)
and the correlation function
ξ(r) ≡ 〈δng(x)δng(x + r )〉 =∫ +∞
−∞
∫ +∞
−∞
(g(δg) − µ)(g(δ′g) − µ)φ(δg, δ′g, ρ(r))dδgdδ′g,
(5)
where δg = δg(x), δ′g = δ′g(x+r ) and wemade use of the univariate
and bivariate normal distributions
φ(x) = (2pi)−1/2 exp (−x2/2), (6)
φ(x, y, ρ(r)) = 1√
2pi(1 − ρ2(r))
exp
(−(x2 + y2 − 2ρ2(r)xy)
2pi(1 − ρ2(r))
)
. (7)
MNRAS 000, 1–13 (2015)
Simulations with translation process theory 3
Eq. (5) explicitly connects the correlation function ρ(r) =
ξg(r)/ξg(0) of the pre-translation Gaussian field δg with the new
correlation function ξng(r) of δng. This equation can always be
used in a forward sense, i.e. for a given monotonic transform g and
aGaussian variable δg we can compute the new correlation function.
In practice, we would like to solve the inverse problem: we want
to find the linear correlation ξg which allows for the generation of
the pre-translation field δg that, under transform Eq. (2), is mapped
onto a field δng with prescribed correlation ξng. While the new
field δng has by construction the exact PDF, there is no reason why
the resulting correlation matches the desired target. This is possible
only if we can solve Eq. (5) for the correlation structure ξg of the
pre-translation field in terms of ξng. To clarify, one explicit example
where this is instead possible is the case of the lognormal density
field. The monotonic transformation in this case is written explicitly
as
δL(x) + 1 = eδg (x)−σ
2/2, (8)
where σ is the variance of δg, which guarantees that the mean of
δL is zero. With this transformation, Eq. (5) can be solved exactly,
yielding
ξLng(r) = eξg (r) − 1. (9)
The advantage of a lognormal field is clear: from the previous
equationwe can always solve for ξg for any given ξLng (if 1+ξLng > 0).
More recently, Bel et al. (2016) (their appendix C) solved
the inverse problem by Hermite-expanding the integral Eq. (5) to
linear order in ξg. This gives a linear relation ξng ∝ ξg, from
which one can always find ξg. This approach is also the basis for
the algorithm developed in Baratta et al. (2020) for generating mock
galaxy catalogues.While it is an excellent approximation to describe
the non-Gaussian correlation at quasi nonlinear scales, it is not
optimal if one is interested in the nonlinear regime (Fig. 4).
Apart from these exceptions, one might be interested in the
case where the translation transform is not known analytically, like
in the case of the density field PDF. Even assuming that the one-
point mapping is known and that Eq. (5) can be solved analytically,
it might still not possible to solve explicitly for the Gaussian cor-
relation in a non-perturbative form. Therefore, the inverse problem
can be seen as an optimization problem for the correlation structure
ξg of the pre-translation field. In the following we present an algo-
rithm that can always perform this optimization to solve the inverse
problem in a very general way.
2.2 Iterative Translation Approximation Method
In order to solve the inverse problem for the general case when no
analytical solution is available, several numerical procedures were
proposed in the past. The very first one was suggested by Yamazaki
& Shinozuka (1988), which we comment briefly upon, since it is
the only one that received some attention in cosmology. In partic-
ular the Yamazaki-Shinozuka (YS) algorithm has been discussed
thoroughly in Vio et al. (2001); Brown (2013). The YS scheme is
an iterative procedure that works directly on sample realizations
of fields. Given a nonlinear sample realization of a field, one can
measure the corresponding PDF, and consequently the translation
transform g of Eq. (2). One then needs to initialize an arbitrary
random Gaussian field, on which the transformation g is applied.
The translated field by construction has the prescribed one-point
distribution, but it generally has a different power spectrum from
the desired one, because of the arbitrariness of the pre-translation
power spectrum.
In order to match a target power spectrum, one needs to opti-
mize the pre-translation field so that it gets mapped more precisely
onto the target nonlinear field. Optimizing the Gaussian field is a
cumbersome task, and YS attempted to solve it by iteratively updat-
ing the amplitude of themodes of the pre-translation field by a factor
proportional to the amplitude of the modes of the target field. The
same phases of the zero-iteration Gaussian modes are used, and
the newly generated Gaussian field gets translated and compared
to the target field. This procedure is repeated until the amplitude
of the modes of the translated field are close to the amplitude in
the target field. Unfortunately, the YS optimization has an impor-
tant limitation: the updating scheme based on the actual modes
of the target realization introduces non-Gaussian correlations on
the amplitudes of the pre-translation Gaussian modes. This causes
the pre-translation field to be non-Gaussian (Deodatis & Micaletti
2001). Furthermore, working at the level of sample realizations of
the fields makes the result realization-dependent. Many different re-
finements to ameliorate this problem have been explored, and they
are reviewed and discussed in Bocchini & Deodatis (2008). For the
sake of this work, we instead focus on a recent scheme that elegantly
addresses both problems.
This scheme was proposed in Shields et al. (2011), where the
discussion is developed for time series simulations. We extend and
adapt the suggested scheme to three-dimensional grid simulations.
The goal is the same as outlined in the YS scheme: we choose a
target PDF P(δng) and we initialize an arbitrary Gaussian power
spectrum Pg(k). This spectrum can be converted into a correlation
function by means of an Hankel transform:
ξg(r) =
∫ ∞
0
dk
2pi2
Pg(k)k2 sin (kr)kr . (10)
This correlation function is normalized (ρg = ξg(r)/ξg(0)),
and inserted into Eq. (5) to compute the new correlation function
ξng. To perform the integration, we need the monotonic mapping
Eq. (2). This mapping is automatically set once P(δng) has been
specified, and in practice one does not need directly the PDF, but
only the corresponding CDF. After computing ξng, one applies the
inverse transform:
Png(k) = 4pi
∫ ∞
0
drξng(r)r2 sin (kr)kr . (11)
This power spectrum can be directly compared with the target
power spectrum P(k). If the power fails to converge, we can update
the initial Gaussian power and iterate the procedure with a new input
Gaussian power spectrum
Pnewg (k) =
(
P(k)
Png(k)
)β
Pg(k). (12)
The scheme is summarized in Fig. 1. The convergence criterion
can be based on the relative difference between the target power
spectrum P(k) and the ITAM output Png(k) over all the modes of
the box
 =
√∑
j
(
Png(k j ) − P(k j )
)2∑
i P2(ki)
< α, (13)
where α and β are arbitrary constants. This stopping criterion is
chosen to be a global one, because there is a limit on the conver-
gence that can be achieved, which is not known a priori. Namely
for a given P(δng) and P(k),  cannot be made arbitrarily small.
This happens because the PDF and the correlation function may
not be compatible. There are two kinds of incompatibilities (Vio
et al. 2001): one arises when the target correlation has values that
MNRAS 000, 1–13 (2015)
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lie outside the range that can be reached by the correlation func-
tion corresponding to the chosen translation transform g. The other
incompatibility arises when the target correlation is not positive
definite, which is a necessary requirement for a well defined corre-
lation function. The updating scheme Eq. (12) is such that a strictly
positive target power spectrum must correspond to a strictly pos-
itive pre-translation spectrum. Clearly this holds true also when a
Gaussian smoothing is adopted, so that the result of ITAM is always
a well defined correlation funtion. Even in the case when the first
kind of incompatibility is present, ITAM still provides the best one
could do if the goal is to make a fast simulation with a translation
process (see Shields et al. (2011) for some examples).
The speed and accuracy of the convergence depend on β, which
reflects the change in the updated Gaussian power. Too-high values
for β could result in an overshootwith respect to the target. Likewise,
values too small could render the updating ineffective. We find that
is better to choose values such as β ∼ 0.2 − 1.5 and see how
small  can be made, and finally select the one which delivers the
smallest value. This allows to select α so that ITAM stops when
 < α. Alternatively, ITAM can stop when the relative change ∆/
between consecutive iterations becomes small. This is independent
of how small  is, and reflectsmore closely the fact that the algorithm
converged aswell as it could to the target. This fine-tuning procedure
needs to be performed only once.
Ultimately, the output of ITAM is the power spectrum Pg(k)
that allows realizations of pre-translationGaussian fields to be trans-
formed into the non-Gaussian ones by means of the translation
transform Eq. (2). ITAM can be applied to any stationary random
field of interest in a three dimensional box; we provide the code
publicly1.
3 APPLICATION TO THE MATTER DENSITY FIELD
3.1 Method
As a demonstration, we now investigate the use of ITAM in the cos-
mological case of the matter density field. The target power spec-
trum can be generated using one of the many useful codes available
in the literature. We choose to generate the target nonlinear power
spectrum with HALOFIT (Takahashi et al. 2012), implemented in
CLASS (Blas et al. 2011).
As a next step, we need a template PDF for our target field.
The task of providing a comprehensive analytical approximation to
the PDF of the density field is a difficult one. Klypin et al. (2018)
shows how the PDF depends on the simulation box size, resolution,
redshift, smoothing scale and cosmological parameters. In Uhle-
mann et al. (2016) an analytical derivation of the PDF for the quasi
nonlinear scales is presented, and in Uhlemann et al. (2019) its com-
plementarity with the power spectrum on cosmological parameter
constraints is shown. Both Uhlemann et al. (2016) and Shin et al.
(2017) argue that the PDF deviates significantly from the lognormal
distribution, and it is better approximated by a skewed lognormal
distribution. This result is confirmed by Repp & Szapudi (2018),
who show that a Generalized Extreme Value distribution is a better
fit to the matter field PDF when transitioning to nonlinear smooth-
ing scales. Despite these efforts, there is still no general scheme
that provides a fitting function, implemented in a publicly available
software and with arbitrary resolution, so we prefer to use the exact
PDF measured from simulations. While this could bias the results
1 https://github.com/tos-1/ITAM
Fourier Transform
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Figure 1. Diagrammatic representation of ITAM algorithm.
towards a specific realization rather than a template average, it is
still good enough as a proof of concept. Moreover, the PDF of a
realization is less affected by cosmic variance than the higher or-
der statistics, and pair-fixed simulations could be used to have a
more accurate estimate of the average PDF for a set of cosmological
parameters (Angulo & Pontzen 2016).
We take two simulations as references. The first is the Mille-
nium run (ML) (Springel et al. 2005), a simulation of size 500
h−1Mpc, with 21603 particles, and with a WMAP cosmology
h = 0.73, Ωb = 0.045, Ωm = 0.205, ΩΛ = 0.75, n = 1 and
σ8 = 0.9. We use a 2563 nearest-grid-point density grid, provided
by the ML database. We also consider an N-body simulation with
a smaller box size (hence SB), of size 2563h−1Mpc and 2563 parti-
cles. The simulation was run with Gadget (Springel 2005), starting
at an initial redshift of z = 50, and with initial conditions set by
second-order Lagrangian perturbation theory (2LPT). The fiducial
cosmology assumed is a vanilla ΛCDM cosmological model, with
h = 0.7, Ωb = 0.046, ΩCDM = 0.25, and σ8 = 0.8. The ampli-
tude of the modes of the initial conditions is set to be precisely the
ensemble-mean power spectrum, following the suggestion of An-
gulo & Pontzen (2016), to have a better convergence on the ergodic
properties. For both simulations, we sample the matter field by the
grid resolution, which is Rs = 1.95 h−1Mpc, Rs = 1.0 h−1Mpc
for the ML and SB simulations, respectively. The smoothing is
performed with a Gaussian kernel
δ(k, σs) = δ(k)e
−k2R2s
2 , (14)
and consequently the target power spectrum has to be smoothed as
MNRAS 000, 1–13 (2015)
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Figure 2.Results of ITAM for themapping Eq. (16). The top panel shows the
power spectrum achieved by ITAM,while in the bottom its relative difference
with respect to the target is shown (blue line). The pre-translation Gaussian
spectrum that results from the optimization process is also shown, and its
relative difference with respect to the Gaussian one predicted by Eq. (9) is
plotted in the bottom (yellow line). The smoothing scale considered is 1
h−1Mpc.
well
P(k, σs) = P(k)e−k2R2s . (15)
For the algorithm to converge accurately, it is important to test
beforehand that the variance of the PDFs is consistent with that
computed from their target power spectra, as this could result in an
offset of the normalization of the power spectrum. The variance of
the PDFs can be directly computed as the cell density variance of
Eq. (14) in real space, while the variance of the correlation function
is simply Eq. (10) computed at r = 0, with the addition of the
smoothing Gaussian kernel in the integration. In case there is an
offset, the correlation function should be rescaled to make them
consistent.
3.2 Results
Before applying ITAM to the case of the exact PDF measured from
N-body simulations, we apply it by assuming a lognormal PDF for
the target field, for which we can derive the exact solution of the
inverse problem. To run ITAM we first initialize a pre-translation
Gaussian power spectrum. The choice is not relevant as long as
it is a sensible one – e.g. one could choose the very same target
spectrum or the linear density power spectrum for the initialization.
Following the scheme outlined in Fig. 1, we transform this power
spectrum in real space to compute Eq. (5), for which we need to
specify the translation transform Eq. (2), namely the combination
of the CDF of a zero-mean Gaussian variable and the inverse CDF
for the associated lognormal
δLng = e
−σ2/2F −1L
[Fg[δg]] − 1. (16)
The prefactor is necessary to adjust the inverse CDF of the
lognormal to map onto a zero mean field. This mapping effectively
corresponds to Eq. (8), as we show in Fig. 2. As a separate test, we
implement a transform where we ignore the prefactor e−σ2/2, so
that the mapped field is a lognormal field with nonzero mean. We
Figure 3.Results of ITAM for themapping Eq. (20). The top panel shows the
nonlinear power spectrum that can be achieved with ITAM (see legend). In
the bottom it is shown the relative differencewith respect to the target (dashed
blue line). The expected itam curve shows the theoretical prediction for the
nonlinear spectrum computed from Eq. (21), with its relative difference
with respect to itam shown in the bottom panel (solid red line). The pre-
translation spectrum is offset with respect to the translated one (Eq. (21)).
The smoothing scale considered is 1 h−1Mpc.
can compute the expected mean µ that must be subtracted in Eq. (5)
by considering that in this case the lognormal transform is
δLng + 1 = eδg , (17)
whose expected mean is
µ = eσ
2/2 − 1, (18)
so that the corresponding mapping to a zero mean lognormal field
is
δLng = e
δg − eσ2/2. (19)
In analogy to Eq. (16), the translation transform we implement
in this case is
δLng + 1 = F −1L
[Fg[δg]] − eσ2/2 + 1, (20)
which is still set by matching the CDF of the Gaussian to the CDF
of the lognormal, knowing that the expected mean is µ = eσ2/2 −
1. While this lognormal field does not correspond to a density
field, having δLng < −1, it is still useful to consider, as we can
use Eq. (19) to compute the expected correlation function to make
a comparison with the numerical results of ITAM. The expected
correlation function is
ξLng(r) = eσ
2 (eξg (r) − 1) (21)
(see Xavier et al. (2016) for a derivation of correlations for general
lognormal fields). In this case we cannot solve explicitly for the
pre-translation Gaussian correlation, as also the prefactor depends
on the Gaussian correlation via σ2 = ξg(0). However, we can still
check whether the optimized pre-translation correlation function
satisfies Eq. (21); this is shown in Fig. 3. It is worth noticing that
in both cases examined above, σ varies during the optimization
process as well, as it is the standard deviation of the pre-translation
field.
We proceed to examine the results of ITAM when the input
PDF is measured from the SB and ML simulations. We already
MNRAS 000, 1–13 (2015)
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know that the nonlinear density field has zero mean, so that in order
to fully specify the translation transform Eq. (2), it is enough to
use the Gaussian CDF together with a lookup table of the inverse
CDF of the smoothed target field. ITAM can be run after both the
initialization and target power spectra have been chosen. The result
of the optimization can be seen in real space in Fig. 4, which shows
that it is equivalent to solve ξng from Eq. (5) as a function of ξg,
shown in Fig. 4. An example of the PDF of a density field generated
with ITAM is shown in Fig. 5, compared with the approximation of
a lognormal realization.
In Fig. 6 we compare the output power spectrum that can be
obtained by ITAM relative to the target. We can see that for both
PDFs measured from our two simulations, SB and ML, percent
accuracy is reached up to half of the Nyquist mode of the box,
with a more precise result for the SB simulation. This is due to the
fact that the convergence to the target spectrum is affected by the
smoothing scale. The steep cutoff introduced by the smoothing can
be seen in the drop of the residuals plotted at the bottom of Fig. 6.
In the case the PDF is measured from a simulation, the choice of
the smoothing scale cannot be arbitrary, but it has to depend on the
mass assignment scheme used to interpolate the density on the grid,
and on the sampling rate of the simulation. We find that smoothing
at the scale of the sampling rate of the simulation guarantees the
best convergence for the optimization.
Ideally one would like to converge up to the Nyquist mode
of the box. To prove that this is not a limitation of the algorithm,
but rather of the sampled PDF, we run ITAM in the case of the
lognormal transform Eq. (16) examined before. In this case we are
not limited by the accuracy of the sampled PDF, as it is analytical,
and we can adopt arbitrary smoothing scales, shown in Fig. 7. This
confirms that ITAM can in principle be pushed to smaller scales
than the ones we examined with finer grids and higher-resolution
PDFs. ITAM is independent of the resolution, which means that
its output power spectrum can be used to make realizations at the
desired sampling rate, so that is always possible to adjust the grid
in order to recover a realization accurate up to the Nyquist mode.
From Fig. 6 we notice that the pre-translation Gaussian spec-
trum output from ITAM has an offset with respect to the target
power spectrum, even on large scales. This offset can also be seen
in Fig. 4 in the Gaussian correlation, and it is due to the fact that we
did not add a scaling factor, which is present in the case of Eq. (16).
In fact, for the actual PDF of the density field we ignore what is
the correct rescaling, but one can see that it is related to the skew-
ness of the distribution. While in the lognormal case the skewness
is set by specifying the variance of the underlying Gaussian field,
distributions more skewed than the lognormal require additional
parameters to characterize them (Shin et al. 2017; Repp & Szapudi
2017), and they break this one to one correspondence. From Fig. 6
one can see that a more skewed distribution results in an increased
offset, namely a scaling factor that has to be smaller than e−σ2/2
of Eq. (16). Ultimately, this rescaling is only convenient for visu-
alization purposes, but it is not relevant for the aim of generating
nonlinear fields, as ITAM can correctly take it into account in the
optimization process. We caution that these pre-translation fields
should not be taken to be physically meaningful for cosmological
purposes.
3.3 Covariance Matrix from ITAM
Having optimized for the linear power spectrum, we can generate
many samples of Gaussian fields to transform into the target density
field. The skewness and the kurtosis of the PDF are related to
Figure 4. Results of the optimization process of ITAM in real space. The
target power spectrum and the N-body PDF from the SB simulation were
both smoothed at 1 h−1Mpc. The result for the lognormal PDF was also
obtained by running ITAM with the transform Eq. (16).
Figure 5. PDF of an ITAMdensity field realization compared to a lognormal
density field realization, and to the expected target PDF (dashed line). The
smoothing scale for both realizations is 1 h−1Mpc.
integrals of the bispectrum and the trispectrum, so we expect the
ITAM scheme to provide a small improvement over the standard
lognormal case for the corresponding higher-order polyspectra. We
test this hypothesis at the level of the covariance matrix of the power
spectrum, defined as
Ci j =
1
N − 1
N∑
n=1
(
P(ki) − P(ki)
) (
P(k j ) − P(k j )
)
, (22)
where N is the number of realizations, and P(ki) is their average
power spectrum, estimated for each simulation as
P(k) = 1
Nk
∑
|k | ∈k
|δ(k )|2, (23)
where Nk is the number of independent modes in the sum. For
the PDF, we use the ML simulation, as it has a bigger volume. To
validate our covariance matrix, we choose as a theoretical model the
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Figure 6. The top panel shows the pre-translation spectra and the nonlinear
spectra output from ITAM, for both the simulations. The bottom panel
shows the relative difference with respect to the target nonlinear spectra. The
smoothing scale introduces a cut-off that reduces the convergence on smaller
scales. Also, the increased smoothing scale adopted in the ML simulation (2
h−1Mpc) with respect to the SB simulation (1 h−1Mpc) manifests itself as a
smaller offset between the pre-translation spectrum and the target spectrum,
thus showing that it is due to the skewness of the distribution.
Figure 7. Tests of ITAM in the case of a lognormal target PDF for a simu-
lation of box size 1000 h−1Mpc, by varying the smoothing scale Rs .
phenomenological description found by Neyrinck (2011a). There,
the matter power-spectrum covariance from N-body simulations
was found to be accurately approximated by
Ci j = δi j2
P2(ki)
Nki
+ αP(ki)P(k j ), (24)
Hence we refer to this model as α model. This model was later
revisited by Mohammed & Seljak (2014); Carron et al. (2015).
In Neyrinck (2011a) the α parameter was fitted against the co-
variance of a suite of N-body from the Coyote Universe simu-
lations (Lawrence et al. 2010), but its value could also be esti-
mated directly from the cell density variance of each realization as
α = Var(σ2cell)/〈σ2cell〉2, withσ2cell being the cell density variance of
the field, and 〈σ2cell〉 the corresponding ensemble average over the
realizations. In order to make a comparison we generate 5000 re-
alizations, both using ITAM and lognormal approximation, and we
compute their power spectra, their covariance and the corresponding
α parameters.
We compare the structure of the covariancematrices by analyz-
ing both the off-diagonal (Fig. 8) and diagonal elements (Fig. 9).We
can see that either cases retain a similar shape to the α model, with
a minor improvement of the ITAM case over the lognormal one.
For both ITAM and lognormal results we confirm the dependence
on the binning of the power spectrum estimates, found in Blot et al.
(2019) in the case of lognormal catalogues. A very small number
of bins decreases the Gaussian contribution to the covariance, so
as to emphasize the non-Gaussian contribution that is independent
of binning (Scoccimarro et al. 1999). On the other hand, choos-
ing a very large number of bins decreases the signal to noise of
all covariances. So, we choose a moderate number of bins, giving
a small Gaussian variance, without sacrificing the signal-to-noise
ratio. In Fig. 10, both the lognormal and ITAM follow rather well
the N-body fit provided by the α model, shown in terms of the
non-Gaussian contribution to the covariance. This is confirmed by
the α values that we measured for either approximation schemes in
two ways, both by employing α = Var(σ2cell)/〈σ2cell〉2 at the level
of sample realizations, and by fitting the functional form Eq. (24)
to the covariance matrices. In the case of the lognormal, we find
0.0009 for the former and 0.0014 for the latter method, while in
the case of the ITAM scheme we have 0.0013 and 0.0014 respec-
tively, to be compared against the reference value 0.0011 found by
fitting Eq. (24) to the covariance of the Coyote Universe simulations
(Lawrence et al. 2010) used by Neyrinck (2011a).
3.4 Relation to multiplicative bias model
Neyrinck (2011a); Carron et al. (2015) show that the approximation
to the covariance provided by Eq. (24) is exact for a bδ field, where
δ is a Gaussian field with power spectrum P(k) and b is a multi-
plicative ‘bias’ field, i.e. a locally constant factor multiplying the
density field, which varies from patch to patch, such that 〈b2〉 = 1
and 〈b4〉 − 〈b2〉2 = α.
The fact that translation processes (ITAM, and the lognormal
models) approximate the covariance in Eq. (24) suggests that the
bias fluctuations can be ascribed to the monotonic mapping of the
initial density fluctuations. The non-Gaussian components of ITAM
and lognormal covariances retain a very similar structure to the α
model approximation, as shown in Fig. 10.Moreover, the covariance
structure of an N-body density field can be largely removed by
Gaussianizing or taking the log-density of the field (e.g. fig. 2 of
Neyrinck (2011a)). In the case of the lognormal field, the exact
computation can be performed, and we can attempt to see whether
the form Eq. (24) is an approximation for its covariance.
We already considered the relation between lognormal and
Gaussian fields (Eq. (8)) in terms of their correlation functions
(Eq. (9)). It is possible to generalize the relation between the corre-
lation functions of the two fields to arbitrary orders (Coles & Jones
1991):
〈(δLng(x1) + 1)...(δLng(xn) + 1)〉 =
exp ©­«
n∑
i< j
ξg(|x i − x j |)ª®¬ =
n∏
i< j
[
1 + ξ(|x i − x j |)
]
,
(25)
where ξ is now used to refer to the two-point correlation function of
the lognormal field. We also know that the three-point correlation
of the lognormal field can be written as
〈(δLng(x) + 1)(δLng(x + r1) + 1)(δLng(x + r2) + 1))〉 =
Γ(r1,r2) + ξ(r1) + ξ(r2) + ξ(r12) + 1,
(26)
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Figure 8. Cut through the correlation matrix for the three approximations examined; the fixed mode is indicated at the top of each panel.
Figure 9. Diagonal elements of the covariance matrix for the three approx-
imations examined in the text.
where Γ is the connected three-point correlation function. By com-
bining Eq. (25) and Eq. (26), we can solve for the connected com-
ponent
Γ(r1, r2) = ξ(r1)ξ(r2) + ξ(r1)ξ(r12) + ξ(r2)ξ(r12)
+ ξ(r1)ξ(r2)ξ(r12).
(27)
In the samewaywe compute the fourth order correlation,which
depends not only on the two-point correlation function, but also on
the three-point connected component
〈(δLng(x) + 1)(δLng(x + r1) + 1)(δLng(x + r2) + 1))(δLng(x + r3) + 1))〉
= 1 + ξ(r1) + ξ(r21) + ξ(r2) + ξ(r31) + ξ(r32) + ξ(r3)
+ ξ(r1)ξ(r32) + ξ(r21)ξ(r3) + ξ(r2)ξ(r31)
+ Γ(r1, r2) + Γ(r1, r3) + Γ(r2, r3) + Γ(r21, r31)
+ ∆(r1, r2, r3).
(28)
Solving for the connected part of the four-point correlation
function by retaining only the lowest order terms O(ξ3), we obtain
∆(r1, r2, r3) = ξ(r1)ξ(r2)ξ(r3) + ξ(r1)ξ(r2)ξ(r31)
+ ξ(r1)ξ(r2)ξ(r32) + 13 perm. +O(ξ4).
(29)
The same equation is obtained in Joachimi et al. (2011) in the
context of the two-dimensional convergence field (eq. B11 in ap-
pendix B2). The Fourier transform of the four-point connected com-
ponent ∆ corresponds to the trispectrum T(k1, k2, k3). The trispec-
trum contribution to the covariance is obtained by considering its
parallelogram configurations, yielding
T(k1, k2) = P(k1)P(k2)
[
2P(k1) + 2P(k2)
+2P(k1 + k2) + 2P(|k1 − k2 |)
+
P(k1)
P(k2)
P(k1 + k2) + P(k1)P(k2)
P(|k1 − k2 |)
+
P(k2)
P(k1)
P(k1 + k2) + P(k2)P(k1)
P(|k1 − k2 |)
]
+O(P4).
(30)
We obtained that the trispectrum contribution to the covariance
of a lognormal field scales as T(k1, k2) ∝ P(k1)P(k2) f (k1, k2). If
we speculate that f (k1, k2) is approximately constant, this matches
the non-Gaussian form of the α-model covariance. While this far
from a proof, it suggests that the ansatz of Eq. (24)may be justified in
view of the exponential growth of structure. In fact, a more accurate
fit to the covariance matrix measured from N-body simulations still
can be written as C(k1, k2) = P(k1)P(k2)g(k1, k2), namely a non
trivial modulation of equation Eq. (24) (Klypin & Prada 2018).
4 APPLICATION TO THE DISPLACEMENT FIELD
In this section we apply the ITAM simulation scheme to another
random field, the divergence of the Lagrangian displacement field
ψ = ∇ · Ψ. This application not only serves as a proof of concept
of the algorithm, but it is worth considering also in view of the
relevance of ψ to perform fast simulations of the matter density
field (Munari et al. 2017). Indeed, most of these schemes are based
on approximations of ψ to describe the evolution of dark matter
particles in simulations. Thanks to ITAM, we can accurately repro-
duce ψ measured from a simulation by retaining only its PDF and
correlation structure, thus allowing us to elucidate the information
content they bear compared with other semi-analytical techniques
available in the literature. We first briefly summarize some of these
analytical approximations for ψ.
MNRAS 000, 1–13 (2015)
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Figure 10. Non-Gaussian part of the covariance matrix,CNGi j = Ci j − 2δi jP2(ki )/Nki . The black lines denote the isocontours.
4.1 2LPT
The evolution of preassureless particles evolving in an expanding
Universe is given by the solution of (Bernardeau et al. 2002)
d2
dτ2
x +H d
dτ
x = −∇Φ(x), (31)
where we used dτ = dt/a, H = H/a. H and a represent the Hub-
ble rate and the scale factor respectively, while Φ is the peculiar
gravitational potential. In the Lagrangian picture of structure for-
mation one solves for the displacement fieldΨ, namely the mapping
between Lagrangian coordinates q onto Eulerian coordinates x :
x(q) = q +Ψ(q). (32)
In Lagrangian perturbation theory one seeks a perturbative
solution for Eq. (31) of the form
Ψ = Ψ(1) +Ψ(2) + ... (33)
In practice we do not solve for the displacement directly, but
we solve for its divergence ψ(1) = ∇ · Ψ(1)(q, τ) (Buchert 1992;
Bouchet et al. 1995). Specifically, the famous ZA is the first-order
solution
ψ(1) = −δ(1)(q, τ) = −δ(1)(q)D1(τ), (34)
where in the last equality we exploited the fact that the growth
function D1 at linear order is separable from the spatial part, and is
given by the standard equation
D′′1 +HD′1 =
3
2
H2Ωm(τ)D1(τ). (35)
The ZA is often used to generate initial conditions of N-body
simulations. Indeed, by having an initial Gaussian power spectrum
we can generate a primordial density field δ(1)(q), which can be
evolved to the actual displacement by integrating Eq. (34). This is
possible only under the assumption that the field is irrotational,
namely there exists a scalar potential φ(1)(q) such that
Ψ(1) = −∇φ(1). (36)
The assumption of irrotationality has been studied thoroughly
by Chan (2014), and has been confirmed to be accurate up to k ∼
1 h/Mpc, even at z = 0. To increase the precision of the initial
conditions, the perturbative solution is found at higher orders, for
example at second order:
ψ(2)(q, τ) = D2(τ)
2D21(τ)
∑
i,j
(
φ
(1)
i,i
φ
(1)
j, j
− φ(1)
i, j
φ
(1)
j,i
)
, (37)
where D2 is the second order growth factor. Fitting functions for
the growth factors are respectively (Carroll et al. 1992)
D1(a) ' 52
aΩm(a)
Ωm(a)4/7 −ΩΛ(a) + (1 +Ωm(a)/2)(1 +ΩΛ(a)/70)
,
(38)
and (Bouchet et al. 1995)
D2 ' −37D
2
1 . (39)
Also for the second order we can assume irrotationality, which
allows us to define the second order displacement potential
Ψ(2) ≡ ∇φ(2). (40)
To summarize, the displacement in 2LPT is:
x = q − ∇φ(1)(q, τ) + ∇φ(2)(q, τ). (41)
2LPT is ubiquitous in implementations of fast simulation
schemes, being the basis for constrained realizations of density
field (Kitaura 2013; Jasche & Wandelt 2013; Leclercq et al. 2015),
for fast mock catalogue realizations (Monaco et al. 2013; Stein et al.
2019), or hybrid approaches (Tassev et al. 2013).
4.2 muscle
Despite its success in the perturbative regime, 2LPT becomes in-
accurate when density perturbations grow large, at high resolution
and low redshift (Matsubara 2008). In this non-perturbative regime,
2LPT produces extreme particle overcrossings at high density, and
also overestimates densities at low densities, even producing over-
dense clumps at what should be extreme underdensities (Sahni &
Shandarin 1996; Neyrinck 2013).
An improvement over the ZA and 2LPT approaches was pro-
posed by Neyrinck (2013). He adapted the Eulerian spherical ap-
proximation formula introduced by Bernardeau (1994), to a form
previously found by (Mohayaee et al. 2006), for the evolution of iso-
lated spherical perturbations to describe the Lagrangian evolution
of particles:
ψsc(τ) = 3

(
1 − δ
(1)(τ)
γ
)γ/3
− 1
 . (42)
The parameter γ here is related to the spherical-collapse den-
sity; following e.g. Neyrinck (2013), we adopt a value γ = 3/2. This
MNRAS 000, 1–13 (2015)
10 F. Tosone et al.
Figure 11. PDFs ofψ for various schemes. The peak atψ ∼ −3 is associated
with collapsed halo particles. In muscle, halo particles give a Dirac-delta
function at ψ = −3 (see Eq. (43)).
formula belongs to the broader family of local Lagrangianmappings
(Protogeros & Scherrer 1997), as it links the value of the density
at position q and time τ with the new value at the same position in
Lagrangian coordinates. The spherical collapse formula improves
the cross correlation with N-body simulation at the level of smaller
scales, but it fails to reproduce the large scale displacements of
2LPT. This impediment was overcome by Kitaura & Hess (2013),
with Augmented Lagrangian Perturbation Theory (ALPT). Here,
an interpolating smoothing kernel is a applied to the divergence
displacement in order to combine the spherical collapse at small
scales with 2LPT at large scales. This method requires a fitting pa-
rameter for this separation scale. Providing an alternative, Neyrinck
(2016) proposed a non-perturbative, parameter-free technique that
has a similar performance to ALPT. This approach is called MUlti-
scale Spherical ColLapse Evolution (muscle), where the condition
for collapse is checked in the initial density field on increasingly
larger smoothing scales. If at some smoothing radius Rc it occurs
δ(q, Rc) > γ, ψ(q) = −3 is set at that voxel, indicating a halo
particle as it is observed in N-body simulations (Neyrinck 2013).
The multi-scale approach of muscle accounts for the void-in-cloud
problem, which leads to retrieving the large scale displacement, and
can be summarized as follows
ψmsc(x) =

3
[(
1 − δlγ
)γ/3 − 1.] δl(R) < γ, ∀R,
−3, δl(Rc) > γ.
(43)
We have updated the previous code for these schemes, putting
it in a new github repository2.
4.3 Translation Process for Lagrangian Simulations
Ultimately, all previous techniques map the initial density field onto
the displacement divergence field without explicitly depending on
the coordinates. This kind of mapping is a local Lagrangian map-
ping (Protogeros & Scherrer 1997), and it falls in the same cat-
egory of the mappings considered by translation process theory,
being a local nonlinear transformation. More precisely, the ZA
and spherical collapse mappings (eqs. (34) and (42)) are exactly
monotonic, while 2LPT and muscle (eqs. (37) and (43)) use non-
local information. In light of translation process theory, we could
2 https://github.com/tos-1/MUSCLE
Figure 12. Transfer function ofψ, defined as the ratio of the power spectrum
of ψ generated from the fast simulation scheme over the one measured from
the N -body realization.
Figure 13.The top panel shows the cross correlation between the full-gravity
matter field and those resulting from the approximations. The bottom panel
shows the transfer function of the matter power spectra.
attempt to optimize for the pre-translation Gaussian field that is
most adapted to be transformed onto ψ, and we can check whether
this yields an improvement in encoding the evolution of the matter
density field with respect to these techniques. In order to generate
an ITAM realization of ψ, we measure the target power spectrum
〈ψ(k )ψ∗(k ′)〉 ≡ (2pi)3Pψ(k)δ(k + k ′), and ψ’s PDF, from the SB
simulation. In using both from a single realization, the results may
depend on peculiarities in that realization. The limitation is due to
the lack of an available software to produce accurate fitting functions
for the power spectrum and PDF of ψ. This introduced dependence
is not a problem, as long as one has the aim of isolating the contribu-
tion from the PDF and the correlation of ψ to the specific realization
examined, to assess howmuch information they convey with respect
MNRAS 000, 1–13 (2015)
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Figure 14.PDFof thematter fields generated by the divergence displacement
fields listed in the legend. These densities have been measured with the
Voronoi tessellation code in voboz/zobov. (Neyrinck et al. 2005)
to the exact result. To emulate the final ψ field, we set the phases of
the pre-translation Gaussian field to the phases of the initial density
field of the realization. We do not smooth the measured ψ field,
because both the power spectrum and the PDF are measured at the
grid level, and one can check that the ψ field variance is already
consistent with its power spectrum variance integrated up to the
Nyquist frequency.
In Fig. 11, we can see that the PDF of the ψ realization from
ITAMmatches the one of the N-body simulation (much better than
muscle, and particularly 2LPT), as it should by the virtue of the
translation transform Eq. (2). Likewise, the Lagrangian-space ψ
power spectrum of ITAM matches that of the N-body simulation
better than the other prescriptions, as shown in Fig. 12. The two
standard simulation schemes have a mismatch, with 2LPT diverg-
ing the most at small scales, and muscle departing the most on
large scales. This confirms the detailed analysis of the power spec-
tra of Lagrangian schemes conducted by Chan (2014), where it is
also found that these techniques come short of matching the power
spectrum measured in N-body simulations. Another benchmark of
the goodness of a fast simulation scheme is the similarity between
the resulting matter density and the N-body matter density. This
is generally quantified by means of the cross correlation spectrum,
that for two fields A and B is
X(k) = 〈δA(k)δ
∗
B(k)〉
PA(k)PB(k) . (44)
The cross correlations are plotted in the top panel of Fig. 13.
As we can see, the muscle implementation still performs better
than ITAM, which in turn is better than 2LPT, at least on smaller
scales. Examining this further, 2LPT is almost a local approach,
in the sense that it considers the information of each voxel and its
nearest neighbours (Eq. (37)). ITAM by construction is non-local,
as it involves the two-point correlation function.muscle is also non-
local, but the non-locality is coming from a smoothing procedure on
various scales centered around each voxel (Eq. (43)). Considering
that the one-point mapping of ITAM is very well approximated by
the spherical collapse formula (e.g. fig. 5 of Neyrinck (2016)), it
seems that themulti-scale information ismore relevant than the non-
local information of the two-point correlation function. In fact from
Fig. 15 we can see that halo particles are more accurately tagged
by muscle, rather than ITAM. However, when one examines the
particle positions plotted in Fig. 16, it is apparent that ITAM is
collapsing more filaments and walls when compared to muscle.
This improvement appears also in the bottom panel of Fig. 13. The
matter power spectrum of density field generated through ITAM on
ψ is closer to the N-body case. In Fig. 14, ITAM also manages to
capture the highest densities of any approximation, quantifying the
high filament compactness that ITAM manages in Fig. 16. Overall,
it seems that the improvement, despite not being substantial, could
pave the way for a new andmore accurate fast simulation scheme, as
e.g. a combination ofmuscle and ITAM.We leave this investigation
for a future study.
5 SUMMARY & CONCLUSIONS
In this work we have adapted the ITAM algorithm, first suggested
by Shields et al. (2011) for one-dimensional time simulations, to the
three-dimensional case of spatial fields (Fig. 1). ITAMoptimizes for
an effective Gaussian power spectrum to generate many realizations
of a field that can be mapped onto the target field under a simple
monotonic transform. The target field produced in this way has
prescribed PDF and power spectrum, which are the only required
inputs of the code. Using as a reference the PDF and the power
spectrum of an N-body simulation, we are able to generate many
realizations of a nonlinear field that match the density field at least at
the level of the one-point and two-point correlation functions, thus
improving over the usual lognormal assumption. We compared the
covariance of the ITAM field against the lognormal field, showing
that the accuracy of ITAM is comparable to the lognormal case,
or even closer to the expected covariance (figs. 8 and 9). For the
first time, we also motivate analytically a common ansatz used for
a phenomenological description of the covariance matrix, showing
that its form is a result of the Eulerian growth of structure such as
an exponential growth in the case of a lognormal field (section 3.4).
In fact, this functional form is found directly from examining the
trispectrum of the lognormal field. As a last example, we apply
ITAM to the case of the bi-modal PDF of the Lagrangian displace-
ment field (Fig. 11). As expected, we find that the displacement
field generated by ITAM is more faithful to the exact one measured
from the N-body simulation than available semi-analytical schemes
(Fig. 12), as well as being effective in generating a more accurate
density field (figs. 14 and 16). This result suggests that further im-
provements for Lagrangian schemes are not expected to come from
one-point mappings of the initial density field, but are to be found
in multi-scale or non-local approaches.
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