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Abstract
The paper documents and illustrates state space methods that implement time series dis-
aggregation by regression methods, with dynamics that depend on a single autoregressive
parameter. The most popular techniques for the distribution of economic ﬂow variables,
such as Chow-Lin, Fern´ andez and Litterman, are encompassed by this unifying framework.
The state space methodology offers the generality that is required to address a vari-
ety of inferential issues, such as the role of initial conditions, which are relevant for the
properties of the maximum likelihood estimates and for the the derivation of encompassing
representations that nest exactly the traditional disaggregation models, and the deﬁnition
of a suitable set of real time diagnostics on the quality of the disaggregation and revision
histories that support model selection.
The exact treatment of temporal disaggregation by dynamic regression models, when
the latter are formulated in the logarithms, rather than the levels, of an economic variable,
is also provided.
The properties of the proﬁle and marginal likelihood are investigated and the problems
with estimating the Litterman model are illustrated. In the light of the nonstationary nature
of the economic time series usually entertained in practice, the suggested strategy is to
ﬁt an autoregressive distribute lag model, which, under a reparameterisation and suitable
initial conditions, nests both the Chow-Lin and the Fern´ andez model, thereby incorporating
our uncertainty about the presence of cointegration between the aggregated series and the
indicators.
Keywords: Autoregressive Distributed Lag Models, COMFAC, Augmented Kalman ﬁlter
and smoother, Marginal Likelihood, Logarithmic Transformation.1 Introduction
Temporal disaggregation methods play an important role for the estimation of short term eco-
nomic indicators. This is certainly the case for a number of European countries, including
France, Italy, Spain, Belgium and Portugal, whose national statistical institutes make extensive
use of those methods, among which the Chow-Lin (Chow and Lin, 1973) procedure stands out
prominently, for constructing the quarterly national economic accounts from annual ﬁgures, us-
ing a set of indicators available at the quarterly frequency. As a consequence, a large share of the
Euro area quarterly gross domestic product is actually estimated by disaggregation techniques.
Interpolation and distribution are the two facets of the disaggregation problem. The former
deals with the estimation of the missing values of a stock variable that at points in time that have
been systematically skipped by the observation process; the latter arises when measurements
over ﬂow variables is in the form of a linear aggregate, typically the total or the average over
s consecutive periods. We shall consider as the leading case of interest the situation when the
aggregate series, concerning the annual totals of an economic variable, have to be distributed
across the quarters, using related series that are available for the shorter subperiod.
This paper concentrates on a set of dynamic regression methods that depend on a single
autoregressive parameter and a regression kernel aiming at capturing the role of related indi-
cators, and that encompass the most popular techniques such as Chow-Lin (1981), Fern´ andez
(1981) and Litterman (1983), which are are based on a regression model with autocorrelated er-
rors generated respectively by a ﬁrst order autoregressive (AR) process, a random walk and an
ARIMA(1,1,0) process. In addition, we consider autoregressive distributed lag models (ADL)
that nest the traditional models. See Di Fonzo (2003) for a review and additional references.
Discussion will be limited to the disaggregation problem; interpolation poses slightly different
issues and will not be considered further.
The class of models investigated is very restricted and its choice requires some motivation.
First and foremost, the investigation focuses on popular methods that have widespread appli-
cation. During the process of implementing them, for comparison with more sophisticated
methods, we felt that certain aspects were relatively unexplored, despite the large literature on
the topic. For instance, from the empirical standpoint, what seemed to be a plausible, stripped
to the bone, representation, in the lack of cointegration (Engle and Granger, 1987) between
the series and the indicator variable, i.e. the Litterman model, could not be estimated reliably,
which called for further analysis. The role of initial conditions and deterministic components
was another unsettled issue.
Secondly, we adhere to the idea that the disaggregated model should be kept relatively sim-
ple: as it will become clear in the course of the discussion, with particular reference to the
Litterman model, parsimonious modelling is particularly compelling here, since the aggregate
data may not be very informative on the parameters of the disaggregate model.
Finally, there are excellent papers covering other methodologies, among which we mention
Harvey and Chung (2000) and Moauro and Savio (2002). These references implement a gen-
uinely multivariate time series approach to the disaggregation problem, which overcomes some
1of the limitations of the regression based methods, namely the assumption of exogeneity of
the indicators, see also Harvey (1989, sec 8.7.1), and the assumption that the indicators are
measured free of measurement error.
The unifying framework of the paper is the state space representation and the associated
methods. The statistical treatment follows Harvey (1989, ch. 6, sec. 3): starting from the the
state space representation for the disaggregated model, the derived state space model handling
the aggregated observations is derived, augmenting the state vector for a cumulated variable
that is only partially observed. This converts the disaggregation problem onto a missing values
problem, that can be addressed by skipping certain updating operations in the ﬁltering and
smoothing equations.
Particular attention is devoted to the exact initialisation of the models, and the treatment of
regression effects and initial conditions as ﬁxed or diffuse. Diffuseness embodies uncertainty
about initial conditions or parameters and model nonstationarity. The issue is of fundamental
importance for the properties of the maximum likelihood estimates and for nesting exactly the
regression methods within more general ADL models. As far as the latter are concerned, the il-
lustrative examples presented in the paper provide further support for the modelling strategy set
outlined in Hendry and Mizon (1978), which leads to entertain the Chow-Lin or the Fern´ andez
model provided certain common factor restriction proves valid.
The augmented Kalman ﬁlter and smoother proposed by de Jong (1991) is the key algorithm
for evaluating the likelihood, and for deﬁning the set of time series innovations, that can be used
for diagnostic checking and addressing the issue of revision of the real time estimates when the
aggregate information accrues. The relevance of diagnostic checking is usually neglected in
the literature, one reason being that the innovations are not automatically available from the
implementation of these methods in a classical regression framework. The role of revision
histories for model selection is illustrated using a real life example.
Thepaperalsoprovidesanexacttreatmentoftemporaldisaggregationbydynamicregression
models when the disaggregated model is formulated in the logarithms, rather than the levels,
of an economic variable. This is usually the case for ﬂows measured on a ratio scale, such as
production and income; the logarithm provides the natural transformation under which the usual
assumptions concerning the linear model (linearity, homoscedasticity and normality of errors)
are plausible.
The paper is structured as follows: section 2 introduces the main disaggregated models and
their state space representation. Section 3 discusses how the latter is modiﬁed as a consequence
of temporal aggregation. The statistical treatment for linear disaggregation methods is the topic
of section 4, dealing with evaluation of the likelihood, marginalisation of regression effects,
diagnostic checking, ﬁltering and smoothing. Section 5 addresses the problem of distribution
of ﬂows that are modelled on a logarithmic scale.
The reader that is more interested in the applications may skip some of the more technical
parts in sections 3-5, which nevertheless form integral part of the paper, and move to section 6,
which contains ﬁve illustrations concerning the role of different assumptions on initial condi-
tions, the virtues of nesting the traditional procedures in more general autoregressive distributed
2lag models, the problems with the estimation of the Litterman model, and the use of nonlinear
disaggregation techniques for ensuring that the estimated series can take only admissible values.
Finally, a separate appendix documents a set of functions, written in Ox (see Doornik, 2001),
implementing the procedures discussed in this paper.
2 Disaggregated Time Series Models
The disaggregated time series models considered in this paper admit the following state space
representation:
yt = z0®t + x0
t¯; t = 1;:::;n;
®t = T®t¡1 + Wt¯ + H²t; t = 2;:::;n
®1 = a1 + W1¯ + H1²1; ²t » NID(0;¾2); ¯ » N(b;¾2V )
(1)
It should be noticed that the measurement equation does not feature a measurement error,
and that the system matrices are time invariant. Both restrictions can be easily relaxed.
The vectors xt and the matrices Wt contain exogenous regressors that enter respectively the
measurement equation and the transition equation and zero elements corresponding to effects
that are absent from one or the other equations. They are usually termed ”indicators” or ”related
variables” in the literature.
The initial state vector, ®1, is expressed as a function of ﬁxed and known effects (a1), random
stationary effects (H1²1, where the notation stresses that H1 may differ from H), and regression
effects, W1¯.
Two assumptions can be made concerning ¯: (i) ¯ is considered as a ﬁxed, but unknown
vector (V ! 0); this is suitable if it is deemed that the transition process governing the states
has started at time t = 1; (ii) ¯ is a diffuse random vector, i.e. it has an improper distribution
with a mean of zero (b = 0) and an arbitrarily large variance matrix (V ¡1 ! 0). This is suitable
if the process has started in the indeﬁnite past.
The ﬁrst case has been considered by Rosenberg (1973), who showed that ¯ can be concen-
trated out of the likelihood function, whereas (ii) is considered in de Jong (1991). Diffuseness
expresses parameter uncertainty or the nonstationarity of a particular state component and en-
tails marginalising the likelihood with respect to the parameter vector ¯.
The representation is sufﬁciently rich to accommodate the traditional linear disaggregation
techniques proposed in the literature. The rest of this section introduces the main models cur-
rently in use, discussing its state space representation and the initialisation issue, which turns
out to be crucial for the comparison of the different speciﬁcations.
2.1 The Chow-Lin model
The Chow-Lin (Chow and Lin, 1971, CL henceforth) disaggregation method is based on the
assumptionthatyt canberepresentedbyalinearregressionmodelwithﬁrstorderautoregressive
3errors:
yt = ®t + x
0
t¯; ®t = Á®t¡1 + ²t; ²t » NID(0;¾
2); (2)
with jÁj < 1 and ®1 » N(0;¾2=(1 ¡ Á2)).
The model is thus a particular case of (1), with scalar ®t, system matrices z = 1; T =
Á; H = 1: As far the initial conditions are concerned, as ®t is a stationary zero mean AR(1)
process, assuming that the process applies since time immemorial, ®1 » N(0;¾2=(1 ¡ Á2),
which amounts to setting: a1 = 0; W1 = 0; and H1 = (1 ¡ Á2)¡1=2.
If some element of xt are nonstationary, the CL model postulates full cointegration between
them and the series yt.
Deterministic components (e.g. a linear trend) are handled by including appropriate regres-
sors in the set xt, e.g. by setting xt = [1;t;x3t;:::;xkt]0, and writing yt = ¹+°t+
P
j ¯jxjt+®t,
with the ﬁrst two elements of ¯ being denoted ¹ and °.
Alternatively, they can be accommodated in the transition equation, which becomes ®t =
Á®t¡1+m+gt+²t. The state space form corresponding to this case features Wt = [1;t;00], for
t > 1, whereas W1 = [(1 ¡ Á)¡1;(1 ¡ 2Á)=(1 ¡ Á)2; 00]. The ﬁrst two elements of the vector
of exogenous regressors xt are zero, since m and g do not enter the measurement equation.






































A difference arise with respect to the deﬁnition of the marginal likelihood when these coef-
ﬁcients are diffuse, as we shall see in section 4.1.
First of all, it ought to be noticed that ﬁrst order differences ¢yt = yt ¡ yt¡1 eliminate the
constant term, whereas second order differences are required, ¢2yt, so as to eliminate depen-
dence on the coefﬁcient of the linear trend. This is true of both parameterisations, with one
notable exception that arises for the second one, when Á = 1, in which case ¢2yt = g + ¢²t.
Denoting ¾2
° = Var(°) and ¾2
m = Var(g), from (3) we ﬁnd that, for instance, ¾2
° = ¾2
g=(1 ¡
Á)2, so that a diffuse °, ¾2
° ! 1, arises both for ¾2
m ! 1 and Á ! 1.
2.2 The Litterman and Fernandez models




t¯ + ut; ¢ut = Á¢ut¡1 + ²t: (4)
4Litterman explicitly assumes that the ut process has started off at time t = 0 with u0 =
¢u0 = 0 (Litterman, 1983, last paragraph of page 170). This is usually inadequate, unless the
set of indicators includes a constant (which would capture the effect of the initial value); the
inclusion of a linear trend amounts to allowing for non zero drift in the ARIMA(1,1,0) process.
The Fern´ andez (1981) model arises in the particular case when Á = 0 and thus ut is a random
walk.



















The Litterman initialisation implies u1 = u0 + Á¢u0 + ²1 = ²1, which is implemented
casting:






Alternatively, including u¡1 in the vector ¯ as its ﬁrst element, in which case xt features
a zero element in ﬁrst position, and assuming that the stationary process has started in the









































and taking ¢u0 » N(0;¾2=(1 ¡ Á2));²1 » N(0;¾2). The diffuse nature of u¡1 arises from the
nonstationarity of the model.
It should be noticed that in this second setup we cannot include a constant in xt, since this
effect is captured by u¡1.
Finally, the ARIMA(1,1,0) process can be extended to include a constant and a trend in
¢ut = Á¢ut¡1 + m + gt + ²t; the parameters m and g are incorporated in the vector ¯ and
the matrices W1 and Wt are easily extended; for instance, if ¯ = [u¡1;m;g;¯0
2]0 where ¯2
corresponds to the regression effects affecting only the measurement equation,
W1 =
"








0 0 0 00






The alternative is to include a trend in the measurement equation; however, the remarks
concerning the inclusion of a constant when the starting value is already incorporated in the
vector ¯ continue to hold.
52.3 Autoregressive Distributed Lags Models
Following Hendry and Mizon (1978), it is well known that both the CL and Litterman models
can be nested within a more general dynamic regression model.
Consider the Autoregressive Distributed Lag model known as ADL(1,1), which takes the
form:




t¡1¯1 + ²t; ²t » NID(0;¾
2): (5)
Under suitable assumptions about initial conditions, the ALD(1,1) model nests the CL re-
gression model with AR(1) errors: in particular if
¯1 = ¡Á¯0
the AR polynomial and the distributed lag polynomial (¯0 + ¯1L) share a ”common factor”,
and the model (5) can be rewritten as yt = xt¯0 + ®t where ®t is the AR(1) process given in
(2). The ADL(1,0) arises instead if ¯1 = 0.
The beneﬁts of this representation versus a simple regression with AR(1) errors are thor-
oughly discussed in Hendry and Mizon (1978), especially as a more effective modelling frame-
work for avoiding the insurgence of spurious regressions between economic time series. See
also Banerjee et al. (1993, chapter 2). Section 6.2 illustrates some other interesting features
relating more speciﬁcally to the disaggregation problem.
The state representation is
yt = ®t
®t = Á®t¡1 + Wt¯ + ²t
(6)
with system matrices z0 = 1;T = Á;H = 1;Wt = [1;t;x0
t;x0
t¡1]; notice that differently from
the CL model the regression effects are all included in the transition equation. The ¯ vector has
elements ¯ = [m;g;¯0;¯1].
As for initial conditions, assuming that the process started in the indeﬁnite past, exact nesting
of the CL model occurs if one posits:














which corresponds to setting

















Other initialisations are possible:
² y1 can be considered as a ﬁxed value, which would amount to assuming that the state
space model (6) holds from t = 2 onwards, with ®2 » N(Áy1+m+2g+x0
2¯0+x0
1¯1;¾2),
(in terms of the state space representation a2 = Áy1;W2 = [1;2;x0
2;x0
1];H2 = 1. This
solution has no practical relevance in our case since, due to temporal aggregation, y1 is
not available.
6² y1 » N(c + x0
1¯;¾2): y1 is random and the process is supposed to have started at time
t = 0 with a value which is ﬁxed, but unknown; c is an additional parameter that is
included in the vector ¯, e.g. as the ﬁrst element, so that ¯ = [c;m;g;¯0
0;¯0
1].
The corresponding state space form has a1 = 0;W1 = [1;1;1;x0























This poses the issue either of making xt available before the initial time and of truncating
the inﬁnite sum on the right hand side, or, in general of back-casting the regressors. Were
xt a random walk, the initialisation would be as in (7).
2.3.1 Encompassing the nonstationary case
The treatment has hitherto focused on the stationary case. Formally, the ADL(1,1) with Á = 1
and ¯1 = ¡¯0 nests the Fern´ andez model using ¢xt as an indicator. Nevertheless, to allow for
diffuse initialisation, due to nonstationarity, it is preferable to use a different parameterisation,
which is obtained by replacing m and g from (3):
yt = Á(yt¡1 + °) + (1 ¡ Á)(¹ + °t) + ¯0
0xt + ¯0
1xt¡1 + ²t: (8)
The process can be initialised with y1 = ¹+°+(1¡Á)¡1x0
t(¯0+¯1)+(1¡Á2)¡1=2²1; treating
¹ as diffuse allows to incorporate the uncertainty about the cointegrating relationship between
the aggregate series and the indicators, and effectively amounts to estimating the ADL model
in ﬁrst differences. The drift parameter ° can also be marginalised out of the likelihood (see
Shephard, 1993), in which case the marginal likelihood is based on the second order differences
of the observations; a problem arise instead with the marginalisation of the effects associated
to the indicators; as a matter of fact, unless the common factor restriction is enforced, the data
transformation which marginalises the parameters ¯0;¯1 depends on Á.
Since later on we shall argue that the further ﬂexibility of the Litterman model is more appar-
ent than real, due to the problem one faces in its estimation, ﬁtting (8) is the suggested strategy,
if it is desired that the inferential process, concerning parameter estimation and disaggrega-
tion, embodies the uncertainty on the time series characterisation of the dynamic relationship
between the variables.
The ADL(1,1) model can also be formulated in the ﬁrst differences of yt:




t¡1¯1 + ²t; ²t » WN(0;¾
2):
7when xt is the ﬁrst difference of the variables entering the Litterman model, the latter is nested
under the common factor restriction, ¯0 = ¡Á¯1. The Fern´ andez model arises in two circum-
stances: when xt is in levels, when Á = 0 and ¯0 + ¯1 = 0; otherwise, if xt is in the changes,
when Á = 0 and ¯1 = 0.
The treatment of initial conditions proceeds along similar lines to the Litterman model. The
state space form features two state elements: ®t = [yt¡1;¢yt]0, with yt = [1;1]®t, and the
transition equation is the same as for Litterman model (see section 2.2), the only difference
being the presence of regression effects in the transition equation.




at times ¿ = 1;2;:::[n=s], where [k] denotes the integral part of k.
Following the approach proposed by Harvey (1989, sec. 6.3) the state space representation






t¡1 + yt; Ãt =
(
0; t = s(¿ ¡ 1) + 1;¿ = 1;:::;[n=s]
1; otherwise (9)
In the case of quarterly ﬂows whose annual total is observed (s = 4) the cumulator variable
(s = 4) takes the following values:
yc
1 = y1; yc
2 = y1 + y2; yc
3 = y1 + y2 + y3; yc
4 = y1 + y2 + y3 + y4
yc
5 = y5; yc
6 = y5 + y6; yc
7 = y5 + y6 + y7; yc





Only a systematic sample of every s-th value of yc
t process is observed, yc
¿s;¿ = 1;:::[n=s], so
that all the other values are missing.
The state space representation for yc
t is derived as follows: ﬁrst, replacing yt = z0®t in (9)




















t = T ¤
t ®¤
t¡1 + W ¤
t ¯ + H¤²t; ®¤
1 = a¤


















































Notice that the regression effects are all contained in the transition equation, and the measure-
ment equation has no measurement noise. Moreover, the transition matrix T is time varying.


















































The statistical treatment of model (10) is based upon the augmented Kalman ﬁlter (KF) due to
de Jong (1991, see also de Jong and Chu-Chun-Lin, 1994), suitably modiﬁed to take into ac-
count the presence of missing values, which is easily accomplished by skipping certain updating
operations.
Thealgorithmenablesexactinferencesinthepresenceofﬁxedanddiffuseregressioneffects;
the parameters ¯ can be concentrated out of the likelihood function, whereas the diffuse case is
accommodated by simple modiﬁcation of the likelihood. See Koopman (1997) and Durbin and
Koopman (2001) for an alternative exact approach to the initialisation under diffuseness and a
comparison of the approaches.
The usual KF equations are augmented by additional recursions which apply the same uni-
variate KF to k series of zero values, where k is the dimension of the vector ¯, with different
regression effect in the state equation, provided by the elements of Wt.
Using the initial conditions in (10), and further deﬁning A¤




1 , q1 =
0;s1 = 0;S1 = 0, the augmented Kalman ﬁlter consists of the following equations and recur-







ft = z¤0P ¤




t+1 = T ¤
t+1a¤
t + Ktvt; A¤
t+1 = W ¤
t+1 + A¤
tT ¤
t+1 + KtV 0
t
P ¤







qt+1 = qt + v2
t=ft; st+1 = st + Vtvt=ft
St+1 = St + VtV 0
t=ft dt+1 = dt + lnft
(11)
Else, for t 6= ¿s (yc
t is missing),
a¤
t+1 = T ¤
t+1a¤
t; A¤










qt+1 = qt; st+1 = st; St+1 = St;
(12)
The symbol V 0
t denotes a row vector with k elements. The quantities qt;St;st accumulate
weighted sum of squares and cross-products that will serve the estimation of ¯ via generalised
regression.
9It should be noticed that the quantities ft, Kt (Kalman gain) and Pt do not depend on the
observations and that the ﬁrst two are not computed when yc
t is missing. Missing values imply
that updating operations, related to the new information available, are skipped.
The augmented KF computes all the quantities that are necessary for the evaluation of the
likelihood function.
4.1 Maximum Likelihood Estimation
Under the ﬁxed effects model, as shown in Rosenberg (1973), maximising the likelihood with
respect to ¯ and ¾2 yields:
^ ¯ = ¡S
¡1
















2 + ln(2¼) + 1
´i
; (14)
it is a function of the parameter Á alone. Thus maximum likelihood estimation can be carried
out via a grid search over the interval (-1,1).










and the diffuse proﬁle likelihood, denoted L1, takes the expression:
L1 = ¡0:5
h
dn+1 + ([n=s] ¡ k)
³
ln ^ ¾





The diffuse likelihood is based on a linear transformation (e.g. ﬁrst order differences) that
makes likelihood of the transformed data invariant to ¯. This yields estimators of Á with better
small sample properties, as it will be illustrated in section 6.1, in agreement with Tunnicliffe-
Wilson (1986) and Shephard and Harvey (1990).
Some care about the parameterisation chosen should be exercised when Á is close to 1: this
point can be illustrated with respect to the simple CL model with a constant term, which admits
two representations: (A) yt = ¹ + ²t=(1 ¡ ÁL) and (B) yt = Áyt¡1 + m + ²t; for both (A) and
(B) assume y1 = ¹ + (1 ¡ Á2)¡1=2²1.
As hinted in section 2.1, taking ﬁrst differences yields a strictly noninvertible ARMA(1,1)
process that does not depend on ¹ in case (A) and on m in case (B), except when Á = 1, for
which ¢yt = m+²t and further differencing would be required to get rid of the nuisance param-
eter m. Hence, setting aside for a moment the temporal aggregation problem, L(¢y2;:::;¢yn)
cannot be made independent of m when Á = 1.
10Denoting by L¹ and Lm the two diffuse likelihood under (A) and (B), it can be shown (proof
available from the author) that L¹ = Lm+2ln(1¡Á), which has relevant implications if Á ! 1
(see section 6.1); all other inferences are the same.
If it is suspected that Á = 1 is a likely occurrence, due to the nonstationarity of the series
and the lack of cointegration with the indicators, only diffuseness under case (A) provides the
correct solution.
Hence, a difference arises in the deﬁnition of the diffuse likelihood according to the parame-
terisation of the deterministic kernel. The ambiguity arises from the fact that the transformation
adopted (differencing) is dependent on the parameter Á. See Severini (2000, sec. 8.3.4) for a
general treatment of marginal likelihoods based on parameter dependent transformations.
The ambiguity is resolved anyway if (B) is reparameterised as yt = Áyt¡1+(1¡Á)¹+²t;t >
1, in which case the two diffuse likelihood can be shown to be equivalent.
4.2 Diagnostic checking and disaggregated estimates




t st, with variance ~ ft = ft + V 0
tS
¡1
t Vt: As illustrated in section 6.3, the standardised in-
novations, ~ vt=
q
~ ft can be used to check for residual autocorrelation and departure from the
normality assumption. They also are a good indicator of the process of revision of the disaggre-
gated estimates.
The ﬁltered, or real time, estimates of the state vector and their estimation error matrix are






t z¤~ vt=ft, P ¤








The smoothed estimates are obtained from the augmented smoothing algorithm proposed by
de Jong (1988), appropriately adapted to hand missing values. Deﬁning rn = 0;Rn = 0;Nn =
0, for t = n;:::;1, and t = ¿s;¿ = 1;:::;[n=s] (yc
t is available):
rt¡1 = z¤vt=ft + (Tt+1 ¡ Ktz¤0)rt; Rt¡1 = z¤V 0
t=ft + (Tt+1 ¡ Ktz¤0)Rt;
Nt¡1 = z¤z¤0=ft + (Tt+1 ¡ Ktz¤0)Nt(Tt+1 ¡ Ktz¤0)0
Else, for t 6= ¿s (yc
t is missing),
rt¡1 = Tt+1rt; Rt¡1 = Tt+1Rt; Nt¡1 = Tt+1NtT
0
t+1:




t ~ ¯ + P ¤
t (rt¡1 + Rt¡1~ ¯)
P ¤





t ¡ P ¤
t Nt¡1P ¤
t
The provides disaggregated estimates of the cumulator ~ yc
t (corresponding to the last compo-
nent of the state vector); the latter can be decumulated by inverting (9) so as to provide estimates
of the disaggregated series; however, its estimation error variance is not available.
To remedy this situation, the strategy is to augment the state vector by appending yt to it; the
new transition equation is derived straightforwardly writing:
yt = z
0®t + xt¯ = z
0T®t¡1 + (xt + z
0Wt)¯ + zH²t:
115 Logarithmic transformation and nonlinear disaggregation
Time series models for ﬂow variables measured on a ratio scale (such as production, turnover,
value added, revenues, etc.) are usually formulated in terms of the logarithmic transformation
of the disaggregated values.
The assumptions underlying the disaggregated model (additivity of effects, normality and
homoscedasticity of errors) appear more suitable for the logarithms, rather then the levels of
economic ﬂows. See also Banerjee et al. (1993), section 6.3, for further arguments and discus-
sion concerning the modelling of the logarithms versus the levels of an economic time series.
Assuming that yt denotes the logarithm of the disaggregated values, for which the dynamic
regression model yt = z0®t + x0
t¯ of section 2 applies, the aggregate value of a ﬂow can be




exp(y¿s¡j);¿ = 1;:::;[n=s]; (16)
For instance, when s = 4, the linear time series model is formulated for the logarithms of the
quarterly values, yt, but the available data are only annual, originating from the sum of the levels
of the ﬂow variable over the four quarters making up the year.
It should be noticed that (16) is a nonlinear aggregation constraint which is responsible even-
tuallyforthenonlinearityoftheaggregatedmodel. Thegeneralstatisticaltreatmentofdisaggre-
gation under the class of Box-Cox (1964) transformations is provided in Proietti (2004); Proietti
and Moauro (2003) present an application to the problem of estimation an index of coincident
indicators and a monthly GDP series using data with different frequency of observations within
the Stock and Watson (1991) dynamic factor model.
Statistical inference is carried out by an iterative method that at convergence provides a
disaggregated series f^ yt;t = 1;:::;ng, that is a constrained posterior mode estimate of the
unknown fytg, which satisﬁes the nonlinear observational constraint (16) exactly.





t¡1 + exp(yt); (17)
and denoting by ~ yt = z0~ ® + x0
t~ ¯;t = 1;:::;n; a trial disaggregated series (which needs not
satisfy the constraint (16)), let us consider the ﬁrst order Taylor approximation of exp(yt) =
exp(z0® + x0
t¯) around the trial values [~ ®0; ~ ¯0]0, giving:
Y c
t = ÃtY c
t¡1 + ~ z0
t®t + ~ x0
t¯ + ~ dt;
~ z0
t = exp(~ yt)z0; ~ x0
t = exp(~ yt)x0
t; ~ dt = (1 ¡ ~ yt)exp(~ yt)
(18)
Conditional on ~ yt, equation (18) is linear and, replacing ®t with the right hand side of the
transition equation, it is used to augment the state space representation (1). The only relevant
change with respect to the linear case is the inclusion of the sequence dt and the time varying
nature of the system matrices.
12Hence, conditional on ~ yt the linear Gaussian approximating model (LGAM) is formulated
for the state vector ®¤
t = [®0
t;Y c
t ]0 as follows:
Y c
t = [00 1]®¤
t;
®¤
t = ~ T ¤
t ®¤
t¡1 + [00; ~ dt]0 + ~ W ¤
t ¯ + ~ H¤²t; ®¤
1 = a¤
1 + [00; ~ d1]0 + ~ W ¤






















































Applying the augmented KF and smoother of section 4 a new disaggregated series f^ ytg is
computed. Setting ~ yt = ^ yt and replacing the latter into (19) a new LGAM is obtained; iterating
the process until convergence provides the required solution. The likelihood of the nonlinear
model is approximated by that of the LGAM at convergence. An illustration is provided in
section 6.5.
As shown in Proietti (2004), the iterative algorithm outlined above is a sequential linear
constrained optimisation method, see Gill et al. (1989, sec. 7), that rests upon the linearisation
of the constraint around a trial value, which does not need to be feasible. It can be viewed as a
particular case of the recursive conditional mode by extended Kalman ﬁltering and smoothing
proposed on Durbin and Koopman (1992, 2001) and Fahrmeir (1992).
We stress that the iterative method differs from the technique known as extended Kalman ﬁl-
ter (see Anderson and Moore, 1979, Harvey and Pierse, 1984, sec. 5), which is the non-iterative
method that replaces the unknown states affecting the system matrices by the conditional ex-
pectation of ®t given the past observations up to time t ¡ 1 in the Taylor expansion.
As a matter of fact, straight application of the extended Kalman ﬁlter and smoother to the lin-
earised model would not lead a feasible estimate of ®, and a subsequent adjustment would be re-
quired to enforce the aggregation constraint. This approach was adopted by Proietti (1998), who
distributed the approximation errors according to the Denton method (Denton, 1971). Mitchell
et al. (2004) provide an alternative non iterative solution which yields an approximate solution.
According to our approach, on the other hand, the evaluation of the likelihood is based on
a linearised model that has the same posterior mode for the states ®, and thus for the missing
observations, as the true nonlinear model.
6 Illustrations
This section provides ﬁve illustrations. The ﬁrst two concern the CL disaggregation method and
deal with (i) the role of marginal likelihood diffuse initial conditions for the estimation of the
autoregressive parameter; (ii) the beneﬁts of nesting CL within a more general ADL model.
13The third uses a real time experiment to set up revision histories that help in choosing be-
tween different methods and/or deterministic kernels.
The fourth concerns the properties of the maximum likelihood estimator of the AR parameter
in the Litterman model, in particular, when the true Á is equal to zero (Fernandez, 1981).
Our ﬁnal illustration deals with the nonlinear disaggregation on the logarithmic scale of a
time series characterised by the presence of small positive values, for which linear disaggrega-
tion methods fail to provide admissible estimates.
The real life applications refer to a dataset, consisting of a set of annual series and the corre-
sponding quarterly indicators, made available by the Italian National Statistical Institute, Istat,
consists of a set of annual series and the corresponding quarterly indicatorwho has recently es-
tablished a commission aiming at the assessment of its current temporal disaggregation method-
ology and practices, that are based primarily, if not exclusively, on the CL procedure.
A set of Ox1 functions implementing the methods presented in this paper are available from
the author upon request and is documented brieﬂy in the appendix.
6.1 The CL model with diffuse regression effects
We report the results of two small, but representative, Monte Carlo experiment dealing with
the estimation of the AR parameter, Á, under the two alternative assumptions on the regression
effects, ¯, ﬁxed or diffuse.
The ﬁrst consists of simulating M = 1000 series of length n = 120 from the true model
yt = ¹+xt +ut, with ¹ = 0:5, xt is the random walk process ¢xt = 0:5+³t, ³t » NID(0;1),
and ut is a stationary AR(1) process with Á = 0:75: ut = 0:75ut¡1 + ²t; ²t » NID(0;0:8).
The generated series are then aggregated with aggregation period s = 4, and the CL model
with a constant term and regression effects is estimated treating ¯ respectively as a ﬁxed un-
known vector and a random diffuse vector. We refer to section 4.1 for the choice of the param-
eterisation of the constant term.
The distributions of the estimated Á coefﬁcients are presented in the ﬁrst panel of ﬁgure 1.
Both estimators suffer from a downward bias, but this is larger for the ﬁxed case (-0.17, in the
diffuse case being equal to -0.05). The estimation mean square errors are respectively 0.206 and
0.052 for the ﬁxed and diffuse case, implying that assuming diffuse effects greatly improves the
estimates.
In the second Monte Carlo experiment the disaggregated data are generated by the random
walk with drift: yt = yt¡1 + 0:5 + ²t; ²t » NID(0;0:5). the other design parameter remain the
same and there are no exogenous effects.
The generating model has Á = 1 and is thus nonstationary. Again the treatment of ¹ as
a diffuse effect in the estimation provides a substantive improvement for the properties of the
estimates, as highlighted by the comparison of the two distributions of the Á estimates over the
M replications, represented in the second panel of ﬁgure 1.
1Ox is a matrix programming language developed by J.A. Doornik (2001).
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Figure 1: Histograms and nonparametric density estimates of the estimated Á coefﬁcient of the
CL model under ﬁxed and diffuse effects.
The bias and the estimation mean square error amount respectively to to -0.09 and 0.012 for
the ﬁxed case and to -0.05 and 0.005 for the diffuse case.
6.2 Common factor analysis: the ADL(1,1) model versus Chow-Lin
The estimation of the quarterly total production series for the Italian insurance sector from the
annual series, carried out by Istat using the CL method, is considered problematic due to the
scarce adequacy of the quarterly indicator. The latter is reproduced, along with the the annual
ﬁgures to be distributed, in the ﬁrst panel of ﬁgure 2. The plot reveals that the indicator is highly
volatile towards the end of the sample, being more prone to outliers and level shifts.
In a situation like the present one, a crucial concern is the ”volatility transfer” from the indi-
cators to the disaggregated estimates, that originates from the application of the CL procedure.
Before turning to this issue, let us present the solutions presented by the ADL(1,1) and
Chow-Lin with regression effects represented by a deterministic trend and the indicator xt. It
should be recalled from section 2.3 that the former nests the latter.
As far as the ADL(1,1) model is concerned, the maximised proﬁle likelihood (plotted in
the second panel of ﬁgure 3) is -204.30, which corresponds to value Á = 0:72. Moreover,
^ ¯0 = ¡0:04 (standard error 0.08), ^ ¯0 = 0:17 (standard error 0.09), ^ ¾2 = 11607. This would
suggest dropping xt, while retaining xt¡1 (due to the nonstationarity of xt collinearity, and the
reliability of standard errors, is an issue here).
15For the Chow-Lin model the estimated AR parameter (restricting the grid search in the
positive range) is 0.43, with the maximised proﬁle likelihood taking the value -212.64; also,
^ ¯ = 0:40; (standard error 0.03), ^ ¾2 = 44712.
Hence, the likelihood ratio statistic of the restriction ¯1 = ¡Á¯0 in the ADL model takes the
value 16.69 and clearly does lead to a rejection. This implies that the CL speciﬁcation is not
supported in this example.
The plot of the disaggregate series (ﬁgure 2) reveals interesting interpretive features of the
two methods. In particular, the CL estimates are affected to a greater extent by the volatility of
the indicator, whereas the sharp movements in the indicator appear more smoothed in the ADL
estimates.
Now, recallthatforscalar xt theCLdisaggregationisbasedon yt = ¯xt+ut withut »AR(1)










The ﬁrst two terms on the right hand side can be interpreted as a distributed lag function of
a ﬁltered version of xt, where the current and past values of xt receive weights that decline
geometrically over time.
If the indicator is affected by measurement error, so that it can be written xt = ¹ xt + ´t;´ »
NID(0;¾2
´), and the signal ¹ xt is generated by a random walk with disturbance variance ¾2
x =
(1 ¡ Á)2¾2
´=Á, then it can be shown that E(¹ xtjxt;xt¡1;:::) is proportional to xt + Áxt¡1 +
Á2xt¡2 + ¢¢¢ = (1 ¡ ÁL)¡1xt.
Our second example supports instead the CL restriction and deals with the total production
of the Wholesale and Retail Trade sector (Istat B4 series), whose annual values are plotted in
the ﬁrst panel of ﬁgure 3, along with the quarterly indicator constructed by Istat.
As far as the ADL(1,1) model is concerned, the maximised proﬁle likelihood (plotted in
the second panel of ﬁgure 3) is -241.52, which corresponds to value Á = 0:72. Moreover,
^ ¯0 = 0:55; ^ ¯0 = ¡0:43 (standard error 0.12), ^ ¾2 = 1:8583 £ 105.
For the Chow-Lin model the estimated AR parameter is the essentially the same (0.72), with
the maximised proﬁle likelihood taking the value -241.76; also, ^ ¯ = 0:49; (standard error 0.08),
^ ¾2 = 1:8671 £ 105.
Thus the LR statistic of the restriction ¯1 = ¡Á¯0 is 0.47 and clearly does not lead reject the
null. Figure 3 makes clear that the two models produce the same disaggregated series.
6.3 Diagnostics and reliability of estimates
The European System of National and Regional Accounts (par. 12.04) envisages the following
selection criterion:
The choice between the different indirect procedures must above all take into ac-
count the minimisation of the forecast error for the current year, in order that the
provisional annual estimates correspond as closely as possible to the ﬁnal ﬁgures.
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Figure 2: Total Production Insurance sector (Istat A2 series). Comparison between the
ADL(1,0) model and Chow-Lin.
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Figure 3: Total Production Wholesale and Retail Trade (Istat B4 series).Comparison between
the ADL(1,0) model and Chow-Lin. 17This criterion, which refers to the discrepancy between the estimates not using the last aggregate
data and those incorporating it, is ambiguous in that it considers the estimates incorporating the
yearly ﬁgure as ﬁnal, whereas any disaggregation ﬁlter will use also future aggregate observa-
tions, the CL with Á = 0 being the only notable exception.
On the other hand, it clearly points out that the decision between alternative methods should
be based on a careful assessment of the revision of the estimates as the new total, sometimes
referred to as benchmark, becomes available.
In this illustration we compare the revision histories of three methods of disaggregating the
total production of the Metals sector (Istat B2 series), available for the years 1977-2003 and
plotted in the ﬁrst panel of ﬁgure 4 along with its indicator: CL with regression effects repre-
sented by a constant and the indicator; CL with a linear trend and the indicator; the Fern´ andez
model with a constant and the indicator.
The ﬁltered and smoothed estimates arising from the Fern´ andez are reproduced in ﬁgure 4,
whereas ﬁgure 5 plots the standardised innovations, their estimated density and correlogram
and compares the revision history with the CL model with a trend.
The revision histories are generated as follows: starting from 1992 we perform a rolling
forecast experiment such that at the beginning of the year we make predictions for the four
quarters using the information available up to the beginning of the year and revise the estimates
concerning the four quarters of the previous year.
This assumes that the annual aggregate for the year ¿ accrues between the end of the quarter
¿s and the beginning of quarter ¿s + 1. At the end of the experiment 12 sets of predictions are
available for four horizons (one quarter to four quarters); these are compared with the revised
estimates, which incorporate the annual aggregate information. The models are re-estimated at
each new annual observations.
Table 1 presents summary statistics pertaining to the revision histories at the four horizons.
The ﬁrst rather obvious piece of evidence is that the performance of the methods deteriorates
withthehorizons, exceptfortheCLwithatrend. Secondly, therandomwalkmodel(Fern´ andez)
speciﬁcations outperforms according to all the measures presented.
The plot of the percentage revision errors in the last panel of ﬁgure 5 points out that the
extent of the revision can be anticipated from the standardised innovations; it also reveals that
the performance of the CL with trend model is strongly inﬂuenced by the inability to predict
the 1996 expansion.
6.4 Litterman model: small sample properties of Á estimates
The previous illustration showed that the Fern´ andez model outperformed the Chow-Lin speci-
ﬁcation in terms of the revision errors; as the former is also a particular case of the Litterman
model arising when the AR parameter is zero, one would expect that, when the series is not
cointegrated at the long run frequency with the indicator, the correct strategy would be to ﬁt
the Litterman model in the ﬁrst place and to entertain the Fern´ andez model only when Á is not
signiﬁcantly different from zero.
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Figure 4: Total Production Metals (Istat B2 series). Filtered and smoothed estimates of the
disaggregated series obtained by the Fernandez model.
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Figure 5: Total Production Metals (Istat B2 series). Standardised innovations for the Fernandez
model and revision histories for the Chow-Lin and Fernandez models 19This section investigates the properties of the maximum likelihood estimates of the Á pa-
rameters of the Litterman model, and concludes that these are fairly problematic at the very
least.
For the series considered in the above illustration (Istat B2 series) the estimate of Á resulted
-0.73, even though this is not signiﬁcantly different from zero, which can be considered as a
fairly emblematic outcome, as conﬁrmed by our empirical experience with the Istat dataset: out
of 16 series investigated 10 Á estimates were in the range (-1, -0.5), 3 in (-0.5, 0), only one in
(0,0.5) and three were greater than 0.5. In spite of their polarisation, the likelihood was very ﬂat
and the estimates were not signiﬁcantly different from zero.
The reason is that for s = 4, despite the Á parameter being theoretically identiﬁed, the data
are not very informative about the AR parameter, even in large samples, unless the true value is
indeed close to the extremes of the stationary range.
The behaviour of the large sample likelihood function of the Litterman model can be inves-
tigated using the approach by Palm and Nijman (1984).
Letting zt denote the sum of s consecutive observations, zt = S(L)yt, with S(L) = 1+L+




2(1 + ÁL + Á
2L
2 + ¢¢¢ + Á
s¡1L
s¡1)²t;
where ¢s = 1 ¡ Ls.
The ﬁrst differences of the aggregated process arise as a systematic sample with step s of
¢szt, and are the ARMA(1,1) process: ¢Z¿ = ÁsZ¿¡1 + (1 + µL)»¿; where the lag operator
applies to the ¿ index, that is ¢Z¿ = Z¿ ¡ Z¿¡1, with AR parameter Ás and moving average
parameter, µ, provided by the invertible root of the quadratic equation µ
1+µ2 = ½(s), where
½(s) = °(s)=°(0) and °(j) is the lag j autocovariance of the process S(L)2(1 + ÁL + Á2L2 +
¢¢¢ + Ás¡1Ls¡1)²t; ¾2
» = °(0)=(1 + µ2).
Letting gÁ(!) = (1 + µ2 + 2µcos!)=(1 + Á2s ¡ 2Ás cos!), so that gÁ(!)¾2
» denotes the
spectral generating function of ¢Z¿ the large sample log-likelihood evaluated at ~ Á is
















The integral represents the variance of the residual ~ »t = (1 + ~ µL)¡1(1 ¡ ~ ÁL)¢Z¿ for the
Litterman model with ~ Á.
When Á = 0 the true disaggregated data are generated by the Fern´ andez model (a random
walk), and the aggregate model for Zt is IMA(1,1).
In ﬁgure 6 we use the effective device, adopted by Palm and Nijman (1984), of plotting L(~ Á)
for the values of the argument that are not signiﬁcantly different from the true value Á = 0,
which occurs when 2[L(0) ¡ L(~ Á)] < Â2
0:95(1) (obviously L(0) is a global maximum), with
Â2
0:95(1) representing the 95-th percentile of the chisquare distribution with 1 degree of freedom
(3.84), and the ﬁxed value L(0) ¡ 0:5Â2
0:95(1) otherwise.





Figure 6: Large sample proﬁle log-likelihood for Á coefﬁcients when the true disaggregated
model is a random walk (Fern´ andez model).
The plot immediately reveals that the likelihood is very ﬂat, and that the range of values not
signiﬁcantly different from zero covers a large part of the stationary region of the parameter.
When the aggregation interval is s = 3 a secondary mode of the likelihood appears, and the
situation worsens as s increases.
The previous analysis rests upon a large sample approximation. The small sample properties
of the MLE of Á in the Litterman model when the true value is Á = 0 and the aggregation
interval is equal to s = 4 are investigated by a MC experiment, designed as follows: M = 1000
series of length n = 120 are simulated from the process yt = xt + ut, where ut is a random
walk ¢ut = ²t; ²t » NID(0;0:5), and ¢xt = 0:5 + ³t, ³t » NID(0;1).
The series are aggregated into the sum of four consecutive values (s = 4 giving 40 yearly
observations) and the Litterman model with a constant term (assuming unknown initial condi-
tions) is ﬁtted; for comparison we also estimated two encompassing dynamic regression mod-
els, namely the ADL(1,1) model in differences using the levels of xt as an indicator ¢yt =
Á¢yt¡1 +m+¯0xt +¯1xt¡1 +²t, and the ADL(1,1) using ﬁrst differences of xt as an explana-
tory variable: ¢yt = Á¢yt¡1 + m + ¯0¢xt + ¯1¢xt¡1 + ²t,
The density of the estimates of Á are displayed in ﬁgure 7, which reveals the distribution of
the Litterman’s estimates is inherently bimodal, so that the bulk of the estimates is far away
from the true value. The true value is close to a minimum of the density.
The situation improves substantially when the ADL model using xt is adopted; the estimates
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Figure 7: Histograms and nonparametric density estimates of the estimated Á coefﬁcient for
disaggregated data generated according to yt = xt + ut, where ut is a random walk, ¢ut = ²t;
²t » NID(0;0:5), and ¢xt = 0:5 + ³t, ³t » NID(0;1).
the estimates of the regression coefﬁcient satisfy ¯0+¯1 = 1. Finally, the ADL(1,1) using ¢xt,
improves somewhat, but not decisively.
In conclusion, the maximum likelihood estimates of the Á parameter characterising the Lit-
terman model should be taken with great care; it is usually fruitful to plot the proﬁle likelihood,
highlighting the set of values not signiﬁcantly different from the maximiser, to perceive the re-
liability of the point estimates. It is also important to compare results with the ADL model in
ﬁrst differences.
6.5 Nonlinear Disaggregation
Our last illustration concerns the annual tax revenues on methane gas (Istat series A1), which is
displayed in the ﬁrst panel of ﬁgure 8; the series is disaggregated by Istat using the Chow-Lin
method using as indicator measuring the quantity of methane gas sold (seasonally unadjsted,
also reproduced in ﬁgure 8).
We leave aside the issue posed by the presence of seasonality. It sufﬁces to say that Istat
produces a ”seasonally unadjusted” version of the quarterly accounts that postulates that the
seasonality in the aggregated series is proportional to that in the indicator, where the factor
of proportionality is the regression coefﬁcient ¯; if the indicator is integrated at the seasonal
frequencies, the underlying assumption is that, the disaggregated series and the indicator will
22be seasonally cointegrated at those frequencies.
The disaggregation of the annual revenue totals provides an interesting testbed since, due to
the small numbers involved, the estimated quarterly series can take on negative values, which
are outside the admissible range of the series. As a matter of fact, standard application of the
Chow-Lin procedure with a constant term (^ Á = 0:36 and ¯ = 0:98, with standard error 0.04)
yields the disaggregated series plotted in the second panel of ﬁgure 8, which indeed becomes
negative in coincidence with a few seasonal troughs.
There are two arguments in favour of the nonlinear disaggregation procedure outlined in
section 5. First and foremost, working on the logarithmic scale guarantees that the levels of
the estimated quarterly series take only positive values, within the admissible range; moreover,
the logarithmic transformation mitigates if not eliminates the heteroscedasticity of the series. At
leastthelogarithmsofxt donotdisplaytheincreaseintheamplitudeoftheseasonalﬂuctuations
which characterises the levels; see the last panel of ﬁgure 8.
When the nonlinear CL model with a constant term is ﬁtted to the series the estimates the
parameters result ^ Á = 0:27, m = ¡0:53, and ¯ = 1:09. The disaggregated estimates are
obtained by the iterative algorithm described in section 5; they are displayed in the middle
panel of 8, whereas their logarithm is shown in the last graph.
7 Conclusions
The paper has revisited the problem of disaggregating economic ﬂows by dynamic regression
models using a state space framework.
It has discussed the state space formulation of the traditional disaggregation methods, with
special attention to the initialisation issue. The latter is crucial for a correct implementation of
the methods and for their nesting within more general dynamic speciﬁcations.
The associated ﬁltering and smoothing algorithm, suitably modiﬁed to allow for the treat-
ment of missing values and ﬁxed and diffuse regression effects, provide the unifying tools for
the statistical treatment: likelihood evaluation, diagnostic checking and ultimately disaggrega-
tion.
The empirical ﬁndings based on real life case studies and Monte Carlo experimentation can
be summarised as follows:
² The use of the marginal likelihood has been found to be beneﬁcial for the Chow-Lin
model when the AR parameter is close to unity.
² Likelihood inference on the AR coefﬁcient of the Litterman model proves to be very
unreliable.
² Nesting the traditional disaggregation models within more general dynamic speciﬁca-
tions, such as the ADL in levels and ﬁrst differences, is a good modelling strategy.
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Figure 8: Tax Revenues Methane Gas (Istat A1 series). Comparison between linear and non-
linear Chow-Lin disaggregation. The linear quarterly series yields negative unadmissible esti-
mates.
24² The exact nonlinear disaggregation problem arising when the disaggregated model is for-
mulatedinthelogarithmsoftheseriesisfeasibleandcomputationallyattractive, requiring
only the iteration of routine linear smoothing operations.
Given the previous discussion on the properties of the proﬁle and marginal likelihood and
on the difﬁculty in estimating the Litterman model, and considering the nonstationary nature
of the economic time series usually entertained in practice, the suggested strategy is to ﬁt the
ADL(1,1) model, which, under a reparameterisation and suitable initial conditions, nests both
the Chow-Lin and the Fern´ andez model, thereby incorporating our uncertainty about the pres-
ence of cointegration between the aggregated series and the indicators.
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28A Description of the Ox Programme
The Ox programme TDSsm.ox contains functions for the statistical treatment of disaggregation using
dynamic regression models.
The models implemented are identiﬁed by an appropriate string, assigned to the variable sSel, that
result from the collation of three components: the Model type, the Deterministic type and the Diffuse
type.
The options supported for the Model type are listed below:
Deterministic components may enter the model via the matrix of the regressors (see below) or are
automatically included in the transition equation by appending a c to the model string for a constant
term is or a t for a linear trend.
Forinstance, sSel ="CLt"selectstheChow-Linmodelwithalineartrend; sSel ="ADL11Dc"
selects the ADL(1,1) model in ﬁrst differences with a constant term, ¢yt = Á¢yt¡1 + m + ²t.
Notice that "L0" can only be used in its original speciﬁcation, so that if it desired to include a
deterministic trend to the Litterman original speciﬁcation, this has to be done by including [1;t] in the
set of regressors xt.
If further the elements of ¯ are diffuse a d is appended to the model string. For instance, sSel =
"Ltd" identiﬁes the Litterman model with a linear trend and diffuse regression effects.
The series under investigation, yc
t, is subject to missing values; for instance in the quarterly case it
features the following elements:
f".",".",".";yc
4;".",".",".";yc
8; ".", ".", ".";yc
12;:::g
where ”.” is a missing value and yc
¿s is the annual total for the ¿-th year.





t;t = 1;:::;ng (1 £ n vector)
dphi Á
mx [x1;x2;:::;xn] (k £ n matrix)
When no indicator variables are available mx =<> (an empty matrix). Notice also that if the mx
matrix has xt = [1;t;x
y0
t ]0 as its column elements, selecting sSel = "CL" yields the same results as
sSel = "CLt" using only x
y0
t as regressors. As stressed in section 4.1, a difference arise under diffuse
effects, that is sSel = "CLd" using x0
t = [1;t;x
y0
t ] is no longer the same as sSel = "CLtd" with
x
y0
t as regressors, the ﬁrst being preferable when it is suspected that Á is close to unity.
A.1 Linear disaggregation
The linear disaggregation methods described in the paper are implemented by the following set of Ox
functions the are described below. Each function declaration lists in parenthesis its arguments and is
followed by a brief comment.
29IndicatorVariable(const cn, const cs) Generates a row vector of length n with ele-
ments Ãt;t = 1;:::;n.
Cumulator(const mY, const cs) Generates the row vector with the cumulator values yc
t =
Ãtyc
t¡1 + yt from the series yt in argument as row vector.




SetStateSpaceForm(const vyf, const dphi, const mx, const cs, const sSel)
Builds the system matrices z¤;T¤;H¤ and the elements of a1;W¤
1;H¤
1, of the state space repre-
sentation for the model identiﬁed by sSel and returns the matrix [W2;W3;:::;Wn+1]
SsfLogLikc(const vyf, const dphi, const mx, const cs, const sSel) Evaluates
the proﬁle likelihood Lc or the diffuse proﬁle likelihood, L1 at Á, given respectively by (14) and
(15), by means of the augmented Kalman ﬁlter (equations (11)).
SsfProfileLikelihood(const vyf, const mx, const cs, const sSel) Usesthe
previousfunctionforevaluatingtheproﬁlelikelihoodovertheinterval(-0.99,0.99)andplotsitver-
sus Á. The horizontal line is drawn at the maximum minus one half of the 95-th percentile of the
chi square distribution with one degree of freedom. Values of Á in the region where the likelihood
is above the line do not differ signiﬁcantly from the maximiser at 5% level.
GridSearch(const vyf, const mx, const cs, const sSel, ...) Performsestima-
tion of the Á parameter via a grid search over the interval (-1, 1). The user may modify the range
of the search specifying a different lower bound or a different range.
SsfInnovations(const vyf, const dphi, const mx, const cs, const sSel)
Runs the augmented Kalman ﬁlter (equations (11)) and computes the innovations ~ vt, along with
their variance ~ ft, as described in section 4.2.
SsfFilteredEst(const vyf, const dphi, const mx, const cs, const sSel)
Computes the real time or ﬁltered estimates for the state space model augmented by appending yt
to the state vector. The last element of the ﬁltered state is the real time estimate of the disaggre-
gated series. Only the estimation error variance for this element is returned.
SsfSmoothedEst(const vyf, const dphi, const mx, const cs, const sSel)
Computesthesmoothedestimatesforthestatespacemodelaugmentedbyappendingyt tothestate
vector. The last element of the smoothed state vector provides the estimate of the disaggregated
series. Only the estimation error variance for this element is returned.
The function implements the smoothing algorithm proposed by de Jong (1988), appropriately
adapted to hand missing values, discussed in section 4.2.
LinearDisaggregation(const vyf, const mx, const cs, const sSel) Thisfunc-
tion performs maximum likelihood estimation, plotting the proﬁle likelihood, computes the real
30time and smoothed estimates of the disaggregated series, and plots them along with 95% conﬁ-
dence bounds, computes the standardised innovations and plots them along with their correlogram
and nonparametric density estimate.
A.2 Nonlinear disaggregation
The functions implementing the disaggregation with nonlinear temporal aggregation constraint arising
when the model is speciﬁed in the logrithms, are described below. Here, vYf denotes the 1 £ n vector
f".",".",".";Y c
4 ;".",".",".";Y c
8 ; ".", ".", ".";Y c
12;:::g:
LGAMLogLikc(const vYf, const dphi, const mx, const cs, const sSel, const
vyhat) Evaluates the proﬁle likelihood (under ﬁxed and diffuse effects) for the linear and Gaus-
sian approximating model (19) using f~ ytg for the Taylor expansion.
LGAMSmoothedEst(const vYf, const dphi, const mx, const cs, const sSel,
const vyhat) Computes the smoothed estimates of the disaggregate series for the linear and
Gaussian approximating model (19) based on f~ ytg.
SequentialPostMode(const vYf, const dphi, const mx, const cs, const sSel,
const vyhat) Starting from a trial disaggregated series f~ ytg, computes the ﬁnal feasible es-
timate of the disaggregated series iterating until convergence the constrained linear sequential
algorithm described in section 5.
LGAMGridSearch(const vYf, const mx, const cs, const sSel, ...) Performses-
timation of the Á parameter via a grid search over the interval (-1, 1). The user may modify the
range of the search specifying a different lower bound or a different range.
SsfNLProfileLikelihood(const vYf, const mx, const cs, const sSel) Evaluates
the proﬁle likelihood over the interval (-0.99,0.99) and plots it versus Á.
31Table 1: Revision history for Istat series B2 (years 1992-2003).
Model Mean percentage revision error
1 step 2 steps 3 steps 4 steps
Chow-Lin (constant) 1.44 1.97 2.22 2.23
Chow-Lin (trend) 1.36 1.68 1.85 1.73
Fernandez 0.67 0.83 0.94 0.88
Mean revision error
1 step 2 steps 3 steps 4 steps
Chow-Lin (constant) 259.67 372.11 435.34 443.47
Chow-Lin (trend) 250.70 324.80 372.80 353.21
Fernandez 111.75 147.85 177.93 173.44
Mean absolute revision error
1 step 2 steps 3 steps 4 steps
Chow-Lin (constant) 404.13 574.00 673.56 693.95
Chow-Lin (trend) 414.32 560.54 649.26 647.21
Fernandez 366.79 525.71 632.25 673.81
Mean square revision error
1 step 2 steps 3 steps 4 steps
Chow-Lin (constant) 247363 503008 695426 743491
Chow-Lin (trend) 336728 589829 793115 742075
Fernandez 215468 422454 603165 672839
Acronym Model type Notes
"CL" Chow-Lin
"ADL10" ADL(1,0) in levels Initialisation based on (7)
"ADL10x" ADL(1,0) in levels Initialisation: y1 » N(c + x0
1¯;¾2)
"ADL11" ADL(1,0) in levels Initialisation based on (7)
"ADL11x" ADL(1,1) in levels Initialisation: y1 » N(c + x0
1¯;¾2)
"L0" Litterman u0 = ¢u0 = 0 (zero initialisation)
"L" Litterman u1 in ¯, ¢u0 » N(0;¾2=(1 ¡ Á2))
"ADL10D" ADL(1,0) in 1st differences
"ADL11D" ADL(1,1) in 1st differences
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