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본 연구의 목표는 외환시장에서 거래하는 개인 투자자들이 환율 시리즈
의 미래 값을 예측할 경우에는 통계적으로 널리 알려진 예측 모델들인 
moving average time series regression, Holt-Winters 승법적인 계절 모형, 승법
적인 분해 모형이라는 3 가지 모델 중에서 어떤 예측 모델을 사용하면 
비교적으로 잘 예측하는지를 알아내기 위해서다. 연구에 외환시장의 
USDJPY 환율에 해당하는 1992 년 4/4 분기부터 2019 년 3/4 분기까지의 
분기별로 구성된 데이터를 사용하였다. 각 모델의 예측 성과를 평가할 
때 in-sample 기간에 6 가지, out-of-sample 기간에 3 가지 테스트를 사용
하였다. 결과적으로 out-of-sample 검정의 평균적인 평가를 바탕으로 이러
한 3 가지 예측 모델 중에서 Holt-Winters 승법적인 계절 모형의 예측력
이 비교적으로 높다는 결론을 내렸다. 
핵심어: 승법적인 분해 모형, 예측 오차, 계절적인 변동성, 추세, 주기적
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다양한 분야에서 경쟁이 더욱 심해지고 있는 현대에 외환시장의 개인 투
자자들이 자기 거래에 대한 결정을 할 때 합리적으로 분석한 정보를 효
율적으로 사용할 필요가 있다. 이러한 거래 운영에 관계 있는 핵심 것들 
중에서 외환시장 환율의 미래 값을 예측하는 기술적인 분석 방법이 중요
하다. 정확한 예측 방법이 없으면 외환시장의 개인 투자자들이 거래 운
영의 관리로부터 다양한 계획까지에 대한 결정을 최적으로 내릴 수 없음
에 따라 거래의 위험도 커지고 손해를 받을 것이다. 외환시장에서 거래
하는 개인 투자자들이 기본적으로 알아야 하는 2 가지 분석 방법이 있다. 
첫 번째는 기본적인 분석이고, 두 번째는 기술적인 분석이다. 본 논문에
서 연구하는 예측 모델들은 두 번째 분야에 포함된다. 외환시장의 전문
적인 참가자들은 아니고 개인 투자자들은 기본적인 분석을 제대로 분석
하면서 나타난 결과를 효과적으로 거래 결정에 사용하는 것은 거의 불가
능하다. 그래서 개인 투자자들에게 외환시장의 수많은 환율에 대한 데이
터를 가능한 수준까지 분석하는 기술적인 접근 방법이 필요하다. 실생활
에서 대기업 및 투자은행의 전문가들이 최적수준까지 환율의 미래 값을 
예측하고 나타난 결과를 바탕으로 모든 거래를 하고 있다. 골드만 삭스 
투자은행은 외환시장에서 1 년에 평균적으로 250일에 환율 거래를 하고 
33일에만 손해를 봤다는 연구 결과도 있다. 반대로 개인 투자자들의 80%
부터 90%까지는 손해를 보고 있다. 유감이지만 수학, 통계학, 계량 경제
학에 해당하는 높은 수준까지 만들어낸 예측 모델들이 있지만 개인 투자
자들이 외환시장의 환율을 예측할 수 있는 적합한 방법을 아직도 도입하
지 않는 점이 많다는 것은 사실이다. 대부분의 개인 투자자들이 그래프 
패턴 및 여러 가지 기술적인 지표를 사용하고 환율을 예측하고 있지만 
이러한 방법은 단점이 많아서 외환시장의 미래를 잘 알아내지 못하게 되
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고 이로 인해 개인 투자자들의 경쟁력도 감소되고 많은 손해를 보고 있
다는 것은 안타깝다. 외환시장의 환율을 아무 오차 없이 백발백중 예측
하는 성과는 불가능하지만 환율 변경에 대한 시리즈에서 계절적인 변동
성, 추세, 주기적인 변동성이라는 3 가지 요소가 존재하면 환율의 미래 
값을 어떤 수준까지 예측할 수 있다. 본 논문의 바탕이 되는 핵심적인 
논문은 Prajakta S. Kalekar 연구자의 2004 년에 쓴 “Time series forecasting 
using Holt-Winters exponential smoothing”이라는 연구이며, 본 연구에서는 
Holt-Winters exponential smoothing 모델의 2 가지 종류인 가법적인 계절 
모형과 승법적인 계절 모형을 식품 공업 분야에 해당하는 데이터를 사용
해서 자세히 분석하였다. 본 연구자는 예측하는 시계열 데이터에서 추세 
및 계절적인 변동성이라는 2 가지 요소가 존재하는 경우에 Holt-Winters 
모델, 특히 Holt-Winters 승법적인 계절 모형이 본 데이터의 미래 값을 잘 
예측할 수 있다는 결론을 내렸다. 시계열 데이터의 미래 값을 예측하는 
과정에 널리 사용되는 모델들을 대표적으로 언급하면 Box-Jenkins 모델, 
Lee-Carter 모델, Winter’s 지수 평활 모형, 홀트 모델, 계절적인 회귀 모형, 
분해 모델과 ARIMA 모델 등이다. 미래의 값을 예측하는 이러한 모델들
은 다 같이 장점과 단점이 있다. 본 연구의 기본이 된 논문들에서 가장 
많이 추천되었던 3 가지 모델인 moving average time series regression, Holt-
Winters 승법적인 계절 모형, 승법적인 분해 모형을 본 연구에서 자세히 
분석해 외환시장에서의 환율 미래 값을 어떤 기술적인 예측 모델은 비교
적으로 잘 예측하는지를 실제의 정보에 의거하여 알아내기를 싶다. 
Moving average time series regression 모델에 있어서 시계열 데이터에서 추
세만 존재하는 경우 그 시리즈의 미래 값을 상대적으로 잘 예측하는 모
델이다. 그리고 개인 투자자들도 사용하기가 간편하다. 본 예측 모델은 
단기적인 데이터의 미래 값을 예측하는 경우에 널리 사용되는 모델이다. 
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Holt-Winters 승법적인 계절 모형은 기타 복합적인 모델들과 비교하면 시
계열 데이터에서 추세, 계절적인 변동성이라는 2 가지 요소가 존재하는 
경우에 그 시리즈의 미래 값을 잘 예측하는 통계적으로 유명한 모델들 
중 하나로 꼽혀 왔다. 본 예측 모델은 분기별로 구성된 데이터를 사용해
서 예측하는 모델이다. 마지막으로 연구하는 예측 모델인 승법적 분해 
모형 모델은 시계열 데이터에서 주기적인 변동성, 추세, 계절적인 변동성
이라는 3 가지 요소가 다 존재하는 경우에 미래 값을 잘 예측하는 모델
이고 사용하는 데이터 시리즈를 월별로, 분기별로 다 사용할 수 있는 것
은 장점이다. 그런데 본 예측 모델의 단점은 분석하는 시리즈에서 계절
적인 변동성이 적어지면 이에 따라 모델 성과의 오차가 커지는 것이다. 
2. 예측 모델의 소개 
2.1 Moving average time series regression model 
시계열 데이터를 분석하고 미래의 값을 예측하는 계량적인 모델은 시계
열 회귀모형이다. 시계열 회귀모형은 “ordinary least squares-OLS”이라는 
통계적인 원칙을 바탕으로 모델의 예측 성과와 실제로 나타난 시리즈를 
서로 비교하면서 예측 성과의 오차가 가장 작게 나타나도록 대표적은 평
균값으로 회귀선을 수립하는 방법이다. 본 모델의 이론적인 내용에서 언
급하면 다음과 같다. *Y𝑖 , X𝑖1 , . . . , X𝑖𝑝)𝑖=1
𝑛
 이러한 통계적인 데이터 세트가 
있다면 시계열 회귀모형에 있어서 종속 변수인 Y와 독립 변수인 X 간에 
선형 관계가 있다고 가정한다. 본 모델의 2 가지 변수의 상관관계는 100%
에 미치지 못하면 나머진 부분을 회귀평가의 절편과 잔차가 설명하게 된
다. 이에 대한 의미를 간단하게 그림1에 표현하였다. 그리고 본 모델의 




𝐘𝐢 = 𝛃𝟎 + 𝛃𝟏𝐗𝐢𝟏  +   .  .  .  + 𝛃𝐩𝐗𝐢𝐩 + 𝐞𝐢 = 𝐗𝐢
𝐓𝛃 + 𝐞𝐢  𝐢 = 𝟏, . . . , 𝐧  (1) 
위에 있는 방정식의 변수들을 설명하면 Yi는 종속 변수, β0는 회귀평가의 
절편, Xi1-Xip는 독립 변수, ei는 잔차이다. 방정식의 뒷부분은 본 모델을 
행렬 모양으로 표현한 내용이다.  
다시 말하면 위의 방정식에서 Xi 변수가 독립 변수이고 다른 영향을 미
칠 수 있는 요소들이 변하지 않는 경우에 Xi의 움직임에 따라 Yi가 어떻
게 움직이는 것을 설명하는 모델은 시계열 회귀모형이다. 본 모델에 몇 
가지 기본적인 가정이 있다. 첫 번째는 Xi 변수들이 비공선적인(no 
collinearity) 모양으로 있어야 한다. 두 번째는 ei가 Xi와 어떤 관계가 없
어야 한다. 세 번째는 ei 변수들이 서로 자기 상관이 없어야 한다. 네 번
째는 ei 변수들이 등분산성(homoscedasticity)이 있어야 한다. 시계열 회귀
모형의 바탕이 되는 Gauss-Markov의 이론에서는 OLS 평가자인 β(회귀선
의 기울기)가 BLUE(Best minimum variance, Linear function, Unbiased, 
Estimator of the coefficients)이라는 조건을 갖춰야 한다는 내용이 있다. 또
한 ei 변수들이 거의 정규 분포 모양으로 흩어져야 한다. 
위에 언급했던 이론적인 조건을 바탕으로 moving average time series 
그림 1: 회귀선, 실제 환율 시리즈, 예측 성과 오차 
회귀선 (Yi) 
실제 값 (Xi) 
변수 
시간 
모델링 오차 (ei) 
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regression 예측 모델을 사용하기 위해서 제일 먼저 주목해야 할 것은 모
델에 사용되는 시계열 데이터에서 계절적인 변동성으로부터 다양한 요소
에서 영향을 받았던 값의 변동폭을 비교적으로 감소시켜야 한다는 점이
다. 그래서 분석가들이 본 예측 모델을 사용할 때 먼저 데이터를 이러한 
변동성에서 벗어나도록 스무딩하는 이동 평균 방법을 사용하여 변화시킨 
후에 시계열 회귀모형에 사용하고 본 시리즈의 미래 값을 예측하는 것이
다. 이동 평균 방법을 본 장의 마지막 부분에서 구체적으로 설명하겠다. 
본 예측 모델을 간단하게 다시 표현하면 다음과 같다. 
y = a + b*x                   (2) 
그리고 a 하고 b 계수들에 대한 수학적인 방정식은 다음과 같이 표현된
다. /여기서: y-종속 변수, x-독립 변수, n-샘플 기간/ 
𝐚 =  
(∑ 𝐲)(∑𝐱𝟐)−(∑𝐱)(∑ 𝐱𝐲)
(𝐧(∑𝐱𝟐)−(∑𝐱)𝟐)




         .(4) 
위에 언급했던 바와 같이 외환시장의 환율 변경에 대한 데이터는 계절적
인 변동성으로부터 다양한 영향을 받기 때문에 편동폭이 상대적으로 높
아서 본 시리즈를 이동평균 방법으로 스무딩한 후에 시계열 회귀모형에 
사용하고 본 시리즈의 미래의 값을 예측한다. 이동평균 방법을 수학적인 
방정식으로 간단하게 표현하면 다음과 같다. 본 방정식의 n는 이동평균
의 기간 단위, Xi는 기간 i에 해당하는 변수이다. 





            .(5) 
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본 모델을 사용해서 환율의 미래 값을 예측하는 과정의 수학적인 방정식








              (7) 
𝐂𝐌𝐀𝐭 = 𝐚 + 𝐛 ∗ 𝐗𝐭 + 𝐞𝐭              (8) 
 
여기서 ACP(Actual Close Price)는 실제 환율 값, MA(Moving Average)는 단
순이동평균, CMA(Central Moving Average)는 중앙 이동평균이다. 세 번째 
방정식은 본 시계열 회귀모형이고 CMA 값이 종속 변수로, X(Time)는 독
립 변수로 각각 사용되었다. 이어서 본 모델에 어떤 데이터를 사용하는
지, 예측 성과를 어떻게 테스트하는지에 대한 내용을 다음 장에서 자세
히 설명한다.  
 
2.2 Holt-Winters multiplicative seasonal model 
본 예측 모델은 트리플 지수 평활법을 바탕으로 시계열 데이터에서 계절
적인  변동성 및 추세가 존재하는 경우에 그 시리즈의 미래의 값을 예측
단계1: 기간 단위와 
데이터 조정에 대한 
과정 
단계2: 단순이동평
균을 계산하는 과정 
 
단계3: 중앙 이동평
균을 계산하는 과정 
 
c 
단계5: 예측 성과의 
오차를 평가하는 과
정 
그림 2: Moving average time series regression 모델을 만드는 과정 
단계4: 회귀모형으




하는 통계적 모델이다. 어떤 시계열 데이터에서 계절적인 변동성과 추세
가 있는지는 다음과 같은 식으로 표현된다. 첫 번째는 본 시리즈가 시간
이 갈수록 계절적으로 비슷한 모양으로 흩어지면 그 시리즈에서 계절적
인 변동성이 존재한다는 의미다. 그리고 시간이 갈수록 본 시리즈가 전
체적으로 올라가(내려가)는 경우에는 상승세(하락세)가 있다는 것을 증명
한다. 시계열 데이터에서 어떤 추세가 있느냐에 따라 Holt-Winters 예측 
모델을 2 가지로 나눌 수 있다. 첫 번째는 Holt-Winters 승법적인 계절 모
형, 두 번째는 가법적인 계절 모형이다. 가법적 계절성은 시간이 갈수록 
계절적인 변동폭이 안정적으로 이어지는 반대 승법적인 계절성은 변동폭
이 더 커지는 것이다. 본 연구 논문에서는 Holt-Winters 승법적인 계절 모
형을 사용하여 환율의 미래 값을 예측한다. 왜냐하면 본 모델은 환율 종
류에 따라 계절적인 변동성이 변화하는 시리즈에서 상대적으로 잘 적합
하기 때문이다.
본 모델의 수학적인 공식은 다음과 같다. /여기서: Rt-1-비계절적인 요소, 
Gt-1-선형성의 요소, St+T-L-계절적인 요소, et-잔차/ 
yt+T = (Rt-1+T*Gt-1)*St+T-L +et                   (9) 
본 모델은 3 가지 지수 평활법의 방정식을 포함하고 있으며, 그것을 순
서대로 설명하면 다음과 같다. 첫 번째 방정식인 비계절적인 요소는 다
음과 같다. 이러한 변수는 어떤 시계열 데이터에서 추세, 계절적인 변동
성이라는 2 가지 요소가 존재하는 경우에는 그 시리즈를 계절적인 변동
성에서 벗어나도록 조정해주는 과정이다. 아래에 있는 방정식의 “Rt - 1 + 
Gt - 1” 부분은 “t-1” 기간에 해당하는 비계절적인 요소이고, “yt/St – L”는 “t” 
기간에 해당하는 비계절적인 요소를 표현하는 부분이다. 핵심적으로 이 
방정식의 중요한 목표는 2 가지 기간에 해당하는 비계절적인 요소들을 
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합쳐서 가중 평균을 계산하고 “t” 기간에 해당하는 비계절적인 요소를 
최종적으로 만들어내는 것이다. 아래 방정식의 각 변수를 설명하면 α는 
첫 번째 지수 평활 계수 (0<α<1), Gt-1는 선형성의 요소, yt는 실제 값, St-L
는 계절적인 요소, yt/St-L는 계절적인 지수이다. 
Rt = α*(Rt - 1 + Gt - 1) + (1 - α)*yt/St – L         (10) 
두 번째 방정식인 선형 경향성의 요소는 다음과 같다. 이러한 변수는 어
떤 시계열 데이터의 추세를 계산하는 계단이다. 아래에 있는 방정식의 
“Gt - 1” 부분은 “t-1” 기간에 해당하는 추세를 표현하는 것이고, “Rt - Rt - 1”
는 “t” 기간에 해당하는 추세를 대표한 부분이다. 핵심적으로 이 방정식
의 중요한 목표는 2 가지 기간에 해당하는 선형 경향성의 요소들을 합쳐
서 가중 평균을 계산하고 “t” 기간에 해당하는 선형 경향성의 요소를 최
종적으로 만들어내는 것이다. 아래 방정식의 각 변수를 설명하면 β는 두 
번째 지수 평활 계수 (0<β<1), Gt-1는 선형성의 요소, Rt는 비계절적인 요
소이다. 
Gt = β*Gt – 1 + (1 - β)*(Rt - Rt - 1)               (11) 
세 번째 방정식인 계절적인 변동성의 요소는 다음 식으로 표현된다. 이
러한 변수는 어떤 시계열 데이터의 계절적인 변동성을 계산하는 계단이
다. 아래에 있는 방정식의 “St - L” 부분은 “t-L” 기간에 해당하(L-분기별로 
구성된 데이터를 사용하는 경우에는 4 값으로 계산한다)는 계절적인 변
동성을 표현하는 것이고, “yt/Rt”는 “t” 기간에 해당하는 계절적인 변동성
을 기초적으로 만들어낸 부분이다. 마지막으로 이 방정식의 중요한 목표
는 2 가지 기간에 해당하는 계절적인 변동성의 요소들을 합쳐서 가중 평
균을 계산하고 “t” 기간에 해당하는 계절적인 변동성을 최종적으로 만들
어내는 것이다. 방정식의 각 변수를 설명하면 γ는 세 번째 지수 평활 계
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수 (0<γ<1), St-L는 계절적인 요소, Rt는 비계절적인 요소, yt는 실제의 값이
다. 
St = γ*St - L + (1 – γ)*yt/Rt                 (12) 
위에 언급했던 비계절적인 요소, 선형 경향성의 요소, 계절적인 변동성의 
요소를 포함되어서 데이터의 미래 값을 어떻게 계산하는지에 대한 방정
식인 다음과 같다. /여기서: T-기간 단위/ 
yt+T = (Rt-1+T*Gt-1)*St+T-L                           (13) 
이러한 예측 모델의 초기값을 만들기 위해서 최소한 2 계절이나 2*L 정
도(L-분기별로 구성된 데이터를 사용하는 경우에는 4 값으로 계산한다)
의 데이터 시리즈가 필요하다. 모델의 초기값을 어떻게 만드는지에 대해 
살펴보자. 
첫 번째 단계에는 비계절적인 요소의 초기값을 만들기 위해서 최소한 
3 년의 환율 시리즈를 분기별로 정리한 다음에 2 년에 해당하는 단순이
동평균을 세 번째 분기부터 분기마다 아래에 있는 식으로 계산한다. /여
기서: Rj,0-비계절적인 요소, yj-실제 변수, j = 3, 4, ..., t-2/ 
Rj,0 = (yj-2+2*(yj-1+yj+yj+1)+yj+2)/8           (14) 
두 번째 단계는 선형 경향성 요소의 초기값을 다음과 같은 식으로 계산
한다. /여기서: G-추세, R-비계절적인 요소, j = 4, 5, ..., t-2/ 
Gj,0 = Rj, 0 – Rj-1, 0                                      (15) 
세 번째 단계는 계절적인 변동성 요소의 초기값을 다음과 같은 식으로 
계산한다. /여기서: j = 7, 8, ..., t-2/ 
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Sj,0 = (yj/ Rj,0+ yj-4/ Rj-4,0)*1/2                (16) 
Holt-Winters 승법적인 계절 모형으로 환율의 미래 값을 예측할 때 본 모
델 지수 평활 계수들인 α, β, γ 최대한의 값을 계산하기 전에 기본적으로 
2 가지 방법 중 하나를 선택해야 한다. 첫 번째는 비조정의 방법이다. 이
는 예측 모델의 지수 평활 계수들을 한 번만 계산한 후에 변화시키지 않
고 그대로 한참 사용하는 방법이다. 본 계수들을 최적화할 때 예측 모델
의 평균자승오차이나 평균 절대 오류율 등 예측 성과의 오차를 평가하는 
핵심적인 지표들을 최소한 수준에 달성하도록 시뮤레이션을 해서 찾아낸
다. 비조정 방법의 장점은 지수 평활 계수들을 계속 변화시키지 않는 것
이다. 두 번째는 조정의 방법이며, 이는 예측 모델의 지수 평활 계수들을 
앞으로 다시 변화시키고 사용하는 방법이다. 최소한 2 년마다 다시 변화
시키고 모델에 사용하는 것이다. 본 모델을 사용해서 환율의 미래 값을 
예측하는 과정의 수학적인 방정식과 중요한 내용을 간단하게 표현하면 
다음과 같다.









              (19) 
가중 평균을 바탕으로 각 변수의 미래 값을 계산하는 단계는 다음과 같
다. 
𝐌𝐀𝐭 = 𝛂 ∗ (𝐌𝐀𝐭−𝟏 + 𝐆𝐭−𝟏) + (𝟏 − 𝛂) ∗ 𝐀𝐂𝐏𝐭/𝐒𝐭    (20) 
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𝐆𝐭 = 𝛃 ∗ 𝐆𝐭−𝟏 + (𝟏 − 𝛃) ∗ (𝐌𝐀𝐭 − 𝐌𝐀𝐭−𝟏)        (21) 
𝐒𝐭 = 𝛄 ∗ 𝐒𝐭−𝟒 + (𝟏 − 𝛄) ∗ 𝐀𝐂𝐏𝐭/𝐌𝐀𝐭             .(22) 
𝐅𝐏𝐭+𝐓 = (𝐌𝐀𝐭−𝟏 + 𝐓 ∗ 𝐆𝐭−𝟏) ∗ 𝐒𝐭+𝐓−𝟒 + 𝐞𝐓        (23) 
 
여기서 ACP(Actual Close Price)는 실제 환율 값, MA(Moving Average)는 단
순이동평균, G는 선형 경향성 요소, S는 계절적인 변동성의 요소이다. α, β, 
γ는 지수 평활 계수들이고 통계적으로 0-1 차이에 있어야 하다. 
FP(Forecasted Price)는 예측하는 환율, T(Time)는 기간 단위, e는 잔차이다.  
 
 
2.3 Multiplicative decomposition model 
본 모델은 시계열 데이터에서 추세, 계절적인 변동성, 주기적인 변동성이
라는 3 가지 요소가 다 존재하는 경우에 그 시리즈의 미래 값을 예측하
는 모델이다. 그래서 이러한 모델은 시계열 데이터를 5 가지 기본적인 
부분으로 구분한다. 각 부분을 언급하면, 평균 값이, 장기적인 추세, 계절
단계1: 데이터 조
정과 모델 초기값













단계6: 본 모델로 
예측하는 과정 
 
단계5: 지수 평활 
계수 최대화에 대
한 과정 
그림 3: Holt-Winters 승법적인 계절 모형을 만드는 과정 
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적인 변동성, 주기적인 변동성 및 확률 변수이다. 승법적인 분해 모형을 
전반적으로 2 가지로 나눌 수 있다. 첫 번째는 가법적인 분해 모형이고, 
두 번째는 승법적인 분해 모형이다. 본 논문에서는 승법적인 분해 모형
을 자세히 연구한다. 이러한 종류를 꼽게 된 이유는 장기간에 해당하는 
시계열 데이터를 분석할 때는 가법적인 분해 모형보다 승법적인 분해 모
형이 더 적합하기 때문이다. 본 모델의 핵심적인 방정식은 다음과 같다. 
각 변수를 설명하면, Xt는 예측된 값, U는 실제 평균 값, Tt는 추세, Ct는 
주기적인 요소, St는 계절적인 요소, Rt는 확률 변수이다. 
Xt = U*Tt*Ct*St*Rt                                (24) 
승법적인 분해 모형은 통계적으로 널리 사용되는 예측 모델들 중 하나지
만 한 가지 단점이 있다. 그것은 주기적인 요소를 세심하게 정의하지 못
하는 점이다. 그래서 실생활에서 이러한 모델로 어떤 데이터의 미래 값
을 예측하는 전문가들이 자기 경험 및 공식화에 의하여 조금씩 변화시켜
서 사용하는 모델이다. 본 예측 모델화는 5 가지 핵심적인 방정식을 포
함한다. 첫 번째는 월별로 아니면 분기별로 계산한 이동평균 및 중앙 이
동평균의 값을 만드는 과정이다. 기초적으로 이동평균을 계산해서 나타
난 결과에 해당하는 중앙 이동평균을 다시 만들어낸다. 아래에 있는 2 
가지 방정식의 변수들을 설명하면 MA(n)는 단순 이동평균, n는 이동평균
의 기간 단위, Xi는 기간 i에 해당하는 실제 값, CMAt는 중앙 이동평균이
다. 












            (26) 
 
두 번째 단계는 계절적인 변동성(St)을 계산하는 과정이고 이것의 수학적
인 방정식인 아래와 같다. 첫 번째 단계에 계산한 중앙 이동평균은 아래
에 있는 방정식의 “U*Tt*Ct*Rt” 부분이다. 이 부분은 바로 본 모델의 비
계절적인 요소이다. 방정식의 변수들을 설명하면 Xt는 실제 값, U는  
실제 평균 값, Tt는 추세, Ct는 주기적인 요소, St는 계절적인 요소, Rt는 확
률 변수이다. 
St = Xt / U*Tt*Ct*Rt                          (27) 
세 번째 단계는 이전 단계에서 나타난 계절적인 변동성을(St) 다시 수정
하고 조정된 계절적인 변동성(조정된 Ṡt)을 바탕으로 비계절적인 요소를 
다시 계산하고 나타난 결과의 미래 값을 선형 추정량 모양으로 만들어낸 
과정이다. 이것을 간단하게 표현하면 다음과 같다. 방정식의 변수들을 설
명하면 Xt는 실제 값, Ṡt는 조정된 계절적인 요소, a는 절편, b는 기울기, et
는 잔차, Mt는 조정된 비계절적인 요소, t는 기간이다. 
Mt = Xt / Ṡt = U*Ṫt*Ċt*Ṙt                   (28) 
Mt = a + b*t + et                              .(29) 
마지막 단계는 선형 추정량 모양으로 만든 조정된 추세(Ṫt)와 주기적인 
변동성(Ċt)을 포함된 “U*Ṫt*Ċt*Ṙt” 부분의 미래 값을 계산하고 각 기간에 
해당하는 조정된 계절적인 변동성으로 곱해주는 과정이다. 이것을 표현
하면 다음과 같다. 방정식의 변수들을 설명하면 Ṡt+T는 조정된 계절적인 
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요소, Xt+T는 예측한 값, Mt+T는 비계절적인 요소이다. 
 
Xt+T = Mt+T* Ṡt+T                              (30) 
 
외환시장에서 환율의 미래 값을 위에 언급했던 예측 모델들로 예측한 다
음에는 한 가지 주목해야 하는 과정이 있다. 이것은 바로 본 예측 모양
의 성과 오차를 평가하는 걸음이다. 이 과정을 통해서 어떤 예측 모델은 
비교적으로 환율의 미래 값을 잘 예측하는지를 확실하게 알아낸다. 어떤 
예측 성과의 오차 평가 방법을 사용하는지 및 어떻게 예측 결과를 테스
트하는지에 대한 구체적인 내용을 다음 장에 설명한다. 본 모델을 사용
해서 환율의 미래 값을 예측하는 과정의 수학적인 방정식과 중요한 내용













                              .(33) 
𝐌𝐭 = 𝐓𝐭 ∗ 𝐂𝐭 =
𝐀𝐂𝐏𝐭
Ṡ𝐭
                     (34) 
𝐌𝐭 = 𝐚 + 𝐛 ∗ 𝐭 + 𝐞𝐭                    .(35) 
 
𝐅𝐏𝐭+𝐓 = 𝐌𝐭+𝐓 ∗ Ṡ𝐭+𝐓 = 𝐓𝐭+𝐓 ∗ 𝐂𝐭+𝐓 ∗ Ṡ𝐭+𝐓    .(36) 
 
여기서 ACP(Actual Close Price)는 실제 환율 값, MA(Moving Average)는 단
순이동평균, CMA(Central Moving Average)는 중앙 이동평균, S는 계절적인 
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변동성의 요소, T는 추세, C는 주기적인 요소, M는 비계절적인 요소, t-기
간 단위, e는 잔차, FP(Forecasted Price)는 예측한 환율 값이다.  
 
 
3. 데이터 마이닝 및 개정 
위에 언급했던 3 가지 예측 모델에 USDJPY 환율의 1992 년 4/4 분기부
터 2019 년 3/4 분기까지의 분기별로 구성된 108 개 환율 시리즈를 사용
하였다. 이러한 데이터는 외환시장에서 거래하는 참가자들이 주로 사용
하는 FOREX Metatrader 4 플랫폼에서 나타났다. 전체 환율 시리즈에서 똑
같은 기준으로 샘플마다 78 개 환율 값이 들어가도록 3 가지 샘플을 만
들어내서 해당하는 예측 성과를 평가하였다. 그리고 환율 시리즈는 매크
로 및 마이크로 분야의 수없이 다양한 요소로 인해 항상 변동하니까 예
측 모델에 사용할 때 이상하게 보이는 작은 값 및 큰 값인 극값을 그대
로 사용하면 예측 성과의 오차가 더 커질 수 밖에 없다. 그래서 극값을 
본 데이터에서 삭제하거나 아니면 다시 개정해서 예측 모델에 사용해야 
한다. 본 논문에서는 CV(Coefficient of Variation)이라는 지표를 바탕으로 
극값을 찾아냈다. 아래 방정식의 σ는 표준편차, μ는 평균 값이다. 
단계1: 기간 단위




을 계산하는 과정 
단계3: 계절적인 
요소 및 조정된 계

















CV = σ / μ                (37) 
 
본 지표가 30%보다 높게 나타나면 본 시리즈에서 극값이 있다는 의미이
다. 또한 사용하는 데이터의 기간 단위를 합리적으로 정하면 예측 성과
에 미치는 극값의 악영향을 어떤 수준까지 낮출 수도 있다. 
 
4. 예측 성과 검정
예측 성과의 오차를 통계적으로 평가하는 다양한 방법이 있으며, 이들 
중에서 사용하기가 간단하고 널리 확대된 9 가지 테스트를 in-sample 기
간 및 out-of-sample 기간에 따라 본 논문에 사용하였다. In-sample 기간에 
해당하는 테스트들을 언급하면 다음과 같다. 첫 번째는 MAE(Mean 
Absolute Error)이고, 두 번째는 MAPE(Mean Absolute Percentage Error), 세 
번째는 MSE(Mean Squared Error), 네 번째는 SSE(Sum of Squared Errors)이
다. 그 다음으로 zero-mean 테스트를 꼽았으며, 이것은 예측 모델의 잔차
를 테스트하고 본 예측 모델이 사용되는 데이터에 적합한지 여부를 정하
는 통계적으로 널리 사용되는 테스트이다. In-sample 기간에 해당하는 마
지막 테스트인 Durbin-Watson의 D 테스트는 예측 모델의 잔차들끼리 자
기 상관이 존재하는지를 발견하는 방법이다. Out-of-sample 기간에는 3 가
지 테스트를 사용하였다. 첫 번째는 t-검정(쌍체비교)을 사용했으며, 본 
테스트의 가설 평균차를 “0”으로, 유의 수준을 5%으로 각각 선택해서 테
스트하였다. t-검정의 P-값이 5%보다 높게 나타난 경우에는 비교하는 2 




테스트 수학적인 공식 변수의 의미 Testing period
MAE (Mean
Absolute Error)








2 A-실제로 나타난 환율, F-예측한 환율 Estimation period
SSE (Sum of Squared
Error)
= sum(At-Ft)
2 A-실제로 나타난 환율, F-예측한 환율 Estimation period




Durbin-Watson D test e-Residual variables Estimation period
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A-실제로 나타난 환율, F-예측한 환율 Out-of-sample period
Tracking Signal
FP-Forecasted Price, ACP-Actual Close
Price, MAE-Mean Absolute Error
Out-of-sample period
= ∑   −   −  
  











=       −   
 
=
∑ (𝐅𝐏𝐭 − 𝐀𝐂𝐏𝐭)𝐧𝐭=𝟏
(𝐌𝐀 )
표 1: In-sample 및 out-of-sample 검정 
두 번째는 RMSE(Root Mean Square Error), 세 번째는 tracking signal이라는 
예측 성과의 오차를 평가하는 검정이다. 위에 언급했던 예측 성과의 오
차를 평가하는 테스트들을 “Another look at measures of forecast accuracy”이
라는 연구 결과를 바탕으로 꼽았다. 본 연구 결과에서는 MAE, MAPE 및 
MSE 테스트들은 당연히 예측 성과의 오차를 잘 평가할 수 있다는 결론
을 내렸다. 그리고 실생활에서도 사용하기가 간편하고 이해하기가 쉽다
는 점도 이러한 평가 테스트들의 장점이다. MAE, MAPE, MSE, SSE, RMSE, 
tracking signal 지표들은 예측 성과의 오차를 테스트할 때 실제의 값과 예
측한 값을 비교해서 나타난 차이를 기반으로 평가하니까 본 지표들이 작
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으면 작을수록 해당하는 모델의 예측 성과는 오차가 작게 나타났다는 의
미를 표현한다. 그리고 각 모델로 미래 값을 예측할 때 rolling-walk-
forward이라는 방법을 기반으로 환율의 전체 샘플 기간을 통해서 한 번
만 예측해서 검정하지 말고 똑같은 기준으로 3 가지 샘플을 만들어내서 
해당하는 예측 성과를 테스트하였다. 
 
5. 모델링 결과 
5.1 Moving average time series regression model/ USDJPY 
제일 먼저 만든 시계열의 예측 방법인 moving average time series regression 
모델에 USDJPY 환율의 1992 년 4/4 분기부터 2019 년 3/4 분기까지 
분기별로 구성된 108 개 환율 시리즈를 사용하였다. 예측할 때 rolling-
walk-forward 이라는 방법을 바탕으로 환율의 전체 샘플 기간을 통해서 
한 번만 예측하지 말고 각 샘플은 78 개 환율 시리즈를 포함한 3 가지 
샘플을 만들어내서 예측하였다. 이러한 모델을 만드는 과정의 첫 번째 
단계인 단순이동평균 및 중앙 이동평균을 계산한 과정에서 결과적으로 
moving average time series regression 모델의 종속 변수로 사용되는 중앙 
이동 평균 값이 74 개 정도로 나타났다. 각 샘플에서 나타난 중앙 
이동평균을 사용해서 해당하는 회귀 모델을 만든 결과가 표 2, 3 에 
Estimation periods a b a b a b
Rolling-Walk-Forward regressions
1992.Q4-2012.Q1 117.29            (0.22)              42.59             (3.38)              0.00% 0.12%
1995.Q2-2014.Q3 125.84            (0.49)              54.20             (9.07)              0.00% 0.00%
1997.Q4-2017.Q1 119.90            (0.34)              42.47             (5.14)              0.00% 0.00%
표 2: 요약 결과 (MOVING AVERAGE TIME SERIES REGRESSION)
CMAi = a + b*T + ei
중앙 이동평균(Central Moving Average)인 CMAi= (MA(4)i+MA(4)i+1)/2는 본 모델의 종속 변수로, T(Time)는 독립 변수로 각각 사용되었다.
MA(4)는 이동평균이고 수학적인 공식화는 MA(4)i = (ACPi-2+ACPi-1+ACPi+ACPi+1)/4, ACP(Actual Close Price)는 실제 환율 시리즈다. 본 예
측 모델은 외환시장에서 거래자들이 주로 사용하는 FOREX MetaTrader4 플랫폼을 통해 나타난 1992년 4/4분기부터 2017년 1/4분기까지
의 USDJPY 환율에 해당하는 분기별로 구성된 데이터를 바탕으로 3 가지 샘플을 만들어내서 각 샘플의 미래 값을 예측하였다.
회귀 계수 t 통계량 P-값 (%)
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표현되었다. 각 회귀 모델의 유의한 F 가 5% (유의 수준 = 95%)보다 낮게 
나타났으며, 이는 3 가지 회귀 모델이 다 유의미하게 만들었다고 볼 수 
있다. 방정식의 a 계수(절편)과 b 계수(기울기)의 “P-값”도 5% (유의 수준 
= 95%)보다 낮게 나타났으니까 본 예측 모델의 주요 계수들이 통계적은 
요구에 맞는다고 볼 수 있다. 본 모델 예측 결과의 in-sample 기간에 
해당하는 MAE, MAPE, MSE  및 SSE 지표들이 평균적으로 10.17, 0.10, 
148.28, 11’269.02 로 각각 나타난 것을 표 2 에서 볼 수 있다. 그리고 zero-
mean 테스트의 결과에 있어서 3 가지 샘플이 다 절대 평균 오차는 
표준화된 오류보다 미만으로써 본 모델 자체가 사용된 데이터 시리즈에 
적합하다는 결론을 내릴 수 있다. Durbin-Watson 의 D 테스트의 결과 
값이 2 에 가까울수록 예측 모델의 잔차들끼리 자기 상관이 없다는 
의미를 표현하는데 3 가지 샘플이 다 2 값과 비교하면 상대적으로 
작게(평균적으로 0.20) 나타났다. 부록의 그림 1 를 보면 잔차가 무작위로 
흩어지지 않는 모양을 분명하게 볼 수 있는 것은 Durbin-Watson 의 
결과를 증명한다. 표 4 에서 예측 모델 성과의 가장 중요한 테스트인 out-
of-sample 검정의 결과를 볼 수 있다. t-검정에 있어서 3 가지 예측 성과 
중에서 첫 번째 샘플만의 P-값이(p-값이 5%보다 높으면 예측한 환율과 
비교하는 실제 환율 간에 유의차가 없다는 의미) 14.73%로 나타난 것은 




1992.Q4-2012.Q1 10.76             10.41% 164.60            12,509.61       Zero-Mean 0.18               
1995.Q2-2014.Q3 9.15               8.80% 114.26            8,683.79         Zero-Mean 0.24               
1997.Q4-2017.Q1 10.60             10.41% 165.97            12,613.66       Zero-Mean 0.17               
Average 10.17             9.9% 148.28           11,269.02      Zero-Mean 0.20               
아래에 있는 테스트들을 짧게 설명하면, MAE(Mean Absolute Error), MAPE(Mean Absolute Percentage Error), MSE(Mean
Squared Error), SSE(Sum of Squared Errors)이다. 그 다음으로 Zero-Mean 테스트는 예측 모델의 잔존가치(residual variable)를 테
스트하고 본 예측 모델이 사용되는 데이터에 적합한지 여부를 표현하는 테스트이다. Durbin-Watson의 D 테스트는 예측 모델
의 잔존가치(residual variables)들끼리 자기 상관(autocorrelation)이 존재하는지를 발견해내는 테스트이다.
표 3: IN-SAMPLE 검정 결과
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Out-of-sample periods t-test: P-값 RMSE Tracking Signal
2012.Q2-2014.Q3 14.73% 11.71             6.39               
2014.Q4-2017.Q1 0.00% 29.44             10.00             
2017.Q2-2019.Q3 0.00% 17.97             10.00             
19.71             8.80               
표 4: OUT-OF-SAMPLE 예측력 검정 결과
Average
아래에 있는 테스트들을 짧게 설명하면, 첫 번째는 Student's t-test(Paired
Two Sample for Meant)이고 본 테스트는 2 가지 샘플의 평균값을 서로
비교하면서 유의차가 있는지를 발견하는 것이다. t-test의 P-값이α-값보
다 높은 경우에는 비교하는 2 샘플 간에 별 차이가 없다는 의미를 표현
한다. (α-값을 5%로 꼽았다). RMSE(Root Mean Square Error), Tracking
Signal이라는 2 가지 테스트는 예측 성과의 오차를 평가하는 것이고 작
을수록 본 예측 모델의 예측력이 높다는 의미를 표현한다.
해당하는 예측 성과의 평균 값과 실제 환율의 평균 값 간에 유의차가 












다음 예측 성과의 테스트인 RMSE(Root Mean Square Error)의 결과는 
평균적으로 19.71 로(이 지표가 작을수록 예측 성과의 오차가 작다는 
의미) 나타났다. 마지막 테스트인 tracking signal 값이 평균적으로 8.80 
정도 나타났다. 본 값이 작을수록 예측 성과의 오차가 작아진다는 
의미를 표현한다. 똑같은 기준으로 만들어낸 3 가지 환율 시리즈의 첫 
번째 샘플에 moving average time series regression 모델을 사용해서 예측한 





그림 5: Moving average time series regression 예측 성과: 본 그림은 USDJPY 환율의 1992 년 
4/4 분기부터 2012 년 1/4 분기까지의 분기별로 구성된 데이터를 사용해서 moving average 
time series regression 모델을 만들고 2012 년 2/4 분기부터 2014 년 3/4 분기까지의 미래 값




5.2 Holt-Winters multiplicative seasonal model/ USDJPY 
연구하는 두 번째 모델인 Holt-Winters 승법적인 계절 모형에 USDJPY 환
율의 1992 년 4/4 분기부터 2019 년 3/4 분기까지 분기별로 구성된 108 
개 환율 시리즈를 사용하였다. 모델의 예측 성과는 표 5, 6에 표시되었다. 




1992.Q4-2012.Q1 22.89             22.61% 1,062.11         10,621.11       Zero-Mean 0.28               
1995.Q2-2014.Q3 11.80             10.45% 157.83            1,578.35         Zero-Mean 0.23               
1997.Q4-2017.Q1 7.79               7.33% 73.86             295.45            Zero-Mean 0.24               
Average 14.16             13.46% 431.27           4,164.97        Zero-Mean 0.25               
표 5: IN-SAMPLE 검정 결과
아래에 있는 테스트들을 짧게 설명하면, MAE(Mean Absolute Error), MAPE(Mean Absolute Percentage Error), MSE(Mean
Squared Error), SSE(Sum of Squared Errors)이다. 그 다음으로 Zero-Mean 테스트는 예측 모델의 잔존가치(residual variable)를 테
스트하고 본 예측 모델이 사용되는 데이터에 적합한지 여부를 표현하는 테스트이다. Durbin-Watson의 D 테스트는 예측 모델




본 모델의 스무딩 계수를 옵티마이제이션 할 때 in-sample 테스트에 해당
하는 지표인 MAPE를 최소화하기 위래서 엑셀 프로그램의  해 찾기 기
능을 사용한 시뮬레이션 과정을 사용하였다. 이러한 계수들의 값은 통계
적으로 0~1 사이에 있어야 한다. 그리고 예측할 때 rolling-walk-forward이
라는 방법을 바탕으로 환율의 전체 샘플 기간을 통해서 한 번만 예측하
지 말고 각 샘플이 78 개 환율 시리즈를 포함하도록 3 가지 샘플을 만들
어내서 예측하였다.  
Holt-Winters 모델의 예측 성과 오차를 3 가지 샘플을 통해서 평균적
으로 계산하면 in-sample 기간에 해당하는 MAE, MAPE가 각각 14.16, 
13.46%으로 나타났다. 또한 MSE  및 SSE 지표들이 431.27, 4’164.97이다. 
Zero-mean 테스트의 결과에 있어서 각 샘플의 절대 평균 오차는 표준화
된 오류보다 미만으로써 본 모델 자체가 사용된 데이터 시리즈에 적합하
다는 결론을 내릴 수 있다. Durbin-Watson의 D 테스트의 결과 값이 2에 
가까울수록 예측 모델의 잔차들끼리 자기 상관이 없다는 의미를 표현하
는데 본 모델의 평균적인 테스트의 결과가 2 값과 비교하면 상대적으로 
작은 값인 0.25으로 나타났다. 그래서 본 모델의 예측 결과로 인해 나타
난 잔차들끼리 자기 상관이 존재한다는 결론을 내릴 수 있다. 부록의 그
림 2를 봐도 잔차가 무작위로 흩어지지 않는 모양을 간단하게 볼 수 있
다. 똑같은 기준으로 만들어낸 3 가지 샘플 중에서 세 번째 샘플에 Holt-
Winters 승법적인 계절 모형을 사용해서 예측한 성과를 그림으로 표현하





그림 6: Holt-Winters 승법적인 계절 모형의 예측 성과: 본 그림은 USDJPY 환율의 1997 년 
4/4 분기부터 2017 년 1/4 분기까지의 분기별로 구성된 데이터를 사용해서 Holt-Winters 승
법적인 예측 모형을 만들고 2017 년 2/4 분기부터 2019 년 3/4 분기까지의 미래 값을 예
측한 결과이다. 
 
표 6에서 예측 모델 성과의 가장 중요한 테스트인 out-of-sample 검정의 
결과를 볼 수 있다. t-검정의 결과에 있어서 3 가지 예측 성과 중에서 2, 
3 번째 샘플의 P-값이 5%보다 높게 나타났으며, 이러한 2 샘플에 해당하
는 예측 성과의 평균 값과 실제 환율의 평균 값 간에  유의차가 없다는 
의미를 표현한다. 다음 예측 성과의 테스트인 RMSE(Root Mean Square 
Error)의 결과는 평균적으로 17.12로(이 지표가 작을수록 예측 성과의 오
차가 작다는 의미) 나타났다. 세 번째 테스트인 tracking signal 값이 평균
적으로 4.64 정도 나타났다. 본 값이 작을수록 예측 성과의 오차가 작아










1992.Q4-2012.Q1 10.61             10.15% 159.46            12,437.94       Zero-Mean 0.18               
1995.Q2-2014.Q3 9.71               9.51% 140.95            10,993.90       Zero-Mean 0.20               
1997.Q4-2017.Q1 10.48             10.32% 162.26            12,656.23       Zero-Mean 0.17               
Average 10.27             9.99% 154.22           12,029.36      Zero-Mean 0.18               
표 7: IN-SAMPLE 검정 결과
아래에 있는 테스트들을 짧게 설명하면, MAE(Mean Absolute Error), MAPE(Mean Absolute Percentage Error), MSE(Mean
Squared Error), SSE(Sum of Squared Errors)이다. 그 다음으로 Zero-Mean 테스트는 예측 모델의 잔존가치(residual variable)를 테
스트하고 본 예측 모델이 사용되는 데이터에 적합한지 여부를 표현하는 테스트이다. Durbin-Watson의 D 테스트는 예측 모델
의 잔존가치(residual variables)들끼리 자기 상관(autocorrelation)이 존재하는지를 발견해내는 테스트이다.
FPt+T = Mt+T*Ṡt+T = Tt+T*Ct+T*Ṡt+T
Out-of-sample periods t-test: P-값 RMSE Tracking Signal
2012.Q2-2014.Q3 1.78% 32.59             9.89               
2014.Q4-2017.Q1 63.23% 12.56             1.73               
2017.Q2-2019.Q3 71.87% 6.22               2.31               
17.12             4.64               
표 6: OUT-OF-SAMPLE 예측력 검정 결과
Average
아래에 있는 테스트들을 짧게 설명하면, 첫 번째는 Student's t-test(Paired
Two Sample for Meant)이고 본 테스트는 2 가지 샘플의 평균값을 서로
비교하면서 유의차가 있는지를 발견하는 것이다. t-test의 P-값이α-값보
다 높은 경우에는 비교하는 2 샘플 간에 별 차이가 없다는 의미를 표현
한다. (α-값을 5%로 꼽았다). RMSE(Root Mean Square Error), Tracking
Signal이라는 2 가지 테스트는 예측 성과의 오차를 평가하는 것이고 작
을수록 본 예측 모델의 예측력이 높다는 의미를 표현한다.
 
5.3 Multiplicative Decomposition model/ USDJPY 
마지막으로 연구한 시계열의 예측 방법인 승법적인 분해 모형에 
USDJPY 환율의 1992년 4/4분기부터 2019년 3/4 분기까지 분기별로 구성
된 108 개 환율 시리즈를 사용하였다. 예측할 때 나머진 2 모델과 같은 
식으로 rolling-walk-forward이라는 방법을 바탕으로 환율의 전체 샘플 기
간을 통해서 한 번만 예측하지 말고 각 샘플이 78 개 환율 시리즈를 포
함하도록 3 가지 샘플을 만들어내서 예측하였다. 승법적인 분해 모형을 
사용해서 계산한 예측 성과의 오차 평가는 표 7, 8에 표현되었다. 환율 
예측 성과의 in-sample 기간에 해당하는 MAE, MAPE 지표들의 평균적인 
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Out-of-sample periods t-test: P-값 RMSE Tracking Signal
2012.Q2-2014.Q3 41.96% 10.85             3.38               
2014.Q4-2017.Q1 0.00% 26.09             10.00             
2017.Q2-2019.Q3 0.00% 16.82             10.00             
17.92             7.79               
표 8: OUT-OF-SAMPLE 예측력 검정 결과
Average
아래에 있는 테스트들을 짧게 설명하면, 첫 번째는 Student's t-test(Paired
Two Sample for Meant)이고 본 테스트는 2 가지 샘플의 평균값을 서로
비교하면서 유의차가 있는지를 발견하는 것이다. t-test의 P-값이α-값보
다 높은 경우에는 비교하는 2 샘플 간에 별 차이가 없다는 의미를 표현
한다. (α-값을 5%로 꼽았다). RMSE(Root Mean Square Error), Tracking
Signal이라는 2 가지 테스트는 예측 성과의 오차를 평가하는 것이고 작
을수록 본 예측 모델의 예측력이 높다는 의미를 표현한다.
값은 각각 10.27, 9.99%으로 각각 나타났다. 이어서 MSE, SSE가 154.22, 
12’029.36이다. Zero-mean 검정의 결과에 있어서 3 가지 샘플이 다 절대 
평균 오차가 표준화된 오류보다 미만으로써 사용한 시계열 데이터가 예
측 모델에 맞는다는 결론을 내릴 수 있다. Durbin-Watson D 테스트의 결
과 값이 2보다 상대적으로 작게(평균적으로 0.18 정도) 나타났다. 부록의 
그림 3를 보면 잔차가 무 작위로 흩어지지 않는 모양을 분명하게 볼 수 











표 8에서 예측 모델 성과의 가장 중요한 테스트인 out-of-sample 검정의 
결과를 볼 수 있다. t-검정의 결과에 있어서 3 가지 예측 성과 중에서 첫 
번째 샘플만의 P-값이 5%보다 높게 나타났으며, 이러한 샘플에 해당하는 
예측 성과의 평균 값과 실제 환율 평균 값 간에  유의차가 없다는 의미
를 표현한다. 다음 테스트인 RMSE(Root Mean Square Error)의 결과는 평균
적으로 17.92로(이 지표가 작을수록 예측 성과의 오차가 작다는 의미) 나
타났다. 마지막 테스트인 tracking signal 값이 평균적으로 7.79 정도 나타
났다. 본 값이 작을수록 예측 성과의 오차가 작아진다는 의미를 표현한
다. 똑같은 기준으로 만들어낸 3 가지 환율 시리즈의 첫 번째 샘플에 승





그림 7: 승법적인 분해 모형의 예측 성과: 본 그림은 USDJPY 환율의 1992 년 4/4 분기부
터 2012 년 1/4 분기까지의 분기별로 구성된 데이터를 사용해서 승법적인 분해 모형을 만

















6. 예측 성과 오차 요약 
USDJPY 환율의 1992 년 2/4 분기부터 2019 년 3/4 분기까지의 환율 시
리즈를 사용한 예측 성과의 오차 평가는 각 모델에 따라 다음과 같은 식
으로 나타났다. 전체적으로 9 개 환율 샘플을 바탕으로 각 모델의 out-
of-sample 테스트 결과를 평균적으로 계산하면, 첫 번째 예측 모델인 
moving average time series regression 모델에 있어서 t-검정의 P-값이 5%보
다 높게 나타난 적이 3 개 샘플 중에서 1 개만 있고 RMSE 지표가 평균
적으로 19.71, tracking signal가 8.80로 각각 나타났다. 두 번째 모델인 
Holt-Winters 승법적인 계절 모형에 관련된 t-검정의 결과는 3 개 샘플 중
에서 2 샘플이 예측한 환율 시리즈와 실제로 나온 환율 시리즈 간에 유
의차가 없다는 의미로 나타났으며, RMSE가 17.12, tracking signal가 4.64로 
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나타났다. 마지막 모델인 승법적인 분해 모형의 예측 성광의 오차 평가
에는 t-검정의 P-값이 5%보다 높게 나타난 적이 3 개 샘플 중 1 개만 있
고, RMSE가 17.92, tracking signal가 7.79로 각각 나타났다.  
In-sample 테스트의 결과를 평균적으로 표현하면, moving average time 
series regression 모델에 있어서 MAE가 10.17, MAPE가 9.90%, MSE가 
148.28 및 SSE가 11269.02로 각각 나타났다. Holt-Winters 승법적인 계절 
모형의 평가에서는 MAE가 14.16, MAPE가 13.46%, MSE가 431.27, SSE가 
4164.97로 나타났다. 마지막 모델인 승법적인 분해 모형의 MAE가 19.27, 
MAPE가 9.99%, MSE가 154.22 및 SSE가 12029.36로 각각 나타났다. 
 
7. 결론 
USDJPY 환율의 시계열 데이터에 의거하여 만든 3 가지 예측 모델의 
out-of-sample 기간에 해당하는 최종 결과를 바탕으로 이러한 예측 모델
들 중에서 Holt-Winters 승법적인 계절 모형은 상대적으로 예측력 높다는 
결론을 내릴 수 있다. 그래서 외환시장에서 거래하는 개인 투자자들이 
환율의 미래 값을 예측할 때 Holt-Winters 승법적인 계절 모형을 추가적
으로 사용하면 거래 결정에는 도움이 될 가능성이 있다. 그리고 본 예측 
모델을 만들 때 주의해야 할 것이 몇 가지 있다. 
I. 환율 시리즈를 예측 모델에 사용할 때 매크로 쇼크 아니면 
투자전문기관의 행동으로 인해 발생한 극값이 등 다양한 
분야에서 영향을 받은 환율을 최소한 들어가도록 데이터를 잘 
정리해야 한다. 
II. Holt-Winters 승법적인 계절 모형을 사용할 때 환율 시리즈에서 
추세, 계절적인 변동성이 다 존재하는지를 분명하게 발견해야 
상대적으로 나은 예측 성과를 볼 수 있다. 
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III. 환율의 미래 값을 예측할 때 사용하는 데이터의 기간 단위를 
너무 세심하게 구분하지 말아야 한다. 예를 들면 하루, 일주일로 
구성된 데이터를 사용하기보다는 월별이나 분기별로 구성된 
자료를 사용하는 것이 예측 성과의 오차를 상대적으로 
감소시키는 것에 도움이 된다. 
외환시장에서 거래하는 개인 투자자들이 환율의 미래 값을 예측할 때 
기본적인 분석, 시장 분위기에 대한 분석을 당연히 해야 되니까 
추가적으로 Holt-Winters 승법적인 계절 모형을 사용해서 환율 시리즈의 
장기대세를 발견하면 된다. 환율 변경에 영향을 미칠 수 있는 기본적인 
요소 및 시장분위기로부터 다양한 요소가 존재하니까 기술적인 예측 
모델을 만들 때 최소한 3 가지 시나리오(최상의, 최악의, 정상적인 
상태)로 가정해서 예측하면 그에 따라 거래 위험도 작아진다.  
그리고 본 예측 모델을 앞으로 개선시키고 예측 성과의 오차를 
가능하게 낮은 수준까지 감소시키는 방법을 찾아야 한다. 예를 들면 본 
모델을 사용해서 나타난 예측 성과에 주기적인 변동성을 들어가도록 
변화시킬 가능성이 있는지에 대해 앞으로 연구해야 한다. 본 연구 
논문에서는 USDJPY 환율 시리즈의 분기별로 구성된 데이터를 사용해서 
예측하였다. 그래서  월별로 구성된 데이터를 사용해서 상기 3 가지 
모델의 예측 성과를 다시 평가하는 연구도 할 필요가 있다. 어떤 환율 
시리즈의 미래 값을 예측하느냐에 따라 각 모델의 예측 성과도 
달라지니까 외환시장에서 개인적으로 거래하는 참가자들이 무조건 한 
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표 1: Moving Average Time Series Regression Model  (Forecast 1)
X1 Year Quarter Actual
Forecasted
price




1992 4 124.2700    43 2003 4 108.9400    108.0039    0.9%
1993 1 119.2000    44 2004 1 106.3400    107.7879    1.4%
1 1993 2 108.4667    117.0761    7.9% 45 2004 2 109.5867    107.5719    1.8%
2 1993 3 105.2733    116.8601    11.0% 46 2004 3 110.1833    107.3559    2.6%
3 1993 4 109.8500    116.6441    6.2% 47 2004 4 103.7767    107.1399    3.2%
4 1994 1 105.2833    116.4281    10.6% 48 2005 1 105.1033    106.9239    1.7%
5 1994 2 101.6300    116.2121    14.3% 49 2005 2 108.0133    106.7079    1.2%
6 1994 3 99.9067      115.9960    16.1% 50 2005 3 112.2100    106.4919    5.1%
7 1994 4 98.5533      115.7800    17.5% 51 2005 4 118.0467    106.2759    10.0%
8 1995 1 94.2967      115.5640    22.6% 52 2006 1 116.9000    106.0599    9.3%
9 1995 2 84.5067      115.3480    36.5% 53 2006 2 113.6000    105.8439    6.8%
10 1995 3 95.2400      115.1320    20.9% 54 2006 3 116.7267    105.6279    9.5%
11 1995 4 102.5067    114.9160    12.1% 55 2006 4 117.2233    105.4119    10.1%
12 1996 1 106.4867    114.7000    7.7% 56 2007 1 119.0567    105.1959    11.6%
13 1996 2 107.6800    114.4840    6.3% 57 2007 2 121.4267    104.9799    13.5%
14 1996 3 109.0467    114.2680    4.8% 58 2007 3 116.3100    104.7639    9.9%
15 1996 4 114.6400    114.0520    0.5% 59 2007 4 112.7400    104.5479    7.3%
16 1997 1 121.9167    113.8360    6.6% 60 2008 1 103.3333    104.3319    1.0%
17 1997 2 119.3367    113.6200    4.8% 61 2008 2 105.1867    104.1159    1.0%
18 1997 3 119.9700    113.4040    5.5% 62 2008 3 107.5833    103.8999    3.4%
19 1997 4 126.3067    113.1880    10.4% 63 2008 4 94.8467      103.6839    9.3%
20 1998 1 128.7900    112.9720    12.3% 64 2009 1 95.5067      103.4679    8.3%
21 1998 2 136.8667    112.7560    17.6% 65 2009 2 96.7333      103.2519    6.7%
22 1998 3 140.0533    112.5400    19.6% 66 2009 3 92.4800      103.0359    11.4%
23 1998 4 117.4867    112.3240    4.4% 67 2009 4 89.8233      102.8199    14.5%
24 1999 1 118.1267    112.1080    5.1% 68 2010 1 90.8667      102.6039    12.9%
25 1999 2 120.6933    111.8920    7.3% 69 2010 2 91.1667      102.3879    12.3%
26 1999 3 110.1633    111.6760    1.4% 70 2010 3 84.6933      102.1719    20.6%
27 1999 4 102.7733    111.4600    8.5% 71 2010 4 81.7467      101.9559    24.7%
28 2000 1 107.6900    111.2440    3.3% 72 2011 1 82.4567      101.7399    23.4%
29 2000 2 107.3000    111.0280    3.5% 73 2011 2 81.0800      101.5239    25.2%
30 2000 3 108.0633    110.8120    2.5% 74 2011 3 77.0300      101.3079    31.5%
31 2000 4 111.2733    110.5960    0.6% 75 2011 4 77.5920      101.0919    30.3%
32 2001 1 120.0933    110.3800    8.1% 76 2012 1 80.1040      100.8758    25.9%
33 2001 2 122.5000    110.1640    10.1% 77 2012 2 79.4220      100.6598    26.7%
34 2001 3 121.1133    109.9480    9.2% 78 2012 3 78.1433      100.4438    28.5%
35 2001 4 125.8767    109.7320    12.8% 79 2012 4 82.9900      100.2278    20.8%
36 2002 1 133.6033    109.5160    18.0% 80 2013 1 92.8433      100.0118    7.7%
37 2002 2 124.0767    109.3000    11.9% 81 2013 2 99.0543      99.7958      0.7%
38 2002 3 119.9467    109.0840    9.1% 82 2013 3 98.1023      99.5798      1.5%
39 2002 4 121.2567    108.8680    10.2% 83 2013 4 101.9910    99.3638      2.6%
40 2003 1 118.6933    108.6520    8.5% 84 2014 1 102.3433    99.1478      3.1%
41 2003 2 119.3300    108.4359    9.1% 85 2014 2 101.7603    98.9318      2.8%
42 2003 3 116.3333    108.2199    7.0% 86 2014 3 105.5203    98.7158      6.4%
표 2: Moving Average Time Series Regression Model  (Forecast 2)
X1 Year Quarter Actual
Forecasted
price




1995 2 84.5067      43 2006 2 113.6000    104.8575    7.7%
1995 3 95.2400      44 2006 3 116.7267    104.3696    10.6%
1 1995 4 102.5067    125.3507    22.3% 45 2006 4 117.2233    103.8817    11.4%
2 1996 1 106.4867    124.8628    17.3% 46 2007 1 119.0567    103.3937    13.2%
3 1996 2 107.6800    124.3748    15.5% 47 2007 2 121.4267    102.9058    15.3%
4 1996 3 109.0467    123.8869    13.6% 48 2007 3 116.3100    102.4179    11.9%
5 1996 4 114.6400    123.3990    7.6% 49 2007 4 112.7400    101.9299    9.6%
6 1997 1 121.9167    122.9110    0.8% 50 2008 1 103.3333    101.4420    1.8%
7 1997 2 119.3367    122.4231    2.6% 51 2008 2 105.1867    100.9541    4.0%
8 1997 3 119.9700    121.9352    1.6% 52 2008 3 107.5833    100.4661    6.6%
9 1997 4 126.3067    121.4472    3.8% 53 2008 4 94.8467      99.9782      5.4%
10 1998 1 128.7900    120.9593    6.1% 54 2009 1 95.5067      99.4903      4.2%
11 1998 2 136.8667    120.4714    12.0% 55 2009 2 96.7333      99.0023      2.3%
12 1998 3 140.0533    119.9834    14.3% 56 2009 3 92.4800      98.5144      6.5%
13 1998 4 117.4867    119.4955    1.7% 57 2009 4 89.8233      98.0265      9.1%
14 1999 1 118.1267    119.0076    0.7% 58 2010 1 90.8667      97.5385      7.3%
15 1999 2 120.6933    118.5196    1.8% 59 2010 2 91.1667      97.0506      6.5%
16 1999 3 110.1633    118.0317    7.1% 60 2010 3 84.6933      96.5627      14.0%
17 1999 4 102.7733    117.5438    14.4% 61 2010 4 81.7467      96.0747      17.5%
18 2000 1 107.6900    117.0558    8.7% 62 2011 1 82.4567      95.5868      15.9%
19 2000 2 107.3000    116.5679    8.6% 63 2011 2 81.0800      95.0989      17.3%
20 2000 3 108.0633    116.0800    7.4% 64 2011 3 77.0300      94.6109      22.8%
21 2000 4 111.2733    115.5920    3.9% 65 2011 4 77.5920      94.1230      21.3%
22 2001 1 120.0933    115.1041    4.2% 66 2012 1 80.1040      93.6351      16.9%
23 2001 2 122.5000    114.6162    6.4% 67 2012 2 79.4220      93.1472      17.3%
24 2001 3 121.1133    114.1282    5.8% 68 2012 3 78.1433      92.6592      18.6%
25 2001 4 125.8767    113.6403    9.7% 69 2012 4 82.9900      92.1713      11.1%
26 2002 1 133.6033    113.1524    15.3% 70 2013 1 92.8433      91.6834      1.2%
27 2002 2 124.0767    112.6644    9.2% 71 2013 2 99.0543      91.1954      7.9%
28 2002 3 119.9467    112.1765    6.5% 72 2013 3 98.1023      90.7075      7.5%
29 2002 4 121.2567    111.6886    7.9% 73 2013 4 101.9910    90.2196      11.5%
30 2003 1 118.6933    111.2007    6.3% 74 2014 1 102.3433    89.7316      12.3%
31 2003 2 119.3300    110.7127    7.2% 75 2014 2 101.7603    89.2437      12.3%
32 2003 3 116.3333    110.2248    5.3% 76 2014 3 105.5203    88.7558      15.9%
33 2003 4 108.9400    109.7369    0.7% 77 2014 4 116.9473    88.2678      24.5%
34 2004 1 106.3400    109.2489    2.7% 78 2015 1 119.0460    87.7799      26.3%
35 2004 2 109.5867    108.7610    0.8% 79 2015 2 122.0347    87.2920      28.5%
36 2004 3 110.1833    108.2731    1.7% 80 2015 3 121.6107    86.8040      28.6%
37 2004 4 103.7767    107.7851    3.9% 81 2015 4 121.3327    86.3161      28.9%
38 2005 1 105.1033    107.2972    2.1% 82 2016 1 115.4133    85.8282      25.6%
39 2005 2 108.0133    106.8093    1.1% 83 2016 2 106.6693    85.3402      20.0%
40 2005 3 112.2100    106.3213    5.2% 84 2016 3 102.3183    84.8523      17.1%
41 2005 4 118.0467    105.8334    10.3% 85 2016 4 112.1537    84.3644      24.8%



















표 3: Moving Average Time Series Regression Model  (Forecast 3)
X1 Year Quarter Actual
Forecasted
price




1997 4 126.3067    43 2008 4 94.8467      105.4318    11.2%
1998 1 128.7900    44 2009 1 95.5067      105.0952    10.0%
1 1998 2 136.8667    119.5671    12.6% 45 2009 2 96.7333      104.7586    8.3%
2 1998 3 140.0533    119.2305    14.9% 46 2009 3 92.4800      104.4221    12.9%
3 1998 4 117.4867    118.8940    1.2% 47 2009 4 89.8233      104.0855    15.9%
4 1999 1 118.1267    118.5574    0.4% 48 2010 1 90.8667      103.7490    14.2%
5 1999 2 120.6933    118.2208    2.0% 49 2010 2 91.1667      103.4124    13.4%
6 1999 3 110.1633    117.8843    7.0% 50 2010 3 84.6933      103.0759    21.7%
7 1999 4 102.7733    117.5477    14.4% 51 2010 4 81.7467      102.7393    25.7%
8 2000 1 107.6900    117.2112    8.8% 52 2011 1 82.4567      102.4028    24.2%
9 2000 2 107.3000    116.8746    8.9% 53 2011 2 81.0800      102.0662    25.9%
10 2000 3 108.0633    116.5381    7.8% 54 2011 3 77.0300      101.7296    32.1%
11 2000 4 111.2733    116.2015    4.4% 55 2011 4 77.5920      101.3931    30.7%
12 2001 1 120.0933    115.8650    3.5% 56 2012 1 80.1040      101.0565    26.2%
13 2001 2 122.5000    115.5284    5.7% 57 2012 2 79.4220      100.7200    26.8%
14 2001 3 121.1133    115.1918    4.9% 58 2012 3 78.1433      100.3834    28.5%
15 2001 4 125.8767    114.8553    8.8% 59 2012 4 82.9900      100.0469    20.6%
16 2002 1 133.6033    114.5187    14.3% 60 2013 1 92.8433      99.7103      7.4%
17 2002 2 124.0767    114.1822    8.0% 61 2013 2 99.0543      99.3738      0.3%
18 2002 3 119.9467    113.8456    5.1% 62 2013 3 98.1023      99.0372      1.0%
19 2002 4 121.2567    113.5091    6.4% 63 2013 4 101.9910    98.7007      3.2%
20 2003 1 118.6933    113.1725    4.7% 64 2014 1 102.3433    98.3641      3.9%
21 2003 2 119.3300    112.8360    5.4% 65 2014 2 101.7603    98.0275      3.7%
22 2003 3 116.3333    112.4994    3.3% 66 2014 3 105.5203    97.6910      7.4%
23 2003 4 108.9400    112.1629    3.0% 67 2014 4 116.9473    97.3544      16.8%
24 2004 1 106.3400    111.8263    5.2% 68 2015 1 119.0460    97.0179      18.5%
25 2004 2 109.5867    111.4897    1.7% 69 2015 2 122.0347    96.6813      20.8%
26 2004 3 110.1833    111.1532    0.9% 70 2015 3 121.6107    96.3448      20.8%
27 2004 4 103.7767    110.8166    6.8% 71 2015 4 121.3327    96.0082      20.9%
28 2005 1 105.1033    110.4801    5.1% 72 2016 1 115.4133    95.6717      17.1%
29 2005 2 108.0133    110.1435    2.0% 73 2016 2 106.6693    95.3351      10.6%
30 2005 3 112.2100    109.8070    2.1% 74 2016 3 102.3183    94.9985      7.2%
31 2005 4 118.0467    109.4704    7.3% 75 2016 4 112.1537    94.6620      15.6%
32 2006 1 116.9000    109.1339    6.6% 76 2017 1 112.4100    94.3254      16.1%
33 2006 2 113.6000    108.7973    4.2% 77 2017 2 111.4870    93.9889      15.7%
34 2006 3 116.7267    108.4607    7.1% 78 2017 3 110.9820    93.6523      15.6%
35 2006 4 117.2233    108.1242    7.8% 79 2017 4 112.9570    93.3158      17.4%
36 2007 1 119.0567    107.7876    9.5% 80 2018 1 107.3573    92.9792      13.4%
37 2007 2 121.4267    107.4511    11.5% 81 2018 2 109.6020    92.6427      15.5%
38 2007 3 116.3100    107.1145    7.9% 82 2018 3 112.2297    92.3061      17.8%
39 2007 4 112.7400    106.7780    5.3% 83 2018 4 111.9930    91.9696      17.9%
40 2008 1 103.3333    106.4414    3.0% 84 2019 1 110.3933    91.6330      17.0%
41 2008 2 105.1867    106.1049    0.9% 85 2019 2 109.3613    91.2964      16.5%
42 2008 3 107.5833    105.7683    1.7% 86 2019 3 107.3290    90.9599      15.3%
표 4: Holt-Winters multiplicative seasonal model  (Forecast 1, 2, 3)
Num Year Quarter Actual Forecast 1 APE Num Year Quarter Actual Forecast 2 APE Num Year Quarter Actual Forecast 3 APE
1 2012 2 79.42          80.73          1.6% 1 2014 4 116.95        104.71        10.5% 1 2017 2 111.49        114.81        3.0%
2 2012 3 78.14          77.14          1.3% 2 2015 1 119.05        109.75        7.8% 2 2017 3 110.98        114.11        2.8%
3 2012 4 82.99          77.36          6.8% 3 2015 2 122.03        112.78        7.6% 3 2017 4 112.96        116.83        3.4%
4 2013 1 92.84          79.88          14.0% 4 2015 3 121.61        110.24        9.3% 4 2018 1 107.36        113.60        5.8%
5 2013 2 99.05          80.68          18.6% 5 2015 4 121.33        114.73        5.4% 5 2018 2 109.60        112.36        2.5%
6 2013 3 98.10          76.97          21.5% 6 2016 1 115.41        120.01        4.0% 6 2018 3 112.23        110.92        1.2%
7 2013 4 101.99        76.77          24.7% 7 2016 2 106.67        123.08        15.4% 7 2018 4 111.99        112.51        0.5%
8 2014 1 102.34        77.35          24.4% 8 2016 3 102.32        120.09        17.4% 8 2019 1 110.39        107.97        2.2%
9 2014 2 101.76        68.92          32.3% 9 2016 4 112.15        124.76        11.2% 9 2019 2 109.36        104.80        4.2%




















표 5: Multiplicative Decomposition Model  (Forecast 1)
X1 Year Quarter Actual
Forecasted
price




1 1992 4 124.27        117.83        5.2% 45 2003 4 108.94        106.38        2.3%
2 1993 1 119.20        118.96        0.2% 46 2004 1 106.34        107.38        1.0%
3 1993 2 108.47        118.63        9.4% 47 2004 2 109.59        107.06        2.3%
4 1993 3 105.27        118.00        12.1% 48 2004 3 110.18        106.46        3.4%
5 1993 4 109.85        116.79        6.3% 49 2004 4 103.78        105.34        1.5%
6 1994 1 105.28        117.91        12.0% 50 2005 1 105.10        106.33        1.2%
7 1994 2 101.63        117.58        15.7% 51 2005 2 108.01        106.01        1.9%
8 1994 3 99.91          116.95        17.1% 52 2005 3 112.21        105.41        6.1%
9 1994 4 98.55          115.75        17.4% 53 2005 4 118.05        104.30        11.6%
10 1995 1 94.30          116.86        23.9% 54 2006 1 116.90        105.28        9.9%
11 1995 2 84.51          116.53        37.9% 55 2006 2 113.60        104.95        7.6%
12 1995 3 95.24          115.90        21.7% 56 2006 3 116.73        104.36        10.6%
13 1995 4 102.51        114.71        11.9% 57 2006 4 117.22        103.26        11.9%
14 1996 1 106.49        115.81        8.8% 58 2007 1 119.06        104.23        12.5%
15 1996 2 107.68        115.47        7.2% 59 2007 2 121.43        103.90        14.4%
16 1996 3 109.05        114.85        5.3% 60 2007 3 116.31        103.32        11.2%
17 1996 4 114.64        113.67        0.8% 61 2007 4 112.74        102.22        9.3%
18 1997 1 121.92        114.75        5.9% 62 2008 1 103.33        103.17        0.2%
19 1997 2 119.34        114.42        4.1% 63 2008 2 105.19        102.85        2.2%
20 1997 3 119.97        113.80        5.1% 64 2008 3 107.58        102.27        4.9%
21 1997 4 126.31        112.63        10.8% 65 2008 4 94.85          101.18        6.7%
22 1998 1 128.79        113.70        11.7% 66 2009 1 95.51          102.12        6.9%
23 1998 2 136.87        113.37        17.2% 67 2009 2 96.73          101.80        5.2%
24 1998 3 140.05        112.75        19.5% 68 2009 3 92.48          101.22        9.4%
25 1998 4 117.49        111.59        5.0% 69 2009 4 89.82          100.14        11.5%
26 1999 1 118.13        112.65        4.6% 70 2010 1 90.87          101.07        11.2%
27 1999 2 120.69        112.32        6.9% 71 2010 2 91.17          100.75        10.5%
28 1999 3 110.16        111.71        1.4% 72 2010 3 84.69          100.17        18.3%
29 1999 4 102.77        110.55        7.6% 73 2010 4 81.75          99.10          21.2%
30 2000 1 107.69        111.60        3.6% 74 2011 1 82.46          100.02        21.3%
31 2000 2 107.30        111.27        3.7% 75 2011 2 81.08          99.69          23.0%
32 2000 3 108.06        110.66        2.4% 76 2011 3 77.03          99.12          28.7%
33 2000 4 111.27        109.51        1.6% 77 2011 4 77.59          98.06          26.4%
34 2001 1 120.09        110.54        8.0% 78 2012 1 80.10          98.96          23.5%
35 2001 2 122.50        110.21        10.0% 79 2012 2 79.42          98.64          24.2%
36 2001 3 121.11        109.61        9.5% 80 2012 3 78.14          98.07          25.5%
37 2001 4 125.88        108.47        13.8% 81 2012 4 82.99          97.02          16.9%
38 2002 1 133.60        109.49        18.0% 82 2013 1 92.84          97.91          5.5%
39 2002 2 124.08        109.16        12.0% 83 2013 2 99.05          97.59          1.5%
40 2002 3 119.95        108.56        9.5% 84 2013 3 98.10          97.02          1.1%
41 2002 4 121.26        107.42        11.4% 85 2013 4 101.99        95.98          5.9%
42 2003 1 118.69        108.44        8.6% 86 2014 1 102.34        96.86          5.4%
43 2003 2 119.33        108.11        9.4% 87 2014 2 101.76        96.54          5.1%
44 2003 3 116.33        107.51        7.6% 88 2014 3 105.52        95.97          9.0%
표 6: Multiplicative Decomposition Model  (Forecast 2)
X1 Year Quarter Actual
Forecasted
price




1 1995 2 84.51          123.72        46.4% 45 2006 2 113.60        106.11        6.6%
2 1995 3 95.24          121.59        27.7% 46 2006 3 116.73        104.23        10.7%
3 1995 4 102.51        119.83        16.9% 47 2006 4 117.22        102.66        12.4%
4 1996 1 106.49        121.57        14.2% 48 2007 1 119.06        104.10        12.6%
5 1996 2 107.68        122.12        13.4% 49 2007 2 121.43        104.51        13.9%
6 1996 3 109.05        120.02        10.1% 50 2007 3 116.31        102.66        11.7%
7 1996 4 114.64        118.27        3.2% 51 2007 4 112.74        101.10        10.3%
8 1997 1 121.92        119.99        1.6% 52 2008 1 103.33        102.52        0.8%
9 1997 2 119.34        120.52        1.0% 53 2008 2 105.19        102.91        2.2%
10 1997 3 119.97        118.44        1.3% 54 2008 3 107.58        101.08        6.0%
11 1997 4 126.31        116.71        7.6% 55 2008 4 94.85          99.54          5.0%
12 1998 1 128.79        118.40        8.1% 56 2009 1 95.51          100.93        5.7%
13 1998 2 136.87        118.92        13.1% 57 2009 2 96.73          101.31        4.7%
14 1998 3 140.05        116.86        16.6% 58 2009 3 92.48          99.50          7.6%
15 1998 4 117.49        115.15        2.0% 59 2009 4 89.82          97.98          9.1%
16 1999 1 118.13        116.81        1.1% 60 2010 1 90.87          99.34          9.3%
17 1999 2 120.69        117.32        2.8% 61 2010 2 91.17          99.71          9.4%
18 1999 3 110.16        115.28        4.6% 62 2010 3 84.69          97.92          15.6%
19 1999 4 102.77        113.59        10.5% 63 2010 4 81.75          96.42          18.0%
20 2000 1 107.69        115.22        7.0% 64 2011 1 82.46          97.75          18.5%
21 2000 2 107.30        115.72        7.8% 65 2011 2 81.08          98.11          21.0%
22 2000 3 108.06        113.70        5.2% 66 2011 3 77.03          96.34          25.1%
23 2000 4 111.27        112.03        0.7% 67 2011 4 77.59          94.86          22.3%
24 2001 1 120.09        113.63        5.4% 68 2012 1 80.10          96.16          20.0%
25 2001 2 122.50        114.12        6.8% 69 2012 2 79.42          96.51          21.5%
26 2001 3 121.11        112.13        7.4% 70 2012 3 78.14          94.76          21.3%
27 2001 4 125.88        110.46        12.2% 71 2012 4 82.99          93.30          12.4%
28 2002 1 133.60        112.05        16.1% 72 2013 1 92.84          94.57          1.9%
29 2002 2 124.08        112.52        9.3% 73 2013 2 99.05          94.91          4.2%
30 2002 3 119.95        110.55        7.8% 74 2013 3 98.10          93.19          5.0%
31 2002 4 121.26        108.90        10.2% 75 2013 4 101.99        91.74          10.1%
32 2003 1 118.69        110.46        6.9% 76 2014 1 102.34        92.99          9.1%
33 2003 2 119.33        110.92        7.1% 77 2014 2 101.76        93.31          8.3%
34 2003 3 116.33        108.97        6.3% 78 2014 3 105.52        91.61          13.2%
35 2003 4 108.94        107.34        1.5% 79 2014 4 116.95        90.18          22.9%
36 2004 1 106.34        108.87        2.4% 80 2015 1 119.05        91.40          23.2%
37 2004 2 109.59        109.32        0.2% 81 2015 2 122.03        91.71          24.8%
38 2004 3 110.18        107.39        2.5% 82 2015 3 121.61        90.03          26.0%
39 2004 4 103.78        105.78        1.9% 83 2015 4 121.33        88.62          27.0%
40 2005 1 105.10        107.28        2.1% 84 2016 1 115.41        89.81          22.2%
41 2005 2 108.01        107.72        0.3% 85 2016 2 106.67        90.11          15.5%
42 2005 3 112.21        105.81        5.7% 86 2016 3 102.32        88.45          13.6%
43 2005 4 118.05        104.22        11.7% 87 2016 4 112.15        87.06          22.4%
44 2006 1 116.90        105.69        9.6% 88 2017 1 112.41        88.22          21.5%
부록 
 
