As outlined in the main text, we chose different functions for how the parameters α, β, µ, r and θ 22 might change with temperature based on the discrete temperature (DT) estimates. The models 23 used were the temperature-independent model, Sharpe-Schoolfield with upper threshold, and 24
might change with temperature based on the discrete temperature (DT) estimates. The models 23 used were the temperature-independent model, Sharpe-Schoolfield with upper threshold, and 24
Sharpe-Schoolfield with both upper and lower thresholds. Each of these functions had different 25 'hyperparameters', or parameters that went into the functions describing the temperature 26 relationships for the five main model parameters in equations (1-3). The different parameter 27 models and the corresponding hyperparameters are outlined in S1 Table.  28  29 We used a variation of the Sharpe-Schoolfield models for the average host mortality parameter, 30
µ. The original Sharpe-Schoolfield relation predicts metabolic rates to peak at intermediate 31 temperatures. This form is suitable for the parasite growth rate (r), parasite equilibrium 32 abundance (θ) and also describes the peak in the shape parameter (β) that we observed from the 33 discrete temperature estimates (S1 Fig) . However, we expected that the mean mortality rate, µ, 34 would actually be lowest at intermediate, optimal temperatures and potentially increase at 35 extreme temperatures. Therefore, for the parameter µ, we modified the Sharpe-Schoolfield 36 relation (as done by ref. 1) to describe a U-shaped relationship between these rates and 37 temperature (S1 Fig).  38  39 For the Sharpe-Schoolfield relations, we chose a reference temperature of T 0 = 15°C (288.15°K). 40
Other parameters were left as free parameters to be estimated from the data, including the 41 activation energy and upper and/or lower inactivation energies and threshold temperatures for the 42 Sharpe-Schoolfield model (S1 Table) with the exception of the lower inactivation energy for µ -43 we fixed this parameter at five times the activation energy (following ref. 1) for µ because it was 44 found to be non-estimable from our data (see below). 45  46 LIKELIHOOD FUNCTION  47  48 To adapt the eqns (1-3 in main text) into a statistical survival analysis of the time of death data, 49 we first note that the proportion of unexposed individuals that survive to time t is the solution 50 U(t), while the proportion dead at time t is 1-U(t). From basic survival analysis theory, the 51 probability density function of the time of death of an unexposed individual is d(1-U(t))/dt. The 52 data on time of death were resolved at a temporal granularity of individual days (Daphnia were  53 checked for deaths once each day), and so the probability of an observed death at time t is the 54 probability that an individual died between day t-1, when it was observed alive, and day t, when 55 it was observed dead: 56 57
We applied the same equation for the probability of death for exposed individuals, replacing U(t) 59 with E(t). The probability of the observed time of death given by eqn S1 was then input into the 60 likelihood function as a Bernoulli probability. For the model fitting procedure, we could not solve eqns (1-3) analytically to obtain model 95 predictions over time, and so within the MCMC simulations, the model was solved numerically 96 using initial conditions U 0 = 1, E 0 = 1, P 0 = 1 to yield the expected survival probability of hosts 97 and number of parasites per host at time t. Note that these initial conditions assume that at the 98 start of the experiments exposed hosts were inoculated with a single parasite and the resulting 99 parasite burden is entirely due to reproduction within the host from that single parasite (as 100 opposed to multiple infections). 101 102
The R code used for the analyses is available at: 103 https://github.com/sjpeacock/2018PLoSBiol_MT_host-parasite 104 105
Discrete temperature model 106
For the discrete temperature (DT) model, we estimated the six model parameters -µ, β U , β E , r, θ, 107 and α -independently at each of nine temperatures, totaling 54 free parameters. We assumed 108 lognormal priors on each parameter so that they were constrained to positive values (S2 Table) . 109
For each temperature, we fitted the model using 1 to 15 clones, assuming the same priors and 110 initial conditions for the MCMC at each number of clones. Fifteen clones appeared sufficient for 111 the posterior to asymptotically approach a value as the number of clones increased (see Results  112 below). 113 114
For each combination of temperature and number of clones, we ran 10 independent MCMC 115 chains in parallel, which allowed us to assess convergence of the MCMC algorithm. On 116 occasion, several of the chains obviously diverged while the remaining chains converged to 117
biologically reasonable values that were consistent with the other clones; in these cases we 118 removed the chains that did not converge while ensuring at least five chains remained. 119 120
We allowed an adaptation phase of 30,000 iterations during which time the samplers adapt their 121 behavior to optimize efficiency of the MCMC algorithm [9] followed by 30,000 iterations for 122 burnin or updating. We then used the subsequent 2000 iterations for inference. 123 124
Metabolic model 125
The model assuming temperature-dependent relationships for each of the six model parameters 126 was fitted to the entire dataset (i.e., all temperatures) simultaneously. We chose the function to 127 describe each parameter based on the shape of the discrete temperature estimates (S1 Table) . As 128 outlined in the main text, at first we attempted to use a model selection approach by fitting 129 numerous sub-models for each parameter. However, this quickly became infeasible due to the 130 number of possible sub-model combinations as well as the computational time it took to fit the 131 model using data cloning. 132 133
For the metabolic model, we fitted 1 to 25 clones (i.e., more clones than the discrete temperature 134 model) because the posterior parameter estimates were still changing with increasing number of 135 clones at 15 and 20 clones. As for the discrete temperature model, at each number of clones, we 136 assumed the same prior distribution (S3 Table) The non-estimability of E L θ and T L θ may have been due to a lack of parasite data at the lowest 180 temperatures, combined with a sharp transition to relatively high numbers of parasites at 11.8°C. 181
Additional experiments in between 9.5°C and 11.8°C may capture the transition from θ = 0 to θ 182 = 156 (S4 Table) and then quantified spore density using a hemocytometer under 400x phase contrast microscopy. 238
The placebo was made using the same protocol, except that the D. magna originated from the 239 uninfected stock populations. We used microscopy to confirm that the placebo stocks were not 240 contaminated with O. colligata. First exposure (day 0) occurred when D. magna were between 4 241 and 6 days old. Second, third and fourth exposure occurred on days 1, 2, and 3 respectively. On 242 each exposure day, 1mL of the spore and placebo doses were dispensed into the exposed and 243 control mesocosms respectively. Exposed replicates were dosed with a total of 112,000 spores 244 over the four-day period. 245 246
Host Reproduction 247
We quantified offspring production of each host twice per week, either by counting the number 248 of juveniles remaining in each mesocosm after transferring the focal animal, or by isolating the 249 focal host from its mesocosm (in a glass pipet) and removing the offspring by pouring the 250 contents of the mesocosm over a filter (250 µm) before placing the focal host back in its 251 mesocosm. The data clearly indicate an effect of temperature on host reproduction (S6 Fig, S6  252  Table) , and perhaps a weak effect of the parasite on host reproduction at some temperatures (S6 253
Fig, S6 Table) . As described in the main text, exploring the utility of MTE sub-models for
