The physical spaces within which the work of health occurs -the home, the intensive care unit, the emergency room, even the bedroom -influence the manner in which behaviors unfold, and may contribute to efficacy and effectiveness of health interventions. Yet the study of such complex workspaces is difficult. Health care environments are complex, chaotic workspaces that do not lend themselves to the typical assessment approaches used in other industrial settings. This paper provides two methodological advances for studying internal health care environments: a strategy to capture salient aspects of the physical environment and a suite of approaches to visualize and analyze that physical environment. We used a Faro™ laser scanner to obtain point cloud data sets of the internal aspects of home environments. The point cloud enables precise measurement, including the location of physical boundaries and object perimeters, color, and light, in an interior space that can be translated later for visualization on a variety of platforms. The work was motivated by vizHOME, a multi-year program to intensively examine the home context of personal health information management in a way that minimizes repeated, intrusive, and potentially disruptive in vivo assessments. Thus, we illustrate how to capture, process, display, and analyze point clouds using the home as a specific example of a health care environment. Our work presages a time when emerging technologies facilitate inexpensive capture and efficient management of point cloud data, thus enabling visual and analytical tools for enhanced discharge planning, new insights for designers of consumer-facing clinical informatics solutions, and a robust approach to context-based studies of health-related work environments.
Introduction
The physical service setting includes aspects of the physical built environment that facilitate the delivery of care and may influence the way health care is delivered both in clinical settings [1, 2] and in home care [3] and may contribute to patient safety [4, 5] . Yet it is difficult to characterize such physical spaces systematically. Studies of these interior spaces generally rely on human observations in the setting [6, 7] , or self-reports by inhabitants [8] . Existing approaches can be intrusive, disruptive and enable only a limited characterization of a space even using still photographs or video. Emerging technologies now make possible more precise characterization of physical space with a novel application of point cloud data; generating a point cloud, and subsequent analysis or viewing of the space in a manner that supports systematic study of the physical aspects of health care environments. The purpose of this paper is to demonstrate a strategy to capture the physical dimensions of the environments within which health care occurs, including objects, furnishings, and boundaries, and to illustrate the analytical and visualization workflow that permits exploration of these spaces. While there are many potential uses for precise characterization of the physical context of health care, our work is motivated by the assumption that better understanding of the environment where health occurs can accelerate the design and deployment of health information technologies (HIT) to support professional practice and promote patient self-management.
In this report we demonstrate how to use Light Detection and Ranging (LiDAR) scanning methods to create a complete, precise representation of interior spaces where health occurs. In our vizHOME project we needed a strategy to create precise models of the household interiors, a special type of physical service space. Although our work is specific to the informal setting of the home, http://dx.doi.org/10.1016/j.jbi.2015.07.007 1532-0464/Ó 2015 Elsevier Inc. All rights reserved.
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we believe our work naturally extends to industrial health care environments for three reasons: (1) like homes, hospitals and clinics are complex, ever-changing spaces where furnishings and equipment, constrained by the walls of the rooms, can facilitate or disrupt care; (2) verbal descriptions or human observation lead to incomplete characterizations of the space, yet capturing salient aspects of the physical layout is intrusive and problematic, and (3) better understanding of the physical space could enable more intensive study of aspects such as clutter, barriers, visual cues, and proprioceptive aspects that influence how activities are conducted and may provide insight into patient safety issues and workflow efficiency.
A wide variety of methods are employed in the study of physical service settings, including inventories [8] , still photographs, videotaping activities, and creating maps and drawings [9, 10] . Yet these methods generally use single-point-in-time data capture, and are limited by a focus on an isolated space or discrete task. These methods yield information such as narrative recapitalizations or still-images that cannot be manipulated or explored, and lack cues for the orientation, proximity, and scale of the objects and spaces, making it difficult to generalize or reuse the information. Existing approaches, such as photography and architectural fly-through, are useful only if need is limited to visualizing objects relative to each other in space. More sophisticated approaches are needed when precise characterization of a physical space is required, either to enable visualization from multiple perspectives or to afford an exact spatial assessment of objects.
We present here a method that goes beyond creating a text description or simple two-dimensional (2D) images of health care environments. Instead, we employ a laser scanner to create high fidelity, full-scale three-dimensional (3D) models which can be visualized through immersive virtual reality (VR) environments and analyzed. Insights about how physical context shapes health, discharge planning for complex cases, and strategies to design new consumer health technologies will be accelerated by documenting the relative proportion of object size to each other and the 3D attributes of the space. The strategy we present leverages other work in imaging 3D spaces, including mapping heritage sites [11] and validating construction plans [12] , and applies it in a novel way to the physical context of health care. The introduction provides our justification for using image-capture and visualization strategies to study home environments, as examples of spaces in which health care takes place. We describe the methods we employed to create point cloud data sets of these spaces, our preliminary results in rendering full-scale visualizations, and present results from our feasibility studies. We conclude with examples that expand the application of point cloud-derived 3D models beyond home environments to the physical contexts of other biomedical health care settings in a way that permits clinical planning, discharge assessment, and systematic study of those spaces.
vizHOME: project motivation
Our work is motivated by the need to capture and visualize home interior environments with sufficient realism to support intensive study while minimizing disruption to the occupants. The goal of the project motivating this work, vizHOME: Creating a context-based health information needs assessment strategy (HS 22548), is to accelerate the design and deployment of consumer-facing HIT by explicitly considering how the home context shapes personal health information management practices. In this five-year project we will conduct in-home assessments of personal health information management practices and image capture of 20 residences, which will provide five different examples of each of four types derived from the American Housing Survey [13] (detached, semi-detached, multi-unit, and mobile homes). The intensive assessments of the physical environments are accomplished using LiDAR scanning technology to capture interior images. In later phases of this project, we will create a reference set of 3D models of actual households from point clouds for further exploration and description. Some of the challenges we face in creating highly detailed replications of homes include gaining access to spaces in a way that minimizes disruptions of the residents, the need to capture a real environment as it exists on a daily basis at a high level of detail, and the risk of inadvertent disclosure of private features of the home. As with other health care environments, it is neither feasible nor desirable for the four to six members of an interdisciplinary team to visit the same spaces repeatedly. Not only is that intrusive, but because the natural disarray of health care spaces changes from day-to-day, interiors are never exactly the same and it is not realistic to request that they remain untouched for several visits. For a previous study, we tried to recreate industrial and household physical spaces for health using a variety of approaches including two-dimensional still photographs, fly-through movie tours and computer-generated models using existing animation and visualization techniques. The virtual spaces created using these methods appeared sterile, overly neat, and lacked the typical clutter and mild disarray found in most real environments. Moreover these recreations presented a static panoramic view of an environment that can only be observed from a single perspective. These models cannot be re-created and walked through or experienced by designers, researchers, or clinicians. In addition, these computer-generated artifacts are not sufficient to provide depth cues, interactive exploration, proprioceptive stimuli, and exact dimensions, all of which are needed for the exploration and manipulation required in the parent vizHOME project. Therefore, we devised a strategy to replicate participants' homes in a very precise manner that is minimally disruptive to residents and allows for unlimited systematic evaluations, including fully immersive exploration.
Virtualizing living and working physical care spaces: a multi-step process
Virtualization of any living and working space, including the physical care spaces such as the interior of homes, clinics, or surgical suites, requires creating an image data set and making it available for visualization or analysis. The act of virtualization is a multi-step process. First, the data must be acquired to derive a computer accessible model. For this work, we created a point cloud and applied various data processing strategies to organize the data set into coherent parts (e.g. rooms, objects). Finally the organized data set was processed for either visualization or analysis using various models.
In the vizHOME study, we employ a LiDAR scanner to create the point cloud of the physical aspects of participants' living spaces. Point cloud data sets are high-fidelity, 3D spatial, and color depictions of surface samples. Each surface sample consists of a three-tuple of numbers representing a point in 3D space (x, y, z) and a second three-tuple of numbers that represent the surface color in RGB color space. A single point cloud sample results from LASER-based distance measurement between the scanner and the scanned surface. A single scan contains millions of these samples and through multiple scans of the interior space, the LiDAR scanner records the 3D position and color information for all surface points visible to the scanner. There are other methods used to acquire point cloud data that do not involve LiDAR technologies, such as structured light [14] , structure from motion [15] , and visual hull reconstructions [16] . However, many of these technologies are still very experimental, are generally not robust to the complexity of real world environments, and do not permit distinguishing objects from background. Ultimately, we chose LiDAR because it affords the level of precision needed for the parent study and it creates a robust data set that can be visualized on many platforms.
Raw point cloud data sets are extremely large and require significant processing to enable visualization and analysis. Processing strategies reduce the size of the data set and sort the point clouds into a spatial data structure to make it accessible to graphics cards and subsequent display. In addition, processing strategies attach necessary metadata to align scans to each other to replicate the physical environment of rooms and objects depicted in the scans. Finally, processing strategies drive the visualization and analysis tools.
There are many platforms that support visualization of a point cloud data set (e.g. a desktop monitor or a head-mounted display), and many ways to use the point cloud data set other than visualization (e.g. Model-fitting in 3D computer aided drafting (CAD) software). However, in the vizHOME project we consider visualization as the primary output of the processing of the point cloud data sets. A VR CAVE display enables interactive exploration of the processed point cloud data sets and is able to create images from any viewpoint, including novel and unusual ones; for example, it allows the presentation of the environment from a child's perspective, or mimics the view of the space from the height of a person sitting in a wheel chair.
We now provide a detailed description of how we created point clouds of household interiors as an example of how to implement this approach.
Materials and methods
The materials and methods provided here were developed for the vizHOME project, in which physical care spaces of the home are the target. We note where modifications must be made to use this approach in institutional physical care spaces.
Procedures
The vizHOME project was granted Institutional Review Board (IRB) approval for the initial phase of the study. As the study involved scanning the interior of participant's homes, it raised novel concerns from a human subjects perspective -ranging from eye injury risk to participants from use of the LiDAR scanner to inadvertent breach of privacy by publicly disseminating the 3D models. We typically made three to four visits per participant for interviews and LiDAR scanning of the entire interior of participants' homes. Before or during the final visit, we reviewed the captured panoramic images with participants to identify any personal items that should be blurred or redacted before use or dissemination of the 3D models.
The methods we present below address three components of re-creating the interior of physical care spaces in a stable manner: capturing the physical details by creating point clouds, processing the point cloud data, and rendering the point cloud data set of the interior of the home in a VR CAVE during visualization. We briefly review the many ways to create point cloud data sets, and then explore a variety of visualization platforms.
Capture: creating point clouds
We employed the LiDAR scanning method to generate very accurate 3D spatial models of interior spaces including layout and object placement using a Faro™ Focus 3D S 120 (Fig. 1 ) which can capture both color and depth in 360°horizontally and 300°v
ertically from a single location, as shown in Fig. 2 below.
The scanner operates on a rechargeable battery that allows unencumbered positioning of the scanner throughout a home environment. We typically performed each scan in a house with a resolution of 28.4 million points per scan with a quality setting of four averaged samples for each point that takes 8-9 min per scan. A house typically requires 15-25 scans with 3-4 scans allotted for each room.
Processing
Fig . 3 shows the data pipeline used to create accurate virtual models of homes and the numbers in the following sentences direct attention to the relevant section of the figure. At first, LiDAR scans of house interiors were performed from multiple locations in the house (Fig. 3-1) . These individual point clouds were registered to common markers and transformed into a global coordinate system, creating a single, combined point cloud for each house ( Fig. 3-2) . The combined point cloud was exported to an open source point cloud format (Fig. 3-2a and 2b) for further processing and data optimization before analysis (Fig. 3-3) or visualization (Figs. 3 and 4) . To accommodate the large file sizes resulting from the large number of data points that make up the combined point cloud, the data are broken up into a PCD file format (Fig. 3-2c and 2d ) that can be streamed on demand within the visualization software (Figs. 3 and 4) . Afterwards, depending on the file size ( Fig. 3-2b ) the data may be analyzed (Fig. 3-3) or broken down to a streaming format as described for visualization and/or analysis.
Each scan simultaneously takes a series of color photographs that are subsequently stitched together into a panoramic high-resolution photograph as shown in Fig. 4 . Final resolution of the images requires alignment with the scanned depth information from the LiDAR. Fig. 5 shows a false-colored depth image from the scanner's position. The image is colored from red (close) to blue (far) in a range of 10 m. Surfaces colored magenta have invalid distance data (for example, due to high reflectivity such as that observed on a mirror). From the measured distance of each point and its angular coordinates, a 3D location from the scanner can be calculated which combines with the color information into a point cloud.
Visualization of the vizHOME models
As no suitable commercial visualization software was found that supports display of these large point cloud data sets in immersive environments, we implemented custom visualization software that supports a number of different VR display types, such as VR CAVEs, HMDs or desktop viewers. The VR CAVE visualization runs on a cluster of seven PCs using 12 projectors to project on six 9 0 6 00 Â 9 0 6 00 sides at a resolution of 1920Â1920 pixels per side. The six sides of the VR CAVE are the ceiling, the floor and the four enclosing walls. A commercial Intersense IS900 tracking system accompanies the VR CAVE environment to allow head tracking for a participant that enables the 3D environment to correctly update based on the user's location within the VR CAVE space. A 3D-tracked input device allows navigation within the VR CAVE to any area of the rendered environment.
We employed the VR CAVE as the primary display because a subsection of the study requires participants to experience the space and the objects within it from a natural, right-sized immersive perspective. The VR CAVE creates visual stimuli that mimic the experience of being present in a place remote from reality; this is known as a sense of presence [17] . It is also able to display the interior of spaces at a 1:1 scale, it automatically supports stereoscopic rendering to create depth perception, it supports natural exploration of the virtual space by walking (within the VR CAVE confines), and provides proprioceptive cues, because the viewer's body is visible in the VR CAVE. 
Analysis of the models
Sometimes it is not necessary to visualize the model of the physical care space to have it be quite useful for health care purposes. Point cloud data may be critical for commercial purposes (determining whether a sofa would fit in a living room), clinical planning (figuring out how far the bathroom is from a bed), and work flow assessment (evaluating whether there is sufficient space for people and machines) when such assessments are remote from the event. For example, consider the challenge of determining whether a new piece of imaging equipment will fit into an already-crowded emergency department bay, or appraising the vertical distance between staircase landings. A home care planner needing to match the product specifications with a household model could determine whether a wheel chair will fit through a hallway door. A very different analytical use is seen in continuous environment modeling for risk management; point clouds taken at sequential time points can be compared to a reference point cloud to assure, for example, that all of the appropriate equipment is present in a given room.
Several analytical approaches can determine the geometric relationships between elements in models generated by point clouds. Methods such as RANSAC [18] or ICP [19] can be used to fit geometry to point cloud data. Since the point cloud data is non-semantic, a significant effort is required to create a proper nomenclature delineating elements, e.g., what set of data points constitutes a room, a door way, a piece of furniture, etc? The results of this nomenclature provide tags to describe physical characteristics.
Findings
This section presents the results of virtualizing the physical care spaces of the first three homes from the initial stage of vizHOME project. We created point cloud data sets of the interiors of three households, and visualized these data sets on three different platforms (immersive VR CAVE, HMD, and desktop viewer).
Quantitative measurements of point clouds generated
We present the results from the first three homes. They differ in size, configuration and residential type as described in Table 1 below. Point clouds were generated for each to enable interactive viewing on several display types. Table 1 shows a breakdown of the time to scan, number of scans, number of points, size of the registered data set, and ModelPitch (defined below).
Attempting to identify the overall quality of scans once they are combined into a single model is not a straight-forward matter.
While the scanner captures 3D positions in space, these positions are sparse, and only represent the surface of an object, unlike a dense representation that would come from common medical scan such as CT, MRI, or PET scanners. Simply counting the number of points per unit volume would give an incorrect approximation for scan quality as larger, more empty spaces, such as an auditorium, would give much lower values compared to a small cramped office despite scanned objects in the environment having the same degree of resolution between the two.
To address this issue, we created a new metric, ModelPitch, which approximates the distance between points on a surface for all scans combined. For this calculation, we extract planes from the point cloud using the approach found in Subramaniam and Ponto [20] . Planes were selected since the majority of points found in our interior environments came from flat surfaces such as floors, walls, and ceilings. where NumPoints is the number of points considered to be part of the surface and PlaneArea is calculated using the bounds between the maximum and minimum point positions in the surface's coordinate system. These measures can be easily converted to printing metrics, such as dots per inch (DPI). A ModelPitch value of 2 mm roughly equates to a DPI value of 13. Although this method is not a perfect measure of the accuracy of our point clouds since it does not account for errors in the registration process, it still provides an estimate of the quality of the final product. The calculated results for ModelPitch and other model attributes are shown in Table 1 .
The data indicate that the scans of each home resulted in point clouds of different size. An effort was made during the assessment of homes 2 and 3 to increase the resolution of our scans to create denser data sets. We increased the FARO scanning resolution settings without causing a linear increase in the amount of time required to complete the scan. This approach resulted in much larger datasets in terms of numbers of points, sizes, and resolution, but only minimal increases in the overall time to scan (an important consideration if one has limited access to the space or wants to minimize intrusion on the dweller or user of the space). The combined effects of home size, scanning resolution, and scanning time are evident in the comparison of House 3 with House 2. While the House 3 model was smaller in data than House 2, the resolution was better. 
Discussion
This paper described how to use LiDAR and to process the acquired data to visualize physical care spaces. To our knowledge, this is the first demonstration of the use of LIDAR point cloud capture and visualization on VR platforms for households; we are unaware of LiDAR use in any industrial health care environment. The point cloud data supports systematic comparison of rendered houses and their raw data sets in terms of layout, spatial navigation and clutter. While there are other demonstrations of this approach for cultural heritage sites [11] , industrial spaces [12] , and exterior spaces [21] , we have extended the use of this approach to investigate health care at home as well as other health care environments. It is clear that point cloud data sets afford certain advantages over human assessment and self-report, including the preservation of precise measurement and visual cues that can be displayed on many visualization platforms. In addition, our approach is superior to images generated from 3D construction plans because we are able to visualize not only the perimeter of the architecture of the space, but also its contents, especially human-created clutter, known to influence personal health information management [6, 9] through visual cues, visual reminders, and locations that evoke (perhaps unconsciously) a memory.
Like others who work with point cloud data [11, 22] we are managing extremely large data sets. The point cloud data sets are immense (close to a billion data points) and manipulation of that data for either visualization or analysis requires a memory footprint larger than most data sets commonly found in health IT systems. Due to the size of the LiDAR captured data sets, the immediate processing of the point cloud data was not feasible on any of the computers physically attached to the vizHOME visualization platform. This stimulated the development of the processing pathway displayed in Fig. 3 . We required the use of a high-throughput computing cluster that shares features with the CONDOR system, including parallel processing, sequential job management, and remote access.
At present, the data capture process is quite labor intensive, and requires specialized equipment. With the rapid change of consumer-grade electronics for creating and viewing point cloud data sets we anticipate that this barrier to capturing point clouds will soon give way. Remaining still is the challenge of creating a meaningful nomenclature for the interior spaces, because the point clouds are non-semantic and lack a data structure that delineates boundaries of spaces and object such as room and furnishings. Such nomenclatures were not need until the present, because human perception and judgment instinctively gave meaning to visual cues of what constitutes rooms and objects; now with the possibility of using point clouds in CAD models, these strategies to create nomenclatures are needed.
Determining the accuracy and validity of a visualization resulting from a point cloud data capture remains a challenge. Our visualization software runs at interactive frame rates -a major requirement for effective human visualization of immersive VR applications. For the vizHOME project we implemented a features checklist that benchmarks the integrity of the point cloud data set display in our VR CAVE. 1 Our initial efforts relied on a heuristic of comparisons of the images displayed in the VR CAVE to photographs taken in the home. Our team is exploring approaches to verification, including comparisons between physical measures of distances between objects and computed distances in the VR CAVE. However, absent explicit terminology and performance criteria, recreation of the look-and-feel of the interior spaces as appraised by those who have visited both spaces was deemed sufficient. Industrial users of this methodology for replicating physical service settings should consider several issues. Our experience in households illustrated that acquiring point cloud data sets is time and labor intensive. However, in hospitals many rooms might have identical layouts, allowing the capture of only a few replicates to efficiently characterize a large physical building. In homes we needed to be mindful of the inhabitants, while in an institutional setting it would be possible to acquire point cloud data during off-shift hours when the spaces are not in use. Ethical issues are found in both home and institutional physical service spaces; however, in an institutional setting the privacy issues include not only assuring patient and staff rights, but also avoiding the inadvertent disclosure of unsafe clinical practice violations. It is not known whether institutional physical service spaces are more or less stable than home environments. For example, does the characteristic degree of clutter change from day to day and is it more or less variable in institutional settings? Nonetheless, in either environment it is critical to plan the number of scans and their processing to characterize the relative stability or lack thereof. Finally, in a private home it is very clear that the resident can authorize entry to acquire point cloud data; this authority may be vested in a number of people in institutions (e.g. chief of staff, clinical manager, director of facilities).
As the tools for space replication become more ubiquitous there will be renewed interest and ability to study how the physical care context shapes and can facilitate the delivery of health care. Better understanding of the inhabitants of spaces, users of spaces, and the task-environment fit with task can lead to better efficiency, efficacy, and safety of the care provided in the environment.
Progress in the vizHOME project
We have successfully captured 20 separate home environments and visualized the data in both 2D desktop viewers and three different 3D immersive VR displays. As we intend to make the 20 house models freely available to the design community and the general public after our study is complete (March 2018), it is critical to ensure their portability across platforms.
Figs. 6 and 7 below provide a comparison between a still photo and a point cloud rendering. Fig. 6 shows a photograph of the kitchen in one of our datasets and Fig. 7 shows the corresponding point cloud of the same kitchen rendered in a VR CAVE. Please note that Fig. 7 appears blurred because the images for the right and left eye are resolved to a single image when the viewer wears specialized glasses for viewing. Figs. 8 and 9 are images of viewing in a 20-panel 3D TV system [23] and a HMD.
In the vizHOME project we are using point cloud data to build high fidelity 3D models of 20 homes to be visualized in subsequent experiments in the VR CAVE system by us and others, including patients. In addition, the rendered houses and their raw data sets can be systematically compared with one another in terms of layout, spatial navigation, and clutter. We will make use of the images captured with this method for subsequent experiments exploring the relationship between internal spaces and personal health information management. In future phases of the study we intend to bring lay participants into the VR CAVE and contrast simulated health information management behaviors with those observed during the capture of the homes. To make the experience plausible for participants, we need to continue to improve the visualization performance. To enable manipulation of the objects we will be developing segmentation and extraction strategies that will allow us to move objects around the virtual spaces and explore the effects of different orientations on behaviors.
Potential applications of the space replication methodology
While our space replication methodology was built for specific research purposes (HS 22548), we have already begun working with clinical partners at UW Health to examine potential clinical uses. Our methodology could be of significant use when in depth characterization of the home space is necessary for clinical practice. For example, a patient's ability to recall and comply with discharge instructions could be enhanced when the discharge teaching occurs in a full-scale replication of the patient's own home. Using consumer grade 3D stereo visualization tools (e.g. Oculus Rift) the transitional care team and the patient could explore the space, noting hazards and using contextual cues to plan care. Models generated from a point cloud permit viewing at multiple perspectives, thus accommodating the visual field of a person in a wheelchair or restricted to bed. We also envision a time when point cloud data for a specific home becomes a relevant part of the clinical record of the person(s) living there.
Significant effort has been expended in simulating health care environments at various levels of fidelity for use in design, research, and training. This includes developing model Operating Rooms with dummy patients, simulating exam rooms, or even creating wireframe mockups of health IT portals. However, similar attention has not been focused on the home environment. LiDAR scans and rendering images of homes in a VR CAVE allows professionals and research participants to experience these environments in a way that is not intrusive and was previously not possible. On one hand, experiencing environments by walking through them at scale will generate and develop intuitive insights; on the other, very precise models of objects within a home then permit determining the fit of various form factors of devices and technologies.
Similarly, we expect that applying virtualization approaches to other health care environments, including industrial spaces in hospitals and clinics will be of substantial value. Quality assurance programs may benefit from more systematic study of the layout of patient rooms and the presence or absence of machine clutter. Flow-through of patients in an Emergency Department might be optimized if workers are able to repeatedly examine the physical layout, propose and virtually implement modifications, and then re-examine the space. Captured-and-rendered environments could provide outstanding training opportunities where situation awareness demands attention to visual cues, or for virtual re-creation of hazardous clinical events.
Extensions of our approach to virtualizing living and working health care spaces
There could be other users of the virtualization approach we describe here. Our software was designed to enable the point cloud data to work on a variety of platforms, including human visible and analytical. A highly-precise model of the home would enable evaluation of the feasibility of bringing durable medical goods, for example a ventilator or a bed, into the home. In addition, our team has already been involved in crime scene investigation, in which the LiDAR capture of a crime scene allowed for a permanent, rich depiction of a crime scene, including such aspects as bullet hole trajectory and object placement. Exploring virtual redesign in anticipation of physical reconstruction could accelerate household rehabilitation after discharge.
Capturing living environments and making them navigable in VR has design implications as well. Giving designers more experience in a variety of environments by allowing them to repeatedly navigate the spaces at-scale in VR may improve their sensitivity to various design cues important to the effective use of consumer health informatics technologies. Scale and shape preference for device design are known to be affected by experience [24] . As the design community has embraced CAD, medical devices are being designed exclusively in 3D, as opposed to drafted in 2D, before being built. By sharing 3D models of homes with the design community, it will be possible for designers to test their designs in a virtual 3D environment before building a physical prototype. It could also be possible for designers to use the desired health care environment as the virtual backdrop in the CAD software as they design.
Finally, sharing 3D models of health care environments may reduce barriers to safe and effective design of technologies. Currently, design firms and device companies pay to go into homes, and develop specific, proprietary databases of measurements relevant to the environment and anthropometry. However, these databases are treated as trade-secret assets by companies, making it harder for competitors to leverage the data and build devices that fit the environment and user. By sharing these models publicly, barriers to making medical devices that are sensitive to the home context could be reduced. In addition to these considerations for designers and design firms, these data represent a unique opportunity for design science researchers to better understand the impacts of design on home use.
Conclusions
The key lesson from this project is that it is possible to create highly precise, 3D visual replicates of interior spaces and view them on a variety of visualization platforms. Researchers, clinicians and designers can benefit now in any circumstance where these characterizations allow for stable, reproducible representationsfor example to assess barriers to successful transition from hospital-to-home or determine the space available for a new self-monitoring device. We also hope to inspire future uses of full-scale 3D visualizations of homes and other health spaces as the technology to capture and store data becomes more accessible and less expensive. Our work demonstrates an approach to data processing and data storage in anticipation that point cloud becomes more available.
Point cloud representations create a stable, manipulable, and ultimately reproducible depiction of the interior orientation and space of an environment and its contents. It is useful to consider when point clouds are needed and when they are not needed. Creating point cloud data sets is currently an expensive and time intensive task. There are cases in which human assessment may be superior to assessment by point cloud, especially when a rapid decision must be made, (e.g. in emergency child protective services assessment, creating an explicit assessment of current situation). In addition, it may be unnecessary to create a point cloud when there is no need for object permanence or later re-examination of the interior situation.
This virtualization process forms the first step of the vizHOME project. We intend to develop more sophisticated computer algorithms for the segmentation and extraction of objects in the home environment. Our work describes the development of a tool that can ultimately lead to other health care benefits. The potential benefit to health care arises from two aspects: the recognition that the point cloud of a person's environment may become an important clinical data element; and that output of the vizHOME project will enable health care providers to tailor interventions to best fit in existing spaces and will also inspire designers to build tools that fit in, rather than fit on, these spaces.
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