This paper presents a numerical method for solving the controlled Duffing oscillator. The method can be extended to nonlinear calculus of variations and optimal control problems. The method is based upon constructing the Mth degree interpolation polynomials to approximate the state and the control vector using LegendreeGauss-Lobatto collocation points. The differential and integral expressions which arise in the system dynamics, the performance index and the boundary conditions are converted into some algebraic equations which can be solved for the unknown coefficients.
Introduction
The controlled Duffing oscillator, which is known to describe many important oscillating phenomena in nonlinear engineering systems [2, 4] , has received considerable attention in the past decade.
In this paper we introduce a new direct computational method for solving the controlled Duffing oscillator. Our approach is based on a pseudospectral method in which we construct the Mth degree polynomials using the Legendre-Gauss-Lobatto collocation points to approximate the state and control functions. Using this method, the system dynamics, initial conditions and the integral expression are converted to a system of algebraic equations.
A method of constrained extremum is applied which consists of adjoining the constraint equations which are derived from the given dynamical system and the boundary conditions to the performance index by a set of undetermined Lagrange multipliers.
The paper is organized as follows: in Section 4 the proposed method is applied to approximate the solution of the controlled linear oscillator whose exact solution can be obtained by using Pontryagin's maximum principle [S] . Section 5 is devoted to the study of the controlled Duffing oscillator problem which is converted to a system of nonlinear algebraic equations that can be solved for the unknown coefficients by the iterative Newton's method using some of the previous results for the controlled linear oscillator as starting values needed to initiate the iterative procedure. In Section 6, we report our numerical findings and a comparison is made with an existing method in the literature to demonstrate the efficiency and the accuracy of the proposed numerical scheme.
The controlled linear oscillator
Consider the optimal control problem of a linear oscillator as in [6] J=; " s a2 (7) dr , 
The problem is to find the control vector u(z) which minimizes (2.1) subject to (2.4) and (2.5).
The exact solution of the controlled linear oscillator can be obtained by applying Pontryagin's maximum principle [S] where i,(t) is the first derivative of LM(t) with respect to t. Define the polynomial approximation of the state and the control vector, respectively, by
x"(t) = 5 wh(t), 
%I'.
In order to use LegendreeGauss-Lobatto nodes we introduce the transformation r = f T (t -1). The optimal control problem can be restated as follows: Minimize subject to
Substituting (3.2), (3.3) and (3.8) in (4.2), the approximated system dynamics, and the boundary conditions, at the collocation points tk, reduce to The idea behind the above approximation is the exactness of the Gauss-Lobatto quadrature formula for polynomials of degree not exceeding (2M -l), see [l] . Thus, the optimal control problem is reduced to a parameter optimization problem which can be stated as follows. Find a = (ao, a,, . . . , uM) and fl = (b,, bl, . . . , b,) which minimizes (4.5) subject to (4.3).
To find a and /I we define Regarding the accuracy of the pseudospectral Legendre method and the error at the collocation points, refer to [3] .
The controlled Duffing oscillator
The optimal control of the Duffing oscillator is described by the nonlinear differential equation, 
The starting values ci,, n = 1,2, . . . , M -1, and 6j, j = 0, 1, . . . , M, required to start Newton's iterative method can be chosen from the controlled linear oscillator, i.e. E = 0, see [6] . Once these initial values are given, starting values for &, k = 0, 1, . . . , M + 2, can be obtained by selecting any (M + 3) equations from (4.8) and (4.9) and solving the resulting linear system for &.
Results and conclusions
The pseudospectral Legendre coefficients for the exact state function x(t) and the exact control function u(t) have been calculated from Eq. (2.6).
In Tables 1 and 2 < 10-13 < lo-'3 < 10-12 < lo-'* < 10-13 < 10-13 0 < lo-'0 < lo-'0 < lo-'0 < lo-'0 < 10-9 < 10-9 < lo-'0 < lo-'0 < lo-'0 7.3 x 10-8 1.6 x 1O-5 9.7 x lo-" T=3 3.5 x 1o-9 3.4 x 10-7 6.6 x 10-14 XM( -1) = l,F( -1) = -1 1.1 x lo-lo 2.4 x 10-s 1.1 x 10-14
Standard case < lo-'2 < 1o-9 < lo-'h w=2 < lo-'0 < 10-s < lo-'4 T=3 < 10-9 < 10-8 < lo-" XM( -1) = l,J?( -1) = -1 < lo-'* < 1o-9 < lo- '6 A comparison between the fourth-order pseudospectral Legendre approximation and the exact solution shows that the errors eb(tj), j = 0, 1,2,3,4, are d 10P4, Cb(tj) < 10M3 and the error at the boundary conditions is zero. As M increases from 4 to 8 the errors es(tj) and es(tj) decrease significantly to d lo-l2 and d 10-9, respectively.
One of the important advantages of the use of the pseudospectral method is that the rate of convergence of zP(t) to u(t) and x"(t) to x(t) is faster than any power of l/M; see [3] . Therefore, by proceeding to a higher-order approximations, the results obtained by the proposed method will rapidly tend to the results for the exact solution. The pseudospectral approximation of order eight is a very accurate approximation of the exact solution. The pseudospectral approximations and all error estimates have been computed with very high precision on a Sun-Spare Station11 computer. Table 3 presents, for various values of the parameters w, T, x"( -1) and z?( -l), the maximum error on the pseudospectral coefficients of order M = 8 and on the performance index in comparison with the results obtained from the exact solution, together with the results obtained by the method of [6] of order M = 10. By increasing the value of some of the above parameters, and Table 4 A comparison between the pseudospectral and the Chebyshev approximations [6] holding the other parameters fixed, we found that the accuracy is relatively lower than the accuracy obtained using the standard case.
In Table 4 , a comparison is made between the Chebyshev solutions [6] of order M = 4,7, and 10 and the solutions obtained by the proposed method of order M = 4,6, and 8. Table 5 presents the pseudospectral approximations for the controlled Duffing oscillator using the proposed method of order M = 4,6, and 8, SFK = Crz'02 (Fkl, the maximum error at the boundary conditions (MEBC), the precision on a and 1, imposed in order to stop Newton's iterative method (PREC) and the solutions obtained by the Chebyshev approximation of order M = 4,7, and 10 for the same numerical values of the parameters w, T, x"( -1) and i"( -1) as given in the standard case and where, in addition, the coefficient E of the nonlinearity has been taken as E = 0.15. For M = 4, Newton's iterative method converged after two iterations, while for M = 6 and 8 the method converged after four and five iterations, respectively, and the execution times were found to be less than those obtained in [6] . The effect of the parameter E characterizing the nonlinearity has been investigated, and the numerical findings are reported in Table 6 . As E increases, a larger value of the order M of the pseudospectral Legendre approximations is needed in order to obtain the same precision. The exact value of the performance index for the controlled linear oscillator is J = 0.1848585424. The advantages of using the pseudospectral Legendre method are: (1) The Kronecker property (3.5) which plays a great role in simplifying the performance index and the system dynamics for the controlled linear and controlled Duffing oscillator.
(2) The rapid rate of convergence; see [3] . (3) The Chebyshev method [6] requires the solution of a rather large system of nonlinear equations to obtain accuracy of comparable order, which indeed will increase the computational time and efforts.
(4) The weight function for the orthogonality of Legendre polynomials is one (whereas the weight function for Chebyshev polynomials is l/(1 -x2)"').
