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Abstract
A new image coding method based on discrete directional wavelet transform (S-WT) and quad-tree decomposition is proposed
here. The S-WT is a kind of transform proposed in [V. Velisavljevic, B. Beferull-Lozano, M. Vetterli, P.L. Dragotti, Directionlets:
anisotropic multidirectional representation with separable ﬁltering, IEEE Trans. Image Process. 15(7) (2006)], which is based on
lattice theory, and with the difference with the standard wavelet transform is that the former allows more transform directions.
Because the directional property in a small region is more regular than in a big block generally, in order to sufﬁciently make use of
the multidirectionality and directional vanishing moment (DVM) of S-WT, the input image is divided into many small regions by
means of the popular quad-tree segmentation, and the splitting criterion is on the rate-distortion sense. After the optimal quad-tree
is obtained, by means of the embedded property of SPECK, a resource bit allocation algorithm is fast implemented utilizing the
model proposed in [M. Rajpoot, Model based optimal bit allocation, in: IEEE Data Compression Conference, 2004, Proceedings,
DCC 2004.19]. Experiment results indicate that our algorithms perform better compared to some state-of-the-art image coders.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Transform coders have played a key role in image compression. DCT-based coding has leaded to the JPEG standard
and then wavelet transform to the JPEG2000 standard. An overview of transform coding is presented in [6,7]. Over
the last decade or so, the wavelet transform has emerged as the dominant tool of image processing, especially in
compression [19,22]. The success of WT is mainly due to its ability to characterize certain class of signals with few
transform coefﬁcients or its good nonlinear approximation (NLA) properties for piecewise smooth functions in 1-D
[22,23]. A good image representation should have the following desired properties:multiresolution, localization, critical
sampling, directionality and anisotropy [2]. The ﬁrst three are successfully provided by the separable standard wavelet
system. Unfortunately, as is well known, the sparsity ofWT coefﬁcients in 1-D does not extend to 2-D piecewise smooth
images, because the standard 2-D wavelets are usually obtained by a tensor product of 1-D wavelets, and fail to capture
efﬁciently 1-D discontinuities in image, like edges or contours. Many new schemes have emerged trying to overcome
the limitation of standard wavelet, such as curvelet [1], contourlet [2], bandlet [9], and wedgelet [4]. But all the above
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suffer from some problems, such as computational complex, ﬁlter design involved, overcomplete or requiring edge
detection step, so they are less interest in compression. Recently a new tool, directionlet transform, is proposed in [20],
which is based on lattice theory and satisﬁes all the desired properties mentioned above, while retaining the simplicity
of computation and ﬁlter design from the standard WT. In [21], a novel efﬁcient space-frequency quantization (SFQ)
compression algorithm using directionlets is proposed, which indicates the potential of this new tool.
Natural image has very different structure over the space. In order to obtain sparse representation, a natural idea is
to partition the input image into many small regions which have regular features. Directionality can be considered as
a local characteristic. Similar to the success of the standard WT, multidirectionality and directional vanishing moment
(DVM) of S-WT can play an important role in pursuing sparse representation. In the proposed method, we utilize the
most popular quad-tree segmentation [21,8,16].
A series of directional transforms based on WT are proposed in [20], including isotropic S-WT and anisotropic
S-AWT (directionlet). By allowing more transform directions, S-WT has directionality, and by applying ﬁltering and
subsampling operations unequally along two transform directions, directionlet is anisotropic. In our method, we have
utilized S-WT. The reason is as follows. (a) The quad-tree splitting is isotropic and ﬁxed not according to the image
structure, and we cannot obtain the desired sparsity applying ﬁxed anisotropic transform (anisotropic ratio is ﬁxed).
In other words an anisotropic transform applied to isotropic segments results in a less efﬁcient representation. (b) We
want to directly utilize those popular coding methods based on the development of WT, such as EZW, SPIHT, SPECK
(used in our methods). Although the ﬁnal results of our method is inferior to the method in [21] a little, our method is
simple and easy to be implemented. Meanwhile compared to some other coders based on WT, our method performs
better, from which we can see that directionality is very important in 2-D image compression.
The R-D performance of a transform and coder is very important to the design of a compression algorithm. An
algorithm is proposed to achieve best wavelet packet bases in the R-D sense in [13], where the constrained optimal
problem had been transformed to an unconstrained optimal problem by introducing Lagrange multiplier, but the overall
computation cost is very high. A fast R-D optimized WP decomposition method is proposed in [10]. By analyzing the
exponential R-D model, it is proved that the constant R-D slope criterion for the optimum bit allocation is equivalent to
the constant distortion criterion, which can be easily implemented via thresholding. The computational cost is reduced
greatly and very good performance is obtained. Our algorithms implement a quad-tree segmentation, in other words,
a decision criterion based on optimizing R-D sense for each image block is designed so that the coder can decide if
an image block is worth to be further divided. For the obtained quad-tree, a resource bit allocation algorithm is fast
implemented with the model proposed in [12]. The optimal spatial tiling process and the bit allocation with coding are
two independent phases, not as in [21,13], which can efﬁciently reduce computational complexity.
In the proposed method, the transform directions on each subimage is determined with a simple method before
the transform implementation, not as in [21], where the dominant directions are determined after all the direction
combinations have been tried. This kind of behavior may be crude and suboptimal, but the computational complexity
is reduced and the result is acceptable.
This paper is organized as follows. In Section 2, core processing is described, including determining dominant
directions; S-WT; generating R-D optimal quad-tree, computation complexity analysis, bit allocation and generating
bit stream. In Section 3, experiment results are provided to demonstrate the performance of our algorithms.A concluding
remark and our future research directions are given in Section 4.
2. Core procession
2.1. Determining dominant directions
On each subimage, onemust decide the directions alongwhichWT is implemented. Because HP ﬁlters of S-WT have
DVM, the directions along which the image has regular variation (smooth) should be our selection. An image or image
block can be considered as a binary function. This selection can be achieved by means of selecting the direction with
minimum energy of partial derivatives of the image function along this direction [9]. Because the WT is implemented
along two directions, so we calculate the energy
E(−→n ) =
∫
block
∣∣∣∣f (x1, x2)−→n
∣∣∣∣
2
dx1 dx2 (1)
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Fig. 1. Left: p1 = 0.3315, p2 = 0.3329, p3 = 0.2650, p4 = 0.0706; right: p1 = 0.2637, p2 = 0.3327, p3 = 0.3320, p4 = 0.0716.
with a given direction −→n , and select two directions with minimum energy magnitude from a ﬁnite direction set. For
simplicity, we interpret the rationality in Haar case. For example, we implement S-WT with Haar wavelet bases along
a given direction. After one level WT, the energy of high frequency wavelet subband can be expressed by (1) only
with a constant multiple difference. If the determined transform direction with the minimum energy, due to the energy
preserving nature of orthogonal WT, there will be more energy concentrated in the low frequency subband, which
is important to compression. Due to the discrete setup of an image function, (1) is implemented only by means of
numerical integration, in other words, the differential is replaced by difference quotient. In discrete spaces, a digital
line by the following equation:
y(n) = kx(n) + b, (2)
where k = tan() represents the slope and belongs to the range 0k1. Lines with slopes out of this range may
be obtained through symmetry and rotating the space. This deﬁnition of a discrete line insures that each pixel of an
image belongs to one line for a given slope. Because an image is deﬁned in a discrete ﬁnite domain, the number of
discrete directions (slope) in an image is also ﬁnite. Next, we give a kind of simple and efﬁcient method to compute
the dominant directions.
At each pixel, with a given digital slope, we compute the difference of gray values of two pixels along this slope, and
then, sum all the squares of the difference over the image. For example, if we allow four directions (0, /4, /2, 3/4),
after the above computing, a four-orientation histogram is formulated. All the computing is in the eight-neighborhood
of each pixel. Similarly, if we consider eight directions, the computing is in the 24-neighborhood of each pixel. There
is a remark here that, in the case of eight-orientation, for the directions (0, /4, /2, 3/4), in the 24-neighborhood of
a pixel, there are two pixels which have contribution to the directional difference quotient. According to the distance
between these two pixels and the central pixel, their contributions have corresponding weight. In order to avoid
computing repeatedly, the difference of two pixel is calculated one time. The scanning order is from bottom to up and
from left to right. The detail of the computing of dominant directions is as follows:
Step 1: Determinate the number of directions allowed.
Step 2: Formulate the corresponding direction energy histogram by the above computation.
Step 3: Select the two directions with minimum magnitude from the histogram as dominant directions.
In the proposed method, we use only four directions: 0◦, 45◦, 90◦, and 135◦, represented by the following vectors
(1, 0), (1, 1), (0, 1), (−1, 1). The dominant directions of two test images are shown in Fig. 1. (p1, p2, p3, p4) are
computed by means of the above method, which are according to 0◦, 45◦, 90◦ and 135◦, respectively.
Experiment results indicate that our dominant directions are basically consistent with [21], sometimes except for the
region containing abundant texture (for example the hair of Lena).
2.2. S-WT
As is well known, the standard 2-D WT consists of two 1-D WT along the horizontal and vertical directions. The
S-WT allows any of the digital directions. In order to obtain better sparsity, the S-WT implements 1-D WT along the
dominant directions determined above. In order to avoid directional interaction and obtain perfect reconstruction, the
challenging procedure part of S-WT is in the subsampling step, and the subsampling procedure uses the concept of
integer lattices [20]. If the corresponding lattice partitions the cubic space Z2 into more cosets, the iterated processing
is applied in all cosets separately. However, since some neighbor pixels can be classiﬁed in different cosets, the separate
ﬁltering does not exploit efﬁciently the correlation among those pixels, thus leading to less sparse representation in the
transform domain, which is not good for compression. For this reason, we use only integer lattices that generate one
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Fig. 2. Left: the original boat image; right: resampled boat image.
coset as in [21], so the combination of 45◦ and 135◦ is discarded. In the following, one level S-WT along 0◦ and 135◦
is illuminated as an simple example.
Step 1: Downsample the image with sampling matrix M by y[n] = x[Mn].
Four downsampling matrixes
R0 =
(
1 1
0 1
)
, R1 =
(
1 −1
0 1
)
, R2 =
(
1 0
1 1
)
, R3 =
(
1 0
−1 1
)
are used in our method. When the transform directions are 0◦ and 90◦, the downsampling matrix is identity matrix I.
Sampling by a unimodular integer matrix (i.e., matrices with determinant equal to ±1) does not change the sampling
rate but only rearranges the input samples (resampling). When the transform is along 0◦ and 135◦, R0 and R1 are used.
R0 is used in downsampling and R1 is used in upsampling. Image rotation can be used to simplify computation. An
image is resampled by R0 is illuminated in Fig. 2.
Step 2: Implement the standardWT on the resampled image including ﬁlter and subsampling. Here, the 1-D biorthog-
onal “9-7” ﬁlter-bank is used because of its good visual quality of the reconstructed images, and the symmetric extension
is applied when the ﬁlters are convolved with the pixels that are surrounding boundary.
Step 3: Implement upsampling operation with M−1 by y[n] = x[M−1n] on the results of Step 2. R0 and R1 are
inverse matrixes for each other, so do R2 and R3.
2.3. Generating R-D optimal quad-tree
S-WT is similar to the standardWTand the distribution of transform coefﬁcients can bemodeled by a randomvariable
with the generalized Gaussian PDF (GGPDF), which can be completely speciﬁed by its shape parameter and its stand
deviation. If a source X is Gaussian, the theoretical Shannon lower bound (SLB) of the form D= (22h(X)/2e)2−2R(∗)
is achievable theoretically, where h(X) is the entropy of X. (∗) shows the distortion D decays exponentially with the
rate R, and this important property is called exponentially R-D property. A good coder should follow SLB closely
and satisfy the exponentially R-D property. In our algorithms, we utilize this exponentially R-D model to derive our
decision strategy to decide if an image block is worth to be further divided. We use the following two assumption
as in [10]:
D = Dmax2−R or
(
R = 1

log2
Dmax
D
)
, (3)
where the parameter  characterizes the exponential decaying rate, and Dmax is the maximum coding distortion at
coding rate R = 0 which is equal to the variance of the source:
 ≈ 2 (4)
This assumption is adopted because the parameter  is only related to the shape parameter  and independent of the
variance 2, furthermore  is insensitive to the change of the generalized Gaussian shape parameter.
The work of [10] follows the basic framework of [18] only modifying the pyramid WT to be the WP decomposition.
Our algorithms implement a spatial R-D optimized quad-tree segmentation by means of a splitting criterion derived
from [10]. The proposed quad-tree decomposition algorithm is a merge-based method. We ﬁrst decompose the image
into a fully decomposed quad-tree, and the merge step starts from the bottom. In order to obtain optimal quad-tree,
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next we derive our splitting criterion motivated by the work of [10]. If a subimage X is decomposed into N subbands
Bi, 1 iN with S-WT, for Bi, 1 iN , the number of wavelet coefﬁcients, the average distortion, the average bit
rate and the maximum coding distortion are denoted by Si,Di, Ri,Dmax,i respectively. For a total bit budget R, one
should optimally allocate the average bit rate Ri, 1 iN so that
{∑N
i SiRi = R,
min
∑N
i=1SiDi.
(5)
By means of the Lagrangian method, the optimum bit allocation can be converted to the constant distortion criterion
Di
Ri
= −(1 iN) = −Dii ln 2;⇒ Di = Dth, 1 iN , (6)
where Dth is called the threshold distortion. By observing (3), and taking the non-negative bit rate constraint Ri0
into consideration, the solution to (3) has to be modiﬁed to
Di =
{
Dth, Dth < 2i ,
2i , Dth2i ,
(7)
where 2i represents the variance of subband Bi .
So for subband Bi ,
Ri = 1

log2
2i
Dth
, (8)
where
2i = max(Dth, 2i ). (9)
By substituting (8) in (3), the total bit budget for the entire image is written as
R = 1

N∑
i=1
Si log2
2i
Dth
. (10)
When X is decomposed into N subbands with S-WT, we denote the total bit budget for entire X by RX, which is
computed by (10). If X is furthermore divided into four subimages X1, X2, X3, X4, their subbands are denoted by
Bji, 1j4, 1 iN . By means of the above description, the bit saving due to further decomposition is
Rs = RX −
4∑
j=1
Rj , RX = 1

N∑
i=1
Si log2
2i
Dth
, Rj = 1

N∑
i=1
Sji log2
2ji
Dth
. (11)
When the Rs is greater than the decomposition overhead Rc, the quad-tree decomposition is accepted. Each subimage
needs 1 bit to indicate whether it is further decomposed, and 2 bits are needed to inform the decoder the transform
directions (terminate segment-nodes). So the number of overhead bits can be obtained by observe if the children atom
is terminate segment-nodes in above loop. And the effect of decomposition overhead bit Rc should be added to the RX
in the next merge step if the decomposition is accepted. But as the analysis in [21], the side information is negligible
as compared to the number of encoding bits. So for simplicity, we let the number Rc of overhead bits be equal to 4.
Parameter Dth controls the operating point of the coder. Eq. (7) implies that, to optimally encode a decomposed
image at a certain bit rate, we select Dth so that the subband is not encoded if its variance is smaller than Dth and with
distortion equal to Dth after coding if its variance is greater than Dth. Dth can be well approximated by the coding MSE
and the resulting tiling is insensitive to a small variation of Dth. We can compute Dth as
Dth = 255210−PSNR/10 (12)
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where PSNR is a target PSNR value [10]. The variance 2 of each subband, which is equal to the maximum coding
distortion, is needed to be estimated in each block before coding. If we are modeling the transform coefﬁcients using
the Laplacian distribution, an unibiased sufﬁcient statistics for the variance is
2i =
1
Si
Si∑
j=1
|xij | (13)
which is used in our algorithms except the lowest frequency subband.
It is worth while to point out that (3) is obtained from a Gaussian source, and the signal is a Gaussian source does
not always hold for natural image or their transformation. Even if the hypothesis holds, the average R-D function
D(R) = 22−2R satisﬁes the so-called high resolution hypothesis [11]. But we notice that even though SLB may not
be achievable for other sources, it still provides a good performance bound for practical coders, and we only use the
average R-D function to generate the quad-tree, not to allocate bits, so we attempt to use it without much consideration.
2.4. Bit allocation and generating bit stream
In recent years, the problemof bit allocation has been investigated bymany researchers. The problem is conventionally
deﬁned as follows: Given a signal X of size N divided into n non-overlapping subsignals Xi of size ni ,
∑
ni =N , ﬁnd
the most efﬁcient distribution of a given bit budget R for the subsignals. In [12], by means of a comparative study of
different models that can be used to approximate the operational R-D characters of a source, two new models which
appear to provide better ﬁt for the empirical R-D curve in most cases are proposed, one of which is used in our method
and written as follows:
D(R) = eeR+ , (14)
where < 0, > 0 are two model parameters.
For the bit budget R, the optimal bit budget distributions ri, 1 in are computed as follows:
ri = 
i
R +
(
( − i )
i
)
, (15)
where
 = n∑n
i=11/i
,  = 
n
n∑
i=1
i
i
. (16)
Because S-WT is similar to the standard WT, self-similarity retains among subbands of different levels. Progressive
image coding methods, including EZW, SPIHT, SPECK [14] and EBCOT [17] are popular methods as results of
development ofWT.Thesemethods have an important property, embedded property,which is crucial to the bit allocation
andR-D sense. EZWand SPIHT utilize the zerotree and spatial structure (relation of the parent–child), which is changed
in the S-WT due to the subsampling by means of co-lines. SPECK fully utilizes the correlation of adjoined elements
by means of block structure, achieving considerable coding efﬁciency. Meanwhile, the SPECK method requires less
memory, because of the independent block structure, the processing and transmission is more stable, and has no
requirement for the size of the coder block, unlike the EBCOT. In the proposed method, SPECK is adopted after the
optimal quad-tree has been formulated for the leaf nodes. By means of the embedded property of SPECK, a separate
bit stream is generated. The stream has the property that it can be truncated to a number of discrete lengths, and the
distortion incurred is computed by the MSE. In our method, ﬁve truncated points and the according distortion are used
to ﬁtting the model parameters in the least square error sense. Finally, the bit stream is generated by coder the transform
coefﬁcients of leaf nodes with the optimal bit distributions.
The reconstructed image may be affected by blocking effect, which is severe in the case of compression at low
bit-rates. There are many deblocking algorithms [5,24]. In our algorithms, the artiﬁcial boundary caused by partition
locates at the position of multiple of eight and as [21] we use the algorithm proposed in [24] here. The effect of
deblocking on the MSE is negligible, but the visual quality of the deblocked images is improved importantly [21].
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2.5. Computational complexity analysis
The main computation of our algorithm contains four parts, computing dominant directions, S-WT, generating opti-
mized quad-tree and deblocking. We ﬁrst calculate the computational complexity of determining dominant directions.
Consider an subimage with size of N ∗N , and the maximum number of spatial segmentation level is M (in our method
M = 3). In our method we utilize four directions, and four multiplications and four additions are needed to form the
directional histogram at each pixel. So the order of computational complexity of this part is O(8(M + 1)N2)=O(N2).
Then we calculate the order of computational complexity of the S-WT and compare it to other previously proposed
directional methods. Assuming that the resampling and subsampling operations do not carry any computational cost.
In one level of S-WT, there are O(LN2 + 2 ∗ LN2/2) = O(2LN2) multiplications and additions, where L is the
length of the applied ﬁlter. In one subimage, assume the S-WT consists of J iterations (in our method J = 3), the
total number of operations is given by O(2 ∗∑J−1j=0 2LN2 ∗ 2−2j ) = O(LN2). The total computational cost of this
part is O((M + 1)LN2) = O(N2). The computational complexity of S-WT is close to the standard WT and sub-
stantially lower than other directional transform. More precisely, bandlet [9] requires O(N2(log2 N)2) operations,
wedgelet [4] requires O(N2log2 N) operations, and contourlet [2] requires O(L1L2N2) operations, where L1 and
L2 are the size of non-separate 2-D ﬁlter and L1L2?L. Next we consider the computational complexity of gen-
erating quad-tree. The main computation concentrates on the variance computation. Similar to the above analysis
and by observing (13), the total number of this part is O((M + 1)N2). Finally, according to the analysis in [21],
the complexity of deblocking algorithm is given by O(N2). So the total computational complexity ofour algorithm
is O(N2).
3. Experimental results
The performance of proposed algorithms is provided in this section. We compare the performance of our method
with some state-of-the-art compression algorithms, including SFQ [25], SPIHT [15], JPEG2000, the method in [10]
and the method in [21] at low bit rate. The two test images are “Lena” and “Barbara” of size 512 ∗ 512. Experiment
results are given in Table 1. R-D performance comparison with JPEG2000 for the two test images are provided in Fig.
3. In Figs. 4 and 5, we compare the vision performance between our method and JPEG2000 for the two test image
at 0.15 bpp. Residual images for two test image at 0.15 bpp are shown in Figs. 6 and 7, which demonstrate that our
method captures the image geometry more efﬁciently in comparison to JPEG2000. Fig. 8 shows that for the image
region containing abundant texture structure, our method also performs better than JPEG2000. But from the results in
Table 1, we see that our method and the method in [21] are inferior to the method in [10] for “Barbara”. The reason
is that there is abundant texture in “Barbara”, and WP is better tool for texture representation compared with pyramid
wavelet decomposition, because WP is more suitable for non-stationary signal analysis. We also see that our method is
inferior to the method in [21], although the difference is small. The reason is as follows: (a) To some regions containing
abundant texture, the dominant directions determination is prior, and the magnitude difference among directional
Table 1
Results of comparison for Lena and Barbara
Image Bit rate (bpp) PSNR (db)
JPEG2000 SFQ SPIHT Method in [10] Method in [21] Our method
Lena 0.10 29.11 30.18 – 30.04 30.92 30.64
0.15 30.34 31.91 – 31.81 32.56 32.31
0.20 31.51 33.34 33.25 33.06 33.61 33.47
0.25 32.46 34.40 34.17 34.23 34.68 34.58
Barbara 0.10 24.01 24.70 – 25.81 25.34 25.01
0.15 25.10 25.72 – 26.97 26.55 26.24
0.20 26.08 26.85 26.51 28.02 27.81 27.49
0.25 27.15 28.21 27.23 29.43 28.89 28.46
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Fig. 3. R-D performance comparison with JPEG2000 with the upper and nether line corresponding to the proposed method and JPEG2000,
respectively. (a) Lena, (b) Barbara.
Fig. 4. (a) JPEG2000 (PSNR = 30.34), (b) the proposed method (PSNR = 32.31).
Fig. 5. (a) JPEG2000 (PSNR = 25.10), (b) the proposed method (PSNR = 26.24).
histogram is small, sometimes it is not consistent with the dominant direction determination obtained from the practical
R-D optimized implementation; (b) The directionlet transform is anisotropic and has some properties like WP, because
in one iteration of directionlet transform, wavelet decomposition is not only in the lowest frequency subband. But our
method has lower computational complexity compared with the method in [21], because our determination of dominant
directions is prior, and the optimal quad-tree splitting and coding are two independent phases, not as in [21], where
the Lagrangian optimization is utilized so that the two phase algorithm is not independent. Furthermore in our future
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Fig. 6. Residual images for Lena at 0.15 bpp. (a) JPEG2000, (b) the proposed method.
Fig. 7. Residual images for Barbara at 0.15 bpp. (a) JPEG2000, (b) the proposed method.
Fig. 8. Comparison of texture representation in a region of Barbara at 0.15 bpp. (a) JPEG2000, (b) the proposed method.
work, this method is easy to be utilized in spatial anisotropic segmentation without increasing computation cost greatly
when the number of segmentation schemes is huge (see later in Conclusion).
4. Conclusion
A new image coding method based on S-WT and quad-tree tiling is proposed here. After the optimal quad-tree
is obtained, by means of the embedded property of SPECK, a R-D optimal resource bit allocation algorithm is fast
implemented. The algorithm is fast and efﬁcient and the experiment results testify our promise. Our future work is
brieﬂy described as follows. From the point of spatial segmentation, quad-tree is convenient but not optimal. In order
to better match the local structure of natural images, we can use anisotropic spatial segmentation, such as dyadic
rectangular tiling, which is like the “dyadic CART” in [3] and anisotropic 2-D wavelet packets in [26]. In this case
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although the number of possible trees (spatial partitioning scheme) is very large, but the number of the rectangular tiles
of the image is smaller and manageable. Furthermore, in order to sufﬁciently utilize the anisotropy of directionlet, we
should adaptively select directionlet transform with anisotropy ratio consistent with the local geometrical structure of
image (not as in [21], only one kind of directionlet transform is used). In addition, as mentioned above this discrete
directional wavelet transform has very good properties which are very important to the image processing task, we can
apply this new tool on some other image processing problems, such as edge detection and denoising.
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