We investigate the set of limit points of averages of rearrangements of a given sequence. We study how the properties of the sequence determine the structure of that set and what type of sets we can expect as the set of such accessible points.
Introduction
When in [6] we started building the theory of means on infinite sets, at one point we faced the problem that how the average behaves for the rearrangements of an arbitrary bounded sequence. More precisely if a bounded sequence (a n ) is given, then we wanted to determine the set of points of the limit of averages of the rearranged sequences. I.e. take all rearrangements (a ′ n ) of the sequence, choose those where the limit of the averages lim n→∞ a ′ 1 +···+a ′ n n exists, and examine the set of all such limit points. Many authors studied the rearrangement of the underlying sequence of a series and investigated what effect it has for the sum of the series, see [1] , [3] , [4] , [5] , [8] . In their research the rearrangement was always associated to 0 AMS (2010) Subject Classifications: 40A05, 26E60 Key Words and Phrases: rearrangement of sequence, arithmetic mean a series. In [9] Sarigl investigates the permutations that preserves bounded variation of sequences.
It is well known that the accumulation points, hence limit point of a rearranged sequence are identical to such points of the original sequence. Hence it does not make sense to study. However if we take the average of the rearranged sequence, that is not so trivial.
In this paper our main aim will be to investigate which set of points can be accessed in average by rearrangement of sequences. How the properties of the sequence determine the structure of that set. What type of sets we can expect as the set of such accessible points.
In the first part of the paper we prove some generic results that will provide theorems for bounded sequences. Unbounded sequences behaves differently, their investigation is our goal in the remainder of the paper. For more details see subsection 1.2.
Basic notions and notations
Throughout this paper function A() will denote the arithmetic mean of any number of variables. We will also use the notation A(a i : 1 ≤ i ≤ n) for A(a 1 , . . . , a n ). If H ⊂ R is a finite set then A(H) denotes the arithmetic mean of its distinct points.
Let us use the notationR = R ∪ {−∞, +∞} and considerR as a 2 point compactification of R i.e. a neighborhood base of +∞ is {(c, +∞] : c ∈ R}. Definition 1.1. Let (a n ) be a sequence. We say that a n tends to α ∈R in average if lim n→∞ A(a 1 , . . . , a n ) = lim
We denote it by a n A −→ α. We also use the expression that α is the limit in average of (a n ).
With this notation if a series a n is Cesaro summable with sum c then we may say that s n A −→ c where s n = n i=1 a i . Definition 1.2. Let (a n ) be a sequence, α ∈R. We say that α is accessible in average by rearrangement of (a n ) if there exists a rearrangement of a n i.e. a bijection p : N → N such that a p(n) A −→ α.
The set of all such accessible points will be denoted by AAR (an) . Definition 1.3. If (a n ), (b n ) are two sequences then let (c n ) = (a n )||(b n ) be the sequence defined by c 2n = b n , c 2n−1 = a n (n ∈ N).
The following theorem is well know in the theory of Cesaro summation or can be proved easily. Theorem 1.4. If a n → α (α ∈R) then a n A −→ α.
Corollary 1.5. If a n → α (α ∈R) then AAR (an) = {α}.
Proof. It is also well known that for every rearrangement (a pn ) of (a n ), a pn → α.
Proposition 1.6. If a n A −→ a ∈ R, b n A −→ b ∈ R, c ∈ R then a n + c A −→ a + c, ca n A −→ ca, a n + b n A −→ a + b, a n ||b n A −→ a+b 2 .
Brief summary of the main results
We just enumerate some of the most interesting results to give a taste of the topic.
Proposition. If α ∈R is an accumulation point of (a n ) then α ∈ AAR (an) .
Proposition. If a n A −→ c then c ∈ [lim a n , lim a n ].
Theorem. AAR (an) is closed inR.
Theorem. Let (a n ) be a bounded sequence. Then AAR (an) = [lim a n , lim a n ].
and c > b then c is accessible in average by rearrangement of (a n ).
Theorem. Let (a n ) be a sequence bounded from below or above, (a
Theorem. Let (a n ) be a sequence such that it has at least 4 accumulation points:
Then there is a rearrangement (a ′ n ) of (a n ) such that the accumulation points of the sequence (p n ) is exactly Z where p n = A(a ′ 1 , . . . , a ′ n ).
General results
First we need some preparation.
Then we can merge the two sequences into a new sequence
Proof. We define sequences (b
Then we end up with sequence (b
is a merge of the two original sequences and
l+1 in the first part of the proof and apply 2.2 instead of 2.1.
Corollary 2.4. Let (a n ) be a sequence. If there is a subsequence (a ′ n ) such that it can be rearranged to (a ′′ n ) such that a ′′ n A −→ α then there is a rearrangement of (a n ) which tends to α in average. Corollary 2.5. If α ∈R is an accumulation point of (a n ) then α ∈ AAR (an) .
Proof. Let (b n ) be a subsequence of (a n ) such that b n → α and (c n ) be the rest. Then apply 2.3. Proposition 2.6. Let (a n ), (b n ) be two sequences with a n → a,
Proof. Let α ≤ β (the opposite case can be handled similarly).
the length of each such interval is at least 2 hence contains at least 2 integers.
For every first index i of [(n − 1)γ, nγ) let d i come from the sequence (a n ), for all other indexes from (b n ) using the not-yet-used elements from the sequences and from the original order. In this way we have defined (d n ) as a merge of (a n ), (b n ).
Let ǫ > 0 be given. Then there is N ∈ N such that n > N implies that a n ∈ (a − ǫ 4α
Clearly the first and third items can be arbitrarily small if m → ∞ because the number of elements in the first sum is M, while it is at most 2γ in the third. Let us estimate the middle term now.
where k denotes the number of elements in the sum and r is the number of J l intervals which are subset of (M, m].
The obvious estimation gives that m − M − 2γ < k ≤ m − M and
. Therefore
if m is large enough. Finally Proof. Apply Lemma 2.3.
Proposition 2.8. If a n A −→ c then c ∈ [lim a n , lim a n ].
Proof. Let m = lim a n , M = lim a n . If any of m, M is infinite the we do not have to check that side. Hence assume that M ∈ R (m can be handled similarly). First let c ∈ R. Assume indirectly that c > M. Then there is N such that n > N implies that a n < M +c 2
. Then
The latter can be smaller than
if n is large enough which is a contradiction.
The case c = +∞ can be handled similarly: just apply M + 1 instead of
Proof. Let us note first that if sup AAR (an) = +∞ then +∞ ∈ AAR (an) by 2.8 and 2.5. And −∞ can be handled similarly. Let (b n ) be a sequence such that ∀n b n ∈ AAR (an) and b n → b ∈ R. We have to show that b ∈ AAR (an) . For that it is enough to give a subsequence of (a n ) which tends to b in average (see 2.3).
We can assume that (b n ) is increasing, moreover
. The other case when (b n ) is decreasing is similar.
We know that for each i ∈ N there is a rearrangement
. We define a new rearrangement (d n ) of (a n ) recursively. We will add some elements of (a n ) to (d n ) in each step. Without mentioning we will assume that we just add new elements i.e. that are not among the previously selected ones.
Step 1:
and
This can be done. (1) is obvious because p 1 is a bijection. To show (2) let
Then clearly
From that we get that
Then add those elements
Step k:
and |v
where
This can be done. (3) is obvious because p k is a bijection and (4) is evident too. To show (5) let
.
if n k is chosen big enough. Then add those elements
In that way we have constructed (d n ). We show that
which proves the claim.
3 On bounded sequences Theorem 3.1. Let (a n ) be a bounded sequence. Then AAR (an) = [lim a n , lim a n ].
Proof. Let m = lim a n , M = lim a n . Clearly if (a ′ n ) is a rearrangement of (a n ) then m = lim a Now let l be choosen such that m ≤ l ≤ M. We can devide (a n ) into three distinct sequences: b n → m, c n → M and (d n ) is the rest i.e. {b n , c n , d n : n ∈ N} = {a n : n ∈ N} and b n = c k = d l = b n (∀n, k, l). It can happen that either (d n ) or (c n ), (d n ) are empty. By Proposition 2.6 we can merge (b n ), (c n ) into a new sequence (e n ) such that e n A −→ l. By Lemma 2.3 we can add (d n ) as well in a way that the limit does not change. Theorem 3.2. Let m = lim a n , M = lim a n . If m < M, m, M ∈ R then we can create a rearrangement (e n ) such that lim . Now we define (e n ). Let the first element be d 1 . Then take elements
And so on. Obviously we exhaust all elements from (a n ) and n i=1 e i n will not converge.
On unbounded sequences
Lemma 4.1. Let (c n ) be an increasing sequence such that c n → +∞, c n > 0. Let (c ′ n ) be any of its rearrangements. Then
Proof. Take a subsequence (c n k ) of (c n ) such that
We can assume that ∀k if m < n k then c m < c n k because if there is m < n k such that c m = c n k then c n k
If we rearrange it to an increasing sequence (c
then 1 is accessible in average by rearrangement of (a n ).
Proof. We can assume that c n is increasing (by 4.2) and c n > 1. Then let d mn = c n where (m n ) is a strictly increasing sequence determined by the followings:
With evident estimation
If we take the reciprocal and apply the condition then we get that lim
To finish to proof we have to remark that if m n−1 < l < m n − 1 then
is increasing. If 1 is accessible in average by rearrangement of (a n ) then
Proof. Let (d n ) be a rearrangement such that d n A −→ 1. This rearrangement defines a rearrangement of (c n ), namely take the elements from (c n ) exactly in the same order as they come in (d n ). Let us denote that rearranged sequence with (c ′ n ) and c
Let n be chosen such that m n−1 > N. Let m = m n−1 . We know that
From (8) we get that
By multiplying with the denominator and using (7) we get that
and clearly both sides tend to 1 when ǫ → 0. Which finally gives that c ′ n sn → 0. Now 4.2 yields the statement.
Proof. We have to verify that if l ∈ R + then l ∈ AAR (an) .
Let (d n ) be a rearrangement such that d n A −→ 1. First we show that if l ∈ N then l ∈ AAR (an) . Let k n denotes the number of zeros in the first n terms of (d n ). We state that there is N ∈ N such that n > N implies that k n > (1 − n⌉ elements (say z 1 , . . . , z n ′ ) that are non zero. Then
But the average of the non zero elements tends to infinite that gives a contradiction. Now we construct a new rearrangement (d )n⌋ that is the number of remainder elements after managing d n . Observe that
and both sides tend to l which proves the claim. Now we show that if l ∈ N, 0 < l ′ < l and l ∈ AAR (an) then l ′ ∈ AAR (an) .
. Now let us put ⌊2L⌋ many zeros between d 1 and d 2 (k ∈ N)and put (⌊k · L⌋-previously added number of zeros) many zeros between d k−1 and d k (k ∈ N). Let us denote this new sequence by (d
Hence both A(d
Let (d n ) be the rearranged sequence whose average tends to 1. Let k n denote the number of elements from (b n ) among the first n terms of (d n ). Then
Clearly kn n is bounded, 
denote the number of zeros among the first n terms of (d 
But the first term
Proof. By 4.6 and 4.3 it is enough to show that
It is known that
is a polynomial of degree k and d k+1 > 0. Hence
Proof. By 4.7 and 5.4 it is enough to show that 1 / ∈ AAR (an) i.e.
Properties of (c 
1 /
∈ AAR (a ′ n ) . To show that it is enough to prove that c
by 5.4. There are infinitely many n where c
if n is big enough which gives the statement by 4.3. Now we give some equivalent forms of the condition in 4.3.
Proposition 4.12. Let (c n ) be a sequence such that ∀n c n > 0. Then the followings hold.
an increasing function that is integrable over each finite interval and lim
Proof. By obvious estimation we get that
which gives the statement.
Proposition 4.14. Let f : R + → R + be an increasing function that has a primitive function F and lim
Generalizing results
First we introduce terminology for the most frequently used property of sequences.
Definition 5.1. Let (c n ) be a sequence such that c n → ∞. We say that
(c n + K) is balanced:
since this is a weighted average of
, of which both tend to infinity.
Proof. We can assume that c > 0 (i.e. b ≥ 0) because otherwise consider sequences (b n − b), (c n − b). If the statement is true for these sequences then by 5.2 it is true for the original sequences as well.
Let (d n ) be a rearrangement such that d n A −→ c. This rearrangement defines a rearrangement of (c n ), namely take the elements from (c n ) exactly in the same order as they come in (d n ). Let us denote that rearranged sequence with (c ′ n ) and c
Let n be chosen such that
i.e. w n−1 is the sum of elements form (b i ) which are among
From (10) we get that
By multiplying with the denominator and using (9) we get that
m n − 1 and clearly both sides tend to 1 when ǫ → 0.
It gives that
We show that it implies that c ′ n sn → 0. Let the number of terms in w n be k n = m n − n, the number of terms in s n be l n = n − 1. Clearly
Therefore it is enough to prove that wn sn is bounded. Assume the contrary and assume first that lim
Assume now that lim
Finally we got that c ′ n sn → 0. Now 4.2 yields the statement.
With that notation the assumption gets the form:
We can assume that c n is increasing (by 4.2) and c n > max{1, 2(c − b)}.
c i . The previous assumption on c n gives that (m n ) is a strictly increasing sequence of integers.
If k ∈ N then let
i.e. on the m n position put c n , on the other positions put elements from (b
Let us investigate the two terms. For the first one we get that
Regarding the second factor we have
Now let us analyze the second term.
Evidently both sides tends to
By 2.4 we can add the remaining elements from (a n ) (that are not in (b ′ n )||(c n )) to (d n ) such that the limit in average does not change.
6 On accumulation points Theorem 6.1. Let (a n ) be a sequence bounded from below or above, (a Proof. If lim c n = lim c n then there is nothing to prove. Assume that lim c n < lim c n . Assume that (a n ) is bounded from below and a n > K. The other case is similar.
Let lim c n < p < lim c n . Obviously it true for infinitely many n that c n ≤ p < c n−1 . Then a
which gives that
Then we get that
Proof. It is an obvious consequence of 2.6. Theorem 6.4. Let (a n ) be a sequence such that it has at least 4 accumulation points: a, b, −∞, +∞ (a, b ∈ R, a < b). Let Z ⊂ [a, b] be a closed set. Then there is a rearrangement (a ′ n ) of (a n ) such that the accumulation points of the sequence (p n ) is exactly Z where p n = A(a
Proof. Let (a n ) = (b n )||(c n )||(d n )||(e n )||(f n ) where b n → a, c n → b, d n → −∞, e n → +∞ and (f n ) is the rest of the elements in (a n ). Assume that ∀n a − 1 < b n , c n < b + 1. Let K = max{|a − 1|, |b + 1|}.
First let us note that there is a sequence (t n ) such that the accumulation points of (t n ) is exactly Z. We know that Z is separable because R is hereditary separable, hence let Z 0 ⊂ Z such that cl(Z 0 ) = Z and |Z 0 | ≤ ℵ 0 . Let Z 0 = {w n : n ∈ N} and then the sequence (w 1 , w 2 , w 1 , w 2 , w 3 , w 1 , w 2 , w 3 , w 4 , . . . ) satisfies the requirement.
We are going to create a rearrangement (a ′ n ) of (a n ) such that there is a sequence (n k ) such that n k ∈ N, (n k ) is increasing and n k ≤ n < n k+1 implies that a n ∈ (t k −
). It is easy to see that (a ′ n ) fulfills the requirements. Let us generalize the problem slightly. We have a sequence of disjoint finite open intervals (I i ) with I i ⊂ (a, b) and want to create a rearrangement (a ′ n ) of (a n ) such that there is a sequence (n k ) such that n k ≤ n < n k+1 implies that a n ∈ I k .
We define sequences by recursion. By 6.3 we can find a rearrangement (r
We can also assume that r 1 1 = a 1 . Assume that for k ∈ N, k > 1 there are a sequence (r k n ) and positive integers n 1 < n 2 < · · · < n k−1 < n k such that (0) if n > n k then r k n is an element of (b n )||(c n ), (1) and if n ≤ n k−1 then r k−1 n = r k n , (2) and if 1 ≤ i ≤ k − 1 and n i ≤ n < n i+1 then A(r i 1 , . . . , r i n ) ∈ I i , (3) and if n k ≤ n then A(r k 1 , . . . , r k n ) ∈ I k , (4) and there is i ≤ n k such that r k i = a k . We will see that n 1 , . . . , n k can be chosen independently of k.
Assume that sup I k < inf I k+1 . (The other inequality can be handled similarly.)
If a k+1 is already in (r
, I ′ = (a ′ + ǫ, b − ǫ) and apply 6.2 for (r k n ), I ′ , N = n k , ǫ, c = a k+1 . Hence in that way we can merge a k+1 into (r k n ) in a way that all conditions (0),(1),(2),(3),(4) remain valid (maybe we have to modify n k ). Let us keep the notation (r We show that this can be done (we apply a similar argument as above). We go by induction. It is true for n = m. Assume that we are done till n and looking for r Proof. Let (a n ) = (−2 n )||(0)||(2 n ). By 5.3 AAR (an) = {−∞, 0, +∞}.
