In this paper we compare the Turan process [5]- [6] with the Lehmer-Schur method [2]. We prove that the latter is better.
1. The Algorithms. We first describe the Turan process [5] - [6] which can be considered as an improvement of Graeffe's method. For the complex polynomial and let
Turan [5] proved that S^ tends to a root of p0(z), and the convergence is linear. Turan [5] also proved that the number of iterations needed to achieve an arbitrary relative error e (> 0) is independent of p0(z) and depends on degree p0(z) only.
Our purpose is to answer the remarks of the last section of [6] . For this reason we compare the Turan process with the Lehmer-Schur method which is often applied in practice ([2] , [3] , [4] ). This algorithm can be described as follows. Let 
The numbers -yjd)€ [1, 1 + Ô], (S < 0.5) are chosen such that /V[p0(a}d)z + pjd))] > 0 will be satisfied (except in unusual circumstances yjd' = 1 can be chosen). Lehmer
[2] proved that process converges linearly. The number of iteration steps needed to achieve an arbitrary absolute error e (> 0) depends on pQ(z).
2. The Limitations of the Algorithms. Denote by Z the set of integers and let P" be the set of complex polynomials of degree n.
A numerical method M (iterative process) for solving p0(z) = 0 where p0(z) E P" can be identified with the sequence {bk }CC which rises from the computation. This sequence depends on p0(z) and will be denoted by {Mp0 } = [bk } . There exists a subsequence {bk.} of {bk} such that AUREL GALANTAI (2.6) IIPoOOH = max lfl/olHere \{Mp0 }l denotes the cardinality of {bk }, and z-is the y'th zero of p0(z).
The set VM(a, K, K*) represents the class of all polynomials which can be solved by M in a bounded set.
The following statements are valid.
Theorem 2.1. The set PT(a, K, K*) defined by Algorithm 1 is empty for every a, K, K* > 0. Since K is greater than the right side of (2.14) and (2.16), using i// > 2 § we can get S < 0.5 which proves the theorem.
The difference between Algorithms 1 and 2 is caused by the fact that Algorithm 1 is based on the inequality (2.8) while Algorithm 2 is based on the characteristic function N[p0(z)] which is invariant for the mapping p0(z) -*■ p0(z)/t//, (\¡j > 0).
We remark that Algorithm 1 modified by the mappings
also has a PT(a, K, K*) empty for every a, K, K* > 0. which proves that the Lehmer-Schur process is faster than the Turan process. For the parameters m0 = 4, tv4 = 0.9, / = 11, (see [5] - [6] ) the relation (3.12) is also satisfied. This can be verified easily by (3.10) and (3.11).
In the paper [6] there is a reference to the infinite precision integer arithmetics is satisfied. As a simple corollary, in (3.12) we can write §2mo~2 instead of 5. This fact increases the relative convergence speed of the Lehmer-Schur process. 
