In this paper, we compare the performance of different agent's investment strategies in an investment scenario with periodic returns and different types and levels of noise. We consider an investment model, where an agent decides the percentage of budget to risk at each time step. Afterwards, agent's investment is evaluated in the market via a return on investment (RoI), which we assume is a stochastic process with unknown periodicities and different levels of noise. To control the risk exposure, we investigate approaches based on: technical analysis (Moving Least Squares, MLS), and evolutionary computation (Genetic Algorithms, GA). In our comparison, we also consider two reference strategies for zero-knowledge and complete-knowledge behaviors, respectively. In our approach, the performance of a strategy corresponds to the average budget that can be obtained with this strategy over a certain number of time steps. To this end, we perform some computer experiments, where for each strategy the budget obtained after a certain number of time steps is averaged over a large number of trials. To make the comparison fair, we first tune the parameters of each strategy. Afterwards, we compare the performance of these strategies for RoIs with different levels of noise and different periodicities.
Introduction
To define risk is a difficult task that has concern many researchers, [14, 22, 44] . Some other researchers have focused their attention in the important task of how to measure risk, leading to different type of measures, [3, 33, 39] .
Once it is defined how to measure the risk, the next difficult task that has concern many researchers is to find a proper way to control the risk-exposure in environments with unknown dynamics. Some approaches to control the risk-exposure are based on decision-making and utility theory, [16, 17, 18, 20, 50] On the other hand, many researchers have used different machine learning methods to control the riskexposure in different type of stochastic environments, [9, 23, 29, 45] . From these different artificial intelligence techniques, those based on evolutionary computation are frequently used, for example genetic programming and genetic algorithms, which have been applied to problems like finding a good investment portfolio management, inducing rules for bankruptcy prediction, and assigning credit scoring, [6] . Some investment strategies based on genetic programming techniques usually lead to profitable trading strategies, however, they usually find strategies which are difficult to understand and sometimes they cannot be funded, [15, 28, 37] . Even though investment strategies based on genetic algorithms may also be difficult to abstract and to explain, we believe that are more natural and understandable than those using genetic programming techniques, [7, 19] . However, many of these approaches are applied to environments that are stationary; this means that some of them cannot be directly applied to changing environments. In the literature, there are some researches which have investigated the use of genetic algorithms in changing environments, but to our knowledge, they have not been applied specifically to the problem of controlling risk-exposure in an investment scenario, [5, 12] .
On the other hand, the typical scenario to study investment strategies is to let an agent to choose between investing (betting) in a lottery with equally chances of win or loss and a risk-free asset, [2] . In other investment models, authors assume that the agent invests in the market an amount of money which is proportional to her budget, i.e. the agent invests a ratio, portion or percentage of her budget. Interestingly, if the market is simply treated as a random variable and the amounts invested are fixed to a constant proportion of budget then the agent eventually ends without money after some time steps [35] . In order to avoid bankruptcy, the agent may have an income, [21, 42, 46] , or a budget-barrier may be assumed [26, 48] . Some researchers have investigated the best strategies to control risk-exposure in this type of models for different scenarios, [31, 34] Other more complex scenarios add double auction mechanisms in which agents trade assets. In these agentbased models, some other authors have investigated properties of the markets when using agents with different learning capabilities, [1, 10, 24, 27, 40, 47] . And some other authors have compared the performance of agents with zero-intelligence with respect to rational agents and the properties of their markets [8, 49] .
In [36] , the authors investigated the performance of different investment strategies and different attitudes for stationary periodic environments, where a riskless and a risky asset are assumed. In this paper, we extend some of these investigations, by studying how an agent adjusts her attitude towards risk in a changing environment. This is done by comparing the performance of different agent's investment strategies in an investment scenario with different periodic returns and different levels of noise. We first present our investment model, where an agent decides at every time step the percentage of budget to invest in a risky asset. Afterwards, we present the investment strategies that we consider in our study and which are based on technical analysis and evolutionary computation. Finally, we present some computer experiments, where we compare the performance of these strategies for RoIs with different levels of noise and different periodicities.
Investment Model
We consider an investment model [35, 36] , where an agent is characterized by two individual variables: (i) her budget x(t), i.e. her wealth and (ii) her investment proportion q(t), i.e. her attitude towards risk in a market. The budget, x(t), changes in the course of time t by means of the following dynamic:
More in detail, this means that the agent at time t invests a portion q(t)x(t) of her total budget. And this investment yields a gain or loss on the market, expressed by r(t), the return on investment, RoI.
Some authors assume that returns are obtained by means of continuous double auction mechanisms [25, 27, 40] , however, in our approach, we rather consider that the returns are not being influenced by agent's actions. In other words, we assume that the agent has a small budget and her actions do not affect the evolution of the returns. Later on, we present more in detail the dynamic for the returns with seasonal market changes, Eq. (14) .
The behavior of the agent in this environment is expressed in terms of her investment proportion, q(t), which corresponds to the percentage or portion of agent's budget that is susceptible to win or lose, i.e. the agent's attitude towards risk. We assume that the agent's investment proportion may change for example, dependent on the agent's predictions or assumptions about the market dynamics.
Since q(t) represents always a portion of the total budget x(t), it is bound to a minimum value of zero and a maximum value of one, i.e. q(t) ∈ [0, 1]. This means that, an agent with q(t) = 0 decides at time step t to perform no investments at all, whereas an agent with q(t) = 1, is investing at time step t all her capital. For the sake of completeness, we assume that the minimal and maximal investment-proportions are described by q min and q max , respectively.
Thus, in this paper we present some investment strategies, expressed by various methods to calculate q(t) and we focus on the performance of these investment strategies in periodic returns. Of course the agent may have some bounded memory about past RoI that could be used for predictions of future RoI. And as mentioned above, we assume a simple dynamic for the returns allowing us to focus in the feedback of these market returns on the investment strategy (and not on the feedback of the strategies on the market).
Last but not least, we assume that the agent invests independently in the market, i.e. there is no direct interaction with other agents.
In the following section, we present the investment strategies we consider in our investigation.
Strategies for Controlling Investment Proportion

Reference Strategies
For comparison reasons, we present in this section two strategies which represent two simple behaviors for an agent; the first one, called "Constant Risk", assumes a simple constant minimal investment proportion, whereas the second one, called "Square Wave", increases/decreases the investment proportion accordingly to the periodicity of the returns. In our approach, the "Constant Risk" strategy represents the agent with zero knowledge and zero-intelligence, whereas the strategy "Square Wave", represents the agent with complete knowledge of the environment.
Constant Risk
The simplest strategy for an agent would be to take a Constant Risk, (CR) at every time step:
Since the value of q(t) is always fixed, this is not really a "strategy", but a fixed attitude toward risk and it plays a role in physics inspired investment models. For this model, it has been shown that if a budget-barrier or incomes are assumed, the budget of the agent reaches a stationary distribution in the course of time and the tail of the distribution can be described with a power law function; see [26, 43, 46, 48] .
Square Wave Strategy
The second strategy we consider as a reference is the strategy called Square Wave (SW) strategy. An agent using this strategy invests q max during the positive cycle of the periodic return, i.e. where the return has a larger probability to be positive than negative, and invests q min otherwise.
It is important to notice that this reference strategy assumes that the agent knows in advance the periodicity, T , of the returns.
For the sake of completeness, we describe this strategy as follows:
Strategy based on Technical Analysis
In our study we decided to include a strategy based on technical analysis methods, which are frequently used by traders to predict returns. We choose the Moving Least Squares (MLS) technique because of it is easy to implement and we avoided strategies based on Moving Averages (MA), because the values of the estimations using the latter approach have a 'lag' in time with respect to the current return, which causes an underestimation/overestimation for increasing/decreasing returns.
For the strategy MLS, we consider an agent with a memory size M to store previous received returns, and basically this strategy fits a function to the previous M returns, to estimate the next return,r(t). For simplicity, we chose this function to be a linear trend-line, which is found by minimizing the distance of this function to the stored returns.
Noteworthy, once the next return has been estimated, the agent still needs to perform the corresponding adjustment of the investment proportion. For this, we consider that the agent has a risk-neutral behavior, i.e. for small or large fluctuations of the RoI, the agent updates her investment proportion according to the expected return only. In this approach, the value of q(t) is updated as follows:
where q min , q max ∈ [0, 1] and q min < q max . In other words, the agent invest q min if the estimated return for the next time step is negative or zero, and it invests q max if the predicted return is positive.
Strategy based on Evolution
In this section, we present a more complex investment strategy based on evolution which we call Genetic Algorithm for Changing Environments (GACE). Genetic algorithms (GA) are stochastic search algorithm based on evolution. These algorithms try different candidate solutions to a problem by means of a population of chromosomes, where each chromosome gradually evolves, via selection crossover and mutation operator, to find a good solution to the problem [11, 32] . In our approach, we consider an agent uses a GA to find the optimal investment proportions for every time step. For this, we show on the following the specifications for the GA.
Encoding Scheme
A population of chromosomes j = 1, ..., C, where each chromosome j has an array of genes, g jk , where k = 0, ..., G j − 1, and G j is the length of the chromosome j. The length of a chromosome is assumed to be in the range G j ∈ (1, G max ), where G max is a parameter that specifies the maximum allowed number of genes in a chromosome. The values of the genes could be binary, but for programming reasons we use real values, see [32] . Moreover, each chromosome j represents a set of possible strategies of an agent, i.e. each g jk corresponds to an investment proportion.
Fitness Evaluation
Each chromosome j is evaluated after a given number of time steps, τ , by a fitness function, f j (τ ), which is defined as follows:
where τ is a further time scale in terms of generations, when a generation is completed the chromosomes' populat ion is replaced by a new population of better fitting chromosomes with the same population size C.
As you can see, every g jk is multiplied by a different value of r(t) in the course of time. Thus, for each chromosome j, the index k refers to a particular time t in the following manner: k ≡ t mod G j , which means k =t j ∈ {1, G j }, with t =t + τ t eval , τ = 0, 1, 2, ..., where t eval is the specified number of time steps to elapse for each generation.
Since the fitness of a chromosome tends to be maximized, negative r(t) should lead to small values of g jk , i.e. small investment proportions. On the other hand positive r(t) should lead to larger values of g jk , i.e. large investment proportions. Because of this, we consider the product of r(t)g jk as a performance measure, which is in accordance with our investment model, Eq. 1. Noteworthy, in this approach the GA tries to find the chromosomes leading to larger profits, another different approach would be to implement a GA to find the chromosomes that minimize the loss, in which case, we would have a different fitness function.
Selection of a New Population
If we assume that chromosomes have fixed length, G j = G max , ∀j, then the most proper number of time steps, t eval , that have to elapse in order to evaluate the population (to select a new population) is t eval = G max , i.e. the number of time steps needed to evaluate the population is equal to the fixed length of the chromosomes.
Moreover, it can be shown that the population converges faster towards optimal investment proportions if the length of the chromosomes is equal to the periodicity of the returns, G max = T .
However, this previous assumption corresponds to the ideal case where the agent knows a priori the periodicity of the returns and sets the length of all chromosomes to the value of the periodicity, hence the agent selects a new population after all genes of all chromosomes are being evaluated. Thus, if the chromosomes have different length the question now is the following: After how many time steps, t eval , a new generation of chromosomes should be obtained? In the following, we propose different approaches to answer this question.
Time to Select
Different approaches can be proposed to determine the number of time steps t eval that should elapse to select a new generation of chromosomes. As mentioned above, the simplest approach, called Gmax, is to select a new population after a fixed number of time steps, which should be equal to the maximal length of the chromosomes to make sure that all genes in all chromosomes have been evaluated. A better approach may be to choose the length of the best chromosome in the population as the number of time steps needed to evaluate the population. This approach is called GBestCSel, and it can be mathematically expressed as follows:
., where t ′ eval is the number of time steps elapsed before selection in the previous generation. Another approach is to choose the length of the best chromosome at every time step t as the number of time steps needed for evaluation. This approach is called GBestCCurr, and mathematically: t eval = G j with j = arg(max j=1,..,C f j (t)). For comparison reasons, the last approach we considered is called GRnd and it simply select a new population after a random number of time steps, for this we assume that t eval is randomly drawn from a Uniform distribution over the shortest and largest possible chromosome lengths.
The last three approaches have the disadvantage that they not assure that all genes of all chromosomes are being evaluated; however, from our point of view good chromosomes would lead to larger fitness than bad ones from the very beginning of the evaluation. It can happen that by coincidence the cycle of the returns match exactly a small number of good genes in bad chromosomes; however, on the long run only the good chromosomes would subsist.
Elitist and Tournament Selection
Once the time has come to select a new population, the question is: how to determine a new population? After calculating the fitness of each chromosome according to Eq. 5, we first find the best chromosomes from the old population by applying elitist and tournament selection of size two. Elitist selection considers the best s percentage of the population which is found by ranking the chromosomes according to their fitness. These best chromosomes are directly transferred to the new population. Afterwards, a tournament selection is done by randomly choosing two pairs of two chromosomes from the old population and then selecting from each pair the one with the higher fitness. These two chromosomes are not simply transferred to the new population, but undergo a transformation based on the genetic operators' crossover and mutation.
Crossover and Mutation Operators Once two chromosomes have been selected by means of the tournament selection, a simple crossover operator would be one that exchanges genetic information between the two chromosomes, whatever their sizes, by finding the cross-point with respect to the size of the shortest chromosome. More in detail, this is done by simply selecting randomly from the shortest chromosome the cross point or cut point, c p , and with probability p = 0.5 to exchange the genetic material above or beyond this cross point in the shortest chromosome with its counterpart in the largest chromosome. However, those genes in the largest chromosome beyond the length of the shortest chromosome would be disregarded.
The limitations of conventional crossover in genetic algorithms when applying crossover to chromosomes with variable length has already been addressed by some authors like [4, 13, 41] . These approaches overcome the problem of variable length size applying for example neural networks, set theory, or hierarchical treestructures to determine which chromosome's genes should be exchanged. However, for the purpose of this paper and for the sake of simplicity, we extend the standard GA operator to a more efficient crossover operator which better suits to our problem.
Thus, we consider a crossover operator called the Proportional Exchange Crossover (PEC) operator, which leads to a better performance of the GA and that basically shrinks or expands proportional genetic information between the pair of chromosomes. Fig. 1 shows the algorithm for the PEC operator if the crossover is performed on the left side of the crosspoint, and in the same manner works the algorithm for the PEC operator on the right side of the cross-point, for a pictorial representation see Fig. 2 (a) left side and (b) right side, of the cross-point.
In other words, this crossover operator does the following: first, it selects the range of genetic information to be exchanged proportionally to the size of the chromosome; and second, it calculates an average of the genes' values to be exchanged from the largest to the shortest chromosome and it generalizes the genes values from the shortest to the largest chromosome.
To illustrate how the the crossover operator PEC works, we show in Fig. 2 a pictorial representation of PEC applied (a) to the left side of the cross-point, and (b) to the right side of the cross-point. For example for Fig. 2 (a) , the cross-point of the shortest chromosome is cp s = 3. Consequently, using Eq. (7) we find that the cross-point for the largest chromosome corresponds to cp l = 6. And in this example the genes to the left of the shortest "parent" chromosome are generalized into the largest "child" chromosome, whereas the genes to the right of the cross-point are directly copied into the shortest "child" chromosome. The same occur for the genes in the largest "parent " chromosome" with the main difference that the value of the genes to the left are averaged and not generalized. If the right side of the crossover is selected, we determine in the same manner the cross-points in the "parent" chromosomes and we obtain the gene values for the "child" chromosomes, see Fig. 2 
(b).
Input:
Two parent chromosomes: a shorter one ,ps, and a larger one pl, with sizes Gps and G pl resp. Output:
Two child chromosomes: a shorter one cs, and a larger one cl, with sizes Gcs and G cl resp.
1. Find cross-points for the short chromosome, cpps, and the large chromosome, cp pl : 1.1. cpps is an integer drawn randomly from a uniform distribution:
1.2. cp pl is proportional to cpps and the size of two parent chromosomes:
2. Calculate chromosomes size proportion, R ls :
3. With equal probability the Left side of cross point is selected for crossover. 3.1. For every gene in cs, an average over a proportional number of genes from pl is calculated:
else a = R ls cpps (10)
Then, generalize gene values from chromosome ps to pl: Now, to make sure that a population with chromosomes of diverse lengths is present, we introduce a mutation operator for the length of the chromosome, G j . For this, a new length is drawn randomly and the genetic information of the chromosome is proportionally scaled to the new length. In other words, this operator mutates the length of the chromosome, G j , with probability p l , leading to a new enlarged or stretched chromosome. The algorithm used for the operator that mutates the length of the chromosome is based on the same principle as the algorithm PEC presented in Fig. 1 .
Thus, the combination of the PEC operator and the mutation in the chromosomes' length may help to determine the optimal investment proportions and the periodicity (or patterns) of the returns, respectively.
After the chromosome crossover and length mutation operators are applied, the typical gene mutation operator is applied. This means that with a given mutation probability p m ∈ U (0, 1), a gene is to be mutated by replacing its value by a random number from a uniform distribution U (q min , q max ).
Summing it up, given a population with C chromosomes, to obtain a new generation of chromosomes we do the following: (i) we apply the elitist operator to select the best s percent of the population, which are directly included in the new population, (ii) the tournament selection operator is applied to the current population to select two "good fitted" parents, (iii) the PEC crossover operator is applied to the selected two parent chromosomes yielding with probability p c two children chromosomes containing information of both parents, (iv) with probability p l , we apply the length mutation operator to the two children to ensure length diversity in the new population, (v) the gene mutation operator is applied, with probability p m , to the two children which are then included in the new population, and (vi) finally steps (ii) to (v) are repeated until the new population has the same number of chromosomes C.
Strategy Selection and Initialization
Once a new population has been obtained, we need to answer the following question: Should an agent choose a new investment strategy every t eval steps? Or is it convenient to speed up this by choosing the investment strategy of the chromosome with largest fitness in the population?
In other words, given the optimized population of chromosomes representing a set of possible strategies, how does the agent update her actual investment proportion, q(t)?
At time t = τ , the agent takes the set of strategies g jk from the chromosome j with the highest fitness in the previous generation.
For the initialization, each g jk is assigned a random value drawn from a Uniform distribution: g jk ∼ U (q min , q max ). And the length of the chromosomes can be set initially to a fixed number of genes or it can be determined randomly. For the latter, each G j is assigned an integer random value drawn also from a Uniform distribution: G j ∼ U (1, G max ).
Experimental Results
In this section, we systematically analyze the performance of the strategies presented previously. For this, we present in Sec. 4.1 the environment for the agent, i.e. the returns, and for each environment we first investigate the parameter tuning of the Genetic Algorithm by means of increasing systematically the complexity of the operators and the environment and we finally compare the performance of the investment strategies presented in this paper.
Artificial Returns
Fist, we consider artificial generated returns, which are driven by the following dynamics:
where the amplitude of the sinusoidal function depends on the amplitude noise level σ ∈ (0, 1), and ξ corresponds to a random number drawn from a Uniform distribution, ξ ∈ U (−1, 1). The periodicity of the returns depends on the current time step and would be present for a number of t ′ time steps, for initial t ′ = 0, we have:
where bothT andt are random numbers drawn from the Uniform distributions U (0, T max ) and U (0, t max ), respectively. Thus, σ accounts for the fluctuations in the market dynamics on the amplitude of the RoI; T max accounts for the largest possible periodicity and t max accounts for the maximal number of time steps a periodicity can elapse. Fig. 3 shows an example of these two types of RoI for different noise levels, σ. 
RoI with fixed periodicity
For simplicity, we consider for now returns with a fixed periodicity, T . In [36] the authors study the performance of different strategies similar to those presented in this paper for returns with fixed periodicity. In this paper, we extend this work by describing more in detail the way to obtain the most proper memory size for the MLS and presenting some experiments that help to determine the most proper parameters for the GA.
We assume that the parameters of a strategy lead to an optimal performance, if it leads to the maximum total budget that can be reached with this strategy during a complete period of the returns.
When evaluating the strategies, we have to consider that their performance is also influenced by stochastic effects because of the RoI, eqn. (14) and in the case of the strategy GACE also to account for the different possible strategies that may evolve. This means that we have to average the simulation over a large number of trials, N , where each trial simulates an agent acting independently with the same set of strategy parameters. More in detail, the performance of an agent in a single trial corresponds to the average budget at the end of each RoI's period, T ; thereafter, an average over a number of trials is performed to diminish noise effects. For convenience, the total budget has been normalized by the number of cycles or periods of the RoI, I. This is done because, as one can see, if the strategy performs well the agent's budget may reach very high values, because in the dynamics of eqn. (1) the budget could possibly be doubled at each time step, if an appropriate q(t) and r(t) are provided. In the computer simulations this would lead to numerical overflows, therefore we have chosen to reinitialize the budget after each cycle of the RoI, which applies to all simulations for fixed periodicity, to ensure comparison.
GACE Parameter Tuning
In the following, we want to find the parameter values that lead to larger fitness and budget values.
In [36] the authors report for a similar GA the parameter values shown in Table 1 , as the most proper for returns with fixed periodicity. For completeness, C is the number of chromosome, p m probability of gene mutation, p c probability of crossover and s is the percentage of elitism. For example, the performance of the strategy GACE for different mutation rates is shown in Figure 4 for different noise levels. Observe that for σ = 0.1, the rate p m = 0.01 in Fig. 5 (left) leads to better average fitness and best fitness in the population than for less or more mutation rate in Fig. 4 (left) , however, note that for p m = 0.001 the fitness of the best chromosome is almost as well as for p m = 0.01. Now, we analyse by means of performance graphs (see [38] pp. 229 for further details on performance graphs), the evolution in the course of generations of the average fitness of the chromosomes in the population and the performance of the best individual in the population, i.e. the best fitness found and the investment strategy that the agent will use for the next cycle. Figure 5 (left) and (right) show plots for the average and the best fitness, f τ and f j τ respectively, in the course of generations, τ , of C = 1000 chromosomes of the best agent in our experiment, for returns with different amplitude noise levels: (left) σ = 0.1 and (right) σ = 0.5.
Note that for the first 100 generations the best chromosome performs much better than all the chromosomes in average, however, after 100 generations we can see that the performance of the population converges to the performance of the best chromosome. For comparison reasons, using Eq. (5), with q(t) instead of g jk and T instead of G j , if we consider returns with no noise with periodicity T = 100 for t = 100 time steps, it can be shown that the strategy SW would lead to a fitness of 28.63, which is not much larger than the fitness obtained with GACE. And for returns with noise levels σ = {0.1, 0.5} this strategy leads to the fitness values f (τ ) = {25.7, 14.32}. 
Performance Comparison
In this section, we are interested in answering the following question: How many time steps are needed for the GA to find the most proper investment proportions that over-perform strategies based in technical analysis? But in order to assure fair comparison, we may need to find the most proper parameter values for the strategy MLS. For the agent using the strategy MLS, we assume that the agent knows the periodicity, T , of the returns. For both reference strategies Eq. (2) and Eq. (3) and for the strategy MLS, Eq. (4), we consider q min = 0.1 and q max = 1.0. However, for the strategy MLS based on technical analysis, we need to determine the most proper memory size, M .
In [36] the authors report the most proper memory size for the strategy MLS, which is obtained empirically by means of computer experiments. In this paper, we extend this work by describing more in detail the way to obtain the most proper memory size for the MLS.
For this, we performed some experiments for the budget dynamic of an agent, Eq. (1), investing in returns, Eq. (14) with different fixed periodicities, T , and no noise, σ = 0. Figure 6 (left) , shows the results of these experiments, where the budget of an agent is shown for different memory sizes and for returns with different T , and no noise. According to visual impression, the most proper memory size, M , and the periodicity, T , are proportionally related by M/T ≈ 0.37. Moreover, by assuming returns with no noise, finding the memory size that maximizes the profits, M ⋆ can be done analytically. For this, we note that for a periodic return as in Eq. (14) with σ = 0, the MLS strategy may estimate the next returnr(t + 1) by means of:
where ω = 2π T . Now, by calculating the average profits r q for the positive cycle of the returns, we find:
Figure 6 (right) shows the resulting budgets for different memory size values when using Eq. 19. Note that the memory size that leads to maximum profits can be found by means of the derivate of r q w.r.t M , which is:
Thus, the memory size, M ⋆ , which maximizes the profits, can be calculated by solving ∂ M r(t) q(t) = 0, using Taylor series to the sixth order for the sinusoidal functions we end with the following expression:
Consequently, for T = 100 the theoretical optimal memory size is M ⋆ = 38, which corresponds to the empirical result in Fig. 6 (left) . Relatedly, the proportion M/T ≈ 0.37 found by means of computer simulations in Figure 6 (right), approximates pretty well the proportion found analytically M/T = As it was done previously, we generate a synthetic data set for the returns, in our experiments we assume that the agent invests in returns with periodicity T = 100 for different noise levels. For the MLS, the memory size of the agent is M = 37 and the parameters for GACE are as in Table 1 .
We consider here that the length of the chromosomes is fixed to G j = G = 100 and after a number of time steps t eval = 100, a new generation of chromosomes is being obtained. Note that we investigate the simplest case where the strategy GACE knows in advance the periodicity of the returns, which perfectly maps to the length of the chromosomes; see Eq. 13 for more details on this assumption. Now, we performed some computer experiments where we let some agents with different strategies to invest during a number of t = 10 5 time steps. In order to account for the randomness of the scenario, we perform the experiment for a number of N = 100 trials gathering the average budget of each agent at every t s = 100 time steps. Figure 7 : Average budgets, x , of different investment strategies in the course of GACE's generations, τ , for returns with periodicity T = 100 and amplitude noise: (left) σ = 0.1 and (right) σ = 0.5. Agent's budget using GACE is fitted to a power law and a logarithm function (dot-points).
As you can see, except for the GACE strategy, all other strategies have a constant budget in average over each generation. This occurs because the average of the budget was taken at every t s = 100 time step which corresponds to the periodicity of the returns T = 100 and to the time steps for generation τ = 100, as it was specified in our experiment parameters. Figure 7 (left) shows in a log-log plot that after 4, 70, and 300 generations, GACE over-performs the strategies q = 0.1, and MLS, respectively. And we note that GACE performs almost as well as the strategy SW after 400 generations. Moreover, the budget of the agent using GACE increases approximately according to the power law x = 0.002τ 5.5 for the first 100 generations, afterwards the budget increases logarithmically approximately to x = −2.5 × 10 9 + 6 × 10 8 log τ , both fitting curves are shown with dot-points. Figure 7 (right) shows that for larger amplitude noise it takes fewer generations for GACE to over-perform the strategy q = 0.1, but in general more generations are needed for GACE to over-perform the other strategies. Again we show with dot-points the power and logarithm functions that were fitted to the budget. We find that the budget increases according to a power law x = 0.172τ 2.87 for the first 100 generations, afterwards the budget increases logarithmically approximately to x = −1.5 × 10 6 + 3.47 × 10 5 log τ .
For comparison reasons, consider returns with no noise, r(t) = sin(2π/T * t), and the agent's wealth dynamic, Eq. 1 with the initial parameters: budget x(0) = 10. Consider also that the agent uses the investment strategy SW, Eq. (3) with q min = 0.1 and q max = 1.0. For this configuration, we find that the maximum possible budget for T = 100 after t = 100 time steps is x(100) = 6.746 × 10 9 . Now, assuming that returns have some noise, σ, for T = 100 we find that for σ = 0.1 and after t = 100 time steps, the strategy SW leads to the budget x(100) = 1.489 × 10 9 .
Other strategies with a behavior similar to the strategy SW can be proposed. For example, the strategy to increase the investment proportion only for the time steps where returns are certain to be positive and not for the whole positive period of the returns. More in detail, this would mean that the agent is considering the worst return' scenario, which analytically can be expressed as follows:
It can be shown that by solving r w (t) = 0 for t, the range of time steps in a cycle for which the returns are certain to be positive is determined by:
where:
For example, for T = 100 and σ = 0.1 returns are certain to be positive for time steps in the range t mod T ∈ [2, 48] . If we assume an agent with a investment proportion of q max = 1.0 for time steps in these range and q min = 0.1 otherwise. It can be shown that this leads at the end of a cycle to a budget of x(100) = 1.226 × 10 9 , which is less than the budget obtained using SW, see above. Furthermore, for σ = 0.5, if (despite the noise) the agent uses again the SW strategy, this leads after t = 100 time steps to the budget x(100) = 1.373 × 10 6 , whereas if the agent has an investment proportion of q max = 1.0, for those time steps in the ranges: t mod T ∈ [2, 48], [10, 40] , [24, 26] . These may lead to the budgets x(100) = {1.23 × 10 6 , 116015, 13.41}, respectively. This means that even returns have large noise, the best strategy is to increase the investment proportion once the returns are more probable to be positive than negative. This argument is treated also in [36] , where the authors showed, with help of simulations, the fact that it is better to increase the investment proportion even when returns are not certain to be positive.
Comparison for variable chromosome length
In this section, we investigate the case when the chromosomes do not necessarily have the same length as the periodicity of the returns.
By letting the initial length of the chromosomes be chosen at random from a Uniform distribution, we need to define the range of values where the length should be randomly drawn.
To define the range of length sizes, in our experiments we let the range to be twice the periodicity of the returns; however, this parameter depends mainly on the fluctuations of the returns, so that statistical properties like the autocorrelation function or spectral density [30] may be useful to determine the range of length sizes. However, the latter is left for further work.
Despite the starting different length of the chromosomes, if population is evaluated after fixed number of time steps, the following question arise: Do the chromosomes' lengths evolve to map the periodicity of the returns correctly?
To answer this previous question, we let an agent use GACE with PEC operator to determine the most proper investment proportion strategy when investing in returns with T = 100 and different noise levels. For this experiment, we assume the parameter values for GACE as the ones specified for Cfg 3 in Table 1 , furthermore, the initial chromosomes' length is drawn randomly from a Uniform distribution with range of values (1, G max ), with G max = 500. And we assume that the evaluation of the population, leading to a new generation of chromosomes, is performed every t eval = G max time steps. Figure 8 shows the probability distribution of the length of the best fitted chromosomes, G j ⋆ for different noise levels: (left) σ 2 = 0.1 and (right) σ 2 = 0.5; and for different generations, τ = {0, 5, 100}. It is clear that after five generations most of the chromosomes' length have properly matched the periodicity of the returns. Interestingly, chromosomes with lengths twice or any multiple of the periodicity are also frequent, but it seems that the probability decreases for larger multiples of the real periodicity, which is a con-sequence of the better adaptation of smaller chromosomes which have found more quickly the most proper investment proportions. Now, recalling the different approaches proposed in Sec. 3.3.3 for the determination of the number of time steps t eval needed to select a new population of chromosomes: (i) 'Gmax', for the largest possible chromosome length, (ii) 'GBestCSel', for the length of the best chromosome in the previous t ′ eval time steps with initial t ′ eval = G max , (iii) 'GBestCCurr', for the length of the best chromosome at every time step t, and (iv) 'GRnd', for time steps for evaluation randomly drawn from the length of the chromosomes. By means of computer experiments we determine the performance of these approaches, for this we assumed an agent using GA as a strategy with parameter values as specified in Table 1 . The agent chromosome's length are initially in the range (1, 200) , i.e. G max = 200. Again, we let this agent invest in returns with T = 100 and different noise levels for a number of S = 20 independent trials and for the different t eval approaches listed above. Figure 9 shows the evolution of the average budget for these different approaches to evaluate the chromosomes' population for different noise levels of the returns. To better illustrate the evolution of the budget, in contrast to the average budget in Figure 7 , here we present the fitted functions. Noteworthy, in all approaches the budget increases first proportional to a power law function and after a number of generations the growth slows down increasing logarithmically until convergence. We start discussing these results for each approach, as you can see, Gmax shows a faster and larger growth for the first 100 generations. Despite having the largest slope in the fitted power law, we can see that during the first 100 generations this approach is being over-performed by the other approaches. This mainly occurs because the approach Gmax takes larger number of time steps to evaluate the population of chromosomes. For small noise levels, after 100 generations this approach reaches the largest growth budget, however, this approach present another disadvantages. First, if the periodicity (unknown for the agent) is larger than G max , this results in much less growth compared with the growth reached using the other approaches. This occurs because no chromosome would correctly map the periodicity, leading to an intermittent small/large (or conversely) fitness value after each chromosomes' evaluation. And second if the periodicity is much smaller than G max then the growth would be slow. This occurs, because of the unneeded extra time steps that the agent may be using a bad strategy while possibly a most fitted chromosome could be used as a strategy. The approach GBestCSel may not have a good start, but after 50 generations it manages to over-perform GBestCCurr and GRnd. While when comparing this approach against Gmax, it is clear that this approach does not have the disadvantages discussed for Gmax. On the other hand, GBestCCurr has the best performance in the first generations, however, for small noise levels it is over-performed by the rest strategies. But for large noise levels it seems to be most of the times the most proper approach to be used by the agent.
While we may not be able to generalize from these results, we dare to conclude that from the approaches GBestCSel and GBestCCurr, the latter is more proper to be used by the agent. Particularly because of the fact that it is much better to have a strategy/chromosome that from the very beginning leads to more budget/fitness, specially in the presence or larger noise, where the approach GBestCCurr leads to a better performance.
RoI with changing periodicity
In the previous section, we deal with a stationary environment, now in this section we tackle a non-stationary environment.
For the sake of motivation, Fig. 10 (top) shows the evolution of the average budget of an agent with GA strategy using the selection approach 'GBestCurrent' in the course of time. For returns with changing periodicity and different noise levels (left) σ = 0.1 and (right) σ = 0.5. Fig. 10 (bottom) shows the corresponding periodicities of the returns for each time step. As we did before, we address the problem of determining the most proper parameter values for GACE, now for returns with changing periodicity. For this, we performed some experiments and determined empirically the most proper parameter values for GACE when using the approach GBestCCurr, these results are shown in Table 2 . Note that w.r.t Table 1 , we note that the crossover and mutation operators are less probable to occur when recombining two selected parents. However, this is covered by a surprising large probability of mutation on the length of a chromosome.
Finally, we show in Fig. 11 (top) the evolution of budget, and (bottom) the corresponding periodicity of the returns, Eq. (14), both in the course of time for the different investment strategies and different noise levels: 5 (left) σ = 0.1 and (rigth) σ = 0.5.
For all strategies we assume q min = 0.1 and q max = 1.0 For the strategy MLS we used Eq. (23) to calculate the memory size, M . And for the strategy GACE we used the parameter values listed in Table 2 and the length of a chromosome in the range G j ∈ (1, G max ) , with G max = 200.
It is clear that the best strategy is for both cases the strategy SW, it follows the strategy MLS; however, note that both strategies have total and partial knowledge about the dynamics of the returns, respectively. As we mentioned previously, the strategy SW, Eq. (3), knows the dynamics of the stylized returns and increases the investment proportion for the positive periods and decreases it for the negative. On the other hand, the strategy MLS, Eq. (4), knows the periodicity T of the returns, which is used to calculate the most proper memory size, M . This previous knwoledge gives some advantage to these strategies over the strategy GACE, which only needs the specification of G max . We note that the strategy GACE evolves quite fast the chromosomes, yielding a set of investment strategies with a clear tendency to lead more gains than losses. This particularly is shown for long-lasting periodicities, where an ever increasing growth of budget is observed. Interestingly, the strategy GACE performs much better than the reference strategies and performs some times as good as the MLS. 
Conclusions
In this paper, we presented a simple investment model and some investment strategies to control the risk exposure in environments with periodicites. We presented the strategy GACE, which is a new approach based on evolution for the correct mapping of investment proportions to patterns that may be present in the returns. We analyzed the performance of GACE for different scenarios, and compared its performance in the course of time with other strategies. We showed that GACE needs some generations to a reach set of investment strategies that can over-perform other strategies. We showed that even though this strategy has no knowledge of the dynamics of the returns, it may lead to large gains, over-performing other strategies. This particularly is shown for long-lasting periodicities, where an ever increasing growth of budget was observed. Finally, for the different investment strategies discussed in this paper, we compared their performance for returns with changing periodicities. We show that the strategy MLS was the best one in our experiments; however this strategy knows in advance the current periodicity of the returns. And amazingly, even though the strategy GACE has no knowledge of the dynamics or properties of the returns, it perform quite as good as the strategy MLS.
In this study, we used artificial periodic RoI, which are based on a sinusoidal function; however, it can be shown that for other type of periodic functions, the GA would eventually find the most proper strategy in the same way that for the sinusoidal function. Despite the fact that the strategy GACE proposed in this paper was mainly used to find the most proper set of investment proportions for an investment scenario, it is important to note that this strategy can be applied to other kind of scenarios. Like, scenarios where the agent has to control other kind of resources, i.e. energy, time.
Further work includes the analysis of the performance of the strategy GACE for real returns, and to compare the performance of GACE with other similar approaches like Genetic Programming techniques, Neural Networks, and Reinforcement Learning. Useful, would be to extend also this approach for portfolio optimization problems, where a large number of algorithms have been proposed, which deal with optimization, stochastic simulation and decision theory.
