Abstract-In the past several years, there have been several representative attitude determination methods developed using derivative-based optimization algorithms. Optimization techniques e.g. gradient-descent algorithm (GDA), Gauss-Newton algorithm (GNA), Levenberg-Marquadt algorithm (LMA) suffer from local optimum in real engineering practices. A brief discussion on the convexity of this problem is presented recently [1] stating that the problem is neither convex nor concave. In this paper, we give analytic proofs on this problem. The results reveal that the target loss function is convex in the common practice of quaternion normalization, which leads to non-existence of local optimum.
I. INTRODUCTION
A TTITUDE determination has been extensively employed in mechatronic platforms and consumer electronics for orientation measurement [2] , [3] . From vector sensor outputs, one can compute the optimal attitude transformation matrix accordingly.
In the past 50 years, attitude determination from vector observations has been systematically studied. One of the most famous centers of such research is called the Wahba's problem posed by G. Wahba in 1965 [4] targeting to find out the least-square alignment of two point sets. The optimal correspondence of this problem had not been solved very effectively in later several years until the invention of Davenport's approach i.e. the q-method in 1968 [5] . The qmethod converts the Wahba's optimization into an eigenvalueseeking problem of the Davenport K matrix. In later research, the endeavors paid their most attention into finding efficient computation procedure of the characteristic polynomial to K. This in fact generates a large variety of algorithms including famous ones e.g. the QUAternion ESTimator (QUEST, [6] ), Fast Optimal Attitude Matrix (FOAM, [7] ), EStimator Of Quaternion (ESOQ, [8] ) and etc. Our recent contribution called the Fast Linear Attitude Estimator (FLAE, [9] ) can also be categorized into this kind of solvers. The Wahba's solutions are especially applied to aerospace engineering for 3-axis satellite attitude determination where the sun sensor, nadir sensor, star tracker, magnetometer and gravimeter are invoked for vector observation outputs [10] . In consumer electronics, where the sensor precisions are relatively low, the vector sensors e.g. accelerometer and magnetometer are usually integrated with gyroscope for more smooth estimates [11] . For these estimators, there is always a need of measurement source for direct attitude reconstructions from sensors. According to bare computation resources, many algorithms are also developed to extract orientation by means of simple optimization methods. The Gauss-Newton algorithm (GNA, [12] ) is almost the first one doing this. Later, the gradient-descent algorithm (GDA, [13] ) is applied to the same problem as well. The performances are improved by levenberg-marquardt algorithm (LMA, [14] ) and improved-GNA (IGNA, [15] ) in later literatures. Real-world applications have completely verified the feasibility, accuracy and computation speeds of such optimizers [16] .
In previous optimizations, the attitude determination is treated as a nonlinear problem with the variable of quaternion, rotation vector, Euler angles and etc. This arouses a question: Is the problem convex or concave? As is known to us, the concave optimization suffers from local optimum in real practice. However, in aforementioned research, the convexity analysis has not been considered by the researchers. In fact, if the problem is concave then the performance of the optimizers would be significantly constrained for global searching. In a recent paper by S. Ahmed et al. [1] , the authors declare that the attitude determination problem from vector observations is neither concave nor convex. In this paper, we give mathematical analysis aiming to show that the target problem is actually a convex one, leading to the robust insurance of current optimization solvers. This paper is arranged as follows: Section II addresses the problem background and our main results. Section III contains numerical examples. In Section IV, we present discussion and concluding remarks.
II. PROBLEM BACKGROUND AND MAIN RESULTS
A direction cosine matrix (DCM) relates a vector observation pair with
where C denotes the DCM;
are the normalized vector observations from one sensor in the body frame b and reference frame
r respectively. With several pairs of vector observations, the rotation matrix can be computed with the Wahba's problem that employs the following loss function
where a i is the positive weight of i-th sensor with
One can re-write this loss function into the system as follows
Optimization algorithms usually seek the minimum point of the Wahba's loss function by parameterizing the DCM with
A general solution i.e. the q-method solves the maximum eigenvalue and its associated eigenvector of the Davenport K matrix given as follows [17] 
where
If the target multi-variate function is concave, there be local optimum setting up obstacles for global solving. In next subsection, we are going to investigate the convexity of this optimization problem.
A. Single Vector Observation Pair
Starting from a single vector observation pair, one can define the scalar loss function as
is the error vector function. Minimizing this target function can be achieved by GDA, GNA, LMA and etc. For instance, the LMA conduct optimization iteration by [18] 
where p is the recursion index; κ denotes a tiny positive number ensuring invertibility of matrix; J i stand for the Jacobian of e i (q p−1 ) with respect to q p−1 . Such optimization relies on the Hessian that determines whether there is local optimum or not. To study the convexity of the function F i (q), we can simplify it into
where we use
and
for simplification. The kernel problem is to deduce the convexity of function A. Note that q 2 = q 4 is not simplified to 1 because of possible loss of normalization between successive optimization updates. The main thought of the proof is to show that the Hessian of F i (q) belongs to positive semidefinite matrices [19] .
Taking the Hessian of F i (q), we obtain
in which
where k = 0, 1, 2, 3 are the quaternion indices and the derivatives of C can be computed by
The above equations lead to further computations in (17) . Then we obtain
From the results of second-order derivative of C we can observe that
This leads to the Hessian of A i.e. H A being a symmetric matrix, such that
where H A,jk is the entry of H A in the j-th row and k-th column. The Hessian of q 
Hence the final Hessian of F i (q) takes the following form
Notice that H A has the eigenvalue decomposition of [20] 
while Q A is given in (18) in which
Therefore we can see that 4 q 2 I − 2H A has the eigenvalues of
From another aspect,T is a matrix with rank 1 and all non-negative eigenvalues, such that
The eigenvalues of H Fi satisfies
That is to say, H Fi is currently indefinite. However, when conducting in the optimization ensuring that the quaternion is always normalized in last step, we would obtain q = 1. In fact, for all q owning q 1, H Fi is a positive semidefinite symmetric matrix with rank 3 or 4. As in all literatures, normalization of quaternion always takes place, then it is ensured that the optimization is convex [19] .
, one can easily find out that the target loss function defined by
meets
Its Hessian H
has the eigenvalue inequality of
which proves the convexity of the attitude optimization from multi-vector observations.
III. NUMERICAL EXAMPLE
Assume that we obtain the following single vector observation pair from a vector sensor 
which verifies the former derived results that the current H owns positive definiteness. Therefore, we verify that that the attitude determination problem in (4) is always convex provided that the last-step quaternion is normalized.
IV. CONCLUSION
In this paper, the optimization framework of the attitude determination from vector observations is revisited. Some closed-form results are derived showing the identities of the Hessian to the optimization. By eigenvalue analysis, it is found out that the original problem is sometimes concave but is rigorously convex after adding a quaternion normalization in advance. As such commitment is very common in real engineering practice ensuring unitary quaternion norm, the target optimization can be regarded as a fully convex one. Numerical examples containing simulated cases verify the derived results. It is fully proven in this paper that the previous derivative-based optimization techniques are robust in the case of convexity. And we hope that this contribution would benefit related research in the future.
