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kurzfassung. 
Die st!ndig steigenden Leistungsanforderungen von Datenbank-Anwendungen 
können mit den heutigen Datenbanksystemen nur noch unzureichend bewältigt 
werden. Trotz intensiver Forschungsaktivitäten in jÜngster Zeit, insbe-
sondere auf dem Sektor der Datenbank-Maschinen, ist bis jetzt noch kein 
richtungsweisender Durchbruch auf dem Weg zu allgemeinen, kommerziell 
einsetzbaren Hochleistungssystemen erkennbar. 
Durch den technologischen Fortschritt im Hardware-Bereich werden nun 
Rechenanlagen mit intelligenten Subsystemen verfügbar und wirtschaftlich. 
Sie sind der Ansto~, das Design einer leistungsfähigen OB-Architektur neu zu 
Überdenken. 
In der vorliegenden Arbeit wird auf der Basis moderner Rechner-Architektur 
der Entwurf eines funktional vollständigen Datenbanksystems vorgestellt, 
welches den heutigen und zukÜnftigen Leistungsanforderungen besser gerecht 
wird. 
Die herausragenden Merkmale dieses Entwurfs sind: 
- der geschickte Einsatz von intelligenten Subsystemen für die Verwaltung 
der physischen Datenbank, 
- das Prinzip der Mengenverarbeitung bei der Konstruktion der internen 
Schnittstellen des Datenbanksystems, 
- eine mÖglichst frÜhzeitige Datenfilterung mit dem Ziel, die Datentrans-
porte zwischen Peripheriespeicher und Arbeitsspeicher stark zu redu-
zieren. 
Diese Architekturmerkmale und der DBS-EntWurf fÜhrten zur Entwicklung einer 
Reihe von völlig neuen, sehr effizienten Algorithmen zur Queryauswertung, 
die auch für konventionelle Datenbanksysteme von Interesse sind. Die 
Kernidee dabei ist die Berechnung von dynamischen Filtern, welche auf die 
Leistungsfähigkeit der intelligenten Subsysteme abgestimmt sind. Schlie~lich 
wird ein analytisches Modell entwickelt, welches erste Einsichten in die 
veränderten Eigenschaften dieser Datenbank-Architektur im Hinblick auf 
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1. Leistungs•erk•ale existierender DB-Syste•e. 
1.1. Zielsetzung und Gnmcllegrfffe. 
Eine der wichtigsten kommerziellen Anwendungen far Computersysteme ist die 
Verwaltung von gro,en Datenbanken (DBs). Dabei werden ständig steigende 
Anforderungen an das Leistungsverm!lgen , die VerfDgbarkeit und die Sicher-
heit solcher OB-Systeme gestellt. Heutige OB-Systeme auf konventionellen 
Rechenanlagen können diesen erhllhten Ansprüchen nur noch schwerlich genü-
gen. Diese Sachlage fDhrte in den vergangenen zehn Jahren zu einer inten-
siven Forschungsaktivitllt auf dem Gebiet der Datenbankmaschinen. Dabei ver-
suchte man zumeist, eine Leistungssteigerung durch den Einsatz von speziali-
sierter Hardware zu erzielen, von der man vermutete, dap diese für die 
funktionalen Erfordernisse von OB-Systemen besser geeignet seien als die 
konventionelle, ursprUnglieh für wissenschaftlich/technische Aufgabenlösun-
gen konzipierte von Neumann-Architektur. Jedoch haben diese Bemühungen bis 
heute keinen entscheidenden Durchbruch auf dem Weg zu wirtschaftlichen 
Hochleistungssystemen gebracht. Die GrUnde hierfDr sind einmal in den sehr 
hohen Kosten fDr die Spezialhardware zu suchen, aber auch in einer nicht 
optimalen Konstruktion der internen Schnittstellen des OB-Systems. 
Neue Perspektiven eröffnen sich indes durch zukunftsweisende Tendenzen auf 
dem Hardware-Sektor. Die jDngsten Fortschritte in der Entwicklung von 
preisgOnstiger, lei stungsf5higer konventioneller Hardware geben Anlaf dazu, 
die Probleme beim Design einer leistungsflihigen OB-Architektur neu zu Über-
denken. 
forschungsziel dieser Arbeit: 
Es soll untersucht werden, wie OB-Systeme aufgebaut sein mllssen, um mit mo-
dernen Rechenanlagen optimal einsetzbar zu sein. Dabei sollen die neuen 
Eigenschaften moderner Rechenanlagen gezielt ausgenutzt und die gelinderten 
Kosten- sowie Leistungsfaktoren berDcksichtfgt werden. Zugleich solien die 
neuesten Erkenntnisse auf dem Gebiet der Ablaufsteuerung/VerfOgbarkeit für 
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OB-Systeme in wirksamer Weise integriert werden. 
Das angestrebte Entwicklungsziel ist eine Hochleistungsarchitektur für 






Sie soll ein vollständiges Datenmodell ( wie z.B. das Relationenmodell } 
unterstützen. 
Sie soll auch sehr grope DBs ( z.B. > 10 GBytes } effizient verwalten 
können. 
Sie soll auch für sehr komplexe (interaktive) OB-Anfragen ein hohes 
Leistungsvermögen aufweisen. 
Sie soll in naher Zukunft fllr kommerzielle Anwendungen realisierbar 
sein. 
Anmerkung: Für spezielle, stark eingeschränkte OB-Anwendungen existieren 
heute schon Speziallösungen mit sehr hoher Leistungsfähigkeit. Als Beispiele 
hierfür sind IMS Fastpath1l sowie ACP/PARs2} zu nennen. 
Der Inhalt dieser Arbeit ist die Grundlagenentwicklung für eine Hoch-
leistungsarchitektur, welche den gestellten Anforderungen genügt. Dabei 
sollen Architekturprinzipien, Schnittstellenbeschreibungen, neue Auswertungs-
algorithmen und Optimierungskonzepte soweit entwickelt werden, dap auf 
dieser Grundlage die Erstellung eines Prototyps einfach möglich sein sollte; 
der Einbau einzelner Optimierungen lokaler Natur bleibt späteren Weiter-
entwicklungen vorbehalten. 
Grundbegriffe bei OB-Systemen. 
Als Schlüsselkonzept fÜr die korrekte Verwaltung einer OB, welche von vielen 
Benutzern gemeinsam und parallel bearbeitet wird, hat sich der Begriff der 
Transaktion erwiesen. Eine Transaktion T besteht aus einer endlichen Folge 
von Aktionen (z.B. Lesen, Schreiben} auf den Objekten in einer OB und hat 
folgende fundamentale Eigenschaften: 
* Erhaltung der Datenintegrität: 
Wenn T allein auf der OB arbeitet, so transformiert T einen korrekten 
1} IMS FastpaUl schrärtt die Anzall der Hierarchiestufen auf 1-2 ein ([IMSPF]). 
2} K.P/PAAS erzielt eine Transalctioosrate 1m et1oa .tro Trans/sec tür setr kur2e Trans-
aktiooen ([SIWI77]). 
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OB-Zustand in einen neuen korrekten Zustand. 
* Atomares Verhalten: 
* 
Entweder alle Aktionen von T werden erfolgreich durchgeführt (Commit), 
oder - im Fehlerfalle3l - alle bisherigen Änderungen des OB-Zustands 
durch T werden rückg3ngig gemacht (Backup). 
Dauerhaftigkeit: 
Die Änderungen von T im Falle eines erfolgreichen Commits sind immun 
gegen nachfolgende Fehler. 
Eine ausführliche Diskussion des Transaktionskonzepts ist z.B. in [GRAY77] 
zu finden. 
Die OB-Benutzer bearbeiten die DB mittels Transaktionen. Das Datenbank-
verwaltungssystem (DBMS l ist verantwortlich für die Realisierung der 
DB-Retrievalanfragen sowie DB-Änderungsauftrlige unter Einhaltung der 
genannten Transaktionseigenschaften. Dabei hat das DBMS - neben vielen 
weiteren Aufgaben wie Zugriffsschutz, Optimierung von Anfragen, Reali-
sierung externer Benutzersichten, etc. - zwei wesentliche Mechanismen 
bereitzustellen: 
(a) Recovery-Mechanismen, um die Eigenschaften des atomaren Verhaltens und 
der Dauerhaftigkeit zu garantieren. 
(b) Synchronisationsmechanismen (Concurrency Control), um Inkonsistenzen 
bei der Parallelausführung von Transaktionen vermeiden zu k~nnen. 
Für eine detaillierte Beschreibung verweisen wir wieder auf [GRAY77], des-
gleichen setzen wir eine Vertrautheit mit den drei wichtigsten Daten-
modellen fDr DBs - hierarchisch, netzwerkartig (Codasyl l, relational -
voraus (siehe z.B. [ULLM80]). 
1.2. Konwentfonelle OB-SysteM. 
Eine ausgezeichnete Obersicht über den prinzipiellen Aufbau von konven-
tionellen OB-Systemen und von OB-Systemen, welche eine sogenannte 
OB-Maschine enthalten, ist in [DATEB2] zu finden. Beginnen wir die Diskus-
sion mit den kommerziell im Augenblick fast ausschlieflieh eingesetzten 
3) z.B., lSI1 der Be1rtzer die Transaktkrl abbricht. 
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sogenannten konventionellen OB-Systemen. 
Host-Computer I/0-Subsystem 
Platten-Controller Platten (evt. mehrere 
DBMS Kanal Laufwerke l 
Abb. 1.1: Struktur eines konventionellen OB-Systems. 






Der Host-Computer ist ein "General-Purpose"-Rechner. 
Das DBMS liegt vollstllndig im Host. 
Die Schnittstelle zwischen DBMS und I/0-Subsystem ist relativ niedrig, 
typischerweise auf der Ebene von 'Lies-Block', 'Schreibe-Block'. 
Dfe physische DB fst auf den Platten abgespefchert, bei denen es sich 
f .a. um Magnetplattenstapel mit einem beweglichen LesetSchreibkamm 
sowie maximal einem aktiven Lese/Schreibkopf handelt (konventionelle 
Plattenlaufwerke I. 
Bekannterma~en besteht eine grope semantische Lücke zwischen der Funk-
tfonalität solcher konventioneller I/0-Subsysteme und den Erfordernissen von 
DB-Aufträgen4l , welche komplexe Suchanfragen beinhalten. Diese Diskrepanz 
hatte notwendigerweise Auswirkungen auf die Datenzugriffskomponenten des 
DBMS in der Form einer extensiven Verwendung von Zeigern, z.B. Indexbäume, 
Hashing, invertierte Listen, Adre~ketten, usw.. Die Folge davon ist ein 
navigierendes Zugriffsverhalten (bei Codasyl-DBs und hierarchischen DBs 
bereits an der Benutzerschnittstelle, bei relationalen DBs durch das DBMS), 
welches ungeachtet des betreffenden verwendeten Mechanismus i .a. mehrere 
Plattenzugriffe zur Erledigung eines Satz/Tupel-Zugriffs bewirkt. Da der 
Aufbau von Codasyl- sowie hierarchischen OB-Systemen gut bekannt ist, 
4) Man 't11!1"9leiche eu.e OB-Anfragen wie ''Gib mir ane sätze mit Schlüssel = 'ABC 'H mit ä!r 
1;ypischen Lies-Block Scmlttstene kmventioneTier 110-S~. 
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wollen wir darauf nicht nilher eingehen und nur den 01:11.5-Aufbau dEs 
relationalen SystemR ([ASTR76]) kurz skizzieren. 
Transakti~nen in aeskriptivE:r 




Relational ~ata Irterface (FD:) 
RDS 
Relational Storage Interface (RSI) RSS 
Abb. 1.2: DBMS-Struktur von SystemR. 




RDI bildet eine Schnittstelle für deskriptive OB-Anfragen, das RDS 
( Relational Data System) bildet diese auf RS I -Operatoren ab. 
RSI ist eine 1-Tupel-Schnittstelle, das RSS (Relational Storage System) 
realisiert den Zugriff auf ein gewünschtes Tupel unter Verwendung von 
Zeigern (Indexes, Links, Segmentscans). 
Eine Strukturierung des DBMS in analoger Weise , Datenzugriffssystem hat 
eine 1-Tupel-Schnittstelle, ist bei einem weiteren bekannten Vertreter 
dieser Klasse, nllmlich INGRES ([STON76]) zu finden. Auf die leistungs-
fllhigkeit existierender konventioneller OB-Systeme wird in Kap. 1.4) 
eingegangen werden. 
1.3. Backend-Syste.e. 
Um die gegenwllrtigen und zukünftigen Leistungsanforderungen an 'General-
Purpose' -OB-Systeme besser erfüllen zu können, sind in den letzten Jahren 
verschiedene Vorschlllge für leistungsfähigere Architekturen gemacht worden. 
Für die Kommunikation Benutzer-Host ist der Begriff des Fr·ont-
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end-Prozessors eingefDhrt worden mit der Absicht, Antwortzeiten und 
Durchsatz zu verbessern, indem man terminalorientierte Operationen aus dem 
Host auslagert und einem speziellen Terminal-Controller überträgt. Bei 
OB-Anwendungen jedoch, insbesondere bei interaktiven Querysystemen mit 
komplexen Suchanfragen, liegt der Systemengpap oft auch in den langsamen 
Zugriffen zu den DB-Platten5l • Eine weitere Möglichkeit, die konven-
tionellen Rechenanlagen - welche ursprünglich für rechenintensive numerische 
Anwendungen konzipiert wurden - für OB-Anwendungen leistungsfähiger zu 
machen, ist somit offenbar die Einrichtung von DB-Pufferbereichen 
(OB-Cache) im Host-Arbeitsspeicher, um im Falle einer vorhandenen Lokalität 
bei Datenzugriffen Plattenzugriffe einsparen zu kÖnnen. Als Sekundäreffekt 
fÜhrt die niedrige l/0-Schnittstelle zu einer hohen Prozessorbelastung im 
Host, sodap man die CPU-Leistung des Hosts durch die EinfÜhrung von Multi-
prozessorsystemen zu erhöhen versuchte. 
All diese Mapnahmen sind zwar Schritte in die richtige Richtung, ändern 
jedoch nichts an der für OB-Anwendungen zu niedrigen Schnittstelle zum 
1/0-Subsystem. Um diese angesprochene semantische Lücke und die damit 
verbundenen potentiellen Systemengpässe prinzipiell zu verringern, sind als 
Gegenstück zur Frontend-Lösung verschiedene sogenannte Backend-Systeme 
vorgeschlagen und zum Teil auch implementiert worden. 
Anmerkung: Backend-Systeme für OB-Anwendungen werden häufig auch als 
Datenbankmaschinen bezeichnet. 
Die grundlegende Idee dabei ist die Auslagerung des ganzen DBMS oder eines 
Teils davon auf einen intelligenten gewidmeten Rechner, den Backend, welcher 
das Durchsuchen der Platten effizienter ausfÜhren kann. Eine allen 
Backend-Prozessoren gemeinsame Eigenschaft ist dabei, ein gewünschtes 
Datenobjekt zu lokalisieren (eine Funktion, welche vorher von der CPU 
durchzufÜhren war l und dann nur noch das gewünschte Datenobjekt an den 
Host-Computer zu Übertragen. Dieses Vorgehen zur ÜberbrÜckung der 
semantischen LÜcke zieht nun einige prinzipielle Auswirkungen nach sich. 
Als potentelle Vorteile sind zu nennen: 
* Parallele Verarbeitung im Host und Backend ist möglich. 
5) Das vemältni s Halptspefcherzuffszeit : Plattlmlqiffszl!lt beträgt ebe 1 : ro5. 
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* Effizienteres Arbeiten durch einen spezialisierten Backend. 
Um Nachteile zu vermeiden, ist folgendes zu beachten: 
* 
* 
Gefahr eines unbalanzierten Gesamtsystems, da Systeme mit gewidmeten 
Prozessoren weniger flexibel in der Fllhigkeit sind, die Arbeitslast zu 
verteilen, als es bei einem zentralen Host-Computer der Fall ist. 
"Offloading Theorem": 
Um die Auslagerung von DBMS-Funktionen auf einen Backend kosten-
effektiv zu machen, sollte der ausgelagerte Ar~eitsaufwand signifikant 
gr6per sein als der erforderliche Kommunikationsmehraufwand. 
Die nachfolgend vorgestellten Backend-Systeme unterscheiden sich in der 
Backend-Hardware sowie in der FunktfonaliUt des Backends (Anteil des 
ausgelagerten DBMS, Schnittstelle zum Backend). 
Spezielle Backend-Systeme. 
(1) Gewidmeter konventioneller Backend. 
Diese Architektur zeichnet sich dadurch aus, dap das gesamte DBMS in den 
Backend ausgelagert ist, welcher selbst im wesentlichen ein konventioneller 
Rechner ist (mit für OB-Anwendungen besser geeignetem Betriebssystem). Der 
Host-Computer übernimmt hierbei nur noch Frontend-Funktionen. Die 
Beschreibung von ersten implementierten Prototypen dieser Art ist z.B. in 
[MARYBO] zu finden. Ein gemeinsamer Nachteil all dieser Backend-Systeme, 
wie z.B. XDMS von Bell, war die fDr heutige Codasyl-Systeme typische 
niedrige get_ next-Schnittstelle zum Backend. Darin dürfte auch der Grund zu 
suchen sein, dap keines dieser frühen Backend-Systeme zur kommerziellen 
Anwendung gelangte. Der gewidmete konventionelle Backend IDM500 mit einer 
relationalen Schnittstelle (ganze Query in deskriptiver Sprache l wurde 1982 
von Britton Lee auf den Markt gebracht. Diese OB-Maschine IDM500 verwendet 
fn ihrer Standardversion Zeiger zum lokalisieren von Daten (konkret 
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B-Baume), optional kann assoziative Plattenhardware6 l dazugeschaltet 
werden. Mit dieser Ausbaustufe soll die IDMSOO eine Transaktionsrate von 
20-30 Trans/sec bewllltigen (siehe [DATE82]). 
(2) Assoziative Platten als Backend. 
Bei dieser OB-ArChitektur wird nicht das gesamte DBMS aus dem Host 
ausgelagert, sondern zumeist nur die Funktionen, welche für das assoziative 
Suchen verantwortlich sind. Die Grundidee ist dabei wie folgt: 
* Zwischen Host und OB-Platten wird Hardware-Suchlogik eingebaut, um 
Daten filtern zu k~nnen während sie von der Platte7l gelesen werden. 
* Die Verwendung von Zeigern (Indexen) soll überflüssig werden (oder 
zumindest reduziert werden). Dazu ist es notwendig, dap das 
physisch-sequentielle Auslesen der DB von den Platten beschleunigt wird. 
Dementsprechend lassen sich assoziative Platten klassifizieren hinsichtlich 
der Auslesegeschwindigkeit und der entsprechenden Funktionalitl!t der Such-
logik: 
(a) Processor-Per-Track (PPT) 
Diese Klasse zeichnet sich dadurch aus, dap jede Plattenspur Über ihren 
eigenen gewidmeten (Mikro- )Prozessor verfügt. All diese Prozessoren können 
diesselbe Suchoperation parallel ausführen, soda~ ein gesamter Platten-
stapel in einer Umdrehung durchsucht werden kann. Damit kann auf die 
Verwendung von Indexen gänzlich verzichtet werden. 
Als typischer Vertreter dieser Klasse ist das OB-System RAP (Relational 
Associative Processor, [OZKA77]) von der Universität Toronto zu nennen. FÜr 
.die Implementierung der assoziativen PPT -Platten wurde eine entsprechend 
ausgebaute Variante von Festkopfplatten verwendet. Die Suchlogik umfapt die 
komplette Relationenalgebra, d.h. auch komplexe, nicht lineare Operationen 
wie Join sind hardwaremäpig implementiert. 
6) ~Elche einen Spezialp-ozESSOr - <BI sogenannten Acceleratnr- 111ft 10 MIPS errthalten son. 
7) Platte ist dabei als SaRIDelbegriff fÜr pennil1l!l1te S~ wie ~latten,Blasen­
speicher ,CCDs,... .zu W!r'Stehen. 
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(b) Processor-Per-Surface (PPS) 
Die PPS-Klasse kann als ein ausgebautes Plattenlaufwerk angesehen 
werden,welches einen beweglichen Lese/Schreibarm besitzt, welcher aber fDr 
jede Plattenoberfliehe einen aktiven Lese/Schreibkopf besitzt, sodaf ein 
ganzer Zylinder in einer Umdrehung ausgelesen werden kann. Ein bekannter 
Vertreter hierfür ist die Datenbankmaschine DBC ([BANE78]) von der 
Universität Columbo/Ohio, welche - neben weiterer Spezialhardware - ein 
solches PPS-Gerät enthält. Um die Anzahl der auszulesenden Zylinder zu 
reduzieren, verwendet DBC Indexe auf Zylinderbasis. Ebenso . wie bei RAP 
umfapt die Schnittstelle zum DBC die komplette Relationenalgebra. 
(c) Processor-Per-Disk (PPD) 
PPD-Gerlte verwenden konventionelle Platten mit einem Prozessor zwischen 
Host-Computer und Platten, welcher nicht relevante Daten eliminiert. Als 
Beispiel hierfDr ist die IDMSOO zu nennen, welche intern den Spezial-
prozessor 'Accelerator' optional als Filter vor alle Plattenlaufwerke 
schalten kann. Vergleichend wollen wir festhalten, dap physisch-sequen-
tielles Lesen langsamer ist als bei PPS und PPT; ebenso mup der einzige 
Filterprozessor Über eine enorm hohe MIPS-Rate verfügen,um mit allen 
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Abb.l.3: Struktur eines PPD-Backends. 






Diese Klasse unterscheidet sich beträchtlich in puncto Zielsetzung. Bei den 
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PPT -, PPS-, und PPD-Architekturen handelt es sich im wesentlichen um 
SIMD-Archftekturen (SIMD = Single Instruction Multiple Data l. MPC-Systeme 
verfolgen das Ziel einer MIMD-Architektur (MIMD = Multiple Instruction 
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Abb.1.4: Struktur eines OB-Systems mit MPC-Backend. 
Die Eigenschaften dieser Architektur wollen wfr kurz anhand des Systems 
DIRECT ([DEWI79]) von der Universität Wisconsin erläutern. Jeder der 
Prozessoren Pi soll Zugriff auf jede Cache-Seite Cj haben. Deshalb mup das 
Verbindungsgerät eine Art Kreuzschienenschalter (crossbar swftch) sein. 
P.uperdem soll jedes Cj von mehreren Prozessoren gleichzeitig gelesen werden 
können. Diese Anforderungen bedingen jedoch dfe Konstruktion von teurer 
Spezialhardware, will man Engpässe beim Cachezugriff vermeiden. In DIRECT 
wurde aus Kostengründen anstelle eines allgemeinen Crossbar Swftch ein 
spezieller Multiport-Speicher (fÜr bis zu 8 Prozessoren) gebaut; die 
Cache-Seiten senden dabei ständig ihren Inhalt an die angeschlossenen 
Prozessoren. DIRECT verwendet keine Indexe, sondern liest Relationen 
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sequentiell von den Platten (wenn ben~tigte Teile nicht im Cache sind). Ein 
weiteres schwieriges Problem bei MPC-Architekturen ist das Problem der 
Synchronisation der einzelnen Prozessoren (Botschaften-Overheadt). Schliep-
lich ist noch zu erwähnen, dap DIRECT Über eine hohe Schnittstelle zum 
MPC-Backend verfügt, die sogenannten Querypakete, jedoch Über die 
Standard-Blockschnittstelle zu den OB-Platten. 
1.4. Zusa•enfassung des heutigen Stands der Technologie fDr DB-Systee. 
In diesem Abschnitt soll nur in komprimierter Form auf diejenigen 
Architekturaspekte eingegangen werden, die fDr die weiteren Oberlegungen von 
entscheidender Bedeutung sind8l . 
Konventionelle OB-Systeme: 
Diese OB-Systeme simulieren den assoziativen Datenzugriff durch einen 
adressierten Zugriff und legen dazu aus Effizienzgründen umfangreiche und 
komplizierte Hil fsstrukturen ( z.B. Indexe) an. Das läuft darauf hinaus,dap, 
trotz der niedrigen I/0-Schnittstelle, diese Systeme gelegentlich zu einem 
CPU-Engpap tendieren. Dap die angesprochene semantische LÜcke durch die 
Verwendung von Zeigern nur notdÜrftig ÜberbrÜckt wird, sieht man z.B. auch 
daran, dap selbst hochgezüchtete Codasyl- oder hierarchische OS-Systeme 
(wie IMS J Über relativ bescheidene Transaktionsraten nicht hinauskommen9l . 
Dies ist zum Teil auch dadurch bedingt, da~ diese benötigten Hilfsstruk-
turen eine aufwendige Steuerung, Optimierung und dynamische Wartung 
erfordern. Darüber hinaus müssen die existierenden OB-Systeme mit vermut-
lich viel zu kleinem Arbeitsspeicherbereichen auskommen, was zu einer 
komplizierten Pufferverwaltung und zu intensivem Datenaustausch zwischen 
DB-Pufferbereich und OB-Platten (bei zu kleinen Transporteinheitenl führt. 
Ein weiterer typischer Engpap liegt somit beim I/0-Subsystem, da sehr viele, 
8) Welche Implemerltierm;Jsprd>leme bei Proto1;y!:e'l wie z.B. INGRES auftreten körnen, kann man 
in [STONOO] lliiChlesen. 
9l IHS auf einem !TOllen Ilfi-Ra::llner !Er mJ-Klasse scllafft et1oa ll).l5 Trans/set bei einer 
Transaktloospfadl~ \01 lrP Instruktionen und 7-10 I/Os IJ"O Transaktloo ([KINGro]). 
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einzeln angesto~ene Transporte einzelner Seiten auftreten. Dies fÜhrt, neben 
der erwähnten komplizierten DBMS-Steuerung, auch zu einer sehr schlechten 
Ausnutzung der eigentlichen Transportleistung heutiger Peripherie-
speicherlO) • Als Sekundärphänomen, welches den I/0-Engpa~ oft Überdeckt, 
ist meist auch eine hohe Prozessorbelastung der Host-CPU( s) zu beobachten. 
Dies ist eine Folge der für OB-Anwendungen ungeeigneten Betriebssystem-
schnittstelle heutiger Rechner, da l/0-Unterbrechungsbehandlungen sehr 
teuer sind. Ein weiterer Ineffizienzfaktor ist in den verwendeten Synchroni-
sationsverfahren zu suchen. Heutige Systeme verwenden unnötig restriktive 
Sychronisationsverfahren, welche als veraltet angesehen werden müssenll) . 
Dasgleiche gilt für Verfahren zur Sicherung (Logging) und Wiederanlauf 
(Recovery, Restart). Die heute verwendeten Verfahren für Sicherung und 
Wiederanlauf wirken sich störend auf die Transaktionsverarbeitung aus und 
müssen ebenso als veraltet beurteilt werdenl2) • 
Backend-Systeme: 
Die jÜngsten Fortschritte in der Mikroelektronik haben den praktischen 
Einsatz von assoziativen Platten für PPT- sowie PPS-Systeme ermÖglicht, 
jedoch auf Kosten eines 6-7 mal so hohen Preises wie für konventionelle 
Platten ( [DATE82]) 13 l . Auch fÜr MPC-Systeme ergeben sich ziemlich hohe 
Kosten aufgrund der benötigten Spezialhardware. Ein weiterer Einwand gegen 
MPC-Systeme besteht darin , dap sie ein gro~es Cache vermutlich auch nicht 
besser ausnutzen kÖnnen als konventionelle OB-Systeme dazu in der Lage 
wären. 
Zusammenfassende Bewertung: 
Trotz intensiver Anstrengungen ist mit den bis jetzt vorgeschlagenen 
~ackend-Systemen für OB-Anwendungen noch kein entscheidender Durchbruch in 
10 )Bei kCJ!plexen DB-Suclwlfragen auf sehr grojle1 DBs wird sich dieser Enpp sanit noch Ieiter 
verschärfen. 
11 )Für bessere Verfahren siehe [BAHROO]. 
12)Für bessere Verfahren siehe [ELHA82]. 
13) Aus diesen Grtlld sind PPT -Systeme fÜr !P'-oJie DBs nicht g!ei~; z.B. ist RAP in seiner 
Basl sversfoo auf 10 MBytes besctrirtt. 
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Richtung wirtschaftlicher Hochleistungssysteme gelungen. Was die effiziente 
Implementierbarkeit der drei Datenmodelle (hierarchisch, Codasyl, relationall 
betrifft, so lassen sich folgende Schlupfolgerungen ziehen: 
(a) Aufgrund der satzweisen navigierenden Verarbeitungsform von 
hierarchischen sowie Codasyl-DBs ist auch in Zukunft hier keine 
weitere wesentliche Leistungssteigerung durch den Einsatz spezieller 
OB-Maschinen zu erwarten. 
(b) Die Effizienz existierender Implementierungen des Relationenmodells 
mittels eines konventionellen OB-Systems ist zwar im Augenblick noch 
geringer als die fOr Codasyl- bzw. hierarchische Systeme erzielbare 
Leistungst:lhigkeit. Aber die in [KING80] präsentierten Studien deuten 
darauf hin, dap relationale Systeme mittels einer konventionellen 
OB-Architektur mit einer vernünftigen Leistungsfähigkeit implemen-
tierbar sind und dap 'exotische' Hardware keine Voraussetzung fÜr 
relationale Systeme ist. Diese Einschätzung in [KING80] wollen wir 
aufgreifen und darüberhinaus die Behauptung aufstellen, daf Spezial-
hardware auch keine Voraussetzung für relationale Hochleistungs-
systeme ist. 
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2. Basisent•urf einer leistungsf8higen OB-Architektur. 
2.1. Allgelleine Entwrfskriterien fDr Hochleistungs-OB-Architekturen. 
Transaktionsorientierte OB-Systeme mit sehr hoher Leistungl4) sind prin-
zipiell durch den Einsatz von besserer Hardware (schnellere Prozessoren, 
grope und schnelle Speicher, leistungsfähige Kanäle, etc. l sowie durch eine 
möglichst hohe Parallelität bei der Transaktionsverarbeitung erreichbar. Die 
Verwendung von schnellerer und spezialisierter Hardware alleine gibt jedoch 
noch keine Garantie fDr einen erhöhten Transaktionsdurchsatz oder für 
kürzere Antwortzeiten, wie die Diskussion Über existierende OB-Maschinen 
angedeutet hat. Die Ursache dafür ist in Engpässen zu suchen, die durch 
eine vorgegebene Systemarchitektur erzeugt werden (z.B. zu niedrige, satz-
orientierte Schnittstellen zwischen Host und Backend). 
Folglich sind bei der Konstruktion eines DBMS folgende Probleme im 
Zusammenhang zu ll!sen: 
(Probll l Zerlegung des komplexen DBMS in funktionale Teilsysteme mit 
geeigneten Schnittstellen. 
(Probl2) Auswahl geeigneter Hardware und eine geeignete Abbildung der 
Teilsysteme auf diese Hardware. 
Bei diesen Bestrebungen nach einer ganzheitlichen Systemkonzeption im Sinne 
eines optimalen Zusammenspiels von Hardware- und Softwarekomponenten 
mnssen im einzelnen folgende Aspekte berücksichtigt werden: 
(!I) Geeignete Wahl von Schnittstellen zwischen Teilsystemen: 
Wie die Diskussion Ober die Nachteile einiger existierender DBMS 
offengelegt hat, kann sich die navigierende Einzelverarbeitung von 
S:ltzen/Tupeln nachteilig auf das Gesamtleistungsverml!gen auswirken. 
Deshalb sollte ein Ziel einer Neuentwicklung eines DBMS sein, dap 
14lw;r den nx:hnals darauf hit'IIEisen, dajl wir ein DBMS für ein wTistirxlf~, nicht eif9!-
sctrinlctes Dat.erlnoc2TI lconstnrieren ICillerl. 
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effizient implementierbare mengenorientierte15) Schnittstellen 
zwischen Teilsystemen vorhanden sind, wo es sinnvoll ist. Diese 
wensehenswerte Eigenschaft ist insbesondere auch im Hinblick auf 
Backend-Architekturen zu sehen, wo es wichtig ist, dap der Anteil der 
Arbeitslast, welcher an einen Backend deligiert werden kann, signi-
fikant gr!!per ist als der verursachte Kommunikationsmehraufwand. 
( B l Zerlegungsprinzipien zur Definition von geeigneten Teilsystemen: 
* Das DBMS sollte so konzipiert werden, dap es in einfacher und 
billiger Weise ml!glich ist, separate und autonome Rechenleistung 





Das permanente Speichermedium fOr die physische OB sollte ein 
gDnstiges Preis/leistungsverhlltnis aufweisen und sollte Ober eine 
fDr die meisten praktischen Anwendungen ausreichende Speicher-
kapazit~t verfügen16) . 
Reduktion von zu transportierenden Datenmengen (Datenfilterung): 
Zwischen den einzelnen Teilsystemen sollten nur relevante Daten 
Obertragen werden. 
Das Teilsystem, welches fDr die permanente Speicherung der 
physischen OB verantwortlich ist, sollte ml!glichst autonom 
arbeiten kl!nnen und eine eigenst:lndige Kontrolle Ober die 
effiziente Belegung des DB-Speichermediuas ausDben. 
Das Zusammenspiel der Teilsysteae sollte so geregelt sein, dap die 
Zuverlhsigkeit und VerfDgbarkeit des Gesamtsystems nicht ver-
mindert wird. 
(Cl Abbildung auf die Hardware: 
Sowohl bei der Definition der Schnittstellenoperatoren von Teil-
systemen als auch bei der Auswahl der Hardware, auf der die betref-
fenden Teilsysteme ablaufen, ist auf eine effiziente Realisierbarkeft 
zu achten. Insbesondere sollte sichergestellt sefn, dap die zu 
verwendende Hardware eine effiziente I11plementierung von komplexen 
DB-Basisoperationen gestattet. Ferner ist zu berDcksichtigen, dap der 
15Jr.e9!fulerrtlert ist dlbei aJs Gegensatz m Satz!T141!1-Sclrritts1eTien m W!I"StetEn. 
161... 
'llli!SI! FCll'denllg sdiliept z.B. FesttqJfplatten aus. 
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potentielle Parallelismus mehrerer Prozessoren fOr eine echte17l 
Parallelverarbeitung bei der Transaktionsabarbeitung ausgenutzt werden 
kann. 
Die Fllhigkeit, einzelne Standard-DB-Operationen18l effizient ausführen zu 
k5nnen, ist jedoch in keiner Weise ausreichend für eine höhere Leistung noch 
fDr ein kommerziell lebensfl!higes OB-System. Das Ziel einer Neuentwicklung 
mup vielmehr ein funktional vollständiges Design für ein DBMS sein, in dem 
alle Systemkomponenten (Software und Hardware) harmonisch (synergistisch) 
zusammenarbeiten. Oie Beurteilung eines Systementwurfs mup sich dann mit 
allgemeinen Problemkreisen wie VerfDgbarkeit, Zuverllissigkeit, Erweiter-
barkeit und Leistungsflihigkeit bei der Transaktionsabarbeitung beschäftigen. 
Bei der zentralen Frage des effizienten Zusammenspiels der einzelnen 
DBMS-Teilsysteme zur Realisierung des Transaktionskonzepts darf man sich 
jedoch auf keinen Fall darauf beschrllnken, das OBMS einzig und allein auf 
eine hohe Retrieval-leistungsflihigkeit zu konzipieren und andere wichtige 
Aspekte wie Backup und Recovery beim Systementwurf in der ersten Phase 
erst einmal auszuklammern. Vielmehr ist ein vollstl!ndiger Systementwurf zu 
erarbeiten, der es erlaubt, spezielle DBMS-Aufgaben wie Retrieval, Updates, 
Backup und Recovery, Synchronisation paralleler Transaktionen, Query-
optimierung, DB-Restrukturierung, Systemtuning u.a. gleichzeitig effizient 
zu lösen. 
Neben diesen allgemeinen Erwligungen sind für die Beurteilung eines vor-
liegenden Systementwurfs folgende konkreten Aspekte primllr von Interesse: 
Reduziert die Systemarchitektur die Gefahr fDr die beiden häufigsten 
Engpasse in bestehenden DBMS, nllmlich I/0-Engpap und CPU-Engpap? 
Wie hoch sind die (zuslltzlichen) Hardwarekosten für die vorliegende 
Architektur, und wie aufwendig ist die Konvertierung von einem 
bestehenden konventionellen DBMS in die neue Architektur (evolutionllr 
oder revolutionllr)? 
17lim Sirre wn gleichzeitiger BearbeitU'Ig (im Gegensatz 21111 Multlplexfng wn Transaktionen bei 
1-Prozessorsystemen l . 
18 >wie z.B. Restriktloo oder Projektioo in <B- Relatflllenalgebra 
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2.2. Grobstruktur der neuen DB-Archftelttur. 
Der Neuentwurf eines leistungsflihigen 'General-Purpose '-OB-Systems sollte 
sich stark am kommerziellen Hardware-Angebot orientieren, und zwar sowohl 
an der Funktionalitit als auch am Preistleistungsverhältnis der momentan 
oder in naher Zukunft verfügbaren Hardware. Als relevante technologische 
Entwicklungen bei Rechenanlagen, welche für die Konzipierung einer 
zukünftigen, kommerziell einsetzbaren Hochleistungs-OB-Architektur von 
Bedeutung sind, sind die folgenden Bereiche zu nennen: 
(HWll Grope Arbeitsspeicher (AS): 
Rechner werden in nlichster Zukunft mit wesentlich gr!!perem AS 
ausgestattet werden kannen. Angekündigt sind zur Zeit bereits 
Rechner von IBM und Fujitsu mit 32 MBytes bzw. 128 MBytes AS-Kapa-
zitllt. 
(HW2) Schnelle Magnetplatten mit groper Kapazität: 
Die Speicherdichte von konventionellen Magnetplattenspeichern hat 
sich in den letzten Jahren enorm erhaht, sowohl bzgl. der Speicher-
dichte als auch bzgl. der Anzahl von Spuren pro Plattenoberflllche. 
Derzeit verfügbar sind Plattenlaufwerke mit ca. 40 MBytes pro Ober-
flache und ca. 700-800 MBytes pro Laufwerk (etwa die IBM 3380 l. 
Das erlaubt, den Hintergrundspeicher fOr die langfristige Daten-
haltung einer modernen Rechenanlage im Umfang von z.B. 10 GBytes 
mit 15 Plattenlaufwerken zu realtsieren. Solche Standardplatten 
werden somit auf lange Zeit das dominierende Speichermedium für die 
physische OB sein. (Blasenspeicher und CCDs wer<!en nur vereinzelt 
zum Einsatz kommen.) 
Weitere Eigenschaften der schnellen Platten: 
Um Information von einer Platte in den AS transportieren zu kannen, 
mDssen in einem konventionellen DBMS19) sehr häufig Bewegungen des 
LesetSchreibarms vorgenom11en werden. Diese YerzDgerungen und Tot-
19loie Trnporteirh!lt ist i.a. ein Block '«ll'' 1-4 KBytes. 
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zeiten machen den bei weitem grl!pten Zeitaufwand fÜr I/Os von der 
Platte in den AS aus; typi sehe Werte liegen bei 30-50 msec. Die 
hohen Positionierungszeiten sind durch die Eigenschaften mecha-
nischer Teile bedingt, und es ist nicht absehbar, dap auf diesem 
Gebiet wesentliche technologische Fortschritte erzielbar sind. 
Aufgrund der sich sUndig erhöhenden Speicherdichte pro Spur 
zeichnen sich somit zwei Eigenschaften ab, nllmlich 
* der Zugriffsengpap für Random-Plattenzugriffe wird immer 
akuter, 
* physisch-sequentielles Plattenlesen wird stllndig schneller 
werden. 
( HW3) Hohe Ubertragungsraten: 
Infolge der höheren Speicherdichte der neuen Platten ergibt sich 
beim physisch-sequentiellen lesen eine hl!here Datenrate, welche vom 
Platten-Controller Dber den Kanal in den AS übertragen werden mup. 
Fortschritte in der Kanaltechnologie ermöglichen es, dap die Trans-
portleistung zwischen Controller und AS mit der Datenrate der neuen 
Platten Schritt hält (IBM 3380: ca. 3MBytes/sec). 
(HW4) Preisgünstige, leistungsstarke Mikros: 
Heutzutage werden billige und leistungsstarke Mikro-Computer von 
einer Vielzahl von Herstellern auf dem DV-Markt angeboten. Dabei 
ist auch hier ein Ende der Tendenz 'mehr Leistung fDr weniger Geld' 
nicht abzusehen. Beispielsweise kostet ein Motorola 68000 mit einem 
1 MIPS General-Purpose Prozessor samt RAM-Speicher momentan ca. 
4000$.20) Solche oder ähnliche Mikros können zu einer funktionalen 
Aufrüstung von Platten ('intelligente Platten') eingesetzt werden. 
(HW5) Optische Platten: 
Es ist zu erwarten, dap diese Billigspeicher mit Kapazitäten von 
mehr als 1 GBytes pro Plattenoberflllche in den nächsten Jahren 
verfOgbar werden. Ihre Verwendung wird dann hauptsächlich im 
Bereich der Datensicherung/Datenarchfvferung zu finden sein. 
20)Diese MIPS-Rate eines Mlcros 1st nicht mit !Er MIPs-Rate einer JlJitlo.CPU verglek:Hlar, dil 
!Er Befehlssatz eines Mlcros f .a. "IIB'IIgar kallp1elle Inst:natlalen EniN'It. 
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Vor diesem Hintergrund einer stDrmischen technologischen Fortentwicklung 
von konventioneller Hardware ist der folgende Grobentwurf fDr eine Hard-
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Abb .2 .1: Hardware-Konfiguration mit zentralem OB-Cache/SAFE und intelli-
genten OB-Platten. 
Der Host-Computer ist ein konventioneller 'Mainfrallt!' (Ein- oder Mehr-
prozessoranlage), auf dem neben OB-Transaktionen i.a. noch andere 
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Anwendungen laufen21) • 
Das Backend-System ist verantwortlich fDr Zugriffe auf ben15tigte Daten der 
physi sehen DB, welche auf den Standard-Plattenlaufwerken OB-Platte!. ••. , 
OB-Platten abgespeichert ist. Zwischen jeder DB-Plattej und dem OB-Cache 
ist ein konventioneller Mikrocomputer uPj mit eigenem lokalen Speicher 
eingebaut22) ; die Verbindung von uPj mit DB-Plattej ist durch einen 
schnellen Kanal hergestellt. 
Insgesamt betrachtet stellt die vorgeschlagene Hardware-Konfiguration also 
eine evolutionllre Fortentwicklung der Hardware-Konzeption für ein konven-
tionelles OB-System dar. Im Einklang mit den vorher postulierten Prinzipien 
zur Konstruktion von Hochleistungs-OB-Systemen geben wir nun eine grobe 
Zerlegung des komplexen DBMS in funktionale Teilsysteme sowie deren 
Abbildung auf die angegebene Hardware-Konfiguration an. 
GrundzDge einer Architektur für zukünftige OB-Systeme. 
(1) Benutzerschnittstellen: 
Der OB-Benutzer soll Dber eine hohe Schnittstelle zum DBMS verfügen. 
Es scheint derzeit nicht notwendig oder opportun zu sein, neue 
Benutzerschnittstellen zu entwickeln. Heutige Benutzerschnittstellen 
wie SQL in SystemR ([ASTR76]) oder Quel in INGRES ([STON76]) sollen 
beibehalten werden. Die herausragende Eigenschaft dieser Sprachen ist 
dabei ihr deskriptiver Charakter, d.h. der Benutzer mup nur angeben, 
was er haben will und nicht, wie das DBMS es ihm beschaffen soll. 
Fragen der Realisierung und Effizienz werden somit an das DBMS deli-
giert. Mit der Wahl einer deskriptiven Benutzerschnittstelle liegt 
quasi auch die Wahl des Relationenmodells als zugrundeliegendes Daten-
modell fest. Neben den bekannten konzeptionellen Vorteilen auf 
logischer Ebene (vgl. z.B. [KING80]), wollen wir eine Eigenschaft 
herausheben, welche von vielen bisher als nachteilig fDr eine 
effiziente Implementierbarkeit empfunden wurde, nlmlich seine mengen-
orientierten Operatoren. Gerade diese Eigenschaft wird in unserer 
21)Dfe Flllktlooen wn OB-cache l.lld SAFE llll!n8l CIISChlieflend erläutert. 
22lEs liegt samt eine wnllgE!IE(nerte PPD-Archltl!ktlr 11Dr. 
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Architektur als Vorteil angesehen, welche eine effiziente Imple-
mentierung erst ermllglicht. 
(2) OB-Cache/SAFE: 
Das OB-Cache ist ein Teilbereich des AS im Host. Es dient als 
Arbeitsspeicher zur Abarbeitung von Transaktionen. Zugriffe auf das 
OB-Cache werden somit fDr folgende Zwecke benötigt: 
FDr die Realisierung der funktionellen Erfordernis.se des unter-
statzten Datenmodells für die Berechnung und Zwischenspeicherung 
von Zwischen- und Endergebnissen. 
FDr DBMS-Funktionen, welche für Logging/Commit/Recovery verant-
wortlich sind. Der SAFE ist ein Speichermedium (idealerweise 
optische Platten), auf den Log-Information zur Recovery von 
Systemfehlern geschrieben wird. 
In [ELHA82] sind bereits schnelle Commit- und Wiederanlaufver-
fahren für eine konventionelle OB-Architektur entwickelt worden. 
Diese Algorithmen weisen die von uns geforderte Eigenschaft einer 
harmonischen Wechselwirkung zwischen DBMS-Teilsystemen insofern 
auf, als sie eine integrierte Lllsung für das Synchroni sations-, 
Commit- und Recoveryproblem darstellen. Dieses OB-Cache/SAFE-
Verfahren soll somit auch auf unsere Architektur übertragen 
werden (mit den evt. notwendigen Modifikationen). 
(3) Geschickte Verteilung wichtiger DBMS-Funktionen: 
Im Sinne einer effizienten Abbildung von DBMS-Funktionen auf die 
verfOgbare Hardware, nehmen wir folgende Aufteilung von Operationen 
der RelatiQnenalgebra vor: 
Jeder uPj soll einstellige relationale Operationen - wie z.B. 
Restriktion oder Projektion ohne Duplikatelimination - , welche 
aufgrund tupellokaler Bedingungen auswertbar sind, ausfDhren 
kllnnen. Die Realisierung solcher Operationen ist mithilfe kleiner 
uP j-Arbeitsspeicher erreichbar und die Auswertungsgeschwindig-
keit sollte nach ~llglichkeit mit voller Plattengeschwindigkeit 
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geschehen (Im-Flug-Filterung) 23) . 
Alle anderen relationalen Operationen, welche obige Bedingung 
nicht erfüllen (wie z.B. der Join), sollen im OB-Cache abge-
arbeitet werden. Dabei gehen wir davon aus, dap im Normalfall 
volle Zwischenergebnisoperanden zur Ausdrucksauswertung im 
OB-Cache zur Verfügung stehen. 
Diese Auslagerung komplexer Operationen auf das Backend-System 
verspricht betr:lchtliche Leistungsgewinne aufgrund paralleler Opera-
tionen von den uP j s und den Host-CPU ( s). Zusätzlich wird die Gefahr 
eines CPU-Engpasses im Host durch eine starke Einsparung an 
CPU-Zyklen verringert. 
(4) Transporteinheit zwischen Backendj und OB-Cache: 
In den meisten Fllllen - z.B. zur Beantwortung komplexer relationaler 
Anfragen - soll die Transporteinheit zwischen Backendj und dem 
OB-Cache eine ganze Zwischenergebnisrelation (ZER) sein. Im Vergleich 
zu einem konventionellen OB-System f!lhrt dies zu einer starken Reduk-
tion der teuren I/0-Unterbrechungsbehandlungen im Host. Zusätzlich 
führt dies aufgrund der Datenfilterung durch die uPjs zu einer 
wesentlich reduzierten Informationsübertragung in das OB-Cache, sodap 
die (wesentlich vergrl!perte) OB-Cache-Kapazität ausreicht, um volle 
ZERs aufnehmen zu kl!nnen. Die Datenfilterung bewirkt überdies eine 
Einsparung an AS-Zyklen im Host. Nur in denjenigen F:lllen, wo navi-
gierender Zugriff auf einzelne Datenobjekte noch sinnvoll ist24) , soll 
die Transporteinheit einer Seite noch beibehalten werden. 
23)Der Einbau eines Mikros als Datenfilter zwischen Host-AS und einem DB-Plattenstapel IIAJrde 
bereits in [LANG77] wrgeschlagen; die M3chtigkeit dieses Fllters ist je<klch geringer (nur 
eingeschrllnkte Restriktionen auf Seiteroasis). In [BANC8l] Iringegen wird ein flllktiooal 
e~ mllchtigerer Filter (Restriktion SQolie Projektion im Flug) wrgeschlagen; zur Reali-
sierung dieses F1lters scheint aber die Konstruktion wn Spezialharöoare nobe'ldig zu sein. 
T,Wischerol!ise wird rei reici!n Vorschlllgen auf die Spezifikation eines carauf aufbauerlci!n 
kanpletten DIJ.IS verzichtet. 
24loas ist z.B. beim Zlqiff auf einen Knoten eines B-Bcuns !Er Fan. 
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(5) Weitere Aufgaben der Backendjs: 
Ene weitere Entlastung des Hosts von stilrenden Verwaltungsaufgaben 
soll dadurch erreicht werden, dap die uP jS weitestgehend· autonom fÜr 
die Verwaltung der OB-Platten zustllndig sind. (z.B. Einbringen von 
Updates auf die 08-Piatten, oder effiziente Abspeicherung von 
Relationen mit dem Ziel, die F3higkeit der neuen OB-Platten zu 
schnellem physisch-sequentiellen Lesen konsequent auszunutzen. l 
Der von uns erhobene Anspruch ist nun, dap die Konstruktion eines 
OB-Systems unter Verwendung der betrachteten Hardware-Konfigur-ation und 
unter Einhaltung der aufgezahlten Architektureigenschaften des DBMS ein 
erfolgversprechender Weg ist fDr zukünftige Hochleistungs-OB-Systeme, und 
zwar insbesondere im Hinblick auf kommerzielle Anwendungen aufgrund der 
ausschlieplichen Verwendung von konventioneller Hardware. Um diesen Anspruch 
zu untermauern, beschllftigt sich die weitere Arbeit mit folgenden Aspekten: 
* Kap.3 bringt einen funktional vollstllndigen Entwurf des DBMS mit einer 
* 
* 
geeigneten Abbildung der einzelnen OMBS-Komponenten auf die zugrunde-
liegende Hardware. Dabei werden insbesondere Fragen der effizienten 
Implementierung von Schnittstellenoperatoren behandelt. 
Kap.4 besch!ftigt sich mit allgemeinen Fragen der Queryoptimierung, 
sowie im speziellen mit der Konstruktion effizienter Auswertung-
algorithmen. Ein Leitmotiv bei diesen Oberlegungen wird dabei sein, dap 
der postulierte Normalfall , Information für parallele Transaktionen 
papt so lange wie für eine effiziente Verarbeitung benl!tigt in das 
OB-Cache, fDr eine sehr grope Klasse von Transaktionen erfüllt ist25) . 
Kap.S schlieplich befapt sich mit konkreten Kostenfunktionen, insbe-
sondere im Hinblick auf die Frage des Nutzens von Indexen in der 
betrachteten Architektur. 
2Sl0er Ausnahuefall 111111 2Wi1r llellilnElbar sein, darf äler, da er nur seltEn wrk.IJIIRt, aufwendig 
NE!I'<En lßi sollte mit: lllllg11chst elnfiDler SoftNre gel&t lll!nl!n. 
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3. Funktionale Beschreibung der neuen Architektur. 
3.1. Allgemeines zu DB-Schichtenmodellen und DBMS-Spezifikations-
methoden. 
Allgemein bezeichnet der Begriff 'Architektur eines Systems' den Gesamt-
aufbau eines Systems, d.h. die Strukturierung seiner Komponenten und deren 
Wechselbeziehungen untereinander. Da DB-Verwaltungssystemc äu~Erst 
umfangreiche Software-Pakete sind, besteht in der Literatur Einigkeit 
darÜber, da~ beim Entwurf eines uB~IS eine r•,odellbildung in mehrere 
Schichten vorgenommen werden mu~. Eine solche hierarchische Strukturierung 
erfÜllt dabei zwei wesentliche Forderungen an die Qualität eines OB-Designs: 
Strukturierte, zuverlässige, robuste und verifizierbare Software-
Technologie {DB~IS software engineering) wird ermÖglicht. 
Jede Ebene der hierachischen Strukturierung bietet die ~•Öglichkeit zur 
ErhÖhung der Datenunabhängigkeit, wenn organisatorische Details der dar-
unterliegenden Ebenen verborgen bleiben { need-to-know Prinzip, Geheim-
haltungsprinzip [PARN72] ). 
Somit ist das Ziel eines hierarchischen DB-Systementwurfs die Realisierung 
mehrerer mÖglichst voneinander unabhängiger Entwurfsebenen. Die System-
struktur 111ird dabei durch eine Menge von abstrakten {virtuellen) Maschinen 
modelliert. Jede Maschine in einer solchen Hierarchie charakterisiert das 
OB-System auf einem spezifischen Abstraktionsniveau und verbirgt somit 
einige Aspekte der darunterliegenden Maschine {vgl. auch [HAER78]). 
·Eine virtuelle Naschine besitzt die Funktion einer formalen Schnittstelle, 
sie stellt jeweils eine Menge von Objekten und Operatoren zur VerfÜgung und 
dient als Basismaschine zur Implementierung der nächst hÖheren Maschine. 
Ein implementierungsunabhängiges DB~JS-Schichtenmodell ist in [SENK72] und 
[DITT77] beschrieben worden: 
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levtl 5 = Eb.:ne der logischen Sicht des ßenutzers 
level 4 = Ebene der logischen Sicht des Syster.ls 
level 3 = Ebene der logischen Zugriffspfade 
level 2 :: Ebene der Speicherstrukturen 
level 1 :: Ebene der Speicherzuordnungsstrukturen 
Neben dieser horizontalen Systemstrukturierung (funktionale Abstraktion) ist 
in der Literatur Über den Problemkreis der Anwendung formaler Spezifika-
tionsmethoden auf DBMS auch die Notwendigkeit einer Vertikalen 
Strukturierung (Datenabstraktion) in Moduln betont worden ([YEH77], 
[WEBE78]). Die Zerlegung eines komplexen Systems in Moduln geschieht dabei 
datengetrieben, d.h. ein Modul wird entworfen, um aufgerufen zu werden zur 
Erzeugung und ~1anipulation von Datenobjekten eines bestimmten Typs. Ein 
Modul besteht dabei aus ziVei Teilen, einer Schnittstelle und einem Rumpf. 
Die Spezifikation eines Moduls ist eine implementierungsunabhängige, 
funktionale Beschreibung seiner Schnittstellenoperatoren. Die Implementie-
rung dieser Operatoren wird im Modulrumpf angegeben und bleibt somit seinem 
Aufrufer verborgen. Soweit betrachtet ähnelt das Modulkonzept dem Konzept 
des abstrakten Datentyps. Unterschiede treten jedoch im Verhalten der 
Interaktionen von mehreren Moduln zutage. Im Idealfall sollte bei der Kon-
struktion von Moduln folgendes Grundprinzip eingehalten werden: I·Joduln 
sollten nur eigene Datenobjekte manipulieren (Lokalitätsprinzip), und somit 
nach ~rÖglichkeit keine Seiteneffekte be~oirken. Aufgrund von Leistungserfor-
dernissen kann dieses wünschenswerte Ziel in der Praxis nicht immer voll-
kommen erreicht werden. Insgesamt gesehen bildet jedoch das Modulkonzept in 
Verbindung mit einem Schichtenmodell ein geeignetes Mittel zur Spezifi-
kation (und Implementierung) eines DBI1S. Die Beziehungen zwischen Moduln 
scllten dabei hierachischer26 l Natur sein, und kÖnnen somit durch Auftrags-
beziehungen zwischen Moduln charakterisiert werden. 
6ei der sich nun anschliependen funktionalen Beschreibung unserer neuen 
DB~iS-Architektur werden wir die eben erläuterte Entwurfsnrethodologie soweit 
26)Bei !Er KOilSträtion \Ul Betriebssys1einEJI streng nach W' hierac;trischen Vorgehensweise sind 
in !Er Praxis oft viele Prroleme aufgetreten. Es ist jedxh die ltlerzeJ9619 <Es Autors, dap 
eine hierachische StrUcturieJU19 eines DlfiS, welche <En praktischen LeistlllgsanfordenJlgen 
gerecht wird, möglich ist. 
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sinnvoll anwenden. Aus naheliegenden Gründen wird die Spezifikation der Sys-
temebenen und Systemmoduln in informeller Weise erfolgen. Desweiteren geben 
wir nicht nur eine Beschreibung des Systems als solches, sondern es werden 
bei wichtigen Schnittstellenentscheidungen auch die entsprechenden 
Motivationen und Entscheidungskriterien dokumentiert. Damit soll der Ent-
scheidungsprozep fÜr die Auswahl von Schnittstellenoperatoren und Daten-
strukturen offengelegt werden, um nachweisen zu kÖnnen, dar die getroffenen 
Entscheidungen sehr gut auf die vorgegebene Systemkonfiguration abgestir,;mt 
sind. 
3.2. Entwrfskriterien. Modularisierung und Schnittstellenbeschreibungen. 
3.2.1. Schichtenmodell und Modularisierung. 
Bei dem Entwurf eines DBMS-Schichtenmodell s fÜr unsere Architektur wurde 
von folgenden Überlegungen ausgegangen: 
( a l Ist die strukturelle Zergliederung des DBMS in fÜnf hierachische 
Systemebenen auch in unserer Systemumgebung in dieser Weise sinnvoll? 
(b) In welcher Weise sollen funktionale Teilsysteme zwischen Host und 
Backend aufgeteilt werden? 
Das Ergebnis dieser Überlegung ist in dem nachfolgendem Diagramm festge-
halten. 













Relational Access (RA!} (level 4} 
Interface 
(level 3} 
OB-Cache Interface (Cl} (level 2} 




Abb.3 .1: DBMS-Schichtenmodell fÜr die neue Architektur. 
Die Aufteilung der einzelnen funktionalen Teilsysteme auf Host oder Backend 
würde gemäp des folgenden Prinzips getroffen: 
Logische Aspekte sind vom Host zu Übernehmen, physisch-orientierte Aspekte 
dagegen vom intelligenten Backend. 
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Den einz~::lnen Hauptkomponenten dieser funktionalen Aufteilung fallen dabei 
folgende Aufgaben zu: 
Das Transaktions-System bildet deskriptive Anweisungen der logischen 
Sicht des Benutzers (Schnittstelle UI, level 5) auf die logische Sicht 
des DBf.IS ab (Schnittstelle RAI, level 4). Dabei sind Funktionen wie In-
tegritäts- und Zugriffskontrolle und Queryoptimierung wahrzunehmen. Die 
Frage des Bindungszeitpunktes zwischen Transaktionsprogrammen und 
OB-Daten (interpretative oder compilierte AusfÜhrung) ist dabei fÜr die 
weiteren Architekturüberlegungen irrelevant und wird somit nicht eigens 
diskutiert. 
Das Relationale Zugriffs-System mit seiner Schnittstelle RAI bildet die 
virtuelle Maschine, auf der Transaktionen ausgeführt werden. Intern 
werden dabei Aufgaben wie die Realisierung logischer Zugriffspfade und 
Systemkatalogzugriffe (lcvel 3) als auch die korrekte Synchronisation 
paralleler Transaktionen erfÜllt. 
Das OB-Cache/SAFE-System ist verantwortlich fÜr die Verwaltung des 
OB-Cache, welcher Teil des Host-Arbeitsspeichers ist. Eine wesentliche 
Entwurfsvorgabe stellte dabei die Forderung, dap die in [ELHA82] ent-
wickelten Algorithmen fÜr leistungsfähige DB-Pufferverwaltung /Commit-
uno Recoveryverfahren auch in die veränderte Systemumgebung integriert 
werden sollen. Das OB-Cache bietet dem Relationalem Zugriffs-System 
einen integrierten Arbeitsbereich zur ErfÜllung seiner Aufgaben an; 
somit entspricht die Schnittstelle CI dem level 2 der Speicherstruk-
turen. 
Das Intelligente Speicher-Systern nimmt die Speicherzuordnung (Schnitt-
stelle SI, level 1) von permanenten OB-Objekten auf physischen lang-
zeitspeieher, den OB-Platten, vor. Aufgrund der eigenständigen lokalen 
Intelligenz des Backenos stellt die SI-Schnittstelle eine wesentlich 
hÖhere Schnittstelle als in konventionellen OB-Systemen dar, ebenso ist 
die bisherige passive Rolle dieses Systemteils durch komplexe 
Filter-Retrievaloperationen wesentlich verändert. 











Abb.J.2: Modularisierung und Verteilung des DBMS. 
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Nach dieser Schichtenbildung geben wir nun eine funktionale Verfeinerung der 
Systemarchitektur durch eine Internstrukturierung der angegebenen System-
hauptkomponenten in diverse 11oduln an. Die angegebene Zergliederung in 
einzelne l•loduln erfolgt dabei sowohl aus funktionalen Aspekten als auch 
datengetrieben.27) 
In Abb.3.2 ist die statische DBMS-Struktur mittels einer Auf-
tragshierarchie zwischen den einzelnen l·loduln festgehalten (die Pfeile sind 
somit als Kontrollflu~ zu deuten). 
Erläuterungen zur Wahl der Modul-Bezeichnungen: 
* Tr-Comp: Transaction (Pre-) Compiler 
* Hl .!_ransaction ~odule 
* QM .Q_uery t!odule 
* UM !:!_pdate ~odule 
* SAM ~stem ~ccess ~odule 
* LM Lock Module 
* CN OB-fache _!!odule 
* Hint Host Interface 
- -
* Bintj ~ackend Interface to Backend_;i_ 
* Lij !:_ocal _!ntelligence in Backend.J._ 
Weitere Anmerkungen zu Abb.3.2: 
(a) Das OB-Cache ist in Abb.3.2 nicht abgebildet; die Verwendung des 
OB-Cache durch das Host-DBMS wird in Kap.3.2.3 diskutiert. 
(b) Die Moduln QM und UM setzen keine weiteren Aufträge ab, da die fÜr ihre 
Aufgaben benötigten Objekte im OB-Cache zur Verfügung stehen (siehe 
nachfolgendes Kap.3.2.2). 
(c) Das Intelligente Speichersystem wird von allen Backendj (j=l, ... , 
#DB-Plattenlaufwerke) gebildet. Die Funktionalität der Moduln Bintj und 
LI j ist dabei identisch fÜr alle betrachteten j. Die Funktionen von 
BintJ und Lij werden entsprechend Abb.2.1 von einem Mikroprozessor uPj 
27 >oie Arcmtekturteschreibmg wird 1Dp-d:N1 erfolgen, !Ddll die angegebene Systemarchitektur 
aus mehreren 1Dp-d:Nlllld bott.an-\4l Entwlrfsphasen ~siert liiUrde. 
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mit eigenem lokalen Speicher realisü:rt. 
Weitere Oetaillierung der Aufgaben des Transaktions-Systems: 
Die Auswahl einer geeigneten D~IL fÜr die Benutzerschnittstelle UI ist nicht 
Gegenstand dieser Arbeit. Um Jedoch einen konkreten Bezugspunkt bei 
späteren Diskussioen zu haben, orientieren wir uns an der deskriptiven 
Sprache SOL von SystemR mit Einbettung in eine Hostprcgrammierspraclle 
([CHA~i76]). Eine Benutzertransaktion mit SOL-Anweisungen wird ·durch den 
(Pre)-Compiler Tr-Comp auf Operatoren der Schnittstelle RA! abgebildet. 
Btvor wir in die Diskussion dtr RAI-Schnittstelle einsteigen, sollen kurz 
noch die Aufgaben des Transaktions-Systems detailliert werden. 
Der Tr-Comp ist (im Falle einer vollständigen Bindung zum Übersetzungs-
zeitpunkt, [BLAS79a]) verantwortlich fÜr: 
Precompilation 
Parsing 
ÜberprÜfung von Zugriffsberechtigungen und Integritätsbedingungen 
Ouery-Optimierung 
Transformation von SOL-Anweisungen in einen internen, 'optir.Jalen' 
Operatorbaum. 
Optimale Wahl der Sperrgranularität bei mehrstufigen Sperrproto-
kollen: Dieser Schritt sollte hier erfolgen, da fÜr die Erstellung 
eines optimalen Operatorbaumes i.a. Schätzungen Über die zu 
erwartende Tupeltrefferanzahl gemacht werden müssen, welche ebenso 
fÜr die Wahl einer geeigneten Sperrgranularität wesentlich sind. 
Codegenerierung 
uer Supervisor Übernimmt die Aufgabe des globalen Schedulings von Be-
nutzertransaktionen, z.B. 
GÜltigkeitsÜberprÜfungen fÜr vorÜbersetzte Bibliothekstransaktionen.28) 
Einrichtung und AuflÖsung von lauffähigen Transaktionsprozessen. 
Globale Überwachung des DB-Iilultiprogrammings. 
28 lF ans venosxlete Zlqiffspfade 2Wischenzeitlich gelÖSCht ~~. so r.a.tjl dies erkamt llld eine 
Neullersetz~n:~ d.rchgefiht werden. 
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3.2.2. Spezifikation des Relationalen Zugriffssystems. 
Die RAI-Schnittstelle entspricht der logischen Sicht des DBMS und stellt 
sor.1it die virtuelle f.laschine zur AusfÜhrung von Transaktionen dar. Die 
RA I-Operatoren lassen sich in vier Gruppen einteilen: 
(i) Operatoren zur DML-Auswertung (Queryauswertung) 
(iil Operatoren zur DDL-Auswertung 
(iii) Operatoren zur Implementierung von Features der Einbettungen in eine 
Hast-Sprache. 
(iv) Operatoren zur Realisierung des Transaktionsbegriffs. 
Eine grundlegendt: Entscheidung, welche sehr starken Einflu~ auf die 
Effizienz des gesamten DBMS hat, betrifft die Wahl geeigneter Operatoren 
zur Queryauswertung. 
Basisentscheidung: 
Der Teil der Schnittstelle RAI, welcher die Queryauswertung Übernimmt, 
besteht aus 
Operatoren der relationalen Algebra (RelA), sowie 
expliziten mengenorientierten Zugriffspfadoperatoren. 
Die Wahl dieser mengenorientierten Schnittstelle (l·iehrtupel-Schnittstelle l 
kann durch folgende Aspekte motiviert werden. 
( 1 l Eine RelA-Schnittstelle behandelt und manipuliert ganze Relationen als 
einzelne Objekte, wohingegen Schnittstellen vom Typ des relationalen 
Calculus sich mit Relationen auf einer Tupel-fÜr-Tupel-Basis 
beschä~tigen (vgl. z.B. RSI in SystemRl. Eine RelA-Schnittstelle kann 
daher als eine hÖhere Abstraktionsebene angesehen werden als diese 
1-Tupel-lugriffssysteme, und sie kann folglich mehr MÖglichkeiten bieten 
fÜr eine High-level Optimierung. 
( 2) In verteilten liatenbanken mit heterogenen deskriptiven Benutzer-
schnittstellen ist es manchmal billiger, Queries anstatt Daten zwischen 
den einzelnen Knoten auszutauschen. Dazu ist es notwendig, Über eine 
(mathematisch l klar definierte Zwischensprache fÜr Queries zu verfügen. 
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Die RelA ist ein sehr guter Kandidat fÜr eine solche Zwischensprache, 
worauf die verschiedenartigsten deskriptiven Abfragesprachen der 
einzelnen Knoten abgebildet werden kÖnnen. 
Diese Vorteile einer RelA-Schnittstelle zum Zugriffssystem sind bereits auch 
in [SI•iiT75] und [TODD76) aufgezeigt worden. Für unsere spezielle System-
umgebung kommen jedoch noch zwei weitere Faktoren hinzu, welche die kon-
zeptionellen Vorteile einer RelA-Schnittstelle ergänzen um Effizienzge-
sichtspunkte bei der Implementierung von RelA-Operatoren. 
(3} Die neue Hardware-Umgebung (gropes OB-Cache, autonome lokale Intelli-
genz an den OB-Platten} ist sehr gut geeignet, um RelA-Operatoren 
effizient zu realisieren, z.B.: 
Jeder LI j-kodul ermöglicht effiziente Restriktionen und Pro-
jektionen (ohne Duplikatelimination} von ganzen Relationen auf den 
OB-Platten. (~1It1D-Architektur!} 
Die grope OB-Cache-Kapazität sollte fÜr die allermeisten praktischen 
Anwendungen ermÖglichen, dap die fÜr die Operatoren der RelA 
benötigten (Zwischenergebnis-)Relationen solange wie benötigt 
vollständig im OB-Cache gehalten werden kÖnnen. RelA-Operatoren wie 
z.B. der Join-Operator sollten somit im Normalfall vollkommen 
cache-intern implementierbar sein. 29 l 
(4) Die RelA gestattet die Repräsentation einer Übersetzten Query in Form 
eines Operatorbaumes, 'Iias folgende Vorteile bietet: 
Optimierende Compiler-Techniken kÖnnen bei der Codegenerierung fÜr 
solche Operatorbäume eingesetzt werden. 
Der in der Aus'liertung von Operatorbäumen inherente Parallelismus 
kann mit unseren Hard'liare-Resourcen gut ausgenützt 
werden. (Host-CPU ( s }, LI-Prozessoren}. 
Die Entscheidung, explizite Zugriffspfadoperatoren in die RAI-Schnittstelle 
mit aufzunehmen, resultiert aus folgender Überlegung: 
Globale Query-Optimierung, welche auch die Existenz spezieller logischer 
Zugriffspfade ( z.B. Sekundärindexe l mit einbezieht, soll auf alle Fälle 
mÖglich sein. 
29)0ptllllie~ fÜr die RelA loEI"!En aosfUr1ich in Kap.4 diskutiert. 
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Spezifikation des Moduls TM: 
Wie aus Abb.3.2 ersichtlich ist, wird die RAI-Schnittstelle durch die 
Schnittstellenoperatoren des ~ioduls m (Transaction Module) realisiert. Der 
TN fÜhrt Verwaltungsinformation Über laufende Transaktionen.30) Er ist 
zuständig fÜr die dynamische Kreation, Manipulation und LÖschung von 
Datenobjekten des Typs 'Transaktion'. Ein solches Objekt vom Typ 
'Transaktion' beinhaltet in etwa transaktionsspezifische Daten wie: 
Benutzerspezifikation. 
Interner Identifikator dieser Transaktion. 
Transaktionsdeskriptor: dieser enthält Information zur Interpretation 
von Objekten, welche von den Moduln QM und UM manipuliert werden, sowie 
deren Abbildung auf das OB-Cache; ferner sind diejenigen Indexe 
vermerkt, welche vom UM gegebenenfalls dynamisch gewartet werden müssen 
(des weiteren Integritäts- sowie Privacy-Information). 
Die Aufgaben des TM lassen sich in zwei Kategorien zerlegen, nämlich 
(A) Einrichtung und Verwaltung von Transaktionsdeskriptoren fÜr Transak-
tionen, welche aktuell vom OBMS bearbeitet werden, sowie 
( B l Scheduling aktiver Transaktionen durch Verteilung gewisser RA I-Aufträge 
einzelner Transaktionen zur Bearbeitung an andere ~Joduln. 
Bevor wir nun zu genauen Angaben von Operatoren Übergehen, müssen wir eine 
allgemeine Bemerkung vorausstelltm: 
Oie Spezifikation konkreter Parametertypen ist i .a. nur unter BerÜcksich-
tigung des Bindezeitpunktes von Transaktionsprogrammen mÖglich. Zur 
Erleichterung der Beschreibung gehen wir im folgenden von einer 
vollständigen Bindung zum Übersetzungszeitpunkt aus, d.h. die Information 
fÜr den Transaktionsdeskriptor einer Transaktion ist vollständig beim Start 
der Transaktion bekannt. 
ll)Der Begriff 'laufend:!' Transaktion soTI d:!n Unterschied 21.111 statischen PragraRIII12Xt 
herausstellen. 
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Hi-Operatoren: 
Gruppe A: 
BEG IN _TRMIS ( <user _ spec>, <trans_ descr _info>) 
END_TRAIJS(<user_spec>) RETURNS(<'OK': 'aborted'>)31) 
35 
Der Operator BEGIN_TRANS bewirkt die Kreation eines Objekts vom Typ 
'Transaktion', wobei auch ein eindeutiger, invarianter und nichtwiederver-
wendbarer Transaktionsidentifikator transid zur internen Identifizierung 
vergeben wird. Damit ist ein Kommunikationspfad zwischen dem OB-Benutzer 
und dem DBMS geschaffen.32 l END_ TRANS schlie,t die Transaktion atomar ab; 
dazu erfolgt im Rumpf von END_TRANS ein Aufruf an den 
Synchronisationsmodul LM, und von dort weiter an den Cache-Modul CM. 
Gruppe B: 
Diese Gruppe.umfa,t RAI-Operatoren, welche an andere Moduln z~r Bearbeitung 
weitergeleitet werden. Entsprechend dem Verteilungsziel treffen wir 
folgenden Unterteilungen: 
(Bl) Q~-bezogene Operatoren 
(82) UM-bezogene Operatoren 
(63) SAM-bezogene Operatoren 
Für Operatoren dieser drei Grupppen, welche zu ihrer AusfÜhrung 
DB-Cache-Speicherplatz benÖtigen, fordert der TM vor der Weiterleitung an 
die entsprechenden Hoduln vom Cache-Modul C~l den notwendigen Speicherplatz 
im OB-Cache an. (vgl.auch Beschreibung von QM und CM). 
(84) CM-bezogene Operatoren 
Eine Diskussion dieser Operatoren erfolgt zweckmä,igerweise erst nach der 
Spezifikation des Moduls QM. 
31 lFir interaktive TriiiSilktioren ergibt sich die Notleldigkeit eines Ieiteren Operators 
CAJUL_ TRANS( <user _ spec>, <trans _ id> l 
32)1Jer Pil'llllleter <trans <Escr info> ka'rl auch Sperr.Ünsche auf Relationen enthalten, ~elche an 
den HoWl LH weitergelefteCI!l!rden. 
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Spezifikation des Moduls QM: 
Der Modul Qfli ( Query Module l erzeugt, manipuliert und vernichtet 
Datenobjekte des Typs 'Zwischenergebnisrelation' (ZER) sowie des Typs 
'Tupelidliste'. QM führt relationale Operatoren auf ZERs aus und manipuliert 
Indextrefferlisten vom Typ Tupelidliste (welche bei der Diskussion des SAM 
noch näher erläutert wird). Alle QM-Operatoren sind somit mengenorien-
tiert. 
Die nachstehend aufgefÜhrten QM-Operatoren sind unter den folgenden Voraus-
setzungen konzipiert: 
(a) Die Interpretationsinformation für ZERs sowie Tupelidlisten ist im 
entsprechenden Transaktionsdeskriptor enthalten und steht dem QM zum 
Lesen zur Verfügung ld.h. Qh-Operatoren sind 'generic procedures'). 
I b l Speicherplatz fÜr Operanoen- oder Resultat-ZERs I analog fÜr Tupelid-
listen) ist im OB-Cache bereits reserviert worden,33) die entsprechenden 
Cache-Adressen sind dem betreffenden Transaktionsdeskrfptor zu entneh-
men. Dabei wird vorausgesetzt, dap diese ZERs bzw. Tupelfdlisten im 
Normalfall vollständig in das OB-Cache passen. 
lcl Die fÜr eine Transaktion reservierten ZERs bzw. Tupelidlisten stehen 
-wenn sie nicht explizit freigegeben werden- bis zum Transaktionsende 
fÜr eine direkte Adressierung zur Verfügung. 
Q~•-Operatoren: 







Im Interesse einer Reduktion des benÖtigten OB-Cache-Platzes ist eine 
33 lDiese a priori Reservierung basiert auf einer Schätzwg <Es benÖtigten 08-<:ache-Platzes. 
Durch die in Kap.3.2.3 augegebeue Organisation <Es OB-cache ist die MÖglicl*elt zur 
Nachfor<i!rung 1o01 Speicherplatz ebenfalls gegeben. 
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komMnierte AusfÜhrung mehrerer der obigen Operatoren (pipelining of 
operations) denkbar und wünschenswert. 
Eingebaute Aggregatfunktionen auf ZERs: 
z.B. MIN, MAX, SU~, AVG, COUNT 
Verallgemeinerter Sortieroperator (Sortieren und Duplikatelir.Jination) 
SORT&ELI~i 




Es ist nochmals zu betonen, dap alle QM-Operatoren vollkommen 
OB-Cache-intern implementierbar vorausgesetzt werden. Insbesondere für die 
Operatoren JOIN und SORT&ELIM bedeutet das, dap keine Externspeieher-
zugriffe auf benötigte Daten notwendig sind. Die Semantik der angegebenen 
QM-Operatoren wird als selbsterklärend angenommen, deshalb ist auf die 
Angabe von Parametern verzichtet worden. Als effiziente EinsatzmÖglich-
keiten des (internen!) Sortieroperators SORT&ELIM ist zu nennen: 
( i) Sortieren von ZERs zwecks nachfolgender effizienter Elimination von 
Duplikattupeln ( vgl auch Diskussion der LI-Filteroperationen). 
(ii) Effiziente Vorverarbeitung fÜr eine nachfolgende Berechnung von 
Aggregatfunktionen (vgl. GROUP BY-Klausel in SQL). 
( iii) Geeignete Sortierung von Tupelidlfsten zwecks nachfolgender 
Materialisierung dieser Tupel durch die LI (vgl. dazu spätere Ab-
schnitte 3.2.4.1 und 3.3.2.1). 
(iv) Als vorbereitender Schritt fÜr schnelle JOJNS, UNIONs und 
INTERSECs. 
liamit ist die informelle Spezifikation des QM abgeschlossen. Als Nachtrag 
zur TM-Spezifikation bringen wir die Spezifikation der CM-bezogenen 
Operatoren des TM: 
Diese Gruppe von TM-Operatoren betrifft die Materialisierung von Tupel-
mengen im OB-Cache. 
COHPLETE _ RELSCAN ( <Relfd>, <restr_predicate>, <attr_lfst>, <exp. size>) 
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RETURNS(<DB-Cache_addr>) 
SELECTIVE _ RELSCAN ( <Tupelidli st>, <restr _predicate>, <attr _list>, 
<exp.size>) RETURNS(<DB-Cache_addr>l 
Das Ergebnis dieser Operatoren ist eine ZER im OB-Cache, welche dem QM 
dann zur weiteren Bearbeitung zur Verfügung gestellt wird. Der Tfwi notiert 
in den Transaktionsdeskriptoren die OB-Cache-Adressen dieser ZERs. Der 
Parameter <exp. size> gibt eine Schätzung fÜr den von der betreffenden ZER 
benötigten DB-Cache-Speicherplatz an. Die Erstellung der verlangten ZER 
erfolgt letztendlich durch eine LI (vom CM beauftragt). 
Spezifikation des Hodul s UM: 
Oer Modul Ufol (Update Module) manipuliert Objekte vom Typ ZER, welche ihm 
vom QM bereitgestellt wuraen. 
Die Aufgaben des Ufwi zerfallen in folgende Teilbereiche: 
( i l Implementierung von Mengenupdates. 
Der UM stellt Operatoren zur Implementierung von mengenorientierten 
Änderungsaufträgen zur VerfÜgung. Zur Illustration sei kurz die 
SQL-Benutzerschnittstelle fÜr solche mengenorientierten Änderungs-
aufträge skizziert (vgl. [CHAM78]). 
Betrachten wir dazu die Relationen 
Rl(rl,r2,r3) 
R2(r2,r3) 
Löschungen: DELETE FROH Rl 
WHERE Queryprädikat 




Modifikationen: UPDATE R2 
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Aufgrund der Semantik solcher SOL-Änderungsaufträge wollen wir 
festhalten: Bei der Auswahl der zu ändernden (DELETE,INSERT,UPDATE) 
Tupelwerte durch das Queryprädikat sind Projektionen zulässig, jedoch 
ist durch SQL garantiert, dap dadurch keine Mehrdeutigkelten 
entstehen. 
Für obige drei Beispiele heipt das: 
Sei Queryl braucht die vom QM bereitgestellte ZER nur die 
betreffenden Tupelids zu enthalten. 
Bei Query2 braucht die ZER nur Attributwerte von r3 enthalten; 
r3 mup jedoch Schlüssel von R2 sein ( r2 ~oird mit Oe faultwerten 
aufgefÜllt). 
liei Query3 braucht die ZER nur Attributwerte von r2 sowie die 
dazugehÖrigen Tupelids enthalten. 
(iil Realisierung der Einbettung von SQL in eine Wirtssprache durch Be-
reitstellung von Operatoren zur Implementierung des Cursorkonzepts 
(vgl. [CHA~l78], [ASTR76]). 
Hierbei werden Tupel einer vorliegenden ZER im 1-Tupel-Modus in den 
Benutzeradrefraum Übertragen. FÜr diesen Vorgang sind gegebenen-
falls Transformationen von Tupeldarstellungen in Systemform 
(internes Schema l in die Tupeldarstellung des Benutzers 
( konzeptuelles bzw. externes Schema bei Views l vorzunehmen. 
(iii) Überwachung von Integritätsbedingungen, eventuell auch (inhaltsab-
hängiger) Zugriffsschutz. 
(iv) Überwachung der automatischen Maintenance von Indexen. 
Bei Tupel-Einfügungen/Löschungen/Updates hat der UM anhand der 
Transaktionsdeskriptoren zu ÜberprÜfen, welche Indexe eventuell 
geändert werden müssen. Entsprechende Index-Updateaufträge werden 
an den SAfol weitergeleitet. 
( v l Generierung von Tupelidentifikatoren bei Tupeleinfügungen ( vgl. auch 
Kap.3.3.3). 
( vi l Sammlung von Statistikinformation aufgrund von Updateaktivitäten 
(diese Statistikdaten werden zur Queryoptimierung benÖtigt, vgl. auch 
Kap 5.4.3.1) 
AnMerkung: Die Sammlung von Statistiken Über ausgewählte 
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Zugriffspfade könnte dem Tr-Comp Übertragen werden. 
UM-Operatoren: 
Cursoroperatoren (fÜr Wirtsspracheneinbettung): 















(*Modifikation aller Tupel 
von ZERid gemäp upd-spec*l 
(*EinfÜgen aller Tupel von 
ZERid in Relation Relid*) 
(*LÖschen aller Tupel von ZERid*) 
Anmerkung: Für alle UM-Operatoren gelten dieselben Voraussetzungen wie fÜr 
Qr-i-Operatoren, d.h. sie sind OB-Cache-intern implementierbar. 
Spezifikation des Moduls SA~I: 
Der SAM (System Access Module) realisiert die Ebene der logischen 
Zugriffspfade. Der SAM kreiert, manipuliert und zerstört Objekte vom Typ 
. 'Index' sowie 'Systemkatalog'. 34 l Unter einem Index ist dabei eine 
invertierte Liste fÜr ein oder mehrere Attribute einer Relation zu 
verstehen.35) Ein Eintrag in einer invertierten Liste hat die Form 
34 lDer Grund, warum wir die seileilDar intonogenen Aufgaben d:!r Index- und Katal~ltung in 
einem Modul k01121!11trieren, liegt im Ztqiffsvemalten auf ms OB-cache (Kap.3.2.3l. 
35 lAuf!riJ'Id <Er Diskussioo ih!r existierende llll-Systene sind wir d:!r Meinung, ~ eine Joilsdulg 
aus assoziati\1811 Suchen und adressiertem Ztqiff ih!r Indexe die flexibelste Lösung ist 
(vgl. auch Kap. 5). 
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<attribute_value(s),list of tupelids>.36) Die Systemkataloge (oft auch Data 
Dictionary genannt) enthalten die Meta-OB-Information und sind selbst als 
Relationen organisiert. 
Folgende Aufgaben fallen dem SAM zu: 
(i) Lesezugriffe auf Systemkataloge. 
Die Information in den Systemkatalogen wfrd vom Tr-Comp bei der 
QueryÜbersetzung benÖtigt, ebenso vom Modul TM zum Aufbau von 
Transaktionsdeskriptoren zur ZER/lupelidliste-Interpretation (fÜr 
QM, Uf.l) im Falle einer interpretativen TransaktionsausfÜhrung (bei 
interaktiven Transaktionen). 
( ii) Implementierung von DDL-Updates. 
SQL verfÜgt Über eigene Anweisungen zur Manipulation von 
DB-~leta-Information, welche in den Systemkatalogen verwaltet wfrd. 
Ein solcher DDL-Update37) äupert sich im EinfÜgen/LÖschen/Ändern von 
Tupeln in Systemrelationen. 
(iii) Erzeugung von Tupelidlisten durch Indexscans. 
Restriktionen auf invertierten Attributen kÖnnen ohne Tupelzugriff 
alleine mittels Indexscans ausgewertet werden; ein Parameter eines 
solchen Indexscan-Operators gibt dabei das aktuelle Restriktions-
prädikat an. Die resultierende Tupelidliste wfrd dem QM zur weiteren 
Manipulation zur VerfÜgung gestellt. 
(iv) Wartung der Indexe Iaufgrund von Aufträgen des UM). 
Anmerkung: Bei EinfÜgungen neuer Systemtupel oder Indexknoten vergibt der 






(*Operationen auf einem Index*) 
36lw;r untErscheiden nicht 2Wischen Primärttluster--Iooex tlld SEianlär/Niclrtcluster-Irxtexes 
( \'gl. c:8zu Kap.3.2.4.2). 
37)Belspiele: • CREATE INDEX 113 !14 Elf'(SAL l 
• GRANT READ, UPOATE(J!II) (JI fHl TO Userl 
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Systemkatalog-Operatoren (*Operationen auf einem Systemkatalog*) 
SYS READ 
SYS UPD 
Spezifikation des Moduls LM: 
Der Modul U4 ist eine zentrale Synchroni sationsinstanz für 
(quasi- )parallele Transaktionen. Der U1 kreiert, manipuliert und zerstört 
Objekte vom Typ 'Sperrinformation'. 
Die Synchronisationsaufgaben des LM beziehen sich auf 
Concurrency-Control fÜr Zugriffe auf OB-Objekte wie Relation und Tupel 
(evt. zweistufiges Sperrprotokoll, vgl. [GRAY77]), 
Concurrency-Control bei Indexzugriffen (vgl. z.B.[BAYE77]) 
Ferner verwaltet der LM transaktionsspezifisch solche Commit/Back-
up-Information, welche vom Cache Module CM zur korrekten ErfÜllung seiner 





LOCK OB OBJ 
UNLOCK OB OBJ 
LOCK IND OBJ 
UNLOCK IND OBJ 
Zur Erzielung einer hohen Parallelität sollten selbstverständlich moderne 
Synchronisationsverfahr.en wie in [BAHR80] realisiert werden. 
3.2.3. Konstruktion eines Objekt-OB-Cache. 
Eine wichtige Entwurfsvorgabe fÜr die neue Architektur war die Forderung 
einer Integration des OB-Cache/SAFE-Verfahrens ([ELHA82]). Das OB-Cache 
ernoöglicht eine Integration der Transaktions-Sicherung in die 
Cache-Verwaltung und eine sorgfältige Abstimmung von Transaktions-Sicherung 
mit Transaktions-Synchronisation, wodurch eine erhebliche Leistungsstei-
gerung im Normalbetrieb zu erwarten ist und ein extrem schneller 
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Wiederanlauf nach Systemzusammenbruch garantiert wird. 
Eine wesentliche Einschränkung in [ELHA82) ist die Forderijng, da~ dit< 
Synchronisation sowie die Pufferver'flaltung im OB-Cache auf der Basis (logi-
scher) Seiten vorausgesetzt 'flird. 
Die fÜr einen seitenorientierten D&-Cache charakteristischen Eigenschaften 
eines Transaktionsablaufes einer Transaktion T sind wie folgt: Benötigte 
Seiten werden von den OB-Platten geholt, falls sie nicht bereits im OB-Cache 
stehen. Seiten, die von T geändert werden, bleiben im OB-Cache und werden 
nicht vor Ende der Transaktion (EOT) auf die OB-Platten. verdrängt (OB 
bleibt sauber). Seiten, die von T gelesen werden, 'tlerden nicht vor EOT aus 
dem OB-Cache verdrängt (um Platz fÜr benötigte Seiten anderer 
Transaktionen zu schaffen). Zur Beendigung von T werden die geänderten 
Seiten sequentiell in den SAFE geschrieben. Geänderte Seiten können dann 
später vom OB-Cache auf die OB-Platten durchgeschrieben 'tlerden oder ohne 
Durchschreiben erneut geändert werden. 
Ziel dieses Kapitels ist es nun nachzu'fleisen, dap das OB-Cache/SAFE-Konzept 
auch in unserer Systemumgebung effizient, d.h. ohne wesentliche Änderungen 
der in [ELHA82) fÜr ein Seiten-Cache ent'flickelten Algorithmen, verwendet 
werden kann. 
Funktionale Anforderungen an das OB-Cache in der neuen Architektur (N.A.) 
Die Schnittstelle CI zum Cache-System bildet die virtuelle Maschine auf der 
Ebene der Speicherstrukturen (level 2). Das OB-Cac.he (als Teil des 
Host-Arbeitsspeichersl ist somit das konkrete Speichermedium, auf dem die 
Datenstrukturen des Relationalen Zugriffssystems abgebildet werden. 
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Abb.3.3: Stellung des OB-Cache in der N.A. 
Host 
Wie aus Abb.3.3 ersichtlich ist, dient das OB-Cache dem Relationalen 
Zugriffssystem als integrierter DBMS-Arbeitsspeicher zur Transaktionsab-
arbeitung. 
Der Cache-~1odul CM ist somit verantwortlich für 
DB-Cache-Speicherplatzverwal tung: Bereitstellung benötigten Speichers, 
Commit & Recovery mittels SAFE, 
Durchschreiben gÜltiger Objekte aus dem OB-Cache auf die OB-Platten 
(via Lis}, 
Beauftragung von lls zur Materialisierung von OB-Objekten im OB-Cache. 
Dabei lassen sich die funktionalen und leistungsmäpigen Anforderungen an das 
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OB-Cache wie folgt detaillieren: 
(Vl) Verwendung zur Retrieval-Query-Auswertung 
Eine effiziente Implementierung der mengenorientierten RAI-
Schnittstelle verlangt, das benötigte Operanden zur schnellen 
Verarbeitung sich vollständig im OB-Cache befinden. 
Das OB-Cache dient somit als 
(Vla) Speicher fÜr ZERs, welche von einem Backend geliefert werden. 
( Vlb l Ergebnisspeicher bei Ausdrucksauswertung mittels der 
RelA-Operatoren des QM. 
(Vlc) Als Indexknoten-Speieher zur Realisierung eines schnellen 
Zugriffs auf invertierte Listen. 
(Vld) 'Schmierzettel' für Ablage (durch SAM) und Manipulation 
(durch QM) von Tupelidlisten aufgrund von Restriktionsaus-
wertungen mittels Indexen. 
(V2) Verwendung zur Vorbereitung von OB-Updates 
Hierfür soll das OB-Cache verwendet werden als Speichermedium fÜr 
die Vorbereitung von 
( V2a) Updates einer ZER durch den UM, welche vorher vom QM 
bereitgestellt wurde, 
(V2b) Indexknoten-Updates durch den SAM, 
(V2c) Systemkatalog-Updates (d.h. EinfÜgen/LÖschen/Ändern eines 
Tupels in eine Systemrelation) durch den SAM. 
(V3) Verwendung zum Lesezugriff auf Systemkatalog-Information 
Lesezugriffe auf Kataloginformation werden von SAM ausgefÜhrt. Dabei 
werden einzelne Tupel aus den Systemkatalogen gelesen, welche zum 
Aufbau von Transaktionsdeskriptoren oder zur Query-Optimierung ge-
braucht werden. 
Aus diesem Anforderungskatalog an das OB-Cache ergeben sich zusammengefapt 
folgende erste Konsequenzen fÜr die virtuelle ~laschine CI und OB-Cache: 
(1) Mengenverarbeitung: 
ZERs und Tupelidlisten müssen effizient ir.~plementierbar sein fÜr 
Lesezwecke (durch QM) 
ZERs müssen effizient implementierbar sein fÜr Update-Zwecke (durch 
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Qt-1). 
(2) Einzelverarbeitung: 
Indexknoten- und Systemtupelzugriffe (sowohl Lesen als auch Ändern) 
müssen effizient implementierbar sein (durch SAM). 
Als nächster Aspekt soll nun der Einflu~ unserer spezifischen 
Hardware/Software-Architektur auf das OB-Cache aufgeklärt werden. 
Grundtatsache: 
Als Ergebnis von Filter-Retrievalaufträgen wird nur relevante Information in 
das OB-Cache transportiert. 
=====> 
(a) Die (bisherige) Seitenstruktur im OB-Cache geht verloren. 
(b) Die ursprüngliche Tupelstruktur geht verloren (bei Wegfiltern von 
Attributen durch eine LI). 
Somit müssen die in [ELHA82] entwickelten Konzepte eines seiten-
orientierten Cache an die neue Systemumgebung angepa~t werden. 
Konsequenz: 
Die Konstruktion eines Objekt-OB-Cache ist erforderlich. 
Ein Objekt-OB-Cache soll als Verwaltungseinheit beliebige Objekte enthalten 
kÖnnen, und nicht etwa mittels Simulation auf einem Seitencache realisiert 
werden. Als nächster Komplex sind nun das Lokalitätsverhalten sowie 
Verwaltungsprobleme eines Objekt-OB-Caches, welcher den genannten 
heterogenen Anforderungen einer effizienten Mengen- als auch Einzelverar-
beitung gerecht wird, zu diskutieren. 
·Einleitend dazu geben wir zuerst einige Lokalitätsbeobachtungen auf seiten-
organisierten OB-Puffern in herkÖmmlichen DBMS (ohne Mengenverarbeitung 
durch das Zugriffssystem) an. 
Das Lokalitätsprinzip in seitenorganisierten OB-Puffern basiert auf zwei 
Effekten: 
(1) Aktuell benutzte Information wird wahrscheinlich in der nahen Zukunft 
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wieder benutzt ( 'locality by time'). 
(2) Information, welche in derselben Seite liegt wie aktu~ll benutzte 
Information, wird wahrscheinlich in der nahen Zukunft benutzt ( 'locality 
by prefetching' l. 
Dabei ist noch zwischen Intertransaktions-Lokalität und Intratrans-
aktions-Lokalität zu differenzieren. 
Vorgenommene Lokalitätsbeobachtungen durch Analysen von Seitenreferenz-
strings von OB-Systemen mit satzweiser (tupelweiserl Verarbeitung zeigten 
in vielen Fällen folgendes Verhalten unter parallelen Transaktionen (vgl. 
z.B. [RODR76]): 
Lokalität auf Benutzerdaten ist relativ gering. 
Lokalität auf Systemdaten ist wesentlich stärker ausgeprägt. 
Ausgehend von diesen empirischen Erkenntnissen soll nun das zu erwartende 
Lokalitätsverhalten eines Objekt-OB-Cache in der N .A. prognostiziert 
werden. 
Erwartetes Lokalitätsverhalten eines Objekt-OB-Cache. 
( El l Auswirkungen auf die Lokalität bei Benutzerrelationen. 
Das Lokalitätsverhalten wird durch zwei Faktoren bestimmt: 
(a) Bei LI-Filterung wird nur relevante Information (die ZERs) fÜr 
die weitere Ausdrucksauswertung in das OB-Cache transportiert; 
diese ZERs werden aufgrund der mengenorientierten Filterung im 
Ganzen im OB-Cache zur VerfÜgung gestellt. 
=====> 
Der Begriff der 'locality by prefetching' im Bezug auf 
Intratransaktions-Lokalität ist nicht mehr relevant, da sich 
fÜr Qfoi-Operatoren benÖtigte Operanden vollständig im 
OB-Cache befinden. 
Da fÜr jede Transaktion nur relevante Information in das 
OB-Cache transportiert wird, verringert sich die 'locality by 
prefetching' im Bezug auf Intertransaktions-Lokalität, da 
i.a. nur Teiltupel i• OB-Cache stehen. 
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(b) Die OB-Cache/SAFE-Eigenschaft, da~ die von einer Transaktion 
benötigten ZERs nicht vor EOT aus dem OB-Cache verdrängt 
werden, bringt folgende Auswirkung mit sich: Die Ausnutzung von 
Intratransaktions-Lokalität auf ZER-Basis, falls ein 
RelA-Operatorbaum identische Teilausdrücke aufweist, ist 
garantiert (dies entspricht einer 'locality by time' l. 
Insgesamt leiten wir aus diesen Überlegungen folgende Prognose ab: 
Intertransaktions-Lokalität auf gefilterten Benutzerrelationen kann 
i.a. als vernachlässigbar angesehen werden. 
(E2) Für Indexknoten (z.B. B-baum-Wurzel l ist Lokalität ein wichtiger 
Faktor, der auf keinen Fall zerstört werden soll. Somit darf keine 
LI-Filterung auf Indexknoten angewendet werden. Es sind volle 
Indexknoten im OB-Cache dem SAM zur Verfügung zu stellen. Dabei ist 
gemeinsamer Lesezugriff fÜr parallele Transaktionen zu gewährleisten. 
(E3) Insbesondere fÜr relationale OB-Systeme stellen die Systemkataloge 
Objekte mit sehr hoher Zugriffsfrequenz dar, d.h. die zu erwartende 
Lokalität ist hier am grö~ten, und darf deshalb durch LI-Filterung 
nicht zerstört werden. 
Im OB-Cache müssen deshalb volle Syst!!mtupel zur Verfügung gestellt 
werden mit der MÖglichkeit gemeinsamen Lesezugriffs. Aufgrund der 
geringen Grö~e von Systemrelationen ist als Optimierung anstelle 
eines tupelweisen Transportes von den OB-Platten in das OB-Cache ein 
einmaliges Laden I geziel tes Objekt-Prefetching) aller Systemrela-
tionen in das OB-Cache bei DB-Sessionbeginn denkbar und 
wünschenswert. 
Konstruktionsprinzipien fÜr ein effizientes Objekt-OB-Cache. 
Die geschilderten lokalitätsÜberlegungen geben Anlap zu folgender ~ 
tionalen Aufteilung des OB-Cache: 
Jede Transaktion läpt sich benÖtigte ZERs, welche von permanenten 
Benutzerrelationen abzuleiten sind, von einer LI Über Filter-Retrievalauf-
träge besorgen (vgl. auch 3.2.4.1). Das bedeutet aber, dap wir keinen 
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Versuch unternehmen, die Existenz von ZERs andereor Transaktionen im 
OB-Cache auszunützen. 38 l Somit kÖnnen ZERs als privat fÜr gewisse 
Transaktionen betrachtet werden. 
In ähnlicher Weise werden wir Tupelidlisten behandeln. Sie sind privat fÜr 
gewisse Transaktionen und werden jeweils neu vom SAf'i erzeugt ohne 
Ausnützung evt. schon vorhandener anderer Tupelidlisten. 
Für Indexknoten und Systemtupel hingegen wird Lokalität ausgenützt. 
Insgesamt erhalten wir also folgende Unterteilung des OB-Cache: 
Private Bereiche zur Mengenverarbeitung : Private-C 




Abb.3.4: Funktionale Aufteilung des OB-Cache. 
Spuifikation des Objekt-OB-Cache. 
(OB-Cl) Logische disjunkte Aufteilung: 
Ob-Cache = Private-C U Public-C 
(DB-C2) Spezifikation von Private-C. 
Der Private-C ist partioniert unter parallelen Transaktionen. 
Speicherobjel<te in Private-C sind die sogenannten C-Tabellen (siehe 
Abb. 3.4). Eine solche C-Tabelle besteht einfach aus einer Folge 
von Bytes (z.B. realisiert als Array), welche durch die 
Cache-Verwaltung CM nicht interpretiert wird. Der Verwendungszweck 
von C-Tabellen ist die Implementierung von 
lllt. .. wird i.a. auch nicht daS GarÜisdJte fll'll!n. 
ZERs 
Tupelidlisten 
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Operationen auf C-Tabellen: sequentieller und/oder randorn Ztgriff 
auf einzelne Bytes. 
Die Interpretation von C-Tabellen-Inhalten erfolgt oberhalb der 
Cache-Schnittstelle CI durch die Moduln Q1·1 und UM. 
( DI.>-C3 l Spezifikation von Public-C. 
Der Public-C ist gemeinsam benutzbar fÜr parallele Transaktionen. 
Speicherobjekte sind die sogenannten C-Sätze, welche ebenfalls eine 
durch den Clol uninterpretierte B.)'tetolge darstellen. 




Die Interpretation von C-Sätzen erfolgt oberhalb von CI durch den 
SAk. 
Eigenschaften dieser Organisation. 
(1) Die BedÜrfnisse einer effizienten mengenmäpigen Implementierung der Q11-
und UJ•Hiengenoperatoren sind durch die Private-C-Organisation erfÜllt. 
(2) Die Aufteilung in Private-C und Public-C steht im Einklang mit der 
erwarteten Lokalität fÜr OB-Cache-Zugriffe durch das Relationale 
Z ugriffssysteAt.39 l 
( 3) Die Cache-Speicherverwaltung ist durch den Modul CN einfach und 
effizient mÖglich. 
Der CM benÖtigt dazu den sogenannten Cache-Katalog C-cat, in dem die 
Abbildungen von C-Tabellen und C-Sätzen auf OB-Cache-Adressen fest-
gehalten sind.40) Dazu benÖtigt man eindeutige Identifikatoren fÜr die 
39)Für SJ:ezial~ mit hoher_ zeitlicher Lokalität -wie etwa bei Fl~ter.len: 
die Nochfragehöufigkeit zu ~ Flugen ste'igt mit lilherxi!m Abtlugtermi~ ist folgende, nach-
träglich eirbaWare ZusatzqJtimieNlg niiglich: Jede LI wird mit eiiEIII seiteoorgarrisierten 
I/O..Cache aus!J!f"Üstet. Damit kÖrnen 00-Plattenzugriffe fÜr l'rlchaktueTie Benrtzertupel 
vermieden wenin. 
40lWeitere Zustandsinfonaatialen fÜr C001111tJBac~ZIIIecte le'den 111er nicht eigens 
enimt (\'gl. dazu [ELHAB2]). 
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Cache-Objekte, welche wir wie folgt bezeichnen: 
C-id fÜr eine C-Tabelle 
lid fÜr einen C-Satz41 l 
Der C-cat enthält dann folgende Information, falls alle Cache-Objekte 
physisch-sequentiell abgelegt sind: 
(a) Private-C-Abbildung: (C-id} ~ (C_addr,byte_length} 
(b) Public-C-Abbildung: (lid} ~ (C_addr,byte_length} 
( c l Freispeicherliste FS fÜr freien OB-Cache-Platz. 
Die Private-C-Abbildung ist sehr kurz, da nur komplette C-Tabellen, und 
nicht (Teil- )Tupel einzeln verwaltet werden. Der Speicherbedarf fÜr die 
Public-C-Abbildung ist auch nicht Übermäpig, da die Kardinalität von 
Systemrelationen relativ gering ist und Indexknoten gewÖhnlich 
Seitengröpe aufweisen. Wesentlich ist ferner, dap die angegebene 
Private-C-Abbildung eine sehr effiziente Implementierung der 
QM-Operatoren gestattet. Insgesamt betrachtet, ist das 
Identifizierungsproblem eines OB-Cache mit beliebig gropen und beliebig 
strukturierten Objekten zufriedenstellenG gelost. Ein kleiner unver-
meidbarer Nachteil eines Objekt-OB-Cache bleibt natürlich erhalten, 
nämlich das Fragmentierungsproblem von Cache-Speicherplatz. Zu diesem 
Komplex existieren jedoch bekannte StandardlÖsungen, so dap wir diesen 
Aspekt nicht weiter verfolgen brauchen. 
(4) Bei der Reservierung einer C-Tabelle ist es wichtig, dap dem CM eine 
zuverlässige Schätzung der Tabellengröpe mitgeteilt wird. Dies gilt 
insbesondere bei der FÜllung einer C-Tabelle mit gefilterten Daten durch 
eine LI. Da Kardinalitäts-Abschätzungen fÜr ZERs bei der 
Query-Optimierung sowieso vorgenommen werden müssen (vgl. 
Kap.5.4.3.1), stehen diese somit 'gratis' zur VerfÜgung.42) 
Filteranor.1alien beir~ Cache/SAFE-Konzept. 
4l)Eine ausgiebige Diskussion <Er Eigenschaften mlids erfolgt in Kap.3.3.2.1. 
42lEine alternative L~idteit fÜr dieses Problem besteht in einer Kontlngentien.rlg m 
Teilen (Kacheln) dar Freispeicherliste FS an einzelne Us. Der Ptnlosoprie \Q1 strenger 
flßctlcnaler Auftl!ilW~g folgend, ziehen wir ;iecU:h dJige Variante wr. 
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Bti der AusfÜhrung von LI-Filteroperationen mu~ eine spezifische 
Cache/SAFE-Eigenschaft sorgfältig berücksichtigt werden: 
Neue gÜltige Tupelwerte werden nicht vor oder bei EOT auf die OB-Platten 
geschrieben, sondern erst später bei Bedarf (z.&. DB-Cache-Platzmangel) 
eigenständig durch den C~l. Somit ist auf den OB-Platten nicht notwendiger-
weise immer die neueste gültige Version einer Relation gespeichert. 
Falls Filter-Aufträge 'bedenkenlos' an die LI geschickt werden, kÖnnen 
deshalb folgende Filteranomalien auftreten: 
(1) Fehlerhafte Filterung eines Tupels: 
Ein Tupel wird als Treffer durch die LI erkannt, obwohl es inzwischen 
gelöscht wurde oder bereits eine neue gÜltige Tupelversion im OB-Cache 
existiert, welche das vorliegende Filterprädikat nicht mehr erfÜllt. 
(2) Unterlassene Filterung eines Tupels: 
Ein Tupel wird nicht als Treffer durch die LI erkannt, obwohl bereits 
eine neue gÜltige Tupelversion im OB-Cache existiert, welche das 
vorliegende Filterprädikat nunmehr erfÜllt, oder weil es neu eingefÜgt, 
aber noch nicht auf die OB-Platten durchgeschrieben wurde. 
Ein mÖglicher Weg aus diesem Dilemma bestÜnde darin, nach erfolgter 
LI-Filterung im OB-Cache alle Treffertupel zu ÜberprÜfen, ob eine ungÜltige 
Filterung vorliegt und gegebenfalls diese nachträglich zu eliminieren. 
Au~erdem mü~te noch auf unterlassene Filterung getestet werden. Durch 
dieses aufwendige Verfahren wÜrde jedoch ein Teil der Effizienzvorteile 
einer schnellen LI-Filterung in Frage gestellt werden, auch wÜrde die 
Systemkomplexität dadurch enorm erhÖht werden. 
Lösungsvorschlag: 
· Wir betrachten folgendes Scenario: 
Ein Filterauftrag fÜr Relation R wird an den Ci"i erteilt (vom TM als Folge 
der CM-bezogenen Operatoren COMPLETE _ RELSCAN oder SELECTIVE_RELSCAN). 
Dann geht der CM wie folgt vor: 
i! <nicht ausdrÜcklich die alte Version von R verlangt wird43l > 
and 
43Jnas ist aiiglich bei einer TIWISaktioos-Syrdrorisatial IIICh a Sc:tlattriOizEp ([BAHR8l)). 
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<es befinden sich neue gÜltige Tupelversionen von R im OB-Cache, 
welche noch nicht auf OB-Platte durchgeschrieben sind> _ 
then (*forciertes Durchschreiben*) 
f!; 
<CM erteilt Durchschreibe-Auftrag fÜr diese Tupel an LI>;44) 
<Nach erfolgter Bestätigung durch die LI leitet CM den 
Filterauftrag an die LI weiter> 
<C~i leitet den Filterauftrag sofort an die LI weiter> 
Beurteilung dieses Verfahrens: 
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Das forcierte Durchschreiben von geänderten gÜltigen Objekten aus dem 
OB-Cache auf die OB-Platten bringt offensichtlich nur dann keinen Effi-
zienzverlust mit sich, wenn die Lokalität auf den durchzuschreibenden Ob-
jekten relativ gering ist. llach unserer Einschätzung heipt das, dap 
LI-Filteroperationen auf Systemrelationen nicht zulässig sein dÜrfen. Sie 
sind aucli nicht notwendig in unserer Architektur, da wir annehmen, dap sich 
die Systemrelationen stets voll ständig im OB-Cache befinden. 
Forciertes Durchschreiben von Benutzertupeln hingegen bedeutet keinen Effi-
zienzverlust gegenüber einem seitenorientierten OB-Cache (wo dies nicht 
notwendig ist), da die erwartete Lokalität hierbei sehr gering ist und somit 
Seiten mit solchen Tupeln auch bei einem Seiten-Cache irgendwann durchge-
schrieben werden, ohne vorher wiederbenutzt worden zu sein. 
Diese Notwendigkeit des forcierten Durchschreibens von Benutzertupeln wird 
durch die bisher getroffene Aufteilung des Objekt-OB-Cache in Private-C und 
Public-C in wirksamer Weise unterstützt. 
Verfeinerte funktionale Aufteilung des Objekt-OB-Cache. 
Wir nehmen eine weitere Untergliederung des Objekt-OB-Cache hinsichtlich 
des Verwendungszwecks vor. 
11 l Logische Aufteilung des Private-C: 
44)Diese Irritlathe 1111 Will CM CIJSgehen (IJ'Id nicht ebia \00 d!r betreffenden LI), da, wie in 
Kap.3.3.1 diskutiert wird. die Lls nicht fn das Transaktlooska12Ept ei~ sind. 
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Private-C = Workspace-C u Update-C u Committed-C 
(2) Physische Aufteilung des Public-C: 
Public-C = Read-C U Copy-C 
Die diesen Partitionen zugrundeliegende Verwendungsabsicht ist dabei wie 
folgt: 
ad (1}: - Workspace-C ist partitioniert unter den parallelen Transaktionen, 
er wird verwendet zur mengenmäpigen Retrieval-Query-Auswertung. 
C-Tabellen enthalten: • ZERs 
. Tupelid-Listen 
- Update-C ist auch partioniert unter parallelen Transaktionen, er 
wird verwendet zur Vorbereitung von Änderungen von Benutzerrela-
tionen. 
C-Tabellen werden aus dem Workspace-C geliefert (nur logischer 
Übergang, keine Kopiervorgänge}, 
C-Tabellen enthalten: • ZERs 
- Committed-C ist unzugänglich fÜr Transaktionen, er wird vom C~i 
forciert bei entsprechenden LI-Filteraufträgen auf die OB-Platten 
durchgeschrieben (Über SI-Schreibaufträge}. Beim erfolgreichen 
Commit von ZERs im Update-C erfolgt ein logischer Übergang in den 
Committed-C. 
ad (2): - Read-C ist gemeinsam benutzbar fÜr Lesezugriffe paralleler 
Transaktionen. 
C-Sätze enthalten: • volle Systemtupel 
• volle Indexknoten 
- Copy-C ist partitioniert unter parallelen Transaktionen, er dient 
zur Vorbereitung von Änderungen von Systemtupeln oder Indexkno-
ten. Dabei wird eine physische Kopie aus dem Read-C gezogen und 
im Copy-C zur Verfügung gestellt. 
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~ Workspace-C: 
Objekt-
Lesen von System- Retrievalquery-Auswertung unbe-
tupeln und mit Tupelid-listen legt OB-Cache 
Indexknoten und ZERs 
Copy-C: Update-C: Committed-C: 
Vorbereitung von Vorbereitung von Neue gÜltige Ver-
Änderungen von Änderungen von sionen von 
Systemtupeln und (Benutzer- )ZERs (Benutzer- )ZERs 
Indexknoten 
Abb. 3.5: Das Objekt-OB-Cache als integrierter DBMS-Arbeitsspeicher 
fÜr Mengen- und Einzelverarbeitung. 
Als letzter Punkt verbleibt nun noch eine explizite Angabe der externen 
CM-Operatoren (welche der CI-Schnittstelle entsprechen). 
Spezifikation der CI-Schnittstelle: 
I Cll) Operatoren auf Public-C 
Diese Gruppe von Operatoren entspricht der CM-Schnittstelle eines 
Seitencaches, jedoch mit Auftragen fÜr C-Sätze anstelle von Seiten. 
Als Antwort auf Auftrage zur Verfügungstellung von C-Sätzen wird die 
DB-Cacheadresse zurückgegeben (an den SAM). 
gR_REC (<lid>,<byte length>) RETURNS (<C_addr>l 
gW_ REC ( <lid> ,<byte length>) RETURNS I <C _ addr>) 
noR REC ( <lid>) 
noW REC ( <lid>) 
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Anmerkungen: 
gR_REC und gW_REC werden vom SAM aufgerufen, noR_REC und 
noW REC vom LM. 
Die Satzlänge ist dem SAM bekannt, da gR_REC bzw. gW_REC nur 
fÜr Systemdaten mit bekannter Länge verwendet werden. 
Die Semantik von noR_REC bzw. noW REC ist identisch zum sei-
tenorganisierten OB-Cache: das angesprochene Objekt wird von 
keiner Transaktion zum Lesen im Read-C bzw. zum Ändern im 
Copy-C benötigt und kann somit vom CM in die Liste der ersetz-
baren C-Objekte aufgenommen werden. 
(CI2) Operatoren auf Private-C 
Aufgrund der 'Schmierzettel' -Verwendung von Workspace-C durch den 
QM sind zusätzlich zum Seitencache explizite Reservierungsaufträge 
für benötigte C-Tabellen notwendig.45) Dies kann insofern losgelöst 
von Sperren gesehen werden, als ein Weiterverarbeiten von 
OB-Information stattfindet, welche vorher schon entsprechend ge-
sperrt wurde. Da auperdem C-Tabellen exklusiv fÜr Transaktionen 
sind, kann eine explizite Freigabe für C-Tabellen aus Workspace-c vor 
EOT erfolgen. Diese MÖglichkeit ist besonders fÜr unsere mengen-
mäpige Queryauswertungsstrategie unbedingt wünschenswert. 
RESERVE TAB (<C-id>,{<Relid>},<exp byte length>) 
RETURNS(<C_addr>,<byte length>) 
RELEASE TAB (<C-id>) 
Diese beiden Operatoren werden vom Tl4 aufgerufen, welcher die 
eindeutigen C-ids vergibt und zusammen mit den Cacheadressen in die 
jeweiligen Transaktionsdeskriptoren einträgt. Der Parameter <Relid> 
ist nur für solche C-Tabellen anzugeben, welche zur Vorbereitung von 
ZER-Updates verwendet werden sollen. 
Des weiteren benotigen wir einen Operator, welcher die FÜllung einer 
C-Tabelle mittels LI-Filterung bewerkstelligt; dieser Operator wird 
46 )Diese bleiben <Bm auch im DIKache bei EOT oder bfs 21r expHzften Freigabe! 
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vom TM aufgerufen. 
gTAB (<C_addr,byte length>,<Relid>,<op_spec>) 
Die mitgelieferte Cacheadresse identifiziert die (bereits vorher 
reservierte c-Tabelle), in die die betreffende LI die gefilterten 
Daten ablegen soll. Der konkrete LI-Auftrag (vgl. auch SI-Schnitt-
stelle, 3.2.4.1) ist im Parameter <op_spec> enthalten. Bei der 
Implementierung dieses Operators ist der Lösungsvorschlag zur 
Vermeidung von Filteranomalien zu berÜcksichtigen. 
( C I3) Commit-Operator auf Public-C und Private-C 
Dieser Operator wird vom LH aufgrund einer erfolgreichen PrÜfung 
eines FINISH_TRANS-Wunsches aufgerufen. 
COMMIT ( <C-id_specs> ,<lids>) 
Der Parameter <C-id_specs> liefert folgende Information: 
Liste der C-Tabellen fÜr das Commit. 
Aus dem Transaktionsdeskriptor entnommene Beschreibung, welche 
Attribute (in welcher Reihenfolge) vorhanden sind (fÜr alle 
beteiligten C-Tabellen aus Update-C). 
Die AusfÜhrung dieses Auftrags durch den CM bewirkt das Logging der 
angegebenen Objekte auf den SAFE. FÜr Systemtupel oder Indexknoten 
wird dabei der lid mit vermerkt, bei ZERs die entsprechende 
(Teil- )Tupelspezifikation. Oaf diese objekt-orientierte SAFE-Infor-
mation auch tatsächlich ausreicht, um das Transaktionskonzept im 
Fehlerfall zu garantieren, wird im nächsten Abschnitt diskutiert. 
Abschliepende Bewertung des Objekt-OB-Cache: 
Die angegebene Konstruktion des Objekt-OB-Cache stellt eine effiziente 
Verallgemeinerung des seitenorganisierten OB-Cache/SAFE-Verfahrens dar, und 
zwar aus folgenden Gründen: 
(a} Das Problem "Was ist eine vernünftige Verwaltungseinheit fÜr den CM?" 
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ist zufriedenstellend gelöst: C-Tabellen fÜr ~lengenverarbeitung, C-Sätze 
fÜr Einzelverarbeftung. 
(b) Die Aufteilung des OB-Cache in Private-C und Public-C steht im Einklang 
mit der prognostizierten Lokalität. 
(c) Die CI-Operatoren lassen sich, wie beim Seiten-OB-Cache, in sinnvoller 
Weise an die Sperrebene koppeln: 
Die Semantik der CI-Operatoren auf Public-C ist vÖllig analog zu den 
entsprechenden Operatoren beim Seiten-OB-Cache (vgl.[ELHA82]). 
Die Cl-Operatoren auf Private-C sind eine homogene Erweiterung des 
OB-Cache/SAFE-Verfahrens für die Erfordernisse der Mengenverar-
beitung. 
( d) Die schnellen Restart-Zeiten des seitenorganisierten DB-Cache/-
SAFE-Verfahrens sind auch beim Objekt-OB-Cache garantiert: 
Beim Logging auf den SAFE mu' fÜr ZERs zwar etwas 
Verwaltungsinformation geschrieben werden; die auf den SAFE zu 
sichernden ZERs enthalten aber aufgrund der Datenfilterung nur 
relevante Information. Es ist deshalb bei unserer Architektur zu 
erwarten, dap die SAFE-Länge kÜrzer ist als beim Seitencache und somit 
die Restart-Zeiten im Fehlerfalle mindestens genau so schnell sind. 
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3.2.4. Spezifikation des Intellfgenten DB·Speichersystems. 
Zur Vergegenwärtigung der Systemarchitektur illustrieren wir nochmals einen 
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Wir wollen noch einmal darauf hinweisen, daf das Backendinterface Bintj 
identisch ist fÜr alle j=l, •.•• ,n. Das gleiche gilt fÜr die Lokale Intelligenz 
LI j. Dementsprechend besitzen natÜrlich auch alle Backendj dieselbe 
Schnittstelle SI. 
Kommunikation zwischen Host und Backends: 
Jeder Backendj soll vollkommen asynchron zum Host arbeiten können. Die 
Kommunikation wird dabei durch Hint und Bintj realisiert. Das Hastinterface 
Hint ist ein Bestandteil oder eine Erweiterung des Hast-Betriebssystems. Die 
Kommunikation kann sowohl über eine I/0-Schnittstelle mit intelligenten 
Kanälen (Kanalprogramml als auch über einen Bus mit Botschaften-Mechanis-
men laufen. Diese Feststellung soll insbesondere zum Ausdruck bringen, daf 
kein gemeinsamer Speicher fÜr schnelle Kommunikationszwecke verwendet zu 
werden braucht (und soll). Das läft sich damit begründen, da~ die 
SI-Schnittstelle zu den Lls eine hohe, teilweise mengenorientierte Retrie-
val/Store-Schnittstelle bildet und somit zu erwarten ist, daf der 
Kommunikations-Overhead zwischen einem Backen~ und Host relativ gering ist 
im Vergleich zur Bearbeitungszeit fÜr SI-Operatoren durch eine LI. 
3.2.4.1. Besdtreibung der Schnittstellen-operatoren und 
Aspekte ihrer I•ple~~entferung. 
Eine LI bildet zusammen mit einem DB-Plattenstapel eine Backend-~1aschine 
mit folgenden Aufgaben: 
(Lll) Komplexe Filter-Retrievaloperationen für Mengenverarbeitung. 
(L 12) Einfache, nicht filternde Retrievaloperationen fÜr Einzelverarbei-
tung. 
(LI3J Sichere Durchschreibe-Operationen von gültigen OB-Cache-Objekten auf 
die OB-Platten. 
(LI4) Autonome OB-Platten-Verwaltung. Media-Fallure Recovery. 
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Die LI-Operatoren (lll), (ll2) und (LI3) realisieren die Speicherschnitt-
stelle SI. 
Die von uns vorgenommene funktionale Aufteilung des relati.onalen DBMS ist 
charakterisiert durch die Auslagerung von linearen Operationen auf Tupel-
mengen in das Intelligente DB-Speichersystem. 
Definition: 
Als lineare Operation bezeichnen wir eine Operation Op auf einer Menge M von 
Tupeln mit folgender Eigenschaft: Zur Berechnung des Ergebnisses von Op mu, 
jedes Tupel von M hÖchstens einmal betrachtet werden. 
Für eine mengenmäpige Queryauswertung Über RelA-Operatoren kommen folgende 
lineare Operationen in Frage: 
( 1 l lineare Filteroperationen: 
( 1.1 l Restriktion einer Relation, welche tupellokal ausgewertet werden 
kann. 
( 1.1) 1 Wegschneiden 1 von Attributwerten von Tupeln einer Relation 
("partielle" Projektion, d.h. ohne Duplikatelimination l. 
( 2 l lineare Aggregatfunktionen: 
z.B. MIN, MAX, SUM, AVG, COUNT 
Eine Kombination solcher linearer Operationen ergibt wiederum eine lineare 
Operation, so dap also Sequenzen von Operationen (1.1), (1.2) und (2) fÜr 
ein und diesselbe Relation in einem einzigen LI-Auftrag zusammengefapt 
werden kÖnnen. Eine Kombination von Restriktions-Operationen bezeichnen wir 
als LI-Filterformel. 
Eine LI-Fflterformel FR ist wie folgt definiert: 
1 
FR " 1\. C; , wobei jedes Ci von der For11 
1•1 
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mi 
Vci. ist (konjunktive Normalform). j=l J 
Jeder Term Cij bezieht sich dabei auf 
elementare Form 
dieselbe Relation R und besitzt die 
C1·. = <R.attrl> <comp op> <const val> J - - oder 
C1·. = <R.attrl> <comp op> <R.attr2> J -
wobei:. <R.attrl> und <R.attr2> sind Attribute von R 
• <comp_op> e {=, t ,>, 2: ,<, S} 
• <const_val> ist ein Element des Wertebereichs von <R.attrl> 
Anmerkung: In SQL ist es möglich, tupellokale Restriktionen mit Hilfe von 
arithmetischen AusdrÜcken zu formulieren, z.B.: 
SELECT rl, r2 
FROH R 
WHERE rl-r2 < 50 
Solche (etwas aufwendigere) tupellokal auswertbare Restriktionen sollten 
natürlich auch zum Filterrepertoire jeder LI gehören. Wir verzichten jedoch 
der Einfachheit halber auf eine dementsprechende Erweiterung der Definition 
fÜr eine LI-Filterformel. 
Spezifikation der SI-Schnittstelle: 
EXH _FILTER ( <Relid> ,<L I-filterformula>, <aggr _fcts>, <atttr _list>, 
<tupel_layout>, <C-table_addr> ,<id_ flag>) 
SEL_FIL TER( <Relid> ,<tupelidlist> ,<L I-filterformula>, <aggr _fcts>, 
<attr _list>, <tupel_layout>, <C-table_ addr>, <id_ flag>) 
GET_REC l<lid>,<C-record_addr>l 
PUT _TAB ( <Relid>, <C-table>, <C-table_spec>, <id_ flag>) 
PUT _ RECS ( <lid _list>, <C-records> ,<id_ flag>) 
CREATE_SEG (<Relid/Indid>,<space_spec>) 
OROP_SEG (<Relid/Indid>) 
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Im Vergleich zu anderen OB-Systemen lassen sich obige drei Leseoperationen 
EXH_FIL TER, SEL_FIL TER und GET_REC in etwa wie folgt einordnen: 
( a) EXH_FIL TER ist charakteristisch für assoziative Platten (wie z.B. in 
DBC): es durchsucht sequentiell eine komplette Relation und filtert die 
gesuchten Tupel heraus; als Ergebnis wird eine C-Tabelle im OB-Cache 
gefÜllt. 
(b) SEL_FIL TER ist eine Mischung aus adressiertem und assoziativem Zugriff: 
es arbeitet auf einer Teilmenge der Blöcke, in denen eine Relation 
gespeichert ist, und filtert die gesuchten Tupel aus diesen BlÖcken 
heraus; als Ergebnis wird ebenfalls eine C-Tabelle im DB-,Cache gefüllt. 
( c) GET REC entspricht der Standard-leseoperation in konventionellen 
OB-Systemen. (Hier jedoch auf C-Satz-Basis anstelle von einer Seite). 
Als Ergebnis wird ein C-Satz im OB-Cache gefÜllt. 
PUT _TAB und PUT _RECS sind mengenorientierte Durchschreibe-Operatoren fÜr 
neue gültige Objektversionen aus dem OB-Cache auf die OB-Platten. Auf dfe 
eben genannten Operatoren werden wir später noch detaillierter eingehen. 
Die Operatoren CREATE SEG und DROP SEG werden zur Realisierung 
(hinsichtlich Reservierung/Freigabe von DB-Plattenspeicher) von 
DOL-Anweisungen der Art 'CREATE RELATION .•• ', 'CREATE INDEX •.• ', 'DROP 
RELATION ••• ' und 'DROP INDEX ••• ' benÖtigt. Genaueres dazu enthalten die 
Kap. 3.2.4.2 und 3.3.2. 
Die Bedeutung der Parameter der drei Leseoperationen ist wie folgt: 
<Relid> : eindeutiger Identifikator für eine Benutzerrelation. 
<lid> : eindeutiger Identifikator für ein Systemtupel oder Indexknoten. 
<LI-filterformula> : ist eine LI-Filterformel. 
<aggr _fcts> : zusätzlich auszuwertende Aggregatsfunktion( en). 
<attr_list> : diejenigen Attribute, welche nicht wegprojeziert werden 
dÜrfen. 
<tupelidlist> : ist eine Tupelidliste fÜr Tupel von Relid, welche vorher 
vom SAM bzw. QM berechnet wurde. Nach MÖglichkeit ist 
diese bereits so sortiert, dap die Plattenarmbewegung auf 
die entsprechenden Tupel minimiert sind (vgl. dazu 
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Kap.3.3.2.1). 
<tupel_layout> hier bekommt eine LI Information Über die Intern-
struktur von Tupeln mitgeliefert (z.B. Attribut-
längen,-positionen) 
<C-table addr> : bezeichnet die OB-Cache-Adresse ( einschlie~lich Länge l 
einer bereits reservierten C-Tabelle. 
<C-record_addr> : analog fÜr einen C-Satz. 
<id_flag> : baalesehe Grö~e. welche angibt, ob der Tupelid als Teil eines 
gesuchten Tupels mitgeliefert werden soll (Begründung er-
folgt in Kap.3.3.2.1). 
Einige Anmerkungen: 
( a l ad <tupel_layout>: 
Die Versorgung einer LI mit der Strukturinformation fÜr Tupel hat den 
Vorteil, daf die LI nicht auf die Systemrelationen zugreifen mu~. um Tupel 
richtig analysieren zu kÖnnen. Jede LI muf somit nur Tupelgrenzen auf den 
BlÖcken der OB-Platten kennen. Dieses Vorgehen entspricht wiederum dem 
Prinzip der strikten Trennung von logischen und physischen Aspekten, d.h. im 
vorliegenden Fall, dap eine LI . nur mit Details der 
DB-Platten-Speicherorganisation betraut werden darf. Eine alternative 
Lösung wird beim DBC-Datenbank-Rechner ( [BANE78] l beschritten: 
selbstbeschreibende Abspeicherung von Tupeln auf den OB-Platten. Der 
Nachteil dieser Organisation ist ein bis zum Doppelten erhÖhter 
Plattenspeicherbedarf fÜr Relationen, weswegen wir uns fÜr die angegebene 
LÖsung entscheiden (vgl. auch Diskussion in Kap.3.2.4.2). 
(b) ad <C-table_addr>: 
·wie schon erwähnt ist es bei diesem Verfahren der a priori Reservierung 
wichtig, gute Gröfenschätzungen fÜr c-Tabellen zur Hand zu haben. Der 
Hauptgrund liegt nicht etwa in einer potentiellen DB-Cache-
Speicherverschwendung bei zu hoch angesetzten Schätzungen, sondern genau 
der umgekehrte Fall soll vermieden werden. Der Transfer von gefilterten 
Daten in das OB-Cache ist genau dann am effizientesten, wenn die gesamten 
Ergebnisdaten 'in einem Schwung' Übertragbar sind mit nur einem 
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Unterbrechungssignal vom 
gesamten Übertragung. 
bezeichnen. Stellt sich 
Backend an den Host nach erfolgreichem Ende der 
Diesen Vorgang wollen wir als C-Table-Swapping 
hingegen die reservierte C-Tabelle während der 
DatenÜbertragung als zu klein heraus, dann mu~ zum einen der Filterungs-
prozep vorerst gestoppt werden, und dann vom CM eine Verlängerung der 
C-Tabelle beantragt werden. (Die denkbare Alternative einer a posteriori 
Reservierung durch die LI scheitert vermutlich am zu kleinen 
LI -Arbeitsspeicher l. 
Effizienzfragen bei der Implementierung linearer Operationen. 
Der anzustrebende Ideal fall bei der Implementierung der Operationen 
EXH_FILTER und SEL_FILTER ist folgender: 
Die betroffenen Tupel können von der OB-Platte mit voller Plattengeschwin-
digkeit - d.h. ohne den Verlust von unnötigen Plattenumdrehungen - in den 
LI-Arbeitsspeicher gelesen und dort von der LI 'im Flug' entsprechend der 
anzuwendenden linearen Operation analysiert werden. Die Auswertungszeit fÜr 
EXH_FIL TER bzw. SEL_FILTER entspricht dann der Übertragungszeit von der 
OB-Platte, welche wir als Realzeit bezeichnen wollen. Falls EXH_FIL TER bzw. 
SEL FILTER in Realzeit ausgefÜhrt werden kann, so sprechen wir von einer 
Im-Flug-Filterung. 
Prinzip zur Realisierung der Im-Flug-Filterung: 
Die Auswertung linearer Operationen wird 'off-the-disk' unter Zuhilfenahme 
der Wechselpuffertechnik vorgenommen. 












Abb.3.7.: Prinzip der Im-Flug-Filterung bei 1 0ff-the-disk 1 -
Verarbeitung. 
Dabei wird ein Puffer von der OB-Platte mit 1 rohen 1 Daten gefüllt, während 
parallel dazu die Daten im zweiten Puffer von der LI gemäf der 
anzuwendenden linearen Operation (Restriktion, partielle Projektion, Aggre-
gatsfunktion bzw. Kombination aus diesen) verarbeitet werden. Die Eigen-
schaft einer linearen Operation - jedes Tupel mup hÖchstens einmal 
betrachtet werden - sollte nun garantieren, dap die LI mit der Verarbeitung 
eines Puffers fertig wird, bevor der Datentransfer in den anderen Puffer 
beendet ist, wonach sofort die Rollen der beiden Puffer fÜr die weitere 
Verarbeitung vertauscht werden kÖnnen (d.h. fÜr diesen Fall liegt 
tatsächlich eine Im-Flug-Filterung in Realzeit vor). Falls jedoch die LI bei 
der AusfÜhrung der linearen Operation zu langsam ist, so mup mit dem 
weiteren Datentransfer von der OB-Platte gewartet werden, was den Verlust 
von einer oder mehreren Plattenumdrehungen zur Folge hat. 
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Die Verarbeitungszeit einer linearen Operation ist somit abhängig von ih.rer 
Komplexität, d.h. z.B. von der Anzahl von Konjunktionen und Disjunktionen 
in einer LI-Filterformel und der Anzahl der Aggregatsfunlc.tionen. Je nach 
d~r Zahl der verlorenen Plattenumdrehungen ergeben sich somit für die 
Verarbeitungszeit einer linearen Operation Treppenfunktionseffekte in Ab-
hängigkeit ihrer Komplexität. 
Für jeden konkreten LI-Prozessor wird es somit eine Im-Flug-Komplexitäts-
grenze für lineare Operationen geben, unterhalb derer das Wunschziel einer 
echten Im-Flug-Filterung erfÜllt ist. 
Diese interessante Frage der Bestimmung der Im-Flug-Komplexitätsgrenze (in 
Abhängigkeit der Geschwindigkeit der OB-Platte und des LI-Mikroprozessors) 
kann im Rahmen dieser Arbeit nicht umfassend weiterverfolgt werden. 
Stattdessen begnügen wir uns mit einer groben Abschatzung der Anforderungen 
an die Prozessorleistung eines LI-Prozessors, wenn als OB-Platte die 
momentan schnellste Platte IBM 3380 eingesetzt wird. 
Die maximale Datentransferrate beträgt fÜr die 3380 etwa JMBytes/sec. 
Angenommen, bei der Filterung 
mup jedes Byte angeschaut werden (ungünstigster Fall), 
der Test eines Bytes erfordert drei Instruktionen (gÜnstigster Fall). 
Daraus ergibt sich als untere Schranke eine Anforderung von 9 MIPS fÜr 
einfache Vergleichsoperationen an die Prozessorleistung des 
Filterprozessors. (Anm.: Der Filterprozessor 'Accelerator' in der IDM 500 
leistet 10 MIPS l Eine solche hohe MIPS-Rate ist natürlich mit 
konventionellen Mikros nicht erzielbar. Aufgrund der Information in 
<tupel_layout> ist diese allerdings im Normalfall auch nicht notwendig, da 
die LI gezielt immer nur einen Teil eines Tupels testen mup. Deshalb ist zu 
vermuten, dap im Normalfall 11it 1-2 MIPS Mikroprozessoren das Ziel einer 
Im-Flug-Filterung für eine sehr grope Klasse von Filterprädikaten 
verwirklicht werden kann. Abschliepend zum Komplex der Im-Flug-Filterung sei 
noch veraerkt, daf bei Verwendung von firiiWare-programmierbaren 
LI-Prozessoren weitere kostengünstige Leistungssteigerungen zu erzielen 
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Die Wahl einer vernünftigen Puffergröpe wird von folgenden Faktoren 
beeinflupt: 
( ll Was ist eine 'vernünftige' Filtereinheit: 
Tupellokale Filterung auf Blockbasis ist nur 1>1Öglich, wenn die zu 
prÜfenden Attribute in einem Block liegen; anderenfalls ist zu grö~eren 
Einheiten Überzugehen (mehrere BlÖcke bis maximal eine Spur). Unter der 
Annahr.Je, <lap die obige Voraussetzung erfÜllt ist, ist fÜr die Operation 
SEL_FlLTER Filterung auf Blockbasis vorteilhaft. Für EXH_FILTER 
hingegen kann Filterung auf Spurbasis besser sein. 
(2) Kapazität des verfÜgbaren LI-Arbeitsspeichers: 
Da wir als LI-Prozessoren billige Standard-t~ikros einsetzen wollen, ist 
die Kapazität des LI-Arbeitsspeicher relativ gering. 
FÜr die ICM-Platte 3380 beträgt die Speicherdichte etwa 47.5 
K6ytes/Spur. Somit benötigen wir bei spurweiser Filterung 95 KBytes fÜr 
die beiden Wechselpuffer. 
Für den Nachweis, dap die Filterung eines Puffers parallel zur FÜllung des 
anderen mittels heute schon im Handel verfÜgbaren Mikros realisierbar ist, 
wollen wir uns mit einem Hinweis auf die Mikroprozessoren 8086 und 8089 von 
INTEL beschränken. Der 8089 Input/Output Prozessor ist ein hochleistungs-
fähiges General-Purpose I/0-System, welches auf einem einzigen Chip 
implementiert ist, und ist mit dem 8086-Prozessor kompatibel. Der 
Befehlssatz umfapt ca. 50 verschiedene Befehlstypen, welche speziell in 
Hinblick auf eine effiziente I/0-Verarbeitung konstruiert wurden. Innerhalb 
eines 8089 gibt es zwei unabhängige l/0-Kanäle, von denen jeder die 
Eigenschaften einer CPU mit denen eines sehr flexiblen OMA-Kontrollers 
kombiniert. Jeder Kanal kann mit hoher Geschwindigkeit OMA-Übertragungen 
ausfÜhren; optionale Operationen gestatten es, Daten während der 
Übertragung zu r.1anipulieren (codieren/decodieren, Suchvergleiche l. Die 
Zusar.u .• ~:narbeit eines 8086 und 8089 geht konzeptionell wie folgt vor sich: 
46lErtahMgen auf dieser.i Gebiet liegen wrn GDS-Backend-Ra:trler i)tAKI82] vor. Fi!111Hül"e-1'~ häufig benötigter DS..ft.rittiooen brachte hier eine Leis1ulgsstei-
geru'lg 1J11 <BI Faktor 4-10. 
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Der 8086 soll dabei die Filterung der Daten vornehmen, während der 8089 die 
Aufgabe eines DM-Kontrollers Übernimmt. Wichtig ist dabei, da~ der 8086 
und 8089 im Prinzip vollkommen parallel arbeiten kÖnnen (vgl. (INTE79]). 
Die VerfÜgbarkeit in der nächsten Zukunft von immer intelligenteren Kon-
trollern wird auch in [SMIT81] angedeutet. Neben der Fähigkeit zur Aus-
fÜhrung komplexer Operationen wird dabei ein wesentliches ~1erkmal dieser 
neuen Generation von Kontrollern sein, dap sie Daten ZWischenpuffern kÖnnen, 
wenn I/0-Pfade nicht frei sind. Diese Eigenschaft ist gerade fÜr die Reali-
sierung der Im-Flug-Filterung mittels der Wechselpuffertechnik interessant. 
Die Kombination 8086/8089 ist bereits als ein Schritt in diese Entwick-
lungsrichtung zu sehen. 
Aspekte der Implementierung der Durchschreibe-Operatoren. 
Die relevanten SI-Operatoren sind 
PUT TAB: Durchschreiben aller (Teil-lTupel in einer C-Tabelle aus 
Committed-C. 
PUT_RECS: Durchschreiben eines oder mehrerer Objekte aus Read-C, 
das sind Indexknoten oder Systemtupel. 
Beim Durchschreiben solcher neuer gÜltiger Objektversionen ergeben sich 
einige Recovery-Probleme, die aus der unterschiedlichen Granularität von 
logischen und physischen Objekten resultieren. Ausschlaggebend dafür ist 
eine Eigenschaft konventioneller Platteninterfaces: 
Information ist nur in Einheiten fester BlÖcke schreibbar!47) 
Diese Einschränkung zieht folgende Konsequenzen nach sich: 
Um eine neue gÜltige Objektversion (geändertes Benutzertupel oder System-
tupel) auf die OB-Platte schreiben zu kÖnnen, mup erst der ganze Block, 
welcher das betreffende Tupel enthält, im Arbeitsspeicher der LI zur 
VerfÜgung stehen. 
Daraufhin mup die neue zu schreibende Blockversion konstruiert werden 
(dieser Vorgang kann durch Kanalprogramme optimiert werden). 
47ls~Sdlllttst.ene lWfschen u l.l1d D11-P1at12: 
Lies Block, Sc:hreiJe Block bzlr. Lies Spr, Seireibe Spr. 
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Im nächsten Schritt jedoch darf diese neue Blockversion nicht sofort auf 
die OB-Platte geschrieben werden! 
Die Gründe dafür sind felgende: 
(1) Die von der LI angewandte Blockupdate-Methode ist die 
Update-in-Place-Technik, d:h. geänderte Blockversionen werden zwecks 
Erhaltung physisch-sequentieller Clustereigenschaften auf dieselbe 
DB-Plattenstelle zurückgeschrieben. 
(2) Die Recovery-Information des OB-Cache/SAFE-Systems ist objekt-
orientiert ( t Blockgrö~e). 
Somit kÖnnen beim Schreibvorgang direkt auf der OB-Platte gÜltige andere 
Objektversionen in dem betreffenden Block im Fehlerfalle zerstört werden, 
ohne da~ fÜr diese Objekte im SAFE Recovery-Information gesichert ist. 
Fazit: Eine Zusatzsicherung ist notwendig. 
Als einfache, jedoch effiziente Lösungsmethode schlagen wir die sogenannte 
MINISAFE-Methode vor: 
MINISAFE-Methode für ein sicheres Durchschreiben eines OB-Objektes vom 
LI -Arbeitsspeicher auf die OB-Platte: 
(MSl) Lese zu schreibenden Block in den LI-Arbeitsspeicher. 
(1'152) Baue neue Tupelversion ein (kann durch Kanalprogramme beschleunigt 
werden). 
(MS3) After-Image-Protokollierung: Schreibe diese neue Blockversion auf 
einen Sicherungsblock. 
(MS4) Sobald (MS3) erfolgreich ist, schreibe neue Blockversion in-place auf 
die OB-Platte. 
Bewertung dieser MINISAFE-Methode: 
(1) Schritt (MSl) ist evt. vermeidbar, falls die LI über ein zusätzliches 
blockorganisiertes I/0-Cache verfügt. 
(2) Schritt (MS2) könnte fÜr Indexknoten entfallen, falls in ÜbHcher Weise 
ein Knoten auf einen Block abgebildet wird. 
( 3) Die Zusatzsicherung unter (MS3 l ist bei Plattengeräten mit einem extra 
Festkopfzylinder (wie bei der IBM 3380) effizient realisierbar. Die 
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Schritte (MS3) und (MS4) sind dann innerhalb einer Plattenumdrehung 
ausführbar. Weitere Optimierungen sind mÖglich, da P!JT _TAB und 
PUT_RECS Mengenupdates sind (Minimierung der Plattenarmbewegungen, 
geschicktes lnterleaving mit dem Schreiben von Sicherungsblöcken). 
(4) (MS3) und (MS4) erfordern ein effizientes read-after-write Feature, 
z .B. Aufbau von CRCs während des Schreibvorgangs. Die Schreibvorgänge 
sind gegebenfalls solange zu wiederholen, bis sie erfolgreich sind (falls 
ein Block als defekt betrachtet wird nach einigen erfolglosen 
Schreibversuchen, mup ein Ersatzblock besorgt werden). 
Schlieplich wollen wir noch eine wichtige Ei9enschaft der 
Durchschreibeoperatoren bei Verwendung der MINISAFE-Methode festhalten: 
PUT TAB und PUT RECS sind atomare und idempotente (wiederholbare, 
restartable) Operatoren. 
Schlupbemerkung zu diesem Komplex: 
DB-Plattenfehler-Recovery ist die autonome Aufgabe jeder LI. 
3.2.4.2 Effiziente DB-Plattenorganiwtion. 
In einem Im-Flug-Filterungssystem ist die Verarbeitungszeit von linearen 
Filteroperationen auf einer Relation R in erster Linie abhängig von 
(1) der Anzahl von BlÖcken (Spuren) auf den OB-Platten, in denen Tupel von 
R gespeichert sind, 
(2) von der Verteilung dieser BlÖcke (Spuren) auf den OB-Platten (phy-
sisch-sequentiell oder 'wild' verstreut Über die ganze Platte). 
Da die von uns verwendeten OB-Platten Über nur einen aktiven Lesekopf 
verfÜgen, ergeben sich aus (1) und (2) die folgenden Anforderungen an eine 
geeignete Ablage von Relationen auf den OB-Platten: 
( a) Relationen sind streng physisch-sequentiell abzuspeichern. 
(b) Der unter (a) belegte Speicherplatz ist zu minimieren. 
Eine solche Ablageform reduziert offensichtlich die AusfÜhrungszeit der Fil-
teroperationen, da zum einen die Anzahl langsamer Plattenarmbewegungen 
11infmiert ist, zum anderen bei vollständigen Relationenfilterungen die Anzahl 
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der zu lesenden Blöcke (Spuren) reduziert wird. 48 I Diese anzustrebende 
kompakte physisch-sequentielle Relationenspeicherung ist mÖglich aufgrund 
des Cache/SAFE-Konzepts, welches einen In-Place-Update auf den OB-Platten 
zulä~t (im Gegensatz zum Schattenspeicherkonzept in SysternR [LORI77]). Die 
genannten Anforderungen schlie~en auch aus, da~ Tupel verschiedener 
Relationen auf einem Block (Spur) abgelegt werden dÜrfen, wie etwa in 
SystemR. Diese Form der Clusterung wird von uns als nicht nützlich 
angesehen, da sie nur bei Verwendung von Zugriffspfaden des Typs 'link' 
ausgenützt werden kann (solche links sind typische Zugriffspfade in 
hierarchischen oder Codasyl-Datenbanken). 
Im Einklang mit den Leistungsmerkmalen der modernen Plattentechnologie 
(schnelles sequentielles Lesen, langsame Armpositionierungszeiten) und den 
funktionalen Erfordernissen der LI s, schlagen wir folgende 
Db-Plattenorganisation vor: 
Definition: 
Ein Bereich (extent) ist eine Folge streng physisch-sequentieller BlÖcke 
auf einer DB-Platte.49) 
Ein Segment wird auf einen oder mehrere Bereiche abgebildet. 
(Dl) Ablage einer Benutzerrelation auf einer DB-Platte:50) 
(a) Eine Benutzerrelation wird in einem Segment abgelegt. 
(b) Dieses Segment enthält nur diese eine Benutzerrelation. 
(02) Ablage eines Index auf einer OB-Platte: 
(a) Ein Index wird in einem Segment abgelegt. 
(b) Dieses Segment enthält nur diesen einen Index. 
48 IEXH FILTER liest rur die BlÖCke ti!r betroffenen Relation (analog zur Datetlankmaschine 
DBCI, und nicht die ganze OB-Platte wie etwa RAP. 
49)und sollte sich 'Wer möglichst lelige ],ylinder a-strecken. 
SOlDie DBC~ne 'oleneldet hier in etwa diesselbe Mettale, llll!lche als 'clustering b;y 
relation' bezeiclrlet wird. 
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(03) Ablage von Systemrelationen auf einer OB-Platte: 
{al Alle Systemrelationen werden in einem Segment abgelegt._ 
{b) Dieses Segment enthält nur diese Systemrelationen. 
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Diese enorm simple Speicherorganisation der OB-Platte ist genau auf die 
funktionalen Bedürfnisse unserer Backends zugeschnitten: 
(03) ermöglicht ein effizientes Laden von Systemkatalogen bei 
DB-Sessionbeginn. 
(Oll und (02) ermöglichen eine effiziente Implementierung der 
SI-Operatoren CREATE_SEG und DROP_SEG. 
(Oll soll die Geschwindigkeit der Filteroperationen erhÖhen.51) Um 
dieses Ziel zu erreichen, insbesondere bei vollständigen 
Relationenfilterungen mittels EXH_FILTER, muf die Anzahl Yon Bereiche 
eines Segments minimiert werden. 
Somit hat jede LI folgende Speicherverwaltungs-Strategie fÜr seine 
OB-Platte zu verfolgen: 
Es wird grundsätzlich versucht, eine Benutzerrelation auf ein Segment 
abzubilden, welches genau einen Bereich umfa,t. 
Offensichtlich erreichen wir mit dieser Strategie, da~ die Anzahl der 
Plattenarmbewegungen bei beiden Filteroperationen reduziert wird. Falls ein 
Segment im Lauf der Zeit aufgrund von TupeleinfÜgungen Überlauft, so mu, 
dieses Segment verlängert werden. Entgegengesetzt, falls ein Bereich durch 
Tupellöschungen leer werden sollte, so ist das betreffende Segment zu 
verkÜrzen. 
Konsequenz dieser Strategie: 
Beim Einrichten eines Segments mu, eine gute a priori Schätzung des vor-
aussichtlich benötigten Platten-Speicherumfangs an die LI mitgeteilt werden. 
Für diesen Zweck wurde der zweite Parameter im Operator CREATE SEG 
(<Relid/Indid>,<space spec>l vorgesehen. 
Für die Behandlung yon Einfügungen bzw. LÖschungen von OB-Objekten in 
51 lEfn llelterer wiclrtlger Vlrtell bzgl. der efflzfentl!n Abb. \VI lll!-aUektal auf die JilYsfschen 
Platteiiäessen wird fn Kiip.3.3.2.1 diskutiert. 
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Segmenten benötigen wir ferner die folgenden LI-internen Operationen: 
- LENGTHEN SEG: "Verlängere existierendes Segment um einen neuen 
Bereich." 
SHORTEN SEG "Verkürze existierendes Segment um einen gegebenen 
Bereich." 
Die Gröpe eines aufgrund von LENGTHEN_SEG neu zu reservierenden Bereichs 
wird dabei von der LI selbst bestimmt ( z.B. in Abhängigkeit von noch 
vorhandenen freien Plattenspeicher unter BerÜcksichtigung von bisherigen 
Insert-Raten l. 
Abschliepend zu diesem Komplex der DB-Plattenverwaltung auf 
Segment/Bereichs-Basis sei noch vermerkt: 
Ein Nachteil dieser vorgeschlagenen Organisation ist eine 
Speicherfragmentierung bzw. Speicherplatzverschwendung bei schlechter 
Schätzung für CREATE_SEG (extern durch Benutzer) oder LENGTHEN_SEG 
(intern durch LI). 
Der für die N .A. unerwünschte Fall, dap ein Bereich einer Seite (Block l 
entspricht, ergibt die Speicherzuordnungs-Schnittstelle im Projekt LEO 
([BITT82]), welche dort als Gebiet bezeichnet wird. 
Internorganisation eines Segments: 
Der zweite Aspekt zur Minimierung der Ausführungszeiten unserer beiden 
Filteroperatoren betrifft die Frage, inwieweit die Anzahl der Blöcke eines 
Segments, in denen Tupel gespeichert sind, reduziert werden kann. 
In diesem Zusammenhang ist zu untersuchen, ob eine Clusterbildung innerhalb 
eines Segments nach gewissen Attributen für die N.A. sinnvoll ist. Eine 
Solche Clusterbildung ist stets verbunden mit einer sortierten bzw. 
teilsortierten Abspeicherung der Tupel nach einem Attributwert. 
Für die Plattenorganisation der bekannten OB-Systeme läpt sich folgendes 
feststellen: 
DBMS ohne Backends (wie SystemR, INGRES l verwenden sortierte Ab-
speicherung. 
Spezialisierte OB-Maschinen, welche als Zugriffspfad nur das voll-
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ständige Durchsuchen der gesamten physischen OB kennen (wie z .B. RAP), 
bevorzugen eine unsortierte Abspeicherung. 
Eine Zwischenstellung nimmt der DBC-Rechner ein, welcher eine Clusterbildung 
innerhalb einer Relation auf Zylinderbasis vornimmt. Diese Lösung ist 
speziell auf das parallele Auslesevermögen der verwendeten DB-Plattengeräte 
zugeschnitten (ein Zylinder ist in einer Plattenumdrehung auslesbar). 
Vorteil sortierter Speicherung: 
Sortierte Abspeicherung ermöglicht die Einrichtung genau eines . Cluster-
indexes (auch Primärindex genannt). 
In OB-Systemen mit tupelweisem Zugriffssystem (Einzeltupelverarbeitung), 
ohne Datenfilterung und kleinem DB-Pufferbereich wird der Zugriff Über 
einen Clusterindex als wesentlichste Möglichkeit der Leistungssteigerung bei 
der Queryauswertung betrachtet, und zwar aufgrund folgender Eigenschaft: 
Jeder (llaten- )Block, welcher gesuchte Daten enthält, mup hÖchstens einmal 








Aufgrund der hohen zeitlichen Lokalität beim Zugriff auf Bl und B2 ist es 
auch in solchen OB-Systemen (Einzeltupelverarbeitung, kleiner OB-Puffer, 
fehlende Datenfilterung und somit vorzeitiges Verdrängen von Information) 
sehr wahrscheinlich, daf Bl bzw. 82 solange wie benÖtigt im OB-Puffer 
bleiben. 
Anmerkung: 
Nichtcluster-Indexe (Sekundärindexel zeigen i.a. in OB-Systemen wie SystemR 










Neben der Einrichtung von Clusterindexen erlaubt eine sortierte 
Abspeicherung auch das Anlegen von nicht-dichten Indexen. 
Nachteil sortierter Speicherung: 
Für Einfügungen mup 'genug' Platz52 l auf den BlÖcken reserviert werden 
(vgl. z.B. die !SAM-Organisation). Die Tupel einer Relation sind somit auf 
mehr BlÖcken als unbedingt nötig abgespeichert. 
Beurteilung fÜr die N.A.: 
( 1) Der eine Vorteil eines Clusterindexes, dap jedes Tupel nur einmal von 
den OB-Platten geholt werden mup, wird in der N.A. wie folgt erzielt: 
Aufgrund der Mengenverarbeitung steht bei SEL_FILTER-Aufträgen 
immer eine komplette Tupelid-Liste zur VerfÜgung, welche somit nach 
physisch-sequentieller Ordnung sortiert werden kann. Deshalb müssen 
betroffene Blöcke nur einmal von den OB-Platten in den 
LI-Arbeitsspeicher zur Filterung geholt werden. Zu beachten ist 
dabei auch, dap die AusfÜhrungszeiten fÜr SEL_FILTER-Aufträge 
geringer sind als die entsprechenden random Blockzugriffe in konven-
tionellen OB-Systemen (vgl. auch Kap. 5.1.3). 
Eine durch SEL_FIL TER in das OB-Cache transportierte ZER bleibt 
dort infolge der DB-Cache-Verwaltungsstrategien im Normalfall 
solange wie ben5tigt. Dap dieser Normalfall für eine sehr grope 
Klasse von Transaktionen zutrifft, wird durch spezielle Techniken 
zur frÜhzeitigen Datenfilterung gewährleistet (vgl. dazu Kap.4). 
Somit wird durch die Architektureigenschaften der N .A. ermöglicht, 
52lr.)'Pische Freiplatz-Reservfervlgen liegen im Bereich wn 15-D. 
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dap bei Restriktionen fÜr alle Attribute die gesuchten Tupel nur 
einmal von den OB-Platten geholt werden müssen. 
( 2) Der genannte Nachteil schlägt voll auf die AusfÜhrungszeiten insbe-
sondere der EXH_FIL TER-Operationen für Restriktionen auf Sekundär-
attributen durch. (Filteroperationen auf dem Primärattribut werden 
jedoch länger dauern, wenn keine Sortierung nach dem Primärattribut 
vorliegt.) 
Aufgrund dieser Uberlegungen entscheiden wir uns fÜr folgende Organisa-
tionsform von Relationen in Segmenten: 
Keine Sortierordnung in Segmenten. 
FÜllung der BlÖcke mit Tupeln soweit wie mÖglich. 
Falls bei EinfÜgungen kein Platz in schon belegten BlÖcken ist, dann 
Abspeicherung im nächsten physisch-benachbarten Block des Bereichs. 
Diese Segment-Organisation wird in der Literatur bisweilen als 
1 entry-sequenced organization 1 
chronologischen Organisation und 
Löschen veralteter Daten. 
bezeichnet; sie entspricht i.a. einer 
unterstützt damit in wirksamer Weise das 
Um eine EXH_FIL TER-Operation möglichst frÜhzeitig terminieren zu kÖnnen, 
ist bei dieser Organisationsform die Einrichtung von Endemarken der Form 
eotr (end of occupied track) und eo-ext (end of occupied extent) mÖglich. 
Anmerkung: 
Mit der gewählten unsortierten Abspeicherung entfällt die Unterscheidung in 
Primärattribut und Sekundärattrfbute. Jeder Index ist nach herkÖmmlicher 
Terminologie Sekundärindex, jedoch mit veränderten Eigenschaften. 
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3.3. Zuverllssigkeits- und Effizienzaspekte der Koppelung ~sehen Backend 
und Host. 
Unsere bisherigen Untersuchungen haben sich auf mehr oder weniger statische 
Eigenschaften der Systemarchitektur konzentriert. Diese statischen System-
eigenschaften sind durch das modularisierte DBMS-Schichtenmodell 
festgelegt. Als zweiter groper Komplex bei einer Systembeschreibung ergibt 
sich die Notwendigkeit einer Spezifikation der operationalen Charakteristika 
des OB-Systems. Eine solche Operationale Charakterisierung hat dabei Ober 
die pure opera~i~nal~ Interpretation von Systemabläufen hinauszugehen, 
welche durch die Aufrufstruktur der einzelnen Moduln festgelegt ist. Der 
wichtigste Aspekt dynamischen Verhaltens bei Backend-Systemen ist die 
Frage, ob gekoppelte Maschinen zuverlässiger sind als eine zentrale 
Maschine. 
3.3.1. Das Problem der losen Koppelung zwischen Backend und Host. 
Bei der Verteilung der DBMS-Aufgaben auf den Host und die Backends 
orientierten wir uns stets an dem zentralen Leitmotiv der 'Konzentration 
von logischen und physischen Aspekten auf separate Teilsysteme'. 
Diese Entwurfsforderung kann als Teil des umfassenden Begriffs der Daten-
unabhängigkeit gesehen werden. ~1it der Entwicklung deskriptiver OB-Sprachen 
wurde die Abkoppel ung der externen Benutzersicht von der konzeptuellen 
Sicht des DBMS erreicht. Jedoch scheint in keinem existierenden DBMS eine 
ähnliche Qualität zwischen dem konzeptuellen Modell und dem physischen 
Jl1odell (DB-Speichersubsystem) bisher realisiert worden zu sein. 
Das genannte Leitmotiv fDhrte bei uns zu einer funktionalen Aufteilung des 
DBMS in zwei relative unabhängige Teilsysteme mit eigenen Betriebsmitteln: 
( 1) Logische Aspekte übernimmt das Host-DBMS, eigene Betriebsmittel sind 
dabei OB-Cache-Platz (objektorientiertll und Sperren auf OB-Objekten. 
(2} Physische Aspekte übernimmt das Intelligente DB-Speichersystem auf den 
Backends, bei den Betriebsmitteln handelt es sich um die OB-Platten und 
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LI -Verwaltungsinformation. 
Die zentrale Frage nach der Qualität und Zuverlässigkeit der Koppelung 
dieser beiden Teilsysteme soll nun anhand des Zusammenspiels beider 
Teilsysteme bei der Realisierung des Transaktionsbegriffs analysiert werden. 
Um die Problematik besser verdeutlichen zu können, sollen einige 
strukturelle Probleme in existierenden DB~lS aufgezeigt werden. 
Einige strukturelle Probleme in existierenden DBMS: 
Problem 1: DB-Objelctgranularität + DB-Pufferverwaltungseinheit 
Alle konventionellen OB-Systeme verwenden seitenorganisierte OB-Puffer 
=====> 
(la) Sperr-Dilemma: Falls logische Objektsperren gewählt werden, so 
sind zusätzliche physische Kurzzeitsperren auf Seiten notwendig 
(vgl. SystemR [ASTR76]). 
( lb) Commit&Recovery-Dilemma, falls die separat schreibbaren 
physischen Einheiten auf den OB-Platten verschieden von den 
DB-Objektgröpen sind (z.B. mehrere einzeln sperrbare Tupel 
befinden sich auf einer Seite, welche nur als ganzes auf die 
OB-Platte geschrieben werden kann): aufwendige logging- und 
Recoveryverfahren sind die Folge.53) 
Problem 2: Verwaltung von DB-Plattenbelegungsinformation. 
Die Identifizierung von Tupeln geschieht in SystemR (und vielen anderen 
DBMS) mittels des TID-Mechanismus. Ein TID besteht aus einer Seitennummer 
und einer Relativadresse, und vermischt somit logische und physische 
Sachverhalte. 
=====> Recovery- und Concurrency-Probleme54 l mit Speicherabbildungs-
tabellen, wenn TIDs vor Transaktions-Commit vergeben oder geHlseht 
53)Die EinschräJ1allg auf ein Seiten-OB-Cache in [ELHAII2] entspringt ebenfaTis dieser 
Prd>lematik. 
54)Sehr feine $j1e\'NJJ1IflllaritätEn («SeitengriiJ!e) er fot-<i!t~ich, ClldemfaTis serialisleren sfch 
die TransaktlorEn an diesen SystellllatEn; dazu lol!l'den oft sepm1te Spezial-A~thllen 
venaldet. 
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werden. 
Die strikte Einhaltung des funktionalen Isolierungsprinzips in logische und 
physische Aspekte bei der Konstruktion des DBMS für die N.A. bewirkt, dap 
obiges Problem! in der N.A. sehr zufriedenstellend gelöst ist. Aufgrund der 
Systemspezifikation im Kap.3.2 können wir folgende Architekturmerkmale 
festhalten: 
(1) Es müssen nur Sperren auf logischen OB-Objekten gesetzt werden. 
(2) Es besteht eine funktionale Aufteilung der Recovery in 
(2a) logische Recovery durch Objekt-OB-Cache/SAFE 
(2b) physische Recovery durch die Lis und OB-Platten. 
Die Eigenschaften (1) und (2a) wurden erreicht durch die Konstruktion des 
Objekt-OB-Cache, Eigenschaft ( 2b l durch die Realisierung der Backends als 
sicheres Speichersubsystem mit atomaren und wiederholbaren Schreibopera-
toren. 
Zu Problem 2 wur<te bisher noch keine Aussage getroffen. Da die Verwaltung 
der DB-Plattenbelegungsinformation von den einzelnen lls vorgenommen wird, 
werden hierbei Interaktionen zwischen Backends und Host erforderlich und 
somit stellt sich die Frage dem Grad der operationalen Kopplung (und der 
daraus resultierenden Zuverlhsigkeit und Effizienz) zwischen Backends und 
Host. 
Unter dem Begriff der operationalen Kopplung wollen wir nicht 
hardware-orientierte Aspekte verstehen, sondern die Art und Weise, wie die 
Interaktion zwischen Host und Backends zur Realisierung des Transaktions-
begriffs abllluft. Diese Operationale Kopplung ist auch zu unterscheiden von 
der logischen Kopplung, welche durch die Notwendigkeit der Abbildung von 
logischen auf physische Sachverhalte entsteht. 
Probleme der operationalen Kopplung lassen sich am besten anhand des 
Einfüge-Problems verdeutlichen. 
Seim Einfügen eines neuen OB-Objektes sind grundsätzlich zwei verschiedene 
Aufgaben zu bewältigen: 
(Il) Es mup ein neuer Objektidentifikator generiert werden. 
02) Es mup freier Speicherplatz auf den OB-Platten besorgt werden; dazu 
müssen Speicherbelegungstabellen geändert werden. 
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Mittels dieser Abstraktion werden die Auswirkungen der Vermischung von 
logischen und physischen Aspekten beim UD-Mechanismus sofort klar: Mit 
einer TID-Vergabe ist untrennbar die Tupelidentifizierung mit der Speicher-
platzreservierung auf einer Seite verbunden. 
Konsequenz: Die Verwaltung dieser Speicherbelegungstabellen mup trans-
aktionsorientiert sein, d.h. im Fehlerfalle sind Änderungen von 
zurückzusetzenden Transaktionen auch für diese Systeminformation rückgängig 
zu machen (vgl. Problem 2). 
Ein solches Verfahren hätte für die N.A. eine sehr enge· Operationale 
Kopplung zwischen Host und Backends zur Folge, da 
TID-Vergabe nur unter l~itwirkung einer LI möglich ist, 
aufwendige Interaktionen bei Transaktionsfehler zwischen zwei ansonsten 
relativ unabhängigen Teilsystemen stattfinden mü~ten. 
Die Ursache für die geschilderten Unannehmlichkeiten ist die Vermischung von 
logischen und physischen Aspekten beim TID-Konzept. Bei Codasyl-DBs ist 
eine Entflechtung der Punkte (Ill und (12) durch die Einführung der 
1 database keys 1 als Objektidentifikatoren gegeben. Jedoch ergeben sich hier 
ähnliche operationalen Schwierigkeiten, wenn Punkt (!2) vor EOT vorgenommen 
wird. 
Aus den geschilderten Beobachtungen beim Einfüge-Problem ziehen wir 
folgende Erkenntnis: 
Tatsache 1: Es ist nicht wnschenswert, die Lls in das Transaktions-
konzept einzubinden. 
Unter Berücksichtigung unseres bisher strikt eingehaltenen horizontalen Auf-
teilungsprinzips - logische Aspekte im Host-DBMS, d.h. insbesondere Sperren 
und KonsiStenzprüfungen oberhalb der LI s ausschlieplich im Relationalen 
Zugriffssystem - halten wir fest: 
Tatsache 2: Es ist nicht notwendig, die Lis in das Transaktionskonzept 
einzubinden. 
Diese beiden Sachverhalte veranlassen uns nun zu der Anforderung, dap 
zwischen Host und Backends eine lose Koppelung bestehen mup. Dabei 
definieren wir, daf die lose Koppelung gewährleistet ist, wenn folgendes 
















atomare Einheiten sind 
die SI-Operatoren 
Abb.3.8: Realisierung des Transaktionsbegriffs in der N.A. 
erfüllt ist: 
( 1) Konzentration logischer Aspekte in das Host-DBMS. 
(2) Konzentration physischer Aspekte in die Lls. 
(3) Die Abbildung logischer auf physische Aspekte geschieht in den Lls. 
(4) LI-spezifische Daten - das sind z.B. Speicherabbildungsinformation wie 
Segmenttabellen - ~erden nicht transaktionsspezifisch geändert. 
Die von uns beabsichtigte Realisierung des Transaktionsbegriffs durch das 
DBMS ist in Abb.3.8 beschrieben. 
Die gestellte Anforderung läpt sich dahingehend interpretieren, daf 
'Transaktion' ein rein logischer Begriff ist, fÜr den der CM die logischen 
Recoveryverfahren realisiert. Das Intelligente DB-Speichersystem hingegen 
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ist ein sicheres Speichersubsystem, welches keine Transaktionen kennt und 
somit auch nicht mit den Rücksetzungsproblemen bei Transaktionsfehlern 
belastet ist. Bei der Implementierung der atomaren Schreiboperationen 
können sich somit beträchtliche Effizienzvorteile ergeben. Wichtig zu 
vermerken ist dabei auch, da~ ein Sl-Schreiboperator eine sehr viel kürzere 
atomare Operation ist als eine aus vielen Aktionen bestehende Transaktion. 
Konsequenzen der Forderung nach loser Kopplung : 
Forderung an einen Identifizierungsmechanismus für permanente OB-Objekte: 
(LKl) Permanente OB-Objekte besitzen rein logische Identifikatoren. Solche 
ldentifikatoren sind völlig entkoppelt von Speicheraspekten. 
Forderungen an die Durchschreibe-Strategie vom OB-Cache zu den OB-Platten: 
(LK2) Nur Durchschreibe-Aufträge fÜr gültige Änderungen werden an die Lls 
geschickt. 
Forderung an die Behandlung von Einfügungen: 
(LK3) Die SpeicherbelegunQ auf den OB-Platten für Objekteinfügungen 
erfolgt durch die Lls erst bei AusfÜhrung des Durchschreibe-
auftrags. 
In den folgenden Kapiteln 3.3.2 und 3.3.3 werden wir nun effiziente 
Lösungsmethoden präsentieren, welche die Eigenschaft der losen Kopplung 
unter Berücksichtigung obiger Forderungen garantieren. 
3.3.2. Effiziente Adressierungsmechanismen für permanente OB-Objekte. 
3.3.2.1. Identifikations- und Abbildungs~~eehanismen. 
Um auf permanente OB-Objekte assoziativ Über Indexe zugreifen zu kÖnnen, 
benötigen wir einen Adressierungsmechanismus. Prinzipiell setzt sich ein 
solcher Adressierungsmechanfsmus aus zwei Komponenten zusammen: 
einem Objekt-Identifikator, 
einer Abbildung dieses Objekt-Identiffkators auf physischen 
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Speicherplatz auf den OB-Platten. 
Die Wahl eines geeigneten Adressierungsmechanismus für OB-objeKte mu, sich 
dabei an folgenden Kriterien orientieren: 
Welches Ma~ an Datenunabhängigkeit ist gewährleistet? 
Wie effizient ist die Abbildung [Obj_ i-d} --4 [OB-Platte}? 
Entstehen Probleme in Zusammenhang mit Concurrency und Recovery? 
Das DBMS der N.A. kennt die folgenden permanenten OB-Objekte: 
(1) - Relation 
- Tupel 
(2) - Index 
- Indexknoten 
Adressierung der Objekte 'Relation' und 'Index'. 
Die Adressierung einer Relation (Index) mit der freigewählten Benutzer-
bezeichnung R (I) geschieht folgendermapen: 
(1) Vergabe von systeminternen Identifikatoren Relid (Indid) durch den 
SAM:55} 
Eintrag von {R} ----+ {Relid} bzw. {I} -'---4 {Indid} in die System-
kataloge. 
Eigenschaften: - Relids und lndids sind 
eindeutig 
• nicht wiederverwendbar56) 
• rein logisch 
-Die Abbildung {R) --4 {Relid} bzw. {I} --4 [lndid}ist 
invariant Über die Lebensdauer von R (I}. 
Verwendung: als Parameter bei 
55)Auf!J'Uld \01 OOL-Ara.eiSIIlQell <Er Form 
CREATE RELATION R ••• bzw. CREATE IN>EX I ••• 
56l~nese Eigenschaft ist z.B. daWrch erreicltlar, indem man in mn SysteuMtalogen einen 
Zähler fiir cEII bisher Yerg!!benen maximalen Relid bzw. Indid Yenoaltet (falls Relids tuw. 
lndids liltiiniche Z<*llen sind). 
Wiltiinich kam iller eine lange Lebensdauer cE5 llii'IS 'nicht wiederwnierdlar' nicht strikt 
eingehalten IE!'"den, 5a1dem ist modulo N fÜr ein ~ N na verstehen. 
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Sperraufträgen an den LM 
Filteraufträgen (nur Relidsl an eine LI 
Einrichtung/LÖschung von Segmenten 
(2) Vergabe von LI-internen Identifikatoren Segid für Segmente infolge 
eines CREATE_SEG (<Relid/Indid>,<space_spec>l-Auftrags: 
Eintrag von {Relid) ..- {Segid) bzw. {Indfd) ..- {Segid} in die 
LI-privateDB-Platten-Verwaltungstabellen. (In unserem speziellen Fall 
kann hierfür in beiden Fällen die Identität gewählt werden.) 
Eigenschaften: - Segids sind 
eindeutig 
• nicht wiederverwendbar 
• rein logisch 
- Die Abb. {Relid} ..- {Segid} bzw. {Indid} ..- {Segid} 
ist invariant Über die Lebensdauer von Relid 
bzw. Indid. 
Verwendung: - zum Zugriff auf die (noch zu beschreibende) 
Segmentabbildungstabelle. 
Adressierung der Objekte 'Tupel' und 'Indexknoten'. 
Die Erfordernisse der losen Kopplung bedingen, daf Identifikatoren für Tupel 
und Indexknoten rein logischer Natur sind, die sogenannten logischen 
Identifikatoren lids. 
Die Vergabe von lids geschieht wie folgt: 
durch den UM bei EinfÜgungen von Tupelr. in Benutzerrelationen, 
durch den SAM bei Einfügungen von Systemtupeln oder Indexknoten. 
Eigenschaften: lids sind 
eindeutig 
• nicht wiederverwendbar57l 
• rein logisch (z.B. Relid.nat#l 
~------------------57lrros sind w1ec1e1 ve lellllr, 1185 in Systsa R zu einigen ~ssen fiirte. 
Yt:rwendung: 
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. Zuordnung Tupel/Indexknoten <~ lid ist invariant 
über die Lebensdauer des Tupels/Indexknoten. 
als Parameter bei 
Sperranfragen an den LM 
OB-Cache-Aufträgen für Public-C-Objekte 
als Einträge in Indexen (invertierte Liste) 
als Indexverweise auf andere Knoten 
PUT_TAB, PUT_RECS, SEL_FILTER-Aufträgen an die Lls. 
Das Problem der Abbildung {lids} ----? {OB-Platte} 
Zur Implementierung von SI-Aufträgen der Form SEL_FILTER, GET_REC, 
PUT_TAß oder PUT_RECS ist es notwendig, dap die Lis die Abbildung von lios 
auf die entsprechende OB-Plattenaddressen kennen. Ur.1 jedoch bei 
DB-Plattenreorganisationen diese Abbildung nicht immer ändern zu müssen, 
fÜhren wir als zusätzliche Abstraktionsebene einen physisch-orientierten 
ldentifikator, genannt~. ein. 
Hit pids wollen wir (logische l Seiten identifizieren. Seiten müssen somit 
noch auf (physische) BlÖcke abgebildet werden. BlÖcke sind die kleinsten 
Einheiten des Lese-/Schreibzugriffs auf die OB-Platten. 
Eigenschaften: pids sind 
eindeutig fÜr eine Seite, jedoch nicht notwendigerweise 
eindeutig für ein Tupel (falls mehrere Tupel auf eine 
Seite passen l. 
wiederverwendbar 
Die Wiederverwendbarkt!itseigenschaft bei pids ist natÜrlich unverzichtbar, 
da wir ansonsten bei Löschungen (logischen) Speicherplatz nicht wiederver-
wenden könnten. Die pids werden von den Lis vergeben; genaueres dazu wird 
in Kap. 3.3.3 gegeben. 
Die Abbildung eines Tupel s auf seine DB-Plattenadresse sieht bei Verwendung 
eines Indexes nun wie folgt aus: 
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Attributwert ~> lid ~> pid ~> block addr 
auf dem Block selbst: lid ~ byte offset 
Eigenschaften der Abbildungen Ml, M2, MJ: 
Ml ist invariant, Implementierung erfolgt mittels dichtem Index. 
Invar.ianz von M2 ist wünschenswert, wenn wir in den invertierten Listen 
Einträge der Form (attributvalue, (lid,pid)) wählen. 
~i3 mup selbstverständlich variant sein, um DB-Plattenreorganisationen zu 
ermöglichen. 
Die Abbildung lid ~ byte offset im Block selbst ermöglicht der LI: 
Kompaktifizierungen 
Aufsammeln von lids bei EXH_FIL TER-Operationen. 
Effizienzbetrachtungen für diese 3-stufige Abbildung 
( 1 l Die Kosten für die Abb. Ml hat man in jedem OB-System, welches als 
Zugriffspfade invertierte Listen anbietet. 
(2) Die Abbildung H3: (pid} - (block_addr} ist wesentlich billiger als in 
OB-Systemen, welche als Verwaltungseinheit zur Speicherzuordnung eine 
einzelne Seite verwenden. Der Grund für diese Effizienz ist die 
bereichsmäpige Organisation von Segmenten. 
Die Abbildung M3 kann wie folgt realisiert werden: 
( a l Konstruktion von pids: 
I pid = Segid.nat# 
( b l Jede LI verwaltet für ihre Segmente jeweils eine Segmentabbil-
dungstabelle. Die Abbildung eines Segments Segid, welches n Bereiche 
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k3' [ na t#f, na t#tJ !--'-'-=-> b 1 ock _ addr1 
M3' [nat#~,nat#~] ~--'-'-'-> block_addrn 
[nat#f,nat#fJ ist ein abgeschlossenes Intervall 
natürlicher Zahlen, für alle i=l, .•. n. 
[nat#f,nat#fJ ist disjunkt zu [nat#~,nat#~], 
fÜr i + j, i,j e {1, •.. ,n}. 
block_addr; ist die Adresse des ersten Blocks in Bereich;, 
Bereich; enthält nat#f - nat#r + 1 BlÖcke; i e {1, ••. ,n}. 
Die Abbildung M3' ist nicht invariant. 
Bei dieser Organisation ist sofort ersichtlich: 
{a) Diese Segmentabbildungen sind sehr klein, da wir stets die Anzahl der 
Bereiche eines Segments minimieren wollen. Sie kÖnnen somit resistent 
im {kleinen} Ll-Arbeitsspeicher gehalten werden. 
{b) Die Abbildung {pid} ---> {block_addr} ist effizient berechenbar: 
Für pid1 = Segid.l bestimmt die LI dasjenige Intervall aus der Seg-
mentabbildungstabelle für Segid, fÜr das 1 e [nat#f,nat#fJ gilt. Der 
gesuchte Block ist dann der 1 - nat#f + 1. te Block im Bereich;, welcher 
bei block_addr; beginnt. 
{ 3 l Der einzig wirklich teure Overhead bei der vorgeschlagenen dreistufigen 
Tupeladressierung stellt die Abb.M2: {lid} ---> {pid} dar. Diese Abbildung 
mup von den Lis verwaltet werden, da die pid-Yergabe Aufgabe der Lls 
ist. Abbildung M2 ist sehr umfangreich und kann somit nicht vollständig 
im LI-Arbeitsspeicher gehalten werden. Selbst wenn wir die Abbildung als 
{ 'löchrige• 58) l Tabelle organisieren, ist zur Ermittlung eines pids fÜr 
einen vorgegebenen lid manchmal ein Plattenzugriff nötig. 
58lautgux~ der ~rlceitseigenschaft der lids. 
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Dieser Overhead kann minimiert werden, wenn die OB-Platten über 
Festkopfzylinder verfügen.59) Falls man jedoch nicht bereit ist, diesen 
Overhead in Kauf zu nehmen, so kann man ihn auf folgende Weise 
'wegoptimieren': 
Optimierung der Abb. M2: [lid}- [pid}. 
Ausgehend von der Überlegung, dap pids von der LI benötigt werden zur 
AusfÜhrung der Operatoren SEL _FILTER, GET _REC, PUT TAB sowie PUT _RECS, 
erhält man folgendes Optimierungsverfahren: 
(i) (lid,pid)-Einträge in invertierten Listen. 
(ii) (lid,pid) als Knotenverweise in Indexen. 
(iii) (lid,pid) als Teil jedes Tupels in Update-C oder Public-C. 
Mit dieser Technik des 'Umherschickens' von Teilen der Abbildung {lid} -
[pid} vermeiden wir offensichtlich den Overhead des Zugriffs auf diese 
Abbildung durch die LI. Ein weiterer Vorteil besteht darin, dap Tupelidlfsten 
fÜr SEL_FIL TER-Aufträge bereits vom QM nach pids sortiert werden kÖnnen. 
Anzumerken in diesem Zusammenhang ist noch die wichtige Eigenschaft der 
Invarianz von Abb. M2. Falls dies gewährleistet ist60) , repräsentieren 
(lid,pid)-Teile immer die richtige Abbildung und sind nicht nur 'probable 
position pointers' (wie im System UDS [HAER77] l. 
Insgesamt betrachtet können wir somit feststellen, dap u~ser Tupeladres-
sierungsmechanismus den Ansprüchen der losen Kopplung und einer hohen 
Effizienz genügt. Dieser Effizienzanspruch lä~t sich auf mit bekannten 
Lösungen aus der Praxis untermauern: 
~ltb:h besser wire ein spezieller ~laticJislllWI fÜr {lid} ---+ {pid}. 
fillWie, wird im illSICh1iejle'Jden Kapitel ib!r oo-PlattetnDgilnlsaticn erläutert. 
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SystemR: 
Ml M3(1) 
Attributwert ~> TID 1-=--> block_addr 
i \ 
identisch zu durch Seitenabb.-Tabelle, 
unserem ltll wesentlich teuerer als unser M3 
System UDS: (Siemens Codasyl-DBMS) 
Jeder DB-record erhält einen sogenannten database key (dbk). Ein dbk hat 
dieselben Eigenschaften wie ein lid, die Motivation fÜr die Einführung von 
dbks war aber mit anderen Absichten verknüpft61 l als die Einführung von 
lids. 
Ml M2(2) M3(2) 
Attributwert ~> dbk t---> page_id t---> block_addr 
t ~ \ 
identisch Abbildungs-Tab. durch OS 
zu unserem Ml (DBTT genannt) ( BS1000/BS2000) 
Ein page_id entspricht fn etwa einem pid. 
3.3.2.2 DB-Pl&ttenreorga~sat10ß. 
Ein weiterer wichtiger Gesichtspunkt für die EinfÜhrung der pids als 
Abstraktion von physischen Blöcken ist die Fähigkeit der Lls zu autonomen, 
'vom Host unabhängigen DB-Plattenreorganisationen. 
Der vorgeschlagene Adressierungsmechanismus läft folgende solche 
DB-Plattenreorganisationen zu: 
(1) Verschieben von Bereichen: ( zur Beschleunigung von Filteroperationen ) 
61 lllbks in Coda$yl-Systelel sfnd an ci!r llenrtzei"SctrttsteTie sichtbar (lids nicht) und kämen 
'1011 Berutzer bei späteren OB-Aufträgen direkt 'lenll!lldet Nri!n (:zur Optlmlerulg ci!r 
Altrildung wn DB-reards auf die Bloclcacressen). 
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Da die Abbildungen M3' in den Segmentabb.-Tabellen nicht invariant sind, 
können Bereiche auf den OB-Platten verschoben werden. 
(2} Vereinigung von Bereichen: ( zur Verkürzung von Segmenttabellen } 
Betrachten wir folgenden Ausschnitt aus einer Segmentabb.-Tabelle: 
~ [nat#f,natlfJ ~---+ block_addr; 
Segid~ 
[natlj,naU!J ~ block_addrj 
Nehmen wir weiter an, dap Bereich; und Bereichj physisch-sequentiell 
zusammenhängen, d.h. der letzte Block von Bereich; ist der direkt 
physisch-sequentielle Vorgänger von Block block_addrj. 
Falls nun zusätzlich nat#f + 1 = nat#j gilt, so kann man obige Abbildung 
vereinfachen zu: 
Segid ~ [nat#f,nati!J ~ blockaddri 
Mit diesen beiden LI-lokalen Operationen läpt sich nun eine einfache 
Reorganisations-Strategie zur Minimierung der Anzahl von Bereichen angeben. 
Die Absicht hinter einer solchen OB-Reorganisation ist natürlich, eine 
Reduzierung der AusfÜhrungszeiten fÜr Filteroperationen zu erreichen. 
Reorganisations-Verfahren: 
Betrachten wir ein Segment Segid, welches u.a. die zwei Bereiche extent; und 
extentj enthält. 
Periodisch kann die LI Überprüfen, ob folgendes Verfahren durchfÜhrbar ist: 
(1) Falls extent; und extentj nicht physisch-sequentiell zusammenhängen, 
verschiebe extenti physisch·sequentiell zusammenhängend an extentj. 
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falls dies möglich ist. 
(2) Wenn (1) erfolgreich ist, prüfe ob extenti und extentj vereinigt werden 
können. 
Diese einfache ReorganisationsmÖglichkeit62) sollte in der Praxis im Normal-
fall ausreichend sein, um zu gewährleisten, da~ jedes Segment aus sehr 
wenigen Bereichen besteht (vorausgesetzt einer guten a priori Schätzung bei 
der Segmentkreierung). Weitergehende Reorganisationen würden nur bei 
solchen exzessiven LÖschaktivitäten notwendig werden, wo sich diese 
Löschungen gleichfÖrmig Über alle Bereiche verteilen WÜrden und diese ent-
stehenden LÜcken nicht durch neue EinfÜgungen aufgefÜllt werden kÖnnten 
(schrumpfender Datenbestand). Einerseits sind jedoch schrumpfende 
Datenbestände in praktischen DBs sehr unwahrscheinlich. Andererseits ist 
eine Gleichverteilung der LÖschungen bei unserer 'entry-sequenced'-
Organisation i .a. auch nicht zu befürchten, da diese der chronologischen 
Organisation Rechnung trägt; d.h. LÖschungen sind im· Bereich mit den 
ältesten Daten am wahrscheinlichsten. 
Um jedoch noch Über weitere ReorganisationsmÖglichkeiten zu verfÜgen ohne 
die Invarianz der Abbildung M2: {lid} ~ · {pid} durch Umspeicherungen 






In diesem Fall kann ein Bereich am Anfang 
(analog ~) verkürzt werden. 
Die danach nichtbenutzten pids mu~ die LI 
fÜr eine Wiederverwendung merken. 
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{ 2 l Splitting eines Bereichs bei 'gro,er Lücke' in der Mitte, mit 
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extentf jbelegtll belegt1 extentf 
belegt2 extentf 
?411 
extent~ I belegt2l"-? {verschieben l 
Lösungen fÜr das Einfüge-Problem. 
Die Realisierung einer losen Kopplung zwischen Lis und CM wollen wir zuerst 
einmal ohne BerÜcksichtigung der Optimierungsvorschläge fÜr Abb. M2 
demonstrieren. 
Sei T eine Transaktfon, welche ein neues Tupel in eine Benutzerrelation 
einfügen mÖchte. 
Einfüge-Scenario fÜr die N .A.: 
{ El l UM vergibt neuen logischen Identffilcator lidt fÜr das einzufügende 
Tupel. Aufgrund automatischer Indexwartung vergibt der SAM neuen 
logischen Identifikator lidn fÜr einen evt. einzufügenden Indexknoten. 
{E2) CM vollzieht Commit-Vorgang. 
( E3) Bei Bedarf schickt CM PUT _TAB/PUT _RECS-Aufträge an die betreffende 
LI zum Durchschreiben von lidt und lidn· 
{ E4) Die betreffende LI fÜgt neues Tupel/Indexknoten sicher und 
wiederholbar ein.63) Dabei werden jetzt erst die entsprechenden pids 
{und damit auch Plattenspeicher) vergeben. 
Wie man leicht erkennt, sind mit diesem Verfahren die gestellten Forderungen 
zur Erreichung einer losen Kopplung erfÜllt: 
631Hiig1iches Verfnen fÜr sicheren Update 1101 LI-Veneltlllgs-/Aitril!Uigs-lnfonllatkrl: 2 
V8-skrlen auf OB-Platte, Venmlllg d!r Pin!t-P~IOde. {Für Berutzerdaten wird 
MINISN'E -Verfnen Vl!f'llllfldet). 
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(LKl) durch lids. 
(LK2) durch (E2), (E3) unter 
SAFE-Eigenschaft, dap nur 
durchgeschrieben werden. 
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BerÜcksichtigung der wichtigen DB-Cache/-
gÜltige Objektversionen nach den Lis 
(LK3) durch pid-Vergabe erst in (E4~. 
Kopplungseigenschaften dieses Verfahrens 
( 1) Einfügungen kÖnnen im Host vorbereitet und gÜltig gemacht werden ohne 
Kommunikation mit den lls. 
( 2) Transaktions- oder Systemfehler des Host betreffen weder die 
DB-Platten-Konshtenz noch die Korrektheit der LI-privaten Systemdaten 
( Segmentabb .-Tabellen mit Freispeicherinfo, {lid} ~ {pid}-Tabelle). 
(3) Ein LI-Crash ist auch unproblematisch, da die LI-Operatoren atomar und 
wiederholbar sind und die Lis nicht ins Transaktionskonzept eingebunden 
sind. Stürzt etwa eine LI während der Bearbeitung eines 
Durchschreibe-Auftrags ab, so kann der CM nach erfolgreichem Hochfahren 
dieser lls die noch nicht quittierten Aufträge wiederholen. 
(4) Ein gleichzeitiger Zusammenbruch von Backends und Host ist auch 
unproblematisch, die Recoverymapnahmen ~fnd eine Kombination aus (2) 
und (3). 
Somit 1st eine lose Kopplung zwischen lls und CM in dem diskutierten Fall 
(Einfügung von Benutzertupeln) erreicht. Als Spezialfall für die N.A. müssen 
wir noch Einfüge-Transaktionen untersuchen, welche 'CREATE RELA-
TION ..• '/'CREATE INDEX ••• ' -DDL-Anweisungen enthalten. 
Solche Transaktionen sind Einfüge-Transaktionen in zweierlei Hinsicht: 
.(a) Neue Systemtupel müssen in Systemrelationen eingefügt werden. 
Das ist analog dem geschildertem Einfüge-Scenario durchzufÜhren. 
( b) DB-Plattenspeicherplatz wird reserviert infolge eines 
'CREATE_SEG(<Relid/Indid>,<space_spec>)-Auftrags an eine LI. 
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Das neue Problem aufgrund (b) ist nun, dap ein CREATE_SEG-Auftrag 
ausgeführt werden mu~, bevor die ersten Durchschreibe-Aufträge fÜr. neu 
eingefügte Objekte (bzgl. der betreffenden Relation/Index) vom-CM an die LI 
erteilt werden. Andererseits darf natürlich CREATE_SEG auch nicht vor 
Transaktions-Commit vom CM an die LI erteilt werden, weil dadurch das 
Prinzip der losen Kopplung verletzt werden WÜrde. 
Konsequenz: 
( 1 l In COMMIT -Aufträgen an den CM sind sogenannte Post-Commit-Aufträge 
für lls mitzuliefern. Diese Post-Commit-Aufträge enthalten CREATE_SEG 
oder DROP _SEG~Kommandos für lls, sie sind im Zuge des 
COMMIT -Operators ebenfalls auf dem SAFE zu sichern. 
(2) Nach erfolgreicher Sicherung auf dem SAFE (Commit-PunkU) erteilt der 
CM vorhandene Post-Commit-Auftr&ge an Lis. 
(3) Nach Erhalt positiver Bestätigungen durch die betr. lls ist der. 
COMMIT-Auftrag beendet und kann an den LM bestätigt werden. 
Dadurch ist auch hier das Prinzip der losen Kopplung gewahrt. Da solche 
Transaktionen sehr selten sind, wird die Effizienz des 
OB-Cache/SAFE-Verfahrens durch die Post-Coanait-Aufträge auch nicht 
berührt. 
Abschliepend zu dieseil Problemkreis wollen wir die Auswirkungen diskutieren, 
welche die vorgeschlagenen Optimierungen für Abb. M2 haben. 
Durch die Aufnahme von pids in Indexen ( (lids,pidtl als Einträge in 
invertierten lfsten, (lidn,pidnl als Knotenverweisel ergibt sich folgende Un-
annehmlichkeit bei Einfügungen: Aufgrund unseres Einfüge-Scenarios kann im 
Schritt (El) nur (lidt,pidt='unknown') bzw. (lidn,pidn='unknown'l im Index-
knoten eingetragen werden. Diese 'unknown'-pids müssen später durch die 
tatsächlichen pids ausgetauscht werden, will 11an den expliziten Zugriff auf 
die {lid} --+ (pid}-Tabelle bei nachfolgenden Zugriffen auf solche neu-
eingefügten Objekte ver~~eiden. Bei einem solchen Austauschverfahren I z.B. 
'lazy evaluation': Austausch erst bei erstmaliger Wiederbenutzung I sind zwar 
die Backends weiterhin nicht in das Transaktionskonzept eingebunden, jedoch 
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wird dadurch die Software-Komplexitiit des OBMS erhöht, sodaf man die 
Effizienzgewinne durch die Optimierung für die Abb. M2: {lid} --4 {pid} 
sorgfältig gegen diese erhöhte Systemkomplexität abwägen sollte. 
Schlufbemerkung: 
Nachdem wir nun die Recovery- und Concurrency-Probleme auf den 
LI-Systemdaten zufriedenstellend gelöst haben, bleibt uns nur noch das 
Recovery- und Concurrency-Problem bei der lid-Vergabe. Dafür lassen sich 
sehr effiziente Lösungen angeben, da für lids nicht das BedÜrfnis einer 
Wiederverwendbarkeit nach Transaktions/Hostsystemfehler besteht, und 
ebenfalls nicht so strenge Konsistenzbedingungen wie bei Synchronisation von 
Zugriffen auf andere OB-Objekte angelegt werden brauchen. 
3.4. Uberlegungen zur Prozeporganis.~t1on. 
Um unsere OBMS-Architektur auf einer konkreten Rechenanlage implementieren 
zu können, müssen die Benutzer- und OBMS-Programme in die Betriebssystem-
umgebung des Host eingebettet werden. Wie aus der diskutierten Modulari-
sierung ersichtlich ist, haben wir das OBMS als vom Betriebssystem unab-
hängiges Anwendungsprogramm konzipiert, welches spezielle Funktionen wie 
Parallelitätskontrolle für OB-Objekte (LM), OB-Pufferverwal tung/Recovery 
(CM) und OB-Plattenverwaltung (lls) selbst erledigt. 
Bei einer Realisierung unseres Host-OBMS werden nur noch eine Reihe 
einfacher Funktionen des Betriebssystems ausgenützt, wie z.B. 
(OSl) Verwaltung des virtuellen Arbeitsspeichers (OB-Cache wird jedoch von 
CM verwaltet! l, 
(OS2) Kontrolle der Terminal-Ein/Ausgabe (falls nicht ein eigener 
Frontend-Prozessor zur Verfügung steht), 
(OS3) Synchronisations-Primitive zur Prozef-Kommunikation, 
(OS4) Prozefverwaltung und -Scheduling (Parallelarbeit 11ehrerer Anwender-
programme durch geeignete Betriebsmittelvergabe und Rechnerkern-
zuteilung). 
3.4. iilerleg~nJ~t :zur P!'02Efo"ganlsatioo. 
Unter einem Prozef verstehen wir dabei eine Programmausführung in j!inem 
Adrefraum; Prozesse sind Einheiten der Rechnerkernzuteilung •. Als nächstes 
wollen wir untersuchen, wie die Funktionen (OS3) und (OS4) existierender 
('General Purpose'-)Betriebssysteme verwendet werden können, um eine 
möglichst grofe Leistungsfähigkeit erreichen zu kÖnnen. 
3.4.1. Einfluf der Systemarchitektur auf Probleme der Prozef-
strukturierung. 
Unter einer Prozefstrukturierung verstehen wir eine Abbildung von 
Transaktionsprogrammen und DOMS-Programmen. auf Betriebssystem-Prozesse. 
Eine solche Prozefstrukturierung hat sich dabei an folgenden Zielsetzungen 
zu orientieren: 
( 1) Ein hohes Map an Parallelarbeit ist bei der Bearbeitung von DB-Trans-
aktionen anzustreben. 
( 2) Kommunikations- und Synchrontsationsprobleme von selbständigen und 
gleichberechtigten Prozessen sind in befriedigender Weise zu lösen. 




Wie in [LAUE78] nachgewiesen wird,· sind beide Lösungen konzeptuell gleich-
wertig, und lassen sich ineinander ÜberfÜhren. Die weitergehende Aussage, 
dap beide Verfahren auch leistungsmäpig identisch sind, wird durch die 
Phxis nicht bestätigt: 
Die Prozefschnittstelle vieler 'General-Purpose'-Betriebssysteme fst fÜr 
typische Anwendungen (hohe Transaktionsraten, kurze Antwortzeit-
anforderungen) untauglich, da diese Betriebssysteme 'grope' Prqzesse 
verwalten, d.h. mit einer gropen Anzahl von Zustandsinformation fÜr 
Abrechnungszwecke, und komplizierte Rechnerkern-Zuteilungsstrategien 
(pre-emptive schedulfng, tiaae slicing) verwenden. Prozefumschaltungen sind 
also sehr teuer, sie lfegen in der Gröpenordnung von 5000-10000 Befehlen, 
und sollten somit soweit wie lliöglich minimiert werden, um einen CPU-engpap 
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zu vermeiden (vgl. dazu auch [HAER78], [GRAY77], [STON81]}. 
Somit scheidet eine konzeptionell attraktive Prozepstrukturierung der N .A. 
für solche Systemumgebungen von vornherein aus, nämlich dap wir jeden Modul 
auf einen separaten Prozep abbilden (Botschaften-System, Server-ModellJ64) 
Andererseits besteht auch keine vollkommene Freiheit bei der Auswahl einer 
geeigneten Prozepstrukturierung aus folgendem Grund: 
Die vorgenommene horizontale Zerlegung des Gesamt-DBMS in Verbindung mit 
dem Einsatz gewidmeter Prozessoren (Host-DBMS auf ein oder mehreren 
eigenen Prozessoren, jede LI auf einem eigenen Prozessor} bewirkt, dap 
zwischen dem Host und den Lls eine Botschaftenschnittstelle bestehen mup 
und somit jede LI als Server-Prozep realisiert werden mup. Somit verbleibt 
uns die Entscheidung Über die Prozepstrulcturierung der im Host laufenden 
Teile des OB-Systems. 
In der Praxis werden bei der Implementierung eines DBMS auf einem 
General-Purpose-Host fast ausschlieplich folgende zwei Prozepstruk-
turierungsmethoden verwendet: 
Methode 1: Virtuelle Datenbankmaschinen-Architektur im Host. 
Die Prozeporganfsatfon geschieht dabei fol_gendermapen: 
Jedes Benutzertransaktionsprogramm und die entsprechende Aktivierung 
des Host-DBMS werden auf einem Prozep abgebildet. Bei der parallelen 
Ausführung von N Transaktionen existieren N Betriebssystemprozesse im 
Host. Jeder dieser Prozesse enthält den gesamten Host-DBMS-Funktions-
umfang, d.h. pro Transaktion steht eine virtuelle OB-Maschine zur 
Verfügung. 
Ein bekannter Vertreter fÜr diese Prozeporganisation ist SystemR auf dem 
Betriebssystem VM370 ( [ASTR76]). 
Methode 2: Das Host-DBMS als ein Service-Prozep. 
Bei dieser Organisation läuft das gesamte Host-DBMS in einem separaten 
Adrepraum ab. Bei der Parallelausführung von N Transaktionen exis-
tieren somit N~l Betriebssystemprozesse im Host. 
64loas entspräche eS-im~ BSM ((I..A&\75]) wrfolgtaJ Strategie. 
Als Beispiel hierfür ist System UDS auf dem Betriebssystem BSlooo zu 
nennen. 
Anmerkung: 
Eine Variation dieser Methode besteht darin, anstelle eines zentralen 
Host-DBMS-Servers einen Pool von solchen Servers zur Verfügung zu stellen, 
wie es z.B. bei System UDS auf BS2DOO realisiert wird. Diese Organisation 
unterscheidet sich jedoch nur noch geringfügig von Methode 1. 
Eigenschaften dieser Prozeporganisationsformen: 
ad Methode 1: ( virtuelles DB-Maschinenkonzept im Host ) 
Für eine effiziente Realisierung dieser Methode ist die Verfügbarkelt von 
1 reentrant programs 1 nötig, um gemeinsame Adrepräume für verschiedene 
Prozesse zu erlauben. Da die Aktivierung des DBMS über Prozeduraufrufe 
erfolgt, sind wirksame Speicherschutzmechanismen notwendig. Die 
Synchronisation der verschiedenen unabhängigen DBMS-Aktivierungen beim · 
Zugriff auf kritische Programmteile (critial sections) und Tabellen hat 
mittels eines Serialisierungsmechanismus wie z.B. Monitore (oder critical 
regionsl zu erfolgen; diese Monitor-Implementierung ist .mittels Synchroni-
sations-Primitiven des Host-Betriebssystems wie etwa Semaphore oder 
unteilbaren Hardwareinstruktionen (z.B. Compare&Swap) zu realisieren. 
Wesentlichste Vorteile: 
(Ml-Vl) Da Benutzertransaktion und Host-DBMS als ein Prozep ablaufen, 
werden teuere Prozepumschaltungen zwischen Benutzertransaktion und 
Host-DBMS vermieden. Dabei setzen wir ferner voraus, dap der 
Overhead zur Implementierung von gemeinsamen Host-DBMS-Code bil-
liger ist als Prozepumschaltungen.65) 
(Hl-V2) Aufgrund der virtuellen DB-Maschinen-Eigenschaft sind DBMS-Dienst-
leistungen nfcht zentralisiert. Dieser Vorteil kommt dann zu• 
Tragen, wenn der Hostre.chner eine Multiprozessoranlage ist. 
fi6>Ge.ei11Sc111!1" Code ist z.B. realisiertlar ih!r gelll!insall berlltZbllre Prll!J -s gllll!rl12. D.1be1 
entstl!hen .1W111' el..alige (talnl)Kosten für c8s E1mlndl!n eines SD1c:hEn Proyr-.segwents in 
eineil ~ nadlfolgerxle Zlq'lffe ih!r Proyr - ;w:tt*llen sflll .;m:h leii'Jitlfch 
bl111ger als PI'02IL'fulsctlll1J1911. 
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(Ml-VJ) Durch die Prozepverwaltung des Betriebssystems ist es auf einfache 
Weise miiglich, Parallelität unter den Transaktionen zu realisieren 
(Inter-Transaktionsparallelität). 
Wesentliche Nachteile: 
(Ml-Nl) Falls das Host-Betriebssystem vorzeitigen Rechnerkernentzug 
( pre-emptive schedulfng) vornimmt, entsteht das Phänomen der 
Konvoys ([BLAS7gb]), wenn einem Prozep, der sich in einem Monitor 
mit sehr hoher Zugriffsfrequenz befindet, der Rechnerkern entzogen 
wird. Konvoys kiinnen einen verheerenden Einflup auf die Leistungs-
fähigkeit des gesamten Systems ausüben. 
Anmerkung: Ein interessanter Vorschlag zur Behebung dieses 
Dilemmas wird in [STDNBl] an die Adresse der BS-Konstrukteure 
gemacht: Einrichtung spezieller Scheduling-Klassen, denen der 
Rechnerkern nicht vorzeitig entzogen werden darf. Eine ähnlich 
wirksame Losung bestünde z.B. darin, dap mit Eintritt in einen 
Monitor der Wechsel in einen besonderen Systemmodus mit Rechner-
kernentzugssperre verbunden ist. 
ad Methode 2: ( Host-DBMS als Serverprozep 
Hier geschieht die Kommunikation zwischen Benutzertransaktion und Host-DBMS 
Über einen Botschaftenmechanismus. Die Synchronhation der Prozesse ist 
problemlos, da nur ein zentraler Host-DBMS-Prozep existiert. 
Wesentlichste Vorteile: 
(M2-Vl) Das Konvoy-Problem entsteht nicht . 
. wesentlichste Nachteile: 
(M2-Nl) Falls man viele Interaktionen zwischen Benutzertransaktion und 
Host-DBMS hat, entsteht die Gefahr eines CPU-Engpasses aufgrund 
der vielen teuren Prozefumschaltungen. 
(M2-N2) Bei der reinen Server-Methode (d.h. kein Server-Pool) kann die 
Rechenleistung mehrerer Host-Prozessoren nicht parallel fÜr 
Host-DBMS-Funktionen ausgenützt werden. 
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(M2-N3) Um N parallele Transaktionen effizient bedienen zu kllnnen, mup das 
Host-DBMS als Mehrbenutzerprozep organisiert werden, um ein 
Multiplexing von Aufträgen zwecks Verringerung von 
EtA-Verzögerungen durchfÜhren zu kÖnnen. Das Host-DBMS mup somit 
sein eigenes Multitasking und Scheduling vornehmen. 
Im zusammenfassenden Vergleich der beiden genannten Methoden läpt sich 
feststellen: 
( 1) Die aufgezählten Vorteile und Nachteile beider Methoden sind in etwa 
invers zu einander. 
{2) Die Anzahl der Prozepumschaltungen aufgrund von I/Os zu den OB-Platten 
ist in beiden Methoden gleich. 
Für die weitere Diskussion, welchen Einflup unsere DBMS-Architektur auf die 
Prozepstrukturierung hat, wollen wir weiterhin davon ausgehen, dap Prozep-
umschaltungen sehr teuer sind, d.h. wesentlich länger dauern als Prozedur-. 
aufrufe. 
Vor diesem Hintergrund sind zwei Kriterien für die Beurteilung einer 
Prozepstrulcturierung wesentlich: 
{ 1) Anzahl der Interaktionen zwischen Benutzertransaktion und Host-DBMS. 
(2) Anzahl der Interaktionen zwischen Host-DBMS und OB-Platten. 
ad {1): { Interaktion Benutzertransaktion <===> Host-DBMS ) 
Das virtuelle OB-Maschinen-Konzept vermeidet jeglichen Prozepwechsel 
auf dieser Ebene. 
Die Server-Methode kann zu CPU-Engpässen fÜhren, wenn diese 
Schnittstelle sehr niedrig ist {z.B. 1-Tupel{record):..at-a-ti•e wie etwa 
in Syste•R oder UDS). 
1. Haupteigenschaft der N.A.: 
hohe RAI-Schnfttstelle ..... > diese Interaktionen sind eno~ reduziert. 
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Diese Tatsache trifft im wesentlichen auf die mengenorientierten QM- und 
UM-bezogenen RAI-Operatoren zu. Für tupelorientierte RAI-Operatoren wie die 
Cursor-Extensions des UM bleibt der oben genannte Nachteil natürlich 
bestehen. Insgesamt gesehen, dÜrfte aufgrund der Verwendung der 
Server-Methode für die N.A. kein CPU-Engpap zu befÜrchten sein. 
ad (2): ( Interaktionen Host-DBMS <===> OB-Platten l 
Bei herk5mmlichen OB-Systemen mit einer sehr niedrigen Blockschni tt-
stelle zwischen Host-DBMS und den OB-Platten ergeben sich bei beiden 
Methoden sehr hohe Prozepwechselraten. 
2.Haupteigenschaft der N.A.: 
hohe SI-Schnittstelle 
in Verbindung mit dem 
C-Table-S~apping­
Mechani smus 
======> diese Interaktionen sind 
enorm reduziert. 
Diese Uberlegungen fÜhren uns zu folgender Ein.schätzung für die N .A.: 
Was den Overhead an Prozepwechseln anbetrifft, so kommen sowohl das 
virtuelle OB-Maschinen-Konzept als auch die Server-Methode als 
Kandidaten für die Prozepstrukturierung im Host in Frage.66) Alles in 
allem schneidet das virtuelle OB-Maschinen-Konzept in diesem Punkt doch 
noch etwas besser ab. 
Bei der Betrachtung der Möglichkeiten zur Parallelausführung von 
'Transaktionen fällt auf, dap keine der beiden Methoden die Ausnützung von 
Intra-Transaktionsparallelität ohne Zusatzmapnahmen zuläpt. Dies ist nicht 
verwunderlich, da sie bisher nur für OB-Systeme mit tupel-(record)weisem 
Zugriffssystem eingesetzt wurden, wo Parallelität innerhalb einer 
66lEtne Wl!ita'e 1nteressant.e PI"'2Etlcrg;nnsatlal, telehe wir in dieser Arbeit nicht Wl!itener-
folgen lCI11en, lrire wie folgt: Aast ist ~~ p ozessunvtlage =-> Ein Prozessor kim12 fÜr 
DB-CacheiWE-S,YStal (CM) gi!Wia!t Wl!l"den. . 
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Transaktion uninteressant ist. Das jedoch lindert sich für die N.A •. 11ft 
ihren aengen•ä,igen RAl-Operatoren und Filteroperatoren grundl_egend. 
3.4.2. Ausnutzung von Inter- und Intra-Transaktionsparallelität. 
Zunächst wollen wir die speziellen Anforderungen in der N .A. bezüglich 
Inter-Transaktionsparallelität diskutieren. 
Dazu se.i noch ein•al der Vorteil (Ml-Y2) und der Nachtell (M2-.N2) gegen-
Überges.tellt, was zu folgendeil Schlup berechtigt: 
Host ist M-Prozessoranlage, > 
M ~ 2 
das Konzept der virtuellen OB-
Maschinen ist vorteilhafter auf 
der Host-Ebene. 
Dieser Vorteil einer höheren potentiellen Rechenleistung für die Ausführung 
von Host-DBMS-Funktionen •anifestiert sich jedoch erst dann, wenn der 
Host-DBMS-Code relativ wenige 'critical sections' enthält, an denen sich die 
einzelnen Prozesse (Prozessoren) •fttels eines Mutual Exclusion Mechanis•us 
synchronisieren 11üssen. Die Identifikation von critfcal sections ist für die 
N.A. aufgrund unserer sorgfiltfgen Syste•strukiurierung 11ithflfe von 
Moduln (Prinzip der funktionalen sowie Datenabstraktion, keine oder sehr 
wenig globale Daten zwischen den Moduln) leicht IIÖglfch: 
Ausgehend von der Tatsache, da, die Einrichtung von critical sections nur . 
dann notwendig ist, wenn durch das betreffende Progra••stück Betriebs•ittel 
vergeben werden, ergibt sich aufgrund unserer Syste•architektur: 
TM •anipuliert Transaktfonsdeskriptoren 
LM verwaltet Sperrinforllatfon 
CM verwaltet OB-Cache (C-cat) > 
Teile von TM, LM 
und CM sind 
critical sections. 
Für die Ausführung des Codes von QM, UM und SAM hingegen dürfte keinerlei 
Synchronfsatfon notwendig sein! 
Besonders wichtig erscheint uns dieses Ergebnis fllr die QM-Operatoren, 
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welche sehr rechenintensiv sind und in OB-Anwendungen mit einem sehr hohen 
Prozentsatz von komplexen Retrieval-Anfragen sehr oft ausgeführt werden 
müssen. 
~ Die Rechenleistung mehrerer Hast-Prozessoren kann in der N.A. 
ausgezeichnet für ein hohes Maf an echter Inter-Transaktionspar-
allelität ausgenützt werden. Deshalb ist das virtuelle 
DB-Maschinenkonzept in einer solchen Hardware-Umgebung dem 
Server-Modell auf der Host-Ebene vorzuziehen. 
Bedeutung der Intra-Transaktionsparallelitat fÜr die N.A.: 
Schon bei der Entscheidungsbegründung für die Wahl der KAI-Schnittstelle 
(in Kap. 3.2.2) haben wir den Aspekt der Parallelverarbeitung innerhalb 
einer Transaktfon betont: 
Der in der Auswertung von Operatorbäumen inherente Parallelismus kann mit 
unseren Hardware-Resourcen gut ausgenützt werden. 
Theoretisch könnte bef MH Hast-Prozessoren und Mfu LI-Prozessoren eine 
Transaktfon gleichzeitig durch MH+M#u Prozessoren bearbeitet werden. Bei 
der Prozeforganfsatfon mittels virtueller OB-Maschinen wird jedoch eine 
Transaktfon mit ihrem virtuellen Host-DBMS auf einen Prozef abgebildet. 
welcher auf einem Host-Prozessor abläuft. 
Grundsätzlich stehen fÜr die Parallelarbeit innerhalb einer Transaktfon bei 
den genannten Voraussetzungen zur Verfügung: 
1 Host-Prozessor67) 
bis zu MfLI LI-Prozessoren 
67 lDas gilt genau öm, liBII der Host..PI"'ZZI!f 111 Hast selbst keine llnterprozll!ss kreiert, wie es 
fÜr die I~ '«Jl ~ PI'02IeiU8ufnlf' (fort ••• w.., '4· z.B. [LAIE78]) 
nötig fst. - :.!:! 
3.4. !ilerl~ zur Prozef!crgilnlsatial. 
1 Host-Prozef zur Bearbeitung von T 
k Service-
Prozesse zur 
Bearbeitung von T 
(OHSMtLil 
Abb. 3. 9.: Prozessorhierarchie zur Parallelverarbeitung innerhalb einer 
Transaktion. 
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Als nächstes soll der Frage nachgegangen werden, in welchen Fällen die 
Ausnutzung von Intra-Transaktionsparallelität wirklich sinnvoll ist. 
Prinzipiell kann Parallelverarbeitung im Host innerhalb einer Transaktion T 
immer dann stattfinden, wenn der Host-Prozep von T die I/0-Zeiten der 
aufgrund von SI-Aufträgen für T tätigen LI-Prozesse auszunutzen vermag. In 
anderen Worten, der Host-Prozep von T mup in der ·Lage sein weitere 
Berechnungen für T ausführen zu können, ohne auf die Antworten der 
betreffenden LI-Prozesse warten zu •üssen. Unsere Aufgabe besteht somit 
darin, den Arbeitsumfang zu ermitteln, welcher für T von den einzelnen 
Host-DBMS-Moduln parallel zur Bearbeitung von LI-Operatoren fÜr T erledigt 
werden kann. Diese Frage lift sich jedoch aufgrund der Modularisierung der 
N .A. sehr schnell und leicht beantworten. 
Ausnutzung von Bearbeitungszeiten für SI-Operatoren: 
(1) GET_REC-Aufträge: 
Diese Aufträge zur Bereitstellung eines Systemtupel oder Indexknoten 1m 
Public-C werden vom CM aufgrund entsprechende Anfragen voll SAM erteilt 
(bei Public-C Faults). Die Arbeitsweise des SAM ist jedoch nicht 
mengenorfentiert, sondern tupel/knotenweise. 
====> Der SAM kann wenig tun bis der betreffende GET_REC-Auftrag 
erledigt 1st. 
(2) Filteraufträge EXH_!ILTER, SEL_FILTER: 
Diese Aufräge resultieren aus den Aufträgen COMPLETE RELSCAN bzw. 
SELECTIVE_RELSCAN an den TM. Der TM selbst kann die LI-Bearbeitungs-
zeiten dieser Filteraufträge in vielen Fällen sehr gut fÜr die Verteilung 
von weiteren TM-Operatoren an solche Moduln (wie z.B. den QM) 
ausnutzen, welche alle benötigten Operanden bereits im OB-Cache zur 
Verfügung haben. 
Beispiel: 
Gegeben seien drei Relationen Rf, i=1,2,3. 
R1 sei auf den OB-Platten von Backenelf abgespefchert, 1=1,2,3. 
Betrachten wfr 11111 folgenden RAI-operatorbaUII (Kurzbezeichnung: CRELS fÜr 
COMPLETE_RELSCAN): 
3.4. iilerlegii'I!Jel'l :zur Prozef!<rganisatim. 
ZER1: 
Abb. 3.10: Beispiel eines RAI-Operatorbaumes. 
Die Knotenmarkierungen bezeichnen dabei die resultierenden ZERs. 
Für dieses Beispiel ist folgende Parallelauswertung erstrebenswert: 
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1: ZERl, ZER2 und ZER3 kÖnnen parallel 1fOn LI1, LI2 bzw. l13 
berechnet werden (CRELS bewirkt einen Aufruf von EXH_FIL TER an 
LI;). 
2: Wenn ZER1 und ZER2 Im OB-Cache vollständig zur Verfügung stehen, 
kann ZER4 durch QM im Host berechnet werden. 
3: Wenn ZER4 und ZERS im DB~Cache vollständig zur Verfügung stehen, 
kann ZERS durch QM im Host berechnet werden. 
Die Parallelauswertung eines RAI-Operatorbau11es geschieht somit nach 
dem Datenflup-Prinzip: Operatoren sind dann ausführbereit, wenn die 
benötigten Operanden zur Verfügung stehen. Einheften des Datenflusses 
sind dabei die ZERs. 
Anmerkung: Die erhöhte Intra-Transaktionsparallelftät kann zu einem 
erhöhten OB-Cache-Platzbedarf führen, im angegeben Beispiel für ZER1, 
ZER2 und ZER3 gleichzeitig; Die daraus resultierenden interessanten 
Optimierungsprobleme (Bestimmung eines optimalen Grads der lntra-Trans-
aktionsparallelftlit bei gegebene• vorhandenem OB-Cache-Platz) werden 
jedoch in dieser Arbeit nicht analysiert. 
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Vorschlag zur Prozepsynchronisation Host-Prozep ~-+ LI-Prozesse. 
Bei der Prozepsychronisation zwischen einem Host-Prozep und ein oder 
mehreren LI-Prozessoren, welche alle dieselbe Transaktion T bearbeiten, 
müssen wir folglich differenzieren, ob die LI-Bearbeitungszeiten vom 
Host-Prozep ausnutzbar sind oder nicht. 
(1) Host-Prozep gibt GET_REC-Aufrag an eine LI. 
====> dieser l/0-Wunsch wird als synchroner DB-I/0 vom Hint 
behandelt, d.h. Transaktion T wird die Host-CPU entzogen und 
an einen anderen rechenwilligen Host-Prozep zugeteilt. 
(2) Host-Prozep gibt EXH_FILTER/SEL_FILTER-Auftrag an eine LI 
====> dieser I/0-Wunsch wird als asynchroner DB-I/0 vom Hint 
behandelt, d.h. T wird nicht unterbrochen und kann 
weiterrechnen. 
Bei der Implementierung eines solchen asynchronen Verhaltens zwischen 
einem Host-Prozep und LI-Prozessoren mup man dafür Sorge tragen, dap 
man nicht mit der Prozedur-Struktur innerhalb des Host-DBMS in Konflikt 
gerät. 
Zur Verdeutlichung betrachten wir dazu den Ablauf einer Ausführung des 
COMPLETE_RELSCAN-Operators: 
Aufrufstruktur: 
(TM) COMPLETE RELSCAN 
~ -
(* Prozeduraufruf *) 
(CM} gTAB 
} (* Auftrag •ittels Botschaft *) 
(Lljl EXH_FILT~R 
3.4. lberlegtllQI!I'I zur PI'OZI!j!crganisatial. 
Da der EXH_FIL TER-Auftrag Über eine Botschaft an eine LI j er.teilt 
werden mup, mup -um ein asynchrones Verhalten zu erzielen- der Aufruf 
der Prozedur gTAB sofort nach Absenden dieser Botschaft Über den Hint 
terminieren (wonach die Prozedur COMPLETE_RELSCAN auch terminiert}, 
damit gleich anschliepend durch den Host-Prozep weitere Operationen für 
dieselbe Transaktion ausgeführt werden kÖnnen. Das Absetzen von 
asynchronen Aufträgen an die Lls verhält sich somit wie ein sofort 
beendeter schlichter Prozeduraufruf. 
Nach Beendigung des C-Table-Swappings durch eine LI darf dieser 
Host-Prozep jedoch nicht sofort _Über dieses Ereignis informi~rt werden, 
da er sich an beliebiger Stelle im Host-DBMS befinden kann. Die 
Modul-Struktur des Host-DBMS in Verbindung verlangt vielmehr folgendes 
Vorgehen: 
Bei Beendigung einer EXH_FIL TER/SEL_FIL TER-Operation wird dieses 
Ereignis dem Hint gemeldet und dort vermerkt (dazu ist i.a. eine 
gemeinsame Ergebnisvariable mit unteilbarer Lese- und 
Schreiboperation, z.B. spezielles Register, im Hint erforderlich). 
Das Host-DBMS erkundigt sich selbsttätig beim Hint Über beendigte 
EXH _FIL TER/SEL _FILTER-Operationen, wenn die entsprechenden 
C-Tabellen benötigt werden. 
Die Implementierung dieser asynchronen DB-1/0s kann mit 
Standardmethoden der Systemprogrammierung (START /WAIT) realisiert 
werden. 
Dazu ist eine Aufspaltung der bisherigen CM-bezogenen Operatoren des 
Moduls TM erforderlich: 
COMPLETE _ RELSCAN wird aufgeteilt in 
START _COMPLETE _RELSCAN ( <Relid>, <restr _predfcate>,<attr _)ist>, 
<exp. size>, <ZER-name>). 
WAIT (<ZER-name>) 
Analog wird mit SELECTIVE _ RELSCAN verfahren. 
Der Operator WAIT ist als zusätzlicher Operator an der 
RAI-Schnittstelle zur Verfügung zu stellen. 
Mit dieser Erweiterung zur Realisierung von Intra-Transaktions-
parallelität könnte das vom Transaktfons-compiler Tr-Comp erzeugte 
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Programm zur Auswertung des RAI-Operatorbaumes aus Abb. 3.10 wie folgt 
aussehen: 
START_COMPLETE_RELSCAN (Rl, ••• , ••• , ••• ,ZERl); 
START_COMPLETE_RELSCAN (R2, ••• , ••• , ••• ,ZER2); 
START_COMPLETE_RELSCAN (R3, ••• , ••• , ••• ,ZER3); 
WAll (ZERl,ZER2); (*verallgemeinertes konjunktives WAll*) 
ZER4:= JOIN (ZER1,ZER2, •••• ); 
WAll (ZER3); 
ZERS:= JOIN (ZER4,ZER3, •••• ); 
Abschlupbemerkung: 
Dieses Kapitel 3.4 hatte nicht die Absicht einer erschöpfenden 
Diskussion dieses komplexen und noch weitgehend unerforschten Gebiets 
der Wahl einer optimalen Prozepstrukturierung für eine bestimmte 
Systemkonfiguration und DBMS-Archftekt11r, sondern sollte erste 
Anregungen in diese Richtung geben. Mehr formale und quantitative 
Analysen (z.B. exakte Identifizierung von critical sections, Zählung von 
Prozefwechseln/Botschaften, Emittlung aller möglichen Parallelabläufe 
beim Dataflow-Approach, ••• ) hätten den zeitlichen Rahmen dieser Arbeit 
Überschritten. 
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4. Optiaale Queryauswertung far unsere Architektur. 
4.1. Auswalll geeigneter Queryoptiaierungs-Strategien. 
High-level Querysprachen wie SQL erlauben es dem Benutzer, Querfes zu 
formulieren, welche bei einer unDberlegten Implementierung einen sehr gropen 
Zeitaufwand (mehrere Stunden, sogar Tage) fDr die Ausflilirung benlltigen 
wOrden. Deshalb ist der Einsatz eines Optimierers vor der AusfDhrung 
unverzichtbar, um die AusfDhrungszeiten mindestens auf die Grllpenordnungen 
zu reduzieren, welche fDr prozedurale Querysprachen in hierarchischen oder 
Codasyl-DBs erzielbar sind. 
Als erstes müssen wir uns die Frage beantworten, .!'!!!. wir Optimierungen vor-
nehmen kllnnen. Dazu betrachten wir den Dbersetzungsvorgang von der 
High-level Querysprache in die Operatoren der RAI-Schnittstelle zum Rela-
tionalen Zugriffssystem, welches letztendlich die Obersetzte Query aus-· 
filhren soll. Der Übersetzungsvorgang wird vo11 Modul Tr-Comp des Trans-
aktfons-Systems erbracht, welcher in die Komponenten Pre-Compfler und 




Abb.4.1: Grobablauf einer QueryDbersetzung. 
Als nllchstes fst zu klllren, !!!. der Gegenstand der Optimierung sein soll. 
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Dem Optimizer fallen zwei Aufgaben zu, nllmlich 
(1) Algebraische Optimierung: 
Eingabe: RelA-Operatorbaum T 
Ausgabe: 'verbesserter' RelA-Operatorbaum T' 
(2) Zugriffspfad-/Algorithmenauswahl: 
Eingabe: T' 
Ausgabe: 'optimierter' RAI-Operatorbaum T" 
Dieser Aufteilung liegen folgende Prinzipien zugrunde: 
ad(l) Die algebraische Optimierung ist eine High-level Optimierungs-
technik, welche meist auf der Verwendung von Heuristiken basiert. 
ad(2) Die Zugriffspfad-/Algorithmenauswahl ist eine Medium-level Opti-
llferungstechnik, welche vornehallich auf der Verwendung konkreter 
Kostenfunktionen basiert. 
Erglnzend sei vermerkt, dap sich Low-level Optimierungstechniken etwa mit 
Organisationsstrukturen fDr Relationen und Indexe, mft physikalischen Grl!pen 
wie z.B. Blockgrllpe, etc. befassen. Selbstv~rständlicherwefse sollen solche 
Kenngrllpen als Parameter in die Kostenfunktionen fÜr die Medium-level Opti-
mierung eingehen (vgl. dazu Kap.S). 
4.1.1. Allge•efnes Über Queryopti•ierungs-Strategien. 
Als Grundlage für die sich anschlfependen Diskussionen Über gängige Opti-
mierungs-Strategien geben wir einige bekannte Eigenschaften im Oberblick an. 
Elementare Begriffe wie Relation und Tupel werden als bekannt voraus-
. gesetzt (siehe z.B. [ULLM80]). Der Wertebereich eines Attributs r einer 
Relation R sei mit dom(R,r) bezeichnet. 
Als Bezeichnungen für RelA-Operatoren verwenden wir: 
Projektfon Trr1 ••• r.!Rl 
r1,• ••• r. sind dabei Attribute der Relatf"on R. 
Restriktion aF(R) 
Dabei ist F eine Restriktionsformel, welche aufgebaut ist aus 
(1) Operanden, welche Konstanten oder Attribute von R ·sind, 
(ii) den arithmetischen Vergleichsoperatoren <,=,>, s, +, ~, 
(iiil den logischen Operatoren A, V, 'NOT'. 
Beispiel: dom( R,ri l = ~. i = 1,2,3,4, 
F = ((r1<6l V lr2>rJll A (r4=9) 
9-Join R :x: S 
r9s 
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Dabei ist 9 ein arithmetischer Vergleichsoperator, r ist Attribut von R, 
s Attribut von S. 
Der 9-Join kann wie folgt definiert werden (RxS bezeichnet das carte-
sische von R mit Sl: 
R :x: S := ar9siRxSl 
r9s 
Im Falle von 9 : = sprechen wir von einem Equi-Join. Falls bei einem 
Equi-Join ein redundantes Joinattribut gestrichen wird, so ergibt sich 
der Natural Join. 
( Anm.: Die restlichen Re JA-Operatoren wie die Standard-Mengenoperatoren 
oder die Division werden in unseren. weiteren Untersuchungen nicht ben~tigt.) 
Algebraische Optimierungstechniken. 
Grundlage fOr die glngigsten Optimierungsheuristiken auf diesem Gebiet 
bilden einige einfache Gesetze der RelA, welche wir jetzt auflisten wollen 
(vgl. dazu [ULLM80]). Zwei AusdrOcke E1 und E2 der RelA bezeichnen wir als 
äquivalent ( E1 : E2 ), wenn die beiden Auswertungen von E1 bzw. E2 das-
selbe Ergebnis liefern. 
Bem. :Die nachfolgenden Gesetze sind als Transfor•ationsregeln von links 
nach rechts zu lesen. 
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(G2a} Sei F = FR 1\ Fs 1\ FRs eine Restriktionsformel auf R und S, wobei 
gilt: 
- FR (Fsl betrifft nur Attribute von R (S}. 
- FRs betrifft Attribute von R und S. 
aF( R :x: S } : aFRS(aFR(R} :x: aF5(S}} 
r9s r9s 
(G2b} Seien r, r1, ... ,rn Attribute von R; s, s1, ... ,sm Attribute von s. 
Tl'rl···rnrs1 ••• s.s< R :x: S = Trr1 ••• rnr<Rl :x: '11's1 ••• s11s(S) 
r9 s r9 s 
NatÜrlich existieren noch viele andere solcher einfachen Xquivalenzen, jedoch 
genügen als Motivation fÜr unsere Zwecke die soeben aufgefÜhrten Regeln. 
Aus diesen Gleichungen lassen sich zwei Optimierungsheuristiken ableiten: 
Pipelining von Projektionen und Restriktionen. 
Relevante Gleichungen: (Gla)-(Glc) 
Zweck: 
Durch die Kombination von Sequenzen von Projektionen und Restriktionen 
soll eine Reduktion der Anzahl und GrGpe von Zwischenergebnisrelationen 
erzielt werden; gleichfalls wird eine Reduzierung der Sortiervorgänge 
fÜr Duplikateliminationen (bei Projektionen l oder fÜr eine Vorbereitung 
nachfolgender Joins bewirkt. 
Restriktionen und Projektionen so früh wie mÖglich. 
Relevante Gleichungen: (G2a)-(G2b) 
ll5 
Zweck: 
Diese Verschiebung von Restriktionen und Projektionen zu den Bllttern 
des Operatorbaums (so weit wie mllglich l beabsichtigt eine ·Reduktion der 
G röpe_ der J oi noperanden. 
In allen Arbeiten Über Queryoptimierung in der Literatur werden diese beiden 
Heuristileen vorgeschlagen, vgl. etwa. [SELI79], [SMIT75], [WONG76]68l • 
Neben diesen offensichtlichen Heuristileen werden in der Literatur noch 
kompliziertere algebraische Optimierungstechniken vorgeschlagen, die auf 
nicht-trivialen Äquivalenzen zwischen Re lA-AusdrÜcken beruhen, vgl. z.B. 
[HALl76], [ULLMBO], [WONG76]. Erwähnenswert sind ferner Techniken zur 
Erkennung identischer Teilblume ([HALL76],[FINK82]). Diese Techniken sind 
jedoch nicht Gegenstand dieser Arbeit. 
Optimierungen auf der Zugriffspfadebene. 
Die üblicherweise in der Literatur vorgeschlagenen Medium-level Opti-
mierungen, basierend auf der Minimierung konkreter Kostenfunktionen, 
umfassen in etwa folgende Aspekte: 
Zugriffspfadauswahl. 
Existieren mehrere Zugriffspfade zur Auswertung eines RelA-Operators 
( z.B. Segment-Scan, clustered Index-Scan und nonclustered Index-Scan 
fDr O'F(R) in SystemR), dann ist der billigste zu bestimmen. 
Beste Sortierordnung. 
Im Zusammenhang mit der Zugriffspfadauswahl steht auch die Frage nach 
der besten Sortierordnung bei der Auswertung einer Teil query (siehe 
z.B. [SMIT75]). Geeignete Sortierordnungen von Zwischenergebnissen 
können vorteilhaft sein für eine effiziente Auswertung einiger 
RelA-Operatoren, z.B. fÜr Joins, Projektionen oder die Implementierung 
der GROUP BY Anweisungen in SQL. Auch können existierende Sortier-
ordnungen Einflup auf die Frage haben, wie weit Projektionen im 
Operatorbaum nach unten verschoben werden sollen. Da eine effiziente 
Auswertung von Projektionen i .a. eine Sortierung nach einem Projek-
tionsattribut voraussetzt, kann es in manchen OB-Architekturen sinnvoll 
68 )AII!irlnefälle IS"Cien tl [Y NJ78] en.ht. 
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sein, Projektionen, welche erst eine externe Sortierung erfordern, 
m6glichst spät auszuführen. 
Algorithmenauswahl. 
Für die Implementierung eines Zugriffsoperators stehen manchmal mehrere 
Möglichkeiten zur Auswahl, z.B. f~r den Join der Nested-Loops Algo-
rithmus und der Sort-Merge Algorithmus. Unter Berücksichtigung existie-
render Zugriffspfade ist dann der billigste zu wählen (vgl. z.B. die 
verschiedenen Algorithmen für Restriktion-Projektfon-Join Querfes in 
[BLAS76], [YA079]). 
Existenz identischer Teflbäume. 
Falls ein Operatorbaum identische Teilbäume aufweist, dann kann es vor-
teilhaft sein, das betreffende Ergebnis nur einmal auszuwerten. 
Ausnutzung von Kommutativitit und Distributivitit. 
Die Auswertungsreihenfolge bei Sequenzen von Joins oder ·Mengen-
operationen kann unter Zuhilfenahme von Kenngröfen wie etwa der Kardi-
nalität der Operanden optimiert werden (siehe z.B. [SELI79]). 
Vorverarbeitung von Relationen. 
Die effiziente Auswertung von Querfes hängt natürlich von einer 
geeigneten Plattenorganisation (sortiert,clustered, ••• ) der Relationen 
und von existierenden schnellen Zugriffspfaden (Indexe,Lfnks, ... ) ab. In 
11anchen OB-Architekturen kann es vorteilhaft sein, bei Bedarf Rela-
tionen extern zu sortieren oder temporäre Indexe einzurichten. 
4.1.2. Sinnvolle Strategien in unserer Architektur. 
Die für die Queryoptillierung wesentlichsten Aspekte unserer OB-Architektur 
sollen noch einmal aufgezählt werden. 
Eigenständige Intelligenz Llj in jedem Backend-Subsys~em zur Aus-
wertung 'linearer' Operationen. 
Die grofe os:.cache-Kapazftät er11Öglicht eine effiziente mengenorien-
tierte Verarbeitungsweise von RelA-Operatoren. 
Die lls entlasten die Host-CPU(s) so sehr, daf wir voraussetzen, daf 
der Host nicht CPU-bound ist. 
Aufgrund dieser Eigenschaften erscheinen folgende Optimierungs-Strategien 
4.1. Ausl&ll geei!JE1B= Qteryq>tfnrienrlgs-Strategien. 117 
als sinnvoll: 
(1) High-level Optimierung: 
Die frühzeitige Auswertung von Projektionen ist offensichtlich eine 
gute Strategie besonders in unserer Architektur, da die Lis partielle 
Projektionen i.a. mit voller Plattengeschwindigkeit ausführen können; 
dasselbe Argument gilt fDr Restriktionen. Aufgrund der LI-Daten-
filterung erreicht man damit eine frühzeitige Gröpenreduktion der in 
das OB-Cache zu transportierenden ZERs. Um die Anzahl von ZERs zu 
reduzieren, ist es natürlich auch wichtig, Pipelining von Restrik-
tionen und Projektionen vorzunehmen (vgl. dazu auch die Spezifikation 
der SI-Schnittstelle in Kap. 3.2.4.1). 
Somit halten wir an zwei Heuristileen fest: 
* Restriktionen und Projektionen so früh wie möglich. 
* Pipelining von Restriktionen und Projektionen. 
Infolge dieser frühzeitigen Datenfilterung und im Hinblick auf 
spezielle Auswertungsalgorthmen in Kap.4.2, welche eine weitere früh-
zeitige Gri!penreduktion von ZERs erzielen, sowie eingedenk einer sehr 
gropen OB-Cache-Kapazität (im MByte-Bereich) kÖnnen wir davon aus-
gehen, dap im Normalfall von den Lis gelieferte ZERs vollständig in 
das OB-Cache passen. Da ferner n.Y. unsere Architektur keinen Host-
CPU-Engpap aufweist ( 'Offloading'-Effekt der Lls), können wir es uns 
im postulierten Normalfall ·immer leisten, Duplikateliminationen in 
ZERs mittels internem Sortieren vorzunehmen. Hier zeigt sich ein 
wesentlicher Vorteil gegenüber einem konventionellen OB-System, wo 
infolge fehlender Datenfilterung meist ein sehr teures externes 
Sortieren notwendig wird und man deswegen Sortiervorgänge nach 
Möglichkeit vermeidet. 
(2) Medium-level Optimierung: 
Das Problem einer besten Sortierordnung ist für uns nicht 11ehr so 
wichtig, da im Normalfall immer internes Sortieren vorausgesetzt wird. 
Deshalb wenden wir folgende Heuristik an: 
* OB-Cache-Objekte werden sortiert, wenn es fÜr dfe nachfol~ende 
Operation vorteilhaft fst (z.B. fÜr nachfolgende Mengenoperationen 
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(Durchschnitt, Vereinigung, ... ) sowie Joins auf ZERs). 
Die Algorithmenauswahl für die Implementierung des (cache-internen l 
Joinoperators fällt uns demnach auch leicht. 
* Der JOIN-Operator wird als Merge-Join implementiert. 
Die beste Lllsung für das Problem der Auswertung identischer Teil-
bäume ist jedoch in unserer Architektur auch nicht offensichtlich. Es 
kann nämlich der Fall eintreten, daf zwar die für eine Operation 
benötigten ZERs (2 Eingabe-ZERs, 1 Ergebnis-ZER l solange wie für 
diese Operation benötigt im OB-Cache gehalten werden kÖnnen, daf 
jedoch die längere Aufbewahrung einer ZER (welche das Ergebnis eines 
identischen Teilbaums enthält) im OB-Cache zu Platzproblemen fÜhrt. 
Falls eine solche ZER aus dem OB-Cache verdrängt werden mup, ist 
abzuwägen, ob sie irgendwo zwischengespeichert werden oder bei der 
nächsten Referenzierung neu berechnet werden soll. 
4.2. Efffzfente QueryauS~~ertungsalgorltll~~en. 
4.2.1. Dynamische Filter. 
Wie schon wiederholt erläutert, ist eine sehr wesentliche Voraussetzung für 
eine hohe Leistungsfähigkeit unserer OB-Architektur, daf die fÜr RelA- (bzw. 
RAI- l Operatoren benötigten Operanden so lange wie benötigt vollständig in 
das OB-cache passen, um eine effiziente Mengenverarbeitung ohne Zuhilfe-
nahme von temporären Plattendateien IIIÖglich zu machen. Folglich mup unser 
Ziel beim Entwurf von Auswertungsstrategien und -algorfthmen darin liegen, 
. den Datenumfang zu minimieren, welcher von den Lis in das OB-Cache trans-
portiert werden mup, d.h. es ist eine bestmÖgliche Reduktion der Kardina-
lität von ZERs so frÜh wie IIIÖglich anzustreben. Einen Schritt in diese 
Richtung stellt die gewählte High-level Strategie 'Projektionen und Restrik-
tionen so früh wie möglich' dar. Damit sind die MÖglichkeiten in dieser 
Hinsicht noch nicht erschöpft. Vielmehr ist die Auswertung gewisser Query-
typen in unserer OB-Architektur sehr viel effizienter durchführbar als in 
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den bekannten DBMS. 
Vorbereitend fDr die in diesem Abschnitt zu entwickelnden Konzepte führen 
wir erst einige abkürzende Bezeichnungen ein. 
Auswertung von RelA-Ausdrücken der Form nr1 ..• rk0"F(R): 
In unserer Architektur existieren für. die Auswertung dieses Ausdrucks zwei 
Typen von Zugriffspfaden, nämlich 
(i) Indexverarbeitung mit anschliepender selektiver Segmentfilterung 
(vgl. SEL_!ILTER-Operator), 
(ii) vollsUndige Segmentfilterung (vgl. EXH_!ILTER-Operator). 
Wir geben nun die zugehörigen Algorithmen ALGl und ALG2 zur Auswertung von 
nr1 .•• rk0"F(R) im Detail an und legen eine Kurznotation für spätere Zwecke 
fest. ALGl und ALG2 sind äqivalente Algorithmen zur Berechnung der Projek-
tion-Restriktion Query nr1 ... rkO"F(R l · 
ALGl: ( Indexverarbeitung & selektive Segmentfilterung 
Voraussetzung: 
F ist zerlegbar in F = F+ A F-. F+ betrifft die Attribute rip· •• ,rim von 
R, alle ri. (1 s j Sm) sind invertiert und F+ ist Über diese Indexe aus-J 
wertbar6g) • 
Die Berechnung von 1Tr1 •.• rk0"F(R) erfolgt in zwei Schritten: (a) Die Auswertung der Restriktion aF+(R) ist alleine durch Index-
verarbeitung mÖglich. Dabei liefert der Modul SAM die entsprech-
enden Tupelidlisten L j fÜr Restriktionen auf den einzelnen 
Attributen rij• 1 s j s m. Der QM manipuliert diese Trefferlisten 
entspr. weiter mittels Durchschnitts- oder Vereinigungsoperationen. 
Das erarbeitete Endergebnis IdR ist jedoch keine materialisierte 
ZER, sondern eine Tupelidliste der Tupel von R, welche die Restrik-
tf on F+ erfÜllen. 
Notation fÜr all diese Schritte unter (a): 
69lD.h., ~ Enthilt nur Tenae <Er Fcn 'rij9a11Stfj'. ALfe"lell af <Er Index eine SII!Cp!l"l-
tfelle Verartei~t bleta! (wie cm z.B. bei ~ <Er Fan ist). 
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(Opl) [ IdR:=INDF+IR) I (*.!!!Q_exauswertung*) 
(b) Die Materialisierung der durch IdR qualifizierten Treffertupel unter 
Anwendung der verbleibenden Restriktion F- geschieht wie folgt: 
- Sortiere IdR in geeigneter Weise nach pids70) • 
- Eine selektive Segmentfilterung von R gegen F- mit gleich-
zeitiger partieller Projektion durch eine LI (vgl. LI-Operation 
SEL_FILTER) liefert eine ZER im OB-Cache. 
- Diese ZER wird vom QM in geeigneter Weise sortiert (wenn nötig); 
dabei werden vorhandene Duplikate eliminiert. Das Endergebnis 
hei,e ZERR. 
Notation für all diese Schritte unter (b): 
ENDALGl 
---
ALG2: ( Vollständige Segmentfilterung ) 
Voraussetzungen: keine. 
Die Auswertung von ll r 1 ... rkO'F IR) geschieht wie folgt: 
(a) Eine vollständige Segmentfilterung von R gegen F mt gleich-
zeitiger partieller Projektion nach r 1, ... ,rk mittels des 
LI-Operators EXH_FIL TER liefert eine ZERR im OB-Cache. 
(b) Diese ZERR wird dann vom QM (wenn nÖtig) in geeigneter Weise 
sortiert; dabei werden gegebenenfalls vorhandene Duplikate elimi-
niert. Das Endergebnis hei,e ZERR. 
Notation fÜr alle Schritte (a) und (b): 
ENDALG2 
JO>o!e Sortl~ erfolgt eUch c81 (J4 1M 111-tache, faTis wir die wrgeschlagene Optllllienllg 
wn plds in lrllexien W!nelden; ulemfaTis erfolgt die ~ eUch die betreffe11de LI. 
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Vergleichend seien in Kurznotation die beiden prinzipiellen Zugriffspfad-
typen zur Berechnung von nr1 ••• rkaF(R) gegenübergestellt: 
ALG1: IdR:=INDF+(R); (* F = F+ AF- *) 
ZERR:=SEL'Ifr aF_(IdR) 
1· · · rk 
ALG2: ZERR:=EXH'Ifr r aF(R) 1··. k 
Alternativ schreiben wir für ALG1 auch: 
ALGl: ZERR :=SEL'If r 1 ••• rkaF_(INDF+( R )) 
Weitere Bezeichnungen: 
Mit Eval!TI'r1 ••• rkaF(R)) bezeichnen wir die Auswertung von 
Tl'r1 ••• rkaF(R) mittels ALG1 oder ALG2. 
mincost( RelA-Ausdruck) sei eine Funktion, welche die minimalen Kosten 
für die Auswertung des RelA-Ausdrucks angibt. 
cost(AP l sei eine Funktion, welche die LI-Kosten der Auswertung für 
einen konkreten Zugriffspfad AP angibt. 
Die Grundlage für die im folgenden vorzustellenden Konzepte bildet das 
anschliependen Lemma. 
Lemma 4.1: 
Seien F und G Restriktionsformeln auf einer permanenten Relation R 
derart, dap die betreffende LI das Prädikat FA G in dieser Form gegen R 
im Fluge filtern kann. Dann gilt: 
llincost(aF A GIRl) ~ mincost(aF(R)) 
Beweis: 
Seien F = F+ A F-, G = G+ AG- Zerlegungen von F bzw. G derart, dap F+ 
bzw. G+ Über Indexe auswertbar sind. Unsere Architektur bietet folgende 
Auswertungsmöglichkeiten fÜr aF(R) und aF A GIRl an: 








F AG in dieser Form durch LI im Fluge berechenbar ~ 
F, F-A G, FA G-, F-A G- sind auch im Flug durch LI auswertbar, da diese 
Restriktionsformeln eine geringere Komplexität als FA G aufweisen. 
Somit ergibt sich: cost([al]) = cost([bl]), 
cost([a2]) = cost([b2]) 
D.h. aber: mincost(aF AGl = 
min{mincost(aF(R)) ,cost([b3]) ,cost( [b4])} ~ 
mincost(aF(R)). 
Interpretation: 
Querymodifikation von Restriktionsformeln durch Hinzufügen von weiteren 
Konjunktionen unter Bewahrung der Im-Flug-Verarbeitung durch die Lis 
bewirkt, daf 
(1) die optimalen Auswertungskosten einer solchen Restriktion reduziert 
(oder hÖchstens nicht erhöht) werden, und 
(2) die Kardinalität der aus der Auswertung resultierenden ZER im 
OB-Cache weiter reduziert wird. 
Der wichtige Punkt bei Lemma 4.1 ist die Bewahrung der 
Im-Flug-Verarbeitung durch die Lis. Andernfalls könnte der unter (2) 
genannte erstrebenswerte Vorteil durch zu hohe LI-Kosten zunichte gemacht 
werden. Die nun zu beantwortende Frage ist, wie man zu geeigneten Prädi-
katen für die Querymodifikation kommt. 
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Informell stellen dynamische Filter Prädikate dar, welche während der. Aus-
wertung einer Query von schon berechneten Teilresultaten gewonnen werden; 
sie werden zur dynamischen Querymodifikation für die Berechnung weiterer 
Zwischenergebnisresultate verwendet. Mittels dyn. Filter soll die in das 
OB-Cache zu transportierende Informationsmenge weitestgehend reduziert 
werden, jedoch ist dabei auf die Im-Flug-Verarbeitung durch die Lis zu 
achten. 
Definition 4.1: 
(a) X sei Teilmenge von dom(R,r). Ein Filter fDr X ist ein Prädikat 
Fx[r] in der Variablen r mit folgender Eigenschaft: 
V x e dom(R,r) gilt: x e X ---4 Fx[r](x) 
(b) Ein Filter Fx[r] für X heipt dynamischer Filter, wenn X Teil-
menge von TTr(R) ist. 
Ein dyn. Filter charakterisiert somit die aktuell in der OB vorhandenen 
werte eines Attributs einer Relation. 
(Ein nicht-dyn. Filter hingegen ist nicht an die aktuell existierenden 
Werte gebunden, er ist somit statisch angebbar ('st~tischer Filter')71) . 
Belspiel 4.1: 
71)Ein statischer Fllt.er für X mit nr(R) t:; X kam iiiCh zur F01111~ llld !berpriift.r1g \01 
Irr!e!rität.sbedill!JI9!fl illf r herangezogen IEni!n; Ebenso kam er bei <Er Quer)qJtlmienrl 
vor Beglm <Er Abarteitulg einer Query 1Jir Quer)walifflcatlm ~t llfnlen (z.B. 
'Scllrrienfilter' aus Kataloginfonaation). 
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Angenommen, im OB-Cache steht folgende ZERR zur Verfügung: 









Sei X = 1Tr1 (ZERR) = {1,2,3,800,816,1500,1502}. 
Beispiele <b'rJ. Filter für X sind nun: 
F~[r1J = '1sr1 s1502' 
F~[rl] = '(1 S r1 S 3) V (800 S r1 S816) V (1500 S r1 S 1502)' 
F~[r1J = 'lr1=ll V (r1=2) V (rl'•3) VCr1=800l V (r1=816) V 
(r1=1500) V (r1=1502)' 
Fundamentale Eigenschaft von Filtern: 
Sei xe dom(R,r), Fx[r] ein Filter fÜr X •. Dann ist unmittelbar aus Def. 
4.1 ( a) ersichtlich: 
* Fx[r]( x) = false ----+ x t!X 
* Für Fx[r](x) = !!:.!!!_ ist i.a. keine definitive Aussage möglich, ob 
x e X oder x ;x gilt. 
Im Licht der Queryauswertung kann man diese beiden Eigenschaften wie 
folgt interpretieren: 
Angenommen, es ist bereits ein dyn. Filter Fx[r] ermittelt worden und es 
mup im Zuge einer in Bearbeitung befindlichen Query folgende weitere Auf-
gabe gelÖst werden: 
"Bestimme alle Tupel einer Relation S, fÜr deren Wert vs eines Attributs 
s von S mit dom(R,r)=dom(S,s) gilt, daf vs e X. • 
Die Verwendung von Fx[r] zur LÖsung dieses Problems bewirkt nun: 
(1) Im Falle Fx[r](vsl=false erhält man eine definitive Nein-Antwort 
auf die Frage vs e X?, d.h. die betreffenden Tupel von S können 
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weggefiltert werden. 
(2) Im Falle Fx[r](vs)=true erhält man nur eine Vielleicht-Antwort auf 
die Frage vs e X?, d. h. die betreffenden Tupel von S k!innen nicht 
weggefiltert werden und es ist zusätzliche Arbeit für eine defi-
nitive Beantwortung erforderlich. 
Durch den Einsatz eines dyn. Filters kann somit ein gewisser Prozentsatz 
von nicht ben!itigter Information (Nein-Antworten) rechtzeitig wegge-
filtert werden. Bei einem zu groben Filter jedoch k!innte möglicherweise 
viel Information in das OB-Cache aufgrund von Vielleicht-Antworten trans-
portiert werden, fllr die sich bei einer nachtrliglichen Prüfung heraus-
stellt, dap sie für die Beantwortung der vorliegenden Query Überflüssig 
ist. Folglich benlltigen wir eine Differenzierung verschiedener dyn. Filter 
für X hinsichtlich ihres Filterungs-Wirkungsgrads. 
Definition 4.2: 
Seien F~[r] und F~[r] zwei dyn. Filter fÜr X. 
F~[r] ist selektiver als F~[r] :iff F~[r] ----+ F~[r] 
Diese suggestive Bezeichnung bezieht ihre Berechtigung davon, daf das 
stärkere Prädikat F~[r] mindestens soviel Nein-Antworten liefert wie 
F~[r] (vgl. auch Def. 4.1). 
In Beispiel 4.1 sieht man: 
F~[r1J ist selektiver als F~[r1], welcher wiederum selektiver als F~[r1J 
ist. 
(z.B.: F~[r1](810)=~. aber F~[r1](810)=true; 
F~[r1](100)=false, aber F~[r1](100)=true.) 
Definition 4.3: 
Sei Fx[r] ein dyn. Filter fÜr X. 
(a) Fx[r] heipt trivialer Filter, wenn gilt: 
'rt vr e dom(R,rl: Fx[r](vr)=true 
(b) Fx[r] heipt totaler Filter, wenn 
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Fx[r] = ' V (r=vrl' 
vr e X 
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(c) Fx[r] heipt Min-Max Filter, wenn 
Fx[r] = 'min{vrlvr e X}~ r ~ max{vrlvr e X}' 
(dabei ist eine Ordnung 5 auf dom{R,r) vorausgesetzt) 
In Beispiel 4.1 ist F~[rl] ein Min-Max Filter, F~[rl] ein totaler Filter. 
(F~[rl] könnte als iterierter Min-Max Filter bezeichnet werden.) 
Lemma 4.2: 
Sei Flriv[r) trivialer Filter fÜr X, Fxtot[r] totaler Filter fÜr X, dann 
gilt: 
V dyn. Filter Fx[r) für X: 
F~ot[r] ---4 Fx[r] ---4 Fjriv[r) 
Beweis: 
Sei vr e ddm(R,r). 
- F~0t[r](vr)=true iff 3 x e X: vr=x iff vr e X 
Vielleicht-Antworten sind fÜr totale Filter somit stets definitive 
Ja-Antworten. 
V vredom(R,r): Fxtriv[r](vrl=true, d.h. der triviale Filter liefert 
nur Vielleicht-Antworten. 
Der totale Filter für X ist somit selektiver als alle anderen dyn. Filter 
fÜr X. 1Fj0 t[r] ist feinster Filter fÜr X.) 
Der triviale Filter fÜr X ist weniger selektiv als alle anderen dyn. Filter 
fÜr X. !Fjriv(r] ist grÖbster Filter fÜr X. )121 
72lDie Menge IIFx[r) aller ~- Fi11er fÜr X bildet einen Verband (llf'x[r],-); rF[r] ist 
kleinstes Element, rytvrrJ ist~ Element, kleinstes !J!IIIeillSiiiiii!S IXlere'lem8lt zu F~[r) 
.m ~(r] ist Fi[r] V FiCr), ~ !Jl!Einsa~ES Untetl..m ist FilrJ 1\ ~[r]. 
Berechnung dynamischer Filter. 
Wie aus der Def. eines dyn. Filters ersichtlich ist, kann ein solcher 
Filter erst wllhrend der Abarbeitung einer Query berechnet werden. Die 
Berechnung von totalen sowie Min-Max Filtern ist in unserer mengenorien-
tierten Architektur sehr effizient möglich. Generell bieten sich zwei 
Möglichkeiten für die Ermittlung eines dyn. Filters Fx[r] im OB-Cache an: 
(a) Von einer ZER, welche von Relation R abgeleitet ist und das Attribut 
r von R beinhaltet. 
(b) Von einer Tupelidliste, welche mittels eines Indexes auf r ·berechnet 
wurde und welche zusl!tzlich die jeweiligen Atributwerte für r ent-
hlllt. 
Die ZER sowie die Tupelidliste befindet sich im Normalfall vollständig im 
OB-Cache, in beiden Fllllen liegt i .a. eine Sortierung nach den Attribut-
werten für r vor.73l Somit können totale sowie Min-Max Filter quasi 
kostenlos ermittelt werden. Natürlich ist neben totalen sowie Min-Max 
Filtern noch eine Vielfalt von unterschiedlich selektiven Filtertypen denk-
bar. Dieses interessante Teilproblem, allgemeine Konstruktfonsverfahren 
für praktisch sinnvolle Filter zu entwickeln sowie deren Analyse bzgl. 
effizienter Ermittlung/Anwendung und Filterungs-Wirkungsgrad, kann im 
Rahmen dieser Breitbandarbeit nicht weiter verfolgt werden und bleibt 
somit späteren Untersuchungen vorbehalten. 
Auswahl eines geeigneten dyn. Filtertyps. 
Da dyn. Filter zur Querymodifikation (z.B. durch konjunktives Anfügen an 
eine bereits vorhandene Restriktion) eingesetzt werden sollen, ist es 
natürlich rein theoretisch vorteilhafter, immer den selektivsten Filter, 
d.h. den totalen Filter zu verwenden, da auf diese Weise eine bestmög-
liche Gröpenreduktion von ZERs vor Transport in das OB-Cache zu erzielen 
ist. Falls jedoch der somit zu modifizierende RelA-Ausdruck durch 
LI-Filteroperationen (insbesondere bei EXH _FILTER l ausgewertet werden 
73lim Fane einer Restriktion der Fonn amt1 s r s CIJ1St2 wird die T...,elidliste bereits sortiert 
nach r-wert.BI erstent. Falls bei <Er ZER 'lllrl1er 1J14>1ikatelilllfnatiCil erforder1ich 1111r, ist 
hlerfllr ~geneise die SortieMg lliiCh r-wert.BI Wli"ZIIII!tiEn. 
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soll, treten aufgrund der Im-Flug-Bedingung praktische Beschränkungen 
hinsichtlich der Komplexität dyn. Filter auf (vgl. dazu Lemma 4.1). 
Deshalb ist bei der Auswahl eines dyn. Filtertyps sorgfältig darauf zu 
achten, dap diese LI-spezifische Im-Flug-Filterungseigenschaft nicht ver-
letzt wird. Für Min-Max Filter wird dies i.a. gewährleistet sein, für einen 
totalen Filter Fx tot[r] in der angegebenen Darstellung jedoch nur bei 
einigermapen geringer Kardinalität von X. Falls sich jedoch für totale 
Filter eine kompakte Darstellung angeben läpt, so ist die Im-Flug-
Bedingung nicht an kleine Mengen X gekoppelt. 
Man betrachte etwa folgende Menge X, welche 4999 Elemente enthält: 
X = {x e ~Na: {1 s X noooo} tdx ist gerade} A (d 2346)} 
Falls diese Darstellung von X bekannt ist, dann kann man auch für Fi0 t[r] 
diese äquivalente Darstellung wählen, welche eine Im-Flug-Filterung La. 
ermÖglichen sollte (4 Tests pro Attributwert fÜr r je betrachtetes 
Tupel). 
Falls solche kompakte Darstellungen einer umfangreicheren Menge X nicht 
bekannt sind bzw. nicht einfach zu ermitteln sind, so müssen weniger 
selektive Filtertypen verwendet werden74) . 
Aus diesen Überlegungen ist klar ersichtlich, dap man bei der Wahl eines 
geeigneten clyn. Filtertyps wieder einmal mit dem klassischen 'space-time 
tradeoff' konfrontiert ist: Ein selektiverer Filter reduziert die OB-Cache 
Platzanforderungen, jedoch auf Kosten einer höheren LI-Filterungszeit, 
falls die Im-Flug Schranken Überschritten werden. 
4.2.2. Kategorfsierung von SQL-Querfes. 
Für die korrekte Anwendung der High-level Heuristik 'Projektionen und 
Restiktfonen so frÜh wie IIIÖglfch' ist eine Einteilung von SQL-Prädikaten 
in gewisse Kategorien erforderlich. Das Ziel dieser Kategorienbildung ist 
dabei zweierlei: 
74}Als ~eines totalen Fllters bletl!t sich z.B. ein sogen;mter Hash-Filter an: 
Sei HA[O:l] ein lxlolsches Feld, H:cba(R,r)- {0, ••• ,1} eine (Hasll-}filitkii. 
Fx[r J ist Hash-Filter fÜr x, te11 gilt: 
(a} IW:fl=true fff 3 xeX: H(xl=i 
(b) V xe cba(R,r}: Fx[r](x) '"HA[H(x)]. 
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(a) Es soll herausgefunden werden, welche Projektionen und Restriktionen 
vor einem Join ausgewertet werden können, d.h. im Operatorbaum nach 
unten verschoben werden können. 
(b) Prädikate, welche vor dem Join ausgewertet werden kÖnnen, sollen 
klassifiziert werden bezÜglich spezieller Typen von Auswertungsver-
fahren, welche sie benötigen. 
Oer Grundbaustein einer SQL-Query ist der Queryblock ([CHAM76]). Ein 
Queryblock ist aufgebaut aus 
* SELECT -Liste der gewünschten Attribute, 
* FROM-Liste der Relationen, von denen Tupel geholt werden sollen, 
* WHERE-Qualifikation, welche alle Ergebnistupel erfüllen müssen.75l 
Oie anschliefende Kategorisierung von SQL-Queries ist in ähnlicher Form 
auch in [MAKI81] zu finden. Sie wird in Kap.4.2.3 bei der Beschreibung 
von Queryauswertungsalgorithmen Verwendung finden. 
Die WHERE-Qualiffkation eines Queryblocks Q besteht aus logischen 




(iv) 're 1Qe111b)'76) 
wobei: rund s sind Atrribute der Relation R bzw. S, conste dom(R,r); 
9 e { <, s ,=, + ,>, ~ l. 
Oemb ist ein in Q geschachtelter Queryblock, 
aggr_fct ist eine Aggregatsfunktfon wie z.B. MIN, MAX, SUM, AVG. 
Terminologie. 
Wir sprechen davon, daf ein Prädikat P das Attribut r (bzw. r und s im 
Falle (fi)) direkt enth5lt. 
Sei P ein Prädikat in der WHERE-Qualifikatfon eines Queryblocks Q, P sei 
75)Dfe GROOP BY Anei!Wil wird wrerst nicht betrachtet. 
76lprädlkate der Fona 'IOs1l ~; IQSll' llll!rden wn uns nicht bet:racht2t; ebenso 
'r~Qsl'. 
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von der Form (iii) oder (iv): 
* Oemb liegt dfrekt in P. 
* Q ist dfrekt äuperer Block von Oemb· 
* Oemb ist direkt innerer Block von Q. 
Aufgrund der Schachtel ung können Queryblöcken sogenannte Blockschach-
telungstiefen (BST) zugeordnet werden: 
Der äuperste Queryblock hat BST=l, ein direkt innerer Queryblock 02 eines 
Queryblocks 01 mit BST(Ql )=i hat BST(Q2l=i+l. 
Dieser Schachtelungsbegriff bewirkt eine partielle Ordnung zwischen Query-
blÖcken bzgl. Inklusion und kann graphisch durch einen statischen Block-
strukturbaum illustriert werden. 
Beispiel 4.2: 
Relationen : A(al,a2,a3,a4), B(bl,b2,b3), C(cl,c2,c3) 
Queryl: 
-------, 
SELECT al 1 
FROM A 1 
WHERE a2=15 1 
AND a3=al 
AND a4e I -------I ( I SELECT c3 : 
1 : FROM C I -- Qn 
1 J_W_!!E!E_ ~=1: ) 
I ~---- -, 
AND al <MAX 1 ( 1 SELECT c2 1 
I FROM C 1-- Q12 
I :_ ~H~~ _c32U ) ___ 6i __ _ 
Query2: 
r-- ---., 
I SELECT al ,bl 
FROM A,B I 
I WHE RE a2=b2 I 
I AND a4>AVG I 




( isEÜcr cl I 
:FROM C :-021 
L ~HE~E _c2:_a~) 
< lsEi.EcT ~3-l 
: FROM C : - 022 
~ W_tlE_!!E _ c~=~ ) 
FOr Queryl 911t: BST(Qll=l, BST!Qnl=BST(Qlzl=2. 







Sei P Prädikat von Q, P enthalte direkt das Attribut r einer Relation R. 
(a) ristlokal zu Q :iff R ist in der FROM-Liste von Q enthalten. 
(b) r ist global zu Q :iff r ist nicht lokal zu Q. 
(c) Ein globales r bezieht sich auf Queryblock Q' :iff 
Q' ist der n~chst äupere Block von Q, welcher R in seiner FROM-Liste 
enth~lt. 
Die Existenz eines globalen r in Q induziert eine Prllzedenzrelation bzgl. 
der Auswertungsreihenfolge von QuerybH5cken: Falls sich ein globales r von 
P in Q auf ein Q' bezieht, dann kann P nicht ausgewertet werden ohne 
r-Werte von Q' geliefert zu bekommen. 
Die Beziehung 'liegt direkt in' 13pt sich wie üblich zu ihrer transitiven 
HDlle erweitern: 
Definition 4.5: 
Sei P ein Prädikat von Q, Q' ein weiterer Queryblock. 
Q' liegt in P :iff ( Q' liegt direkt in P 
oder 
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:I Qemb: Qemb liegt direkt in P und 
:1 P' in Qemb: Q' liegt in P' 
Definition 4.6: 
Sei P ein Prädikat von Q. 
P ist lokal auswertbar zu Q :iff 
es gibt kein globales r in P oder in einem in P liegenden Queryblock: 
r bezieht sich auf Q' mit BST(Q')<BST(Q)) 
Definition 4. 7: 
Sei P lokal auswertbar zu Q. 
P ist korreliert zu Q :iff 
3 globales r in einem in P liegenden Queryblock 
r bezieht sich auf Q ) 
Anmerkung: Die Bezeichnung 'korreliert' ist in Anlehnung zu der bei 
SystemR fDr solche Queries verwendeten Terminologie 'correlation queries' 
gewl!hlt worden. 
Aus Def.4.6 und 4.7 ist sofort ablesbar: 
P ist korreliert zu Q ~ ( :1 Qemb mit BST!Qembl>BST(Q) 
In Bsp. 4.2 erkennt man: 
:1 Pemb von Qemb• welches nicht lokal 
auswertbar ist zu Qemb l 
Queryl: 'a2=15', 'a3=al' sind lokal zu Ql auswertbar und nicht korreliert 
zu Ql. 
'cl=7' ist lokal zu Qu auswertbar, a4 ist lokal zu Q1 ------> 
' a4 e ( Qn l' ist lokal zu Ql auswertbar und nicht korreliert zu 
Ql· 
Ebenso ist 'al<MAXIQ12l' lokal zu Ql auswertbar und nicht kor-
reliert zu Ql. 
Query2: a3 ist global zu Q21 und bezieht sich auf Q2 ~ 'c2=a3' ist 
nicht lokal zu Q21 auswertbar, 'a4>AVG IQ21}' ist korreliert zu 
Q2· 
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Ebenso ist 'c2=a4' nicht lokal zu Q22 auswertbar und 
'b3<AVG(Q22l' ist korreliert zu Q2. 
Definition 4.8: 
Sei P ein Prädikat von Q, P sei lokal auswertbar zu Q. 
(K-1) P heipt einfache Selektion von Q, wenn gilt: 
(1.1) P enthält direkt nur lokale Attribute einer Relation R. 
(1.2) P ist nicht korreliert zu Q. 
(1.3) P enthält direkt keine Mengenoperatoren. 
(K-2) P heipt einfache Mengenselektion von Q, wenn gilt: 
(2.1) wie (1.1). 
(2.2) wie (1.2). 
(2.3) P enthält direkt den Mengenoperator e • 
(K-3) P heipt einfache Korrelation von Q, wenn gilt: 
(3.1) wie (1.1). 
(3.2) P ist korreliert zu Q, wobei gilt: 
Alle globalen Attribute von in P liegenden QuerybH5cken, 
welche sich auf Q beziehen, gehören zur selben Relation R 
wie in (3.1 l. 
(K-4) P heipt Join-Prädikat von Q, wenn gilt: 
(4.1) P enthält direkt genau zwei lokale Attribute von verschie-
dene Relationen. 
(K-5) P heipt komplexe Korrelation von Q, wenn gilt: 
(5.1) wie (1.1). 
(5.2) P ist korreliert zu Q, wobei gilt: 
:! globales s in einem in P liegenden Querblock, welches 
sich auf eine Relation S ( + R in (5.1)) in der FROH-Liste 
von Q bezieht. 
Für Bsp.4.2 erhalten wir: 
Query1 - 'a2=15', 'a3=a1', 'a1<MAX(Q12l' sind einfache Selektionen. 
- 'a4 e (Qnl' ist eine einfache Mengenselektion. 
Query2 - 'a2=b2' ist ein Join-Prädikat. 
- 'a4>AVG(Q21l' ist eine einfache Korrelation (a3,a4 von A). 
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- 'b3<AVGI922)' ist eine komplexe Korrelation (a4 von A, b3 
jedoch von B ). 
Eigenschaften dieser Prädikat-Klassen. 
(A} Ein Prädikat P der Klasse K-1 oder K-2 ist lokal auswertbar zu 
einem Queryblock Q, jedoch nicht korreliert zu Q 
----+ es gibt keine globalen Attribute in inneren Queryblöcken von 
P, welche sich auf Q beziehen 
----+ die Auswertungsreihenfolge kann von 'innen nach aupen' ge-
schehen, P braucht statisch nur einmal ausgewertet zu werden. 
(B) Verhaltnis einfache Korrelation zu komplexer Korrelation: 
Diesen Sachverhalt wollen wir anhand Query2 aus Bsp.4.2 erlliutern. 
Query2 lllpt sich in RelA-Schreibweise wie folgt darstellen: 
Query2 : O'bJ<AVG(Q22)10'a4>AVG(Q2l)(A :x: B)) 
a2=b2 
Bzgl. der am Join beteiligten Relationen A und B enthält 
'a4>AVG(Q21)' nur Attribute von A (nämlich a4 und a3), 
'b3<AVG(922l' enthält die Attribute a4 von A und b3 von B. Ent-
sprechend einer früheren Transformationsregel kann somit die 
einfache Korrelation 'a4>AVG(Q2ll' vor dem Join ausgewertet werden, 
die komplexe Korrelation 'bJ<AVGIQ22l' jedoch erst nachher, d.h.: 
Query2 : O'b3<AVG(922)10'a4>AVG(Q2l)IA) :x: B) 
a2=b2 
Mit Hilfe dieser Prädikat-Klassifizierungen lassen sich nun die folgenden 
Kategorien von SQL-Querytypen bilden77) 
Definition 4.9: 
Gegeben sei eine SQL-(Sub)query mit äuperstem Queryblock Q, alle Prädi-
kate in der WHERE-Qualifikation von Q seien lokal auswertbar. 
Q heipt Kategorie-1 (Sub)query, wenn gilt (1 e {1, ••• ,5)): 
n}Analoge Klassifiziertf9!11 l«<nnen bereits friftr in ()W<I81] llld [ASTR75) mf!nlert. 
4.2. Effiziente Qll!r;yauswerlmgsal!J)rltl'nel. 
(a} Es gibt ein Pradikat P von Q in der Klasse K-1. 
(b} Kein Prädikat P' von Q ist in der Klasse K-m, l<ms5. 
Bezeichnungen: 
Kategorie-1: Oselect• Kategorie-2: Oset• Kategorie-3: Ocorr• 
Kategorie-4: Ojoin , Kategorie-5: Ocompl· 
4.2.3. Beschreibung der neuen Algorithmen. 
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Vorbemerkung: Aufgrund unserer gew!hlten High-level Strategie werden 
Projektionen immer so früh wie möglich ausgewertet. Für die anschlieren-
den Algorithmen sind Projektionen nicht von gesondertem Interesse und 
werden somit nicht eigens in den zu untersuchenden Querytypen betrachtet. 
Bezeichnungen: 
SELECT * in einer SQL-Query bedeutet die Auswahl irgendwelcher 
Attribute ( vgl. obige Vorbemerkung}. 
- Eval( Q} bezeichnet die Auswertung der (Teil- }Query Q, das berechnete 
Ergebnis ist eine ZER im OB-Cache. 
- Cache-interner Join: 
Wir nehmen an (Normalfall}, dap beide Join-Operanden ZERR und ZERs 
sortiert nach dem jeweiligen Join-Attribut r bzw. s im OB-Cache zur 
Verfügung stehen. Das vom QM berechnete Ergebnis des Joins heipe 
ZERRS· 
Notation: ZERRS := JOINrQs(ZERR,ZERs} 
Weitere Festlegung: Für 9 : = sei durch JOIN der Natural Join reali-
siert. 
- Sei Fx[r] ein dyn. Filter fÜr X, rund s Attribute der Relation R bzw. 
s. Fx[rJ:~ bezeichnet die Substitution aller Vorkommen von r in Fx[r) 
durch s. Statt Fx[r) schreiben wir nur noch F[r], wenn die betrachtete 
Menge X klar ist. 
In den folgenden drei Teilkapiteln sollen nun neuartige 
Auswertungsalgorithmen für Queries vom Typ Oset• Ocorr und Ojoin präsen-
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tiert werden, welche mapgeschneidert auf die Fähigkeiten unserer OB-Archi-
tektur sind und eine wesentliche Effizienzsteigerung gegenüber den 
bekannten Verfahren in existierenden OB-Systemen erzielen. Alle diese 
Verfahren basieren auf dem Prinzip der dynamischen Querymodifikation 
durch Einsatz dyn. Filter. Dabei werden wir auf die Angabe konkreter 
Filter in manchen Fällen verzichten (vgl. Diskussion Über Berechnung und 
Auswahl dyn. Filter). 
Anmerkung: Die Auswertungsalgorithmen für 9select-9ueries ändern sich 
nicht im Vergleich zu existierenden Lösungen, jedoch ändert sich die Opti-
mierung bei der Zugriffspfadauswahl (vgl. Kap.S). Ferner sei darauf 
hingewiesen, dap alle anschliepend präsentierten Algorithmen als Basis-
algorithmen zur Illustration der Verwendung dyn. Filter dienen sollen. 
Mögliche Variationen werden am Ende von Kap.4.2.3 diskutiert. 
4.2.3.1. Auswrtungsalgorfth•us für 9set-Queryt;ypen. 
Als Teilmenge der Kategorie-2 Querfes 9set wollen wir folgendes Query-
schema ~set betrachten: 
~set : SELECT * 
FROM R 
WHERE GR AND r e (Q~mbl 
Dabei gilt: 
- GR ist eine Restriktionsformel auf R (d.h. GR ist in der Klasse K-1). 
're (Q~mbl' ist in der Klasse K-2 ~ Q~mb ist lokal auswertbar. 
- r und s sind Attribute von R bzw. S, wobei dom(R,r) = dom(S,s) gilt. 
- Plausiblerweise mup das Ergebnis der Auswertung von Q~mb eine ZER 
sein, welche aus nur einem Attribut besteht. Dieses einzige Ergebnis-
attribut ist s. 
Deswefteren bezeichne SF[r] ein Prädikat in der Variablen r. 
4.2. Effiziente Queryauswerllrtgsalpithmen. 
Auswertungsalgorithmus für ~set-Queries: 
Algorithmus! 
Schrittl: ZERs := Eval(Q~mb l; 
Schritt2: Berechne einen dyn. Filter F[s] für ZERs; 
SF[r] = F[s]l~; 
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Schritt3: (*Ermittlung einer Obermenge des Ergebnisses für ~set mittels 
Querymodifikation. *) 
ZERR := EVALIO"GR t\ SF[r]IR)); 
Schritt4: (*Feststellung des exakten Ergebnisses.*) 
if "F[s] ist nicht der totale Filter für ZERs" 
then result : ZER~ := JOINr=siZERR,ZERs) 
else result : ZERR 
fi; 
Ende Algorithmus! 
Die Korrektheit von Algorithmus! folgt unmittelbar aus der Definition 
eines dyn. Filters sowie unter Berücksichtigung, dap 
JOINr=siZERR,ZERsl " {Tupel t e ZERR: t.r e ZERs}, 
wobei t.r den Wert von Attribut r für Tupel t bezeichnet. Letzteres folgt 
aus der speziellen Gestalt von ZERs (nur 1 Attribut) und aus der Tat-
sache, dap JOINr=s als Natural Join vorausgesetzt ist. 




Relationen: A a1 a2 a3 a4 a5 
1 2 3 4 3 
4 1 1 2 3 
2 1 2 5 5 
3 3 1 4 3 
5 4 1 2 2 
2 1 4 5 5 
Query: SELECT al,a2,a3 
4. Optimale~ für 111sere Architektur. 
B b1b2b3 
2 1 3 
3 2 3 
2 1 5 
5 4 4 
1 2 5 
1 1 1 
FROMA -------1 WHERE a3 e ( : SELECT b3 1 
I FROH 8 I -- Q~ntl 
I WHERE 2 ~ bl :S 4: ) 
l--- ----
Auswertung gem~ Algorithmus!: 
Schrittl: (* ZERs := Eval{Q~l : Eval('ITbJ0'2 :S bl s 4(8) l *) 
Schritt2: (* Wir wählen den Min-Max Filter. *) 
SF[a3] = fllfl[b3] I~ = '3 ~ a3 ~ 5' 
Schritt3: (* ZERA := EvaH'ITala2aJ0'3 sa3 ~ 5(A) l *) 
al a2 a3 
1 2 3 
2 1 4 
Schritt4: (* result : ZER~ := JOINa3=bJ(ZERA,ZERal *) 
ZER~ al a2 a3 
1 .2 3 
Bemerkungen: 
(1 l Der zu erwartende Effizienzgewinn von Algorithmus! ist im 
wesentlichen durch Lemma 4.1 zu begründen. 
(2) In SQL kann Q~mb auch eine Liste konstanter Werte sein. In diesem 
Fall wird man als lb'n. Filter sicherlich meistens den totalen Filter 
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wllhlen können. 
4.2.3.2. Auswertungsalgoritllaus fiir Qcorr-Querytypen. 
Im Gegensatz zu Algorithmen für Ojoin-Queries hat das Problem einer effi-
zienten Auswertung von Ocorr-Queries in der Literatur bisher kaum Beach-
tung gefunden. 
Als Teilmenge der Kategorie-3 Queries Ocorr wollen wir folgendes Query-
schema zycorr betrachten: 
zycorr : SELECT * 
FROH R 
WHERE GR AND 
rl9 aggr _fct(Q:~b[ r2=t2}) 
Dabei gilt: 
- rl,r2 sind Atrribute von R, sl (t2) ist Attribut von S (T); R + T ,S 
(T=S ist zulässig). 
- 9 ist ein arithmetischer Vergleichsoperator. 
- aggr_fct ist eine Aggregatsfunktion, welche berechnet wird aus den 
Attributwerten von sl. 
- Die Notation Q~~b{r2=t2} gibt an, dap Q~1b das Prädikat 'r2=t2' 
enthält. Die Auswertung von Q~~b fst wieder eine ZER, welche nur das 
Attribut sl Ullfapt. 
- Wegen R + T ,S ist r2 global in Q:~b{ r2=t2} und bezieht sich auf den 
äuperen Queryblock; 'r2=t2' ist somit nicht lokal auswertbar78 l . 
- GR ist ein Prädikat der Klasse K-1 oder K-2. 
Als Illustration soll folgende Query dienen: 
SELECT * 
FROH A 
WHERE a3 + 7 AND a2<AVG ( SELECT bl8 
i8loas klrrel'feroeld! Pridikat 'r2=t2' kalt man fn Anletrulg ill den E(Jif-Join als 
EqJi-Km-elatfoo bezr!ldn!n. 
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FROM B,C 
WHERE b3=c7 AND al=c4 ) 
Die Eigenschaft, dap das korrelierende Prädikat 'r2=t2' nicht lokal zu 
Q~~b auswertbar ist, impliziert, dap Attributwerte für das globale 
Attribut r2 vom äuperen Queryblock an Q~~b geliefert werden müssen. Diese 
Versorgung von Q~~b mit Werten fÜr r2 erfolgt in allen bekannten 
OB-Systemen auf die in den meisten Fällen ineffizienteste Weise, nämlich 
mittels der Technik der sogenannten iterierten Tupelsubstitution79) (siehe 
etwa [SELI79], [BANE78], [MAKI81]). Bei dieser Methode wird der innere 
Queryblock Q~~b so oft ausgewertet, wie es Treffertupel gemäp GR gibt. 
Unsere mengenorientierte OB-Architektur hingegen ermllglicht eine sehr viel 
effizientere Auswertungstechnik für solche Korrelationsquerfes. 
Notation für den nachfolgenden Algorithmus: 
Q~~b{r2=t2}i~ffi~' 
bedeutet, dap das Prädikat 'r2=t2' in Q~~b durch das Prädikat CF[ t2] 
ersetzt wird, d.h. wir nehmen hier eine Querymodifikation durch Prädikat-
substitution vor. Desweiteren sei auf die Semantik der GROUP BY Anweisung 
in SQL verwiesen80l • 
Auswertungsalgorithmus fÜr ~corr-Querytypen: 
Algorithmus2 
Schrittl: ZERR := Eval(aGR(R)); 
Schritt2: Berechne dyn. Filter F[r2] für 'lfr2CZERRl; 
CF[t2] = F[r2]i~~; 
Schritt3: (* Einmalige Auswertung von Q~~b *) 
79 >ott auch als • nested iteratfon method • bezek:tret. 
IIJ)Eine GROll' BY Ar'N!IS111!J wird uaelst in VertrincbrJ 111t einer Aggregat:sftr*ton blnrtrt. 
Dabei lll.f jeder Attrlbubet eines Attributs aus der SELECT -lis11! eine Eigenschaft der 
Gr14JPe si!ln hm eben cUdl die AngiiOe 11011 ~ geloiitrlels11!t ist; \'gl. 
[CIWI7fi]). 
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Schritt4: (* Cache-interne Auswertung durch QM. *) 
4a: (* Auswertung der Aggregatsfunktion. *) 
ZERaggr_fct := Eval( SELECT sll = aggr_fct(sl), t2 
FROM ZERemb 
GROUP BY t2 ) ; 
4b: (* Exakte Auswertung von 't2=r2'. *) 
ZERRaggr _fct := JOINr2=t2( ZERR,ZERaggr _fct); 
4c: (* Auswertung von e. *) 
result: ZER~ := RESTRICTr19sll(ZERRaggr_fctl; 
Ende Algorithmus2 
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Dabei ist fDr die Auswertung nach Algorithmus2 noch sicherzustellen, dap: 
- r1,r2 in Schritt1 nicht wegprojeziert werden, und 
- s1, t2 in SchrittJ nicht wegprojeziert werden. 
Beispiel 4.4: 
Relationen: C cl c2 c3 c4 eS 
1 2 3 4 3 
4 1 1 2 3 
2 1 2 5 5 
3 3 1 4 3 
5 4 1 2 2 
2 1 4 5 1 
6 4 2 1 6 
D dld2d3 
1 4 1 
2 3 3 
3 5 3 
4 4 5 
5 2 5 
7 4 2 
6 7 6 
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Query: SELECT cl,c2,c3 
FROM C 
WHERE cl ~ 5 ANO c3 s 3 ANO 
c4=AVG(ISELEcr!2 -, 
1FROM 0 :- Q~{c5=d3} 
:wHERE c5=d31 
I ANO dl<7 1) 
·-- ---_I 
Auswertung gem~ Algorith111Us2: 
Schritt!: (* ZERc := EvalCl'rc1c4c!iO'cU 5 A c3 s 3CCll *l 
ZER c1 c4 eS 
1 4 3 
4 2 3 
2 5 5 
3 4 3 
5 2 2 
Schrftt2: (* Wir venenden den Mfn-Max Filter. *) 
CF[d3] = fllfl[c5Jl~ = '2sd3s5' 
schrftt3: C* ZERo := EvaHQ~{c5=d3}l :~s;~fs 5• l = 
Eval(n d2d30'2 s d3 s s A dl <7co}) *l 





Schrftt4a: (* Auswertung von AVG, gruppiert nach <13-Werten, aus ZERo; 
d22 = AVG(d2) *) 
ZERAVG d22 d3 
4 3 
3 5 
Schrftt4b: (* ZERcAVG := JOINc5=dJ(ZERc,ZERAvGl *) 
ZERcAVG cl c4 c5 d22 
1 4 3 4 
4 2 3 4 
2 5 5 3 
3 4 3 4 
Schritt4c: (*ZER~ := RESTRICTc4=d22(ZERcAVGl 
mit Wegprojezieren von d22 *) 
ZERc cl c4 eS 
1 4 3 
3 4 3 
Anmerkungen zu Algorithmus2: 
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( a) Der ben!ltigte OB-Cache-Platz kann durch Pipelining der Schritte 4b 
und 4c weiter reduziert werden. 
( b) Die . frühzeitige Freigabe nicht mehr benötigter ZERs ist nicht 
explizit erwähnt; z.B. kann ZERemb nach Schritt4a durch den 
RELEASE-Operator freigegeben werden. 
(c) Weitere interessante Variationen von Algorithmus2 werden am Ende 
von Kap.4.3.2 diskutiert. 
Die Korrektheit von Algorithmus2 llpt sich folgendermapen begrÜnden: 
Durch den dyn. Filter CF[t2) wird eine Obermenge (fDr totale Filter die 
exakte Menge) der korrelierenden r2-Werte bestimmt. In Schritt3 erfolgt 
dann die einmalige Auswertung des inneren Queryblocks Q~~b mit CF[t2) 
anstelle von 'r2=t2', d.h. wir benutzen quasi die Technik der Tupel-
mengen-Substitution. Schritt4a wertet dann die Aggregatsfunktion fDr s1, 
gruppiert nach t2-Werten, aus. ZERaggr fct enthält dabei evt. mehr Tupel 
als notwendig, falls CF[t2] nicht der totale Filter ist. Die spezielle Ver-
wendung des JOIN-Dperators in Schritt4b wertet danach exakt das kor-
relierende Prlldikat 'r2=t2' aus und verbindet die zusammengehörigen 
r1-Werte und aggr _fct-Werte. Schlieplich kann dann cache-intern das 
äupere Prädikat 'r19 ••• ' ausgewertet werden. 
Weiter ist zu ver11erken, dap aufgrund der speziellen Gestalt von 
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ZERaggr _fct (Attribut t2 ist Schlüsselattribut wegen GROUP BY l gilt, dap 
card(ZERRaggr fctl s card(ZERRl· Falls auch Pipelining der Schritte 4b und 
4c gemacht wi~d, so ist für 4b und 4c zusammen nur Platz für ZER~ erfor-
derlich. Insgesamt ergeben sich somit im Normal fall keine Übermäpigen 
DB-Cache-Platzanforderungen.Bl) 
Effizienz von Algorithmus2: 
Von dem vorgestellten Tupelmengen-Substitutionsmechanismus unter Einsatz 
dyn. Filter wird erwartet, dap er (erstmalig) eine effiziente Auswertung 
von Korrelationsqueries erlaubt. Der Vorteil von Algorithmus2 liegt darin, 
dap der innere Queryblock nur einmal ausgewertet werden mup. Dieser 
Vorteil ist besonders augenfällig, wenn die Anzahl der verschiedenen zu 
substituierenden r2-Werte hoch ist oder/und Q~~b{r2=t2} einen Join 
enthält (wie die eingangs angegebene lTcorr-Query). 
Die Verwendung von Algorithmus2 ist natürlich nicht auf unsere spezielle 
OB-Architektur eingeschrllnkt (was auch für die anderen Algorithmen gilt), 
sondern kann - mit entsprechenden Effizienzverlusten - auch in konven-
tionellen OB-Systemen zur Auswertung von lfcorr-Queries eingesetzt werden. 
Selbst für diesen Fall wird in vielen Fällen eine deutliche Effizienzstei-
gerung gegenüber der klassischen Methode de'r iterierten Tupelsubstitution 
erwartet. Im Normalfall (alle ZERs passen in das OB-Cache) ist in unserer 
Architektur mit einer noch weitaus gröpere Effizienzverbesserung zu 
rechnen. Der Autor erwartet insbesondere bei komplexen Qcorr-Queries eine 
Verbesserung um Gröpenordnungen; auch fÜr solche Fälle, wo fÜr die Aus-
wertung der inneren Korrelation keine schnellen Zugriffspfade existieren, 
wird die Effizienzsteigerung sehr beträchtlich sein. AusfÜhrliche quanti-
tative Analysen in dieser Richtung müssen jedoch späteren weiter-
fÜhrenden Untersuchungen vorbehalten bleiben. 
Abschliepende Anmerkung: 
I.a. sind Korrelationen nicht nur zwischen verschiedenen Relationen (wie 
in Bsp.4.4), sondern auch innerhalb einer Relation in SQL zulässig. SQL 
ermöglicht dies durch die Verwendung von Tupelvariablen, z.B.: 
81. lvg1. cmu audl die D1slcuss1a1 an Ende ~ Kap.4.2.3. 
SELECT cl,c2 
FROH C tvar 
WHERE 3 ~ c4 ~ 5 AND 




Eine mit einer Tupelvariablen quantifizierte Relation (hier C tvar) kann 
als verschiedene Relation (also C tvar * Cl aufgefapt werden. Damit sind 
die Definitionen zur Querykategorisierung und somit auch Algorithmus2 
sofort anwendbar. 
4.2.3.3. Aus.ertungsalgorfthiH!n fDr Ojofn-Que~. 
Unsere Untersuchungen wollen wir auf einen Qjoin-Querytyp konzentrieren, 
welcher oft als 'Restriktion-Projektion-Equijoin Kern' der RelA bezeichnet 
wird. 
Vjoin :: SELECT * 
FROH R,S 
WHERE G AND H AND r=s 
Dabei gilt: 
- G und H sind jeweils Restriktionsformeln auf den Relationen R bzw. S. 
- r (s) ist Attribut von R (S); r und s bezeichnen wir als Joinattribut 
von R bzw. s. 
In reiner RelA-Form läpt sich obiges Queryschella wie folgt formulieren: 
Vjoin:: O'G A HIR lXI SI : O'G(R) lXI O'H(S) 
r=s r=s 
Restriktionen so früh wie 11Öglich auszuführen! reduziert zwar die Kardina-
litlt der beiden Joinoperanden von card(Rl 1 auf card(O'G(R)) bzw. von 
card(S) auf card(O'H(R)), jedoch stellt diese Verfahren noch keine maxi-
male Reduktion der fDr den Join benötigten ZERs dar. Damit auch für 
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diesen Querytyp der Normalfall, d.h. beide Joinoperanden-ZERs passen in 
das OB-Cache, fast immer in praktischen Anwendungsfllllen eintritt, ist 
nach Miiglichkeiten für weitere Reduktionen zu suchen. Selbstverständlich 
werden dyn. Filter wieder das geeignete Instrument zur Erreichung dieses 
Ziels sein. 
Grundfdee. 
Nach Definitfon ist der Jofn eine Restriktion auf dem cartesischen Produkt 
und es gilt somit: 
0 ~ card(O's(Rl :x: O'H(S)l s card(O's(R))*card(O'H(S)) 
r=s 
Es nehmen also f.a. nicht alle Tupel von as(R) und O'H(S) am Join teil. 
Unser Ziel mup es daher sein zu vermeiden, dap Tupel, welche nicht am Join 
teilnehmen, durch eine LI von einer OB-Platte in das OB-Cache trans-
portiert werden. 
Die Berechnung des Joins soll am Ende durch einen cache-internen 
Merge-Jofn mit zwei ZERs als Operanden geschehen. Um Filter für Tupel 
konstruieren zu kiinnen, welche 'am Join teilnehmen', mup dieser Begriff 
genauer spezifiziert werden. 
Aufgrund der Semantik des Joins O's(R) :x: O'H(S) ergibt sich: 
r=s 
Ein Tupel tR von as(R) erfüllt das Joinprädikat 'r=s' genau dann, wenn 
gilt: 
Definition 4.10: 
Sei tR Tupel von O'G ( R l. 
tR nimmt am Join as(R) :x: O'H(S) teil :iff tR.r e ll'sO'H(S) 
r=s 
Bem. Die Definition fÜr Tupel ts von S ist symmetrisch. 
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Zur Beantwortung der Fragen 'tR.r e YrscJH(S)?' und 'ts.s e Yrrcf&(R)?' 
sind ~n. Filter wieder das geeignete Instrument. Die zu ermittelnden ~n. 
Filter sollen dann diejenigen Tupel von R und S qualifizieren, welche 
vielleicht am Join teilnehmen. Durch die anschliepend vorzunehmende Query-
modifikation durch konjunktives Anfügen der Filter wird somit vermieden, 
dap einige oder alle Tupel (je nach Selektivität des verwendeten Filters l, 
welche nicht am Join teilnehmen (definitive Nein-Antworten), aufgrund von 
EXH_Fil TER oder SEL_FILTER Operationen durch eine LI von der OB-Platte 
in das OB-Cache transportiert werden mDssen. 
In den bisherigen Algorithmen haben wir dyn. Filter stets nur ·von ZERs 
abgeleitet. FDr die Auswertung von lTjoin-Queries bietet sich folgende ein-
fache Erweiterung bzgl. der Indexverarbeitung an. Falls ein Index Ober 
einem Joinattribut existiert, so bezeichnen wir ihn als Joinindex. Als 
zus!tzliche Forderung an die Indexverarbeitung durch SAM/QM verlangen wir 
nun: 
Die Tupelidliste einer Restriktionsauswertung, an der ein Joinindex 
beteiligt i.st, enth!lt neben den Tupelids (lids bzw. Clid,pid)-Paarel auch 
die zugeh!!rigen Joinattributwerte. 
In Erweiterung früherer Notation (Opl) ldR:=INDs+(R) zur Auswertung der 
Restriktion &+ über Indexe fÜhren wir fÜr den Fall der Joinindexver-
wendung für Attribut r von R folgende Bezeichnung ein: 
(Opl') ldR(r) :• JINDs+(R) (*~oin-INDexauswertung*) 
ldR(r) fst dabei efne Liste von Paaren (Tupelfd,vr), wobei vr der zuge-
hllrige Jofnattributwert von r fst. 
Mit Hilfe dieser natUrliehen Erweiterung erhalten wir eine zusätzliche 
M!!glichkeit zur Berechnung ~n. Filter, nimlich auper von ZERs auch von 
Tupelidlisten bei Joinindexverwendung. Wfr werden nun dref verschiedene 
Auswertungsalgorithmen fDr 1Tjoin-Querytypen angeben, welche sich alle 
zuerst 11ft Relation R 'befassen'. Drei sy1111etrische Algorithmen würde man 
dadurch erhalten, indem •an die Rollen von R und S vertauscht. Ferner sei 
noch~~als an die beiden Zugriffspfadtypen zur Berechnung von EvalCO's(R)) 
erinnert, n!•lich 
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- Vollstllndige Segmentfilterung: Hierbei ist eine LI (EXH_FIL TER) sowie 
i.a. der QM zur Sortierung flir den nachfolgenden Join beteiligt. 
- Indexverarbeitung & selektive Segmentfilterung: Hierbei ist der SAM 
(IND_SCAN), i.a. auch der QM (INTERSEC, UNION von Tupelfdlisten), 
sowie eine LI (SEL_FILTER) beteiligt; i.a. mup dann noch der QM eine 
Sortierung für den nachfolgenden Join vornehmen. 
Anmerkung: Zusl!tzliche Optimierungsmöglichkeiten durch frühzeitige Frei-
gabe von nicht 111ehr benlltigtem OB-Cache-Platz (für ZERs oder Tupelid-
lfsten) sind nicht explizit erwähnt. 







ZERR := Eval(aG(R)); 
Berechne dyn. Filter F[r] für 'n'r(ZERR); 
JFO[s] = F[r]:~; 
(* Enaittlung einer Obermenge der Tupel von S, welche am 
Join teilneh~~en. *) 
ZERs := Eval(aH AJFO[s]IS)); . 
(* Cache-interner Join. *) 
result !! ZERRS := JOIN,.,.s(ZERR,ZERsl 
Besondere Voraussetzungen: keine. 
Die Korrektheit von Algorithmus 0-JFM folgt unmittelbar aus der Def. der 
dyn. Filter sowie aus Def. 4.10. 
Anmerkungen: 
(1) Alg. 0-JFM filtert keine Tupel von aG(R) weg, welche nicht am Join 
teilnehmen; in Filter-Terminologie hiepe das die Verwendung des 
trivialen Filters. 
(2) Falls JFO[s] der totale Filter ist, dann werden alle Tupel von 
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O'H(S), welche nicht am Join teilnehmen, rechtzeitig weggefiltert. 
(Algorithmen, welche solches leisten, kann man als optimale Join-
filtermethoden bzgl. Rund/oder S bezeichnen.) 
(3) Falls JFO[s] als Min-Max Filter gewllhlt wird, so kann es passieren, 
dap JFO[s] nur eine ganz geringe Einschränkung liefert, weil i .a. 
TTr(ZERRl ein stochastischer Teil von 'lfr(R) ist.82) Aber auch in 
diesem ungllnstigen Fall ist Alg. 0-JFM nicht schlechter als bekannte 
Joinalgorithmen wie die 'Nested-Loops'-Methode (vgl. SystemR), 
welche überhaupt keine frühzeitige Wegfilterung von ·nicht am Jofn 
beteiligten Tupeln bewirkt. 
Fllr die restlichen zwei Algorithmen benötigen wir Zerlegungen von G und H 
der Art 
G : G+ /1. G-, H : H+ /1. H-. 
Oabei verlangen wir, dap 
G+ (H+) alle Restriktionen auf dem Joinattribut r ( s) enthält, sowie 
- G+ (H+) vollständig Über Indexe auswertbar ist (das Ergebnis ist eine 
Tupelidliste plus zugehöriger Joinattributwerte, vgl. (Op1')). 
Bemerkung: Auch der Spezialfall G+ : true (H+ : true) ist zulässig, falls 
keine Restriktionen auf r (s) existieren. 
Algorithmus 1-JFM: ( 1-Feedback Joinfilter Methode 
1-JFM 
Schrittl: (* Indexauswertung von G+ *) 
IdR(r) := JINDG+(R); 
Schritt2: Berechne dyn. Filter F[r] für 'llr(IdR(r)); 
JFl[s] = F[rJ:~; 
Schritt3: (* Querymodifikation fllr O'H(S) *) 
ZERs := Eval(O'H /1. JFl[s]IS)); 
82)Ein (noch 2U entwickelndes) OptillrienllgS't'l!l"falnn fÜr die wahl eines geeigneten Filtert;yps 
lliirde ,iEOx;h diese Situation er1csr1en und anstene d!s Hfri..Malt Filtr!rs einen selelcti~ 
Filter lli!hlen, etwa iterierte Mfn-f!lax Filter OIEr Hash-Filter. 
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Schritt4: (* Feedback von ZERs auf IdR(r) *) 
Berechne Ftot[s] fÜr lrs(ZERsl; 
JFl[r] = rtot[sJ:~; 
IdR'(r) := RESTRICTJfl[r]IIdR(r)); 
SchrittS: (* Materialisferung von Tupeln von R *) 
ZERR := SELßG-(IdR'(r)); 
Schrftt6: (* Cache-interner Jofn *) 
result : ZERRs := JOINr=s(ZERR,ZERs) 
Ende 1-JFM 
Besondere Voraussetzungen: 
Existenz geeigneter Indexe zur Auswertung von G+, d.h. insbesondere 
Existenz eines Joinfndexes für r. 
Die Korrektheft von Alg. 1-JFM ergibt sich wie folgt: 
- Schritt 1-3 ist korrekt aufgrund der Def. der dyn. Filter und Def. 
4.10. 
- Durch die spezielle Anwendung des RESTRICT -Operators in Schritt4 
werden aus IdR( rl all diejenigen Tupelids entfernt, welche den Filter 
JFl[r] nicht erflillen. Jfl[r] kann als totaler Filter gewählt werden, 
da die Filterung im OB-Cache erfolgt und somit die Im-Flug 
Beschrllnkungen der Lis nicht relevant sind. Somit enthält ZERR in 
SchrittS alle Tupel von R, welche G II Jfl[r] erfüllen, was aufgrund der 
Def. dyn. Filter wieder eine Obermenge der am Join teilnehmenden Tupel 
von R darstellt. 
(Anm.: Schritt4 kann auch wie folgt implementiert werden: 
IdR'(r) := JOINr=siidR(rl,ns(ZERRll 
Zur Terminologie: 
Schritt4 bezeichnen wir als Feedback83) , da die dadurch bewirkte Restrik-
tion von IdR(r) abhängt von dem dyn. Filter Jfl[s], welcher vorher von 
IdR(r) selbst abgeleitet wurde. 
83)Dfe Id:e des Feedlacks fst auch in [Y/D79] ;zu finden. 
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Spezielle Eigenschaften von Alg. 1-JFM: 
Bei Alg. 1-JFM werden sowohl gewisse Tupel von O"H(S) als auch von O"G(R), 
welche nicht am Join teilnehmen, vor der Dbertragung in das OB-Cache 
weggefiltert. Falls JFO[s]:JFI[s], dann erreichen wir dieselbe Reduktion 
von ZERs in 0-JFM und 1-JFM. Da die Elimination von Tupelids aus IdR(r) 
in Schritt4 durch die Anwendung eines totalen Filters geschieht, erreichen 
wir bei 1-JFM für ZERR immer einen hohen Joinfilter-Wirkungsgrad, der 
jedoch mllglicherweise durch hohe Kosten für die Indexauswertung von G+ in 
Schritt1 erkauft werden mup. 
Algorithmus 2-JFM: ( 2-Feedback Joinfilter Methode 
2-JFM 
Schritt1: (* Indexauswertung von G+ *) 
IdR(r) := JINDG+(R); 
Schritt2: Berechne dyn. Filter F[r] für nr(IdR{r)); 
JFZ(s] = F[rJ:~; 
Schritt3: (* Querymodifikation für Indexauswertung *) 
Ids(s) := JINDH+ AJFZ[s]!S); 
Schritt4: (* 1. Feedback *) 
Berechne Ftot[s] für nsOds(s)l; 
JF2[r] = Ftot(sJ:~; 
IdR'(r) := RESTRICTJf2[r]0dR(r)); 
SchrittS: (* Materialisierung von Tupeln von R im OB-Cache *) 
ZERR := SELcr6_(ldR'(r)); 
Schritt6: (* 2. Feedback *) 
Berechne FtOt(r] für nr(ZERRl; 
JF2'[s] = Ftot[rJ:~; 
Ids'{s) := RESTRICTJf2'[s]0ds(s)); 
Schritt7: (* Materialsierung von Tupeln von S im OB-Cache *) 
ZERs := SElaH_(Ids' ( s) l; 
SchrittS: (* Cache-interner Join *) 
result : ZERRs := JOINr=s(ZERR,ZERs) 
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Ende 2-JFM 
Besondere Voraussetzungen: 
Existenz geeigneter Indexe zur Auswertung von G+ und H+, d.h. insbe-
sondere Existenz von Jofnindexen fDr r und s. 
Der Korrektheftsnachweis kann wiederum analog zu 1-JFM geführt werden. 
Explizit sei nochmals auf die Wirkung der beiden Feedbacks eingegangen. 
Durch die jeweilige Anwendung eines totalen Filters auf bereits berechnete 
Tupelidlisten erreichen wir einen hohen Joinfilter-Wfrkungsgrad für R und 
S, was jedoch evt. durch hohe Indexauswertungskosten in Schrittl und 
Schritt3 erkauft werden mup. 
Als neue Einsatzmöglichkeit eines dyn. Filters ist bei Alg. 2-JFM die 
Querymodifikation in Schrftt3 für die Indexauswertung hervorzuheben. 
Aufgrund der bei einer Indexauswertung entstehenden Kosten sind bei der 
Wahl eines geeigneten dyn. Filters eigene Mapstäbe anzulegen. In vielen 
Fl!llen könnten Min-Max Filter sich als geeignet erweisen,wenn dadurch der 
Restriktionsbereich auf s stark genug eingeschränkt wird, z.B. wenn H+ = 
'5<s<500', JF2[s] = '450<s<2000' -- H+ /\JF2[s] = '450<s<500'. (Bei 
der Wahl von JF2[s] als totaler Filter sind die Zusatzkosten für die 
vielen benötigten Indexdurchläufe von der Wurzel bis zu den Blattknoten zu 
berücksichtigen.) 
Abschliepend soll anhand eines Beispiels die Auswertung durch die drei 
JFM-Algorithmen demonstriert werden. 
Beispiel 4.5: 
4.2. Effiziente Quer;yauSIIII!I"tlg!salpithnen. 
Relationen: C c1 c2 : lid 
1 9, no 
1 8 I Tll 
2 7:Tl2 
2 6,T13 
3 5 I Tl4 
8 4 1 n5 




Query: SELECT c2,d2,d3 
FROM C,D 
D dl d2 d3 : lid 
81 11Tl0 
3 2 21T21 
4 3 3•T22 
9 4 9 1 T23 
2 5 8 1 T24 
3 6 7;T25 
6 7 41T26 
6 8 5 I T27 
1 9 6:T28 
I 
WHERE (2Sc1~6) AND (3~dl~6) 
AND (cl=d1) 
(Arunerkung: G=G+, H=H+ in diesem Beipiel. l 
(1) Auswertung gemap Alg. 0-JFM: 
Schrittl: 





(*durch SAM&LI oder LI*) 
Schritt2: (* Wir vel'lllellden den Min-Max Filter. *) 
JFO(dl] = '2 s d1 ~ 5'; (*durch QM*) 
Schritt3: (* ZERo := Eval10'3 s d1 ~ 5ID l l; 3 s d1 s 5 entsteht aus 
(2Sd1~5)A(3Sd1~6). *) 
ZER d1 d2 d3 
3 2 2 
4 3 3 
3 6 7 
(*durch SAM&LI oder SAM*) 
Schritt4: (* JOINcl=dl mit entspr. Projektionen. *) 
c2d2d3 
5 2 2 
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Auswertung gemlp Alg. 1-JFM: 
Schrittl (* ld(:(cl} := JIND2 s cl s 5I Cl *} 






Schritt2: (* Mfn-Max Filter durch QM *} 
JFl[dl] = '2 s dl s 5' 
Schritt3: (* ZERD := Eval10'3 s dl ~ 5(D}} *} 
ZERD dl d2 d3 
3 2 2 
4 3 3 
3 6 7 
(*durch SAM&LI oder LI*} 
Schritt4: (* Feecllack: JFl[cl] = '(cl=3} V (cl=4}' *) 
Id(:'(cl) cl lfd 
3 Tl4 
SchrittS: (* ZERc := SEltruelld(:'(cl)} *} 





c2 d2 d3 
5 2 2 




Die Tupelfds in Schritt! werden an dieser Stelle noch rrlcht benötigt, 
sondern werden in unsere~~~ Fall nur gleich mfterzeugt, da es billig ist 
(vgl. IndeXorganisation als 8-Baum). Eigentlich werden die Tupelfds erst 
fn SchrittS benötigt. Aufgrund dieses Freiheftsgrads sind weitere inter-
essante Algorithllen zur Filterkonstruktfon denkbar, welche wir aber von 
unseren Basisuntersuchungen ausklaaaem 1110llen. 
(3) 
Auswertung gem~ Alg. 2-JFM: 
Schritt!: 





Schritt2: (* Min-Max Filter durch QM *) 
JF2[dl] = '2 s dl ~ 5' 
Schritt3: (* I~(dl) := JIND3 ~ dl ~ 5(D) *) 






Schritt4: (" l.Feedlack: JF2[cl]" '(cl=3) V (cla4)' *) 
SchrittS: 
ldc'(cl) cl lfd 
3 Tl4 









ZERo dl d2 d3 
3 2 2 
3 6 7 
c2d2d3 
5 2 2 



















Ohne Venendung <tyn. Filter, d.h. nur Aus.;ertung der Restriktionen 
c12~cl s61C) und 113sdl s61D) vor dem Join, ergäbe sich: 
card(ZERc)=4, card(ZERo)=5. 
Weitere Aspekte der dyn. Filteralgorithmen. 
Aspekt!: Tradeoff DB-Cache-Platzbedarf ~ LI-Filterungszeit. 
Bei einer sehr hohen Parallelitllt bei der Transaktionsabarbeitung könnte, 
trotz groper OB-Cache-Kapazität, der Fall eintreten, dap der fÜr parallele 
Transaktionen vom CM zur VerfDgung zu stellende OB-Cache-Platz dennoch 
zum Engpap wird. Bei solchen Anwendungen ist eine Variation der 
angegebenen Basisalgorithmen denkbar, welche wir anhand von Bsp. 4.4 
diskutieren wollen. 
Im Bsp. 4.4 mup ZERc relativ lange im OB-Cache gehalten werden, nämlich 
von Schritt 1 bis Schritt 4b. 
Alternativ-Algorithmus 2': 
ZERc wird im Schritt 1 nicht im OB-Cache materialisiert, sondern der 
dynamische Filter CF[d3] aus Schritt 2 wird direkt von der LI im Flug 
ermittelt, wllhrend Relation C geraip lrc50'cl s 51\ c3 s 3IC) gefiltert 
wird. 
Vor Schritt 4b ist dann i .a. eine erneute Filterung von C gemllp 
TTclc4c511cl s 51\ c3 s 3(C) notwendig, welche jetzt erst die ZERc als 
Ergebnis im OB-Cache liefert. 
An dieser Stelle (vor AusfDhrung von Schritt 4b) ist nun erneut ein 
profitabler Einsatz eines dynaraischen Filters m!lglich: 
Berechne dynamischen Filter F[d3] fÜr 'lrd31ZERAvG); 
CF[c5] • F[d3]:~~; 
ZERc := Eval(lrclc4c511cl s 51\ c3 s 3 A CF[c5]IC)); 
Die Eigenschaften dieses Algorith•us sind: 
4.2. Effiziente ~salpithllen. 
(a) ZERc ist nur noch von Schritt 4b bis 4c im OB-Cache. 
(b) Die LI mup C zweimal filtern. 
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Jedoch wird die Kardinalitllt von ZERc hier durch den Einsatz des 
zweiten dynamischen Filters CF[c5] noch weiter reduziert. 
Bei der Entscheidung, ob der Basisalgorithmus oder dieser 
Alternativ-Algorithmus vorzuziehen ist, mup man somit abwägen zwischen 
DB-Cache-Platzbedarf und LI-Filterungszeit. Diese Uberlegungen lassen 
sich auf alle llbrigen Basisalgorithmen ebenso übertragen.B4l 
Aspekt 2: Welche dynamischen Filter lassen sich von einer LI im Flug 
berechnen? 
Bei obigen Alternativ-Algorithmus haben wir stillschweigend eine geringfll-
gige Modifikation unserer bisherigen Architektur vorgenommen, indem wir 
die dynamische Filterermittlung durch eine LI vorsahen. (Bisher erfolgte 
dies stets durch den QM. l 
Die Berechnung dynamischer Filter durch eine LI ist nur sinnvoll, wenn sie 
-ohne die vollstllndige Erstellung der zugrundeliegenden ZER- im Flug 
geschehen kann. Dies ist sicherlich nicht fllr alle dynuischen Filter 
möglich. Für Min-Max Filter ist es jedoch bestim11t möglich,85) bei totalen 
Filtern in der disjunktiven Darstellung dagegen spielt wieder die in 
Kap.3.2.4.1 erwähnte Im-Flug-Komplexitätsgrenze eine Rolle. Interessant 
erscheint hier auch die Idee, dyn. Filter fllr gewisse Attribute permanent 
in der OB zu speichern und bei Updates Ihnlieh wfe Indexe dynamisch 
fortzuschreiben. Die Untersuchung dieser interessanten Teilfrage - welche 
dyn. Filter sind von einer LI im Flug berechenbar - kann jedoch im Rahmen 
dieser Arbeit nicht vorgenommen werden. 
Aspekt 3: Lassen sich weitere Operationen sinnvollerweise in die Lis 
auslagern? 
In Aspekt2 wurde bereits eine Erweiterung des Aufgabenbereichs der Lis 
diskutiert. Als Fortsetzung 11ft sich darüber reflektieren, ob es weitere 
84lEine weitere dribare Variante Illre, ZERc nach Sctr1tt 2 auf einen anleren Speichertlerelc 
au5211lagem llld erst in Sclr1tt 4b wlecEr in cBs DB-ca:he einzUrfngen. 
85)Dfe Ausle"tlllg ci!r ~ MIN llld MAX cUth eine LI ist SIMeso bereits 
vorgesehen. 
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lineare Operationen gibt, welche von den LI s nach Milglichkeit im Flug 
ausgewertet werden kilnnen. Für den heutigen Stand der Technik haben wir 
bereits eine sehr gute Aufgabenverteilung zwischen LI s und Host-DBMS 
getroffen. Eine denkbare Variante fDr die Zukunft wäre z.B. wie folgt: 
Jede LI verfügt über einen 'Supersortierer•86) • welcher im Flug 
sortieren kilnnte. Als Konsequenz davon wären Duplikatelimination, sowie 
die Auswertung von GROUP BY mit Aggregatsfunktionen von den LI s schnell 
durchfDhrbar.87l Würde man diese Aufgabenumverteilung vornehmen, so 
verblieben fDr den QM nur noch die zweistelligen RelA-Operatoren JOIN, 
UNION, INTERSEC {und Division) • 
Die unter diesem Aspekt3 diskutierten Architekturvarianten werden, 
insbesondere aufgrund der letzten Feststellung, wie folgt eingeschlltzt: 
Nach unserer Meinung ist mit der bisher angegebenen Architektur eine sehr 
gute Aufgabenverteilung zwischen Lls und Host-DBMS verwirklicht. Eine 
weitergehende Umverteilung vom Host auf die Lls wllrde die Gefahr eines 
LI-Engpasses in sich tragen; als gegenlllufiger Effekt würde sich eine 
'Unterbeschlftigung' der leistungsfähigen Host-CPU(s) einstellen.88) 
Zusammenfassend kommen wir zu folgender Bewertung der angegebenen 
Varianten: 
Aspekt3 scheint im Augenblick nicht sonderlich vielverprechend zu sein. 
Interessant hingegen sind die unter Aspektl und 2 erllrterten Varianten. 
Ein weiteres Musterbeispiel dafDr, dap man den erforderlichen DB-Cache-
Platzbedarf sorgfaltig abwägen sollte, liegt in dem früheren Bsp. aus Abb. 
3.10, Kap. 3.2.4 vor: Dort bringt eine erhllhte Intra-Transaktionsparal-
lelität einen erhilhten DB-Cache-Platzbedarf mit sich. 
Damit wollen wir den Ausblick auf eine weitere Optimierung der dyn. 
Filteralgorithmen abschliepen und uns für den restlichen Teil dieser 
!Wi)Solche SI4JI!f'SOI1:ferer sind lEute bereits fllr B1asenspelcher EJI1:wfclrelt lO'den (siehe z.B. 
[CHEN78]). 
87lrn Bsp. 4.4 kilmte man sich dam die ZWischenspeichenil 101 ZERo illl Dß-{;ache sparen; nur 
die (III!Sent11ch kleinere) ZERAYG loiirde 101 einer LI in dls DB-tache 1:rWispcrtfel" I!B'den 
müssen. 
!lllin d!r Entllllcklung 101 Hochlelstlnjs-Host-cPUs sind heut2 bereits enne Fartsctrltte 
erzielt IO'den: z.B. llilt F!Oitsu elll!ll 211 MIPS Redr1er if9!1dhljgt. 
Arbeit wieder auf die in Kap.3 prllsentierte Architektur konzentrieren. 
4.2.4. Auswertung von SQL-Queries mit GROUP BY HAVING Anweisungen. 
Die allgemeine Form eines SQL-Queryblocks lautet: 
SELECT <target list> 
FROH <relation list> 
[WHERE <boolean>] 
[GROUP BY <field list>] 
[HAVING <boolean>] 
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Eine Relation kann in Gruppen nach gewissen Attributwerten aufteilt 
werden, dann kann eine eingebaute Funktion auf jede Gruppe angewendet 
werden. Oie Verwendung einer GROUP BY Klausel verlangt, dar jedes Element 
der <target list> eine Eigenschaft der Gruppe ist. In der target list 
erscheinen als eingebaute Funktionen daher meistens auch Aggregatsfunk-
tionen. Ein expliziter GROUP BY Operator ist nicht Bestandteil der RelA. 
Die Semantik von GROUP BY kann jedoch wie folgt definiert werden (vgl. 
[GRAYS!]): 
GROUP BY verhlllt sich wie eine verallgemeinerte Projektion (auf den zu 
gruppierenden Attributen), es liefert zusätzlich abgeleitete Attribute, 
welche funktional abhllngig von den zu gruppierenden Attributen sind. 
Belspiel 4.6: 
Relation: R rl r2 r3 r4 
1 2 3 1 
3 4 3 2 
5 2 5 4 
4 1 2 5 
3 4 2 1 
Query: SELECT r2,SUH(r3),MIN(r4),COUNT() 
FROH R 
GROUP BY r2 
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Dadurch ist folgende Relation R' charakterisiert: 
R' r2 SUM(r3) MIN(r4) COUNT() 
2 8 1 2 
4 5 1 2 
1 2 5 1 
Zum Vergleich, die Projektion von R auf r2 ergibt: 
Konsequenz: 
GROUP BY als verallgemeinerter Projektionsoperator ist eine nicht-lineare 
Operation, d.h. GROUP BY kann von den Lis i.a. nicht im Flug ausgewertet 
werden (jedenfalls nicht in einem Durchgang durch die Relation). 
Auswertung von GROUP BY: 
Die Auswertung von GROUP BY auf permanenten Relationen mup wie folgt 
aufgeteilt werden: 
( 1) Partielle Projektionen durch eine LI. 
(2) Durch den QM: 
(a) Sortieren nach zu gruppierendem Attribut; 
(b) Berechnung von Aggregatsfunktionen sowie Duplfkatelimination. 
Eigenschaften der HAYING Anweisung: 
Restriktionen in einer HAYING Anweisung beziehen sich immer auf Gruppen. 
Die Auswertung von GROUP BY HAYING hat somit in folgender Reihenfolge zu 
geschehen: 
( 1) Gruppenbildung durch GROUP BY. 
(2) Restriktionen auf Gruppen durch HAYING. 
Das heipt aber, dap HAYING Anweisungen i11 OB-Cache durch den QM auszu-
werten sind. 
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5. Optf•ferungen auf der Zugrfffspfadebene. 
Um die Intentionen dieses Kapitels ins rechte Licht zu rDcken, seien einige 
Anmerkungen vorweggeschickt. Das Ziel dieses Kapitels wird darin bestehen, 
grundlegende Techniken zur Ulsung von Problemen der Optimierung auf der 
Zugriffspfadebene zu prllsentieren, welche sich wesentlich von den bekannten 
Optimierungstechniken wie etwa in SystemR oder INGRES unterscheiden. Die 
Notwendigkeit einer Revision der Optimierungsmethoden auf die·sem Gebiet ist 
durch die spezifischen Fllhigkeiten unserer OB-Architektur bedingt. Im 
wesentlichen werden wir auf zwei Problemkreise nilher eingehen, nllmlich: 
(a) Entwicklung konkreter Kostenfunktionen und Optimierungsalgorithmen fDr 
einen Optimizer. 
Selbstverstllndlich können wir keinen kompletten Optimizer spezifizieren, 
sondern wir werden die neuen Konzepte exemplarisch am Beispiel der 
Optimierung von Restriktionsauswertungen diskutieren. 
(b) Probleme beim physischen OB-Design im Hinblick auf Kriterien zur 
Einrichtung von Sekundllrindexen. 
Die Grundlage für die Problemlösungen wird ein analytisches Modell für das 
Zugriffsverhalten der OB-Platten bilden. Hierfür werden wir einige 
vereinfachende Annahmen zur Erstellung eines Obersichtlichen Basismodells 
treffen. Der modulare Aufbau der angegebenen Kostenfunktionen und 
Optimierungsalgorithmen erlaubt jedoch an einigen Stellen eine Auswechslung 
von Teilformeln, falls die getroffenen Annahmen in der Praxis nicht 
bestlltigt sind und genauere Aussagen Ober die statistische Verteilung 
gewisser Zufallsgr!!pen vorliegen. 
5.1. Analytlsdles Modell efnes DB-Plattenlutllerks. 
5.1.1. Grundlegende Leistungspara•eter. 
Als DB-Plattenlaufwerk sollen konventionelle Plattengerate verwendet werden. 
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Das Leistungsverhalten solcher Standardplatten wird durch folgende 
elementare Kenngrape~ beeinflupt: 
(a) Speicherplatzbezogene Kenngröpen: 
lall Spurkapazitlt : cap_tr [bytes] 
( a2) Anzahl der Spuren pro Zylinder : tr _cyl 
(a3) Anzahl der Zylinder pro Plattenlaufwerk: cyl_dp 
(b) Mechanische/elektronische Kenngrapen: 
(bl) Umdrehungszeit 
(b2) Startzeit fOr Armbewegung 




Das betrachtete Plattenlaufwerk verfDgt demnach über tr_cyl Plattenober-
flllchen, sowie tr _cyl Lese/Schreib-Köpfe, von denen jeweils nur einer aktiv 
ist. Jede Plattenoberfliehe enthllt cyl_dp Spuren. 
Anmerkungen: 
Die Kopfberuhigungszeit einer Plattenarmbewegung wird nicht einzeln 
erwllhnt, da man sie in der Armstartzeit start_h mit berücksichtigen 
kann. 
Der (elektronische) Umschaltvorgang von einem aktiven Lesekopf auf 
einen anderen wird als vernachllssigbar klein betrachtet. 
Weitere Eigenschaften: 
Jede Spur ist hardwaremllpig in mehrere gleichlange Sektoren formatiert. 
Ein Sektor stellt die Einheit des Zugriffs fOr einen Lesekopf dar; die 
Sektorenlinge betrllgt gewöhnlich 256 Bytes. Da man aber bei jedem Lese-
zugriff nicht nur den relativ geringen Datenumfang von 256 Bytes aus-
lesen will, geht man zu sogenannten BlOcken als Lesezugriffseinheit 
Ober. Ein Block ist definiert als eine physisch sequentielle Folge 
mehrerer Sektoren derselben Spur. Die Blocklinge ist konstant, ein 
Block ist die Dbertragungseinheit zwischen Platte und Arbeitsspeicher. 
fllr die Lokalisferungstechnfk eines gesuchten Blocks auf einer Spur 
legen wir folgende Annahme zugrunde: 
Der Suchvorgang kann bei beliebiger Rotationsposition gestartet werden; 
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sobald der geWOnschte Blockbeginn zum ersten Mal unter den Lesekopf 
rotiert, kann mit dem Auslesen begonnen werden. (Diese Eigenschaft wird 
bisweilen als Rotational Position Sensing RPS bezeichnet; dabei ist 
wllhrend des Suchvorgangs der Kontroller, der Kanal und die CPU frei für 
andere Aufgaben ([BUZE75]).) 
Als weiterer grundlegender Leistungsparameter ist zu notieren: 
( c I Blockgrllpe : bsize [bytes] 
A 1 s zusätzliche Bezeichnungen verwenden wir: 
Zylinderkapazitlit cap_cyl := cap_ tr. tr _ cyl [bytes] 
Plattenstapelkapazitllt : cap_dp := cap_cyl-cyl_dp [bytes] 
Anzahl der Blllcke pro Spur : blo_tr := lc3fu~j 
Anzahl der Blllcke pro Zylinder : blo_cyl :& blo_tr.tr_cyl 
Da i.a. cap_tr kein Vielfaches von bsize ist, fllllt bei der Blockaufteilung 
in einer Spur 'Verschnitt' an. Wir legen fest, dap dieser Verschnitt gleich-
mllpig über die ganze Spur verteilt ist. 
5.1.2. Zugriffsverhalten elementarer DB-Plattenoperationen. 
Aufbauend auf diesen grundlegenden Leistungsparametern soll nun ein 
einfaches analytisches Modell fDr das Zugriffszeitverhalten der elementaren 
DB-Plattenoperationen erstellt werden. Dieses Modell wird spllter als 
Grundlage zur Modellierung des Zeitverhaltens der LI-Filteroperationen 
Verwendung finden. 
Die Zugriffszeit, um einen bestim11ten Block zu lesen, setzt sich aus drei 
K011ponenten zusammen: 
( 1) Armbewegungszeit ( seek time): die Zeit, um den Plattenarm Ober dem 
Zylinder zu positionieren, in dem der gesuchte Block liegt. 
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(2) Spursuchzeit (search time): die Zeit, um nach erfolgter 
Armpositfonierung und Aktivierung des entsprechenden Lese/Schreibkopfs 
mit dem Auslesen des gesuchten Blocks beginnen zu k~nnen. 
(3) BlockDbertragungszeit (transfer time): Zeit fDr einen Blocktransfer von 
der OB-Platte in den Arbeitsspeicher der betreffenden LI. 
Armpositionierungszeit seek_cyl(c), wenn c Zylinder Oberquert werden müssen: 




t_h + c-next_cyl 
(M1) seek_cyl(c) 
[msec], 0 < c s cyl_dp 
[msec], falls c = 0 
Durchschnittliche Armpositionierungszeit avg_seek: 
Es wird vorausgesetzt, dap die Plattenarmbewegungen nicht durch zusätzliche 
LI-Software optimiert werden. 
X; sei eine Zufallsvariable, welche die Anzahi der beim nächsten Platten-
zugriff zu überquerenden Zylinder angibt, falls der Arm momentan auf 
Zylinder i positioniert ist. AbkDrzend setzen wir c := cyl_dp. 
Sei j der Zylinder, auf den neu positioniert werden mup, je {i, •.. ,c}. 
Armbewegungen sind notwendig, wenn je {l, ..• ,i-1} oder je {i+1, •.. ,c}. Unter 
der Annahme, dap die Wahl von j gleichwahrscheinlich aus {1, •.• ,c} ist, 
ergibt sich fllr den Erwartungswert E(Xil für X;: 
i-1 c-i 
.E(X;l = l.( I j + I j) = zk · ((i-1l·i + (c-il·lc-i+1)) 
C j=1 j=1 •C 
Die durchschnittliche Anzahl von zu Oberquerenden Zylindern betrlgt dann 
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c c c 
i· I E(Xil = h·l I (i-1l·i + I (c-i)·(c-i+1l)= 
i=1 2.c i=1 i=1 
c c c-1 c-1 
~·, I i2 - I i + I i2 + I o= 
2.c i=1 i=1 i=l i=1 
_!_
2
. 12 .c.(c+l)·(2c+1) _ c2 _ cl = j.(c _ .!.) 2.c c 
Daraus ergibt sich: avg_seek = seek_cyl( }· ( c - {-l). 
Da in der Praxis c>100 gilt, geben wfr als Nllherung 
(M2) avg_seek = seek_cyll}.cyl_dp) [msec] 
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Zeitaufwand read_bl(i), um i (beliebig verstreutel BHicke von einer Spur zu 
lesen (nach Armpositionierung auf den entspr. Zylinder): 
FDr die Herleitung der gesuchten Formel legen wfr dabei folgende Annahme 
zugrunde: Das Lesen mehrerer Blllcke auf einer Spur ist innerhalb einer 
Rotation mllglich, d.h. bef der Ablage physisch-sequentieller Blllcke auf 
einer Spur ist keine Verschr3nkung nlltfg (interleavfng factor = 1). Ferner 
darf das Auslesen der f relevanten Blllcke bei einem beliebigen relevanten 
Block begonnen werden. 
Wir verwenden folgendes Modell: 
Leserichtung t: 
Die gesuchten f Blllcke werden mit 1, ... ,i nummeriert. O.E. befinde sich bei 
Suchbeginn der Lesekopf frgendwo zwfschen Block f und Block 1; fm Mittel 
befindet er sich in der Mitte eines Blocks, sodap erst einmal ein halber 
Block Oberlesen werden mup. Mit Xi bezeichnen wfr die mittlere Anzahl von 
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ganzen zu Dberlesenden, nicht relevanten Blöcken bis Block 1. Diese Anzahl 
ist identisch mit der mittleren Anzahl ganzer nicht relevanter Blöcke 
zwischen Block i und der Startposition. Aus dieser Oberlegung ergibt sich 
1 - ll rot read_bl(i) = ( z + (blo_tr - Xi • ~· 
Berechnung von Xi: 
Sei b := blo_tr; der Binominialkoeffizient werde mit C~ bezeichnet. 
Es gibt C~ Möglichkeiten, die i relevanten Blöcke in den b BlÖcken unter-
zubringen, d. h.: 
xi = ~ .( o-c~:f + 1-c~:l + x-c~:j-x + ... + (b-il·c1:l l 
Cf ~ ~ 





- 1 \ cb-f-x Xi = ;n . L X• i- = 
Cf x=O 
b-1 
..!._ • L cf.c~:l-x = c~ x=O 
1 b b-i Cf ·C1+1 = m 
relevante Blöcke 
Überlesen werden müssen 
(* Terme für x ~ b-i+1 sind 0 *) 
(* [KNUT68], S.58, G1.(24) *) 
(MJ) read_bl(i) ( 1 + blo tr _ blo_tr- i). rot z - 1+1 ~ [msec] 
1 ~ i s blo tr 
Zeitaufwand rea<Ltr, um eine gesamte Spur zu lesen (wieder nach ent-
sprechender Armpositionierung) : 
Wie soeben nehmen wir auch hier an, dap eine Spur innerhalb einer Umdrehung 
gelesen werden kann. Read tr berechnet sich aus 
- Zeit, bfs erster Blockbeginn zu• Lesen unter den Lesekopf rotiert: 
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rot 
2-blo tr 
- 1 Rotation zum Lesen der Spur. 
(M4) read tr = 1 1 + r.!i1iiti'" ) . rot [msec] 
Zeitaufwand read_tr(j,f), um von j Spuren desselben Zylinders jeweils i 
Blöcke zu lesen (nach Armpositionierung) : 
Es sind zwei Situationen zu unterscheiden: 
( a) Der Zeitaufwand, um i Blöcke von der ersten (dieser j) Spuren zu lesen 
betrllgt read_bl( i). 
(b) Der Zeitaufwand, um i Blöcke von einer der restlichen j-1 Spuren zu 
lesen, lllpt sich wie folgt berechnen: 
Nach einer unserer Voraussetzungen kann die elektronische Umschaltzeit 
von einer Spur auf eine andere vernachll!ssigt werden. In unserem 
Modell kann dies so interpretiert werden, dap sich der aktive Lesekopf 
nach erfolgter Umschaltung genau an einem Blockanfang befindet. Das 
bedeutet, dap das Überlesen eines halben Blocks entfällt ( vgl. 
Herleitung (M3)). Somit ergibt sich 
read_tr(j,i) = read bl(i) + {j-1).( blo tr-~ ). ~ also 
- - ,T~ u•O .r • 
(MS) read_tr(j,i) = j.( blo tr- blo_tr-i). rot + rot [msec] 
- ~ blo_tr 2-blo_tr 
1 Sj s tr_cyl, 1 Si s blo_tr 
Zeitaufwand reaQ..cyl, um einen ganzen Zylinder zu lesen: 
Diese Kosten setzen sich zusammen aus 
- Zeit, bis erster Blockbeginn von erster Spur zum Lesen unter den 
Lesekopf rotiert: 2•67ot tr 
- tr_cyl Rotationen zum Lesen von tr_cyl Spuren. 
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(M6) read_cyl = ( 2 • 61~_tr + tr_cyl )·rot [msec] 
Damit stehen alle Grundelemente fDr eine Modellierung der LI-Filteropera-
tionen zur Verfügung. Abschliepend geben wir noch einige charakteristische 
Eigenschaften des soeben entwickelten Modells. 
Lemma 5.1: (Spezialflllle elementarer DB-Plattenoperationenl 
(a) read_bl(blo_trl = read_tr 
(b) read_tr(l,i) = read_bl(i) 
(c) read_tr(tr_cyl,blo_tr) = read_cyl 
Beweis: (b := blo tr, t := tr cyll 
(a) read_bl(b) = ( b + i )· ~ = ( 1 + z\ )-rot= read_tr 
(b) klar 
(c) read_tr(t,b) = j.( b- 0 ). ~ + ~ = rot·( j + z\l = read_cyl 
5.1.3. Zugriffszeitverhalten komplexer OB-Plattenoperationen. 
Oie Autonomie und Asynchronität jeder LI gestattet es, komplexe OB-Platten-
operationen atomar auszuführen. Diese Operationen werden zur effizienten 
Implementierung der SI-Operatoren EXH_FILTER und SEL_FILTER ben~tigt. Oie 
Retrieval-Schnittstelle zwischen einer LI und dem zugeordneten OB-Platten-
stapel besteht aus den folgenden drei unteilbaren Operationen: 
( 1 l Lesen eines bestimmten Blocks ( random Blocklesen) . 
. {2) Vollstlndiges Lesen eines kompletten Bereichs. 
(3) Selektives Lesen einiger Bl~cke eines Bereichs. 
Lesen in diesem Zusammenhang bedeutet eine OatenDbertragung von der 
OB-Platte in den LI-Arbeitsspeicher, wo in den Fllllen (2) und (3) die 
Datenfilterung stattfindet. Die Unteilbarkeitseigenschaft fDr die komplexen 
Operationen (2) und (3) ist unerlllplich für eine schnelle AusfDhrung. Neue 
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SI-Auftrllge vom Host an eine li können laufende Typ(2)- und Typ(3)-0pera-
tionen nicht unterbrechen, und somit auch nicht den Plattenarm an 
ungDnstige Positionen man~vrieren. 
Im folgenden erstellen wir ein Modell zur Ermittlung des Zeitaufwands fDr 
die genannten drei Operationen. 
Zeitaufwand bat fDr random Blocklesen: (E_lock _!ccess ,!ime I 
Die Kosten fDr I/0 von der OB-Platte in den Arbeitsspeicher der LI belaufen 
sich auf: 
(M7) bat = avg_seek + read_bl(l) [msec] 
Zeitaufwand exheat(n) fDr vollst&ndiges Lesen eines Bereichs: 
Der Parameter n gibt an, wieviel Zylinder von dem betreffenden Bereich 
belegt sind. Dabei wird angenommen, dap alle n.blo_cyl Blöcke dieses 
Bereichs auszulesende Daten enthalten. Der gesuchte Zeitaufwand setzt sich 
wie folgt zusammen: 
- Positionierung auf ersten Zylinder des Bereichs. 
- Lesen des ersten Zylinders. 
- FDr alle weiteren Zylinder des Bereichs: 
* Positionieren auf nllchsten Zylinder. 
* Lesen dieses zylinders. 
Unter BerDcksichtigung der physisch sequentiellen Speicherung von Bereichen 
ergibt sich: 
(M8) exh_atln} = avg_seek + (n-l}.seek_cyl(l} + n.read_cyl [msec] 
1 ~ n s cyl_dp 
Zeitaufwand set_at(n,•l fDr selektives Lesen eines Bereichs: 
Parameter: n ~ Zylinderanzahl des Bereichs, (wie bei (MB)) 
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m = Anzahl der selektiv aus diesem Bereich zu lesenden 
BliScke, 1 Sm s n.blo_cyl. 
Für die Berechnung von sel_at(n,m) ist natürlich die Kenntnis der Verteilung 
der m BliScke auf die n Zylinder notwendig. Dazu treffen wir folgende 
Annahme: 
Die Verteflung der m BliScke auf die n Zylinder ist zufällig. 
Sei k die durchschnittliche Anzahl von Zylindern (von den n Zylindern), in 
denen mindestens einer der m BliScke liegt. Der gesuchte Zeitaufwand 
sel_at(n,ml errechnet sich jetzt aus: 
- Positionierung auf ersten der k Zylinder. 
- Selektives Lesen der betroffenen BliScke dieses Zylinders. 
- Für alle weiteren der k Zylinder: 
* Positionieren auf nlchsten (der k) Zylinder. 
* Selektives Lesen der betroffenen BliScke dieses Zylinders. 
Die Berechnung von k ist äquivalent zur Losung folgenden Urnenproblems: 
Gegeben seien n Urnen mit je blo_cyl Kugeln. Man mache m zuflllfge Zugriffe 
ohne Zurücklegen, bei leerer Urne wird der Versuch wiederholt, 
1 :Sm s n·blo_cyl. Wieviel Urnen sind im Durchschnitt von mindestens einem 
Zugriff betroffen? 
Eine exakte LISsung dieses Problems wurde z.B. in [YA077] diskutiert.89) Da 
die numerische Auswertung dieser exakten Fort11el relativ teuer ist, sind 
einfache N!herungslosungen von Interesse. Eine solche Formel, welche die 
Komplikation 'ohne ZurOcklegen' auper acht llipt, wurde vorher in [CARD75] 
erw!hnt: 
·In [YA077] wurden die Abweichungen dieser Cardenas-Formel von der exakten 
Lllsung untersucht. Dabei stellte sich heraus, dap der Fehler der 
Cardenas-Formel fOr die Fälle, bei denen sich ~~ehr als 10 Kugeln in jeder 
Urne befinden, praktisch vernachUssigt werden kann. Gerade dieser U11stand 
trifft bei uns zu, da fn der Praxis efn Plattenstapel aus 10-20 Platten-
IB)yao betrachtete ÖlS Prdllell der zufälligen Verteil~~V 11111 T~ auf 11115c:ke. 
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Oberflächen besteht, und somit blo_cyl>10 gilt (typischerweise gilt 
blo_cyl>100). Die Cardenas-Approximation liefert somit fÜr k fast exakte 
Werte90l , was sehr wesentlich ist, da k bei weitem der gröpte Kosten-
faktor fÜr sel_ at( n,m l ist. 
Wir definieren daher: 
,falls 1 ~ m < n·blo_cyl 
(M9) 
, falls 11 = n·blo_cyl 
In jedem der k Zylinder befindet sich also mindestens je einer der m 
BlÖcke. FÜr die Verteilung der resWehen m-k BlÖcke auf diese Zylfnder 
nehmen wir als gute Approximation wieder die BinoRiialverteilung (d.h. mit 
Zurücklegen). Damit erhalt man: Die durchschnittliche Anzahl von BlÖcken, 
die in jedem der k Zylinder gelesen werden mup, beträgt 1 + ~ = y· 
FÜr die Ermittlung des Zeitaufwands zum selektiven Lesen von y BlÖcken aus 
einem Zylinder benötigen wir noch die Verteilung dieser y BlÖcke auf die 
tr_cyl Spuren. Dies ereichen wir dadurch, indem wir das gewählte Modell zur 
Ermittlung von k rekursiv auf die Auswahl von Spuren innerhalb eines 
Zylinders Übertragen. 
Sei 1 die durchschnittlfche Anzahl von Spuren (in eine• der k Zylinder), von 
denen mindestens ein (von den yl Block gelesen werden mup. 
Unter BerÜcksichtigung, daf blo_cyl = blo_ tr. tr _cyl, ergibt sich: 
(MlO) 1 
:" { tr _cy].( 1 - (1 
tr_cyl 
II 
- ~t 1 )k), falls ~ < blo cyl ~r_CYI ~ -
, falls y " blo_cyl 
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Schlieplich stellen wir analog zur Herleitung von y fest, dap in jeder der 1 
Spuren im Mittel 1 + f·ly - 1) = ;1- Blöcke gelesen werden miissen. 
Als letzter Punkt verbleibt nun noch die Ermittlung des Zeitaufwands fiir die 
Positionierung von einem der k Zylinder auf den nlchstliegenden dieser k 
Zylinder. Dazu läpt sich wieder das bei der Berechnung von read_bl(i) und 
read_tr(j,i) benDtzte Modell anwenden: 
--~ ~~ 
Zk (J. "if = M nicht relevante Zylinder 
z 1 .;:::;...' '\ 
Xi 
Ganz gleich wie die k Zylinder Z1, ••• ,Zk auf die n Zylinder verteilt sind, im 
Mittel beträgt die Anzahl der Zylinder von Z1 bis Zk (jeweils einschlieplich) 
n - k n- 2m- 1 
Also ergibt sich fÜr k>1: 
1 n-k ) n+l 





• falls 1 < k ~ n 
• fDr k = 1 
Die Su.mmation der einzelnen Zeitanteile ergibt: 
sel_at(n,m) = avg_seek + read_tr(l, r.,.> + 
(k-l).(seek_cyl(avg_dist(k)) + read_tr(l, ~)) 
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(M12) 
{ 
avg_seek + (k-1).seek_cyl(avg_dist(k)) + 
k-read_tr(l, pl [msec], O<m s n·blo_cyl 
sel_at(n,ml = 
0 [msec] , falls m=O 
s n s cyl_dp 
Lemma 5.2: (Spezialtalle komplexer 08-Plattenoperationenl 
(a) sel_at(n,1) =bat 
(b) sel_at(n,n.blo_cyl) = exh_at(n) 
Beweis: 
( a) m = 1 ==> k = n. (1- ( 1- M 1 l = 1 ==> ~ = 1 ==> 1 = 1. 
Somit: sel_at(n,1) = avg_seek + read_tr(l,1) = (* L.5.l(b) *) 
avg_seek + read_bl(1) =bat. 
(b) (bc := blo_cyl, tc := tr_cyl) 
m = n. bc ==> k = n ==> ~ = bc ==> 1 = tc •=> 
m n·bc I:T = ~ = blo_tr. 
Auperdem gilt: k = n ==> avg_dist(k) = 1 
Somit: 
sel_at(n,n-bc) = avg_seek + (n-1)-seek_cy1(1) + 
n-read_tr(tc,blo_tr) = (*L.5.l(c) *) 
avg_seek + (n-1)-seek_cyl(l) + n-read_cyl = exh_at(n). 
Satz 5.1: 
( a) sel_ at( n,m) ist streng monoton wachsend in •· 
(b) sel_at(n,m) < exh_at(n) fDr 0 s m < n-blo_cyl 
Beweis: 
(a) Siehe Anhang. 
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(b} Folgt unmittelbar aus (a} und L.5.2(b}. 
Ergllnzend zu Satz 5.1 sei (ohne expliziten Beweis} angemerkt, da~ 
sel_at(n,ml < m.bat für 1 < m s n·blo_cyl gilt. Diese plausible Tatsache 
ergibt sich aus folgender Uberlegung: Falls man die m einzelnen random 
BlockzugriffswUnsche aufsammelt, die Plattenadressen sortiert und danach 
alle m Zugriffe hintereinander ausführt, so ergibt sich offensichtlich das 
Zeitverhalten von sel_at(n,m), da dann die Armbewegungen minimiert worden 
sind.91 l Durch ähnliche zusätzliche Software zur Minimierung der Platten-
armbewegungen wird in konventionellen OB-Systemen versucht, die Nachteile 
der Einzelverarbeitungsweise zu mildern (es können natürlich nur 
Blockrequests verschiedener Transaktionen optimiert werden l. Dennoch ist 
der Vorteil, den unser Intelligentes Speichersystem in Verbindung mit der 
Mengenverarbeitung auch bei adressiertem Zugriff bietet, deutlich zu sehen. 
5.2. Kosteuoclell flr Restrittionsauswertung. 
Das Ziel dieses Kapitels ist die Entwicklung von für unsere OB-Architektur 
adllquaten Kostenfunktionen, welche dann in Kap.5.3 zur Optimierung von 
Projektion-Restriktion Queries der Gestalt rrr1 ••• rhlfF(R} herangezogen 
werden sollen. 
Das Kostenmodell. 
· In OB-Systemen ohne Backend-Rechner wie SystemR oder INGRES werden die 
Kosten einer Queryauswertung hauptsliehlieh aus der geschätzten Anzahl von 
notwendigen Blockzugriffen auf die OB-Platten ermittelt. Der Optimierer in 
SystemR etwa benutzt eine gewichtete Summe aus geschlitzten Blockzugriffen 
91 lF aTI s wie in I«JNentioneTien D8-Sys1elel iblich, die 11 BlOCke iller die 9WJ! Platt~! 18'StreUt 
sind, dilm ist sel_ at(n,m) in IIISen!r An:tritl!ktur 1Totzdelll ebes ~ger  <Er 
berefchsrllliP!gen Platterte~. 
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und CPU-Aufwand. Dieses Kostenmodell ist jedoch auf unsere OB-Architektur 
nicht Obertragbar infolge der komplexen unteilbaren DB-Plattenoperationen, 
deren Zugriffszeitverhalten sich erheblich von konventionellen OB-Platten-
zugriffen unterscheidet (vgl. Bem. nach S.5.1). 
Um ein analytisch einfach behandelbares Kostenmodell zu bekommen, wollen wir 
folgende Kostenfaktoren vernachllissigen: 
Host-CPU-Kosten werden auper acht gelassen, da wir annehmen, dap die 
Lls die Anforderungen an die Rechenleistung des Hosts soweit verringern, 
dap beim Host kein CPU-Engpap auftritt. 
Kommunikationskosten sowie Datenübertragungskosten zwischen Host und 
LI s werden nicht betrachtet. 
Somit wlihlen wir als Kostenfaktor den Zeitaufwand für die DB-Plattenopera-
tionen ( random Blocklesen, selektives Bereichslesen, voll stlindiges Bereichs-
lesen). 
Zugriffspfadtypen. 
Wir wollen die Kosten der Auswertung von Trr1 ••• rhO'F(R l untersuchen. Dieser 
RelA-Ausdruck ist liqivalent zu der SQL-Query 
Orestr = SELECT UNIQUE rt,· •. ,rh 
FROH R 
WHERE F 
wobei F eine Restriktionsformel auf R ist. 
Wie bereits in Kap.4 dargelegt, vertagen wir llber zwei wesentlich unter-
schiedliche Typen von Zugriffspfaden: 
Zugriffspfadtypt: (Voll standige Filterung l 
ZERR := EXH'II'rl···rhcJF(R) 
Zugriffspfadtyp2: (lndexverarbeitung & selektive Filterung) 
Sei F = F+ A F- eine Zerlegung derart, dap F+ über Indexe auswertbar 
ist.92) 
ldR : = INDF+(R); 
~)Das Problell. wie BI zu einer 'guten' solchen Ze'le!Pig kallat, sei hier ausgekl....-t. 
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Zugr1ffspfadtyp1 steht dabei immer zur VerfDgung. 
In die anschliepend zu definierenden Kostenfunktionen gehen die folgenden 
Kostenparameter ein: 
(1) a : Anzahl der von LI in das OB-Cache zu transportierenden Index-
knoten zur Auswertung von F+. 
(2) m : Anzahl der Blöcke, in denen Tupel von R, welche F+ erfüllen, 
gespeichert sind. 
(3) n : Anzahl der Zylinder, die von R belegt sind. 
Dabei treffen wir die Zusatzannahme, daf R in einem Segment liegt, welches 
aus nur einem Bereich besteht, und dap R stets volle Zylinder belegt. 
Für die Erstellung der Kostenfunktionen für die beiden Zugriffspfadtypen 
legen wir eine weitere Einschränkung bzgl. der Komplexität von F fest ( vgl. 
auch die Diskussfon liber qyn. Filter): F (und somit auch F-) ist durch die 
LI im Flug auswertbar. 
Die Filterung von Daten im LI-Arbeitsspefcher ist somit mit voller Platten-
geschwindigkeit m~glich, d.h. beim Füllen der Wechselpuffer mit rohen Daten 
von der OB-Platte entstehen keine Wartezeiten, und somit kDnnen die 
komplexen DB-Plattenoperationen ohne Verlust von Rotationen abgewickelt 
werden. Aufgrund dieser Oberlegungen wählen wir folgende Kostenfunktionen: 
Kosten flir Zugrfffspfadtyp1: 
I costl(n} := exh_at(n) [msec]; 1 5. n ~ cyl_dp 
· Kosten flir Zugrfffspfadtyp2: 
cost2(n,a,m) := a.bat + sel_at(n,ll) [msec]; 
1 ~ n ~ cyl_dp, 1 ~ m ~ n·blo_cyl 
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Anmerkung: 
cost2(n,a,m) ist streng monoton wachsend in a und m (vgl. S.5.l(a)). 
5.3. Opti•ferung von Restriktionsauswertungen. 
Einleitend wollen wir kurz einen Hinweis darauf geben, wo ein Optimierer die 
in diesem Kapitel dargelegten Optimierungsalgorithmen einsetzen kimn. Aufer 
zur Optimierung einer einfachen Projektion-Restriktion Query sind folgende 
weitere Anwendungen mllglich: 
- Optimierung von Oselect-Queries: 
Beispiel: Q: SELECT UNIQUE bl 
FROH 
WHERE 
B I--- - --~ 
b2 < MAX(,SELECT dl I 
I I 
1FROM D 1- Oin I LW~E~E- ~2~~ ) 
Die Auswertung kann von innen nach aupen erfolgen: 
(1) Eval(Oinl : EvalllfdlO'd2>71Dll; 
(2) Berechnung von MAX, das Ergebnis sei dlmax; 
(3) Eval(Q) : Eval(lfblO'b2<dlmax!B)). 
Bei (1) und (3) ergibt sich somit das zu untersuchende Problem der Opti-
mierung einer Projektion-Restriktion Query. 
- An all denjenigen Stellen in den in Kap.4.2.3 entwickelten Algorithmen 
fDr Oset-. Ocorr- und Ojoin-Queries, welche den Term Eval(O'F(R) l 
betreffen (fDr entspr. Fund R ). 
5.3.1. Auswahl des schnellsten Zugriffspfadtyps. 
Unser Optimierungsziel ist die Minimierung des Zeitaufwands fDr I/Os von der 
OB-Platte in den LI-Arbeftsspeicher. FDr die Query lfr1 ..• rh0"F(R) soll nun 
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anhand der Kostenparameter a und m entschieden werden, welcher der beiden 
zur VerfDgung stehenden Zugriffspfadtypen effizienter ist. 
Betrachten wir den Fall gleicher Kosten costl(n) = cost2(n,a*,m} bei festen 
n und m. Der Grenzpunkt a* berechnet sich dann zu 
a* = exh_at(n)-sel at(n,m} 
bat 
Aus S.5.l(b} und L.5.2(b) wissen wir, dap exh_at(n) - sel_at(n,m} ~ 0 
gilt. Also ist a* bei festem n und m eindeutig definiert und liegt im In-
tervall [0 exh at(n)] 
' bat · 
Als Grenzfunktion ta 0 (m} für Indexverwendung definieren wir 
tan(m} := exh_at(n} - sel_at(n,m) 0 bat , S m S n·blo_cyl 
(_!hreshold val ue for ,!l. 
Eigenschaften von tan(m): 
(1) FDr gegebenes m und n bestimmt tan(m) den zugehörigen Grenzpunkt a*, 
d.h. es gilt: 
costl(n) = cost2(n,tan(m),m} 
(2} - ta (0) = exn_at(n} > D 
n bat 
tanln·blo_cyl) = 0 
(3) tan(m) ist streng monoton fallend, da nach S.5.l(a) sel_at(n,m) streng 
monoton steigt in m. 
5.3. Optinrien119 1.00 RestriktionsauSie'1lllgell. 179 
Satz 5.2: {Optimierungskriterium 1 fDr Qrestr-Queries) 
Sei Relation R in n Zylindern abgespeichert, iii die Blocktreffer fDr ein 
F+ auf R, sowie ä die Indexkosten zur Auswertung dieses F+.-
{a) ä < tan(iif} ==> Indexverarbeitung & selektive 
Filterung ist schneller 
{b) ä > tan{iif) ==> Vollständige Filterung ist schneller 
Beweis: Sei a* = tan{m). 
{a) ä < a* ==> cost2{n,ä,m) < cost2{n,a*,m), da cost2 streng monoton steigt 
in a. Wegen cost2{n,a*,m) = costl{n) ist Aussage {a) somit richtig. 
{b) Analog. 
Anmerkung: Das Problem der Ermittlung von Schlitzwerten für a und m wird in 
Kap.5.4.3.1 behandelt. 
Graphische Illustration von Satz 5.2 {schematisch, nur das monotone Fallen 
von tan{m) gegen 0 soll dargestellt werden):93) 
93ltan(m) 1st in WirlcHdtelt nicht linear. 
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a 
exhb:t< n) voll ständige 
I Filterung I I I I 
I I 
/ Indexe & 1 I 1 
// selektive Filterung 
1 
I 1 1 
I I I '/!l//1/1!1/; 
0 n-blo_cyl m 
Abb.5.1: Orestr - Optimierung mittels tan(m). 
Als unmittelbare Anwendung von Satz 5.2 geben wir einen Vergleich mit 
Zugriffspfaden zur Restriktionsauswertung, wie man es etwa in SystemR 
vorfindet. 
SystemR kennt drei verschiedene Typen von Zugriffspfaden, den Segment-Scan, 
den Cluster-Index und den Nonclustered-Index; Segmente in SystemR sind 
beliebig Ober die Platte verstreut und k~nnen mehrere Relationen beinhalten. 
Betrachten wir die Auswertung der Query Q : arl>7(R), welche die 
Ungleichheitsrestriktion rl>7 beinhaltet. Angenommen, es existiere ein 
Nonclustered-lndex auf rl und ein Cluster-Index auf r2. In SystemR tritt 
, nun sehr hlufig der fall ein, dap die Verwendung des Cluster-Index auf r2 
ohne jegliche Restriktion der effizienteste Zugriffspfad ist ([ASTRBO]). 
Diese Zugriffsmethode sei als vollsUndiger Cluster-lndexscan bezeichnet. Es 
mDssen alle Blöcke mit Tupeln von R des betreffenden Segments in den 
OB-Puffer geholt werden; die Anzahl ist also relativ zu unserer Organisation 
gleich n-blo_cyl =: ii. Wegen tan(iii) = 0 folgt ä > tan(ll), falls während des 
voll st!ndfgen Cluster-lndexscans zur Ermittlung der relevanten Bl~cke des 
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betreffenden Segments mindestens ein benlltigter Indexknoten erst von der 
OB-Platte gelesen werden mup. Übertragen auf unsere Architektur heipt das, 
dap vollständige Indexscans nicht mehr in Frage kommen (was natürlich auch 
ohne S.5.2 aufgrund unserer DB-Plattenorganisation plausibel ist). Diese 
Feststellung unterstützt nachträglich die Wahl unserer Plattenorganisation 
( unsortiert! l. 
Betrachten wir als weitere Anwendung folgenden Fall. Falls in SystemR kein 
Index zur Auswertung einer Restriktion existiert, so wird manchmal die 
Einrichtung eines temporl!ren Indexes Über dem betreffenden Attribut 
erwogen. Konkret tritt dieses Problem dann auf, wenn diese Restriktion im 
inneren Queryblock einer Qcorr-Query liegt und somit bei der iterierten 
Tupelsubstitution wiederholt ausgewertet werden mup. FÜr den Aufbau des 
temporären Indexes müssen alle m = n-blo_cyl BlÖcke mit Tupeln der 
betreffenden Relation R gelesen werden. Somit gilt auch hier a > tan(m) = 
0, falls mindestens ein benötigter Indexknoten nach zwischenzeitlicher 
Verdrl!ngung erst wieder von der OB-Platte gelesen werden mup; zusätzlich 
sind i .a. erneute Zugriffe auf BH!cke mit Tupeln von R für die Index-
auswertung nllti g. 
Diese Beobachtung unterstreicht nochmals die Effizienz des in Kap.4.2.3.2 
entwickelten Algorithmus fDr Qcorr-Queries. Ergänzend zur Diskussion von 
Kap.4.1.2 Dber sinnvolle Optimierungsstrategien in unserer Architektur 
halten wir fest: 
Korollar 5.1: 
Die Einrichtung temporllrer Indexe lohnt sich in unserer Architektur nicht 
mehr. 
5.3.2. Indexauswahl bei konjunktiver Zerlegung. 
Wir wollen nun einen wichtigen Spezialfall unserer allgemeinen Projektion-
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Restriktion-Query Qrestr = Trrl. •• rhO'F ( R) untersuchen, nämlich für folgende 
Zerlegung von F: 
F : F+ 1\ F- mit F+ = F! 1\ F~ (konjunktive Zerlegung von F+) 
F! und F~ sollen dabei verschiedene Attribute von R betreffen. 
SQL-Form: Qconj : SELECT * 
FROM R 
WHERE F! AND F~ AND F-
FDr die Auswertung dieser Query stehen in unserer OB-Architektur folgende 
vier Zugriffspfade zur Auswahl: 
(APl) Vollstlndige Filterung 
Drei verschiedene Zugriffspfade 
Filterung: 




IdR := INDFt(R); ZERR := SELwrl. •• rhO'F~ 1\ F_(IdR) 
IdR := INDF~(R); ZERR := SELwrl. •• rhO'Ft 1\ F- (IdR) 
IdR := INDFt 1\ F~(R); ZERR :"' SELTrrl. •• rhO'F-IIdR) 
Die Kostenparameter fDr die Indexauswertung von Ff seien ai und mi, i=l,2. 
Die Kosten für die aufgezlhlten Zugriffspfade belaufen sich dann auf:94) 
cost_APl = costl(n) 
cost_AP21 = cost2(n,al,mll 
cost_AP22 = cost2(n,a2,m2l 
Ermittlung von cost_AP21/\ 2: 
Anzahl ben~tigter Indexknoten: a1 + a2 
Anzahl von Trefferbl~cken fDr selektive Filterung (unter der 
Annahme der statistischen Unabhlngfgkeit von F! und F~): 
94lzur Erinnen119: 
F ist im Fllll! ftlterbar, sanitauch F+, F! SIMe ~und auch F-. 
mstl(n) = exh at(n), 
mst2(n,a,ml =a·bat + sel at(n,ml, 
n·blo cyl :! AIU!l ~ BlöCke in eineil rt-zylinder llerelctl, 
Relatfal R ist 1n eineil rt-7,y11nder 11ere1ct1 abgespelcher t. 
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m· 
bl 1 1 gibt die Wahrscheinlichkeit an, da~ ein Block der Relation n. o cy 
R Tr-;fferblock aufgrund der Indexauswertung von q: ist; i=l,2. 
Somit ist die Wahrscheinlichkeit, dap ein Block von R Trefferblock 
von F! A F2 ist, gegeben durch 
n-blo_cyl n·blo_cyl 
ml • m2 
====>die gesuchte Anzahl von Trefferblacken beträgt.n.blo_cyl 
Filr cost_ AP21 A 2 erhält man somit: 
Satz 5.2 liefert nun sofort: 
(0) a2 < tanCm2l ==> AP22 ist schneller als APl. 
Cl) a1 < tanC m1) ==> AP21 ist schneller als APl. 
ml•m2 (2) a1 + a2 < tan (n·blo_cyt> ==> AP2I A 2 ist schneller als APl. 
Neue Probleme bei der Auswahl des schnellsten Zugriffspfades treten genau 
dann ein, wenn sowohl (0) oder (1) als auch (2) zutreffen. Für diese 
Situation werden herki5mmlich meist Optimierungsheuristika eingesetzt wie 
z.B. "Verwende alle in Frage kommenden Indexe" oder "Verwende den 
selektivsten Index" (vgl. etwa RDB/Vl, [MAKI81]). FDr das weitere nehmen 
wir an, dap m1 s m2 gilt und dap AP21 schneller als AP22 ist. 
Mit den bisherigen Mitteln Upt sich noch keine Entscheidung zwischen AP21 
und AP21 A 2 im vorliegenden Fall treffen, da a1 < a1 + a2, jedoch m1 ~ 
m1-m2 
n·blo cyl gilt, und somit die Monotonie-Eigenschaft von cost2 nicht zum 
Tragen kommt. 
Für den Fall, dap sowohl (1) als auch (2) zutreffen, vergleichen wir die 
entsprechenden Differenzen zu APl: 
ad (1): tan(mll - a1 = ~ .(exh_at(n)-sel_at(n,mlll - a1 
m1-m2 
ad (2): tanCn.blo_cyt> - Car + a2> = 
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1 m1·m2 
m·<exh_at(n) - sel_at(n, n·blo_cyl)) - (a1 + a2l 
Diese Unterschiede sind gleich grop, wenn gilt: 
1 m1.m2 
a2 = Dat .(sel_at(n,m1l - sel_at(n, n·blo_cylll 
Fllr diesen Fall bezeichnen wir dieses a2 als Grenzpunkt a2 für die Index-
auswertung von F~ mit Kostenparameter m2. Als Grenzfunktion fÜr zweifache 
Indexauswertung bei konjunktiver Zerlegung definieren wir: 
m1 ~ m s n·blo_cyl 
Eigenschaften von t2an,m1 (m): 
(1) FDr gegebenes n, m1, a1 und m bestimmt t2an,m1<ml den zugehÖrigen 
Grenzpunkt az, d.h. es gilt: 
m1·m 
cost2(n,al,mll = cost2(n,al + t2an,m1(m), n.blo_cyll 
(Die Festsetzung m1 s m ist wieder darin begrÜndet, dap m1 s mz ggf. 
durch Umnummerierung erhalten werden kann.) 
(2) - t2an,m1<m1l ~ 0 
t2an,m1<n·blo_cyl) = 0 
(3) t2an,m1(m) ist streng monoton fallend, da m1 ~ n.~lo~:yl und sel at 
streng monoton steigt im 2.Argument. 
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Satz 5.3: 
Sei Relation R in n Zylindern abgespeichert, F! und F~ Restriktionen auf R 
mit den Kostenparametern a1 und m1 bzw. a2 und m2, m1 s m2, dann gilt: 
(a) a2 < t2an,m11m2l ~ AP21 A 2 ist schneller als AP21 
( b l a2 > t2an,m1 ( m2 l ~ AP21 ist schneller als AP21 A 2 
Beweis: 
* - - - ml·m2 Sei a2 - t2an,m1(m2l, m- n.b]o cy]· 
* -(a) a2 < a2 ~ 
cost_AP21 A 2 = cost2(n,al + a2,iiil < cost2(n,al + a2,ml 
= cost2(n,al,mll = cost_AP21. 
(b) Analog. 





Abb. 5.2: QconrOptimierung mittels tan(m) und t2an,m1(m). 
m 
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Die Blocktreffer für F! und F~ seien m1 bzw. m2. Auf der a-Achse sind die 
Indexkosten fÜr F! !a1l sowie zwei Fälle für die Indexkosten von F~ aufge-
zeichnet ( aJll, aJ 2 l ). Da a1 < tan!m1l, ist die Indexauswertung von F! 
mit nachfolgender selektiver Filterung gemäp F~ A F- auf alle Fälle schneller 
als die vollständige Filterung. 
Fall (1): Indexkosten fÜr F~ sind a~ll 
~ Indexauswertung von F! und F~ ist am schnellsten. 
Fall (2): Indexkosten für F~ sind a~2) 
~ Nur Indexauswertung für F! ist am schnellsten. 
Abschliefend sei noch der Fall einer disjunktiven Zerlegung von F+ in F+ = 
f! V F~ erwähnt. Dabei seien Fi und F~ wieder allgemeine Restriktions-
formeln auf disjunkten Attributmengen von R, welche Über Indexe auswertbar 
sind. 
Für die Query 
Qdi sj ;; SELECT * 
FROM R 
WHERE (F! OR F~) AND F-
stehen nur zwei (sinnvolle) Zugriffspfade zur Auswahl: 
- (APl) Vollständige Filterung 
- (AP21V2l IdR := INDF!VF~(R); 
ZERR := SEL*GF_(R) 
Kostenparameter für AP21 V 2: 
- a1 + a2 fÜr benÖtigte Indexknoten 
- Anzahl der Trefferblöcke (statistische Unabhängigkeit vorausgesetzt): 
ml + m2 - ml·m2 
n•blo_cyl 
Zur Optimierung läpt sich dann direkt Satz 5.2 anwenden. 
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5.4. Kriterien fDr die Einrichtung von Sekundllrindexen. 
5.4.1. Problemstellungen beim physischen OB-Entwurf. 
Das Problem einer optimalen Organisation der physischen Datenbank ist der 
Kategorie der Low-level Optimierungsprobleme zuzurechnen, wobei wiederum die 
Erstellung und Minimierung konkreter Kostenfunktionen eine wichtige Rolle 
einnimmt. Der Optimierung beim physischen OB-Entwurf wurde in der Literatur 
grope Aufmerksamkeit gewidmet, vgl. etwa [SCHK75], [HAMM76] oder [WHAN81]. 
Traditionell beinhaltet dieser Komplex u.a. die folgenden wichtigen Aspekte: 
(1) Auswahl eines geeigneten physischen Speicher-Layouts zur Abspeicherung 
von Relationen auf den OB-Platten, verbunden mit der Festlegung eines 
P rimllrzugriffpfades. 
(2) Auswahl geeigneter zusätzlicher Sekundärzugriffpfade. 
Bei Designproblem ( 1) stand bisher zumeist die Auswahl eines 
Cluster-Attributs im Vordergrund, da die Relationen sortiert nach einem 
Attribut (zumeist dem Schlllsselattribut) auf die OB-Platten abgebildet 
wurden. Sortierte Abspeicherung erlaubt die Einrichtung eines P riml!rzu-
griffpfades sowohl über dichte als auch Über nicht-dichte Indexe. Design-
problem (2) hat die Aufgabe zu Hlsen, solche Attribute zu bestimmen, für die 
sich die Einrichtung eines Sekundllrzugriffspfades "lohnt", d.h. der 
Effizienzgewinn bei Lesezugriffen llber Sekundärindexe mup die Indexein-
richtungskosten ( zuslltzlicher Speicherplatz l sowie Indexwartungskosten 
(infolge Tupel-Updates/Einfllgungen/Löschungenl signifikant kompensieren. 
Allgemein Hipt sich der Entwurfsprozep zur optimalen Lösung von 
Designproblem ( 1) und Designproblem (2) wie folgt skizzieren: 
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Workload-lnformation (Typen von Query- und Update-Transaktionen mit 
deren HCiufigkeitenl 
Statistik-Information für Relationen (Kardinalität, Attributselek-
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Abb.5.3: Schema zur optimalen Einrichtung von Zugriffspfaden. 
Im allgemeinen lapt sich die Bestimmung einer optimalen Menge von Zugriffs-
pfaden praktisch nicht durchfDhren, da dieses Problem NP-vollstllndig ist. 
Aber auch bei der Erstellung von heuristischen Optimierungsalgorithmen 
ergeben sich betrachtliehe Schwierigkeiten, welche haupts3thlieh aus den 
komplexen Wechselwirkungen und ROckkoppelungen resultieren (----> in 
Abb.5.3), die zwischen Design(ll- und Design(2i-Algorithmus existieren (vgl. 
dazu z.B. [HAMM76]). 
Wie jedoch die Diskussion llber eine geeignete Ablage von Relationen auf den 
OB-Platten gezeigt hat, ist es fllr unsere OB-Architektur vorteilhaft, 
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Relationen so kompakt und physisch-sequentiell wie irgend mllglich 
abzuspeichern, was wiederum impliziert, daf keine Sortierordnung erzwungen 
werden darf. Der Primllrzugriffspfad ist eine vollständige Segmentfilterung, 
alle zuslitzlich eingerichteten Indexe haben den Charakter von 
Sekund&rindexen. 
Konsequenz: 
Design(1)-Problem entfällt für unsere Architektur. 
Diese wesentliche Vereinfachung hat wiederum zur Folge, daf eventuell 
mögliche Interferenzen zwischen Design(l)- und Design(2)-Problem entfallen. 
Somit vereinfacht sich auch das Design(2)-Problem, welches nun isoliert 
gelöst werden kann. 
Die existierenden Algorithmen für Design(2)-Problem (vgl. z.B. [HAMM76]) 
beruhen darauf, daf man fÜr jedes Attribut einen sogenannten Rank-Faktor 
bestimmt. Ein hl!herer Rank-Faktor deutet dabei auf eine hÖhere 
Kostenersparnis bei Lesezugriffen hin und spricht somit mehr für die 
Einrichtung eines Sekundllrzugriffspfades.95) Ein Schätzwert für die obere 
Grenze eines Rank-Faktors für ein gegebenes Attribut r einer Relation R 
wird wie folgt ermittelt: 
Sei - bl( R) die Anzahl der BH!cke, in denen Tupel von R gespeichert sind, 
- avg_sel{ r) die "durchschnittliche Selektivitllt" einer Restriktion auf 
r, gemittelt über alle Querfes der vorliegenden Workload, 
(0 ~ avg_sellrl s 1), 
- occ( r) die durchschnittliche Anzahl des Auftretens von Restriktionen 
auf r in Querfes der vorliegenden Workload. 
In einem konventionellen DBMS ergeben sich damit folgende Kosten zur 
Berechnung einer Restriktion auf r: 
(a) Es existiert kein Index auf r: bl(R) Blockzugriffe 
(b) Es existiert ein Index auf r: 
Wenn lndexzugMffskosten vernachll!ssigt werden und man annimmt, dap 
jeder Trefferblock nur einmal in den OB-Puffer gelesen 11erden mu~. so 
erhlllt man als Kosten bl(R).avg_sel(r) Blockzugriffe. 
Die Kostenersparnis bei Existenz eines Indexes auf r bellluft sich dann 
95)1Jer Prillllrschlimel einer Relatioo wird i.a. einen selr IU1en Rart-fak1Dr aufleisen (vgl. 
auch Kap.5.4.3.2). 
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hllchstens auf: 
save( rl := bl(R l. (1-avg_sel( rl l 
Die obere Grenze fDr den Rankfaktor liegt dann bei: 
upperbound(rank_factor(r)) := occ(r).save(r) 
Offensichtlich ergibt sich in unserer OB-Architektur die Notwendigkeit, 
save( r) neu zu berechnen. Insbesondere kann save( r l nicht in Anzahl von 
Blockzugriffen gezllhlt werden, sondern mu, in Ausführungszeiten für 
DB-1/0-0perationen gemessen werden. Die Absicht des restlichen Kapitels ist 
es nun, nicht neue Optimierungsalgorithmen zur Einrichtung von 
Sekundllrindexen zu erstellen, sondern konkrete Verfahren zur Ermittlung von 
Grenzselektivitllten fllr Indexverwendung zu entwickeln. Mittels dieser 
Schrankenwerte kann man dann die Kostenersparnis save( r) in unserer Archi-
tektur geeignet abschlltzen. 
5.4.2. Schrankenwerte. 
Die in Kap.5.3 definierten Grenzfunktionen tan(m) und t2an,m1(m) kÖnnen zur 
Optimierung allgemeiner Qrestr- b~. Qconj-Queries herangezogen werden. Das 
Ziel der folgenden Kapitel wird die Bestimmung von Grenzselektivitllten sein, 
oberhalb derer sich der Einsatz einzelner Indexe nicht mehr lohnt. Zu diesem 
Zwecke nehmen wir eine weitere Spezialisierung vor. 
Definition 5.1: 
Sei EP[r] eine Restriktionsformel auf r von R. 
EP[r] hei,t elementare Restriktion, wenn gilt: 
EP[r] = 'vrl1l 91 r 92 vr12l• 
mit vrlll, vrl2l e dom(R,rl, 91.92 e {<, s} 
Wir betrachten ab jetzt ausschlieplich die Auswertung elementarer 
Restriktionsprldikate. Der Einschrlnkung auf eleaentare Restriktionen liegt 
folgender in der Praxis oft zutreffender Sachverhalt zugrunde, den wfr fDr 
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die weiteren Rechnungen unterstellen wollen: 
Annahme (A): 
Sei EP[r] elementare Restriktion mit Kostenparametern a und m, Ir Index 
auf r, dann gilt: 
a = air(m) , wobei air(m) eine monoton steigende Funktion in m ist. 
Als Spezialfall von Qrestr untersuchen wir die Query 
QErestr : SELECT * FROH R 
WHERE EP[r] AND F-
Der Effekt des funktionalen Zusammenhangs zwischen a und m lä~t sich 
graphisch gut (schematisch) verdeutlichen: 
a 
0 
m < thresn: 
Index Ir & selektive 
Filterung schneller 
air(m) - Indexkosten bei Aus-
wertung von EP[r] 
mittels Index Ir 
Über r. 
n-blo_cyl m 
m > thresn: 
vollständige 
Filterung schneller 
Abb.5.4: Schrankenwert fDr m bei elementarer Restriktion EP[r]. 
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Im Unterschied zu Abb.5.1 in Kap.5.3.1 ist bei F+ = EP[r] die Auswahl des 
schnellsten Zugriffpfadtyps alleine anhand von m im Vergleich mit dem 
Schrankenwert thresn möglich. 
Definition 5.2: 
Der Schrankenwert thresn (bei Einsatz eines Indexes Irl ist definiert wie 
folgt: 
.. "'" .. { 
Anmerkungen: 
thresn ist effizient berechenbar mittels Bisektionsalgorithmus. 
m* bezeichnet den eindeutig bestimmten Schnittpunkt. 
Korollar 5.2: ( Optimierungskriterium 1' fDr QErestrl C Qrestrl l 
Sei m die Anzahl der Blocktreffer bei Indexauswertung von EP[r]. 
(a) m < thresn ===> Ir & selektive Filterung ist schneller 
als vollst!ndige Filterung. 
(b) m > thresn ===> Vollständige Filterung ist schneller als 
Ir & selektive Filterung. 
Beweis: Definition 5.2 plus Satz 5.2. 
Analog betrachten wir einen Spezialfall von Qconj-Queries, nämlich dap Fi 
und F2 elementare Restriktionen sind; i.Z. Fi = EP1[r1J. F2 = EP2[r2J· 
· SQL-Form: 
QEconj = SELECT * 
FROM R 
WHERE EP1[r1] AND EP2[rz] AND F-
Um die Indexkosten der verschiedenen Indexe Ir1 auf r1 und Ir2 auf rz 
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miteinander vergleichen zu kl5nnen, treffen wir eine weitere Annahme, welche 
in der Praxis oft zutrifft: 
Annahme ( B l: 
Für die Indexe Iq und Ir2 gelte airl (m) = air2!ml. 
Bezeichnung: a(m) := air1(m). 
Folgerungen aus den Annahmen (A) und (8): 
m1 s m2 ===> a1 s a2 ===> sel_ at( n,a1,m1 l s sel_ at( n,a2,m2.l. 
Das bedeutet aber, da~ cost_AP21 s cost_AP22, d.h. dap die 
Indexauswertung von EP1[r1] mit selektiver Filterung gemäp EP2[r2J A F-
schneller ist als die Indexauswertung von EP2[r2J mit selektiver 
Filterung gemä~ EP1[r1J A F-. 
Falls m1 s m2 und a1 = a!m1l > t2an,m11mll 
====> a2 = a( ß12) > t2an,ml (All). 
Definition 5.3: 
Der Schrankenwert thres2n,m1 (fÜr den Einsatz zwei er Indexe) ist definiert 
wie folgt: 
m1 , falls t2an,m1!m1l < a!m1l 
m*: t2an,m1!m*l = a(m*l sonst 
Anmerkung: 
Da t2an,m1 (m) streng monoton fällt, a(m) aufgrund von Annahme (Al hingegen 
monoton steigt, ergibt sich ein eindeutiger Schnittpunkt m*. 
Korollar 5.3: (Dptimierungskriterium 2' fDr 0Econj ( t Oconj l l 
Seien mi die entsprechenden Kostenparameter bei Auswertung von EPi[rj] 
flber Iri• i=1,2; AllS mz S n·blo_cyl. Dann gilt: 
(a) 112 < thres2n,m1 ===> AP21 A 2 ist schneller als AP21 
(b) •2 > thres2n,m1 ===> AP21 ist schneller als AP21 1\2 
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Beweis: Folgt direkt aus Definition 5.3 und Satz 5.3. 
Graphische Illustration von Kor.5.3 (wiederum nur schematisch; nur die 
Monotonie von tan(m) und t2an,m1 (m) soll dargestellt werden): 
a 
0 ml thres2n,m1 thresn n·blo_cyl 
( ) 
(I) (II) 
Abb.5.5: Schrankenwert für m2 bei QEconj • 
(I): m2 < thres2n,m1 z==> 2 Indexe Ir1 und Ir2 & selektive 
Filterung gemäp F- am schnellsten. 
(II): m2 > thres2n,m1 ===> Index Ir1 & selektive Filterung 
gemäp EP2[r2J am schnellsten • 
. 5.4.3. Auswertungen des Schrankenmodells. 
5.4.3.1 Para•terschltzungen. 
m 
Dieses Kapitel soll als Vorbereitung für eine nu•erische Auswertung des 
Schrankenmodells zur Eratittlung von Grenzselektivftlten fn Kap.5.4.3.2 
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dienen. Zunllchst werden aus der Literatur bekannte Methoden zur Schätzung 
von Tupeltrefferraten geschildert; im nächsten Schritt wird dann eine 
Transformation von der Ebene der Tupeltreffer als die Ebene der im 
Schrankenmodell benlltigten Blocktreffer vollzogen. Dabei geben wir eine 
Rechtfertigung für die im vorherigen Kapitel eingeführten Annahmen (Al und 
(B) für die Indexkosten zur Auswertung elementarer Restriktionen. 
Betrachten wir einen Index Ir auf dem Attribut r der Relation R. Ir soll ein 
dichter, unabhängiger Index in Form eines B-Baumes sein, welcher lid- bzw. 
(lid,pid)-Einträge nur in den Blättern enthält; die Blätter seien verkettet. 
Zur Schätzung von Tupeltrefferraten bei Indexauswertung benötigt man einige 
Index-Statistikdaten, welche normalerweise in den Systemkatalogen dem 
Optimierer zur Verfügung stehen. 
Index-Statistikdaten: 
MAX(r) :"' max(trr(R)); analog MIN(r) 
ndkey(r) := card(TTr(R)) 
height(r) = Höhe von Ir 
nleaf(r) :Anzahl der Blattknoten von Ir 
Ferner benötigen wir 
card(R l = Kardinalität der Relation R 
Der Selektivitlltsfaktor sf(F) einer Restriktion F auf R ist definiert als 
die relative Tupeltrefferrate bei Auswertungen von aF(R), d.h.: 
f( ) ·= card(O"f(R)) s F · cardiR) ; 0 $ sf ( F l s 1. 
Die Tupeltrefferrate t_hits(F) für F ist gegeben durch 
t_hits(F) := sf(Fl·card(R) [#Tupel] 
Ein Teil der aufgezählten Index-Statistikdaten wird nun dazu verwendet, um 
Schlitzwerte für sf(EP[r]) für elementare Restriktionen EP [r] zu ermitteln. 
Da eine genaue Schlltzung von Selektfvitätsfaktoren nur möglich ist, wenn 
genaue Aussagen über die statistische Verteilung der betreffenden 
Attributwerte vorhanden sind (was aber meist nicht der Fall ist), wurden in 
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der Literatur die Schätzwerte meist unter der Annahme von Gleichverteilung 
ermittelt {vgl. etwa [SELI79], [MAKI81]). FDr diesen Fall definieren wir: 
vr<2l - vr<1l + 1 {1) sf{'vr{ll s r s vr<2l•j := max { MAX(r) _ MIN(r) + 1. 1} 
{2) sf{'vr = r'l ·= 1 
· ndkey(r) 
FDr unser Schrankenmodell zur Optimierung elementarer Restriktionen 
benlltigen wir Schätzwerte für die Parameter a und m, d.h. für Indexknoten-
zugriffe und Blocktrefferraten. {Relation R sei wieder in n Zylindern mit n. 
blo_cyl Blllcken abgespeichert.) 
Nach der Ermittlung eines Schlitzwertes für ein EP[r] ist somit als nächster 
Schritt die Abbildung der t_hits{EP[r]) Tupel auf die n·blo_cyl Blöcke der 
Relation R zu lllsen, d.h. wir suchen die durchschnittliche Anzahl m von 
Blöcken von R, in denen mindestens eines der t_ hits ( EP [ r] l Tupel 
gespeichert ist. Unter der Annahme der Gleichverteilung können wieder das 
bereits in Kap.5.1.3 bei der Berechnung von sel_at(n,m) verwendete ~lodell 
anzuwenden. Mittels der Cardenas-Formel erhalten wir: 
m = n.blo_cyl • {1- {1- blo~cyl)t_hits{EP[r])) 
Die Anzahl der aufzusuchenden Indexknoten a llipt sich folgendermapen 
abschlitzen (man beachte die spezielle Form eines EP[r] und die Tatsache, 
dap die Indexblätter verkettet sind): 
- aufzusuchende Nichtblattknoten: height(r) - 1 
- aufzusuchende Blattknoten : sf{EP[r]).nleaf{r) 
====> a = sf(EP[r]).nleaf{r) + height(r) - 1 
Unsere gesuchten Kostenparameter m und a betreffen nur die Anzahl der von 
der LI in das OB-Cache zu transportierenden Blllcke, d.h.: 
a = ~a.ä 
m " ~m·'i 
wobei Cl~ 6a. 6 111 s 1; 6a und 6m sind Lokalitätstaktoren fÜr das OB-Cache. 
Aufgrund unserer OB-Cache-Organisation, dap 2ERs t• Prtvate_C liegen {siehe 
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Kap.3.2.3), gi1t nun dm = 1. 
Für die in Kapitel 5.4.3.2 durchzuführenden Experimente wollen wir erst 
einmal von Lokalitätseffekten für Indexknoten im OB-Cache abstrahieren, und 
setzen 6 a = 1. 
Somit verwenden wir folgende Schätzwerte für m und a: 
(S1) m = n-blo cyl . (1- (1- 1 )t hits(EP[r])) 
- n.blo_cyl -
(S2) a = sf(EP[r]).nleaf(r) + height(r) - 1 
Für die Anwendung des Schrankenmodells benötigen wir jetzt nur noch den 
Nachweis des in der Annahme (A) geforderten funktionalen Zusammenhangs 
zwischen a und m, nämlich a = arr(m), wobei arr(m) monoton wächst in m. 
Dazu lösen wir die Gleichung (51) nach t_hits(EP[r]) auf: 
(51) <===> - m + 1 = (1- 1 ) t hits(EP[r]) 
n-blo_cyl n-blo_cyl -
<=="> - t_hits(EP[r]) = log1 _ 1 (1 - n-bt~ cyl l 
n·blo_cyl -
Wegen t_hits(EP[r]l = sf(EP[r]).card(R) folgt damit aus (52): 




nleaf( r l g1bt die durchschnittliche Anzahl von Tupelverweisen ( (lid,pid) -
EintrXge) in einem Indexblatt an. 
lfout( r) · = card( R l 
. nmmr 
Eigenschaften von lfout(r): 
Aufgrund unserer Gleichverteilungsannahme für die Attributwerte in 1Tr ist 
lfout(r) eine Gr!l,e, welche nur von den festen Werten Blockgröpe (bsize), 
Länge eines Attributwertes für r und Länge der lid- bzw. (lid,pid)-Einträge 
abhingt; lfout(r) ist also ein konstanter Systemparameter. 
5. Optinrie!U'Igell auf ~r Zugriffspfadebene. 
Damit erh3lt man: 
·= lfou1t(r} .log1 1 (1- n.bl~_cyll + height(rl -1 
- n:olo_CYI 
Aufgrund der Monotonie von log trifft Annahme (Al unter den betrachteten 
Voraussetzungen zu (Basis des log ist < 1). 
Die Annahme (B), da~ ar (m) = ar (m) gilt, trifft genau dann zu, wenn 
rl r2 
-unter ansonsten gleichen Bedingungen- die Längen der Attributwerte für q 
und r2 in etwa gleich sind. (In diesem Fall gilt dann 1fout(r1l = 
lfout( r2l.) 
5.4.3.2 Nuaerische Resultate. 
Die anschliependen numerischen Auswertungen sollen Aussagen bezüglich 
Tupel trefferraten machen, wl!hrend das in 5.4. 2 erstellte Schrankenmodell 
mit Blocktrefferraten arbeitet. Um ROckschlüsse von Grenztrefferraten für 
BHkke auf die entsprechenden Tupeltrefferraten machen zu können, führen 
wir den Begriff des durchschnittlichen Blockungstaktors bfR ein. 
bfR gibt an, wieviele Tupel von R im Durchschnitt in einem Block des von R 
belegten Segments gespeichert sind. Für eine konkrete OB-Anwendung wird bfR 
durch die Blockgröpe bsize, die durchschnittliche Tupellänge sowie durch die 
Segment-Verwaltung bestimmt; typische Werte dÜrften 1 s bfR s 50 sein. 
Festzuhalten ist, dap gilt:96) card(R) = n . blo_cyl • bfR 
, Eine ~1otivation für die Einführung unserer neuen Architektur bildete u.a. 
folgende plausible Vermutung: 
Durch die immer höher werdende Speicherdichte moderner Plattengeräte bei 
fast gleichbleibender Leistungsfllhigkeit der mechanischen Komponenten wird 
die voll stllndige Filterung die Verwendung von Indexen immer mehr zurück-
96)0ie il'tgegebene Formel gllt unter ~r bisher imer ~~ VoraussetzurJ;J, dafl R stets 
volle zyl~ belegt. 
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drllngen. Um einen ersten Eindruck von den veränderten Eigenschaften unserer 
OB-Architektur zu gewinnen, wurden mit den beiden analyti sehen Schranken-
modellen zwei Simulationsreihen ausgefDhrt, welche quantitative Aufschlüsse 
Dber die diesbezüglichen Eigenschaften von repräsentativen konventionellen 
Platten liefern. 
Simulationsreihe 1: 
Hierbei wurden zwei IBM-Plattenlautwerke als OB-Platte einem Vergleich 
unterzogen, nämlich die relativ alte 3330 sowie die neueste 33BO. Beide 
Plattengerate besitzen in etwa dieselbe Mechanik, sie unterscheiden sich 
jedoch enorm bezOglieh der Speicherdichte. Zur Verringerung der Positionier-
ze'iten verfDgt die IBM 3380 über zwei Kämme mit lese/Schreibkllpfen; diese 
Fähgkeit bleibt jedoch in den vorgenommenen Auswertungen unberücksichtigt. 
Kenngröpen der IBM 3330: (ca. 100 MByte Speicherkapazität) 
cap_tr = 13030 Bytes rot= 16.7 msec 
tr_cyl = 19 
cyl_dp = 404 
start h = 10 msec 
next_cyl = 0.1 msec 
Kenngrllpen einer IBM 3380-ähnlichen Platte: (ca. 730 Mbyte Kapazität) 
cap _ tr = 47500 Bytes rot = 16.7 msec 
tr _ cyl = 19 start h = 10 msec 
cyl_ dp = 808 next_cyl = 0.05 msec 
Ferner setzen wir für beide Plattentypen voraus: 
bsize " 2048 Bytes 
Weiterhin legen wir fest 
bf = 10, (d.h. Tupelll!nge ist~= ca.200 Bytes) 
height(r) = 3 
Ziel von Simulationsreihe I ist es, Schrankenwerte bz91. der Tupel treffer-
rate bei Einsatz eine Indexes für die Auswertung von 
0Erestr : SELECT * FROH R WHERE EP[r) ANO F-
zu ermitteln. Die Grundlage dafür liefert Korollar 5.2. 
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Abb.5.6: Schrankenwerte fDr Einsatz eines Indexes. 
Nehmen wir an, die Treffertupel fDr QErestr sind in thresn Blöcken 
gespeichert. Aufgrund von Schltzwert (Sl) ergibt sich dann als Rückschluf 
auf die Tupeltrefferrate von EP[r]: 
thresn 
t_hits(EP[r]l = log1_ 1 (1- n-blo_cyll 
n-blo_cyl 
--=-> t_hits(EP)r]) _ t_hits(EP[r]) 
-- - card(R - n-blo_cyl-bf 
gibt die relative Grenz-Tupeltrefferrate an, oberhalb derer sich der Einsatz 
des Indexes nicht mehr lohnt. 
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Somit gibt die nachfolgende Funktion die prozentuale Schranke bzgl. der 
Tupeltreffer an, oberhalb derer sich der Indexeinsatz nicht mehr lohnt. 
STlf tln) ·- 100 thresn 
ou .- n·blo_cyl.bf ·log1- 1 (1- n·blo_cyll [ tup t]97l 
n.blo_cyl 
Aus Abbildung 5.6 ist unmittelbar deutlich, da~ sich der lohnende Einsatz 
eines Indexes zur Auswertung einer elementaren Restriktion bei den neuen, 
schnelleren Platten drastisch verringert. 
Simulationsreihe 2: 
Die nllchste Analyse soll Aufschlu~ darüber geben, für welche Tupeltreffer-
raten sich der Einsatz von zwei Indexen zur Auswertung von OEconj = SELECT 
* FROM R WHERE EP1[q] AND EP2[r2J AND r- lohnt. Das relevante Opti-
mierungskriterium dazu gibt Korollar 5.3 an. Wir definieren nun: 
100 
ST2n,lfoutlm1 l · n·blo_cyJ.bf log1 
wobei 
thres2n,m1 ~....,..;~~ {1- n·blo_cyl 
n·blo_cyl 
m1 -
m1 ·= n·blo cyl-bf · 100, (= prozent. Blocktreffer von EP1[r1Jl 
1 S m1 < thresn gilt.98) 
Analog zur Herleitung von STlfoutlnl in Simulationsreihe 1 kann man 
ST2n,lfoutlm1l wie folgt interpretieren: 
97)Der Parameter lfout (= lfout(r)) ist in dieser Definition nicht explizit auf der rechten 
Seite ersichtlich, lfout steckt je<ix:h implizit in thre5rJ, da nach Definition: 
{ 
0, falls alr(O) > tan(O) 
threSn = 
m*: tanlm*l = air(m*l sonst 
~ llfout erscheint i~lizit in thres2n,m1. 
5. OptimieiUigell auf <i!r Zugriffspfadebene. 















Abb.5.7: Schrankenwerte fDr Einsatz von zwei Indexen. 
ST2n,l fout fiil1) gibt die prozentuale Grenze der Tupeltrefferrate { tup2't) von 
EP2Er2J an, oberhalb derer sich der Einsatz eines zweiten Indexes für 
EP2Er2J nicht mehr lohnt. 
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Das Diagramm in Abb.5.7 wurde fDr folgende Kostenparameter ermittelt: 
Kenngrllren ein IBM 3380-ähnlichen Platte wie in Reihe 1. 
bsize, bf wie in Reihe 1. 
height!r1l = height!r2l = 3. 
lfout := lfout!r1l = lfout!r2l 100. 
n bezeichnet wie üblich die Anzahl der Zylinder, auf denen eine Relation 
gespeichert ist. Die Kurven brechen ab, sobald die vollstandige Filterung 
besser ist. Im Bereich oberhalb einer Kurve lohnt sich der Einsatz des 
2.Indexes nicht mehr, unterhalb ist die Verwendung beider Indexe am besten. 
Wertung dieser exemplarischen Simulationsreihen: 
Die Einrichtung von Sekundarindexen für unsere OB-Architektur wird nur dann 
noch eine Leistungsverbesserung bringen, wenn folgende drei Punkte 
gleichzeitig zutreffen: 
(a) Der betrachtete Index Ir auf einem Attribut r mup ein sehr hohes 
Auflllsungsvermögen haben. 
(b) Die Retrieval-Häufigkeit für r mur sehr hoch sein. 
(c) Die Update-Häufigkeit für mup relativ gering sein. 
Aus Abb.5.6 ist die Verschärfung des Zugriffsengpasses für random 
Plattenzugriffe bei zunehmenden Plattenspeicherdichten99) ablesbar. Im 
Vergleich zum Einsatz von Indexen in Standard-OB-Systemen ergibt sich für 
uns eine wesentliche Reduktion für eine profitable Indexverwendung. 
Jedoch werden Indexe auf Schlüssel-Attributen weitehin unerläplich für eine 
gute Retrieval-Leistungsfahigkeit sein, da deren prozentuale Tupeltreffer-
rate von 100/card(R} weit unter den errechneten Schrankenwerten liegt. 
Die beiden durchgefDhrten Simulationsreihen haben bereits einen ersten Ein-
druck von den neuen Leistungsmerkmalen unserer OB-Architektur mit ihren 
intelligenten Subsystemen vermittelt. Eine detaillierte Auswertung (z.B. 
Variation anderer interessanter Parameter wie bsize oder bfR) konnte aus 
ZeitgrDnden nicht mehr durchgeführt werden. 
99)pi'!9Xl$SI sagen eine Ventwel~ alle 2 bfs 3 Jahre wraus. 
6. ZusanmenfasSID;Illld Ausblick. 
6. Zusa••enfusung und Ausblick. 
In dieser Arbeit wurde auf der Basis moderner Rechner-Architektur der 
Entwurf eines funktional voll ständigen Datenbanksystems entwickelt. Bei den 
betrachteten Hardware-Komponenten wurde dabei groper Wert darauf gelegt, 
dap diese momentan bereits oder in sehr naher Zukunft verfÜgbar und wirt-
schaftlich sind. Darauf aufbauend wurden die internen Schnittstellen des 
OB-Systems so konstruiert, dap sie sorgfältig auf das Leistungsvermögen 
dieser Hardware-Komponenten abgestimmt sind. 
Als wesentlichste Voraussetzung fÜr ein Hochleistungs-Datenbanksystem wurde 
dabei das Prinzip der Mengenverarbeitung herausgestellt. Die effiziente 
Realisierung einer Mengenverarbeitung wird durch den geschickten Einsatz von 
intelligenten Subsystemen fÜr die autonome Verwaltung der physischen Daten-
bank ermöglicht. Durch eine frÜhzeitige Datenfilterung dieser Subsysteme 
wird das Volumen des Datentransports zwischen Peripheriespeicher und 
Arbeitsspeicher stark reduziert. Dieser Effekt wird noch unterstützt durch 
eine Reihe von neuen, sehr effizienten Algorithmen zur Queryauswertung, 
welche alle auf dem Prinzip der dynamischen Filter basieren. Damit ist es 
fÜr eine sehr grope Klasse von Transaktionen mÖglich, dap s.ich die von 
parallelen Transaktionen benötigte Information, solange wie fÜr eine 
effiziente Mengenverarbeitung benötigt, vollständig im gropen OB-Cache 
befindet. Desweiteren wurde die harmonische Integration moderner Synchro-
ni sations- und Commft/Recovery-Verfahren in den Gesamtsystemaufbau 
verwirklicht. 
Aufgrund dieses synergistischen Zusammenspiels von Hardware- und Software-
komponenten weist der vorliegende Entwurf einen vielversprechenden Weg in 
, Richtung Hochleistungs-Datenbanksysteme. Als nächster Schritt müpte sich 
eine Studie anschliepen, wie aufwendig eine (schrittweise) Konversion konven-
tioneller OB-Systeme in die neue Umgebung ist. Ohne wesentliche Änderungen 
werden zuerst die dynamischen Filteralgorithmen integrierbar sein und 
vermutlich in vielen Fällen bereits eine merkliche Leistungssteigerung 
bewirken. Der Anschlup eines intelligenten Subsystems (anstelle der 
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bisherigen Platten) ist durch die strikte Entflechtung logischer Aspekte (im 
Host) und physischer Aspekte (im Subsystem) erleichtert. Durch die Heraus-
nahme der Subsysteme aus dem Transaktionskonzept ist die Kopplung zwischen 
diesen und dem Hastrechner auf ein notwendiges Minimum reduziert, was eine 
einfachere Integration ermÖglicht. 
Neben diesen fÜr die Praxis wichtigen Aspekten wurde in der Arbeit eine 
Reihe interess~nter Spezialfragen aufgedeckt, deren theoretische Unter-
suchungen von Interesse sind. Offene Probleme fÜr weiterfÜhrende 
Forschungsarbeiten betreffen in erster Linie die dynamischen Filter, wie 
z.B.: 
Allgemeine Konstruktionsverfahren fÜr Filtertypen, sodap ein breites 
Spektrum von Filterungswirkungsgraden abgedeckt ist, sowie die Unter-
suchung der Frage nach permanenten, dynamisch leicht fortschreibbaren 
Filtern. 
Eine Analyse von Filtertypen bzgl. Selektivität, Aufwand fÜr Berechnung 
und Anwendung, sowie die Ermittlung von Im-Flug-Schranken fÜr konkrete 
Mikrorechner. 
Anwendung der dyn. Filteridee auf ein volles relationales DBS. 
Weiterhin bietet der vorliegende Entwurf eine gute Basis, um Aspekte eines 
lokal verteilten Datenbanksystems zu studieren (z.B. horizontale Parti-
tionierung von Relationen auf die intelligenten Subsysteme, Tradeoff Paral-
lelität und DB-Cache-Platzbedarf). 
Um die vermuteten gropen Leistungssteigerungen quantitativ belegen zu 
können, ist ein Effizienzvergleich mit konventionellen OB-Systemen mittels 
Simulationsmodellen wünschenswert. Auperdem bietet der Systementwurf ein 
gutes Objekt, um die besonders bei OB-Systemen noch weitgehend ungelösten 
Probleme einer geeigneten Prozepstrukturierung studieren zu können. 
Schlieplich ist mit der Entwicklung eines analytischen Basismodells die 
Grundlage geschaffen worden, um genauere Einblicke in die veränderten Eigen-
schaften der neuen Architektur, insbesondere im Hinblick auf die Frage des 
Nutzens von Indexen, zu gewinnen. 
7. Altlang 
7. Anhang. 
Satz 5.l(a}: sel_at(n,m} ist streng monoton wachsend in m. 
Bevor der Beweis von Satz 5.l(a} erbracht wird, sei die Def. von 
sel_at(n,m} wiederholt: 
{ 
avg_seek + (k-1}-seekcyl(avg_dist(k}} 
sel_at(n,m} = + k·read_tr(l, r.l:J. falls 0 < m 





-{ ffio+ • avg_dist(k} 
falls 1 < k ~ n 
fÜr k ~ 1 
k = n.(l - (1 - ~}m} , fÜr 1 ~ m ~ n-blo_cyl 
1 " 
1 m m 
tr_cyl.(l - (1 - tr_cyl)K} , fÜr 1 :s; y :s; blo_cyl 
Beweis von Satz 5.1(a}: 
Wir wollen sel_at(n,m2} - sel_at(n,m1} fÜr m1 < m2 abschätzen. FÜr m1 = 0 
ist Satz 5.1(a} offensichtlich richtig. Seien k1, 11 und k2, 12 die zu m1 
bzw. m2 gehÖrigen Werte fÜr k, 1. FÜr das folgende sei 0 < m1 
vorausgesetzt. 
(1} Aufgrund der Def. von k gilt: 
m1 < m2 - k1 < k2 
(2} Wir zeigen: 111 < •2 - 11 < 12 
Beweis: 
Aufgrund der Def. von 1 gilt: 11 < 12 <---+ i} < ~ 
7.0.~ 
Sei f(y) := m2·l1 - m1.ym2 fÜr OsySl. 
f'(y) = m1.m2·(yml-l _ ym2-1) 
f"(y) = m1·m2.((m1 - 1).ym1- 2 - (m2 ~ 1).ym2- 2 l 
f'(y) = 0 <---+ y = 1 oder y = 0 
2f.J7 
Wegen f"(l) = m1.m2· (ml -m2) < 0 hat f ein Maximum bei y 1. Somit 
ist f(y) streng monoton steigend fÜr 0 s y s 1. 
Es gilt also: f(y) < f(l) = m2- m1 fÜr Osy<l. 
Da 0 s 1 - i < 1 gilt, ist mit y = 1 - i die Ungleichung @ bewiesen. 
(3) Wir zeigen: m1 < m2-- ~ < ~ 
Beweis: 
Sei g(m) := 1- {1-i>m 
m 
h(m) := (1 - ~)n:QTiiiT 
tr_cy1 
Damit gilt k = n·g(m) sowie 1 = tr_cyl·(l - h(m)). 
ml m2 il'7IT < ~ <---+ m1·k2·12 < m2·kl·ll 
<---+ m1·n·g(m2)·tr_cyl.(1 - h(m2)) < m2·n·g(m1)·tr_cyl.(l - h(m1)) 
<---+ m2·h(mll·g(m1) - m1·h(m2).g(m2l < m2·g(m1) - m1·g(m2) ~ 
m1 m2 
Sei t(z) := m2.zn:grniiT.g(m1) - m1·Z~·g(m2) fÜr 0 s y S 1 
m1 m2 
t'(z) = m1·m2.(zn:grmiT -1 _ zn:griii'IT -1 1 n 
t'(z) = 0 <---+ ml.g(m2) = m2·g(m1) oder z = 1. 
Aufgrund der Ungleichung M aus (2) gilt aber wegen 
g(m) = 1 - (1 - i>n, daf ml·g(m2) < m2·g(m1). Somit verbleibt nur ein 
Extremalwert bei z = 1. 
ml 2 1112 2 
t"(z) = "'1 '"'2.((~- l).zn:grii!T- - (~- 1l·zn:grii2T- ) n n.g,m., n.g, .. ,, 
7. Artlang" 
t"(l) _ m1.m2 ( m1 m2 ) 
- -n- . n:grmrr - n:g{iii2T 
- m1·m2 m1·g{m2) - m2·~{m 1 l < 0_ aufgrund Ungleichung M 
- -n- • n.g(ml)·g(m ) 
Also hat t(z) ein Maxim11m bei z = 1; es gilt demnach: 
t(z) < t(1) = m2·g(m1) - m1·g(m2) fÜr 0 s z<l. 
1 1 Da 0 s 1 - tr_cyl < 1, ist mit z = 1 - tr_cyl die Ungleichung @@ 
bewiesen. 
Nun stehen alle benÖtigten Hilfsmittel zur VerfÜgung. 
sel_at(n,m2) - sel_at(n,ml) = 
[(k2 - 1l·seek cyl(avg dist(k2ll - (k1 - 1l·seek cyl(avg dist(k1))] + 
- m2 )- ( m1 )] [k2·read_tr(l2, l(2:T2" - k1·read_tr 11, rr:Tr 
Da read_tr(j2,i2) > read_tr(jl,il) fÜr j2 ~ j1 und i2 > il (vgl. Def. von 
read_tr in Kap.5.3.1), ist der zweite Term aufgrund der soeben bewiesenen 
Aussagen positiv. 
Letztendlich ergibt sich: (* seek_cyl(c) = start_h + C·next_cyl *) 
(k2- 1l·seek cyl(avg dist(k2)) - (k1 -1l·seek cyl(avg dist(k1)) = 
(k2 - 1).(sta-;:t_h + {2}1 ·next_cyl) - (k1 - 1)~(startj + :t}1 ·next_cyl) 
) ( ) (k2-1 k1-1) ( k2 - k1 • start_h + n + 1 • im - TI+! . next_cyl 
) ( .) 2·(k2- k1) (k2 - k.l ·start_h + n + 1 • (kZ+lJ.Ikl+I) ·next_cyl 
2·(n+1) (k2 - k1).(start_h + (kZ+l).(kl+ll ·next_cyl) ~ 0 
Als9: sel_at(n,m2) - sel_at(n,m1) > 0 fÜr m1 < m2 • 
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