Various optimization techniques are there for mathematical modeling and design of many non-linear problems related to the various field of science and engineering. The real world engineering problems are occurring in the form of multi-criteria having certain constraints. Till now, no such single optimization method exist which could optimize all objective functions simultaneously. In this paper, weighted sum method has been discussed to solve multi-objective geometric programming problem(MOGPP) and the result so obtained by weighted sum method has been compared with fuzzy programming method. Illustrative examples are presented to demonstrate the correctness of proposed model.
Introduction
The common and powerful classical optimization technique used to solve a class of non-linear optimization programming problems especially found in engineering design and manufacturing known as geometric programming(GP). In 1961, Duffin, Peterson and Zener [10] tried to solve a wide range of engineering design problems developing the basic theories of geometric programming. They have shown, in many engineering design problems an objective function consisting of component cost under certain constraints which are in the form of posynomials. Subsequently, different methods have been proposed by the authors [5, 8, 3 ] to solve various non-linear programming problems subject to linear and non-linear constraints. In recent years GP techniques have been used extensively to solve various engineering design problems which are in the form of multi-objective functions. These multi-objective functions with given constraints are usually conflict with each other. That indicates, multiobjective optimization problem does not have a single solution that could optimize all objective functions simultaneously. In recent past, Ojha et al. [1, 2] in their research paper have shown, how multi-objective geometric programming problems of different physical situation can be solved using various optimization techniques. F.Waiel and El-Wahed [6] have solved multi-objective transportation problem under fuzziness. Cao, first extended GP technique in study of fuzzy state problem and consider the situation where co-efficient are fuzzy [3] . Biswal [8] developed fuzzy programming with non-linear membership function in the study of multi-objective geometric programming problem. Other method such as weighting sum method and -constraint method are being used to solve multi-objective geometric programming problems with fuzzy parameter. According to Hwang and Masud [4] , the multi-objective optimization can be classified into three categories such as priori method, the interactive method and generation method. The priori method is based on the goals or weights which are to be set by the decision maker before solution process starts being a difficult task in the part of decision maker. The generating methods are less popular due to their computational effort. However,the ultimate aim of multi-objective optimization is to achieve three goals. First, the pareto front should be as close as possible to the true pareto front. Secondly, the solution best known as pareto optimal should be uniformly distributed and finally the best pareto front should capture the whole spectrum of the pareto front. In this paper, we have applied weighted sum method to solve a class of multiobjective geometric programming problems. Using weighted sum method we scalarize the objective functions to a single objective function at a time to find its optimal solution as defined in sec-4. This method is found more suitable than other generating methods available for finding pareto optimal solutions. After obtaining pareto optimal solution, it is being compared with the solution obtained by fuzzy programming method.
The organization of the paper is as follows: Following introduction, the concept of MOGPP has been discussed in sec-2. weighted sum method has been discussed in sec-3 where as fuzzy programming method discussed in sec-4. An illustrative example have been incorporated in Sec-5 and finally some conclusions drawn from the results have been presented in Section-6.
Multi-Objective Geometric Programming
Problem(MOGPP):
The method of optimizing systematically and simultaneously a collection of objective function is called multi-objective optimization or vector optimization. A multi-objective geometric programming problem can be stated as:
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where 
Weighted sum Method:
Weighted sum method probably is the simplest method widely used to convert a set of objectives into a single objective by multiplying each objective with weights to find the non-inferior optimal solution of a multi-objective optimization problem within the convex objective space.
T , then we can define weighting sum method is as follows.
be the set of non-negative weights. Using weighting method the above multiobjective function can be defined as:
4 Fuzzy Programming Method :
Fuzzy set theory introduced by Zadeh in 1965 which is a generalization of classical set theory to understand the uncertainty and vagueness in the complexity of the problems. Fuzzy Programming Problem due to Zimmermann [7] based on the concept given by Bellman and Zadeh [9] has been successfully applied to solve various types of multi-objective decision making problems. A fuzzy set is associated with its membership function which is defined from its elements to the interval [0,1] plays an important role in solving multi-objective decision making problems. As there are several type of fuzzy membership functions, a suitable membership function is to be selected to solve the real world multiobjective mathematical programming problems. Define a fuzzy membership function µ k (x) for the k-th objective function f k 0 (x) as follows:
..p and L k ,U k are minimum and maximum value of the objective function respectively. If L k = U k then define µ k (x) = 1 for any value of k. Now maximize the membership function µ k (x), k = 1, 2, ...p subject to the constraints (2.2) and (2.3) and then use max-min operator [11] to find a crisp model. Consider a Dummy variable θ and formulate a crisp model for fuzzy geometric programming Problem as : max : θ (4.1) subject to :
Further the inequality(4.2) can be represented as:
Solve the crisp geometric programming problem using geometric programming algorithm to find x * and evaluate all p number of objective functions(2.1) at this optimal solution x * .
Numerical Examples:
For illustration the following multi-objective geometric programming problem can be considered. Example:1 Find x 1 , x 2 so as to min : f 1 (x) = 10x
subject to :
Case-1 Primal Solution of f 1 (x): Find x 1 , x 2 so as to min : f 1 (x) = 10x
subject to : 1 4
The corresponding Dual program using the condition given in sec-3 is given below: Using the solution of f 1 in f 2 and f 2 in f 1 as obtained above ,we can find the lower bound L i and upper bound U i of the functions f i for i = 1, 2 as:
It indicate that every objective function has a region of convergence where we can find their optimum value. Case3-Solution of the problem using weighted sum method: Using weighted sum method we can write the given multi-objective optimization problem as follows:
2 ) (5.12) subject to : 1 4
Considering the values of w 1 and w 2 between 0 and 1, the maximum value of primal is presented below in Table-1 . 6 Conclusion:
Getting of a suitable compromise solution corresponding to a multi-objective optimization problem is a difficult task due to conflict between various objectives and goals. However there are certain area where mathematical modeling and programming needed. In this paper we have used the weighted sum method to find the pareto optimal solution of the multi-objective optimization problem. Again fuzzy programming techniques has been used to find the optimal values of the objective functions. From the computation it has been observed that the pareto optimal solution obtained by weighted sum techniques matches with their counterpart solution by fuzzy programming method. The procedures adopted here in order to focus on achieving the most approximate non-inferior solution instead of trying to generate the entire pareto front.
