We derive bounds on the probability of a goal node given a set of acquired input nodes. The bounds apply to decomposable networks, a class of Bayesian Networks encompassing causal trees and causal polytrees. The difficulty of computing the bounds depends on the characteristics of the decomposable network. For directly connected networks with binary goal nodes, tight bounds can be computed in polynomial time. For other kinds of decomposable networks, the derivation of tight bounds requires solving an integer program with a non-linear objective function, a computationally intractable problem in the worst case. We provide a relaxation technique that computes looser bounds in polynomial time for more complex decomposable networks. A brief description of an application of the probability bounds to the record linkage problem is provided.
Introduction
Bayesian networks are becoming widely used in sequential decision making . The objective in sequential decision problems is to maximize the expected payoff given beliefs about the state of nature and preferences about alternatives. The decision-maker can either make an immediate decision given current beliefs or make a costly observation to revise current beliefs. To reduce the cost of collecting inputs, the inference engine should detect when collecting additional inputs is not likely to change a decision. Bayesian networks are non-monotonic in that observing another input can increase or decrease the belief in a goal node. Thus it is difficult to detect when collecting more inputs can substantially change the belief in the goal.
In this paper we study bounded, goal-directed queries that are a subset of hypothesis driven data requests [Jensen 1996 ]. In a bounded goal directed query, the action taken by a user depends on the probability of a goal or This kind of question is frequently posed in service industries such as telecommunications [Ezawa and Norton, 1996] . Depending on the range of available actions, managers may use queries with more than two probability intervals. To answer such queries, a large set of potential, costly inputs may be available. Therefore, the costs of acquiring the information necessary to answer such questions can be significant.
The main contribution of this paper is the derivation of probability bounds for goal-directed queries on decomposable networks with discrete input nodes. Decomposable networks include simple Bayes networks, causal trees, and causal polytrees. The difficulty of computing the bounds depends on characteristics of the decomposable network. For directly connected networks with binary goal nodes, the bounds are established by setting each remaining input to its lowest and highest ranked states. For more complex decomposable networks, the bounds require the solution of an integer program with a non-linear objective function, a computationally intractable problem in the worst case. We provide a relaxation technique that computes looser bounds with less computation for these more complex decomposable networks.
The remainder of this paper is organized as follows. Section 2 reviews previous research on sequential decision making with Bayesian networks. Section 3 presents propositions that establish bounds on the goal belief in a decomposable network. Section 4 briefly describes an application of the probability bounds to a record linkage problem. Section 5 summarizes the results.
Related Research
There has been a reasonable amount of work on sequential decision making within the context of a Bayesian network. In an important early work, Pearl (1988) proposed a stopping rule that input acquisition should stop when no further variance can be removed from the network. This condition is too strict to be useful in most sequential decision problems. In another early work, Lauritzen and Spiegelhalter (1988) proved that the Markov boundary of a given node provides probability bounds. However, no computational method was given for determining the bounds if the values of some nodes in the Markov blanket are not known. In addition, these bounds are not useful for assessing the impact of nodes outside the Markov blanket when the values of some nodes in the Markov blanket are not known.
benefit measure for hypothesis driven data requests. Although not proposing bounds, they discussed the use of conditional independence relationships to reduce computation effort. Other work (Dittmer and Jensen 1997; Shenoy 1992 ) involves value of information computations for influence diagrams that extend Bayesian networks with decision and value nodes. These approaches also do not compute probability bounds.
Our approach complements these other approaches. In value of information situations, information acquisition can continue until the probability bounds fall within an acceptable level even though the cost-benefit analysis indicates that information acquisition should stop.
Bounds in Decomposable Networks
This section derives bounds on the probability of a goal node being in a particular state at any step in the input acquisition process, given that the Bayesian network is decomposable. The first part of the section discusses the notion of a decomposable network and derives an important property of decomposable networks. The other parts derive bounds that apply to decomposable networks.
Decomposable Networks
Decomposable networks contain conditional independence relationships among the input, the interior, and the goal (root) nodes. The conditional independence relationships support shortcuts in computing bounds on the probability of a goal given input nodes. Formally, a Bayesian network 1 (Jensen 1996 ) is decomposable for a goal node G if 1) Every network input is a leaf node (no direct connections between inputs)
2) There exists at least one directed path from the goal to each input.
3) There are no undirected cycles in the network.
The simplest example of a decomposable network is a simple Bayes network in which all inputs are directly connected to the goal node as shown in Figure 1 (a). Since all inputs are connected directly to the goal node, G, for any two partitions of input nodes, A and B, ( ) ( ) ( ) Decomposability can be extended to more general structures. A more general form of a causal tree is shown in Figure 1(b) . In this generalized form, the variable D represents the set of all interior nodes (nodes that are neither root nodes, nor leaf nodes). Obviously, the simple Bayes network in Figure 1(a) is a special case of the more general network in Figure 1(b) where D is the empty set. The more generalized form can also include a hybrid network where some inputs are connected to D and some are connected directly to the goal. Some causal polytrees ( Figure   1 (c)) are also decomposable. A causal polytree is a multi-goal network in which a node may have multiple parents.
In a causal polytree no more than one undirected path may exist between any two nodes. In Figure 1 (c), there is only one directed path between nodes even though D has two parents, G (the goal node) and R 1 (a non-goal root node). 
Bounds for Simple Bayes Networks with Binary Goals
We now begin deriving probability bounds for the Bayes network, the simplest kind of decomposable network. Efficient bounds can be calculated for simple Bayes networks if the goal node is binary. We begin with some notation and then derive the bounds.
E : the set of remaining inputs (evidence) that have not been collected 
E iH : the event that input i is instantiated to the state with the largest conditional probability on the goal state of interest given the input state
the joint event that each remaining input is set to the state with the smallest conditional probability on the goal state of interest
E *H : the joint event that each remaining input is set to the state with the largest conditional probability on the goal state of interest
Proposition 1: If the network is decomposable, the goal node directly influences the input nodes, and the goal node is binary, then (
for all instantiations of E.
Proof:
We transform P(G α | E) into an equivalent expression and then derive the bounds for the transformed expression.
1. Bayes Rule:
Eliminating common terms and substituting P(
The expression in (1) has the form y x + 1 1 . To minimize this expression, set x to its maximum value and y to its minimum value. Setting E *L maximizes 1 − P(G α | E i ) and minimizes P(G α | E i ) for all i. Because the other terms in (1) can be treated as constants, the entire expression in (1) is minimized by setting E *L . According to a similar argument, setting E *H maximizes the expression in (1). Proposition 2 follows from the establishment of bounds
To determine bounds, each remaining input is instantiated to its low and high states with respect to the goal state of interest. For each input, the low and high states can be determined one time before any inputs are collected.
The worst case complexity to determine the low and high states for all inputs is O(q*p) where q is the number of inputs and p is the number of possible states per input. We also note that the bounds calculated as above will be tight, i.e., the upper bound will be the lowest upper bound and the lower bound will be the greatest lower bound. In section 3.4 we propose a technique to compute bounds for more complex networks; however, these bounds are not guaranteed to be tight.
Bounds for Decomposable Networks with Interior Nodes
Computing bounds for decomposable networks with interior nodes involves the solution of an integer program with a non-linear objective function (2). The objective function and the probability calculations are more complex than those for simple Bayes networks. In this section, we first formulate the integer program and then present a proposition to derive its formulation.
Integer Program to Compute Input States
å ∏å 
E *MAX(2)
: the joint event that each remaining input is set to the state that maximizes the integer program in (2). The input states correspond to the values of the decision variables in which x ij = 1.
Proposition 2: If a decomposable network contains a non-empty set of interior nodes (D) that separate the goal node and input nodes, then ( ) ( ) ( )
Proof:
The first two steps of the proof for Proposition 2 are identical to the proof for Proposition 1. Thus, we begin with step 3 and continue to transform the expression. We then show how the integer program follows from the transformed expression.
Expand denominator:
4. Divide by numerator:
Conditional independence (D separates E and G):
Expand summations (ignore numerator and first term in denominator): To calculate this probability, use the definition of conditional probability to rewrite the expression as ) (
Then use the chain rule (Pearl 1988 ) to calculate the numerator. Each term in the chain rule calculation involves one network propagation. The chain rule has the form:
For simple Bayes networks with non-binary goal nodes, the objective function in the integer program can be simplified to Equation (3). The objective function is still not separable and non-linear. However, network computations are not required to evaluate the objective function.
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Relaxation Solution
We propose a relatively simple method that can be used to calculate probability bounds when the search space is highly combinatorial. In the relaxation solution, the probability bounds are computed by optimizing the objective function in (2) or (3) without the constraint on the input states. The relaxation approach depicts the value of formulating the optimization models; without these formulations it is not easy to identify the relaxation solution.
The spirit behind the relaxation is to allow the state of an input to be freely chosen in each term of the objective function. In the constrained version of the problem, it is necessary to choose the same input state in every term that contains the input. The relaxation makes it possible to separately maximize (or minimize) each term of the objective function. The relaxed maximum is greater than or equal to the constrained maximum; similarly the relaxed minimum is less than or equal to the constrained minimum. Mathematically, Max {f(x) + g(x)} is less than or equal to Max {f(x)} + Max {g(x)} and Min {f(x) + g(x)} is greater than or equal to Min {f(x)} + Min {g(x)}. Thus the relaxed bounds are guaranteed to contain the exact bounds. However, the relaxed bounds are not guaranteed to be tight. Thus the use of relaxed bounds may cause more inputs to be collected than necessary.
For the objective function in (2), the worst-case complexity of the relaxed bounds is O(n*q*p) where q is the number of inputs, p is the number of possible states per input, and n is the number of joint states in the interior nodes (D). For the objective function in (3), the worst-case complexity of the relaxed bounds is O(r*q*p) where r is the number of goal states. If the number of joint states in the interior nodes and the number of goal states are constants, the worst-case complexities are polynomial. Table 1 summarizes the feasibility of calculating probability bounds for different kinds of networks. In the first quadrant (the goal node is directly connected to the input nodes and the goal is binary), an efficient method to compute the (exact) probability bounds was demonstrated. When the goal is non-binary or there are intermediate nodes (but not both), exact bounds are difficult to calculate efficiently. In these cases, the best approach may be to compute relaxed bounds and allow the possibility of collecting more inputs than absolutely necessary. However, there is no danger of stopping input collection prematurely. In the last quadrant (when the goal is non-binary and there are intermediate nodes), a relaxation solution is not obvious. Here, the option may be to develop a statistical confidence interval for the bounds, for example, using a simulation technique such as Stochastic Simulation [Pearl 1988 ]. Such an approach, however, would risk that extra inputs could be collected; or worse that premature termination of input collection could occur. 
Feasibility of Calculating Bounds

Application of Bounds in Decision Making
In this section we briefly describe an application in which the use of probability bounds has significantly improved the efficiency of a decision-making system [Dey and Mookerjee, 2000] . The specific decision-making application is one of record linkage across two databases. Simply stated, the record linkage problem is as follows:
find the set of records from a one database that match a given record from another database. Record linkage is frequently an issue in medical information systems. Consider two hospitals that need to share information on a common patient. Because these hospitals may use different record identifiers (such as, social security number in one database and patient-id in the other), non-key attributes such as name, date of birth, address, etc. are used to link records that refer to the same patient.
Like most previous approaches, the approach in [Dey and Mookerjee, 2000 ] uses a probability measure to estimate the degree of match between two records. The underlying probability model can be represented as a simple Bayes network. The root node of the network is the probability of a match (or non-match) between the two records, given the outcome of the different attribute comparisons. Each leaf node in the network represents an attribute comparison.
After the matching probability is calculated, a decision rule determines whether the records should be match or not. The decision rule uses a probability threshold -two records match if the match probability is above the threshold; otherwise, the records are unmatched. The probability threshold is chosen to minimize expected error costs. The threshold optimally balances the cost of a type I error (records are said to be unmatched when they are matched in reality) and the cost of a type II error (records are said to be matched when they are unmatched in reality).
A sequential decision approach can be useful to solve the record linkage problem if there are incremental costs of comparing attributes from two records. Incremental costs are present when there are significant data transfer costs incurred in bringing attributes from a remote database to make the matching decision. Reducing data transfer costs without affecting the quality of the matching decision should improve the efficiency of the linkage process.
We have implemented a matching decision tree to solve the above record linkage problem. A non-leaf node in the tree is an attribute name that is being compared and the branches emerging from the non-leaf node are labeled "equal" or "unequal" corresponding to the two possible outcomes of the comparison. In the matching decision tree, probability bounds are calculated at each step before growing the tree further. If the lower bound of the matching probability is above the probability threshold, then the path is terminated with a leaf node with the label "match." On the other hand, if the upper bound is below the threshold, then the path is terminated with the label "not-match." If threshold lies between the probability bounds, then the tree is grown further on that path until a termination condition is reached.
As a result of using the probability bounds, the linkage problem can be solved very efficiently. Numerical results in [Dey and Mookerjee, 2000 ] demonstrated a reduction of 50% in data transfer costs for the probability bounded decision tree as compared to a tree that did not use probability bounds. The probability bounds provide a natural way to prune the matching decision tree. Other studies have demonstrated the importance of pruning to improving decision tree performance [Mingers, 1989] . The results in [Dey and Mookerjee, 2000] provide additional evidence about the importance of pruning and the use of probability bounds as a pruning technique.
