Abstract-In this paper, we present a new blind receiver for multiple access channel with multiple transmit antennas per user and multiple receive antennas (MIMO channel). After being multiplied by a spreading sequence, each user's data is split into N t streams that are simultaneously transmitted using Nt transmit antennas. The received signal at each receive antenna is a linear superposition of the Nt transmitted signals of the Nu users perturbed by noise.
I. INTRODUCTION
In this paper, we address the problem of blind detection/identification for multiple access with spectral and spatial diversities at the transmitter and the receiver.
A common way to ensure good performance at the receiver is the use of spreading sequences to separate the contribution of all users first and then, the use of "space-time" coding to separate the transmitted data streams from each antenna of a single user. Various techniques to exploit the capabilities of multiple transmit antenna -multiple receive antenna (MIMO) channels have been proposed in the literature. When the channel fading is slow (stationary over a few symbols), some authors have proposed an algebraic approach (see for instance [1] , [2] ). In order to separate the contribution of all users, most researchers rely on "orthogonality" of the sources. All the proposed methods require knowledge of the channel taps and the antenna gains at least at the receiver. This assumption is hard to be satisfied in practical situations.
In this paper, we propose a new simple algorithm for blind source detection and channel taps/antenna gains estimation. Nor knowledge of channel taps/antenna gains neither orthogonality between sources is required in our case. This algorithm relies on a generalization of parallel factor analysis (PARAFAC analysis, [3] , [4] ). Furthermore, our scheme can have a transmission rate up to N u N t (N − 1)/(NS F ) where N is the frame length over which the channel is supposed to be stationary, N t the number of transmit antennas per user, S F the spreading factor and N u the number of users. The (induced) spectral diversity is realized by a spreading step of rate 1/S F .
First, we describe the data model. In the second section, we present the theorem of identifiability in the noiseless case. Then, in a noisy context, we propose a simple practical algorithm of the alternating least squares (ALS) type. Finally, we provide simulation results indicating that this algorithm yields a performance close to the linear minimum mean square error (LMMSE) receiver which requires knowledge of the channel and spreading sequences.
Some notation conventions that will be used in this paper follow.
Lower case bold (as in v) denotes a column vector. v T is the transpose, ⊗ is the Kronecker product. Upper case (as in A) denotes a matrix; A † denotes the Moore-Penrose pseudoinverse. Operator vec(.) for matrix
II. DATA MODEL We consider a mobile communication system where the base-station is equipped with N r antennas and the N u mobiles are equipped with N t antennas. The information frame of each user goes through a serial-to-parallel converter, and is divided into N t streams of data s m = [s
m by means of the spreading sequence c m . This transmission scheme requires only N u different spreading sequences. We emphasize that the N t of the N u users are transmitted simultaneously each from a different transmit antenna and that all these signals have the same transmission period. We assume a narrow-band channel so that the channel is frequency non-selective. Let h
be the N r × 1 channel vector from the l-th transmitter of the m-th user to the receiver. The signal at each receive antenna is a noisy superposition of the N u × N t transmitted signals corrupted by Rayleigh fading. This multiple access MIMO transmission scheme is shown on Fig. 1 . The data received by the i-th sensor at time k + jS F are now given by:
This decomposition is a generalized CANDECOMP since the CANDECOMP involves only triads (rank-one elements) and here we have a sum of rank-(N t , N t , 1) elements. As shown in Fig. II , by stacking the samples along the three diversity dimensions -spectral, spatial (at the receiver) and temporal -we obtain a three-way tensor 
III. IDENTIFIABILITY
In the noiseless case, we are looking for a decomposition of a three-way array in a sum of terms consisting of outer product between a vector and a matrix which itself results from the (inner) product of two matrices, as shown on Figure II . Then, we highlight some algebraic definitions related to the independence of a set of column vectors extracted from a matrix M .
Definition 1 (k-rank of matrix M , [4] page 115):
If M ∈ C J×K , k M is the maximum number of columns of matrix M such that any set of k M columns of M results is linearly independent. By definition, we have:
-rank is the maximum number of submatrices such that any matrix M i1 , . . . , M i k consisting of k submatrices is full column rank.
We have now the following fundamental theorem of identifiability, applying to the case of MIMO systems.
Theorem 1: Consider the set of data y (1) without noise. Suppose that the matrix C is full k-rank and the matrices H and S are full k'-rank (which is always satisfied in practical situations). Suppose also that each matrix
Observed data tensor of which the dimensions correspond to spectral, spatial (at the receiver) and temporal diversity (noiseless case).
entries and N − 1 distinct entries per row at the maximum. If
then the matrix C ∈ C SF ×Nu is unique up to right multiplication with a permutation matrix and a diagonal matrix and the matrices H ∈ C Nr×NtNu S ∈ C NtNu×N are unique up to right multiplication with a block diagonal matrix of which all the diagonal blocks are equal to the same product of a permutation matrix and a diagonal matrix. More precisely, we have that any other triple C, H, S that leads to an equivalent decomposition of {Y k }, is related to C, H and S via:
where Π is a permutation matrix and
Given the constraint that each matrix S m , 1 ≤ m ≤ N u contains no more than N t (N − N t ) distinct entries, the resulting transmission rate per user and per antenna becomes
which is close to 1 for N large. To prove this theorem, we use the following Theorem. The proof is given in [5] . First we look what happens when no constraint on the number of distinct entries is imposed on the factors. Then the constraint is incorporated.
Theorem 2 (Generalized identification theorem):
..,Na the matrices that are obtained by slicing the tensor along the first direction. Let these slices have the following structure:
with complex scalars a 
We suppose that matrix A is full k-rank and matrices B and C are full k'-rank. We then have that, if
the matrix A is unique up to a permutation matrix and a diagonal matrix, and the matrices B and C are unique up to a block permutation matrix and a non-singular block diagonal matrix. More precisely, any other triple A, B, C that gives rise to Eq. 4, is related to A, B and C via:
where Π is a permutation matrix, ∆ a diagonal matrix and T block andT block non-singular block diagonal matrices. Moreover, the mth coefficient δ m , 1 ≤ m ≤ L of the diagonal matrix ∆ and the mth blocks T m andT m of the matrices T block andT block satisfy:
to a scaling factor. This theorem allows for a certain indeterminacy of the components. However, if each matrix C m contains no more than N c (L − N c ) distinct entries and L − 1 distinct entries per row at the maximum, and the pattern, according to which entries are repeated, is the same for both matrices, then the matrix T m is generically unique up to a scaling of its rows. We call a property "generic" when it holds everywhere except for a set of Lebesgue measure zero. Since δ m T mTm = I, 1 ≤ m ≤ L, the matricesT m are also fixed. The matrix A is then defined up to a permutation matrix and a diagonal matrix, and the matrices B and C are unique up to a block permutation matrix and a diagonal matrix.
IV. ALTERNATING LEAST SQUARES ALGORITHM
In the previous section, we saw that, in the absence of noise, the unknown parameters correspond to the factors of a generalized canonical decomposition of the data tensor; by the fundamental identification theorem, this decomposition is essentially unique. In this section, following an ALS approach, we present a simple algorithm that can be used for the estimation of parameters, possibly from noisy observations. The basic idea behind ALS is simple: each time update one matrix using least squares conditioned on previously obtained estimates for the remaining matrices; proceed to update the other matrices; repeat until convergence of the least squares cost function.
0-7803-7954-3/03/$17.00 ©2003 IEEE.
We
First let us consider the conditional update of H, given C and S. By slicing Y along its first dimension, we obtain:
where
This equation will be written as
This equation can be used for a conditional update of matrix H. Next let us consider the conditional update of S, given C and H. By slicing Y along its second dimension, we obtain:
] This equation will be written as
Finally, let us consider the conditional update of C, given H and S. By slicing the tensor Y along its first dimension, we obtain:
Eq. (10) is equivalent to
This will be written as
The overall algorithm consists of the following steps: Initialization: randomly initialize two of the three estimated matrices, e.g.,Ĉ (0) andŜ (0) . p-th step:
1) Update the estimates of the channel fading coefficientsĤ (p) :
2) Update the symbol estimates:
(13) Normalize the estimates of the sequences emitted by the different users w.r.t. the scaling ambiguity.
3) Update the estimate ofĈ (p) :
The normalization of the symbol sequences may involve a scaling to unit-norm, to avoid under-and overflow.
V. SIMULATION RESULTS
We have shown in Section III that each matrix S m , 1 ≤ m ≤ N u should not contain more than N t (N − N t ) distinct entries and should have up to N − 1 distinct entries per row in order to guarantee the uniqueness of the decomposition of the 3D data tensor. We propose to assign N We compare the performance of the ALS algorithm with the Block-LMMSE receiver which requires knowledge of channel fading coefficients and the spreading sequences. The system load is equal to N u /S F = 2/2 = 1 in presence of 2 transmit antennas and 2 receive antennas. The frame length is fixed to 10 symbols and modulation is QPSK. On Figure 4 , we show that the performance of our algorithm is close to the Block-LMMSE algorithm (about 4 decibels).
VI. CONCLUSION
In this paper, we have proposed a deterministic way to solve the problem of detection/identification for MIMO systems in a multiuser case in presence of transmit and receive spatial diversities and spectral diversity based on the PARAFAC analysis. This method requires neither channel estimation nor antenna gains. Moreover, the spreading sequences of the different users need not to be orthogonal and the different emitted signals need not to be independent.
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