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Abstract
Motivated by a proof due to Fiedler of an inequality on the determinants of M-matrices and
a recent paper by the authors, we now obtain various inequalities on permanents and deter-
minants of nonsingular M-matrices. This is done by extending the multilinear considerations
of Fiedler and, subsequently, of the authors, to fractional multilinear functionals on pairs of
nonnegative matrices. Two examples of our results: For an n × n nonsingular M-matrix M
(i) we give a sharp upper bound for det(M) + per(M), when M is a nonsingular M-matrix,
(ii) we determine an upper bound on the relative error |per(M + E) − per(M)|/|per(M)|,
when M + E is a certain componentwise perturbation of M .
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1. Introduction
The work in this paper is motivated by Fiedler’s proof of a well known inequality
in [6]. The inequality says that if A is an n × n nonnegative matrix whose spectral
radius is  := (A), then
det(λI − A)  λn − n, ∀λ  , (1.1)
with equality for any λ > , if and only if A is the simple cycle matrix. We comment
that the inequality (1.1) was also proved, independently and by different approaches,
by Keilson and Styan [9] and by Ashley [1].
Fiedler proved his result by first assuming that A is irreducible, followed by trans-
forming A by positive diagonal similarity to a stochastic matrix, and finally by ap-
plying to the resulting matrix suitable linear changes of its rows. In [8] the authors
improved Fiedler’s result using similar considerations, to obtain the following result:
Let
∑n
i=1 ai(A)tn−i , where ai(A) are the signed sums of the determinants of the
principal submatrices of A of size i × i, i = 1, . . . , n, be the characteristic polyno-
mial of A. Then:
det(λI − A) +
n−1∑
i=1
n−2i |ai(A)|(λ − )i  λn − n, ∀λ  . (1.2)
In this paper we extend the methods which were employed in [8] to obtain several
new bounds on permanents and other multilinear functions of M-matrices. We com-
ment that, indeed, several known bounds concerning determinants and permanents of
M-matrices can (also) be re-proved using the approach developed here. As an exam-
ple we mention that we can use our approach to give an alternative proof of a result
due to Gibson [7] that if M = I − A is an M-matrix, then per(M)  det(M)  0.
(It should be noted that Gibson’s result was a refinement of an affirmative answer
by Brualdi and Newman [4] to a conjecture of Marcus and Newman that for such a
matrix M, per(M)  0.) We also consider some matrix functions which, subject to
some restrictions, are similar to the determinantal function in that they are monotone
on the class of all n × n M-matrices.
We next summarize some of our results. As before, let A be an n × n nonnegative
matrix whose spectral radius is given by  := (A). Recall that the matrix M =
cI − A is called a nonsingular M-matrix if c >  := (A). (See Berman and Plem-
mons [2] for many characterizations for a real matrix with nonpositive off-diagonal
entries to be a nonsingular M-matrix.) Let E = (ei,j ) with ei,i = 0, i = 1, . . . , n,
be a real matrix satisfying that |E|  A.
(i) In Theorem 3.1 the following upper bound on the permanent of an M-matrix
M = cI − A is proved:
per(M) 
{
(c2 + (A)2)m, if n = 2m,
c(c2 + (A)2)m, if n = 2m + 1. (1.3)
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(ii) In Section 4 we obtain a bound on the relative error in the permanent. Let M ∈
Rn,n be a nonsingular M-matrix and split M = D − A, where D = diag(M).
Let γ = (D−1A). It is well known that D−1A is the Jacobi iteration matrix
associated with M and that γ < 1, see, for example, Varga [12]. In Theorem 4.1
we prove that if (1 + )γ < 1, then∣∣∣∣ per(M + E) − per(M)per(M)
∣∣∣∣  max{b − 1, 1 − c},
where
b2 = [1 + (1 + )2γ 2]/(1 + γ 2); b3 = [1 − (1 − )3γ 3]/(1 − γ 3);
c2 = [1 + (1 − )2γ 2]/(1 + γ 2); c3 = [1 − (1 + )3γ 3]/(1 − γ 3);
where
b = max{bp2 bq3 } and c = min{cp2 cq3 },
and where the maximum and minimum are taken over the set of pairs (p, q)
such that p, q are positive integers satisfying that 3p + 2q  n. This result is in
the spirit of a bound on the relative error of the determinant of an M-matrix due
to Elsner [5, Section 3] which states that under the above conditions:∣∣∣∣det(M + E) − det(M)det(M)
∣∣∣∣ 
[
1 + 2 1 + γ
2
1 − γ 2 + 
2
]n/2
− 1. (1.4)
(iii) In Theorem 5.1 we prove that if M = cI − A is an n × n M-matrix, then
per(M) + det(M) 


(c2 + 2(A))m + (c2 − 2(A))m,
if n = 2m,
c(c2 + 2(A))m + c(c2 − 2(A))m,
if n = 2m + 1.
(1.5)
We comment that we cannot use (1.5) in conjunction with (1.3) to obtain an
upper bound on det(M) as we shall show by means of an example.
(iv) If M1  M2 are M-matrices, then, as mentioned above, it is a well known result
due to Ostrowski [11] that det(M1)  det(M2). Such an inequality is no longer
true for permanents. However, we are able to show in our Theorem 6.1 that if
we represent M2 as M2 = cI − A, then
det(M1) + α per(M1)  det(M2) + α per(M2), ∀ |α| 
(
c − 
c + 
)
.
(v) In Theorem 7.1 we prove that if A,B ∈ Rn,n are matrices with positive diagonal
entries and there exists a vector x  0, where, for a vector y ∈ Rn,n, y 
0 indicates that all the entries of y are positive, such that M(A)x  0 and
M(B)x  0, then the polynomials P(s) = det(A + sB) and Q(s) = per(A +
sB) have all their coefficients positive. Here, for a matrix C = (ci,j ) ∈ Rn,n,
M(B) is its comparison matrix, namely, (M(C))i,i = |ci,i |, i = 1, . . . , n, while
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(M(C))i,j = −|ci,j |, i /= j, i, j = 1, . . . , n. A corollary of Theorem 7.1 is that
for each vector x  0, the determinantal and permanental functions are convex
on the cone of all M-matrices M which satisfy that Mx  0.
2. Fractional multilinear functionals
Let K be a subset of a real vector space V . We call a function K → R an affine
functional if it is a sum of a real linear functional on V when restricted to K and
a constant. A function K → R is said to be fractional linear if it is a well defined
quotient of two affine functionals. Suppose that Vi, 1  i  n are real vector spaces
and K ⊂⊕ni=1 Vi is a subset. A function f : K → R is called a fractional multilin-
ear functional if it is fractional linear in every coordinate. If f happens to be affine
in every coordinate, we will say that f is multiaffine. We shall consider Rm,n as a
product of m copies ofRn, by sending a matrix to the vector of its rows. Thus, a (row)
fractional multilinear functional on a convex subset of Rm,n is a real function that is
fractional linear in every row. We make a similar definition for columns instead of
rows.
The multiaffine functionals on Rn,n which will be important to us here will be of
the form
f (A) =
∑
σ∈Sn
c(σ )a1σ(1)a2σ(2) · · · anσ(n), A = (aij ) ∈ Rn,n,
where c(σ ) are real numbers and where Sn is the set of all permutations on n sym-
bols. Well known examples of such functions f are the determinant and the perma-
nent. Notice that all of these functions are invariant under conjugation by a diagonal
matrix, and that the determinantal and permanental functions are also invariant under
conjugation by any permutation matrix. These facts will help us later to analyze
maximum and minimum properties of such functions.
We need some further terminology in order to state our fundamental theorem.
A matrix A = (aij ) ∈ Rn,n will be called pseudo cyclic if ai,i+1 = 1 for all 1 
i < n, an,k = 1 for some 1  k  n, and ai,j = 0 otherwise. We shall denote such
a matrix by P kn . A matrix A = (ai,j ) ∈ Rn,n is almost cyclic if ai,i+1 = 1 for all
0  i < n, and ai,j = 0 otherwise. We denote such matrices A by Qn. We remark
that if n = 1, the only pseudo cyclic matrix is (1) while the only almost cyclic matrix
is (0). A matrix A = (ai,j ) ∈ Rn,n is (row) sub-stochastic if ∑nj=1 ai,j  1, for all
1  i  n. We define the sets
V1 ⊆ 1 ⊆ P1,
by letting P1 be the set of all square nonnegative matrices (of all sizes) of spectral
radius 1, 1 the subset of all row stochastic matrices, and V1 the subset of all row
stochastic matrices with exactly one nonzero entry in every row. We first need the
following lemma:
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Lemma 2.1. Let K1, . . . , Km ⊂ Rn be a compact convex subsets and consider a
fractional multilinear functional f : K1 × · · · × Km → R. Then the absolute mini-
mum and maximum of f can be realized on a vector (v1, . . . , vm) ∈ K1 × · · · × Km,
where vi ∈ Ki, i = 1, . . . , m, are extreme points.
Proof. Without loss of generality we will prove this only for the maximum. We
first reduce the lemma to m = 1. Let (w1, . . . , wm) be a point of maximum of f .
Viewing f as fractional linear functional on the ith coordinate, while keeping the
other coordinates unchanged, the lemma for m = 1 implies that we may replace wi
with an extreme point vi ∈ Ki , and by repeating the process for each one of the i’s
we are done.
Suppose now that m = 1 and f : K → R is a fractional linear functional. Let p
be a maximum point for f . By the Krein–Milman theorem (see, for example, Brown
and Pearcy [3, p. 309]), K is the (closed) convex hull of its extreme points and thus
we may assume that p =∑ri=1 λipi is a convex combination of r extreme points
p1, . . . , pr and that r is minimal with respect to this property. We will be done by
showing that r = 1. Suppose, by contradiction, that r > 1 and without loss of gener-
ality assume that λ1λ2 /= 0. Let g(t) := f ((λ1 − t)p1 + (λ2 + t)p2 +∑ri=3 λipi).
Then g(t) is defined for sufficiently small t about 0 and has the Möbius form (a +
bt)/(c + dt). By our construction we know that g(t) is maximal at t = 0. On the
other hand it is well known that functions of the Möbius form are either strictly
monotone over any interval of definition or constant. It follows that in our case g is
constant and we may substitute t = −λ2, with the resulting convex combination still
being in K . The new convex combination uses only r − 1 extreme points which is a
contradiction to the minimality of r . 
We need a definition:
Definition 2.2. A square matrix is in standard form if it is a lower triangular block
matrix with each block being a square pseudo cyclic or almost cyclic matrix.
Using Lemma 2.1, we can prove the following theorem:
Theorem 2.3
(i) Suppose that f : P1 → R is a fractional linear functional on the rows of matri-
ces in P1 and suppose, further, that f is invariant under diagonal similarities.
Then the absolute maximum and minimum of f on P1 exist and can be realized
on the finite subset V1.
(ii) Every matrix in V1 can be brought to a standard form after conjugation with a
permutation matrix. In particular, if f has the further property that it is invariant
under conjugation with all permutation matrices, then the above minimum or
maximum can be realized on a matrix in V1 which has a standard form.
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Proof
(i) It is well known that every irreducible matrix in P1 is diagonally conjugate to a
matrix in 1. Note that f is continuous onP1,1 is compact, and the set of irre-
ducible matrices isP1 is dense inP1. We therefore have that f (1) = f (P1) and
that the maximum or minimum of f onP1 exist and can be realized on 1. Now
we can complete the argument by using Lemma 2.1 since1 is the product of the n
copies of the convex set K = {(x1, . . . , xn) ∈ Rn|x1, . . . , xn  0,∑ni=1 xi = 1}.
(ii) We shall, in fact, prove that the claim in this part is true for the larger set W1 of
all matrices whose entries are all 0’s or 1’s, with at most one nonzero entry in
every row. Let A = (ai,j ) ∈ W1. We shall proceed with the proof by induction
on n. If n = 1, then A = (0) or (1) and the statement is evident. Suppose that
n > 1. We distinguish between two cases. Suppose first that aj,j = 1 for some
j . Then B = P−1AP ∈ W1 has 1 as its (1, 1) entry, P being any permutation
matrix having the standard vector ej as its first column. All the other entries in
the first row of B must be zero and so B is a block lower triangular matrix with
diagonal blocks (1) and B1,1 ∈ W1. The induction hypothesis applied to B1,1
shows that there is a suitable (n − 1) × (n − 1) permutation matrix Q such that
Q−1B1,1Q has the desired form. Thus we can conjugate A by P((1) ⊕ Q) to
yield the desired form. Suppose now that aj,j = 0, for all j = 1, 2, . . . , n. Let
j1, j2, . . . , jr be a maximal sequence of indices such that aji ,ji+1 = 1, 1  i < r
(otherwise A = 0 where the assertion is obvious). Conjugate A by a permutation
matrix P whose first r rows are ej1 , . . . , ejr , respectively. Thus we may assume
that ji = i, for 1  i  r , and still the diagonal entries are all zero. But then
ar,r+1 = 0 so that A has the form
(
M 0
Q N
)
(or A = M , if r = n), where M is
either pseudo cyclic or almost cyclic and N ∈ W1. We can now use the induction
hypothesis to complete the proof as in the first case. 
Remark 2.4. In the case that f is the permanental or determinantal function, as in
some other cases that we shall consider, only the diagonal blocks in (ii) come into
the play. This simplifies greatly our problem of obtaining bounds on these functions.
3. Inequalities on determinants and permanents
In what follows, A ∈ Rn,n will generically denote a nonnegative square matrix
and M ∈ Rn,n will generically denote an M-matrix. As before, we continue with the
notation (·) to signify the spectral radius of a matrix.
In the next theorem we find an upper bound for the permanent of an M-matrix.
Theorem 3.1. Let M = cI − A be an n × n M-matrix, where A is a nonnegative
matrix and c >  := (A). Then:
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per(M) 


(c2 + 2)m, if n = 2m,
c(c2 + 2)m, if n = 2m + 1.
(3.1)
Remark 3.2. The above inequalities are the best possible as long as we speak about
the whole class of the n × n M-matrices with the same c and (A). Indeed, if J2 =(
0 1
1 0
)
, then the upper bound in the theorem is realized on M = (cI2 − J2)⊕m if
n = 2m (or M = (cI2 − J2)⊕m ⊕ (c), if n = 2m + 1). In fact having the best in-
equalities is a built-in feature of the methods which we developed here which reduces
the question to realizing the minimum and maximum on a finite set of matrices.
Proof of Theorem 3.1. If  = 0, the result is immediate as then A is permutationally
similar to a strictly upper triangular matrix (see, for example, Berman and Plemmons
[2]) and so inequality (3.1) readily holds. Thus in the remainder of the proof we
will assume the  > 0. Actually it suffices to assume that  = 1, otherwise one can
replace A with A/. The functions  : A 	→ per(cI − A) and  : A 	→ per(cI −
A) − det(cI − A) are multilinear in the rows of A and invariant under conjugations
by diagonal and permutation matrices. Therefore the conditions of Theorem 2.3(ii)
are fulfilled, in which case we can assume that A = A′, where A′ is a block lower
triangular matrix and where each of its diagonal blocks is either a pseudo permuta-
tion or almost cyclic. Let us denote by D1, . . . , Dr the diagonal blocks of A so that
per(cI − A) =∏ri=1 per(cI − Di).
We now proceed to establish the upper bound in (3.1). Let fi = per(cI − Di) =
cni ± cni−ri or cni , 1  i  r . We must show that
r∏
i=1
fi  (c2 − 1)m, if n = 2m,
and that
r∏
i=1
fi  c(c2 + 1)m, if n = 2m + 1.
Suppose first that n = 2m. The inequality will follow if we can show that for each
i, f 2i  (c2 + 1)ni . Notice that ri of above is at least 2 so that fi  cni + cni−2. The
proof now follows readily from the fact that (ck + ck−2)2  (c2 + 1)k , for all c > 1.
Next suppose that n = 2m + 1. Replacing each fi by gi = cni + cni−2 if ni > 1 and
fi = gi otherwise, it is enough to show that ∏ri=1 gi  c(c2 + 1)m. But notice that
now both sides of the inequality are divisible by c as polynomials in c because one
of the ni’s is odd. Dividing both sides by c we are now in a situation similar to the
even case for which we have proved the inequality. 
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4. Elementwise perturbation analysis for the permanent
In this section we develop upper bounds on the relative error of the permanent
resulting from an elementwise perturbation in the off-diagonal entries of an M-ma-
trix. Our analysis is in the spirit of a similar error analysis for the determinant of an
elementwise perturbation of an M-matrix due to Elsner in [5].
Theorem 4.1. Suppose thatM is ann × nnonsingularM-matrix.LetD = diag(M),
let A′ = I − D−1M, and put γ := (A′). Assume that E ∈ Rn,n is a matrix which
satisfies that
|E|  (D − M),
with (1 + )γ < 1. Set:
b2 := 1 + (1 + )
2γ 2
1 + γ 2 ; b3 :=
1 − (1 − )3γ 3
1 − γ 3 ; (4.1)
c2 := 1 + (1 − )
2γ 2
1 + γ 2 ; c3 :=
1 − (1 + )3γ 3
1 − γ 3 ; (4.2)
and let
b := max{bp2 bq3 } and c := min{cp2 cq3 }, (4.3)
where the maximum and minimum are taken over the set of all pairs of positive
integers p and q satisfying that 3p + 2q  n. Then∣∣∣∣ per(M + E) − per(M)per(M)
∣∣∣∣  max{b − 1, 1 − c}. (4.4)
Remark 4.2. As in previous results in this paper, the upper bound is sharp. For let
P2 ∈ R2,2 and P3 ∈ R3,3 be the cycle matrices. Choose E2 = P2 and E3 = −P3.
Suppose p and q maximize bp2 b
q
3 or minimize c
p
2 c
q
3 , depending whether b − 1 
1 − c or b − 1  1 − c, respectively. Let A = P⊕p2 ⊕ P⊕q3 ⊕ (0)m with 2p + 3q +
m = n. Let E = E⊕p2 ⊕ E⊕q3 ⊕ (0)m. Put M = tI − A with t > 1. Then, as can be
readily checked,
per(M + E) − per(M)
per(M)
= b − 1; or per(M − E) − per(M)
per(M)
= c − 1.
Remark 4.3. The positive integers p and q which give the maximum in (4.3) may
well depend on  and γ . If, for example,  is sufficiently small and n ≡ 0 mod (6),
then b32 < b
2
3, so that it is best to take p = n/3 and q = 0 to attain b. However,
in other cases it can happen that b32 > b
2
3 and then it is preferable to take p = 0
and q = n/2. If n ≡ 5 mod (6) and, say, b32 < b23, the choice of p and q may be
even more delicate since the question might be whether to take p = (n − 5)/3 + 1
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and q = 0 or p = (n − 5)/3 and q = 2. This depends upon comparing b22 with b3.
Furthermore, in the discussion until now we have not considered the determination
of c which adds further difficulties to determining the right hand side of (4.4).
Proof of Theorem 4.1. By the continuity of functions involved, it suffices to assume
that γ > 0. By factoring D out of M and M + E, the left hand side of Eq. (4.4) is
equal to |(Eˆ, Aˆ)|, where
(Aˆ, Eˆ) = [per(I − γ (Aˆ + Eˆ)) − per(I − γ Aˆ)]/ per(I − γ Aˆ),
where Aˆ := A′/γ and Eˆ := D−1E/γ . We view as a fractional multilinear function
in the rows of Aˆ and Eˆ, defined on the set K0 of all pairs of matrices (Eˆ, Aˆ), where
Aˆ ∈ P1 is a nonnegative matrix with zeros on the diagonal and spectral radius 1 and
with |Eˆ|  Aˆ. Notice that this set, as well as the function (Aˆ, Eˆ), are preserved by
simultaneous conjugation with any diagonal or permutation matrix. Thus, in order to
find a bound on (Aˆ, Eˆ), we can restrict ourselves to the compact subset K˜0 ⊂ K0,
where (Aˆ, Eˆ) ∈ K˜0 if and only if Aˆ is row stochastic. Suppose that the pair (Aˆ, Eˆ)
already gives the maximum (or the minimum) to the function  on K˜0. We now
apply Lemma 2.1 to the sets Ki ⊂ Rn × Rn, 1  i  n, where
Ki =
{
(x1, . . . , x2n)|xj  0, 1  j  n;
n∑
j=1
xj = 1; xi = 0; |xn+j |   · xj , 1  j  n
}
,
where we think of the 2n coordinates as the n coordinates of the ith row of Aˆ fol-
lowed by the coordinates of the corresponding row of Eˆ. Lemma 2.1 implies that we
may replace the matrices Aˆ and Eˆ with other matrices A˜ and E˜, such that each row
of A˜ is a standard vector, each row of E˜ is ± times the corresponding row of A˜,
and such that A˜ and E˜ have 0’s along their diagonal. Now, as explained in the proof
of Theorem 2.3(ii), we may simultaneously conjugate A˜ and E˜ by a permutation
matrix, so as to obtain new matrices, which we shall denote by A′, and E′, such that
A′ has the form as in Theorem 2.3. Now let A′1, . . . , A′r be the diagonal blocks of
A′, and let D′1, . . . , D′r be the corresponding diagonal blocks of A′ − E′. Let ni be
the size of A′i . Then each A′i is a pseudo or almost a permutation. In each D′i we put
1 ± ’s instead of the 1’s in A′i . Let fi = per(I − γA′i ) and gi = per(I − γD′i ).
Then simple row expansions show that fi = 1 + (−1)ri γ ri (resp. 1) and gi = 1 +
(−1)ri (1 + )ki (1 − )li γ ri (resp. 1), 2  ri  ni and li + ki = ri .
We are interested in the quantity
(A′, E′) =
r∏
i=1
per(D′i )
per(A′i )
− 1.
If we want to maximize/minimize this, we must first choose E′ so to minimize
or maximize simultaneously all the factors per(D′i ), i = 1, . . . , r . To maximize
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per(D′i ) we need to set all the nonzero entries in D′i to 1 +  if ri is even, and to
1 −  if ri is odd. To minimize per(D′i ) reverse the choices just described.
Next, we need to adjust the ri’s so that per(D′i )/ per(A′i ) will be the minimal/max-
imal possible. To this end we require the following readily provable lemma:
Lemma 4.4. Suppose that 0 < x, y < 1 and that r  2 is an integer. Then the se-
quences {xr} and {yr }, with xr := (1 + xr)/(1 + yr) and yr := (1 − xr)/(1 − yr),
respectively, are monotone and have 1 as a limit.
Using this lemma, with y := (1 ± )γ and x := γ , we arrive at the following con-
clusion: If ri is odd, set ri = 3 to maximize/minimize per(D′i )/per(A′i ). If ri is even,
set ri = 2 to maximize/minimize per(D′i )/per(A′i ). In fact, χi := per(D′i )/per(A′i ) =
b2, or c2, or b3, or c3, if χi is maximal and ri = 2, or χi is maximal and ri = 3, or
χi is minimal and ri = 2, or χi is minimal and ri = 3, respectively. We remark that
there is no clear preference of choosing ri = 2 or ri = 3 (whenever possible), as this
might depend on  and γ .
Finally, let p be the number of diagonal blocks in A′ with ri = 2 and q be the
number of diagonal blocks in A′ with ri = 3. Since ri  ni , then 2p + 3q  n. We
see that (A′, E′) = bp2 bq3 or cp2 cq3 , depending on whether (A′, E′) is maximal or
minimal. In particular,
c − 1  (A′, E′)  b − 1,
and, since c < 1 < b, we see that
|(A′, E′)|  max{1 − c, b − 1}.
Recalling that the pair (A′, E′) was a maximum point for , the proof is done. 
5. An upper bound on per(M)+ det(M)
In this section, for n × n nonsingular M-matrix, we prove the following bound on
the sum of its permanent and determinant:
Theorem 5.1. Let M = cI − A be an n × n M-matrix, where A is a nonnegative
matrix and c >  = (A). Then
per(M) + det(M) 


(c2 + 2(A))m + (c2 − 2(A))m,
if n = 2m,
c(c2 + 2(A))m + c(c2 − 2(A))m,
if n = 2m + 1.
(5.1)
Remark 5.2
(i) As always the upper bound is sharp with M = (cI2 − (A)J2)⊕m in the even
case and with M = (cI2 − (A)J2)⊕m ⊕ (c) in the odd case. The lower bound
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is per(M) + det(M)  (c − (A))n, and is a direct outcome of Theorem 3.1. It
is sharp with M = (c − (A))I (see also Remark 3.2).
(ii) We comment further that the upper bound on per(M) + det(M) obtained in (5.1)
cannot be combined with the upper bound on per(M) obtained in (3.1) to yield
and upper bound on det(M). As an example consider the M-matrix M = 2I −
A, where A = P4, the simple four-cycle. Here c = 2 and  = 1, so that the bound
given by the right hand side of (5.1) is equal to (22 + 1)2 + (22 − 1)2 = 34 and
the bound on per(M) given by (3.1) is (22 + 1)2 = 25. However (c2 − 1)2 =
(22 − 1)2 = 9 is not an upper bound on det(M) = 15.
Proof of Theorem. Let β denote the right hand side of (5.1). We begin the proof
exactly as we began the proof of Theorem 3.1. Replacing A with A/(A), we may as-
sume that  = 1. Then, considering the function A 	→ det(cI − A) + per(cI − A),
we may use Theorem 2.3 to reduce the proof to the case that A has the standard
form, i.e., that all its entries are 0 and 1 with exactly one nonzero entry in every row
and that, on the whole, A is a block lower triangular form with all its diagonal being
pseudo or almost a permutation. Let D1, . . . , Dr be the diagonal blocks of A and let
ni be the size of Di . We need to upper estimate
per(M) + det(M) =
r∏
i=1
per(cI − Di) +
r∏
i=1
det(cI − Di).
Now, per(cI − Di) = cni + (−1)ri cni−ri or cni and det(cI − Di) = cni − cni−ri
or cni respectively. Here 2  ri  ni and all values of ri are possible. Considering
each Di of size at least 2 at a time, we see that per(M) + det(M) will grow if
we modify ri to 2, or if Di is almost a permutation, modify it to a pseudo per-
mutation with ri = 2. We have used here the simple fact that if A  B  0, then
A(x + ) + B(x − ) is monotone increasing in . Thus we may now assume that
per(M) + det(M) = cs∏′(cni + cni−2) + cs∏′(cni − cni−2)
= cq(c2 + 1)p + cq(c2 − 1)p, (5.2)
where
∏′ is the product over all the indices with ni > 1 and with q + 2p = n. Con-
sider the right hand side of Eq. (5.2). If we modify each factor c2 to c2 + 1 in the
first product and to c2 − 1 in the second, we enlarge by the same principle as above.
We see that the right hand side of Eq. (5.2) is less than or equal to β. This completes
the proof. 
6. Monotonicity properties of det(M)+ α per(M)
We devote this section to showing that under certain restriction on a real number
α, the function det(M) + α per(M) is monotone on the set of nonsingular M-ma-
trices. For convenience we shall say that an n × n M-matrix M is of type (c, ) if
M = cI − A, where A is an n × n nonnegative matrix with (A) =  and c > .
Our main result here is as follows:
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Theorem 6.1. Suppose M1  M2 are M-matrices and that M2 is of type (c, ). Let
α be any real number that satisfies
|α| 
(
c − 
c + 
)n
. (6.1)
Then
det M1 + α per(M1)  det(M2) + α per(M2). (6.2)
We first need a lemma.
Lemma 6.2. Fix numbers x > 1 and µ > x. Let K ⊂ R2n be the compact convex
subset given by all the vectors (x1, . . . , xn, y1, . . . , yn) such that
∑n
i=1 xi = x − 1,
x − 1  x1  x, 0  x1  y1  µ, and −1  xi  yi  0 for all i > 1. Then the
extreme points of K are of one of the two following types:
E1: x1 = x − 1 and xi = yi = 0, for all i > 1,
or
E2: x1 = x; for some i > 1, xi = −1, and xj = yj = 0, for all j /= 1, i.
In particular, if p = (x1, . . . , yn) is an extreme point of K, then yi = 0 if xi = 0.
Proof. For simplicity let µ1 = x,m1 = x − 1, and µi = 0 and mi = −1, for all
i > 1. Then mi  xi  µi , for all i. Let p be an extreme point of K . We first notice
that there is at most one coordinate i > 1 with xi = −1, and, in such a case, xj =
0, j > 1 and j /= i. This follows from −1 ∑n−2i=1 xi  0, which follows from
x − 1  x1  x.
Second, observe that if some xi satisfies that mi < xi < µi , then there exists
an xj , with j /= i, such that mj < xj < µj . Otherwise, according to the preceding
paragraph, there must be n − 2 values of k > 1 for which xk = 0. In this case x1 and
xl must be nonzero, for some l > 1, and i = 1 or i = l. The fact that x1 + xl =
x − 1 implies that if one of them is not at one of its extreme values, then neither is
the other.
Next, suppose that for some i > 1,−1 < xi < 0. Then necessarily there is some
xj which is also strictly between its lower and upper bound, i.e. mj < xj < µj . Let
p() be determined from p by the following process: replace xi with xi + ; replace
xj by xj − ; if yi is not at its maximal value (µ or 0), replace it by yi + ; if yj is not
at its maximal value (µ or 0), replace it by yj − . Doing this we see that p() ∈ K
for sufficiently small values of || so that p is not an extreme point, a contradiction.
Now that we have shown that each xi = mi or µi , we have two cases: First, if
x1 = x − 1. This leaves no choice, but that xi = 0 for all i > 1. Consequently yi =
0 for all i > 1, and we are in case E1. Second, suppose that x1 = x. Then since
each xi must be extreme, and we cannot have all the rest equal 0, all xj , j > 1 and
j /= i, xj = 0. This puts us in case E2. 
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We are now ready to prove the theorem.
Proof of Theorem 6.1. By the continuity of all functions involved, we can once
again assume that  > 0. Clearly we can replace M1 and M2 with M1/ and M2/,
respectively, and may assume that M2 is of type (c, 1). By continuity we may also
reduce to the case that M2 = cI − A with A being irreducible. Conjugating M1 and
M2 simultaneously by a diagonal matrix maintains the majorization M1  M2, so
that we may assume that A is a row stochastic matrix. Fix a number µ > c, and let
Ki =
{
(x1, . . . , xn, y1, . . . , yn)|c − 1  xi  c; −1  xj  yj  0,
∀j /= i;
n∑
j=1
xi = c − 1; xi  yi  µ
}
, (6.3)
where we think of an element of Ki as the ith row of M2 followed by the ith row
of M1. In this way can we identify the set  consisting of all the pairs (M2,M1),
with M2 = cI − A,A being a row stochastic matrix and with µ · In  M2  M1,
with the product
∏n
i=1 Ki . Next we consider the function f (M2,M1) = det(M1) +
α per(M1) − det(M2) − α per(M2) which is affine in the rows of (M2,M1) ∈ . We
wish to show that f  0 on  and, since the choice of µ is arbitrary, this will estab-
lish the theorem. Observe that the set  is invariant under simultaneous conjugations
of M1 and M2 by a permutation matrix, and hence so is the function f . Thus we
may use Lemmas 2.1 and 6.2 followed by Theorem 2.3(ii) to reduce the proof to the
case that M2 = cI − A,A being in a standard form, and M1  M2. Notice that in
this case if (M2)i,j = 0, then (M1)i,j = 0.
Let Di, 1  i  r , be the diagonal blocks of M2 and let ni be the size of Di . Let
Ei be the corresponding block in M2. Then, as before, per(Di) = cni ± cri and det
Di = cni − cri . Since µ · Ini  Ei  Di, per(Ei) = c¯nii ± d¯rii and det(Ei) = c¯nii ±
d¯
ri
i where c¯i  c and 0  d¯i  1. It will be convenient to defineei := (1/c)ni and e¯i :=
d¯
ri
i /c¯
ni
i . Clearly e¯i  ei . Thus to complete the proof it will suffice to show that:
α
r∏
i=1
cni (1 ± ei) +
r∏
i=1
cni (1 − ei)  α
r∏
i=1
c¯
ni
i (1 ± e¯i ) +
r∏
i=1
c¯
ni
i (1 − e¯i ).
(6.4)
Note that the choices of the ± signs on the left hand side and the right hand side
correspond. By factoring cn and all of the (1 − ei) from the left hand side and by fac-
toring the larger factor of
∏r
i=1 c¯
ni
i and the corresponding factors of the (1 − e¯i ) from
the right hand side, it is enough to prove that the inequality holds for the remaining
factors, that is, it is enough to show that
α
r∏
i∈J
(1 + ei) +
r∏
i∈J
(1 − ei)  α
r∏
i∈J
(1 + e¯i ) +
r∏
i∈J
(1 − e¯i ). (6.5)
Here J is the set of indices i for which 1 ± ei = 1 + ei (and thus similarly for e¯i).
Note that ei < 1/c for all i. The inequality (6.5) will be proved if we can show that
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its left hand side is monotone decreasing in ei < 1/c, for all i ∈ J . Let L denote the
left hand side. The very fact that |α| < (c − 1)n/(c + 1)n ∏i∈K(1 − ei)/(1 + ei),
where K ⊆ J is any subset, implies that L/ei < 0. This concludes the proof. 
7. A convexity property of determinants and permanents
Recall that we have defined for a matrix C = (ci,j ) its comparison matrix as
M(C), where (M(C))i,i = |ci,i |, for all i = 1, . . . , n, and (M(C))i,j = −|ci,j |, for
all i /= j, i, j = 1, . . . , n.
The main theorem of this section is as follows:
Theorem 7.1. Suppose that A,B ∈ Rn,n have all their diagonal entries positive
and such that there is a vector x  0 for whichM(A)x  0 andM(B)x  0. Then
the polynomials P(s) = det(A + sB) and Q(s) = per(A + sB) have all their coef-
ficients positive.
Remark 7.2
(i) The condition x  0 means that all the entries of x must be strictly positive.
This condition cannot be dropped. As an example, one might take
A =
(
1 −1
−1 1
)
and B =
(
1 2
2 1
)
.
Then P(s) = 6s − 3s2. The reader may want to convince himself that a vector
x as above cannot exist.
(ii) The existence of such an x implies that bothM(A) andM(B) are M-matrices
(see [2]).
(iii) Under the conditions of Theorem 7.1, the determinants of both A and B are
positive. Consider for example A. Since M(A) is nonsingular M-matrices, it
can be diagonally scaled by a positive diagonal matrix D to being a strictly
diagonally dominant matrix, see, for instance, Varga [12]. But then AD is a
strictly diagonally dominant matrix. By the Gerschgorin circles theorem we now
have that all real eigenvalues of AD are positive showing that 0 < det(AD) =
det(A) det(D), so that det(A) > 0.
We next establish a property for permanents analogous to the property of deter-
minants in Remark 7.2(iii).
Lemma 7.3. Let A ∈ Rn,n be a matrix with positive diagonal entries for which
M(A) is an M matrix. Then per(A)  0.
Proof. Let E be a matrix with 1’s along its main diagonal and the rest of the
entries being ±1 such that A = E ◦M(A), where ◦ denotes the Hadamard or
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entrywise product of two matrices. Write M(A) = cI − B for a nonnegative ma-
trix B with (B)  c. By continuity we may assume that (B) > 0. Replacing A
with A/(B), we may assume that (B) = 1. Consider the function f : P1 → R
defined by fE(X) = per(E ◦ (cI − X)). Notice that f is multilinear in the rows
of X and invariant under diagonal conjugations. Thus by Theorem 2.3, f has an
absolute minimum on V1. Furthermore, by conjugating by a permutation matrix P ,
we may assume that X is in standard form, however, we need to replace E with
F = PEP−1. Thus consider fF (X), where X is of a standard form. Notice that
the diagonal entries of F are still 1. The matrix F ◦ (cI − X) has now a block
diagonal consisting of blocks Di, 1  i  r , with each Di = cI − Ei , where Ei are
pseudo or almost permutation matrices, up to signs of their entries. In particular
per(Di) = cni ± cri  0 or cni  0, ni being the size of Di and 0  ri  ni − 1. In
particular per(F ◦ (cI − X)) =∏ri=1 per(Di)  0. 
We are now ready to return to the proof of Theorem 7.1.
Proof of Theorem 7.1. For each k = 1, 2, . . . , n, let Ir be the set of all r-tuples
(i1, . . . , ir ) ∈ {1, 2, . . . , n}r with i1 < i2 < · · · < ir . Let the ith row of A (resp. B)
be ai (resp. bi). For an r-tuple I ∈ Ir , let CI (A,B) be the n × n matrix whose ith
row is bi (resp. ai) if and only if i is an entry of I (resp. i is not an entry of I ).
Consider the functionals P (r)(s) = drP/dsr and Q(r)(s) = drQ/dsr . Using the
row multilinearity of the determinant and the permanent, one easily shows by induc-
tion on r that
P (r)(s) =
∑
I∈Ir
det(CI (A,B)) and Q(r)(s) =
∑
I∈Ir
per(CI (A,B)) (7.1)
Notice that M(CI (A,B))x = CI (M(A),M(B))x  0. In particular M(CI (A,
B)) is an M-matrix. But then, by Remark 7.2(iii), det(CI (A,B)) > 0, and, by Lem-
ma 7.3, per(CI (A,B)) > 0. The theorem now follows. 
Corollary 7.4. Suppose that M1 and M2 are two M-matrices and such that there is
a vector x  0 withM(M1 − M2)x  0 and M2x  0. Then
det(sM1 + (1 − s)M2)  s det(M1) + (1 − s) det(M2), for all s ∈ [0, 1],
(7.2)
and
per(sM1 + (1 − s)M2)  s per(M1) + (1 − s) per(M2), for all s ∈ [0, 1].
Proof. Notice that sM1 + (1 − s)M2 = M2 + s(M1 − M2). If M(M1 − M2)x 
0 and M2x  0, then apply Theorem 7.1. If, more generally, M(M1 − M2)x  0
and M2x  0, then on perturbing M2 and M1 − M2 by a small positive diagonal
matrix and applying a limiting argument yields the desired result in this case too. 
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We comment that the left hand side of (7.2) has a “companion” lower bound, for,
from the conditions of Corollary 7.4 and Markham [10], it follows that
sn det(A) + (1 − s)n det(B)  det(sM1 + (1 − s)M2), for all s ∈ [0, 1].
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