Validation Temporelle d'Applications Temps Réel Distribuées à Contraintes Strictes by Largeteau-Skapin, Gaëlle & Geniet, Dominique
Validation Temporelle d’Applications Temps Re´el
Distribue´es a` Contraintes Strictes
Gae¨lle Largeteau-Skapin, Dominique Geniet
To cite this version:
Gae¨lle Largeteau-Skapin, Dominique Geniet. Validation Temporelle d’Applications Temps Re´el
Distribue´es a` Contraintes Strictes. Real time systems 2002, 2002, Paris, France. teknea,
pp.I.S.B.N.: 2-87717-081-0, 2002. <hal-00346030>
HAL Id: hal-00346030
https://hal.archives-ouvertes.fr/hal-00346030
Submitted on 10 Dec 2008
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Validation Temporelle d'Applications Temps
Re el Distribue es a Contraintes Strictes.
Gae lle LARGETEAU Dominique GENIET
largeteau@ensma.fr dgeniet@ensma.fr
LISI / ENSMA
T l´´port 2 - 1 avenue Cl´ment Ader
BP 40109
86961 Futuroscope Chasseneuil cedex
Tel : (+33/0) 5 49 49 80 63
Fax : (+33/0) 5 49 49 80 64
PDF created with FinePrint pdfFactory trial version http://www.fineprint.com
Re sume  :  Ce papier de crit une technique de validation temporelle
dàapplications temps re el distribue es a contraintes strictes, par le biais de
langages rationnels. Dans cette e tude, nous tenons compte des impe ratifs
mate riels quàimpose la machine cible. En effet, certaines caracte ristiques
temporelles des tˆ ches sont de pendantes du mate riel, ce qui influe sur le langage
mod» le. Nous faisons làhypoth»se quàil này a pas de migration des tˆ ches sur les
diffe rents sites du syst»me et nous nàe tudions pas le probl»me du placement. Nous
appliquons enfin cette me thode a un protocole temps re el : CAN.
Abstract : This paper deals with temporal validation of distributed hard
real time systems. We consider here the target machine physical properties.
Indeed, several temporal characteristics of some tasks depend on  hardware
properties, and then influence the model.  We suppose that there is no task
migration, and we did not study the tasks allocation  problem.  We valid  this
method to the protocol  CAN.
Mots cle s : validation , temps r´el, mod l`e synchrone, langages rationnels,
syst m`es distribu ,´ r s´eau.
Key words : validation, real time, synchronous model, rationnal language,
distributed systems, network
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Introduction
Un syst m`e temps r´el est dâune part re actif et dâ autre part concurrent
(toutes les op r´ations relatives au pilotage du proc´d  ´ doivent progresser
simultan´ment). Il est donc naturellement compos  ´ dâun ensemble de t cˆhes
l´´mentaires, chacune dâ elles impl´mentant une r´action ( ou une partie de
r´action) que le syst m`e devra fournir. Cet ensemble de taches est divis  ´en deux
grandes classes de taches : les taches pe riodiques ( ce sont les taches de lecture et
de traitement des informations fournies par les capteurs) ; les taches ape riodiques
et sporadiques ( li´es aux signaux dâ alarmes et aux actions dâun ´ventuel
op r´ateur).
De facon g´n r´ale, un syst m`e temps r´el se distingue d'un syst m`e
traditionnel par sa capacit  ´ «  garantir que les taches respectent certaines
´ch´ances. La validit  ´dâun tel syst m`e tient «  la justesse de ses r s´ultats et «  son
respect des contraintes temporelles. Il existe deux grandes classes de syst m`es
temps r´el : Les syst m`es temps r´el dur et ceux temps r´el mou. Lorsque le non
respect des ´ch´ances a des cons´quences irr´m´diables, le syst m`e est dit dur ou
«  contraintes strictes. Nous allons ici nâ t´udier que les syst m`es temps r´el dur
compos s´ de taches p r´iodiques uniquement.
Valider temporellement un syst m`e temps r´el consiste «  prouver a priori
que quel que soit le flot dâ ´v´nement entrant, le syst m`e sera toujours capable de
r´agir conform´ment «  ses contraintes temporelles. La validation temporelle est
donc un processus de d´cision qui concerne des s´quences dâordonnancement des
taches. Lâordonnancement sâ aborde usuellement «  travers deux approches : Dâune
part, lâ approche »  en ligne ù consiste «  piloter lâ application en choisissant, «
chaque commutation de contexte, la tache «  l´ire. Or, l'ordonnancement de
syst m`es de taches en pr s´ence de ressources critiques est NP-complet [BRH90].
Cet t´at de fait rend tout algorithme d'ordonnancement en ligne non optimal (dans
le sens ou une validation s'appuyant sur cet algorithme peut diagnostiquer une
configuration ordonnancable comme non ordinnancable). Le th´or m`e de cyclicit´
des ordonnancements dans le cas mono-processeur [Gro99] montre qu'en
l'absence de condition analytique n´cessaires et suffisantes d'ordonnancabilit  ´(d s`
que synchronisation ou partage de ressources apparaissent, en pratique), la
validation d'algorithmes d'ordonnancement en-ligne est du mµme niveau de
complexit .´ La validation d'ordonnancement en ligne de syst m`es de taches
interd´pendantes est donc de complexit  ´exponentielle, et l'on sait a priori que la
d´cision obtenue est peut µtre erron´e!
 Pour r´pondre «  ce probl m`e, lâ approche »  hors ligne ù a t´  ´ abord´e :
elle consiste «  rechercher ( par le biais de simulations) lâ existence dâ au moins une
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s´quence dâordonnancement qui satisfait les contraintes temporelles. Elle sâ appuie
sur des mod l`es temporels de lâ application «  valider.
La rapide ´volution technologique de ces derni r`es ann´es, principalement
dans le domaine des r s´eaux de communication, a induit une utilisation de plus en
plus fr´quente de syst’mes distribue s comme support pour les applications temps
r´el «  contraintes strictes. Ces syst m`es distribu s´ sont bas s´ sur des protocoles
temps r´el (FIP, CAN, CSMA/DCR) qui offrent des possibilit s´ de prise en
compte des contraintes temporelles dans lâ envoi des messages. Tr s` peu dâ t´udes
existent «  ce jour sur ce th m`e. Elles sâ int g`rent  principalement dans lâ approche
en ligne [S98] : les messages sont vus comme des taches temps r´el particuli r`es
ordonnanc´es de mani r`e non-pr´emptive sur un processeur sp´cifique : le r s´eau.
Lâordonnancement de syst m`es distribu s´ t´ant NP-difficile, lâ approche en
ligne reste  non optimale.
Dans ce papier, nous nous basons sur lâ approche hors ligne d f´inie dans
[G00][GL01] pour proposer une technique de validation temporelle de tels
syst m`es. Le principe de notre travail est lâ int´gration des protocoles de
communication au mod l`e et, par voie de cons´quences, lâ adaptation du mod l`e
aux cibles comportant des processeurs fonctionnant «  des cadences diff r´entes.
Nous pr s´entons, dans un premier temps, le mod l`e dans le cadre des
syst m`es temps r´el centralis  ´ avec taches «  dur´e fixe. Nous d´crivons ensuite
une m t´hode de mod l´isation des syst m`es distribu s´ tenant compte des
diff r´ences de vitesse entre le r s´eau et les stations. Nous faisons lâhypoth s`e quâ il
nâ y a pas de migration des taches sur les diff r´ents sites du syst m`e et nous
nâ t´udions pas le probl m`e du placement.
Nous validons enfin cette m t´hode par lâ exemple dâun syst m`e distribu´
fonctionnant sur un r s´eau CAN (Controller Area Network).
1 Validation de syst’mes centralise s
1.1  Mode lisation temporelle de t cˆhes
1.1.1 Spe cification temporelle de t cˆhes
Une tache temps r´el p r´iodique est d f´inie par un ensemble de
comportements, i.e. de s´quences dâ ex´cution, qui caract r´ise la contrainte
temporelle de dur´e dâ ex´cution Ci ( dur´e dâ ex´cution dans le pire cas ). Ci est un
param t`re d´pendant des caract r´istiques physiques de la cible, ici, Ci est calcul´
en nombre dâ instructions l´´mentaires. Nous supposons que toutes les instructions
l´´mentaires durent une unit  ´de temps. Les autres contraintes temporelles sont :
ri   : date de premi r`e occurrence de lâ ´v´nement qui d´clenche la tache i.
Di : D l´ai critique relatif.
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Ti  : intervalle de temps entre deux occurrences successives de la tache i.
Les valeurs des param t`res ri, Di, Ti  sont donn´es en secondes. Durant
lâ intervalle [ri, ri+Ti[, une tache doit µtre active Ci unit s´ de temps sur [ri, ri+Di[ et
0 unit  ´de temps sur [ri+Di, ri+Ti[.
1.1.2 Mod’ le temporel
Soit t  une tache temps r´el soumise aux contraintes temporelles r, D et T.
Le code x de t  (ou se quence dШexe cution) est un mot sur lâ ensemble P des
instructions l´´mentaires. La dur´e dâ ex´cution C de t  est calcul´e «  partir de ce
code. Lors de son ex´cution, t peut µtre active ou suspendue suivant quâ elle
poss d`e ou non le processeur. Pour chaque unit  ´ de temps u, lâobservation de
lâ t´at de t  permet de construire une s´quence des p r´iodes dâ activation /
d s´activation de t . Lâ ensemble des s´quences respectant la sp´cification
temporelle constitue le mod l`e temporel de t. Dans la suite, notre objectif est de
construire lâ ensemble de ces s´quences, i.e. de construire le langage rationnel
Lu(t)  collectant lâ ensemble des comportements temporels valides de t .
1.1.2.1 Principes
Dans notre approche, le temps est implicite : chaque tache effectue une
action par unit  ´ de temps. Notons a une unit  ´ de temps pendant laquelle t
sâ ex´cute, · une unit  ´ de temps durant laquelle t est suspendue et S lâ alphabet
{a,·}.
Le mod l`e temporel associ  ´«  x  est le mot f(x), ou f est le morphisme de
concat´nation P ®  {a}. La longueur de f(x) donne d'une part le nombre
d'instructions ex´cut´es par t, et d'autre part sa dur´e (toutes les instructions
l´´mentaires sont suppos´es durer une unit  ´de temps). Le mod l`e temporel Lu(t)
de t est obtenu en explicitant les p r´iodes d'inactivit  ´ du syst m`e («  l'aide du
symbole ·). Notons µ  lâop r´ation de Shuffle1, la forme g´n r´ique de ce mod l`e
est donn´e dans [G00] par2 Lu(t)=Centre(·r((·D-C µ  f(x)) ·T-D)*). La composante
·r correspond «  l'inactivit  ´ de la tache avant sa premi r`e activation : la date de
premi r`e activation r est donc suppos´e µtre exprim´e en unite s de temps, le mot
·r ayant pour objet de mod l´iser l' t´at de t pendant tout l'intervalle de temps [0,r[.
La composante (·D-C µ  f(x)) ·T-D mod l´ise l'ensemble des s´quences d'allocation
processeur compatibles avec les contraintes temporelles de t. Tous les mots de cet
                                                          
1 Le Shuffle not  ´ µ , est d f´ini par "a Î S, a µ  e = a et "(a,b,w,wâ ) Î S2 ´ (S*)2,
aw µ   bwâ= a (w µ  bwâ ) È b (aw µ  wâ ).
2 Le centre de L est lâ ensemble des pr f´ixes de L ind´finiment prolongeables dans L,
alg´briquement, Centre ( L*) = L*.FacteursGauches(L).
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ensemble partagent la mµme longueur : T. Tout mot de Lu(t)  est appel´
comportement temporel valide de t.
Dans les t´udes pr´c´dentes, r, D et T sont toujours exprim s´ en nombre
dâunit s´ de temps. Lorsque lâon consid r`e plusieurs sites, cette simplification nâ est
plus utilisable. Suivant le site sur lequel t sâ ex´cute, la dur´e en seconde de C
varie car les diff r´ents sites poss d`ent potentiellement des vitesses de calcul
diff r´entes.
1.1.2.2 Inte gration des caracte ristiques physiques de la machine cible
t sâ ex´cute sur un processeur qui poss d`e des caract r´istiques temporelles
particuli r`es : nous appelons unite  de temps lâ intervalle de temps qui s´pare deux
tics d'horloge, et cadence l'inverse de sa dur´e. Dans le cas multiprocesseur, nous
supposons que tous les processeurs dâun mµme site sont asservis «  la mµme
horloge : ils fonctionnent de mani r`e synchrone. La dur´e d'un comportement
donn  ´ w de t vaut donc | w | uS sur le site S, et | w | uT sur le site T. La
mod l´isation des caract r´istiques temporelles h r´it´es de t (´ch´ance, p r´iode,
etc.) ne se traduit donc plus simplement dans le langage en terme direct de nombre
d'occurrences de ·, mais en terme de nombre d'occurrences de · n´cessaire et
suffisant pour mod l´iser le temps d'inactivit  ´ correspondant sur le processeur
cible.
Notation : Appelons Lu(t) le langage qui contient l'ensemble des
comportements de t  temporellement valides sur un processeur dont l'unit  ´ de
temps est u.
Consid r´ons, par exemple, une tache t, de caract r´istiques
(r,D,T,C)=(3ms,8ms,10ms,3ut).
Pour u = 1ms nous avons L1ms(t)=Centre(·3((·5µ a3)·2)*), et pour
u=250îs : L250 s(t)=Centre(·12((·29µ a3)·8)*). La proportion entre les a et les
· varie avec la cadence du processeur cible. Nous montrons dans la suite qu'une
tache t, d f´inie par des caract r´istiques temporelles (r,D,T,C), et destin´e «
s'ex´cuter sur un processeur de cadence cÎN +* (on note u=1/c), peut toujours µtre
associ´e «  un langage rationnel Lu(t).
Consid r´ons w Î (·D-C µ  f(x)) ·T-D. Le nombre |w|· donne, comptabilis´e
en unit  ´de temps, la dur´e Yi (sur une p r´iode de t) pendant laquelle t n'a pas de
processeur allou ,´ et |w|-|w|· la dur´e Ya pendant laquelle elle dispose d'un
processeur. Les sp´cifications temporelles r, D, T de t ne d´pendent pas des
performances du processeur sur lequel t s'ex´cute, mais de caract r´istiques
physiques du proc´d  ´pilot  ´par l'application (´ventuellement via des d´pendances
en chaınes, exprim´es sous la forme de contraintes de bout en bout). Du point de
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vue du mod l`e, ce sont donc des constantes. Par contre, C, constante en nombre
d'instructions e le mentaires, varie en temps, en fonction des performances du
processeur. La valeur de C est donc fixe, mesur´e en unite s de temps, alors que les
valeurs de r, D et T sont fixes, mesur´es en secondes. Pour int´grer les
caract r´istiques du processeur au mod l`e, les valeurs mesur´es en secondes
doivent donc µtre exprim´es en unite  de temps. Soit u lâunit  ´ de temps3 du
processeur. x secondes correspondent «  x/u unit s´ de temps. Les valeurs r, C et T
mesur´es en secondes valent respectivement, en unite  de temps, r/u, D/u et T/u.
En g´n r´al les contraintes temporelles r, D et T sont de lâordre de 10-1 s et
lâunit  ´ de temps u de lâordre de 10-5s. Sous ces hypoth s`es, nous supposons, «  une
approximation n´gligeable pr s`, que r/u, D/u et T/u sont toujours entiers. Le
langage Lu(t)=Centre(·r/u((·(D/u -C) µ  f(x)) ·(T-D)/u)*) mod l´ise les comportements
de la tache en tenant compte des performances du processeur sur lequel elle
sâ ex´cute.
Nous notons  +t   lâ ensemble {Lu (t), uÎ N *+ }.
1.2 Mod’ le temporel dШune application temps re el
Nous pr s´entons dans [GL01] une technique, bas´e sur le mod l`e Arnold-
Nivat [A94], pour exprimer l'ensemble des s"quences d'ordonnancement valides
d'un syst m`e de taches. L'id´e consiste d'une part «  associer «  chaque ressource
critique Rj (processeur, ressource, message, etc.) une tache virtuelle VRj
(mod l´is´e par un langage rationnel L(VRj)), puis «  associer au syst m`e
T=(ti)iÎ[1,n] le produit de Hadamard des L(ti) et des L(VRj): c'est le langage
accept  ´ par le produit des automates d'acceptation des L(ti), donc ´crit sur
l'alphabet PiÎ[1,n](Si)´ Pj(Sj). Soit LT ce langage. Appelons S l'ensemble des
vecteurs de PiÎ[1,n]( Si) d´crivant des configurations valides (respect de
l'exclusion mutuelle sur un processeur, sur une ressource, etc.). Nous montrons
dans [GL01] que le langage4 Proj1..n(Centre(LT ÇS*)) collecte l'ensemble des
s´quences d'ordonnancement valides, du point de vue de la gestion des ressources
et du point de vue du respect des contraintes temporelles. C'est ce mod l`e que
nous utilisons ici.
                                                          
3 lâunit  ´de temps est la dur´e dâ une instruction non interruptible (niveau assembleur). Notre hypoth s`e
est donc ici que les diff r´entes instructions utilis´es partagent toute la mµme dur´e.
4 On projette sur les n premi r`es composantes, de facon «  ne conserver a posteriori que l' t´at des ti: les
composantes supprim´es correspondent aux taches virtuelles qui tracent l'´ tat des ressources, et qui n'ont
plus d'utilit  ´par la suite.
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1.3 La validation temporelle [G00]
La validation temporelle dâun syst m`e de taches (ti)iÎI consiste «  d´cider si
la configuration (ti) iÎI est ordonnancable dans le respect de ses ´ch´ances. Cette
d´cision est obtenue en ´valuant le pr´dicat (L((ti) iÎI )= Æ) grace «  la
construction de lâ automate associ  ´ au langage L((ti) iÎI). Si il existe un
comportement valide (L((ti) iÎI )= ¹ Æ ) alors la configuration est ordonnancable,
sinon, elle ne lâ est pas. Cette strat´gie permet de d´cider de lâordonnancabilit´
dâun syst m`e de taches.
La construction de lâ automate du langage L((ti) iÎI) sâ effectue via des
produits filtr s´5 dâ automates. La complexit  ´au pire de lâ ´valuation du pr´dicat est
en O(ppcmiÎ[1,n](Ti)). Des t´udes, expos´es dans [GL01], ont t´  ´ men´es sur la
complexit  ´ spatiale de ce calcul. Ces t´udes montrent que les cas les plus
d f´avorables interviennent lorsque le syst m`e est peu contraint, en effet, il y a
g´n r´alement de nombreuses s´quences dâordonnancements possible donc un
grand nombre dâ t´ats dans lâ automate r s´ultat.
2 Validation de syst’mes distribue s
La validation de syst m`es r´partis impose d'int´grer au mod l`e l'ensemble
des aspects communication, et donc, notamment, les transferts de messages soumis
«  des ´ch´ances strictes via un r s´eau.
Dans notre approche, chaque site dispose d'une horloge locale, «  laquelle
est assujetti l'ensemble des processeurs du site. L'intervalle de temps qui, sur
chaque site, s´pare deux tics d'horloge, est donc le mµme pour l'ensemble des
processeurs. Le mod l`e exprime ce parall l´isme synchrone «  travers l'op r´ation de
produit de Hadamard W. 
Un syst m`e r´parti est constitu  ´ d'un ensemble de sites, fonctionnant a
priori «  des vitesses diff r´entes (i.e. avec des unit s´ de temps diff r´entes), et
communiquant via un r s´eau. L'utilisation de notre mod l`e pour la validation
d'applications r´parties impose donc de l'adapter au cas de tels ensembles de
composants.
Dans cette t´ude, on supposera, en raison de diff r´ences dâ ´chelle entre la
vitesse des processeurs et les param t`res temporels que nous manipulons, le
d´marrage simultan  ´des horloges de chacun des sites. Dans un premier temps il
est n´cessaire de tenir compte de la diff r´ence de vitesse entre les diff r´ents sites.
En effet, le mod l`e actuel, notamment le produit de Hadamard, ne permet pas la
mod l´isation de syst m`es multi-cadenc s´. Dans un second temps, nous t´udions
                                                          
5 pour le partage de processeurs, de ressources et la communication.
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lâ int´gration de la mod l´isation des protocoles r s´eaux ainsi que la validation
dâ applications temps r´el distribu´es.
2.1 Prise en compte de la multi-cadence des sites
2.1.1 Les homothe tiques de Lu
Dans le processus de construction de +t, on prend en compte, dans le
mod l`e, les diff r´ences de vitesses des CPU. Nous obtenons donc une classe de
langages dans les mots desquels la proportion entre le nombre de a et le nombre de
· est fonction de la cadence. Consid r´ons Lu Î+t. Nous appelons granularite
lâunit  ´temporelle utilis´e pour mesurer la dur´e dâune lettre dans les mots de Lu.
Exemple : Soit L={a} un langage que nous associons «  lâunit  ´ de temps
1ms : la dur´e associ´e «  la lettre a est 1ms. Consid r´ons par ailleurs le langage
M={an} associ  ´«  la dur´e 1/n ms. L et M sont s´mantiquement ´quivalents car ils
contiennent tous les deux le mµme comportement, dont la s´mantique est »  t est
dans lâ t´at a pendant 1ms ù :  |a|´1=|an|´1/n . Remarquons que N={an} associ  ´ «
une dur´e de 1/(n-1) nâ est pas ´quivalent «  L : |a|´1¹|an|´1/(n-1).
Terminologie : M est lâobservation de L avec la granularite  1/n.
Notre objectif est de construire lâ ensemble Lu(t)  des langages d´crivant
les comportements d f´inis par Lu dans des granularit s´ diff r´entes, câ est «  dire
lâ ensemble des langages gLu(t) associ s´ «  la tache t sâ ex´cutant sur un site dâunit´
de temps u observ  ´avec une granularit  ´g.
Remarque : uLu(t)  = Lu(t).
Pour construire Lu(t), nous utilisons lâ isomorphisme y :
yu,g : Pc È{ a, ·}®( Pc È{ a, ·})p  tel que p = u/g
" xÏ Pc, y(x)= xp
" x Î {P,S}, y(x)= ap-1.x
" x Î {V,R}, y(x)= x.ap-1 (voir Figure 1)
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Notons Lu,y ={gLu(t), gLu(t)Ìå*/ $ gÎN *+,  uÎgR *, gLu(t)= yu,g
(Lu(t))}.
Proposition 1  Lu(t) est exactement Lu,y .
Preuve
LÎ Lu,y Þ $ g ÎN ,*+  Lu(t)=yg,u (L) on peut donc associer L «  t.
Soit x une granularite  et xL le langage associe  a t. Alors, xL= yu,x
(Lu(t)) et donc xLÎLu,y.

Remarque  y est compatible avec le produit de Hadamard : si L et Lâ  sont
deux langages poss´dant la mµme unit  ´de temps u alors LWLâ  est
s´mantiquement ´quivalent «  yu,x(LWLâ ), pour tout x.
2.1.2 Langages homothe tiques compatibles
Soient g1Lu1 et g2Lu2. Remarquons que g1Lu1W g2Lu2  poss d`e une s´mantique
temporelle (on peut lui associer une unit  ´de temps) si et seulement si g1 = g2. Or,
lors de la mod l´isation dâune application distribu´e, le fonctionnement simultan´
des sites est repr s´ent  ´ par lâ application du produit de Hadamard W sur les
diff r´ents langages associ s´. Notre objectif est donc maintenant de d t´erminer une
granularit  ´g qui, appliqu´e «  tous les sites, donne une s´mantique temporelle «  ce
produit.
Soit D(x) ={zÎN *+/ x Î zR } lâ ensemble des diviseurs de x
Soient x et y Î N *+, on pose :  x Ù y = sup(D(x Ù y))=sup (D(x)ÇD(y))
Soient x et y Î N *+, $ ! z ÎN *+ / x Ù y=z
On a D(x) Ì ]-¥, x]. Ainsi, on obtient : D(x)ÇD(y) Ì ]-¥, inf(x,y)]. Or
D(x)ÇD(y) est un ferm  ´de Z , il atteint donc sa borne sup r´ieure.
En cons´quence, $ ! z ÎN *+ / z = sup(D(x)ÇD(y))
Remarquons que  Ù/蔟  = PGCD. Ù g´n r´alise donc aux rationnels la notion
de PGCD dans 蔟 .
Soient Lu1(t1) et Lu2(t2), et g = u1Ùu2.
On calcule gL u1 (t1) =yu1,g (Lu1(t1)) et gL u2 (t2) =yu2,g (Lu2(t2)).
 gLu1(t1) Î Lu1(t1) ; gLu2(t2) Î Lu2(t2), ces deux langages repr s´entent
lâobservation des deux taches t1 et t2 «  la mµme granularit  ´g.
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Nous avons donc :
The or’me 1 Soient Lu1(t1) et Lu2(t2).
Alors, $ gÎN *+, g L u1 (t1)Ìå*, g L u2 (t2) Ìå* tels que
g L u1 (t1) Î Lu1(t1) ; g L u2 (t2) Î Lu2(t2)
Ce r s´ultat permet dâobtenir un ensemble de langages qui partagent la
mµme granularit .´ Les langages obtenus sont maximaux : il nâ existe pas de
granularit  ´ gâ>g telle que lâon puisse trouver un ensemble de langages
compatibles pour le produit de Hadamard. De plus, le morphisme y fournit
naturellement un algorithme pour la construction de cet ensemble de langages. La
composition des syst m`es plac s´ sur les diff r´ents sites peut donc sâ exprimer par
le produit de Hadamard.
2.2 Inte gration de protocoles de communication
Dans le paragraphe pr´c´dent, nous avons t´abli la validit  ´ de notre
mod l`e pour le cas r´parti. On applique donc le produit de Hadamard aux langages
correspondant «  chacun des sites. Nous faisons ici lâhypoth s`e de non migration
des taches. Le syst m`e de taches (ti)iÎI est r´parti suivant les sites (Sj)jÎJ. Soit
(ti)iÎIn lâ ensemble des taches qui sâ ex´cutent sur le site Sn, on note Lun(Sn) le
langage Lun((ti)iÎIn).
Figure 2 : exemple de t cˆhes communicantes
Soit (Lui(Si))iÎJ lâ ensemble des langages associ s´ aux sites (voir exemple
en figure 2). On applique le th´or m`e 1 (section 2.1.2):
a a a a a a
·
·
Site 2  u2 = 1     t2
aa R a
a a
Site 1  u1 = 2     t1
a aS
·
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Soit G=ÙiÎJ (ui), et (GL(Si))iÎJ  lâ ensemble des langages tels que :" iÎ J
L(Si)= yui,G(Lui(Si)).
Les langages (GL(Si) )iÎJ ont tous la mµme granularit  ´ G, on peut donc
calculer GL = (W(GL(Si))iÎJ). GL exprime le fonctionnement du syst m`e (ti)iÎI sur
les sites(Sj)jÎJ.(voir exemple en figure 3 ).
Figure 3 : exemple de mode lisation d'ATRD
Pour valider temporellement ce syst m`e, nous devons maintenant int´grer
les protocoles de communication au mod l`e.
2.2.1 Mode lisation des comportements temporels du re seau
Certaines taches de lâ application communiquent via le r s´eau. Notre
probl m`e est maintenant de garantir que le transfert de message se fera toujours
dans les temps. Pour cela, il est dâ abord n´cessaire dâ avoir un mod l`e pour les
comportements du r s´eau (voir structure dâun r s´eau pr s´ent  ´en Figure 4).





S a a a a a
·
·




Produit de Hadamard de  t1 et t2  G = 1
a,a a,a a,a a,a a,a a,a a,R a,a
G = 1
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Figure 4: structure de re seau
Nous commencons par mod l´iser les comportements dâun driver, puis
lâ ex´cution concurrente de lâ ensemble des drivers et enfin nous v r´ifions la
compatibilit  ´de la communication avec les contraintes temporelles du syst m`e.
La tache Driver effectue les transmissions en suivant le protocole r s´eau.
Chaque site du r s´eau poss d`e un exemplaire de cette tache Driver qui sâ ex´cute
sur un processeur qui lui est d´di .´ Le langage D des comportements de la tache
Driver sâobtient «  partir du protocole quâ elle impl´mente. Lâunit  ´ de temps
correspondant au langage D est  la dur´e gD dâ ´mission dâun bit. Au d´part, ce
langage est observ  ´avec une granularit  ´´gale «  son unit  ´de temps. On a "i ÎI,
gDDgD est le langage associ  ´ au driver i. Tous les drivers fonctionnant suivant le
mµme protocole, ils partagent le mµme code et donc le mµme langage.
Soit gDR=W
ÎIi
Protocole gDD, le langage contenant les comportements
simultan s´ des drivers. (voir exemple en Figure 5). Lâ ensemble de synchronisation
est  lâ ensemble des comportements verifiant le pr´dicat qui exprime les contraintes
de communication impos´es aux drivers par le protocole. Cet ensemble est donc
totalement d f´ini par ce pr´dicat.
Figure 5 : exemple de mode lisation de drivers
r´seau
t1 t2D D
D = driver synchronisation classique












(dr, de) (fin, fin)
(r,e)Automate dâ un driver Produit de deux
drivers
gD = 4
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2.2.2 La t cˆhe chronom’ tre
Nous disposons maintenant du langage collectant les comportements
temporels de lâ application ainsi que celui des comportements temporels des
drivers. Nous cherchons dans la suite un moyen de v r´ifier la compatibilit  ´entre
lâ ´mission dâun message et les contraintes temporelles de lâ application.
Pour garantir les ´ch´ances de lâ application, le message doit µtre ´mis dans
un temps limit .´ Un message est donc contraint par un d l´ai critique que nous
calculons. Nous utilisons ici une tache virtuelle Chr qui ´value le d l´ai maximum
effectif d´di  ´ au transfert du message pour une configuration donn´e. La tache
chronom t`re commence «  compter au moment de lâ envoie du message, effectue
une incr´mentation a chaque nouvelle unit  ´ de temps puis arrµte le compte d s`
r´ception du message.
Le d l´ai ainsi calcul ,´ associ  ´ «  une mod l´isation des diff r´ents
comportements du r s´eau, permet de d´cider la compatibilit  ´ temporelle de la
transmission avec les contraintes temporelles de la configuration. La granularit´
de Chr est G .(notation : GChr, voir Figure 6).
Figure 6 : chronom’ tre
Soit GLâ  =  GL WR GChr, calcul  ´avec une synchronisation classique de type
»  Ressource ù sur le chronom t`re [GL01]. Ce langage contient les comportements
du syst m`e (stations, chronom t`re ) valides du point de vue du fonctionnement du
chronom t`re. GPchr = PChr (GLâ ) est la projection sur la composante chronom t`re
de ce langage. GPchr fournit le temps entre lâ envoi et la r´ception du message.(voir




PDF created with FinePrint pdfFactory trial version http://www.fineprint.com
Figure 7: exemple d'utilisation du chronom’ tre
2.2.3 Utilisation de Chr pour la validation
Pour tester la validit  ´de la transmission, nous devons pouvoir effectuer le
produit de Hadamard des langages : GPchr et gDR. Pour cela, nous appliquons le
th´or m`e 1 (section 2.1.2): soient Gâ= GÙgD, GâPchrâ= yG, Gâ(GPchr),
GâRâ=ygD,Gâ(gDR) (voir lâ exemple pr s´ent  ´en Figure 8).
Figure 8 : modification de granularite  de lШautomate des drivers
Le langage GâL=Centre(GâPchrâ  WSr GâRâ  ) collecte lâ ensemble des




GPchr  G = 1
+1 +1 +1 +1 +1 +1 R ·
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messages sur le r s´eau. Le test de validit  ´ est le mµme que dans le cadre de la
validation de syst m`e centralis  ´:
si L = Æ alors il nâ existe aucun comportement temporel valide, sinon, il en
existe au moins un.
En utilisant le langage GâPchr et le langage GâR  ainsi quâune
synchronisation classique de type ressource, on peut donc valider une application
distribu´e.
Figure 9: automate de de cision
Sur lâ exemple (voir r s´ultat pr s´ent  ´en Figure 9), les deux taches t1 et t2
peuvent communiquer en respectant leurs contraintes temporelles. En effet, le
langage reconnu par lâ automate nâ est pas vide.
Dans la suite, nous montrons la faisabilit  ´de cette technique sur lâ exemple
du protocole CAN.
3  Etude de cas : Validation dШune application base e sur CAN
Le protocole CAN ( Controller Area Network )[ISO94b,ISO94a] supporte
la distribution de commandes en temps r´el avec un haut niveau de s´curit .´ Il
sâ agit dâun protocole de la sous couche MAC (Medium Access Control ) bas  ´sur
la technique dâ ´coute CSMA /CA [P99]
La couche physique du protocole CAN d´crit la repr s´entation d t´aill´e du
bit, mais pas le moyen de transport et les niveaux des signaux. La couche liaison
doit notamment corriger les erreurs qui ont pu se produire au premier niveau. Elle
R,fin,fin







  Centre(GâPchrâW GâRâ  )   GШ = 1
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est enti r`ement d´crite dans le protocole CAN. La sous-couche LLC (Logical Link
Control) effectue le filtrage des messages, la notification des surcharges
(overload), le recouvrement des erreurs. La sous-couche MAC (Medium Access
Control), cô ur du protocole CAN, effectue la mise en trame du message,
l'arbitrage, l'acquittement, la d t´ection des erreurs, la signalisation des erreurs. Les
couches r s´eau, transport, session et pr s´entation sont vides. La couche
application, donne aux applications le moyen d'acc´der aux couches inf r´ieures.
Cette couche n'est pas vide pour le protocole CAN, mais sa sp´cification est
laiss´e «  l'utilisateur.
Le bus peut avoir lâune des deux valeurs logiques 0 (bit dominant) ou 1
(bit r´cessif). Dans le cas dâune transmission simultan´e , le conflit est r s´olu par
un arbitrage bit «  bit (non destructif ) tout au long du contenu de lâ identificateur du
message. Cet arbitrage repose sur un »  ou cabl  ´ù au niveau du bus. Ce m´canisme
dâ arbitrage garantit quâ il y aura ni de perte de temps ni dâ information.
Lâ identificateur d f´init une priorit  ´fixe au message.
Lâ information est envoy´e dans un format d f´ini et de longueur maximale
limit´e, la transmission est donc aussi limit  ´ dans le temps. Les trames sont
constitu´es de sept champs pr s´ent s´ en Figure 10.
Figure 10: format des trames CAN
Le protocole CAN int g`re de nombreux dispositifs de signalisation et
d t´ection dâ erreurs. Lâ ´coute du bus permet «  lâ ´metteur de v r´ifier que le niveau
du bus correspond au niveau du bit ´mis. Toute d t´ection dâ erreur est signal´e «
tous les nô uds par un error-flag. Ce signal est constitu  ´de 6 bits cons´cutifs de
mµme niveau. De plus, chaque station poss d`e deux compteurs : un transmit error
counter et un receive error counter  qui ´voluent suivant les ´checs ou succ s` des
´missions. Une station peut µtre dans trois t´ats : erreur active, erreur passive,




EOFCRCidentifier contro le donn´es
SOF Ack
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3.1 Le protocole CAN sans gestion dШerreur
Le comportement du driver CAN est d f´ini par un algorithme dans la
norme ISO [ISO94b,ISO94a]. Lâ automate correspondant est donn  ´en Figure 11.
Figure 11 : automate du driver
3.2 Inte gration de la synchronisation des drivers dans la mode lisation
Pour obtenir le fonctionnement de lâ ensemble des drivers, nous utilisons la
technique du produit synchronis  ´ qui sâ appuie sur un ensemble de
synchronisation. Ici, nous caract r´isons lâ appartenance «  cet ensemble via la
satisfaction dâun pr´dicat, dont nous donnons la n´gation ci-dessous.
La synchronisation sâ exprime par la disjonction dâun ensemble de
pr´dicats :
· ("i w[i]=Idle).
Ce pr´dicat garantit que tous les drivers sont en t´at dâ attente si aucun
dâ eux ne veut ´mettre et que le bus est vide. (Figure 12.0 ):
· ( |{i/ w[i] = SOF }| + |{ i/ w[i] = detect }| = N).
Lorsquâun ´change est lanc ,´ les drivers se s´parent en deux cat´gories :
ceux qui ont quelque chose «  ´mettre (et qui donc ´mettent un SOF) et
ceux qui nâont rien «  ´mettre (et qui doivent d t´ecter le d´but de lâ ´change
pour pouvoir se placer en r´ception (Figure 12.1)).
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Lorsque le d´but de lâ ´change est synchronis ,´ on garantit que toutes les
stations sont soit en train dâ ´couter, soit en train de concourir pour
lâ arbitrage. Ainsi, lors de cette phase, chaque driver peut effectuer lâune
des trois actions suivantes : »  recept ù, »  competition ù et »  out ù (lorsquâ il
est l´imin  ´de la comp t´ition (Figure 12.2)).
· ( $! i w[i] = win Ù "j,  j ¹ i, w[j] Î{ out, recept }).
Lorsque la comp t´ition prend fin, il ne peut y avoir quâun seul vainqueur.
Les autres drivers doivent µtre en r´ception sauf ´ventuellement les
derniers l´imin s´(Figure 12.3).
· ($! i w[i] = emit Ù "j,  j ¹ i, w[j] = recept ).
On synchronise alors lâ ´mission avec la r´ception, un seul ´metteur, les
autres sont r´cepteurs (Figure 12.4) :
· ( $! i w[i] = Edelim1Ù "j,  j ¹ i, w[j] = Edelim1 ).
Enfin, on synchronise la fin de lâ ´mission (Figure 12.5) par :
· ( $! i w[i] = Edelim2 Ù "j,  j ¹ i, w[j] = Rdelim2 ).
Pour garantir que tous les drivers sont au niveau de lâ acquittement en
mµme temps (Figure 12.6 ).





                          r´ception







1 2 3 4 50 6
6 synchronisations
Elimin  ´de la comp t´ition
R´ception de
´mission de d l´imiteur
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Pour N drivers et un N-uplet w, la fonction de synchronisation est
r´capitul´e en Figure 13.
Figure 13 : fonction de synchronisation
Cette analyse nous fournit lâ ensemble des instructions critiques Pc ( celles
qui interviennent dans la fonction de synchronisation). Le mod l`e temporel ( voir
Figure 14) est obtenu par projection du langage LD du driver (Figure 11) sur
PcÈ{a}.
 Notons Pn lâ ensemble des actions du driver qui ne sont pas synchronis´es
(non-critiques). La projection utilis´e est d f´inie par :
f : Pc È Pn ® Pc È {a}
f/ Pc  = Id
f/ Pn = (x® a )














( " i wi = Idle ) Ú
( |{i/ wi = SOF }| + |{ i/ wi = detect }| = N ) Ú
($i/ wi = competition Ù "j  (wj Î{competition, out, recept})) Ú
( $! i wi = win Ù "j,  j ¹ i, (wj Î{ out, recept })) Ú
( $! i wi = emit Ù "j,  j ¹ i, (wj = recept )) Ú
( $! i wi = Edelim1Ù "j,  j ¹ i, (wj = Edelim1 )) Ú
( $! i wi = Edelim2 Ù "j,  j ¹ i, (wj = Rdelim2 ))
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3.3 Gestion dШerreur dans CAN
La prise en compte de la gestion dâ erreur modifie l´g r`ement le langage. LD.
La d´marche reste la mµme ( voir lâ automate modifi  ´en Figure 15).
Figure 15 : automate AD avec prise en compte de la de tection d'erreur
Les r´cepteurs d t´ectent les erreurs de forme de la trame et contro lent la
correction du message ( v r´ification du CRC). Lâ ´metteur, grace «  un syst m`e
dâ ´coute, d t´ecte les erreurs de bits ( bit ´cout  ´diff r´ent du bit ´mis ) ainsi que les
erreurs dâ acquittement.
Quel que soit le type de lâ erreur d t´ect´e, le driver ´met un »  error_flag ù (
sur lâ automate de la Figure 15, le d´but de cette ´mission est repr s´ent  ´par lâ t´at
gris  ´).
Figure 16 : fonction de synchronisation
Comp t´ition12



















( " i wi = Idle ) Ú
( |{i/ wi = SOF }| + |{ i/ wi = detect }| = N|).Ú
($i/ wi = competition Ù "j  ( wjÎ{competition,out,recept,error, error_flag)) Ú
( $! i wi = win Ù "j,  j ¹ i, ( wj Î{out, recept, error, error_flag })) Ú
( $! i wi = emit Ù"j, j ¹ i,( wj Î{recept, error,  error_flag })) Ú
( $! i wi = Edelim1Ù "j,  j ¹ i, ( wj Î{ Edelim1, error , error_flag })) Ú
( $! i wi = Edelim2 Ù "j,  j ¹ i, ( wj Î{ Rdelim2, error, error_flag }))Ú
( |{ i / wi = empty_bus}| + |{ i / wi = error }|+|{ i / wi = error_flag}| = N ) Ú
( " i wi = bus_empty)
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Ces contraintes sont mod l´is´es via la fonction de synchronisation (voir les
l´´ments rajout s´ par rapport «  la fonction pr´c´dente, pr s´ent s´ en gras en Figure
16). Ces l´´ments correspondent «  la synchronisation des d t´ections et
signalisations des erreurs dont un exemple est pr s´ent  ´Figure 17. Des erreurs de
forme peuvent µtre d t´ect´es soit lors de la comp t´ition, soit pendant lâ ´mission
des l´´ments fixes du message.
De plus, certains drivers peuvent commencer «  ´mettre un »  error_flag ù
sans que les autres aient d t´ect  ´ une erreur. Lâ erreur sera d t´ect´e par tous les
drivers au bout dâun temps maximum qui d´pend de la g´om t´rie du r s´eau. Une
fois le bus libre (niveau r´cessif ), tous les drivers r i´nitialisent leur
communication.
Figure 17 : synchronisation de la phase compe tition
3.4 Le protocole CAN avec gestion des e tats de grade s
Les comportements temporels du driver dans les t´ats dâ erreur active et
dâ erreur passive sont identiques, seule la valeur des bits ´mis pour
lâ  »  error_flag ù diff r`e. Pour notre mod l`e temporel il nâ est donc pas n´cessaire
de diff r´encier ces deux t´ats. En revanche lâ t´at »  bus_off ù implique une
d´connexion du bus qui peut entraıner des probl m`es de communication et donc
de synchronisation entre taches. Il est donc n´cessaire de repr s´enter cet t´at. Nous
obtenons lâ automate pr s´ent  ´en Figure 18.
      comp t´ition
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Figure 18 : automate du driver, gestion des e tats de grade s.
Par une d´marche semblable au cas pr´c´dent, nous obtenons la fonction
de synchronisation permettant de synchroniser le produit de Hadamard de N
drivers (voir Figure 19). Les ajouts sont dus au fait quâ «  chaque instant, une
station peut µtre dans lâ t´at »  bus_off –.
Figure 19 : fonction de synchronisation
Dans cette partie, nous avons raffin  ´le mod l`e, pour prendre en compte les
diff r´ences de cadence des diff r´ents composants dâun r s´eau. La solution
propos´e peut µtre utilis´e dans le cadre des syst m`es centralis s´ multiprocesseurs
sans horloge globale. Cette m t´hode est applicable «  tout type de r s´eau et



















( " i wi = Idle Ú wi Î{ Bus_off ,  wait, Mode_actif } ) Ú
( |{i/ wi = SOF }| + |{ i/ wi = detect }|  + |{ i/ wi = Bus_off Ú wi = wait Ú wi = Mode_actif }|= N|)Ú
($i/ wi = competition Ù "j   ( wj Î{competition, out, recept, error, error_flag,  Bus_off, wait, Mode_actif } )) Ú
( $! i wi = win Ù "j,  j ¹ i, (wj Î{ out, recept, error, Bus_off, wait, Mode_actif } )) Ú
( $! i wi = emit Ù"j, j ¹ i,(wj Î{recept, error, error_flag,Bus_off, wait, Mode_actif } )) Ú
( $! i wi = Edelim1Ù "j,  j ¹ i, (wj Î{ Edelim1, error, error_flag, Bus_off, wait, Mode_actif }) )Ú
( $! i wi = Edelim2 Ù "j,  j ¹ i, (wj Î{ Rdelim2, error, error_flag, Bus_off, wait, Mode_actif } )) Ú
( |{ i / wi = empty_bus}| + |{ i / wi = error }|+|{ i / wi = error_flag}| + |{ i/ wi = Bus_off Ú wi = wait Ú wi = Mode_actif }|= N ) Ú
 ( " i wi = bus_empty Ú wi =Bus_offÚ wi  = wait Ú wi = Mode_actif ))
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4 Conclusion
Nous sommes donc capables, avec la technique des langages Lu(t), de
valider temporellement des syst m`es temps r´el «  contraintes strictes r´partis, qui
sâ appuient sur des protocoles de communications mod l´isables «  lâ aide de
langages rationnels. Lâ t´ude du cas de CAN valide cette approche. Pour ce faire,
le mod l`e a t´  ´ t´endu : une tache est maintenant associ´e «  une classe de
langages. Chacun de ces langages est param t´r  ´par une unit  ´de temps. Le mod l`e
appliqu  ´ «  la tache est le langage de sa classe associ´e correspondant au
processeur sur lequel elle sâ ex´cute.
Notre m t´hode de mod l´isation de syst m`es distribu s´ peut µtre appliqu´e
«  nâ importe quel protocole, la seule contrainte t´ant de d f´inir le langage
correspondant «  ce protocole pour obtenir le langage D. Le r s´ultat obtenu avec
cette m t´hode est une d´cision dâordonnancabilit  ´ de lâ application sur une
architecture distribu´e.
Pour tenir compte de la diff r´ence de cadence des diff r´ents l´´ments dâun
syst m`e distribu ,´ le mod l`e a du µtre raffin  ´par rapport aux t´udes pr´c´dentes,
en lui int´grant la quantification de lâunit  ´de temps. Notons bien quâ il ne sâ agit
toute fois pas dâune temporisation du mod l`e : les m t´hodes de d´cision utilis´es
restent bas´es sur les r s´ultats de la th´orie des langages sans temps. Cette
m t´hode peut aussi µtre appliqu´e sur un syst m`e centralis  ´multiprocesseurs si les
diff r´ents processeurs nâont pas la mµme vitesse.
Lâun des apports centraux de cette approche est lâ t´ablissement de la
cyclicit  ´ des ordonnancements en environnement multi-processeurs r´parti : ce
r s´ultat est un corrolaire imm´diat  (lemme de l' t´oile) du fait que lâ ensemble des
ordonnancements valides est un langage rationnel.
La poursuite de cette t´ude est en cours. Les deux principales directions
sont :
- Lâ t´ude de la migration partielle ou totale des taches sur les diff r´ents
sites du syst m`e.
- La validation de la m t´hode sur une configuration r´elle de syst m`e
distribu .´
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