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Resumen
Los problemas anisotro´picos tienen intere´s bien por su fundamento f´ısico (aniso-
trop´ıa f´ısica), bien por la aplicacio´n de me´todos en diferencias finitas con mallados no
regulares (anisotrop´ıa discreta). En trabajos anteriores demostramos que el me´todo de
direcciones simulta´neas (SDI) cuenta con un competitivo factor de “smoothing” cuan-
do se aplica, con una estrategia de engrosamiento esta´ndar (“standard coarsening“),
a problemas isotro´picos 2D, pero si se introducen anisotrop´ıas el comportamiento
degenera a medida que e´stas aumentan, requiriendo su correccio´n la aplicacio´n de
adecuadas estrategias de engrosamiento parcial (“semicoarsening”).
En este trabajo abordamos el estudio del factor de “smoothing” del me´todo SDI
aplicado al problema de Helmholtz tridimensional, mostra´ndose como con la aniso-
trop´ıa, tambie´n aqu´ı, ocurre la degeneracio´n antes citada. El ana´lisis de diferentes
estrategias de relajacio´n, bien por l´ıneas (“line coarsening”) o bien por planos (“plane
coarsening”), permite desglosar cuales son las te´cnicas ma´s adecuadas a cada una de
las cuatro diferentes situaciones tipo que pueden considerarse, obtenie´ndose factores
que, de nuevo, son competitivos con otros me´todos usuales.
1. Introduccio´n
Las ecuaciones anisotro´picas tienen su ge´nesis en aquellos problemas en los que las
propiedades del medio f´ısico dependen de la direccio´n espacial. Pero la anisotrop´ıa, indi-
rectamente, tambie´n surge en la resolucio´n de problemas isotro´picos cuando se necesita el
uso de discretizaciones no regulares en la aplicacio´n de me´todos en diferencias finitas, por
ejemplo en la necesaria bu´squeda del equilibrio entre el coste computacional y el nu´mero
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de nodos a emplear para poder detectar pequen˜as estructuras tales como remolinos o capas
l´ımite; es la denominada anisotrop´ıa discreta.
En trabajos previos ([3], [4]) hemos analizado la convergencia del me´todo paralelo
SDI (“Simultaneous Directions Implicit”) aplicado a la resolucio´n de problemas el´ıpticos
isotro´picos, as´ı como en la de problemas ma´s complejos como las ecuaciones de Navier–
Stokes [1]. En [7] tambie´n demostramos su buen comportamiento como “smoother”(me´to-
do iterativo que amortigua ma´s ra´pidamente las componentes del error correspondientes
a altas frecuencias que las asociadas a bajas frecuencias) y por consiguiente que puede
configurarse como una buena alternativa para su integracio´n en un esquema “multigrid”
(esquema iterativo que aprovecha el cara´cter “smoother” de un me´todo para conseguir
una ra´pida convergencia en la resolucio´n, para ello usa diferentes “grids” y de ah´ı su
denominacio´n).
La consideracio´n de anisotrop´ıas, en los problemas citados, requirio´ la determinacio´n
de los para´metros o´ptimos de convergencia del me´todo SDI (consultar [5]) y, a su vez,
permitio´ detectar que, aunque este me´todo se basa en la resolucio´n por l´ıneas, el factor de
“smoothing” degenera a medida que aumenta la anisotrop´ıa, hecho que en general ocurre
con los “pointwise smoothers” ([2], [8] y [9]). En el XIX CEDYA (ver [6]) presentamos
una alternativa correctora de esta degeneracio´n en el caso del problema de Helmholtz
bidimensional, mediante la aplicacio´n de “semicoarsening” o engrosamiento parcial en una
direccio´n espacial.
En el trabajo que aqu´ı presentamos se refleja un ana´lisis que muestra, igualmente, como
al aumentar la anisotrop´ıa degenera el factor de “smoothing” del me´todo SDI cuando es
aplicado a la ecuacio´n anisotro´pica tridimensional de Helmholtz, la cual puede definirse
por el operador en derivadas parciales:
Lα,ε1,ε2 := αI − ε1∂2x1 − ε2∂2x2 − ∂2x3 , (1)
donde α ≥ 0 y 0 < ε1, ε2 < 1 (cuando ε1 = ε2 = 1 se tiene el caso isotro´pico). En la
bu´squeda de alternativas correctoras de esta degeneracio´n y segu´n las ratios existentes
entre ε1, ε2 y la unidad, se pueden considerar cuatro situaciones representativas:
a) ε1 ∼ ε2 ∼ 1
b) ε1 ∼ ε2  1
c) ε1  ε2  1
d) ε1  ε2 ∼ 1
En cada uno de estos casos, mediante el uso de la te´cnica LFA (“Local Fourier Analysis”[8])
y considerando diferentes alternativas de “semicoarsening” (engrosamiento parcial bien por
l´ıneas o por planos), se aborda la determinacio´n del factor de “smoothing” y su compor-
tamiento en relacio´n con la anisotrop´ıa, lo que permite establecer cua´l es la estrategia que
en cada situacio´n conduce a un valor o´ptimo de dicho factor y consecuentemente a una
adecuada velocidad de convergencia cuando este “smoother” se integra en un esquema
“multigrid”.
Los resultados obtenidos concuerdan con la regla fundamental de relajacio´n por bloques
de Brandt (ver [2] y [8]), es decir, cuando las inco´gnitas fuertemente acopladas son relajadas
simulta´neamente se obtiene un buen “smoothing” del error.
En este caso, dado que SDI es un me´todo paralelo de resolucio´n donde la paralelizacio´n
es por l´ıneas, la consideracio´n de relajacio´n por planos y consecuentemente la necesidad
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de resolucio´n de problemas bidimensionales en dichos planos, no aporta un coste compu-
tacional adicional.
2. Ana´lisis de Fourier local (“Local Fourier Analysis” o LFA)
A continuacio´n, se describen sintetizadamente los elementos necesarios para el ana´lisis
de Fourier local en la determinacio´n del factor de “smoothing”. Para un mayor detalle
consu´ltese [7] y [8]. LFA fue usado por primera vez en este contexto por Brandt [2].
2.1. Autofunciones y autovalores de un operador discreto definido me-
diante patrones en diferencias (“stencil”)
Consideraremos las llamadas funciones “grid”, dadas por ϕh(θ,x) = eiθ·x/h , siendo
θ = (θ1, θ2, θ3), x = (x1, x2, x3), h = (h1, h2, h3), donde x toma valores en un “grid”
infinito Gh , y θ es un para´metro continuo que caracteriza la frecuencia de cada funcio´n
“grid”.
Consideremos que
Lhuh = fh, (2)
es una discretizacio´n en diferencias finitas de la ecuacio´n en derivadas parciales Lu = f ,
donde el operador discreto Lh, definido en el “grid” infinito Gh, esta´ expresado mediante
su patro´n (“stencil”) en diferencias Lh ≡ [sk]h, siendo k = (k1, k2, k3), k ∈ V ⊂ Z3, los
sk ∈ R son coeficientes constantes (fijado h) y V es un conjunto finito de ı´ndices, es decir,
Lhuh(x) =
∑
k∈V
skuh(x1 + k1h1, x2 + k2h2, x3 + k3h3). (3)
Es inmediato comprobar que, para θ ∈ [−pi, pi)3, todas las funciones “grid” ϕh(θ,x),
son autofunciones (formales) de cualquier operador discreto que pueda describirse median-
te un patro´n dado por (3), es decir, se verifica
Lhϕh(θ,x) = L˜h(θ)ϕh(θ,x), x ∈ Gh, (4)
donde L˜h(θ) diremos que es el autovalor (formal) de Lh.
2.2. Operador de “smoothing” asociado al me´todo SDI
El me´todo SDI es un me´todo iterado que aplicado a (2) se corresponde con la descom-
posicio´n (“splitting”)
Lh = L1h + L
2
h + L
3
h, (5)
de manera que fijado el denominado para´metro de evolucio´n del me´todo τ > 0 y el para´me-
tro de coordinacio´n ω, y conocida la aproximacio´n a la solucio´n correspondiente a la ite-
racio´n m, que denotaremos Umh , la aproximacio´n U
m+1
h verifica
(Ih + τL1h)U
m+1,1
h = (Ih − τL2h − τL3h)Umh + τfh, (6)
(Ih + τL2h)U
m+1,2
h = (Ih − τL1h − τL3h)Umh + τfh, (7)
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(Ih + τL3h)U
m+1,3
h = (Ih − τL1h − τL2h)Umh + τfh, (8)
Um+1h =
ω
3
(Um+1,1h + U
m+1,2
h + U
m+1,3
h ) + (1− ω)Umh . (9)
Si denotamos por emh = uh − Umh , se tiene que
em+1h = Sh(ω, τ)e
m
h , (10)
donde Sh(ω, τ) es el operador “smoothing” del me´todo. Y si L˜1h(θ), L˜
2
h(θ) y L˜
3
h(θ) son
los autovalores respectivamente de L1h, L
2
h y L
3
h, con 1 + τL˜
1
h(θ) 6=0, 1 + τL˜2h(θ) 6=0 y
1 + τL˜3h(θ) 6=0, entonces
S˜h(ω, τ, θ) =
ω
3
(
1− τL˜2h(θ)− τL˜3h(θ)
1 + τL˜1h(θ)
+
1− τL˜1h(θ)− τL˜3h(θ)
1 + τL˜2h(θ)
+
1− τL˜1h(θ)− τL˜2h(θ)
1 + τL˜3h(θ)
)
+(1− ω) (11)
son los autovalores de Sh(ω, τ) o factores de amplificacio´n.
2.3. Componentes de alta y baja frecuencia
Para analizar el efecto “smoothing” consideraremos separadamente componentes ϕh(θ, ·)
de alta y baja frecuencia relativas al grid Gh respecto a un segundo grid ma´s grueso
(“coarse”) GH. Por asimilacio´n hablaremos de altas y bajas frecuencias θ. As´ı pues con
una particio´n regular definida por h =(h, h, h), tenemos:
“Standard coarsening”, dado por H =(2h, 2h, 2h), donde diremos que ϕh(θ, ·) es
una componente de baja frecuencia si θ ∈ TL = [−pi2 , pi2 )3 y de alta frecuencia si
θ ∈ TH = [−pi, pi)3\[−pi2 , pi2 )3.
“z-line coarsening” dado por H =(h, h, 2h), teniendo que ϕh(θ, ·) es una compo-
nente de baja frecuencia si θ ∈ TL = [−pi, pi)2 × [−pi2 , pi2 ) y de alta frecuencia si
θ ∈ TH = [−pi, pi)3\ ([−pi, pi)2 × [−pi2 , pi2 )) . Ana´logo planteamiento se obtiene cuando
se considera un engrosamiento so´lo en la direccio´n de eje OX1 (“x-line coarsening”)
o so´lo en la direccio´n de eje OX2 (“y-line coarsening”).
“yz-plane coarsening” al considerar H =(h, 2h, 2h), donde ϕh(θ, ·) es una compo-
nente de baja frecuencia si θ ∈ TL = [−pi, pi) × [−pi2 , pi2 )2 y de alta frecuencia si
θ ∈ TH = [−pi, pi)3\ ([−pi, pi)× [−pi2 , pi2 )2) . Y de manera ana´loga “xy-plane coarse-
ning” y “xz-plane coarsening”.
2.4. Factor de “smoothing”
Por definicio´n el factor de “smoothing” de un me´todo iterativo es el peor factor por
el cual son reducidas las componentes del error de alta frecuencia en cada iteracio´n del
me´todo. Para el me´todo SDI dependera´ de (ω, τ) y vendra´ definido como:
µloc(ω, τ, h) = µloc(Sh(ω, τ)) := sup
{∣∣∣S˜h(ω, τ, θ)∣∣∣ : θ ∈ TH} . (12)
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Obviamente el me´todo es “smoother” si µloc < 1, y esta cualidad mejora a medida
que este factor disminuye. La determinacio´n de la zona (ω, τ) en la que el operador Sh es
“smoother”, as´ı como del valor
µloc(h) = mı´n
(ω,τ)
µloc(ω, τ, h), (13)
depende del problema, del “splitting” efectuado y de la estrategia de engrosamiento adop-
tada.
3. LFA en el problema de Helmholtz anisotro´pico
Consideremos la ecuacio´n de Helmholtz anisotro´pica
Lα,ε1,ε2u = f en Ω ⊂2, (14)
donde f es una funcio´n dada y Lα,ε1,ε2 es el operador definido en (1), discretizada utilizando
diferencias finitas de segundo orden mediante el conocido patro´n de siete puntos definido
sobre una particio´n regular determinada por h =(h, h, h), es decir, el problema (2) con Lh
expresado segu´n el siguiente patro´n y notacio´n “stencil”:
Lh =
1
h2
 00 −1 0
0

h
,
 −ε2−ε1 αh2 + 2(ε1 + ε2 + 1) −ε1
−ε2

h
,
 00 −1 0
0

h
 .
(15)
Aplicando a (14) el me´todo paralelo SDI (6)–(9) y considerando el “splitting” (5) con
los operadores discretos:
Ih =
1
h2
 00 0 0
0

h
,
 00 1 0
0

h
,
 00 0 0
0

h
 , (16)
L1h =
1
h2
 00 0 0
0

h
,
 0−ε1 α3h2 + 2ε1 −ε1
0

h
,
 00 0 0
0

h
 , (17)
L2h =
1
h2
 00 0 0
0

h
,
 −ε20 α3h2 + 2ε2 0
−ε2

h
,
 00 0 0
0

h
 , (18)
L3h =
1
h2
 00 −1 0
0

h
,
 00 α3h2 + 2 0
0

h
,
 00 −1 0
0

h
 , (19)
obtenemos que el factor de amplificacio´n asociado a esta discretizacio´n viene dado por
S˜h(ω, τ, θ) = 1− ω3ψ(τλ1, τλ2, τλ3), (20)
donde
ψ(x, y, z) := (x+ y + z)
(
1
1 + x
+
1
1 + y
+
1
1 + z
)
(21)
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y
λ1 :=
α
3
+
4
h2
ε1 sin2
θ1
2
, λ2 :=
α
3
+
4
h2
ε2 sin2
θ2
2
, λ3 :=
α
3
+
4
h2
sin2
θ3
2
. (22)
Como ya hemos indicado cada estrategia C de engrosamiento del “grid” determina un
conjunto de altas frecuencias θ ∈ TH y consecuentemente (λ1, λ2, λ3) tomara´ valores en
una determinada regio´n RCα,ε1,ε2,h del octante positivo del espacio λ1, λ2, λ3. Por tanto,
partiendo de (12) y definiendo:
δR(τ) : = mı´n
(λ1,λ2,λ3)∈RCα,ε1,ε2,h
ψ(τλ1, τλ2, τλ3) (23)
γR(τ) : = ma´x
(λ1,λ2,λ3)∈RCα,ε1,ε2,h
ψ(τλ1, τλ2, τλ3) (24)
un sencillo ana´lisis (ver [7]) permite determinar la regio´n (ω, τ) donde el me´todo es “smoot-
her” y adicionalmente se tiene que, para todo τ > 0
µloc(τ, h) := mı´n
ω
µloc(ω, τ, h) =
γR(τ)− δR(τ)
γR(τ) + δR(τ)
, (25)
lo que permite determinar (13) como el mı´nimo de una funcio´n en la variable τ.
3.1. Estrategias de engrosamiento
Si denotamosm := 4
h2
y ε := mı´n(ε1, ε2), las regiones RCα,ε1,ε2,h correspondientes a cada
estrategia C de engrosamiento esta´n reflejadas en la figura 1 representadas con aristas ma´s
gruesas e incluye´ndose como referencia (algo difuminado) el ortoedro correspondiente a
la regio´n reflejada en el apartado (a) de dicha figura . Los ve´rtices que determinan estas
regiones pueden obtenerse observando la gra´fica a partir de los puntos denotados de A a
F y los intermedios H, I y J . En estos puntos la coordenada que no es nula viene dada
para A,C y E por α3 , para B por
α
3 + ε1m, para D es
α
3 + ε2m, F con
α
3 +m, H ser´ıa
α
3 + ε1
m
2 , I es
α
3 + ε2
m
2 y finalmente J con
α
3 +
m
2 . En “standard coarsening” tanto para
H e I el valor a considerar es α3 + ε
m
2 .
La determinacio´n de (25) requiere el estudio, en cada una de las regiones anteriores, de
los extremos de la funcio´n ψ definida en (21), estudio que por su extensio´n no detallamos
aqu´ı.
3.2. Factor de “smoothing”
El ana´lisis citado de la funcio´n ψ conduce al cuadro reflejado en la tabla 1 que sintetiza
los resultados obtenidos cuando h → 0, considerando cada uno de los cuatro tipos de
anisotrop´ıa y reflejando el comportamiento del factor de “smoothing” µloc en relacio´n a la
tendencia en los valores de ε1 y ε2.
Para “x-line coarsening”, sin ma´s que permutar el papel de ε1 y ε2, se obtienen resul-
tados ana´logos a los reflejados en la tabla 1 para “y-line coarsening”. Una situacio´n similar
encontramos en el comportamiento para “xz-plane coarsening” e “yz-plane coarsening”.
Un ana´lisis de dicha tabla nos permite observar el comportamiento del me´todo SDI en
este tipo de problemas:
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(a) Me´todo SDI (b) Standard coarsening (c) z-line coarsening
(d) y-line coarsening (e) yz-line coarsening (f) xy-plane coarsening
Figura 1: Problema de Helmholtz anisotro´pico 3D. Regiones para el ana´lisis de los extremos de la funcio´n
ψ, los cuales intervienen el estudio de la convergencia del me´todo SDI y en el ana´lisis de Fourier local
(LFA) para diferentes estrategias de “coarsening”.
a) La aplicacio´n de una estrategia de “standard coarsening” cuenta con un factor 12 en
el caso isotro´pico y degenera a un factor de 1 a medida que aumenta la anisotrop´ıa,
tanto si e´sta acontece so´lo en una direccio´n como en dos.
b) La aplicacio´n de una estrategia de engrosamiento en una direccio´n (“line coarsening”)
permite corregir la degeneracio´n en el factor de “smoothing” antes observada siempre
que la direccio´n seleccionada se corresponda con una direccio´n en la que las inco´gnitas
este´n fuertemente acopladas (es decir la direccio´n seleccionada se corresponde en el
operador (1) con un coeficiente pro´ximo a 1 en la derivada en esa direccio´n) alcanzado
un valor de 919 = 0, 4736... para situaciones pro´ximas al caso isotro´pico bien en tres
o dos direcciones, y un valor de 1343 = 0, 3023... en otro caso.
c) La aplicacio´n de estrategias de relajacio´n por planos permite la obtencio´n bien de
un factor de 1767 = 0, 2537... cuando las dos direcciones de engrosamiento parcial
coinciden con inco´gnitas fuertemente acopladas entre s´ı, bien al factor 1343 o
9
19 en un
comportamiento ana´logo al caso de relajacio´n en una direccio´n.
Los resultados antes reflejados muestran como una adecuada estrategia de engrosa-
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ε1 ∼ ε2 ∼ 1 ε1 ∼ ε2 << 1 ε1 << ε2 << 1 ε1 << ε2 ∼ 1
ε1,ε2 → 1 ε1,ε2 → 0 ε1 → 0, ε2 fijo ε1 → 0, ε2 → 1
Standard Coarsening µloc → 12 µloc → 1 µloc → 1 µloc → 1
z-line coarsening µloc → 919 µloc →
13
43
ε2 → 0 ε2 → 1
µloc → 1343 µloc → 919
µloc → 919
y-line coarsening µloc → 919 µloc → 1
ε2 → 0 ε2 → 1
µloc → 1 µloc → 919
µloc → 919
xy-plane coarsening µloc → 1767 µloc → 1
ε2 → 0 ε2 → 1
µloc → 1 µloc → 919
µloc → 919
yz-plane coarsening µloc → 1767 µloc →
13
43
ε2 → 0 ε2 → 1
µloc → 1343 µloc →
17
67
muloc → 1767
Tabla 1: Comportamiento del factor de “smoothing” del me´todo SDI aplicado al pro-
blema de Helmholtz tridimensional segu´n el tipo de anisotrop´ıa y segu´n la estrategia de
engrosamiento aplicada
miento conduce a un buen comportamiento del me´todo SDI como “smoother” cuando es
aplicado en la resolucio´n de problemas anistro´picos tridimensionales, a lo que hemos de
an˜adir su cara´cter paralelo.
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