Diffusion processes on trees are commonly used in evolutionary biology to model the joint distribution of continuous traits, such as body mass, across species. Estimating the parameters of such processes from tip values presents challenges because of the intrinsic correlation between the observations produced by the shared evolutionary history, thus violating the standard independence assumption of large-sample theory. For instance Ho and Ané [18] recently proved that the mean (also known in this context as selection optimum) of an OrnsteinUhlenbeck process on a tree cannot be estimated consistently from an increasing number of tip observations if the tree height is bounded. Here, using a fruitful connection to the so-called reconstruction problem in probability theory, we study the convergence rate of parameter estimation in the unbounded height case. For the mean of the process, we provide a necessary and sufficient condition for the consistency of the maximum likelihood estimator (MLE) and establish a phase transition on its convergence rate in terms of the growth of the tree. In particular we show that a loss of √ n-consistency (i.e., the variance of the MLE becomes Ω(n −1 ), where n is the number of tips) occurs when the tree growth is larger than a threshold related to the phase transition of the reconstruction problem. For the covariance parameters, we give a novel, efficient estimation method which achieves √ n-consistency under natural assumptions on the tree. Our theoretical results provide practical suggestions for the design of comparative data collection.
Introduction
Analysis of data collected from multiple species presents challenges because of the intrinsic correlation produced by the shared evolutionary history. This dependency structure can be modeled by assuming that the traits of interest evolved along a phylogeny according to a stochastic process. Two commonly used processes for continuous traits, such as body mass, are Brownian motion (BM) and the Ornstein-Uhlenbeck (OU) process. BM is used to model neutral evolution, with no favored direction (see e.g. [13] ). On the other hand, the OU process can account for natural selection using two extra parameters: a "selection optimum" µ towards which the process is attracted and a "selection strength" α [15] . The OU process has a stationary distribution, which is Gaussian with mean µ and variance γ = σ 2 /2α. The presence of natural selection can be detected by testing whether α > 0 (e.g. [17] ). Changes in µ across different groups of organisms are used to correlate changes in selection regime with changes in behavior or environmental conditions (see e.g. [9, 5] ). For instance, the optimal body size µ might be different for terrestrial animals than for birds and bats. In practice, µ, α and the infinitesimal variance σ 2 (or stationary variance γ) are estimated from data on extant species. In other words, only data at the tips of the tree are available. The process at internal nodes and edges is unobserved. Also, the tree is reconstructed independently from external and abundant data, typically from DNA sequences. In practice there can be some uncertainty about a few nodes in the tree, but we assume here that the tree is known without error.
The OU process on a tree has been used extensively in practice (see e.g. [9, 10, 8, 27] ), but very few authors have studied convergence rates of available estimators. Recently Ho and Ané [18] showed that if the tree height is bounded as the sample size goes to infinity, no estimator for µ can ever be consistent. This is because µ is not "microergodic": the distribution P µ of the whole observable process (Y i ) i≥1 at the tips of the tree is such that P µ 1 and P µ 2 are not orthogonal for any values µ 1 = µ 2 , if the tree height is bounded. This boundedness assumption does not hold for common models of evolutionary trees however, such as the pure-birth (Yule) process [31] . We consider here the case of an unbounded tree height. We study the consistency and convergence rates of several estimators, including some novel estimators, using tools from the literature on the reconstruction problem in probability theory. In particular we relate the convergence rates of these estimators to the growth rate of the phylogeny. This connection is natural given that the growth rate (and the related branching number) is known to play an important role in the analysis of a variety of stochastic processes including random walks, percolation and ancestral state reconstruction on trees [26] . In particular we leverage a useful characterization of the variance of linear estimators in terms of electrical networks.
Main results We present the asymptotic properties of two common estimators for µ: the sample mean and the maximum likelihood estimator (MLE). Conditional on the tree, the MLEμ ML is known to be the best linear unbiased estimator for µ assuming that α is known. (The assumption of known α is proved not to be restrictive for our convergence rate results if α can be well estimated.) In fact, we give an example whenμ ML performs significantly better than the sample mean, which is not consistent in that particular case. In one of our main results, we identify a necessary and sufficient condition for the consistency ofμ ML . We also derive a phase transition on its convergence rate, which drops from √ n-consistency (i.e. the variance is O(n −1 )) to a lower rate, n being the number of samples (i.e. tip observations). This phase transition depends on the growth rate of the tree. Tree growth measures the rate at which new leaves arise as the tree height increases (see Section 2 for a formal definition). Roughly, when the growth rate is below 2α, we show that √ nconsistency holds. This is intuitive as a lower growth rate means lower correlations between the leaf states. On the other hand, when the growth rate is above 2α implying a sample size n e 2αT , i.e. when the tree is sufficiently "bushy," then the "effective sample size" is reduced to n eff = e 2αT and the √ n-consistency ofμ ML is lost. We also provide novel, efficient estimators for the other two parameters, α and γ, which achieve √ n-consistency and do not require the knowledge of µ. Interestingly, the √ n-consistency in this case is not affected by growth rate, unlike the case of the MLE for µ. Our results lead to a practical method to assess whether additional species are informative or not, thus helping researchers to avoid wasting money and effort. Section 3 presents simulations to illustrate these suggestions. Our main results are stated formally and further discussed in Section 2, after necessary definitions. Their proofs are found in Section 4.
Related work Bartoszek and Sagitov [6] obtained a corresponding phase transition for the convergence rate of the sample mean to estimate µ, assuming a Yule process for the tree. Phase transitions for the convergence rate of some U-statistics have also been obtained for the OU model when the tree follows a supercritical branching process [1, 2] . A main difference between these studies and our work is that we assume that the tree is known. Even though tree-free estimators are the only practical options when the tree is unknown, this situation is now becoming rare due to the ever-growing availability of sequence data for building trees. For instance Crawford and Suchard [11] acknowledge that "as evolutionary biologists further refine our knowledge of the tree of life, the number of clades whose phylogeny is truly unknown may diminish, along with interest in tree-free estimation methods."
As we mentioned, related phase transitions have been obtained for other processes on trees. For instance, the growth rate of the tree determines whether the state at the root can be reconstructed better than random for a binary symmetric channel on a binary tree (see e.g. [12] and references therein). In a recent result, Mossel and Steel [24] established a transition for ancestral state reconstruction by majority rule for the binary symmetric model on a Yule tree at the same critical point as above. Note that majority rule is a tree-free estimator like the sample mean in [6] , but adapted to discrete traits. In the context of the OU model, Mossel et al. [23] obtained a phase transition for estimating the ancestral state at the root, with the same critical growth rate we derive in our results.
Definitions and statements of results
In this section, we state formally and further explain our main results. First, we define our model and describe the setting in which our results are proved.
Model
Our main model is a stochastic process on a species tree T. Let T = (E , V ) be a finite tree with leaf set L = {1, . . . , n} and root ρ. The leaves typically correspond to extant species. We think of the edges of T as being oriented away from the root. To each edge (or branch) b ∈ E of the tree is associated a positive length |b| > 0 corresponding to the time elapsed between the endpoints of b. For any two vertices u, v ∈ V , we denote by d uv the distance between u and v in T, that is, the sum of the branch lengths on the unique path between u and v. We assume that the species tree is ultrametric, that is, that the distance from the root to every leaf is the same. It implies that, for any two tips i, j ∈ L , d ij is twice the time to the most recent common ancestor of i and j from the leaves. We let T be the height of T, that is, the distance between the root and any leaf, and we define
. Throughout we assume that the species tree is known. We consider an Ornstein-Uhlenbeck (OU) process on T. That is, on each branch of T, we have a diffusion
where B t is a standard Brownian motion (BM). In the literature on continuous traits, Y t is known as the response variable, µ is the selection optimum, α > 0 is the selection strength, σ > 0 is the scale parameter of the Brownian motion. We assume that the root value follows the stationary Gaussian distribution N (µ, γ), where γ = σ 2 2α
. At each branching point, we run the process independently on each descendant edge starting from the value at the branching. Equivalently, the column vector of observations Y = (Y ) ∈L at the tips of the tree are Gaussian with mean µ and variance matrix Σ = γV T where (V T ) ij = e −αd ij .
We assume throughout that α, µ and σ are the same on every branch of T. We will specify below whether these parameters are known, depending on the context.
Parameter estimators
Our interest lies in estimating the parameters of the model, given T, from a sample of Y. In addition to proposing new estimators for α and σ, we study common estimators of µ. In particular we consider the empirical average at the tips Y = 1 Y/n, where 1 denotes the all-ones vector and v denotes the transposes of a vector or matrix v. Also, the MLE of µ given the tree and α isμ
T Y, which is the well-known generalized least squares estimator for the linear regression problem Y = µ1 + ε, where ε is multivariate normal with covariance matrix Σ (see e.g. [3] ). Note that the mean squared error is given by
We drop the T in Var T when the tree is clear from the context. The estimators Y andμ ML are both linear estimators. It is useful to think of the MLE in this context as an unbiased linear estimator minimizing the mean squared error (that is, a best linear unbiased estimator), which follows from the Gauss-Markov Theorem [29] .
Asymptotic setting
Our results are asymptotic. Specifically, we consider sequences of trees T = (T k ) k≥1 with fixed parameters α, µ, σ. For k ≥ 1, let n k be the number of leaves in T k and T k be the height of T k . As before, we denote the leaf set of
Assumption 1 (Unboundedness). Throughout we assume that n k ≤ n k+1 , T k ≤ T k+1 , and that n k → +∞ and T k → +∞ as k → +∞.
For such a sequence of trees and a corresponding sequence of estimators, say X k , we recall various desirable asymptotic properties of X k . Definition 1 (Consistency). Let (X k ) k be a sequence of estimators for a parameter x. We say that (X k ) k is consistent for x if X k converges in probability to x, denoted as
We also recall the following notation. Let (x k ) k and (y k ) k be two sequences of real numbers. We let
Growth Our asymptotic results depend on how fast the tree grows. We first provide some intuition through a toy example.
Example 1 (Star tree: A first phase transition). Let T k be a star tree with n k leaf edges of length T k emanating from the root. By symmetry, 1 is an eigenvector of Σ with eigenvalue
Hence, 1 is also an eigenvector of Σ −1 with eigenvalue λ
If both n k and
ML ] → 0 and the MLE (and Y ) is consistent for µ. Furthermore, if
and the MLE is √ n k -consistent (by an application of Chebyshev's inequality). On the other hand,
which goes to +∞ along a subsequence, and the MLE is not √ n k -consistent (using thatμ ML is unbiased and normally distributed).
To study more general trees, we use several standard notions of growth, which play an important role in random walks, percolation and ancestral state reconstruction on trees (see e.g. [26] ).
Definition 2 (Growth). The lower growth and upper growth of a tree sequence T are defined respectively as
In case of equality we define the growth Λ g = Λ g = Λ g . (Note that our definition differs slightly from [26] in that we consider the "exponential rate" of growth.)
That is, for all > 0, eventually
We also need a stronger notion of growth. For a tree T, thinking of the branches of T as a continuum of points, a cutset π is a set of points of T such that all paths from the root to a leaf must cross π. Let Π k be the set of cutsets of T k .
Definition 3 (Branching number). The branching number of T is defined as
is the length of the path from the root to x in T k .
Because the leaf set L k forms a cutset, it holds that
Unlike the growth, the branching number takes into account aspects of the "shape" of the tree.
Example 2 (Star tree sequence, continued). Consider again the setup of Example 1. The infimum
Finally, we will need a notion of uniform growth.
Definition 4 (Uniform growth). Let T = (T k ) k be a tree sequence. For any point x in T k , let n k (x) be the number of leaves below x and let T k (x) be the distance from x to the leaves. Then the uniform growth of T is defined as
(The purpose of the M in the denominator is to alleviate boundary effects.)
Statement of results
We can now state our main results.
Results concerning the mean µ We first give a characterization of the consistency of the MLE of µ. In words, the MLE sequence is consistent if, in the limit, we can find arbitrarily many descendants, arbitrarily far away from the leaves. This theorem is proved in Section 4.2, along with a related result involving the branching number. 
We further obtain bounds on the variance of the MLE to characterize the rate of convergence of the MLE. In particular we give conditions for √ n k -consistency. We show that the latter undergoes a phase transition, generalizing Example 2. When the upper growth is above 2α, we show that the MLE of µ cannot be √ n k -consistent. If further the branching number is above 2α, we give tight bounds on the convergence rate of the MLE. Roughly we show that, in the latter case, the variance behaves like n 2α/Λ g k . Or perhaps a more accurate way to put it is that the "effective number of samples" n eff k is e 2αT k , in the sense that
In particular (μ
Moreover in terms of n k , for all > 0, there are constants 0 < C , C < +∞ such that
and, in addition to (4),
where the lower bound in (6) above holds provided Λ g > 0, and
The following example shows that, when Λ b < 2α, the upper bound in (6) may not be achieved, but cannot be improved in general. Example 3 (Two-level tree). Let (T k ) k be a tree sequence with two levels of nodes below the root:
nodes are attached to the root by edges of length τ (k) 0 = σT k , for some arbitrary choice of tree height T k → ∞ and 0 < σ < 1. Each of these D
children along edges of length τ (k) 1 = (1 − σ)T k , and these form the leaves of T k .
and
This proposition is proved in Section 4.3. It implies that if 2α ≤ Λ 0 = Λ b , the dominant term in the variance is γe
k , and we have √ n k -consistency. In the intermediate case when Λ 0 < 2α < Λ 1 , the dominant term in the variance is γe
Therefore, depending on the value of σ, we can get the full range of exponent values between −2α/Λ g and −Λ b /Λ g , as given in (6).
In the other direction when Λ g < 2α, the picture is somewhat murkier. For example, by taking σ close enough to 1 in Example 3, it is possible to have Λ g < 2α, yet not √ n k -consistency. The issue in Example 3 is the inhomogeneous growth rate. However, under extra regularity conditions, √ n kconsistency can be established. In words, the growth of the tree must be sufficiently homogeneous.
In Theorem 3 below, we consider imposing the extra condition Λ b = Λ g , which does not hold in Example 3.
Theorem 3 (Convergence rate ofμ
Further if:
Theorems 2 and 3 are proved in Section 4.3. All our results on the estimation of µ leverage a useful characterization of the variance of linear estimators in terms of electrical networks. An analogous characterization is used in ancestral state reconstruction [26] . Note that our results are not as clean as those obtained for ancestral state reconstruction. As Example 3 showed, estimation of µ is somewhat sensitive to the "homogeneity" of the growth. In Section 4.5, we show that assuming α is known is inconsequential, provided a good estimate of α is available. Such an estimate is discussed next.
Results concerning the parameters α and γ Our main result for α and γ is a √ n k -consistent estimator under the following assumption: there are two separate "bands" of node ages, each containing a number of internal nodes growing linearly with the number of leaves.
Assumption 2 (Linear-sized bands). Define n k (c, c ) as the number of nodes in T k of age (height from the leaves) in (c, c ). Assume that there are constants β > 0 and 0 < c
As shown in Corollary 4, this assumption holds for the Yule process, a speciation model frequently used in practice.
Theorem 4 (Estimating α and γ:
√ n k -consistency). Let (T k ) k be a sequence of ultrametric trees satisfying Assumptions 1 and 2. Then there is an estimator
The proof, found in Section 5.2, is based on the common notion of contrasts. Assumption 2 ensures the existence of an appropriate set of such contrasts. The key point is that this extra assumption can be satisfied no matter what the growth and branching number are, indicating that the estimation of α and γ is unaffected by the growth of the tree unlike µ. Intuitively, µ is a more "global" parameter.
Special cases
We apply here the results stated in Section 2.3 to a number of scenarios. The tree of life naturally gives rise to two types of tree sequences. If one imagines sampling an increasing number of contemporary species, one obtains a nested sequence, defined as follows.
Definition 5 (Nested sequence). A sequence of trees
An example of nested trees is given by a caterpillar sequence.
Example 4 (Caterpillar sequence). Let (t k ) k be a sequence of nonnegative numbers such that lim sup k t k = +∞. Let T 1 be a one-leaf star with height T 1 = t 1 . For k > 1, let T k be the caterpillar-like tree obtained by adding a leaf edge with leaf k to T k−1 at height t k on the path between leaf 1 and the root of
, create a new root at height t k with an edge attached to the root of T k−1 and an edge attached to k (see Figure 1 ).
Example of a sequence of nested caterpillar trees.
Corollary 1 (Nested sequence: consistency ofμ ML ). Let T be a nested sequence such that the height T k goes to infinity. Then T satisfies Assumption 1 and the MLE for µ is consistent on T .
Proof. Let k j be the subsequence such that T k j+1 > T k j for every j and T i = T k j for all i = k j + 1, . . . , k j+1 − 1. Then, for all s ∈ (0, +∞), as k goes to +∞ π k s eventually contains all leaves k j such that T k j ≥ s. Since T k → +∞, the result follows.
If one is modeling the growth of the tree of life in time, instead of modeling increased sampling of contemporary species, one obtains a growing sequence as follows. Let T 0 be a rooted infinite tree of bounded degree, with branch lengths and no leaves. Think of the branches of T 0 as a continuum of points whose distance from the endpoints grows linearly. Then, for t ≥ 0, we define B t (T 0 ) as the tree made of the set of points of T 0 at distance at most t from the root.
Definition 6 (Growing sequence). A sequence of trees (T k ) k is a growing sequence of trees if there is an infinite tree T 0 as above and an increasing sequence of non-negative reals (t k ) k such that T k is isomorphic to B t k (T 0 ) as an ultrametric.
Corollary 2 (Growing sequence: consistency ofμ ML ). Let (T k ) k be a growing sequence such that the height T k = t k goes to infinity. Then T satisfies Assumption 1 and the MLE for µ is consistent
Example 5 (Yule sequence). Let T 0 be a tree generated by a pure-birth (Yule) process with rate λ > 0: starting with one lineage, each current lineage splits independently after an exponential time with mean λ −1 (see e.g. [28] ). For any (possibly random) sequence of increasing non-negative reals (t k ) k with t k → +∞, B t k (T 0 ) (that is, T 0 run up to time t k ), forms a growing sequence.
The following result is proved in Section 4.4.
Corollary 3 (Yule model: consistency ofμ ML ). Let (T k ) k be a Yule sequence with rate 0 < λ < +∞. Then, with probability 1 (on the generation of T 0 ),
We also apply the estimatorsα andγ to the Yule model. For simplicity, we take the sequence of times at which new speciation events occur (although this assumption is not crucial). For k ≥ 1, let t k be the first time at which T 0 has k + 1 lineages. Then n k = k for all k and t k → +∞ so that Assumption 1 is satisfied. The following result is proved in Section 4.4.
Corollary 4 (Yule model: estimation of α and γ). Let (T k ) k be a Yule sequence with n k = k as above. Then Assumption 2 is satisfied asymptotically, and hence
Application to experimental design for trait evolution studies
Thanks to recent developments in technology, scientists have reconstructed several large phylogenetic trees with thousands of species such as trees containing 4507 mammal species [7] and 9993 bird species [21] . However, researchers may not be able to collect trait data from all species, due to limited resources and funding. Thus, many studies are only based on a subset of species in the available tree. For example, to study the evolution of body size in mammals, Cooper and Purvis [10] used 3473 of the 4507 species in their tree, and Venditti et al. [30] incorporated 3185 species in their analysis. When considering extra data collection, an important question arises: can additional species increase the precision of our estimates? Our theoretical results help answering this question for the OU tree model:
1. Ifλ 2α, additional species tend to be very informative for estimating µ (Corollary 3).
2. Ifλ 2α, additional species that do not increase tree height tend to be non-informative for estimating µ (Corollary 3).
3. Whenλ is around 2α, it is not clear whether additional species are informative for estimating µ.
Additional species tend to be informative for estimating α and γ (Corollary 4).
Example: In [30] , body size evolution was studied using 3185 mammal species. Would it be worth the effort to collect data for the remaining 1322 species in the tree, to increase the precision of estimating µ? To answer this question about sampling utility, we first need to estimate the speciation rate λ and the selection strength α. The 4507-species mammal tree was rescaled to have height 1 and its speciation rate was estimated to be 11.83 using maximum likelihood (yule function in the R package ape [25] ). We also estimatedα = 0.01 using maximum likelihood (phylolm function in the R package phylolm [20] ). Note that the tree formed by the 3185 species has the same height as the full tree with all 4507 species. Sinceλ ≈ 11.83 0.02 ≈ 2α, additional species tend to be non-informative and our recommendation is to stop data collection. Our conclusion is consistent with simulations in [18, 19] , which showed that additional species are non-informative for estimating µ if they do not increase tree height, when α is low. Our recommendation here specifies the critical value of α below which additional sampling is of little utility.
To further demonstrate the relationship between sampling utility and α (or λ) at fixed tree height, we simulated data according to the OU model along the 4507-species mammal tree with µ = 0, γ = 1, and several values of α ranging from 0.01 to 300. For every set of parameters, we simulated 2000 data sets using the rTrait function (R package phylolm). Then,μ ML was computed for each data set using the phylolm function. The sample variance ofμ ML (Figure 2 ) was found to be about e −2α when 2α λ , and about 1/n = 1/4507 when 2α λ .
To illustrate the relationship between sampling utility and α (or λ) when the tree height varies, we simulated 400 trees under the Yule process using the sim.bdtree function (R package geiger [16] ). We used speciation rate λ = 11.83, which was the maximum likelihood estimate from the mammal tree. The tree height was varied from 0.05 to 1 and we simulated 20 trees for each tree height. We calculated var(μ ML ) corresponding to three fixed values of α (0.1, λ/2, 30) using (1) and the three.point.compute function (R package phylolm). The results showed that ( Figure 3) when 2α λ, e −2αT approximates var(μ ML ) better than 1/n. On the other hand, when 2α λ, 1/n is a better approximation. Taken together, our results show that when 2α λ , the variance ofμ ML depends on the tree height, not the sample size. So, additional sampling that does not increase tree height is not recommended. On the other hand, when 2α λ the variance ofμ ML is of order 1/n, as if we had n independent samples. In this case additional species are very informative, and additional sampling is recommended if affordable.
Proofs of results for estimating µ
We develop here necessary tools (Section 4.1), then prove Theorem 1 (Section 4.2), Theorems 2 and 3 (Section 4.3), which assume that α is known. Using arguments from the proofs, we also identify examples showing that the sample mean Y can perform significantly worse thanμ ML , and we show that Assumption 1 is not sufficient in Theorem 1 for the consistency ofμ ML . We prove an alternative sufficient condition based on the branching number (Proposition 6 below). In Section 4.4, we prove Corollaries 3 and 4. Finally, in Section 4.5 we discuss the sensitivity of the MLE to estimation errors on α.
Bounding the variance of the MLE
Fix an ultrametric species tree T with leaf set L , number of tips n = |L |, and root ρ. We also fix α > 0.
A formula for the variance Let θ = (θ ) ∈L , with θ 1 = 1 and θ ∈ [0, 1] for all , and recall that Y θ = ∈L θ Y is an unbiased estimator of µ. By defining, for each branch b,
where p(ρ, ) is the path from ρ to , we naturally associate to the coefficients θ a flow on the edges of T, defined as follows.
Definition 7 (Flow).
A flow η is a mapping from the set of edges to the set of positive numbers such that, for every edge b, we have η b = b ∈O b η b where O b is the set of outgoing edges stemming from b (with the edges oriented away from the root). Define η = b∈Oρ η b . We say that η is a unit flow if η = 1. We extend η to vertices v in T by defining η v as the flow on the edge entering v. Similarly, for a point x in T, we let η x be the flow on the corresponding edge or vertex.
For every edge b of T, we set R b = (1 − e −2α|b| )e 2αδ(ρ,b) where |b| is the length of b and δ(ρ, b) is the length of the path from the root to b (inclusive).
Proposition 2 (Variance ofμ ML : Main formula). Let F be the set of unit flows from ρ to L . Let E be the set of edges and T be the height of tree T. For any θ ∈ F, we have
As detailed in [26] , a species tree can be interpreted as an electrical network with resistance R b on edge b. The minimum R T of b∈E R b θ 2 b over unit flows (corresponding to the MLE) is known as the effective resistance of T, which can be interpreted in terms of a random walk on the tree. See [26] for details.
Proof. The second part follows from the first, becauseμ ML is the best unbiased linear estimator of µ. The proof of (9) 
where the second equality follows from (10), the fourth equality follows from 1 b∈p(ρ,v∧w) = 1 b∈p(ρ,v) 1 b∈p(ρ,w) , and the last equality follows from (8).
For 0 ≤ t ≤ T , let π t be the set of points at distance t from the root (that is, the cutset corresponding to time t away from the root). Noting that
we get the following convenient formula: As a first important application of Proposition 2 and Corollary 5, we show that the variance of the MLE of µ can be controlled by the branching number. The result is characterized by a transition at Λ b = 2α, similarly to Example 2.
Proposition 3 (Variance ofμ ML : Link to the branching number). Let T = (T k ) k be a tree sequence with branching number Λ b > 0. Then, for all Λ < Λ b , there is I Λ such that
By the max-flow min-cut theorem (see e.g. [22] ), there is a flow η (k) on T k with
and η (k)
for all points
. By Proposition 2 and Corollary 5, for Λ = 2α,
where the second inequality follows from (11) and (12), and the third inequality follows from the fact that δ k (ρ, x) = s for x ∈ π k s by definition and that x∈π k
Removing bottlenecks Examining (9), one sees that a natural bound on Var[Y θ ] is obtained by "splitting an edge" in T.
Definition 8 (Edge splitting). Let T be an ultrametric tree with edge set E. Let b 0 = (x 0 , y 0 ) be a branch in T (where x 0 is closer to the root) and let b i = (y 0 , y i ), i = 1, . . . , D, be the outgoing edges at y 0 . The operation of splitting branch b 0 to obtain a new tree T with edge set E is defined as follows: Figure 4) . We call merging the opposite operation of undoing the above splitting.
. . Note that the number of tips in T and T above are the same, and therefore we can use the same estimator Y θ on both of them.
Lemma 1 (Splitting an edge). Let T be an ultrametric tree, let b 0 be a branch in T, and let T be obtained from T by splitting b 0 . Then for any nonnegative θ = (θ ) ∈L
Proof. We use the notation of Definition 8. Denote by (θ b ) b∈E and (θ b ) b∈E the flows associated to θ by (8) 
and by (9)
where we used that R b 0 = R b i and the nonnegativity of the θ b i 's.
Comparing T to a star we then get:
Proposition 4 (Lower bound on the variance ofμ ML ). Let T be an ultrametric tree with n tips and height T . Then
n .
Proof. Split all edges in T by repeatedly applying Lemma 1 until a star tree with n leaves and height T is obtained. The result then follows from (2).
The following example will be useful when proceeding in reverse, to find an upper bound on the variance ofμ ML .
Example 6 (Spherically symmetric trees). Let T be a spherically symmetric, ultrametric tree, that is, a tree such that all vertices at the same graph distance from the root have the same number of outgoing edges, all of the same length. Let D h , h = 0, . . . , H − 1, be the out-degree of vertices at graph distance h (where h = 0 and h = H correspond to the root and leaves respectively) and let τ h be the corresponding branch length. Notice that β
Hence, sinceμ ML is the best unbiased linear estimator and arguing inductively from the leaves in (9), we see thatμ ML = Y in this case. The mean squared error is, by (9),
Proposition 5 (Upper bound on the variance ofμ ML ). Let T be an ultrametric tree with height T .
Recall that π t be the set of points at distance t from the root. Then
Proof. Let 0 ≤ t ≤ T . For all points x in π t , choose one descendant leaf x of x and define θ as
Divide all branches crossing π t into two branches meeting at π t . Then merge all branches above π t (that is, closer to the root) by repeatedly applying Lemma 1. By (9) , removing all branches b with θ b = 0 does not affect the variance, and from Example 6 with H = 2, D 0 = 1, D 1 = |π t |, τ 0 = t, and τ 1 = T − t, we get
The two estimatorsμ ML vs. Y As an application of the previous proposition, we provide an example whereμ ML performs significantly better than Y . Roughly, the example shows that Y can perform poorly on asymmetric trees.
Example 7. Consider a caterpillar sequence (T k ) k , as defined in Example 4, with t 2m+1 = m and t 2m = 1 for all m, as shown in Figure 5 . Note that the tree height is T 2m+1 = T 2m+2 = m and the cut sets π 
So, Y is not consistent.
... 
Proof of Theorem 1 and Sufficiency of Conditions
Proof of Theorem 1 (Consistency ofμ ML ). First assume (3). From Proposition 5, for all s,
Taking s to +∞ gives consistency. On the other hand, assume by contradiction that (μ (9), we have
L ,
where we used the fact that β
and we get a contradiction.
We note that, by Proposition 3, the branching number provides a simple, sufficient condition for consistency.
Proposition 6 (Consistency: Branching number condition). Let T = (T k ) k be a tree sequence satisfying Assumption 1 with branching number Λ b . Then Λ b > 0 suffices for the consistency of the MLE of µ.
Phase transition on the rate of convergence of the MLE
Theorems 2 and 3 show a phase transition for the √ n k -consistency ofμ ML , which we prove now.
Proof of Theorem 2 (Supercritical regime). Assume Λ g > 2α. As remarked after Definition 2, for
that is, n
. Moreover for all > 0 there are subsequences (k j ) j and (k j ) j such that
By Proposition 4,
Then (4) follows from (15) and (16) .
√ n k -consistent (using thatμ ML is unbiased and normally distributed).
Note that Λ g ≥ Λ g ≥ Λ b > 2α and hence, by (16) and (17),
ML ] = Θ e −2αT k . Combining this with (14) gives the result in terms of n k .
Assume instead that
The rest of the argument is similar to the previous case.
Proof of Proposition 1. Note that Example 3 considers a spherically symmetric tree. By (13),
which then gives (7) . Note that
To compute the branching number, it suffices to consider cutsets with m 0 level-1 vertices and the D 
Hence if Λ ≥ Λ 1 > Λ g we are in the second case and
we are in the first case and D
Proof of Theorem 3 (Subcritical regime). One direction follows immediately from Proposition 4 which implies
We prove the other direction separately in each case. Assume first that 0
By Proposition 3, eventually
Assume instead that Λ ug < 2α. We show that Y (and hence the MLE by Proposition 2) achieves √ n k -consistency in this case. Let θ be the corresponding flow on T k . By Corollary 5, letting Λ ug < Λ < 2α, for k large enough
The result follows from the fact that e Λ[T k +M ] ≥ n k .
Proofs for special cases
Proof of Corollary 3. By Theorems 1, 2, and 3, it suffices to prove that Λ b = Λ g = λ with probability 1. A Galton-Watson (GW) branching process is a discrete-time non-negative integer-valued population process defined as follows: at each time step, each individual in the population has an independent number of offsprings, according to a distribution F , that form the population at the next time. In [26, Chapter 3] , it is shown that a GW tree where F has mean m has branching number and upper growth equal to log m.
To compute the branching number of an infinite Yule tree T 0 , we use a comparison to a GW tree. Fix > 0. Let F be the distribution of the number of lineages in T 0 at time . By standard branching process results [4, Equation (4) on page 108], m = e λ . By the memoryless property of the exponential, the number of lineages |π N | in the Yule tree at time N is identically distributed to the population size Z N of a GW tree with offspring distribution F at time N . Then
which implies that Λ g ≤ 1 · log e λ = λ. Similarly, let π be a cutset in T 0 and let π be the cutset obtained by rounding up the points in π to the next -multiple closer to the root (removing duplicates). Let δ GW (v) be the distance from the root to vertex v in the GW tree. Then
Proof of Corollary 4. Let τ i = t i −t i−1 be the amount of time during which T 0 has i lineages (with t 0 = 0). Then (τ i ) i are independent exponential random variables with parameters (1/(iλ)) i . Let
Similarly,
By Chebyshev's inequality, for all 0 < σ < 1,
where we used (18). Let 0 < σ 2 < σ 2 < σ 1 < σ 1 < 1. From the previous equation, we get for
and similarly for the other direction. Take
Then Assumption 2 is satisfied asymptotically with c ι = a ι − , c ι = a ι + and
Sensitivity to estimate of α
So far in this section, we considered the MLE of µ given α. Here we look at the sensitivity of the MLE to estimation errors on α. Theorem 4 shows that there exists a √ n k -consistent estimator of α under Assumption 2, which is unrelated to the growth or height of the species tree. Moreover the estimator of α we derive does not require the knowledge of µ. Hence suppose that we have a √ n k -consistent estimatorα k of α. Let Var T k denote the variance under the parameter α =α k (with µ and γ unchanged) and letθ k be the corresponding weights of the MLE of µ, that is, the choice of weights assuming that α =α k and minimizing
For all k and under the true α, Yθ k is an unbiased estimator of µ. Moreover, becauseα k = α + o(1) and so on, the bounds in Theorems 2 and 3 apply to
] satisfies the bounds in Theorems 2 and 3.
5 Convergence rate of a new estimator for α and γ
In this section, we provide a novel estimator for (α, γ). Under natural assumptions on the species tree, we show that this estimator is √ n k -consistent. Moreover this estimator does not require the knowledge of µ. Interestingly, in contrast to what we showed for µ, the conditions for √ n kconsistency in this case do not involve the growth, or even the height, of the species tree. This is in line with the results in [18] , who found that µ requires an unbounded tree height to be microergodic, whereas α and γ do not. Note, however, that the MLE of α and γ are not simple linear estimators, which makes them harder to study here. In particular, unlike in the case of µ, we do not provide lower bounds on their rate of convergence.
Contrast-based estimator
We first describe the estimator. The proof of its convergence rate is in Section 5.2.
Contrasts Our estimator relies on an appropriately chosen set of contrasts, that is, differences between pairs of leaf states (see e.g. [14] ). More specifically, we choose contrasts associated with internal nodes, as follows. Let T be an ultrametric species tree with leaves L and internal vertices I . For two leaves and , we let ∧ be their most recent common ancestor. Assume that all internal vertices of T have out-degree at least 2. Let i ∈ I be an internal vertex of T, and let Lemma 2 (Contrasts: Distribution [18] ). Let i 1 , . . . , i m be a collection of internal nodes of T. Let C i 1 , . . . , C im be an arbitrary set of associated contrasts. Assume that the corresponding paths P i 1 , . . . , P im are pairwise non-intersecting, that is, none of the pairs of paths share a vertex. Then C i 1 , . . . , C im are mutually independent, multivariate normal with C i ∼ N (0, 2γ(1 − e −2αT (i) )).
Proof. Indeed, expanding the covariance, we get for j = j
since, by assumption, j ι ∧ j ι is the same vertex for all ι, ι = 1, 2. The following lemma will be useful in identifying an appropriate collection of contrasts. Lemma 3 (Contrasts: A large collection [18] ). Let T be an ultrametric tree and let I (a,b) be the set of internal nodes of T whose height from the leaves lies in (a, b). For every a < b, we can select a set of independent contrasts C , associated with internal nodes in I (a, b), such that I (a,b) .
The estimator For a sequence of trees T = (T k ) k , let L k be the leaf set of T k ; I k , the set of its internal vertices; n k = |L k | and n k (a, b) = |I k (a, b)|; and T k (i), the height of i, for each i ∈ I k . The idea behind our estimator is to set up a system of equations that characterize α and γ uniquely. Our construction relies on the following condition. We illustrate this condition on two special cases below.
We set up our equations as follows. Let m k = βn k /2 . Under Assumption 2, by Lemma 3, for each k we can choose two collections of independent contrasts (C 
is invertible in α on (0, +∞). Hence a natural estimator of (α, γ) is obtained by settinĝ
.
We will show in the proof of invertibility below that H k is actually strictly increasing, and therefore relatively straightforward to invert numerically. It remains to prove invertibility.
Lemma 4 (Invertibility of the system). Under Assumption 2, H k (α) is strictly positive, differentiable, and invertible on (0, +∞).
Proof. We have that 
Note that the function 1 − e −2αT k (j r ) , that is,
for every r, r , so that each (r, r )-term in (19) is strictly positive. Hence, we can deduce that ∂ log H k (α)/∂α > 0, that is, log H k (and hence H k itself) is strictly increasing on (0, +∞) and continuous, and therefore invertible.
Note that we cannot use the law of large numbers to derive consistency (despite the independence of the contrasts) because a k /b k is a bounded, but not necessarily convergent, sequence and H −1 k is continuous, but depends on k. Instead we argue directly about √ n k -consistency below.
Proof of Theorem 4
Proof Then, by Lemma 5, letting
we have for k large enough
That implies |α k − α| = O p (n −1/2 k ). The argument forγ k is similar.
