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Abstract
In this paper, we provide a Rapid Orthogonal Approximate Slepian Transform (ROAST) for the discrete
vector that one obtains when collecting a finite set of uniform samples from a baseband analog signal. The
ROAST offers an orthogonal projection which is an approximation to the orthogonal projection onto the
leading discrete prolate spheroidal sequence (DPSS) vectors (also known as Slepian basis vectors). As
such, the ROAST is guaranteed to accurately and compactly represent not only oversampled bandlimited
signals but also the leading DPSS vectors themselves. Moreover, the subspace angle between the ROAST
subspace and the corresponding DPSS subspace can be made arbitrarily small. The complexity of com-
puting the representation of a signal using the ROAST is comparable to the FFT, which is much less than
the complexity of using the DPSS basis vectors. We also give non-asymptotic results to guarantee that
the proposed basis not only provides a very high degree of approximation accuracy in a mean squared
error sense for bandlimited sample vectors, but also that it can provide high-quality approximations of all
sampled sinusoids within the band of interest.
1 Introduction
The Nyquist-Shannon sampling theorem guarantees that real world signals that are bandlimited (or can be
made bandlimited by filtering) can be replaced by a discrete sequence of their samples without the loss of
any information. These samples can then be processed digitally. In particular, the discrete Fourier transform
(DFT) for digital signals has been widely used for many applications in engineering, mathematics, and
science thanks to the fast Fourier tranform (FFT), an efficient algorithm for computing the DFT.
Due to the fact that finite windowing in the time domain will spread out a signal’s spectrum in the fre-
quency domain, however, the DFT suffers from frequency leakage when used to represent a finite-length
vector arising from a bandlimited signal with a narrowband spectrum, or even a pure sinusoid. This prob-
lem can be mitigated to some degree by applying a smooth windowing function in the sampling system. Al-
ternatively, one can compactly represent the signals using a basis of timelimited discrete prolate spheroidal
sequences (DPSS’s). DPSS’s, first introduced by Slepian in 1978 [2], are a collection of orthogonal bandlim-
ited sequences that are most concentrated in time to a given index range. When limited in the time domain,
they provide a compact (and again orthogonal) representation for sampled bandlimited signals.
Owing to their concentration in the time and frequency domains, the DPSS’s have been successfully
used in numerous signal processing applications. For instance, DPSS’s can be applied to find the min-
imum energy, infinite-length bandlimited sequence that extrapolates a given finite timelimited vector of
samples [2]; bandlimited extrapolation is a classical signal processing problem and appears in applications
such as spectral estimation and image processing [3,4]. Another problem involves estimating time-varying
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channels in wireless communication systems. In [5,6], Zemen et al. showed that expressing the time-varying
subcarrier coefficients with a DPSS basis yields better estimates than those obtained with a DFT basis, which
suffers from frequency leakage. In through-the-wall radar imaging using stepped-frequency synthetic aper-
ture radar (SAR) [7], the DPSS basis can be utilized for efficiently mitigating wall clutter and for detecting
targets behind the wall [8–10]. In addition, DPSS’s are useful for multiband signal identification [11] and
narrowband and multiband signal recovery from compressive measurements [12, 13]. Building on this,
DPSS’s have been used to enable compressive sensing of physiological signals [14]. More broadly, the abil-
ity to recover multiband signals is beneficial for developing high-bandwidth radio receivers for cognitive
radio and communications intelligence [15].
Unfortunately, unlike the DFT which can be computed efficiently with the FFT algorithm, there exists
no algorithm that can efficiently compute the DPSS representation for a very large signal. Recently, we
proposed [16] a fast Slepian transform (FST), a fast method for computing approximate projections onto the
leading DPSS vectors and compressing a signal to the corresponding low dimension. Despite its favorable
properties, the fast algorithm presented in [16] did not correspond to an orthogonal projection. In this
paper, we illustrate an alternative orthonormal basis that provides an approximate but sufficiently accurate
representation of the subspace spanned by the leading DPSS vectors and compactly captures most of the
energy in oversampled bandlimited signals. The representation of an arbitrary vector in this basis can again
be computed efficiently (with complexity comparable to that of the FFT), and we refer to this procedure as
the Rapid Orthogonal Approximate Slepian Transform (ROAST).
One of the main contributions of this paper is to confirm that such an orthonormal basis not only pro-
vides a very high degree of approximation accuracy in a mean squared error (MSE) sense for baseband
sample vectors, but also that it can provide high-quality approximations for all sample vectors of sinusoids
with frequencies in the band of interest. After Section 1.1 provides background on DPSS’s, Section 1.2 pro-
vides details on the ROAST construction, fast computations, and theoretical approximation guarantees. The
orthogonality of this transform also extends its relevance to new applications, as we describe in Section 1.3.
Section 2 contains proofs of the main results. Experiments in Section 3 confirm that ROAST offers signal
approximation quality that is comparable to the DPSS, but with a much lower computational burden.
1.1 DPSS bases
To begin, we briefly review some important definitions and properties of DPSS’s.
1.1.1 Definitions
For any W ∈ (0, 12 ), let BW : `2(Z) → `2(Z) denote a bandlimiting operator that bandlimits the discrete-
time Fourier transform (DTFT) of a discrete-time signal to the frequency range [−W,W ] (and returns the
corresponding signal in the time domain). In addition, for any N ∈ N, let TN : `2(Z) → `2(Z) denote the
timelimiting operator that zeros out all entries outside the index range {0, 1, . . . , N − 1}.
Definition 1. (DPSS’s [2]) Given W ∈ (0, 12 ) and N ∈ N, the Discrete Prolate Spheroidal Sequences (DPSS’s)
{s(0)N,W , s(1)N,W , . . . , s(N−1)N,W } are real-valued discrete-time sequences that satisfy BW (TN (s(`)N,W )) = λ(`)N,W s(`)N,W for all
l ∈ {0, . . . , N − 1}. Here λ(0)N,W , . . . , λ(N−1)N,W are the eigenvalues of the operator B[−W,W ]TN with order 1 > λ(0)N,W >
λ
(1)
N,W > · · · > λ(N−1)N,W > 0.
Definition 2. (DPSS vectors [2]) GivenW ∈ (0, 12 ) andN ∈ N, the DPSS vectors1 s(0)N,W s(1)N,W , . . . , s(N−1)N,W ∈ RN
are defined by limiting the DPSS’s to the index range {0, 1, . . . , N − 1} and satisfy
BN,Ws
(`)
N,W = λ
(`)
N,Ws
(`)
N,W ,
1Throughout the paper, finite-dimensional vectors and matrices are indicated by bold characters, while the other variables such as
infinite-length sequenes are not in bold typeface.
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whereBN,W ∈ CN×N is the prolate matrix with elements
BN,W [m,n] =
sin (2piW (m− n))
pi(m− n) .
LetSN,W denote anN×N matrix whose `-th column is the DPSS vector s(`)N,W for all ` = 0, . . . , N−1 and
ΛN,W be an N × N diagonal matrix with diagonal entries being the DPSS eigenvalues λ(0)N,W , . . . , λ(N−1)N,W .
The prolate matrixBN,W can be factorized as
BN,W = SN,WΛN,WS
∗
N,W ,
which is an eigendecompostion of BN,W . Here A∗ represents the adjoint of A. The DPSS’s are orthogonal
on Z and on {0, . . . , N − 1}, and they are normalized so that
〈TN (s(k)N,W ), TN (s(`)N,W )〉 =
{
1, k = `,
0, k 6= `.
Consequently, it can be shown [2] that ‖s(`)N,W ‖22 = 1λ(`)N,W . Thus, when λ
(`)
N,W is close to 1, the corresponding
DPSS vector s(`)N,W has energy mostly concentrated in the frequency range [−W,W ]. On the other hand
when λ(`)N,W is close to 0, the corresponding DPSS vector s
(`)
N,W has most of its energy outside the frequency
range [−W,W ]. These properties, along with the following result on the distribution of the eigenvalues
λ
(`)
N,W , make the DPSS’s a suitable basis to provide a compact representation for sampled bandlimited sig-
nals.
Theorem 1. (Concentration of the spectrum [2, 13, 16, 17].) For any W ∈ (0, 12 ), N ∈ N, and  ∈ (0, 12 ), we have
λ
(b2NWc−1)
N,W ≥
1
2
≥ λ(d2NWe)N,W
and
#{ ≤ λ(`)N,W ≤ 1− } ≤ 2CN log
(
15

)
,
where CN = 4pi2 log(8N) + 6.
Here bac denotes the largest integer that is not greater than a and dae denotes the smallest integer that
is not smaller than a. Theorem 1 implies that the first ≈ 2NW eigenvalues tend to cluster very close
to 1, while the remaining eigenvalues tend to cluster very close to 0, after a narrow transition of width
O(log(N) log(1 )).
1.1.2 Representations of sampled sinusoids and oversampled bandlimited signals
Define
ef :=

ej2pif0
ej2pif1
...
ej2pif(N−1)
 ∈ CN
for all f ∈ [− 12 , 12 ] as the sampled complex exponentials. For any integer K ∈ {1, 2, . . . , N}, let SK :=
[SN,W ]K denote the N × K matrix formed by taking the first K DPSS vectors (where N and W are clear
from the context and typically K ≈ 2NW ). Note that for any orthonormal matrixQ ∈ CN×K ,∫ W
−W
‖ef −QQ∗ef‖22 df =
∫ W
−W
trace
(
efe
∗
f −QQ∗efe∗f
)
df
= trace (BN,W −QQ∗BN,W ) .
(1)
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For any value of K, the quantity in (1) is minimized by the choice of Q = SK . This implies that SK is the
best basis of K columns to represent (in an MSE sense) the collection of sampled sinusoids {ef}f∈[−W,W ].
Formally, ∫ W
−W
‖ef − SKS∗Kef‖22 df =
N−1∑
`=K
λ
(`)
N,W , (2)
whereas for each f ∈ [−W,W ], ‖ef‖22 = N . It follows from Theorem 1 that SK provides very accurate
approximations (in an MSE sense) for all sampled sinusoids {ef}f∈[−W,W ] if one chooses K slightly larger
than 2NW . We note that this efficiency is in contrast to the DFT, where certain “on-grid” sinusoids (those
whose frequencies are harmonic multiples of 1/N ) can be represented using just one DFT basis vector, but
all other “off-grid” sinusoids require O(N) DFT basis vectors due to frequency leakage.
We note that any representation guarantee for sampled sinusoids {ef}f∈[−W,W ] can also be used for
finite-length sample vectors arising from sampling random bandlimited baseband signals. Suppose x is a
continuous-time, zero-mean, wide sense stationary random process with power spectrum
Px(F ) =
{
1
Bband
, F ∈ [−Bband2 , Bband2 ],
0, otherwise.
Let x = [x(0) x(Ts) · · · x((N − 1)Ts)]T ∈ CN denote a finite vector of samples acquired from x(t) with a
sampling interval of Ts ≤ 1/Bband. Let fc = FcTs and W = BbandTs2 . We have [13]
E
[
‖x−QQ∗x‖22
]
=
1
2W
∫ W
−W
‖ef −QQ∗ef‖22 df. (3)
Finally, let FN,W denote the partial normalized DFT matrix with the lowest 2bNW c+ 1 frequency DFT
vectors of length N , i.e.,
FN,W =
1√
N
[
e− bNWcN
· · · e bNWc
N
]
.
It follows that FN,WF ∗N,W is an orthogonal projector onto the column space of FN,W . The following result
states that the difference between the prolate matrixBN,W and FN,WF ∗N,W is effectively low rank.
Theorem 2. [16] Let N ∈ N and W ∈ (0, 12 ) be given. Then for any  ∈ (0, 12 ), there exist N ×N matrices L and
E such that
BN,W = FN,WF
∗
N,W +L+E,
where
rank(L) ≤ CN log
(
15

)
, ‖E‖ ≤ .
Here CN is the constant specified in Theorem 1.
This result is a key factor in fast computing an approximate Slepian transform in [16] and will play
an important role in the construction of the ROAST, which can be used for computing fast orthogonal
approximations of sampled sinusoids and bandlimited signals.
1.2 ROAST: Rapid Orthogonal Approximate Slepian Transform
1.2.1 Construction and relation to the DPSS subspace
In [16], we demonstrated a fast method to approximately project an arbitrary vector onto the subspace
spanned by the first slightly more than 2NW eigenvectors of BN,W (i.e., the DPSS vectors) by utilizing
the fact that the difference between BN,W and FN,WF ∗N,W approximately has a rank of O(logN) (see
Theorem 2). Note that, in [16], the approximate projection is not a true orthogonal projection onto any
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subspace. Here, we exhibit a subspace that captures most of the energy in the first 2NW DPSS vectors
(and also the energy in sampled sinusoids within the band of interest), and this subspace has an orthogonal
projector that can be applied efficiently to an arbitrary vector.
By utilizing the result thatBN,W−FN,WF ∗N,W is approximately low rank and also thatFN,W can be ap-
plied to a vector efficiently with the FFT, we build an orthonormal basis for our subspace by concatenating
FN,W with a certain matrixQ′ as follows:
Q =
[
FN,W Q
′] ,
whereQ′ is anN×R (for someR that we can choose as desired) orthonormal matrix that is also orthogonal
to FN,W . Let FN,W denote the N × (N − 2bNW c − 1) matrix with the highest frequency N − 2bNW c − 1
DFT vectors of length N . Thus FN :=
[
FN,W FN,W
]
is the normalized N ×N DFT matrix. SinceQ′ must
be orthogonal to FN,W and the columns of Q′ must be orthonormal, we can write Q′ as Q′ = FN,WV , for
some V ∈ C(N−2bNWc−1)×R that is orthonormal (one can verify that F ∗N,WQ′ = 0 and (Q′)∗Q′ = I). Thus,
the desired orthogonal approximate Slepian basis is given as
Q =
[
FN,W FN,WV
]
, V TV = I. (4)
The optimal V is chosen such that the subspace spanned by Q captures the important DPSS vectors.
(Since all the DPSS vectors s(0)N,W , . . . , s
(N−1)
N,W form an orthonormal basis for CN , no subspace of CN can
capture all of them except CN itself.) To illustrate how we obtain V , consider the following weighted least
squares problem
minimize
Q
%(Q) :=
N−1∑
`=0
λ
(`)
N,W
∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥2
2
. (5)
Here we use the DPSS eigenvalue λ(`)N,W to weight the energy in the DPSS vector s
(`)
N,W that is not captured by
Q. The reason is that the larger the DPSS eigenvalue, the more concentration the corresponding DPSS vector
has in the frequency domain, implying that the DPSS vector is more important in practical applications such
as representing sampled bandlimited signals (see (2)). To solve (5), we rewrite %(Q) as
%(Q) = trace
(N−1∑
`=0
λ
(`)
N,Ws
(`)
N,W (s
(`)
N,W )
T −QQ∗λ(`)N,Ws(`)N,W (s(`)N,W )T
)
= trace (BN,W −QQ∗BN,W )
=
∫ W
−W
‖ef −QQ∗ef‖22 df,
(6)
where the last line follows from (1). In other words, an orthonormal basis Q obtained by minimizing %(Q)
is also an optimal basis to represent sampled sinusoids (and thus also certain bandlimited signals) in the
MSE sense.
PluggingQ =
[
FN,W FN,WV
]
into the above equation yields
%(Q) = trace(F
∗
N,WBN,WFN,W − V V ∗F
∗
N,WBN,WFN,W ),
which suggests that setting V equal to the R dominant left singular vectors of F
∗
N,WBN,WFN,W results in
a relatively small representation residual %(Q) as long as F
∗
N,WBN,WFN,W has an effective rank of R. In
fact, we find that certain numerical issues can be avoided by adopting the R dominant left singular vectors
of F
∗
N,WBN,W (rather than F
∗
N,WBN,WFN,W ), and that the same strong theoretical guarantees can be
established for this construction. The following result provides such a guarantee for the standard ROAST
construction involving the singular vectors of F
∗
N,WBN,W ; we briefly revisit the idea of a constructing
involving the singular vectors of F
∗
N,WBN,WFN,W in Section 2.3.
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Theorem 3. (Representation guarantee for DPSS vectors) Fix N ∈ N and W ∈ (0, 12 ). For any  ∈ (0, 12 ), fix K to
be such that λ(K−1)N,W ≥  and set R = dCN log (15/)e, where CN is the constant specified in Theorem 1. Then the
orthonormal basis Q =
[
FN,W FN,WV
]
with V ∈ C(N−2bNWc−1)×R containing the R dominant left singular
vectors of F
∗
N,WBN,W satisfies
‖SKS∗K −QQ∗SKS∗K‖2 ≤ ,
‖s(`)N,W −QQ∗s(`)N,W ‖22 ≤ ,
for all ` = 0, 1, . . . ,K − 1. By slightly increasing R to R = dCN log (15N/)e, the subspace angle ΘSK ,Q between
the columns spaces of SK andQ satisfies
cos (ΘSK ,Q) ≥
√
1− .
The formal definition of (the largest principal) angle between two subspaces is given in Definition 3.
Informally, if the subspace angle Θ is small, the two subspaces are nearly linearly dependent and one
subspace is almost “contained” in the other subspace. Here, to guarantee that the column space of SK
is almost “contained” in the column space of Q, one can make ΘSK ,Q arbitrary small by increasing R.
However, we note that we are not guaranteed that ‖QQ∗ − SKS∗K‖ is small since in general ‖QQ∗ −
SKS
∗
K‖ = 1 ifQ and SK have a different number of columns. Instead, we are guaranteed that the subspace
spanned by the columns of SK is approximately within the column space of Q and the angle between the
two subspaces is small by Theorem 3. We also note that the bound on ‖SKS∗K−QQ∗SKS∗K‖ is useful since
for any vector a ∈ CN
‖a−QQ∗a‖2 ≤ ‖a−QQ∗SKS∗Ka‖2
≤ ‖a− SKS∗Ka‖2 + ‖SKS∗K −QQ∗SKS∗K‖2‖a‖2
≤ ‖a− SKS∗Ka‖2 +
√
‖a‖2,
which2 implies any representation guarantee for SK can be utilized forQ.
1.2.2 Representations of sampled sinusoids and oversampled bandlimited signals
As illustrated in (6), the orthonormal matrix obtained by minimizing %(Q) is also expected to accurately
represent sampled sinusoids within the band of interest in the MSE sense. This is formally established in
the following results.
Theorem 4. (Average representation error) Fix W ∈ (0, 12 ) and N ∈ N. For any  ∈ (0, 12 ), set
R = max
{⌈
CN log
(
15CN
N
)⌉
+ 1, 0
}
,
where CN is the constant specified in Theorem 1. Then the orthonormal basis Q =
[
FN,W FN,WV
]
with V ∈
C(N−2bNWc−1)×R containing the R dominant left singular vectors of F ∗N,WBN,W satisfies∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df ≤ 
A similar approximation guarantee can be established for vectors arising from sampling random ban-
dlimited signals by using (3).
2Here the first inequality holds because QQ∗a is the orthogonal projection of a onto Span(Q) (the column space of Q) and thus
is closest to a among all points in Span(Q), in whichQQ∗SKS∗Ka also lies.
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In [17], we rigorously show that every discrete-time sinusoid with a frequency f ∈ [−W,W ] is well-
approximated by the DPSS basis SK when K is slightly larger than 2NW . The proof is based on an asymp-
totic result on the DTFT of the DPSS basis functions (which are known as discrete prolate spheroidal wave
functions (DPSWF’s)) and the result is thus asymptotic. Here we use a different approach to obtain a
non-asymptotic guarantee for approximating every discrete-time sinusoid with a frequency f ∈ [−W,W ].
Noting that ‖ef −QQ∗ef‖22 is differentiable everywhere, we first show that its derivative is bounded above
by 2piN2. Then by utilizing the previous result on
∫W
−W ‖ef −QQ∗ef‖
2
2 df , one obtains a similar bound on
‖ef −QQ∗ef‖22.
Theorem 5. (Representation guarantee for pure sinusoids) LetN ∈ N andW ∈ (0, 12 ) be given such thatW ≥ 14piN .
For any  ∈ (0, 12 ), set
R = max
(⌈
CN log(
60piCN
2
)
⌉
+ 1,
⌈
CN log(
15CN
NW
)
⌉
+ 1
)
,
where CN is the constant specified in Theorem 1. Then the orthonormal basis Q =
[
FN,W FN,WV
]
with V ∈
C(N−2bNWc−1)×R containing the R dominant left singular vectors of F ∗N,WBN,W satisfies
‖ef −QQ∗ef‖22
‖ef‖22
≤ 
for all f ∈ [−W,W ].
Remark 1. In [17], we show a similar but asymptotic result for the Slepian basis as follows. Fix W ∈ (0, 12 )
and δ ∈ (0, 12W − 1). Let K = 2NW (1 + δ). Then there exist constants C˜1, C˜2 and N0 ∈ N (which may
depend on W and δ) such that
‖ef − SKS∗Kef‖22
‖ef‖22
≤ C˜1N3/2e−C˜2N
for all N ≥ N0 and f ∈ [−W,W ]. Compared with this result, Theorem 5 is non-asymptotic and provides
detail on the constants involved.
Finally, we remark that for Q =
[
FN,W FN,WV
]
with V ∈ C(N−2bNWc−1)×R, both Q and Q∗ can be
applied to a vector with computational complexity O(N logN + NR). As an example, for any a ∈ CN ,
a˜ =
[
FN,W FN,W
]H
a can be efficiently computed using the FFT with complexity O(N logN). Then
V ∗a˜2 can be computed via conventional matrix-vector multiplication with complexity O(NR), where a˜2
is the sub-vector obtained by taking the last N − 2bNW c − 1 entries of a˜2. Thus the total computational
complexity for computingQ∗a is O(N logN +NR).
1.2.3 ROAST construction with a randomized algorithm
We note that the DPSS vectors are not involved in constructing V and Q. Directly computing V with
the Businger-Golub algorithm [18] has complexity O(N(N − 2bNW c − 1)R). Noting that F ∗N,WBN,W is
effectively low rank, however, we can apply a fast randomized algorithm [19] to compute an approximate
basis for the range of F
∗
N,WBN,W . Let Ω be an N × P standard Gaussian matrix. We construct a matrix
V whose columns form an orthonormal basis for the range of F
∗
N,WBN,WΩ. By applying the FFT, the
complexity of computing F
∗
N,WBN,WΩ is O(PN logN). Computing an orthonormal basis for the range of
F
∗
N,WBN,WΩ requires O(NP 2) flops. The following results establish the dimensionality of V needed and
the representation guarantee with the corresponding basis.
Theorem 6. (Guarantee for randomized algorithm) Fix N ∈ N and W ∈ (0, 12 ). For any  ∈ (0, 12 ), fix K to
be such that λ(K−1)N,W ≥ . Let Ω be an N × P standard Gaussian matrix, with P specified as below. Also let
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V be an orthonormal basis for the column space of the sample matrix F
∗
N,WBN,WΩ. Then the orthonormal basis
Q =
[
FN,W FN,WV
]
has the following expression ability in expectation.
(i) Setting
P =
⌈
2CN log
(
30 + 15e

)⌉
+ 3,
we are guaranteed that
E
[
‖SKS∗K −QQ∗SKS∗K‖2
]
≤ ,
E
[∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥2
2
]
≤ 
for all l = 0, 1, . . . ,K − 1. By slightly increasing P to
P =
⌈
2CN log
(
(30 + 15e)N

)⌉
+ 3,
we have
E [cos (ΘSK ,Q)] ≥
√
1−N.
(ii) Sampled sinusoids within the band of interest are well-approximated byQ in expectation:
E
[∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df
]
≤ 
with
P =
⌈
4
3
CN log
(
15
√
2CN

)
+
7
3
⌉
.
(iii) The orthonormal basisQ can also capture most of the energy in each pure sinusoid:
E
[
‖ef −QQ∗ef‖22
‖ef‖22
]
≤ 
for all f ∈ [−W,W ] with
P = max
(⌈
4
3
CN log(
60piN
√
2CN
2
) +
7
3
⌉
,
⌈
4
3
CN log(
15pi
√
2CN
W
) +
7
3
⌉)
.
Here E denotes expectation with respect to the random matrix Ω.
Remark 2. Using concentration of measure [19], we can argue that the results above hold for a particular
sampling matrix Ω with high probability.
In summary, the ROAST offers a computationally efficient alternative to the DPSS with virtually the
same approximation performance. The ROAST could therefore be considered for use in many of the appli-
cations involving DPSS’s that were described earlier in this introduction. For example, in through-the-wall
radar imaging using stepped-frequency SAR [8,9], the wall return is modeled as a sampled bandpass signal
and thus the ROAST can be used to efficiently mitigate the wall return at each antenna.
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1.3 Benefits of an orthonormal basis
For any δ ∈ (0, 12 ), fix K to be such that λ(K−1)N,W ≥ δ. In [16], we demonstrated a fast factorization of SKS∗K
by constructing T 1 =
[
FN,W D1
]
and T 2 =
[
FN,W D2
]
(withD1,D2 ∈ RN×r) such that
‖SKS∗K − T 1T ∗2‖ ≤ 2δ, with r ≤ 3CN log
(
15
δ
)
. (7)
We utilize FST to denote the approximate projection T 1T ∗2.
However, neither T 1 nor T 2 is orthonormal and in general ‖T ∗2x‖ 6= ‖T 1T ∗2x‖ and ‖T ∗2x‖ 6= ‖T 2T ∗2x‖.
Moreover, neither T 1 nor T 2 is well conditioned (i.e., both have a large condition number). In some applica-
tions like orthogonal precoding for wireless communication [20], an orthonormal transform Q is required
or preferred, in order to ensure that ‖PQx‖ = ‖Q∗x‖ or that Q is well conditioned. We list two more
stylized applications in signal processing below.
1.3.1 Signal recovery
Suppose x ∈ CN is a sampled bandlimited signal with digital frequencies within the band [−W,W ] and we
observe it through
y = Φx,
where Φ ∈ CM×N (2NW ≤ M ≤ N ) is the sensing matrix. Knowing that x approximately lives in the
subspace spanned by SK , we recover x by solving
minimize
α
‖y −ΦSKα‖22,
which is also a key part in a compressive sensing recovering algorithm for multiband analog signals [13]
(see also [15]). The above least-squares problem is equivalent to the following system of linear equations
S∗KΦ
∗ΦSKα = S∗KΦ
∗y, (8)
which can be solved by numerical algorithms such as conjugate gradient descent (CGD) [21]. The compu-
tational complexity of the CGD method depends on two factors: the convergence speed, which depends
on the condition number of the system A := S∗KΦ
∗ΦSK and determines the number of iterations re-
quired, and the computational burden in each iteration, mainly involving the application ofA to a length-M
vector. Utilizing a structured sensing matrix Φ that has a fast implementation (such as the fast Johnson-
Lindenstrauss transform [22]), we can efficiently implement A if we replace SK by the fast transform T 1
or T 2 [16] or the ROAST Q of the form (4). Unfortunately, both T 1 and T 2 have large condition number,
resulting in slow convergence of the CGD method since the corresponding system A in general also has
large condition number. Thus, in this case, the orthonormal basisQ is preferable.
1.3.2 Line spectral estimation
Consider a measurement vector y consisting of a superposition of r sampled exponentials:
y =
r∑
i=1
α?i ef?i ,
where {f?i } are the frequencies and {α?i } are the corresponding coefficients. We may attempt to recover the
frequencies {f?1 , . . . , f?r } by solving the following nonlinear least squares problem
{f̂i, α̂i} := arg min
fi,αi
∥∥∥∥∥y −
r∑
i=1
αiefi
∥∥∥∥∥
2
2
. (9)
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Suppose we are given a priori knowledge that the frequencies f∗i ∈ [−W,W ] for all i ∈ {1, . . . , r}. Then we
can reduce the computational cost of solving by (9) by projecting the measurements y onto the range space
ofQ [23]:
{f i, αi} := arg min
fi,αi
∥∥∥∥∥PQ
(
y −
r∑
i=1
αiefi
)∥∥∥∥∥
2
2
= arg min
fi,αi
∥∥∥∥∥Q∗
(
y −
r∑
i=1
αiefi
)∥∥∥∥∥
2
2
. (10)
It is shown in [23] that the projected problem (10) has the same stationary points as the full problem (9)
under certain conditions on the range space of Q. When applying an optimization method like Gauss-
Newton, the advantage of the projected problem (10) over the full problem (9) is that each optimization
step is much cheaper since the projected Jacobian has much smaller size.
Based on this observation, for the general case where the frequencies lie in multiple bands, [23] provides
an iterative algorithm that in each iteration finds one underlying band and projects the signal onto this
band, then applies Gauss-Newton to solve the projected problem. We also note that our Q can be further
reduce the computational cost in [23] since Q can be efficiently applied to a vector, while the orthonormal
basis utilized in [23] is a numerical approximation (obtained by performing PCA on a set of sinusoids) to
the Slepian basis SK .
1.4 Comparision of ROAST and FST [16]
There are some similarities and differences between ROAST and FST (i.e., T 1T ∗2 in (7)). With respect to the
similarities, both ROAST and FST consist of two parts: the partial DFT matrix (which can be applied to a
vector efficiently via the FFT) and a skinny matrix (which can also be efficiently applied to any vector with
standard matrix-vector multiplication since the number of columns is O(logN)). Aside from the fact that
ROAST corresponds to an orthonormal basis while FST is not an exact orthogonal projection, ROAST and
FST also differ in the following respects.
(i) FST explicitly attempts to approximate the operator SKS∗K , while ROAST is motivated by the goal
of approximating the subspace spanned by the DPSS basis vectors. To better reveal the subtle difference
between these two goals, let us take a closer look at the objective function (5) corresponding to ROAST:
minimize
Q
N−1∑
`=0
λ
(`)
N,W
∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥2
2
= trace (SΛS∗ −QQ∗SΛS∗) .
In this expression, note that we use the DPSS eigenvalue λ(`)N,W to weight the energy in the DPSS vector
s
(`)
N,W that is not captured by Q. Such an eigenvalue-based weighting (most of the weights are either very
close to 1 or 0) is not present in the FST objective ‖SKS∗K −T 1T ∗2‖. To see why it may not be appropriate to
approximateSKS∗K withQQ
∗, we first note that for two orthogonal projectorsPA andP B, ‖PA−P B‖ = 1
if the dimension of subspace A does not equal the dimension of subspace B. Therefore, ‖SKS∗K −QQ∗‖
will always equal 1 unless the number of columns inQ is set exactly equal to K. Even if we set the number
of columns we use for Q equal to K, let us take a closer look at what form ‖SKS∗K −QQ∗‖ would take if
Q has the form
[
FN,W FN,WV
]
:
‖SKS∗K −QQ∗‖ =
∥∥∥∥[F ∗N,WSKS∗KFN,W − I F ∗N,WSKS∗KFN,WF ∗N,WSKS∗KFN,W F ∗N,WSKS∗KFN,W − V V ∗
]∥∥∥∥ . (11)
In (11), we see that regardless of the choice of V (even if we could make the bottom right block equal to
zero), the overall quantity ‖SKS∗K −QQ∗‖ could be still large since the other three blocks in the right hand
side of (11) are not negligible (in terms of the spectral norm), though probably all of them are low-rank.
(ii) Although [16] focuses on approximating SKS∗K , it is also possible to derive signal approximation
guarantees for the FST. However, these will be slightly weaker than those for ROAST in that we require a
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slightly larger size (number of columns in T 1 and T 2) for FST to have a similar approximation guarantee.
In particular, using a similar approach to that used for establishing Theorem 4, we have∫ W
−W
‖ef − T 1T ∗2ef‖22
‖ef‖22
df ≤ 2, with r = 3 max
{⌈
CN log
(
15CN
N
)⌉
+ 1, 0
}
. (12)
Comparing (12) and Theorem 4, we see that FST requires a slightly larger size for a comparable approx-
imation guarantee. In practice, we observe that ROAST requires much smaller size than FST to achieve
a similar approximation quality (see Section 3), since ROAST is constructed by explicitly minimizing the
MSE for approximating sampled sinusoids.
(iii) We note that although the approximation guarantee (12) for FST and the one in Theorem 4 for
ROAST provide similar upper bounds on the number of columns in the skinny matrices D1, D2 and V ,
the construction of these matrices is different. For FST, given K and δ, we provided an explicit construction
for the skinny matrices D1,D2 ∈ RN×r in [16] with an upper bound on r given in (7). For ROAST, we
construct V by computing the singular vectors of F
∗
N,WBN,W and thus there is freedom to choose the
number of singular vectors to be utilized.3 This freedom is useful in applications like orthogonal precoding
for wireless communication [20] where one has a requirement on the size of the transforms (and thus R).
We compare the speed and approximation performance of ROAST and FST using numerical experi-
ments in Section 3.
2 Proof of main results
2.1 Supporting results
We first establish the following definition of angle between subspaces to compare subspaces of possibly
different dimensions.
Definition 3. Let SA and SB be the subspaces formed by the columns of the matrices A and B respectively. The
subspace angle ΘA,B between SA and SB is given by
cos(ΘA,B) := inf
a∈SA,‖a‖2=1
‖PBa‖2
if dim(SB) ≥ dim(SA), or
cos(ΘA,B) := inf
b∈SB ,‖b‖2=1
‖PAb‖2
if dim(SB) < dim(SA). Here PB (or PA) denotes the orthogonal projection onto the column space ofB (orA).
We remark that when the subspaces SA and SB have the same dimension, our definition of subspace
angle coincides with the subspace gap [24], defined as sin(ΘA,B). Smaller ΘA,B indicates a smaller gap
between SA and SB . We also connect our definition of subspace angle to principal angles between two
subspaces defined as follows.
Definition 4. [25] Suppose A ∈ RN×p and B ∈ RN×q are orthonormal bases for the subspaces SA ⊂ RN×N and
SB , respectively. Suppose p ≥ q. Then the principal angles between SA and SB , θ1(A,B) ≤ θ2(A,B) ≤ · · · ≤
θq(A,B), are defined as
cos (θi(A,B)) = σi(A
∗B)
for all i ∈ {1, 2, . . . , q}, where σi(·) denotes the i-th largest singular value.
3Though the number of columns for V in Theorems 4-6 matches the information-theoretical bound, it is still quite conservative
compared to experimental results. The simulation results in Section 3 indicate that ROAST with R = 4 logN gives very accurate
representations for most sampled sinusoids and bandlimited signals.
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We note that the subspace angle ΘA,B is equivalent to the largest principal angle θq(A,B). To see this,
we rewrite the smallest singular value:
cos (θq(A,B)) = σq(A
∗B) = inf
‖α‖2=1
‖A∗Bα‖2 = inf
b∈SB‖b‖2=1,
‖A∗b‖2 = inf
b∈SB‖b‖2=1,
‖PAb‖2 ,
where the last inequality follows because by assumption A is an orthonormal basis for SA. Thus, our
definition of subspace angle captures the largest possible principal angle between two subspaces.
Before moving on to prove the main result, we present several results which will also be useful in the
remaining proofs. We start with the following result, a variant of Von Neumann’s trace inquality [26].
Lemma 1. [26] For any M × N (suppose M ≤ N ) matrices A and B with singular values α0 ≥ α1 ≥ · · · ≥
αM−1 ≥ 0 and β0 ≥ β1 ≥ · · · ≥ βM−1 ≥ 0, we have
|trace(AB∗)| ≤
M−1∑
m=0
αmβm.
Proof of Lemma 1. We enlargeA andB into N ×N matricesA′ andB′ with zero rows, i.e.,
A′ =
[
A
0
]
, B′ =
[
B
0
]
.
Let α′0 ≥ α′1 ≥ · · ·α′N−1 and β′0 ≥ β′1 ≥ · · · ≥ β′N−1 be the singular values of A′ and B′, respectively. Note
that αn = α′n, βn = β′n for all n ≤M − 1 and α′n = 0, β′n = 0 for all n ≥M . It follows from Von Neumann’s
trace inquality [26] that
|trace(AB∗)| = ∣∣trace(A′(B′)H)∣∣ ≤ N−1∑
n=0
α′nβ
′
n =
M−1∑
m=0
αmβm.
The following result establishes an upper bound on %(Q) in terms of the singular values ofF
∗
N,WBN,W−
V V ∗F
∗
N,WBN,W .
Lemma 2. Let V ∈ C(N−2bNWc−1)×R be an orthonormal basis with R ≤ (N −2bNW c−1). Let pi0 ≥ pi1 ≥ · · · ≥
piN−2bNWc−2 denote the singular values of F
∗
N,WBN,W − V V ∗F
∗
N,WBN,W . Then
%(Q) =
∫ W
−W
‖ef −QQ∗ef‖22 df ≤
N−2bNWc−2∑
l=0
pil,
whereQ =
[
FN,W FN,WV
]
.
Proof of Lemma 2. Recall (6) that
%(Q) =
∫ W
−W
‖ef −QQ∗ef‖22 df = trace ((I−QQ∗)BN,W ) .
Plugging inQ =
[
FN,W FN,WV
]
, we have
%(Q) = trace
(
(I− [FN,W FN,WV ] [FN,W FN,WV ]∗)BN,W)
= trace
(
F ∗NBN,WFN − F ∗N
[
FN,W FN,WV
] [
FN,W FN,WV
]∗
BN,WFN
)
= trace
(
F
∗
N,WBN,WFN,W − V V ∗F
∗
N,WBN,WFN,W
)
≤
N−2bNWc−2∑
l=0
pil
∥∥FN,W∥∥ ≤ N−2bNWc−2∑
l=0
pil,
(13)
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where the first inequality follows from Lemma 1 by setting A = F
∗
N,WBN,W − V V ∗F
∗
N,WBN,W and
B = F
∗
N,W .
In order to utilize Lemma 2, we need the distribution of the singular values of F
∗
N,WBN,W . This is
established by the following result, whose proof is given in Appendix A.
Lemma 3. (singular value decay) Let σ0 ≥ σ1 ≥ · · · ≥ σN−2bNWc−2 denote the singular values of F ∗N,WBN,W .
Then
σ` ≤ 
when ` = CN log
(
15

)
for any  ∈ (0, 1). Also
σ` ≤ 15e−
`
CN .
Now we are well equipped to prove the main results.
2.2 Proof of Theorem 3
Proof of Theorem 3. We first provide the following results on the representation guarantee for the leading
DPSS vectors and the subspace angle between the column spaces of SK and Q. The proof of Lemma 4 is
given in Appendix B.
Lemma 4. Let V ∈ C(N−2bNWc−1)×R be an orthonormal basis with R ≤ (N − 2bNW c − 1). For any  ∈ (0, 12 ),
fix K to be such that λ(K−1)N,W ≥ . Let
η :=
∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥

Then the orthonormal basisQ =
[
FN,W FN,WV
]
satisfies
‖SKS∗K −QQ∗SKS∗K‖2 ≤ η,
cos (ΘSK ,Q) ≥
√
1−Nη,∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥2
2
≤ η
for all l = 0, 1, . . . ,K − 1.
Since V contains the first R principal eigenvectors of F
∗
N,WBN,W , using Lemma 3, we obtain∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥ ≤ 15e− RCN .
If we set R = CN log
(
15
2
)
, we have∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥ ≤ 2.
Alternatively, if one set R = CN log
(
15N
2
)
:∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥ ≤ 2N .
The proof of Theorem 3 completed by utilizing Lemma 4.
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2.3 Proof of Theorem 4
Proof of Theorem 4. Let σ0 ≥ σ1 ≥ · · · ≥ σN−2bNWc−2 denote the singular values of F ∗N,WBN,W . Since
V consists of the R dominant left singular vectors of F
∗
N,WBN,W , the singular values of F
∗
N,WBN,W −
V V ∗F
∗
N,WBN,W are σR, σR+1, . . . , σN−2bNWc−2 and R zeros. It follows from Lemma 3 that
N−2bNWc−2∑
`=R
σ` ≤
N−2bNWc−2∑
`=R
15e
− `CN
=15
e
− RCN (1− e−
N−2bNWc−R−1
CN )
1− e− 1CN
≤15 e
− RCN
1− e− 1CN
= 15
e
−R−1CN
e
1
CN − 1
≤15e−R−1CN CN ,
(14)
where the last line holds because ea−1 ≥ a for all a ≥ 0.
If CN log
(
15CN
N
)
+ 1 ≤ 0, which implies that
N−2bNWc−2∑
`=0
σ` ≤ N,
then by setting R = 0 andQ = FN,W we are guaranteed that∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df ≤ 1
N
N−2bNWc−2∑
`=0
σ` ≤ 1
N
N = .
Otherwise, choosing R = CN log
(
15CN
N
)
+ 1, we have
N−2bNWc−2∑
`=R
σ` ≤N.
Now applying Lemma 2, we have
∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df ≤ 1
N
N−2bNWc−2∑
`=R
σ` ≤ 1
N
N = ,
where we utilize the fact that each sinusoid has energy ‖ef‖22 = N . This completes the proof of Theorem 4.
Remark 3. By (13), we have
%(Q) = trace
(
F
∗
N,WBN,WFN,W − V V ∗F
∗
N,WBN,WFN,W
)
.
Directly solving
minimize
V ∈C(N−2bNWc−1)×R
trace
(
F
∗
N,WBN,WFN,W − V V ∗F
∗
N,WBN,WFN,W
)
,
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we obtain an alternative optimal solution V˜ consisting of the firstR principal eigenvectors ofF
∗
N,WBN,WFN,W .
The orthonormal basis Q′ =
[
FN,W FN,W V˜
]
is optimal in terms of minimizing %(Q) and also for rep-
resenting all discrete-time sinusoids with a frequency f ∈ [−W,W ] in the least square sense. Similar to
Theorem 4, we can also establish an approximation guarantee for V˜ . Note that
F ∗N
(
BN,W − FN,WF ∗N,W
)
FN =
[
F ∗N,WBN,WFN,W − I F ∗N,WBN,WFN,W
F
∗
N,WBN,WFN,W F
∗
N,WBN,WFN,W
]
.
By utilizing the result that
BN,W = FN,WF
∗
N,W +L+E,
where
rank(L) ≤ CN log
(
15

)
and ‖E‖ ≤ ,
we can rewrite F
∗
N,WBN,WFN,W = L2 +E2, where
L2 := F
∗
N,WLFN,W and E2 := F
∗
N,WEFN,W .
Thus,
rank(L2) ≤ CN log
(
15

)
and ‖E2‖ ≤ .
It follows from the Eckart-Young-Mirsky theorem [27] that
‖F ∗N,WBN,WFN,W − V˜ V˜
∗
F
∗
N,WBN,WFN,W ‖ ≤ ‖E2‖ ≤ .
Therefore, choosing R = CN log
(
15CN
N
)
+ 1, with a similar argument we also have∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df ≤ 1
N
trace
(
F
∗
N,WBN,WFN,W − V˜ V˜
∗
F
∗
N,WBN,WFN,W
)
≤ .
We note that all other results in this paper involving V can also be applied to V˜ with similar or slightly
different guarantees.
2.4 Proof of Theorem 5
By Theorem 4, we are guaranteed that the pure sinusoids have, on average, a small representation residual
in the basis Q. Intuitively, the representation error for each pure sinusoid is also guaranteed to be small.
The following result provides an upper bound on the representation error for each pure sinusoid in terms
of the average representation error. Its proof is given in Appendix C.
Lemma 5. For any q ∈ {1, 2, . . . , N}, suppose U ∈ CN×q is an orthonormal basis such that U∗U = I. Also
suppose W ≥ 14piN . Then
‖ef −UU∗ef‖22
‖ef‖22
≤ max
(
2
√
pi
√∫ W
−W
‖ef −UU∗ef‖22 df,
1
NW
∫ W
−W
‖ef −UU∗ef‖22
)
.
Proof of Theorem 5. It follows from (14) that by choosing R = CN log
(
15CN
′
)
+ 1, we have
N−2bNWc−1∑
l=R
σl ≤′.
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Utilizing Lemma 2 gives ∫ W
−W
‖ef −QQ∗ef‖22 df ≤
N−2bNWc−1∑
l=R
σl ≤ ′.
The proof of Theorem 5 is completed by setting
′ =
2
4pi
, R = CN log
(
60piCN
2
)
+ 1,
or
′ = NW, R = CN log
(
15CN
NW
)
+ 1.
2.5 Proof of Theorem 6
We first present the following guarantees on randomized algorithms for computing orthonormal bases
from [19].
Theorem 7. [19, Theorem 10.5] (Average Frobenius norm) Let A be an M × N (suppose M ≤ N ) matrix with
singular values α0 ≥ α1 ≥ · · · αM−1. Choose a target rank R ≥ 2 and an oversampling parameter p ≥ 2, where
P = R+ p ≤M . Let Ω be an N ×P standard Gaussian matrix. Let P Y be an orthogonal projector onto the column
space of the sample matrix Y = AΩ. Then the expected approximation error
E [‖A− P YA‖F ] ≤
(
1 +
R
p− 1
)1/2(M−1∑
m=R
α2m
)1/2
,
where E denotes expectation with respect to the random matrix Ω.
Theorem 8. [19, Theorem10.6] (Average spectral error) Under the setup of Theorem 7,
E [‖A− P YA‖] ≤
(
1 +
√
R
p− 1
)
αR +
e
√
P
p
(
M−1∑
m=R
α2m
)1/2
.
Proof of Theorem 6. Let σ0 ≥ σ1 ≥ · · · ≥ σN−2bNWc−2 denote the singular values of F ∗N,WBN,W . Utilizing
Lemma 3, we have
N−2bNWc−2∑
l=R
σ2l ≤
N−2bNWc−2∑
l=R
(
15e
− `CN
)2
= 225
e
−2 RCN (1− e−2
N−2bNWc−R−1
CN )
1− e− 2CN
≤ 225 e
−2 RCN
1− e− 2CN
= 225
e
−2R−1CN
e
2
CN − 1
≤ 225e−2R−1CN CN
2
.
Note that here V is an orthonormal basis for the column space of the sample matrix F
∗
N,WBN,WΩ. Let
pi0 ≥ pi1 ≥ · · · ≥ piN−2bNWc−2 denote the singular values of F ∗N,WBN,W − V V
∗
F
∗
N,WBN,W .
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Show (i): Utilizing Theorem 8, we have
E
[∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥]
≤
(
1 +
√
R
P −R− 1
)
σR +
e
√
P
P −R
(
M−1∑
l=R
σ2l
)1/2
≤
(
1 +
√
R
P −R− 1
)
15e
− RCN +
e
√
P
P −R
(
225e
−2R−1CN CN
2
)1/2
=
(
1 +
√
R
P −R− 1
)
15e
− RCN + 15
e
√
P
P −Re
−R−1CN
√
CN
2
.
Setting R = CN log
(
30+15e
2
)
+ 1 and P = 2R+ 1, we have
E
[∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥] ≤ 30 230 + 15e + 15e
√
CN
R+ 1
2
30 + 15e
≤ 2
since CN ≤ R for any 2 ∈ (0, 1). It follows from Lemma 4 that
E
[‖SKS∗K −QQ∗SKS∗K‖2] ≤ E
[∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥]

≤ , E
[
‖s(`)N,W −QQ∗s(`)N,W ‖2
]
≤ 
for all l = 0, 1, . . . ,K − 1. Alternatively, setting R = CN log
(
(30+15e)N
2
)
+ 1 and P = 2R+ 1, we have
E
[∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥] ≤ 2N .
Thus applying Lemma 4 gives
E [cos (ΘSK ,Q)] ≥
√√√√
1−N
E
[∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥]

≥ √1− .
Show (ii): Set p = R3 + 1, i.e., P =
4
3R+ 1. It follows from Theorem 7 that
E
∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥
F
≤
(
1 +
R
p− 1
)1/2N−2bNWc−2∑
l=R
σ2l
1/2
≤ 2
√
225e
−2R−1CN CN
2
= 15e
−R−1CN
√
2CN .
By applying Lemma 2 and utilizing the inequality between the Frobenius norm and the nuclear norm, we
have
E
∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df =
1
N
E
N−2bNWc−2∑
m=0
pim
≤ 1
N
NE
∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥
F
≤ 15e−R−1CN
√
2CN .
(15)
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Setting R = CN log
(
15
√
2CN

)
+ 1, we obtain
E
∫ W
−W
‖ef −QQ∗ef‖22
‖ef‖22
df ≤ .
Show (iii): Set p = R3 + 1, i.e., P =
4
3R+ 1. From (15), it follows that
E
[∫ W
−W
‖ef −QQ∗ef‖22
]
≤ 15Ne−R−1CN
√
2CN .
Utilizing Lemma 5, we have
E
[
‖ef −QQ∗ef‖22
‖ef‖22
]
≤ max
(
E
[
2
√
pi
√∫ W
−W
‖ef −QQ∗ef‖22 df
]
,E
[
NW
∫ W
−W
‖ef −QQ∗ef‖22
])
≤ max
(
2
√
15piN
√
2CNe
− R−12CN ,
15Ne
−R−1CN
√
2CN
NW
)
.
Setting
R = max
(
CN log
(
60piN
√
2CN
2
)
+ 1, CN log
(
15pi
√
2CN
W
)
+ 1
)
yields
E
[
‖ef −QQ∗ef‖22
‖ef‖22
]
≤ .
3 Simulations
In this section, we present some experiments to illustrate the effectiveness of our proposed ROAST and
ROAST-R (which is short for ROAST with a Randomized algorithm for computing V —see Section 1.2.3).
Throughout this section, we use R (which is typically O(log(N))) to denote the the dimensionality of V for
ROAST. For ROAST-R, we set P , the dimensionality of V , as P = R here.
For comparison, we also compute the projection onto the column space of FN,W+ R2N which is the N ×
(2bNW c+ 1 +R) DFT matrix with frequencies in [−W − R2N ,W + R2N ]. Such a projection is simply denoted
by Sub-DFT. Note that the dimension of the column space of FN,W+ R2N is 2bNW c+1+R and is equal to the
dimension of the column space ofQ in ROAST and ROAST-R. We also compare with DPSS since it provides
the gold standard in approximation performance. Specifically, the projection onto the column space of the
leading DPSS vectors SK is computed and denoted simply by DPSS in the legends of the figures. We also
choose K = 2bNW c+ 1 +R so that all these subspaces have the same dimensionality.
We quantify the ability of the different projections to capture a given signal x ∈ CN in terms of
SNR = 20 log10
( ‖x‖2
‖x− x̂‖2
)
dB,
where x̂ is the resulting projection of x by the above mentioned methods.
Figure 1(a) shows the SNR captured by different projections for various pure sinusoids ef . We observe
that the DPSS basis, ROAST, ROAST-R and provide almost equal approximation performance for the pure
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sinusoids with frequencies in the band of interest. Also as guaranteed by Theorems 5, 6 and [17, Theorem
3.9], any sinusoid in the band of interest can be well represented by the DPSS basis, ROAST, and ROAST-R.
We also generate a sampled bandlimited signal x by adding 105 complex exponentials with frequencies
selected uniformly at random within the frequency band [−W,W ]. Figure 1(b) shows the ability of the
different projections to capture this vector in terms of SNR. Again, it can be observed that the DPSS basis,
ROAST, and ROAST-R provide almost equal approximation performance for sampled bandlimited signals.
We now compare ROAST with FST (see (7)) which involves two skinny matricesD1,D2 ∈ RN×r with
r ≤ 3CN log
(
15
δ
)
,
where δ is the approximation accuracy and is chosen as δ = 10−5 unless stated otherwise. As we explained
in Section 1.4, in some applications r is prescribed instead of the approximation accuracy δ. For these
cases, we modify the FST such that D1 and D2 have the same number of columns as V (i.e., r = R). The
corresponding transform is denoted by FST-FR (shorted for FST with Fixed Rank)4.
We compare the size, speed, and approximation performance the six projection methods. In these ex-
periments, we fix R = b3 log(N)c and δ = 10−5. Figures 2(a) and (b) respectively plot SNR as a function
of dimension N and the relationship between the run time and N for the six projection methods. As ob-
served, the DPSS has the best approximation performance as guaranteed by (1) and (2), but the running time
of DPSS has a quadratic increase. FST, FST-FR, ROAST and ROAST-R5 are nearly as fast as the DFT, but
with much better approximation performance (except FST-FR which only has slightly better approximation
quality than the DFT). Figure 2(c) shows the precomputation time needed for the five projection methods.
For the DPSS basis, the first K DPSS vectors are precomputed with the Matlab command dpss (which
actually computes the eigenvectors of a tridiagonal matrix with computational complexity of O(N2)). As
can be seen in Figure 2(c), the precomputation time required by the DPSS grows roughly quadratically with
N , while the precomputation time required by other fast transforms grows just faster than linearly in N .
Figure 2(d) compares the value of r (the number of columns of D1 and D2 for FST) and R (the number of
columns of the skinny matrices in ROAST, ROAST-R, and FST-FR). In a nutshell, we see that FST has a sim-
ilar approximation quality, but at the expense of a larger and slower transform. On the other hand, when
we fix the size of FST the same as ROAST and ROAST-R, as depicted in Figure 2(a), FST-FR has inferior
approximation quality to ROAST and ROAST-R.
A Proof of Lemma 3
Proof of Lemma 3. Note that
F ∗N
(
BN,W − FN,WF ∗N,W
)
=
[
F ∗N,WBN,W − F ∗N,W
F
∗
N,WBN,W
]
.
By utilizing the result that
BN,W = FN,WF
∗
N,W +L+E,
where
rank(L) ≤ CN log
(
15

)
and ‖E‖ ≤ ,
we can rewrite F
∗
N,WBN,W = L1 +E1, where
L1 := F
∗
N,WL and E1 := F
∗
N,WE.
4We note that the code for this transform is not optimized. For FST-FR, we setK = 2bNW c+1+ b 1
4
Rc as we require thatD1 and
D2 have the same number of columns as V .
5FST-FR, ROAST, and ROAST-R are expected to have the same running time since these three transforms have the same dimen-
sionality and form.
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Figure 1: (a) SNR captured by different projections for pure sinusoids ef with R = 4 log(N); (b) SNR cap-
tured by different projections for a sampled bandlimited signal x with R ranging from 0 to 30 ≈ 5 log(N).
Here N = 1024, W = 14 .
Thus,
rank(L1) ≤ CN log
(
15

)
and ‖E1‖ ≤ .
It follows from the Eckart-Young-Mirsky theorem [27] that
σrank(L1) ≤ ‖E1‖ ≤ 
for any  ∈ (0, 1). Noting that ‖F ∗N,WBN,W ‖ ≤ ‖F
∗
N,W ‖‖BN,W ‖ < 1, we have
σ` ≤ 15e−
`
CN .
for all ` = 0, 1, . . . , N − 2bNW c − 2. Otherwise, suppose σ` > 15e−
`
CN . If 15e−
`
CN ≥ 1, then this is in
contradiction to the fact that σ` < 1. If 15e
− `CN < 1, let  = 15e−
`
CN . Then we have a contradiction to the
fact that σrank(L1) ≤  and rank(L1) ≤ CN log
(
15

)
= `.
B Proof of Lemma 4
Proof of Lemma 4. Fix K to be such that λ(K−1)N,W > . UtilizingBN,W = SN,WΛN,WS
∗
N,W , we have
‖BN,W −QQ∗BN,W ‖
= ‖SN,WΛN,WS∗N,W −QQ∗SN,WΛN,WS∗N,W ‖
= ‖ΛN,W − S∗N,WQQ∗SN,WΛN,W ‖
≥ ‖ΛK − S∗KQQ∗KΛK‖ = ‖ (I− S∗KQQ∗SK) ΛK‖
≥ ‖I− S∗KQQ∗SK‖ .
On the other hand,
‖BN,W −QQ∗BN,W ‖
=
∥∥∥BN,W − [FN,W FN,WV ] [FN,W FN,WV ]HBN,W∥∥∥
=
∥∥∥F ∗N,WBN,W − V V ∗F ∗N,WBN,W∥∥∥ .
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Figure 2: Comparison of different projections for a sampled bandlimited signal x: (a) SNR as a function of
N ; (b) computation time as a function of N in a logarithmic scale for both axes (here the lines for ROAST,
ROAST-R and FST-FR overlapped together since these three transforms have the same dimension); (c)
precomputation time; (d) number of columns of the skinny matrices (i.e., R for ROAST and r for FST). In
all plots, W = 14 , R = b3 log(N)c for Sub-DFT, DPSS, ROAST, ROAST-R and FST, and δ = 10−5 for FST-FR.
We omit some tests for DPSS and ROAST when N is large due to computational limitations.
Combining the above two set of equations yields
‖I− S∗KQQ∗SK‖ ≤ η =
∥∥∥(I− V V ∗)F ∗N,WBN,W∥∥∥

.
Now exploit the relationship between SKS∗K −QQ∗SKS∗K and I− S∗KQQ∗SK as follows
‖SKS∗K −QQ∗SKS∗K‖2
=
∥∥∥(SKS∗K −QQ∗SKS∗K)T (SKS∗K −QQ∗SKS∗K)∥∥∥
= ‖SK (I− S∗KQQ∗SK)S?K‖
≤ ‖(I− S∗KQQ∗SK)‖ ≤ η.
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Then, utilizing the inequality ‖I− S∗KQQ∗SK‖max ≤ ‖I− S∗KQQ∗SK‖, where ‖I− S∗KQQ∗SK‖max is the
maximum absolute entry of I− S∗KQQ∗SK , we have∣∣∣∣(s(`)N,W)HQQ∗s(l′)N,W ∣∣∣∣ ≤ ‖I− S∗KQQ∗SK‖ ≤ η
for all l 6= l′, l, l′ = 0, 1, . . . ,K − 1, and∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥2
2
= 1−
∥∥∥Q∗s(`)N,W∥∥∥2
2
≤ ‖I− S∗KQQ∗SK‖ ≤ η
for all l = 0, 1, . . . ,K − 1.
Let s be an arbitrary unit vector in the subspace spanned by SK , i.e., s =
∑K−1
`=0 α`s
(`)
N,W with ‖s‖2 =∑K−1
`=0 α
2
` = 1. We have
‖s−QQ∗s‖2 =
∥∥∥∥∥
K−1∑
`=0
α`
(
s
(`)
N,W −QQ∗s(`)N,W
)∥∥∥∥∥
2
≤
K−1∑
`=0
|α`|
∥∥∥s(`)N,W −QQ∗s(`)N,W∥∥∥
2
≤ √η
K−1∑
`=0
|α`| ≤
√
Kη ≤
√
Nη
where the last line follows from the inequality between the `1-norm and the `2-norm: ‖a‖1 ≤
√
K‖a‖2 for
any a ∈ RK . Thus, we obtain
‖QQ∗s‖22 = 1− ‖s−QQ∗s‖22 ≥ 1−Nη.
Since this result holds for an arbitrary unit vector s in the subspace spanned by SK , we finally have
cos(ΘSK ,Q) ≥
√
1−Nη.
C Proof of Lemma 5
Proof of Lemma 5. Let Π be an N ×N diagonal matrix with diagonal entries j2pi0, j2pi, . . . , j2pi(N − 1). The
derivative of ‖ef −UU∗ef‖22 in terms of f can be computed as
d
df
‖ef −UU∗ef‖22 = 2R
(
e∗f (I−UU∗) Πef
)
.
We first obtain an upper bound for its derivative∣∣∣∣ ddf ‖ef −UU∗ef‖22
∣∣∣∣ ≤ 2 ∣∣e∗f (I−UU∗) Πef ∣∣ ≤ 2 ∣∣e∗fΠef ∣∣ ‖I−UU∗‖ ≤ 2 ∣∣e∗fΠef ∣∣ ≤ 2piN(N − 1) ≤ 2piN2
for all f ∈ [− 12 , 12 ]. Since ‖ef −UU∗ef‖22 is nonnegative and its derivative is bounded above, ‖ef −UU∗ef‖22
cannot be too large if
∫W
−W ‖ef −UU∗ef‖
2
2 df is very small.
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Figure 3: Illustration of (16). The area below the black curve is always larger than or equal to the area of
each red triangle.
Suppose ‖ef−UU
∗ef‖22
2piN2 ≤ 2W . As illustrated in Figure 3, for any f ∈ [−W,W ], we can always find a
triangle with area either
‖ef −UU∗ef‖42
2 supf∈[−W,W ]
∣∣∣ ddf ‖ef −UU∗ef‖22∣∣∣
(the area of the left and right red triangles) or
‖ef −UU∗ef‖42
supf∈[−W,W ]
∣∣∣ ddf ‖ef −UU∗ef‖22∣∣∣
(the area of the middle red triangle) that is smaller than
∫W
−W ‖ef −UU∗ef‖
2
2 df (the area under the black
curve). This is made more precise as
‖ef −UU∗ef‖42
4piN2
≤ ‖ef −UU
∗ef‖42
2 sup
f∈[−W,W ]
∣∣∣ ddf ‖ef −UU∗ef‖22∣∣∣ ≤
∫ W
−W
‖ef −UU∗ef‖22 df (16)
for all f ∈ [−W,W ]. Thus, we have
‖ef −UU∗ef‖22
‖ef‖22
=
‖ef −UU∗ef‖22
N
≤ 2√pi
√∫ W
−W
‖ef −UU∗ef‖22 df
for all f ∈ [−W,W ].
On the other hand, suppose ‖ef−UU
∗ef‖22
2piN2 > 2W . With a similar argument, as illustrated in Figure 4, for
any f ∈ [−W,W ], we can always find a region of area at least W ‖ef −UU∗ef‖22 (the area indicated by red
dashed lines) that is smaller than
∫W
−W ‖ef −UU∗ef‖
2
2 df (the area under the black curve). This is made
more precise as
W ‖ef −UU∗ef‖22 ≤
∫ W
−W
‖ef −UU∗ef‖22 df (17)
for all f ∈ [−W,W ]. Thus, we have
‖ef −UU∗ef‖22
‖ef‖22
≤ 1
NW
∫ W
−W
‖ef −UU∗ef‖22 df
for all f ∈ [−W,W ].
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Figure 4: Illustration of (17). The area below the black curve is always larger than or equal to the area
shaded by the red dashed lines.
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