A non-empty subset A of X = X 1 × · · · × X d is a (proper) box if A = A 1 × · · · × A d and A i ⊂ X i for each i. Suppose that for each pair of boxes A, B and each i, one can only know which of the three states takes place:
Introduction
Let T d := {(x 1 , . . . , x d )(mod 2): (x 1 , . . . , x d ) ∈ R d } be a flat torus. Suppose that [0, 1) d + := {[0, 1) d + λ: λ ∈ }, is a cube tiling of T d . The cube tiling [0, 1) d + is 2-extremal if for each λ ∈ there is a unique λ ∈ \ {λ} such that (|λ 1 − λ 1 |, . . . , |λ d − λ d |) ∈ Z d . Let + , − be any decomposition of such that each of the component does not contain any of the pairs {λ, λ }, λ ∈ . In an important paper [8] , where cube tilings of R d contradicting Keller's celebrated conjecture (see [4, 5, 7, [9] [10] [11] [12] ) in a certain strong sense are constructed, Lagarias and Shor conjectured that + and − determine each other; that is, if [0, 1) d + is another 2-extremal cube tiling of T d , and + , − is a corresponding decomposition of , then the equality + = + implies − = − . (Actually, their assertion, called in [8] the rigidity conjecture for 2-extremal cube-tilings, is stated in the language of 2Z dperiodic cube tilings of R d .) In this paper we show that a far reaching generalization of the rigidity conjecture remains valid (Theorem 11.6.) In a sense, we could say that the latter result is a by-product of the present investigations. We have arrived at this problem working with slightly different structures: partitions of boxes into boxes. Our interest in these structures comes from a certain minimization problem of Kearnes and Kiss [3] , which has been solved by Alon, Bohman, Holzman and Kleitman [1] . Minimal partitions that are involved in their solution have been characterized in [2] . In Sect. 2 we extend these investigations to what we call polyboxes.
Let X be the Cartesian product of finite sets X i , i = 1, . . . , d. If each X i has more than one element, then X is called a d-box. A non-empty subset A of X is called a box if A = A 1 × · · · × A d and A i ⊆ X i for each i ∈ [d] . The box A is proper if A i = X i for each i ∈ [d] . The family of all boxes contained in X is denoted by Box(X), while box(X) stands for the family of all proper boxes in X.
Two boxes A and B in X are said to be dichotomous if there is an i ∈ [d] such that A i = X i \ B i . Any collection of pairwise dichotomous boxes is called a suit. A suit is proper if it consists of proper boxes. A non-empty set F ⊆ X is said to be a polybox if there is a suit F for F , that is, F = F .
Since polyboxes are defined by means of partitions into boxes, it is not surprising that characteristics of polyboxes will be expressed in terms of partitions as well. Therefore, such characteristics should be invariant on the choice of a partition. In Sect. 3, we define the class of additive functions on box(X). All characteristics of polyboxes that appear in the paper are defined with the use of additive functions. Theorem 3.6 plays in this respect a crucial role.
An interesting class of invariants is described in Sects. 4 and 5.
In Sect. 6 we discuss important numerical characteristics of a polybox, the indices. In the following section we show, among other things, that certain mild assumptions on the symmetry of a polybox imply that all indices of the polybox are even numbers.
In Sect. 8 we give a sufficient condition which guarantees a polybox to be rigid in the sense that it has a unique proper suit (Theorem 8.2) . This result appears again in a greater generality, applicable to the already mentioned case of the rigidity of cube tilings, in Sect. 10 (Theorems 10.6 and 10.7).
One of the basic questions is whether two given suits define the same polybox. We address this question in several places. An important procedure, which enables us to answer it, is described in Sect. 9 (Remark 9.1). This procedure is based on a certain decomposition of the free Z-module generated by boxes (Theorem 9.4).
The results of the paper are summarized in an abstract setting of words in Sect. 10 . There is also defined and investigated an interesting cover relation.
There are five figures in the paper. On Figs. 1-4 , the d-box X is represented as the unit cube [0, 1] d . Each box A ∈ Box(X) is represented as a rectangular parallelepiped 
Minimal Partitions
Let F be a subset of a d-box X. A partition of F into proper boxes is minimal if it is of minimal cardinality among all such partitions. It is observed in [2] that if F = X, then the minimal partitions of F coincide with the proper suits for F . This result extends to polyboxes: Theorem 2.1 If F is a polybox in a d-box X and F ⊆ box(X) is a partition of F , then F is minimal if and only if F is a suit.
The proof is a refinement of an argument given in [1] , and is much the same as in [2] , however, we added to it a geometric flavour.
Before going into the proof, we collect several indispensable definitions and lemmas.
Let O(X i ) be the family of all sets of odd size which are contained in X i . Let B be a subset of X. We define B to be the subset of O(
Suppose that B is a box. Let OB i be the family of all sets of odd size that are contained in X i such that their intersections with B i are of odd size as well. One can easily observe that B = OB 1 × · · · × OB d . In particular, B is a box. If B i is a proper subset of X i , then
Consequently, if B is a proper box, then
where |X| 1 is defined by the equation |X| 1 = |X 1 | + · · · + |X d |.
Lemma 2.2
The following conditions are equivalent: 
This equality implies
where the equality holds if and only if the elements of F are mutually disjoint. If we divide the above inequality by 2 |X| 1 −2d , then, by (2.2) and the fact that F consists of proper boxes, we obtain
which means that the size of any partition of F into proper boxes is bounded from below by the left side of the above inequality. Moreover, this bound is tight and, according to Lemma 2.2, is attained if and only if F is a suit.
Observe that, as a by-product, we have shown that the minimal partitions of a polybox F have their size equal to the number standing on the left side of (2.3). This suggests the following definition: Let G ⊆ X. The number |G| 0 , given by the formula
is called the box number of G. By much the same method as applied above, one can obtain the following characterization of polyboxes. Proof Let F * and G * be proper suits for F and G, respectively. By Theorem 2.1, proper suits for the same polybox are of the same size. Consequently, |F * ∪ G * | = |F * | + |G * | = |F | + |G| = |F ∪ G|.
Theorem 2.4 Let G be a non-empty subset of a d-box X
Again by Theorem 2.1, the fact that F ∪ G is a suit, and the preceding equality, we conclude that the partition F * ∪ G * is a suit.
If sets F and G are as described in Proposition 2.6, then we call them strongly disjoint.
Additive Functions
Let a box A = A 1 × · · · × A d and a set I ⊆ [d] be given. Let i 1 , . . . , i k be the elements of I written in increasing order. We define A I := A i 1 × · · · × A i k . We have the natural projection a → a I from A onto A I , where if a = (a 1 , . . . , a d ), then a I = (a i 1 , . . . , a i k ). If B ⊆ A, then we put B I := {b I : b ∈ B}, and if F ⊆ 2 A , then F I := {B I : B ∈ F }. To simplify our notation, we shall write i rather than [d] \ {i}.
We say that two boxes A and B contained in a d-box X form a twin pair if there
If p(x) is a sententional function, then, as proposed by Iverson, [p(a)] := 1, if p(a) is true for x = a, and [p(a)] := 0, if p(a) is false for x = a. Let us extend the notation introduced in Sect. 2 letting O(X) ⊂ Box(X) be the family of all boxes of odd size contained in Box(X).
Let X be a d-box and let M be a module over a commutative ring R. A function f : box(X) → M is additive if for any two twin pairs A, B and C, D, the equation
The module of all M-valued additive functions is denoted A(X, M).
As we shall be concerned with real valued additive functions, it will be convenient to equip A(X, R) with the scalar product given by
It is clear that the restriction of η B to box(X) is additive. Now, let us confine ourselves to the case d = 1, that is, we shall assume that X is simply a finite set that contains at least two elements. Then box(X) coincides with 2 X \ {X, ∅}.
For each C ∈ box(X), let ϕ C : box(X) → R be defined by
Moreover, let ϕ X : box(X) → R be the constant function equal to 1. It is clear that the functions ϕ C , C ∈ Box(X), are additive. It is also clear that ϕ C ⊥ ϕ D , whenever C / ∈ {D, X \ D}, where the orthogonality is related to the scalar product defined by (3.1). Let us note for future reference that 
This lemma implies that for each C ∈ Box(X),
(Let us emphasize that the functions η B are restricted here to box(X).) Lemma 3.2 Let X be a one dimensional box. Let B ⊂ Box(X) be defined so that for every A ∈ Box(X), it contains exactly one of the two elements A and X \ A. Then the set H := {ϕ C : C ∈ B} is an orthogonal basis of A(X, R).
Proof Since we have already learned that the elements of H are mutually orthogonal, it remains to show that each g ∈ A(X, R) is a linear combination of them. As we know from the definition of an additive mapping, there is a number s such that s = g(A) + g(X \ A) for every A ∈ box(X). Let
Fix any A ∈ box(X). If A ∈ B, then we get
If A / ∈ B, then by (3.3), we get
Thus, g coincides with h and consequently g is a linear combination of elements of H . Proof Let H be as defined in Lemma 3.2. Observe that
To complete the proof, it suffices to notice that according to (3.4) , each element of H is a linear combination of elements of K.
Now, we go back to the general case.
, are the direct factors of X. We can and we do identify d i=1 A(X i , R) with the subspace of R box(X) spanned by the functions f 1 ⊗ · · · ⊗ f d defined by
where f i ∈ A(X i , R).
.
. . , g m be any basis of A(X d , R). We can write f G as a linear combination of the elements of this basis
Since f is additive, for each U , we have
Consequently, the mapping α i : box(X d ) → R is additive for each i ∈ [m]. As
The opposite inclusion is obvious. Our result follows now by induction with respect to the dimension d.
Let us observe that if X is a d-box, then for each B ∈ O(X), we have
where we interpret η B as defined on box(X). By Lemma 3.3 and the preceding theorem, we obtain immediately Let f ∈ A(X, R). It follows from our theorem that there are real numbers α B ,
(3.7)
Since each η B is naturally defined on 2 X , the above equation determines the extensioñ f of f to 2 X \ {∅}, and the extensionf of f to the family of all polyboxes. Let us observe that by Lemmas 2.2 and 2.3, for every polybox F ⊆ X and every proper suit F for F , we have
(3.8)
In particular, we have the following basic results.
Theorem 3.6 Given a polybox F contained in a d-box X. For any two proper suits F and G for F , and any f ∈ A(X, R), Then the mapping A(X, R) f →f ∈ A P (X, R) is a linear isomorphism.
Let us note for completeness that we have a similar theorem for the other extension:
In order to formulate an analogue of Lemma 3.2 for arbitrary dimensions, we have to introduce some extra terminology.
For a box C ∈ Box(X) and
If C is a proper box, then C ε is a proper box. If C is not proper, then it can happen C ε is empty. Let us set
Obviously, C C is a suit for X. We call it simple ( Fig. 1) . Observe that C C is proper if and only if C is a proper box.
Similarly as in the case d = 1, for any C and D ∈ Box(X), we have ϕ C ⊥ ϕ D , whenever C / ∈ C D . For ε ∈ Z d 2 , let |ε| := |{i: ε i = 1}|. The d-dimensional counterpart of (3.3) reads as follows: If C ∈ Box(X) and C ε is non-empty, then
(3.11) Theorem 3.10 Let X be a d-box. Let B ⊂ Box(X) be defined so that for every A ∈ Box(X), B contains exactly one element of the set C A . Then the set H := {ϕ C : C ∈ B} is an orthogonal basis of A(X, R). 
is a basis of A(X, R). On the other hand, one observes that by (3.11) and the definitions of H and G we have ϕ C ∈ G if and only if exactly one of the two elements −ϕ C , ϕ C belongs to H . Thus, H is a basis. The orthogonality of H is clear.
Equation (3.4) expresses ϕ C in terms of functions η B in dimension one. We apply it to obtain an analogous result which is valid in arbitrary dimensions. As before, let X be a d-box and C ∈ Box(X). By (3.4), (3.6) and the definition of |X| 1 we have
Hence
(3.12)
For further use, we introduce a class of bases of A(X, R) containing the bases described in Theorem 3.10.
For each i, let χ i ∈ A(X i , R) be the characteristic function of a non-empty sub-
Clearly, we have:
Dyadic Labellings
Let X be a d-box and let E be a non-empty set. A mapping λ : box(X) → E is said to be a dyadic labelling if it is 'onto', and for every A, B, C and D belonging to box(X), if A, B and C, D are twin pairs, and
Proposition 4.1 Let X be a d-box, and E be a set. If λ : box(X) → E is a dyadic labelling, then for each polybox F ⊆ X and every two proper suits F , G for F , the following equation is satisfied It is straightforward from the definition of dyadic labellings that f e is additive. Therefore, by Theorem 3.6,
which readily implies our thesis.
If it is not the case, then choose three proper boxes R, S 1 and S 2 so that the following equations are satisfied
(Therefore, B k , R and S 1 , S 2 are twin pairs such that
It is clear by the construction that D = B d has the desired properties.
In the sequel, we shall identify each box A ∈ box(X) with its coordinates
, and as such can be considered as a d-box. Thus, it makes sense to define box 2 
the intersection B ∩ C A consists of exactly one element. Equivalently, one can say that for each i ∈ [d] and each C ∈ box(X i ) exactly one of the two sets C, X i \ C belongs to B i . It is clear that |B| = (1/2 d )| box(X)|. Now, let F be a partition of the d-box box(X) that consists of equicomplementary boxes. F has exactly 2 d elements, which means that this partition is minimal. For each A ∈ box(X), there is a unique element λ F (A) ∈ F such that A ∈ λ F (A). Thus, we have defined the mapping λ F : box(X) → F .
is one-to-one, and as |F | = 2 d , our mapping λ F has to be onto.
Suppose now that A, B ∈ F and C, D ∈ F are two twin pairs such that
Thus, for j ∈ i , we have C j ∈ λ F (A) j and D j ∈ λ F (A) j . From the two elements C i and,
Since A and B, and C and D play the same role, we may deduce that
Theorem 4.4 Let X be a d-box and let E be a set that consists of 2 d elements. A mapping λ : box(X) → E is a dyadic labelling if and only if there is a proper suit F for box(X), composed of equicomplementary boxes, and a bijection g : F → E such that
Proof The proof of the implication ⇐ is a consequence of Proposition 4.3. In order to show that the implication ⇒ is true, it suffices to prove that λ −1 (e) is an equicomplementary box for each e ∈ E.
is again a consequence of the previous part of the proof.
Binary Codes
As before, let X denote a d-box. Suppose that for each i ∈ [d] we have chosen a mapping β i :
is said to be a binary code of box(X). Clearly, each binary code is a dyadic labelling. By Proposition 4.1, if F is a proper suit for a polybox F ⊆ X, then the set of code words There are natural examples of binary codes. Assume that a d-box X is of odd cardinality. For each A ∈ box(X), let us set
We call β eo the even-odd pattern. In the case of the even-odd pattern |β| k (F ) counts the number of boxes belonging to any suit F for F that have exactly k factors which are the sets of odd cardinality.
Similarly, we can define the binary code β ml called the more-less pattern
Here |β| k (F ) counts the number of boxes belonging to any suit F for F that have exactly k factors which are the sets having more than a half of elements of the corresponding factors of X.
Indices
Let a d-box X, a suit F ⊆ box(X), a set F ⊆ X and a box C ⊆ X be given. We define two kinds of indices: the index of (Let us recall that the extensionf : 2 X \ {∅} → R of any function f ∈ A(X, R) is defined by (3.7).) Clearly, if F is a polybox and F is a suit for F , thenφ C (F ) = ϕ C (F ) and by (3.8) both indices are equal. Let C = C C , where C C is the simple suit which was defined by (3.10). We say that elements A and B of C carry the same sign if (−1) |ε| = 1 for the only ε such that A ε = B. If C = X, then carrying the same sign is an equivalence relation with two classes of abstraction. Any assignment to one of these classes +1 and to the other −1 is called an orientation of C ( Fig. 1 ). Let C + be the class to which +1 is assigned and C − be the class to which −1 is assigned. Suppose now that the orientation of C is induced by C, that is, C ∈ C + . Let
Let n + (F , C) be the number of all those A ∈ F that A I ∈ (C + ) I and accordingly, n − (F , C) be the number of all those A ∈ F that A I ∈ (C − ) I . Immediately from the definition of the indices we obtain 
In the case of C ∈ box(X) the meaning of (6.1) is particularly simple, it counts the sum of all signs that come from those elements of C that belong to the suit F for F . In particular, this sum is independent of the choice of a suit for F (Fig. 2) . Proof Let x = (x 1 , . . . , x d ) be an arbitrary element of X, and letx := {x 1 } × · · · × {x d }. Thenx ∈ O(X) and ηx ∈ A(X, R). Obviously, we have [x ∈ F ] = ηx(F ). Since
Our result follows now immediately, as the same equation holds true for G. Therefore, our theorem is a consequence of the preceding lemma.
Symmetric Polyboxes
Let X and Y be d-boxes. Suppose that for each i ∈ [d] one has given a mapping
whenever A ∈ box(X i ). Then one can define the mapping := ϕ 1 × · · · × ϕ d from box(X) into box(Y ): Hence (F ) = (G).
By the above proposition, we can extend to polyboxes. Namely, if F is a polybox in X and F is a proper suit for F , then we may define (F ) by the equation
In particular, if ε ∈ Z d 2 , then the polybox F (ε) ⊆ X given by
is well-defined. Observe that if F is an improper box, then F (ε) does not have to coincide with already defined F ε , as the latter set is empty if there is an i ∈ [d] such that F i = X i and ε i = 1, while F (ε) is non-empty.
A polybox F such that F (ε) = F , for some ε ∈ Z d 2 \ {0}, is said to be symmetric (Fig. 3 ). ((1,1,0) ) = F and G ((1,1,1 and V = ∅, then |V | ≥ 2 n . Moreover, for every v ∈ V there is some y ∈ V such that v i = y i , i = 1, . . . , n.
Proof Let us fix v ∈ V , and define γ : V → Z n 2 by the formula
It suffices to show that γ is 'onto'. Suppose that it is not. Then there is an element τ with minimal support among the members of Z n 2 \ γ (V ). Let us choose an index i such that τ i = 1 (such i has to exist as γ (v) = 0). Let τ be defined so that τ i = 0 and τ i = τ i . Since τ has its support strictly contained in that of τ , it belongs to γ (V ). Therefore, there is an x ∈ V such that τ = γ (x). By (7.2), there has to exist u ∈ V \ {x} for which u i = x i . By the definition of γ , and that of τ , we conclude that γ (u) = τ , which is a contradiction. 
It is clear that it suffices to proceed with B defined as follows
as for every B and C ∈ Box(X) if B ∈ C C , then
(Observe that B can be thought of as an equicomplementary box, which was defined in Sect. 4.) Let us order the elements of I :
It To prove it, let us define B ∈ B so that B i = X i and B i = C i . For D ∈ Box(X), let D D be defined by the following equivalence:
Let F be a proper suit for F . It follows from Proposition 6.1 that
Moreover, since the sets D D , D ∈ B • , are pairwise disjoint and
But the latter number is even by the assumption. Now, from Lemma 7.3 we conclude that E is either empty or has at least 2 n elements. If it could happen that E is non-empty while n = d, then, again by Lemma 7.3, for any G ∈ E there would exist another box H ∈ E such that G i = H i for each i ∈ [d]. This fact and the definition of E would imply that C G and C H would intersect F , which would be impossible as if A ∈ C G and B ∈ C H , then A and B are not dichotomous. 
Clearly, preserves dichotomies. Let C = (B) . As is seen from the definition of , for each A ∈ box(X), one has ϕ B (A) = ϕ C ( (A)). Therefore, if G = (F ), then ind (F, B) = ind (G, C). (7.4) Let G 0 = {y ∈ G: y i = 0} and G 1 = {y ∈ G: y i = 1}. These two sets are polyboxes. By Proposition 7.2 and the fact that F (ε) = F , we obtain G (ε) = G. If ε i = 0, then
If we ignore the ith coordinate, which is constant for elements of both polyboxes G κ , then we can think of them as polyboxes in a (d − 1)-box. Thus, by induction and (7.5), we can maintain that ind (G κ , C) ≡ 0 mod 2. Consequently, this, together with Let X be a one-dimensional box. Let E (X) ⊆ box 2 (X) be the family of all equicomplementary boxes. For every A ∈ box(X), we define E A as the set of all these equicomplementary boxes B ∈ E (X) that A ∈ B. X is a one dimensional box, A 1 , . . . , A n belong to box(X) and Proof Let A = {{A, X \ A}: A ∈ box(X)}. In order to form an equicomplementary box we pick independently one element from each set belonging to A. Let x 1 , . . . x n be different elements of A. If for each i ∈ [n] we fix one element of x i , then the number of equicomplementary boxes which can be formed so that they contain these fixed elements is 1 2 n |E (X)|. Clearly, by our assumptions, the elements
Lemma 8.3 If
If X is a d-box and A ∈ Box(X), then we defineȂ := E A 1 × · · · × E A d . X be a d-box and let B, C, D ∈ box(X) be such that C = D, and B, D are not dichotomous. ThenB
Lemma 8.4 Let

∩C =B ∩D.
Proof If it were true thatB ∩C =B ∩D, then
As B and D are not dichotomous, the latter product is different from zero. Thus, for each i, where we interpret C C as a subfamily of Box(B). In accordance with this interpretation, for every ε ∈ Z d 2 and each i ∈ [d],
Let U ∈ F be chosen so that C =B ∩Ȗ . Observe that
for each D ∈ C C ∩ H . As preserves dichotomies, by Proposition 7.2, we get D = B ∩ (U ε(D) ). Since D ∈ H , there is a K ∈ F for which one has D =B ∩K. From Lemma 8.4 it follows that K = U ε (D) .
Consequently, by (8.1) and the definition of the index, we deduce that
Modules
Given a non-empty set Y . We denote by ZY the free Z-module generated by Y . Every function f ∈ R Y extends uniquely to the Z-linear function f † : ZY → R. Let now X be a d-box. Let E, F ∈ box(X) and G, H ∈ box(X) be any two twin pairs such that A(X, R) , then by the definition of additive mappings one has
Let n(X) be the submodule of Z box(X) generated by the elements E + F − G − H , where E, F and G, H are as described above. Clearly, for each f ∈ A(X, R), n(X) is contained in the set of zeros of f † . We show that n(X) is the set of common zeros of the functions f † , f ∈ A(X, R).
Proof Suppose it is not true. Then one could find the smallest integer d for which there are a d-box X, an element x ∈ Z box(X) \ n(X) which is a common zero of the functions f † , f ∈ A(X, R). Fix a one dimensional equicomplementary box B ⊂ box(X d ) and D ∈ B. The element x can be expressed as follows
where E, F ∈ box(X) and k E , k F are integers. Observe that for each F one has
where n = n(X). If we now replace each F by the expression on the right, then the formula for x can be rewritten as follows
where l E , m G are properly chosen integers. Fix an element A ∈ B \ {D}, then for each g ∈ A(X d , R) we get
where ϕ A is as defined in (3.2) . Let u = E:E d =A l E E d ; therefore, u is a common zero of all mappings g † , g ∈ A(X d , R). Now, it follows from the assumption on the minimality of d that u ∈ n(X d ). Hence
and to each G ∈ box(X d ) there correspond integers p G , r G such that
Denote the element on the right by y and again take g ∈ A(X d , R). Let χ B be the characteristic function of B. Recall that χ B ∈ A(X d , R). We have
By the same argument as before, we deduce that G∈box(X d ) p G (G × D) ∈ n. Similarly,
, Proof Let C ∈ Box(X). If C is not proper, then there is an index i ∈ i(C). Let us choose a twin pair A, B ∈ Box(X) so that C i = B i = A i . Then by the fact that f ∈ A B (X, R) we have f (C) = f (A) + f (B). Observe that i(A) and i(B) are both of greater size than i(C). If A and B are not already proper boxes, then we split up each of them into a twin pair. We proceed this way till we obtain a proper suit F of C. Clearly, for this suit we have
Since g = f | box(X) belongs to A(X, R), the latter expression for f (C) shows that f =ḡ| Box(X).
In the remainder of this paper, any element from A(X, R) and the corresponding element from A B (X, R) will be denoted by the same symbol. Let us denote by N(X) the submodule of Z Box(X) spanned by the elements of the form (A ∪ B) − A − B, where A, B ∈ Box(X) run over all twin pairs.
Lemma 9.3
Z box(X) + N(X) = Z Box(X).
Proof It suffices to prove that for each C ∈ Box(X) there is a y ∈ Z box(X) such that C − y ∈ N(X). We proceed by induction with respect to k = d − i(C). Let us choose a twin pair A, B ∈ Box(X) so that C = A ∪ B. As i(A) and i(B) are equal to i(C) + 1, it follows by the induction hypothesis that there are y and y in Z box(X) such that A − y and B − y are both in N(X). Since in addition C − A − B ∈ N(X), we obtain that
which completes the proof.
Then Z Box(X) = N(X) ⊕ ZB. Moreover, the mapping P : Z Box(X) → ZB given by the formula
is a projection onto ZB, ker P = N(X) and P (Z box(X)) = ZB.
Proof Since τ † D , D ∈ B, are Z-linear, P is Z-linear as well. Thus, it suffices to show that: (1) P (A) = A for A ∈ B; (2) ker P = N(X); (3) P (Z box(X)) = ZB. In order to prove (1), observe first that this claim is easily seen for d = 1. Therefore, we may assume that d > 1. By the definition of P , one can write
From Lemma 9.3 it follows that for each x ∈ Z Box(X) there is a y ∈ Z box(X) such that x ≡ y (mod N(X)). Thus, by the definition of P , we have P (x) = P (y), which proves (3).
To prove (2) assume in addition that x ∈ ker P . Then y ∈ ker P as well. By the definition of P , it means that τ † D (y) = 0 for each D ∈ B. By Proposition 3.11, the system τ D , D ∈ B, is a basis of A(X, R). Thus, combining this fact with Proposition 9.1 leads to the conclusion y ∈ n(X). Since n(X) ⊂ N(X), we obtain x ∈ N(X).
Remark 9.1 Let F , G ⊂ box(X) be two suits. Theorem 6.4 can be rephrased so that it can be used to decide whether F and G are suits for the same polybox: it is the case if and only if Ind (F , C) = Ind (G, C), for every C ∈ Box(X). This criterion relates to the system ϕ C , C ∈ Box(X). As indicated by Lemma 6.3, we can replace the latter system by any basis of A(X, R), for example, by τ D , D ∈ B, where B is as in Theorem 9.4. In fact, this theorem gives us a simple computational method to verify whether two suits determine the same polybox. To describe this method, we shall identify, as we tacitly have already done, d i=1 Z Box(X i ) with Z Box(X), by letting B ∈ Box(X) correspond to B 1 ⊗ · · · ⊗ B d , and extending this correspondence by linearity. Let P i : Z Box(X i ) → ZB i be the projection with the kernel N(X i ), for each i ∈ [d] . It can be seen that P = P 1 ⊗ · · · ⊗ P d (see the next remark). By Theorem 9.4 and Lemma 6.3, two, possibly improper, suits F and G define the same polybox if and only if
Observe that P i (A i ), i ∈ [d], are easily calculated
Therefore, in order to decide if F and G are suits for the same polybox it suffices to write the sum A∈F P 1 (A 1 ) ⊗ · · · ⊗ P d (A d ), where P i (A i ) are as described above, and expand it to get an expression of the form C∈B α C C, then repeat the same for G. If the resulting expressions coincide, then the suits define the same polybox, otherwise they do not.
Remark 9.2 Let us set R 0 i := N(X i ) and
Now, it follows from Theorem 9.4 that N(X) = ε =(1,...,1)
This equation can be the launching point for an alternative approach to our theory. It seems to be even simpler than ours but at the same time less natural. There is yet another approach which we found at the beginning of our investigations. We are going to publish it elsewhere.
Words and Genomes
Let S be a non-empty set called an alphabet. The elements of S will be called letters. In connection with applications to the cube tilings, it is suitable to consider dboxes of arbitrary cardinality. From now on X is a d-box if X = X 1 × · · · × X d and |X i | ≥ 2 for each i ∈ [d] . Definitions of a proper box, a suit, a polybox etc. remain unchanged. Suppose now that for each i ∈ [d], we have a mapping f i : S → box(X i ) such that f i (s ) = X i \ f i (s). Then we can define the mapping f :
There is an obvious parallelism between f and the mappings that preserve dichotomies. Therefore, we shall refer to f as a mapping that preserves dichotomies as well. If W ⊆ S d , then f (W ) = {f (w): w ∈ W } is said to be a realization of the set of words W . The realization is said to be exact if for each pair of words v = s 1 . . . s d ,
If W consists of pairwise dichotomous words, then we call it a (polybox) genome. Each realization of a genome is a proper suit. Two genomes V and W are equivalent if the realizations f (W ) and f (V ) are suits of the same polybox for each mapping f that preserves dichotomies. Now we collect several criteria of the equivalence. Two of them have been already discussed in previous sections, where they are expressed in terms of suits.
We begin with the criterion which is a consequence of Theorem 9.4 and is described in detail in Remark 9.1. Let us expand the alphabet S by adding an extra element * . This new set of symbols will be denoted by * S. Let S + and S − be arbitrary subsets of S satisfying the following equations Let us remark that in order to check the equivalence we do not need to consider all u, in fact it suffices to restrict ourselves to u ∈ ( * S + ) d or even to those words u = s 1 . . . s d , that for each i ∈ [d] at least one of the letters s i , s i appears at i-th place of a certain word from V ∪ W .
Let W ⊂ S d be a genome and let v ∈ S d be a word. We say that v is covered by W , and write v W , if f (v) ⊆ f (W ) for every mapping f that preserves dichotomies. Let us define g : 
Proof Since the number of words involved is finite, the number of letters that constitute these words is finite. Therefore, we may restrict ourselves to a finite subset of the alphabet S. (Such a restriction will influence the setsȗ, u ∈ W ∪ {v}, as they depend on the alphabet, but it does not influence the relation (2) = (B 1 , . . . , B d ) , such that for each u ∈ S d , u = s 1 . . . s d , 
One can observe that there is a function σ :
As in the case of simple suits (cf. Sect. 6), we can say that u, v ∈ C w carry the same sign if (−1) |ε| = 1 for the only ε such that u ε = v. It is clear that u and v carry the same sign if and only if σ (u)σ (v) = 1.) Suppose that W is a genome. We can define the following decomposition of W with the aid of σ :
We call this decomposition induced. Proof For each X i one can find a finite subset Y i such that Y is a d-box and f (w) ∩ Y ∈ box(Y ), whenever w ∈ W . If f (W ) is a proper suit for X, then F = {f (w) ∩ Y : w ∈ W } is a proper suit for Y . Therefore, F has to contain 2 d elements (see Sect. 2, also [2, Theorem 2] ). On the other hand, |F | = |W |.
Suppose now that there are W and f such that f (W ) = X. Let x ∈ X \ f (W ). Then there is a finite d-box Y such that x ∈ Y and F = {f (w)∩ Y : w ∈ W } ⊂ box(Y ) is a proper suit. Since |W | = 2 d , then, by Theorem 2.5, F is a partition of Y . Thus x ∈ f (w) for some w, which is a contradiction. Our next lemma follows immediately from the preceding proposition and the definition of the cover relation . It is easily seen that each box from G := {J t : t ∈ W } contains exactly one vertex of the cube [0, 1] d . Therefore |G| = 2 d . Proposition 11.5 implies now that G is a suit. The latter fact leads to the conclusion that W is a genome. Let W + , W − be an induced decomposition of W . Define T + := W + + 2Z d and T − := W − + 2Z d . Theorem 11.6 (Chess-board decomposition) Let [0, 1) d + T be a 2Z d -periodic cube tiling of R d , T + , T − be as defined above and z ∈ R d . If the cube I z is disjoint with [0, 1) d + T + , then z ∈ T − .
Proof Let K z = [0, 1] d + z. Define U ⊂ (−1, 1] d so that u ∈ U if and only if I u+z intersects K z . As in the case W , the set U is a genome and |U | = 2 d . Let U + := U ∩ (T + − z), U − := U ∩ (T − − z). Clearly, U + , U − is an induced decomposition of U . Observe that since I z is disjoint with [0, 1) d + T + , 0 is dichotomous to each element of U + . Therefore, by Theorem 11.3, we have 0 U − , which in turn implies z ∈ T − . Remark 11.1 Theorem 11.6 is valid for any, not necessarily 2Z d -periodic, cube tiling. However, the sets T + and T − have to be redefined [6] .
