In so doing, they tackle simultaneously serial dependence and interdependence between time series. Their technique differs from the usual approach to time series copula modeling in which the series are first modeled individually and copulas are used to model the dependence between their innovations. The authors discuss parameter estimation and goodness-of-fit testing for their model, with emphasis on meta-elliptical and Archimedean copulas. The method is illustrated with data on the Canadian/US exchange rate and the value of oil futures over a ten-year period.
Introduction
Proper understanding and modeling of the dependence between financial assets is an important issue. The 2008 financial crisis provided us with a very concrete example of the devastating financial and economic consequences of overly naive and simplistic assumptions about default contagion.
In order to help prevent future financial crises, robust methods must be developed to model dependence between multiple time series. At present, most of the work dealing with the issue relies on Pearson's correlation as a measure of dependence; see [11] for a review. Unless the series are jointly Gaussian, however, correlation can be a poor measure of dependence [13] . Copulas are a much more flexible tool for dependence modeling.
As explained by Patton in this Special Issue [34] , there are typically two ways to exploit copulas in time series modeling. Copulas can be used either to model the dependence between successive values of a univariate time series, or to model the conditional dependence of a random vector, given some information about its past, thereby leading to time-varying copulas. See [33] for an earlier review of copula modeling of financial time series.
In most papers advocating copula-based models for multivariate time series, serial dependence is either ignored or treated separately from interdependence. When serial dependence is taken into account, the individual series are typically modeled first, and a copula is used to capture the dependence between serially independent innovations; see, e.g., [8, 32, 40] .
Here, we propose to combine these two approaches by using a copula to model both the interdependence between time series and the serial dependence in each of them. To fix ideas, consider two Markovian (stationary) time series X and Y . Our approach is then to use a copula to model the dependence between X t−1 , Y t−1 , X t , and Y t , thereby taking into account both interdependence and serial dependence.
One advantage of our approach is that it is not necessary to model univariate time series. One comparatively small disadvantage, however, is that we need to assume stationarity and a Markovian structure. Clearly, these hypotheses should be tested before using our approach.
For a method of detecting changes in dependence between time series without having to model them, see [25] . Also of interest is [24] , where a method is proposed for detecting changes in a copula using kernel estimates of copulas and residuals. Although the notion of time-varying dependence used in [8, 32, 40] and others is appealing, it raises many sensitive issues because copulas are fitted to residuals. In particular, inference can be delicate: the time series are not stationary, and the relation between the parameters and exogenous variables is far from obvious. See also [23] for closely related work and a discussion of change-point detection problems.
The rest of the paper is structured as follows. In Section 2, we introduce copula-based Markovian models for time series and give some examples. Parameter estimation is treated in Section 3 under a mixing condition, thereby extending the results of [7] on maximum pseudo likelihood estimation; we also consider goodness-of-fit in this context. A real-life example of application is provided in Section 4 and the applicability of the mixing conditions is discussed in the Appendix.
Copulas for Markovian models
Let H be a d-variate cumulative distribution function with continuous marginal distributions F 1 , . . . , F d . According to Sklar [39] , there exists a unique distribution function C with uniform margins on [0, 1] such that
has distribution function C . One can easily check that the variables X 1 , . . . , X d are independent if and only if C = Π, the independence copula defined, for all u = (u 1 , . . .
Copulas and Markovian models
Our aim is to present a framework for modeling the dependence in a d-dimensional time series X 0 , . . . , X n through copulas. Our approach is more general than the one considered in [42] . We need not assume a parametric structure for the time series, nor is it necessary to introduce innovations. We only ask that the process X be Markovian and stationary, and that its marginal distributions F 1 , . . . , F d be continuous and independent of time.
Let C be the copula associated with the 2d-dimensional vector (X t−1 , X t ). The copula Q of X t−1 is then the same as the copula of X t , i.e., if 1 = (1, . . . , 1)
Letting F denote the transformation
one can then define U t = F(X t ) and U is a d-dimensional time series such that (U t−1 , U t ) ∼ C , and U t ∼ Q . Because F is unknown, the Markovian stationary time series U is not observable. To estimate the copula parameters or to simulate observations for the process U t , one needs to compute the conditional distribution of U t given U t−1 . To this conditional distribution corresponds a conditional copula which, in a univariate time series context, is the copula associated to serial dependence; see, e.g., [7, 14, 32] . However, our analysis of the conditional copula is not as general as in [32] , mainly because of our Markovian assumption.
In what follows, we study the properties of the conditional copula in a general context. It is then applied to multivariate time series. Note that properties of conditional copulas in the Archimedean case have been studied in [31] . However, this paper only considered serially independent random vectors while here, serial dependence is also taken into account. 
The conditional copula
Assuming that the copula C is absolutely continuous with density c and that the densities f i of F i and g j of G j exist for all
, where c U is the density of the copula
is the conditional density of V given U = u. Note that (4) is not the density of a copula in general. However, the (unique) copula associated with c V |U is called the conditional copula. This is consistent with the definition given in [32] . Consequently, the following result is a particular case of Patton's extension of Sklar's Theorem.
Therefore the conditional copulas of V given U and Y given X are the same.
Below are a few examples of application in the general case where
In the Markovian case,
Markovian models with meta-elliptic copulas
Meta-elliptical copulas are copulas associated with elliptical distributions through relation (1). They are increasingly popular in financial applications, especially the Student and Gaussian copulas. Recall that a vector Y has an elliptical distribution with generator g and location parameter µ and positive definite symmetric dispersion matrix Σ, denoted Y ∼ E (g, µ, Σ), if its density is given, for all y ∈ R d , by
where, for arbitrary r ∈ (0, ∞),
is a density on (0, ∞). In fact it is the density of ξ (5) and is independent of S, with S uniformly distributed on S d = {y ∈ R d : ∥y∥ = 1}. Because copulas are invariant by increasing transformations, the underlying copula of Y ∼ E (g, µ, Σ) depends only on g and the correlation matrix R associated with Σ.
For example, the Gaussian distribution is a particular case of elliptic distribution with generator g(r) = e −r/2 /(2π )
for r ∈ (0, ∞). Another interesting family of elliptic distributions is the Pearson type VII, with generator
, where α, ν > 0. The case α = ν/2 corresponds to the multivariate Student, while if α = 1/2 and ν = 1, one gets the multivariate Cauchy distribution.
Set
11 . Then |R| = |R 11 ||Ω| and
, where g 1 and g 2 are respectively given by
and
The following result is a consequence of these facts. (6) and suppose that C g,R is the copula associated with the elliptic 
Lemma 1. Let R be a correlation matrix of the form
Hence if the joint distribution of (X 1 , X 2 ) is a Student with parameters (ν, R), then the conditional distribution of X 2 , given
is the generator of a Student with ν + d 1 degrees of freedom. It follows that the conditional copula of a Student copula with parameters (ν, R) is a Student copula with parameters (ν + d 1 ,Ω).
Using Lemma 1, one can design an algorithm for generating Markovian time series having a joint meta-elliptic copula.
To this end, let F 1 be the distribution function associated with E (g 1 , 0, R 1 ), where g 1 is defined by (7).
Algorithm 1.
Let g be the generator of a 2d-dimensional elliptic distribution. To generate a times series U 0 , . . . , U n with stationary distribution C g 1 ,R 1 such that (U t−1 , U t ) ∼ C g,R with correlation matrix R of the form (6), proceed as follows:
Markovian models with Archimedean copulas
Archimedean copulas were first introduced in statistics in [17, 18] . A copula C is said to be Archimedean with generator
which is unique up to a scale factor. As shown in [30] , sufficient conditions on φ are that φ(1) = 0 and that, for all s > 0 and k ∈ {1, . . . , d},
Archimedean copula with generator φ, and set A u = C (u, 1), where u ∈ (0, 1)
Then, for arbitrary t ∈ (0, 1],
and so the associated quantile function is
This leads to the following result, already reported in [31] .
Archimedean with generator defined, for all t ∈ (0, 1], by
where
For example, φ θ (t) = (t −θ − 1)/θ with θ > 0 generates the Clayton copula with positive association, and in this case one has
for arbitrary s ≥ 0 and integer k ≥ 1. As shown in [31] , the conditional Clayton copula is then Clayton, with parameter θ/(1 + d 1 θ ). It is also quite easy to evaluate h d for the Frank and Gumbel-Hougaard copulas; see [2] .
Using the previous calculations and Lemma 2, one can now propose a general algorithm to simulate a Markovian time series with joint copula C 2d,φ . 
. . , d} and Q u is defined by (10) .
If the generator φ yields a copula for any d ≥ 2, it is well known [28] 
is the Laplace transform of the distribution ν u whose density (with respect to µ) is proportional to the bounded function
Hence variables distributed as ν u can be simulated easily by the acceptance rejection method if one can generate ξ ∼ µ.
Note that one could also consider models based on copula vines [1, 4] and hierarchical copulas [29] . This will need to be the subject of another paper, however, because one then has to impose extra assumptions on these families in order to obtain a copula for the joint distribution of a Markov process.
Estimation and goodness-of-fit
Start with a time series of d-dimensional vectors X t = (X t,1 , . . . , X t,d ) with t ∈ {1, . . . , n}, where C θ is the copula associated with (X t−1 , X t ). The goal is to estimate θ ∈ O ⊂ R p without any prior knowledge of the margins.
First, given that the margins are unknown, replace X t,k by its rank R t,k among X 1,k , . . . , X n,k . Next, define the sequencê U t = R t /(n + 1) of normalized ranks. These pseudo-observations are then close to being uniformly distributed over [ 
Estimation by the maximum pseudo likelihood method
An obvious extension of the maximum pseudo likelihood method [16] to the Markovian case is to define the maximum pseudo likelihood estimatorθ n bŷ
where cθ is the density of Cθ , assumed to be non-vanishing on (0, 1) 2d , and qθ is the density of Qθ . This estimator was studied in [7] when d = 1 and under stronger assumptions than ours, since the authors assumed β-mixing, whereas we need only α-mixing. Under additional assumptions listed below, we can prove that the maximum pseudo likelihood estimator behaves nicely.
Assumptions. From now on, suppose that (A1) c θ is positive on (0, 1) 2d and thrice continuously differentiable as a function of θ ; the gradient of c θ with respect to θ is denotedċ θ .
(A2) For all t ≥ 2,
is square integrable.
(A3) G θ (u, v) is continuously differentiable with respect to (u, v).
⊗d , where, for all k ∈ {1, . . . , d} and u k ∈ R,
Note that by (A1), the sequence U t is ergodic [6, Theorem 3.5]. 
and whereḟ denotes the gradient with respect to θ . In addition, for the maximum pseudo likelihood estimatorθ n defined by (12) ,
, for some covariance matrix J, the joint law of Θ andΘ is Gaussian, and
Proof. The proof of the convergence of Θ n is standard. Indeed, ∆M is a martingale difference sequence, i.e., E(∆M t |U t−1 , . . . , U 1 ) = 0 and it is square integrable by hypothesis (A2). Therefore, the Central Limit Theorem for martingales [12] allows one to conclude that n
Mimicking the proof in [16] or using the methodology for pseudo observations developed in [22] , one can also prove that Θ n Θ +Θ, whereΘ has representation (14) . See [22] for details.
Remark 1.
Because the covariance of F 1 , . . . , F d is given by an infinite series, it would be extremely difficult to obtain a direct estimation of the covariance matrix J ofΘ = Θ +Θ. However, using the results on parametric bootstrap for dynamic models [35] , one could generate N samples of time series with copula Cθ n and estimate θ for each sample.
For each k ∈ {1, . . . , N}, letθ
n denote the estimate of θ and write
The random vectors z 1 , . . . , z N then converge to independent copies ofΘ. Therefore, one could estimate J by the empirical covariance of z 1 , . . . , z N .
Convergence of empirical processes
To verify assumption (A4), i.e., to obtain the weak convergence of F n , consider the empirical process
Now consider the mixing coefficients
where B d stands for the Borel σ -algebra on [0, 1] d . According to [38, Theorem 7 .3], a sufficient condition for the convergence of H n is that there exist a > 1 and c > 0 such that
Sufficient conditions for the validity of (16) are given in Appendix. In particular, it is shown that (16) holds true for the Gaussian, Student, and Frank copula families. As for the Clayton and Gumbel-Hougaard families, (16) can be checked by numerical calculations also provided in Appendix.
Remark 2.
As a by-product of the convergence of H n , the empirical copula based on the pseudo-observationsÛ t converges as well. Thus if
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The proof follows closely the one in [15, Lemma 3] or the proof in [10] . Under condition (16) , one can also prove that
where L is the joint distribution of (U t−1 , U t ) and, for all u 1 
Calling once again on results in [15] , one can prove the convergence of
and C has representation
In particular, the last result shows that under mixing condition (16), one can prove Central Limit Theorems for the empirical versions of many measures of dependence such as Kendall's tau, Spearman's rho, or the van der Waerden and Plantagenet coefficients, all of which can be expressed in terms of C n .
Example 1. In the context of a Markovian model with Gaussian copula, the maximum pseudo likelihood estimator may be obtained as follows. For each
Recall that B = R 21 R −1 11 and
⊤ . We need to findB andΩ maximizing (17) . From classical multivariate regression theory, the solution is known to bê
It is easy to show that these estimators are consistent. To estimate R 11 , which is a correlation matrix, one can thus set ξ t =∆ζ t , where∆ is the diagonal matrix so thatR 11 = (ξ 1 ξ
is a correlation matrix. This is in fact the van der Waerden estimator of R 11 . Then set
Note that these estimates can be obtained by using the van der Waerden estimator of R through the pseudo-observations 
, where the transformation is applied entry by entry. The degrees of freedom ν can then be estimated by maximum pseudo likelihood.
Goodness-of-fit
There exists almost no formal goodness-of-fit test for copulas in a serially dependent context. For literature reviews in the serially independent case, see [5, 21] . For data involving serial dependence, [26] proposed goodness-of-fit tests using the
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parametric bootstrap technique, but they gave no evidence as to the validity of their methodology, which is far from obvious even in the absence of serial dependence [20] . Following on [21] , we propose to use the Rosenblatt transform to construct goodness-of-fit tests for serial dependent data. Recall that Rosenblatt's transform of a d-variate copula C is the mapping R from (0, 1) 
for k ∈ {2, . . . , d}. A key property of Rosenblatt's transform is that U ∼ C if and only if E = R(U) ∼ Π, i.e., E is uniformly distributed on [0, 1] d . In a univariate time series context, the use of Rosenblatt transforms was suggested in [9] . Specifically, the authors proposed to use the first half of the sample to estimate parameters and the second half to compute the goodness-of-fit test statistic. Because of the serial dependence, however, it is not clear that their procedure is valid. A corrected version based on a parametric bootstrap was proposed in [36, 37] for a multivariate regime switching Gaussian model. The validity of the parametric bootstrap approach for dynamic models, including the present context, is proven in the companion paper [35] .
Recall that in the present setting, (U t ) is a stationary Markov process with (U t−1 , U t ) ∼ C . The goal is to test the null hypothesis that C belongs to a given parametric family, i.e., H 0 : C ∈ {C θ : θ ∈ O}. Let
be the Rosenblatt transform associated with the 2d-dimensional copula C θ , where R 
Because θ is unknown and U t is unobservable, θ must be estimated and U t has to be replaced by a pseudo-observation U t . Suppose thatθ is a ''regular'' estimator of θ , in the sense of Genest and Rémillard [20] and Rémillard [35] , based on the pseudo sampleÛ 1 , . . . ,Û n , and for all t ≥ 2, set
should be ''close'' to Π, the d-dimensional independence copula. Mimicking [21] , one can test the null hypothesis with a Cramér-von Mises type statistic
where G n = n 1/2 (G n −Π). Using the tools described in [22] together with the convergence results of the empirical processes described in the previous section, one can determine that G n converges to a (complicated) continuous centered Gaussian process G. This leads, as n → ∞, to the weak convergence of S n = T (G n ) to T (G), T being a continuous functional on
Regarding goodness-of-fit, the results of [20] on the parametric bootstrap can be extended to a Markovian setting, showing that p-values for tests of goodness-of-fit based on the empirical copula or the Rosenblatt transform can be estimated by Monte Carlo methods. The proof of the validity of that extension is given in the companion paper [35] .
Example 2. Consider goodness-of-fit testing for an Archimedean model. From (18) , it follows that if C = C 2d,φ , then for all k ∈ {1, . . . , d} and u, v ∈ (0, 1) Table 1 Estimates of ρ and ν, and p-values of the goodness-of-fit test for the Gaussian and Student copulas, using N = 100 iterations. 
Ignoring serial dependence
What would have been the effect of ignoring serial dependence? Although most of the resulting estimators would still converge, they might not be regular in the sense of [20, 35] and hence goodness-of-fit procedures might be inapplicable. A crucial prior step to inference is thus to test for serial dependence using, e.g., techniques from [19] . This methodology, together with tests of goodness-of-fit proposed in [20] , has been implemented in R [41] .
Empirical application
From an economic perspective, dependence between the returns of the Can/US exchange rate and oil prices (NYMEX Oil Futures) is expected. Here, we study this dependence by examining the daily returns data of the two variables over a ten-year period. We investigate three overlapping periods of 2, 5, and 10 years, respectively. These periods The first step is to test for the presence of serial dependence in the univariate time series (for the three periods); the statistics I n and I ⋆ n defined in [15] were used to this end. For lags up to p = 6, the tests based on I n almost never reject the null hypothesis of independence (at the 5% level), while all tests based on I ⋆ n reject the same hypothesis. According to [15] , both series exhibit time-dependent conditional variance as in, e.g., GARCH models. Interestingly, classical tests of independence based on the Ljung-Box statistics did not reject the null hypothesis of independence for the exchange rate returns for any of the three periods, though they rejected independence in all cases for the oil futures returns.
Having identified serial dependence in the time-series of both variables, the next step is to attempt to fit a copula-based Markovian model. We chose to test the adequacy of four families: Clayton, Frank, Gaussian, and Student. The zero p-values (calculated with N = 1000 iterations) for the Clayton and Frank copulas indicate that both families are rejected for every time period.
The corresponding results for the Gaussian and Student copulas appear in Table 1 . First, the Student copula systematically exhibits the largest p-value; in each period, it is much larger than the corresponding p-value for the Gaussian copula, which is rejected at the 5% level for the ten-year period. The Student model is thus the best in all cases.
The analysis also confirms the presence of positive dependence between the returns of the two series. The strength of the dependence seems to decrease as the length of the period increases. This may be due to a lack of stationarity for these periods, meaning that the dependence changed between 2000 and 2005 and between 2005 and 2007. Fig. 1 supports this hypothesis, at least for the last two years. ) - Table 2 Estimates of ρ and ν, and p-values of the goodness-of-fit test for the Student copula, using N = 100 iterations. To test this hypothesis, the same analysis was repeated using only the Student copula. The results are given in Table 2 . They confirm the impression that the dependence was different during the three non-overlapping periods, the dependence being much stronger over the last two years, which is often the case during periods of economic and financial stress. However, the surprising result is that for the first period, from 2000 to the end of 2004, the dependence is best modeled by a Gaussian copula (corresponding to a Student copula with an infinite number of degrees of freedom).
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Appendix A. Conditions for mixing
First note that for a stationary Markov chain, the coefficient α(n), defined by (15) , satisfies α(n) = α {σ (U 0 ), σ (U n )}. If general, suppose that X is a stationary Markov chain with transition π and stationary measure ν, and let H be the set of all measurable functions g so that E{g(X 0 )} = 0 and ∥g∥
It follows that for any f , g ∈ H, and any integer n > 1,
Next, note that for g ∈ H,
As a result, ∥Tg∥ 2 ≤ ρ 1 , and it follows that for every integer n > 1, ρ n ≤ ρ 1 ρ n−1 . Therefore, ρ n ≤ ρ n 1 for every integer n ≥ 1. In the context of a Markov chain U with (U n−1 , U n ) ∼ C , as considered previously, set ρ C = ρ 1 . Thus if ρ C < 1, then ρ n goes to zero exponentially fast, and so does α(n) because 
Proof. It follows from [27] that when φ 2 C < ∞, there exists orthonormal sets of functions (f k ) k≥0 and
, and
Note that r 0 = 1. Thus if f , g ∈ H, one can find coefficients α i , β j so that
Furthermore, the fact that c > 0 almost surely implies that f a = λ a f 0 and g a = η a g 0 , with λ a = r a η a , and |η a | = 1, which is impossible because  f a (u)q(u)du = 0 whenever a ≥ 1. Hence, one must have |r a | < 1.
Remark 4.
Note that φ 2 C can be defined in terms of the joint law. If H has copula C and density h, and P has copula Q with density p, then Proof. For any measurable functions f , g so that f (U t−1 ) and g(U t ) both have zero mean and unit variance, one has E {f (U t−1 )g(U t )} = (1 − 2u k )(1 − 2v k )
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for some θ ∈ (−1, 1) . It also holds for the Student copula. In the latter case, the ratio is bounded below by a constant times be the measures associated with C and Q , respectively. This notation is required, e.g., for the Clayton and Gumbel-Hougaard families, because neither Proposition 2 nor 3 applies, even when d = 2, as it is the case in [3] .
