Control of complex systems involves both system identification and controller design. Deep neural networks have proven to be successful in many identification tasks, such as classification, prediction, and end-to-end system modeling. However, from the controller design perspective, these networks are difficult to work with because they are typically nonlinear and nonconvex. Therefore many systems are still optimized and controlled based on simple linear models despite their poor identification performance. In this paper we address this problem by explicitly constructing deep neural networks that are convex with respect to their inputs. We show that these input convex networks can be trained to obtain accurate models of complex physical systems. In particular, we design input convex recurrent neural networks to capture temporal behavior of dynamical systems. Then optimal controllers based on these networks can be designed by solving convex optimization problems. Results on both toy models and real-world image denoising and building energy optimization problems demonstrate the modeling accuracy and control efficiency of the proposed approach.
I. INTRODUCTION
Decisions on how to best operate and control large-scale systems such as power system, building energy management and transportation networks are of critical societal importance. These systems are challenging to control because they are typically complex, with legacy infrastructure having been built over a long period of time. Therefore a detailed model for them may not be available or may be intractable to work with. For instance, buildings account for 40% of the global energy consumption [1] . Consequently, many approaches have been proposed to operate buildings more efficiently to reduce energy consumption by controlling the HVAC system [2, 3, 4] . Most previous methods however, either require a detailed physics model of buildings that takes years to develop [5] or use simplified linear (RC circuit) models to represent complex system dynamics.
To overcome such modeling deficiencies in existing control methods, we propose to leverage the availability of data in these systems. In recent years-with the growing deployment of sensors and smart meters in physical systems-large amount of rich, operational data have been collected [6, 7, 8] . Using these data, the system dynamics can be learned directly and can be automatically updated at periodic intervals. One popular method is to parameterize these dynamics using deep neural networks, because of their state of the art performances in complex tasks such as image [9] and natural language processing [10] . But thus far these networks have mainly been used in classification and regression problems [11, 12] as opposed to real-time closed-loop control of physical systems.
A key reason that deep neural networks have not been widely applied in control of physical systems is that even though they provide good performances in learning system behaviors, optimization on top of these networks is challenging. A deep neural network, for example, may perform much better in learning the relationship between temperature set points in a building and its power consumption than a linear model, yet it is not necessarily the case that the neural network should be used to optimize the set points for consumption reduction. Neural networks, because of its structure, are generally not convex from input to output. Likewise, many control applications are more amenable tractability offered by linear models despite their poor fitting performances.
In this paper we tackle the modeling and control tradeoff by building on the input convex neural networks (ICNN) in [13] to both represent system dynamics and to find optimal control policies. By making the neural network convex from input to output, we are able to both obtain good predictive accuracies and tractable computational optimization problems. The overall methodology is shown in Fig. 1 (b) . In Section II, we show how neural networks can be embedded in control problems. We propose an input convex recurrent neural network (ICRNN) structure to capture the time evolution of dynamical systems. Then in Section III we show that input convex neural networks can represent most convex system dynamics and is an exponentially more efficient representation than widely used convex piecewise linear approximations [14] . In Section IV we use real data from image processing and building control to demonstrate the effectiveness of our framework. In particular we show that building power consumption can be decreased by 20% using input convex recurrent neural networks compared to existing RC models.
Related work
The work in [13] was an impetus for this paper. The key differences are that the goal in [13] is to show that ICNN can achieve similar classification performances as conventional neural networks and how the former can be used in inference and prediction problems. Our goal is to use these networks for optimization and closed-loop control, and in a sense that we are Fig. 1 : (a) In conventional end-to-end controller design, where a model is trained to find the best control actions based on observations. (b) In our proposed method, a neural network is first trained to learn the system dynamics, then we solve a convex predictive control problem to find the best actions. more interested in the overall system performances and not directly the performance of the networks. We also extend the class of networks to include RNNs to capture dynamical systems.
Control and decision-making have used deep learning mainly in end-to-end settings (shown in Fig. Fig. 1 (a) ), such as sequential decision making in game [15] , robotics manipulation [16, 17] , and control of cyber-physical systems [18, 19] . However, much of the success rely heavily on a reinforcement learning setup where optimal state-action pairs can be learned. However, many systems do not fit into a reinforcement learning process because suboptimal actions would lead to disastrous results (e.g., training a controller of a power system by trying different actions may lead to blackouts). Moreover, there are model constraints (e.g., the largest turning angle for autonomous cars, peak output for building cooling system and maximum speed for robot manipulation) which could neither be directly modeling nor represented efficiently by learned policies. On the other side, there existed both rich literature in control theory and successful applications on designing controllers and control algorithms, e.g., model predictive control [20, 21] and nonlinear optimal control [22] . This often involves a system identification stage, which usually use fixed form of model to minimize some prediction error [23, 24] . However, much less attention has been paid to use neural networks as an accurate representative of system dynamics for control purposes [25] . For some proposed neural-network based control algorithms [26, 27] , it shares the problem of limited state-action pairs as end-to-end learning problems.
II. CLOSED-LOOP CONTROL WITH INPUT CONVEX NEURAL NETWORKS
In this paper, we consider the settings where a neural network is used in a closed-loop system. The fundamental goal is to optimize system performance which is beyond the learning performance of network on its own. In this section we describe how input convex neural networks (ICNN) can be extremely useful in these systems by considering two related problems. First, we show how ICNN perform in single-shot optimization problems. Then we extend the results to an input convex recurrent neural networks (ICRNN), which allows us to both capture systems' complex dynamics and make time-series decisions. 
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A. Single-shot problem
Constructing a feed-forward neural network that is convex from input to output is not difficult. The following proposition in [13] states a simple sufficient condition for a neural network to be input convex: Proposition 1. The feedforward neural network in Fig. 2(a) is convex from input to output if all the weights between the layers W 2:k are nonnegative and all of the activation functions are convex and nondecreasing (e.g. ReLU).
This proposition follows directly from composition of convex functions [28, 13] . Although it allows for any increasing convex activation functions, in this paper we work with the popular ReLU activation function. One notable addition in ICNN are the direct "passthrough" layers connecting input to hidden layers for better representation power, which are shown in Fig. 2(a) .
Fundamentally, ICNN allow us to use neural networks in decision making processes by guaranteeing the solution is unique and a global optimal. Since many complex input and output relationships can be learned through deep neural networks, it is natural to consider using the learned network in an optimization problem in form of
where X is a convex feasible space. Then if f is an ICNN, optimizing over x is a convex problem, which can be solved efficiently to global optimality. Of course, since the weights of the network are restricted to be nonnegative, the performance of the network (e.g., classification) maybe worse. The next simple toy problem shows that trading off classification performance with tractability can be preferable. Consider a synthetic example which contains two circles of noisy input data x ∈ R
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, along with data label y ∈ {0, 1} which is based on input coming from inner loop (y = 0) or outer loop (y = 1). Suppose a decision maker is interested in maximizing the probability of y being 0. This optimization problem can be solved by learning a neural network classifier from x to y, and then to find a x point which minimizes the output of the neural network. More specifically, let f N N be a conventional neural network and f ICN N be an ICNN. Then the objective becomes minimizing f N N (x) or f ICN N (x). Figure 3 shows the decision boundaries for f N N and f ICN N , respectively. These networks are trained using the same number of samples. The decision boundaries of a conventional network have many "zigzags", which makes solving (1) challenging, especially if x is constrained. In contrast, the ICNN has convex level sets (by construction) as decision boundaries, which leads to a convex optimization problem. 
B. Closed-loop control and recurrent neural networks
In addition to the single-shot optimization problem in (1), we are interested in optimally controlling a dynamical system. Consider a physical system with discrete-time dynamics, at time step t, define s t as the system state, u t as the control inputs, and y t as the system outputs. For example, for the real-time control of a building system, s t includes the room temperature, occupancy, etc; u t denotes the building appliance scheduling, room temperature set-points; and output y t is the building energy consumption. In addition, we define a joint variable x t = [s t , u t ] called system inputs, which includes both the system states and control actions.
The time evolution of the system is described by
where (2b) describes the coupling between the current inputs to the future system states. Physical systems described by (2) usually have significant inertia in the sense that the outcome of any control actions is delayed in time and there are significant couplings across time periods. To model such temporal dependency, we propose to use recurrent neural networks (instead of feed-forward neural network) to model the time evolution of the system dynamics. Recurrent networks carry an internal state of the system, which introduces coupling with previous inputs to the system. Fig. 2(b) shows the proposed input convex recurrent neural networks (ICRNN) structure. This network maps from input x to output y with memory unit z, using the architecture that for each time step t:
If we unroll the dynamics with respect to time, we have
are network parameters, and σ 1 , σ 2 denote the nonlinear activation functions. The next proposition states a sufficient condition for the network to be input convex:
Proposition 2. The network shown in Fig. 2(b) is a convex function from input to output if V, W are non-negative, and all activation functions are convex and nondecreasing (e.g. ReLU).
The proof of this proposition again follows directly from composition rules of convex functions.
Once we train an ICRNN to represent the system dynamics, the optimal receding horizon control problem at time t can then be written as,
where J(u t , y t ) be the control system cost incurs at time t. g(·) and f (·) in Eq. (5b)-(5c) are parameterized as ICRNN, and n w is the memory window length of recurrent neural network. (5d) and (5e) are the constraints on system states and control inputs respectively. Optimization problem in (5) is a convex optimization with respect to inputs u, provided the cost function J(u τ , y τ ) is convex with respect to u t and convex and nondecreasing with respect to y t . Since the problem is convex, a number of algorithms can be used. The gradients or sub-gradients from the cost function to the inputs can be calculated via back-propagation with the modification that the cost is propagated to the input rather than the weights of the network. Let u * = {u * t , u * t+1 , ..., u * t+T } be the optimal solution of the optimization problem at time t. Then the first element of u * is implemented to the real-time system control, that is u * t . The optimization problem is repeated at time t + 1, based on the updated state prediction using u * t , yielding a moving horizon control strategy.
III. EFFICIENCY AND REPRESENTATION POWER OF ICNN
This section provides theoretical analysis of input convex neural network. The first result highlights the representation power of input convex neural network. 
Sketch of proof for Theorem 1. Supposing Lemma 1 is true, the proof of Theorem 1 boils down to showing that neural network with nonnegative weights and ReLU activation functions can exactly represent a maximum of affine functions. The proof is constructive. We first construct a neural network with ReLU activation functions and both positive and negative weights, then we show that the weights can be restricted to be nonnegative by a simple duplication trick. The details of the proofs are given in the Appendix.
We note that this proof is similar in spirit to theorems in [29, 30] . The key new result is a simpler construction than the one used in [29] and the restriction to nonnegative network weights. Similar to Theorem 1, an analogous result about the representation power of ICRNN can be shown for systems with convex dynamics. Given a dynamical system described by rolled out system dynamics y t = f (u 1 , . . . , u t ) is convex, then there exists a recurrent neural network with nonnegative weights and ReLU activation functions that approximate it within .
A. ICNN vs. convex piecewise linear fitting
In the proof of Theorem 1, we first approximate a convex function by a maximum of affine functions then construct a neural network according to this maximum. Then a natural question is why learn a neural network and not directly the affine functions in the maximum? This approach was taken in [14] , where the affine functions are directly learned from data through a regression problem.
A key reason that we propose to use ICNN (or ICRNN) to fit a function rather than directly finding a maximum of affine functions is that the former is a much more efficient parameterization than the latter. As stated in Theorem 2, a maximum of K affine functions can be represented by an ICNN with K layers, where each layer only requires a single ReLU activation function. However, given a single layer ICNN with K ReLU activaion functions, it may take a maximum of 2 K affine functions to represent it directly. Therefore in practice, it would be much easier to train a good ICNN than finding a good set of affine functions. 
IV. EXPERIMENTS
We present experimental results on two decision-making problems: image denoising and commercial building operations, respectively. Both demonstrates that the proposed input convex neural network framework: 1) discovers the connection between controllable variables and the cost objective; 2) is lightweight and requires less labeled data than conventional neural networks.
A. Image Denoise
Experimental Setup. In this test we are interested in recovering clean MNIST images x from corresponding noisy observations x, wherex = x + v and v ∼ N (0, σ 2 ) is additive Gaussian noise. This can be viewed as a single-shot optimization problem, where all pixels are controllable, with the goal of recovering a image that is closest to the original image x such that the optimized image is with lowest level of noise. The training objective is to learn the image noise-level σ, and we train a 3-hidden-layer ICNN with architecture proposed in Fig. 2(a) to learn regression f (x) = σ. Then in order to find the best noise-free image, the input pixel optimization problem can be formulated as
where γ is a hyperparameter to constrain maximum shift in pixel values. We compare the results of proposed method to two end-to-end deep learning denoising methods, Stacked Denoising Autoencoders (SDA) [31] and Denoising Convolutional Neural Networks (DnCNN) [32] . SDA uses deep auto-encoders to learn the mapping from noisy imagex to noise-free image x, while DnCNN utilizes residual learning to learn v first and then subtracts v to recover the original image. These algorithms have been proved to be successful when there exist large volume of training pairs of clean and noisy image patches. Both SDA and DnCNN employ deeper and more complicated architectures compared to our ICNN. Specifically we look into the case when training data is limited, where we inject 100 groups of Gaussian noise to each clean image, and get 10 2 , 2 × 10 3 , 5 × 10 3 and 10 4 training pairs respectively. We run every algorithm until convergence during training, and test the performance with same number of paired data {x, σ} (for input convex neural networks) or {x, x} (for SDA and DnCNN). Note that this isn't an attempt to find the best algorithm for image denoising, rather our aim is to provide an insightful example of decision making via neural network input optimization.
Number of Training Samples
Results. The testing error for the ICNN is similar to that of a deep convolutional network, with the former achieving a RMSE of 5.12 × 10 , respectively. This illustrates that ICNN does not lose much predictive performance in learning the image noise level. We then investigate system-level performance by looking at the Peak Signal to Noise Ratio (PSNR) and the quality of the recovered image for 1, 000 test pairs of noise-free and recovered MNIST digits. Higher PSNR In Figure. 4(a) we show randomly-picked original and denoised image pairs with σ = 30 and 1, 000 training samples. With limited number of training samples, ICNN is more powerful than other algorithms in recovering the clean images, as SDA learns recovered images of low clarity, while DnCNN learns inaccurate residuals. In Fig. 4(b) we also illustrate ICNN outperforms other two methods with varying size of training sets under σ = 30. Moreover, ICNN yields stable performance and less variability for all testing samples. Additional details can be found in the Appendix.
B. Building Energy Management
Experimental Setup. We now move on to optimally controlling a dynamical system. We consider the real-time control problem of building HVAC (heating, ventilation, and air conditioning) system to reduce its energy consumption. The exact system dynamics are unknown and hard to model due to the complex heating transfer dynamics as well as the scale of the system [33] . At time t, we assume the building's running profile x t := [s t , u t ] is available, where s t denotes building system states, including outside temperature, room temperature measurements, zone occupancies and etc. u t denotes a collection of control actions such as room temperature set points and appliance schedule. The output is, P t , the electricity consumption at time t. This is a model predictive control problem in the sense that we want to find the best control inputs that minimize the overall energy consumption of building by looking ahead several time steps. To achieve this goal, we firstly learn an ICRNN model f (·) of the building dynamics, which is trained to minimize the error between P t and f (x t−nw , ..., x t ), while n w denotes the memory window of recurrent neural networks. Then we solve:
where the objective (7a) is minimizing the total energy consumption in future T steps (T is the model predictive control horizon), and (7b) is used for system state updates. In practice, we could also directly add electricity prices into the overall objective so that we could directly learn the real-time actions to minimize electricity costs. The constraints on control actions u t and system states s t are given in (7c) and (7d). For instance, the temperature set points as well as real measurements should not exceed user-defined comfort regions. We also set the forecasting and optimization benchmark using RC circuit model for MPC to model the heat transfer in building systems [2] . In each step MPC algorithm takes into account the forecast states for the building based on the fitted RC model and takes current control actions accordingly. We also compare the performance of ICRNN to the conventionally trained RNN.
To test the performance of the proposed method, we set up a 12-story large office building in EnergyPlus 1 , with a total floor area of 498, 584 square feet which is divided into 16 separate zones. By using the whole year's weather profile, we simulate the building running through the year and record (x t , P t ) with a resolution of 10 minutes. We use 10 months' data to train the ICRNN and subsequent 2 months' data for testing. We use 39 building system state variables s t (uncontrollable), along with 16 control variables u t . Output is a single feature for energy consumption at each time step. We set the model predictive control horizon T = 36 (six hours).
We employ an ICRNN with 1 recurrent layer of dimension 200 with 2 subsequent fully-connected layers to fit the building input-output dynamics. The model is trained to minimize the MSE between its predictions and the actual building energy consumption using stochastic gradient descent.
Results. ICRNN provides an accurate model compared to conventional RNN model. The overall testing RMSE for ICRNN is 0.054, which is comparable to a conventional RNN's error of 0.051 and much smaller than the error made by RC model (0.240). Fig. 5(a) shows the fitting performance on 5 working days from test data. This illustrates the good performance of ICRNN in modeling building HVAC system dynamics. Then by using the learned ICRNN model of building dynamics, we obtain the best room control actions u * t by solving the optimal building control problem (7) . As shown in Fig. 5(b) , with the same constraints on building temperature interval of [19 • C, 24
• C], building energy consumption is reduced by 23.25% after implementing the optimized temperature set points calculated by ICRNN. On the contrary, since there is no guarantee for finding optimal control actions by optimizing over conventional RNN's input, the control solutions given by conventional RNN could only save 11.73% of electricity. Solutions given by RC model only saves 4.07% of electricity. More interestingly, in Fig. 5(c) we randomly select two regions, the building basement and top floor central area, and plot the control actions and compare it with the conventional RNN's input optimization solution. It demonstrates that our proposed approach is able to find a group of stable control actions for the building system. While in the conventional RNN case, it generates many jump and irregular control set points. More details can be found in the Appendix. 
V. SUMMARY AND DISCUSSION
In this work we proposed a novel optimal control framework that incorporates convexity and deep neural networks. We bridge machine learning and control via introducing input convex recurrent neural networks to represent system dynamics. We show that many interesting data-driven control problems can be cast as convex optimization problems using the proposed network architecture. Experiments on image denoising and building energy management demonstrated our methodology's potential in a variety of control and optimization problems. The above argument extends directly to a maximum of K linear functions. Suppose
Again the trick is to rewrite f CP L (x) as a nested maximum of affine functions. For notational convenience, let
The last equation describes a K layer neural network, where the layers are:
Each layer of of this neural network uses only a single activation function.
Although the above neural network exactly represent a maximum of linear functions, it is not convex since the coefficients between layers could be negative. In particular, each layer involves an inner product of the form (a i − a i+1 ) T x and the coefficients are not necessarily nonnegative. To overcome this, we simply expand the input to include x and −x. Namely, define a new inputx ∈ R
Then any inner product of the form h T x can be written as
where all coefficients are nonnegative in the above sum. Therefore any inner product between a coefficient vector and the input x can be written as an inner product between a nonnegative coefficient vector and the expanded inputx. Therefore, without loss of generality, we can limit all of the weights between layers to be nonnegative, and thus the neural network to be input convex. Note that in optimization problems, we need to enforce consistency inx be including (12) as a constraint. However, this is a linear equality constraint, which maintains the convexity of the optimization problem.
Appendix B. Proof of Theorem 2
Proof. The second statement of Theorem 2 directly follows the construction in the proof of Theorem 1, which shows that a maximum of K affine functions can be represent by a K-layer ICNN (with a single ReLU function in each layer). So it remains to show the first statement of Theorem 2.
To show that a maximum of affine functions can require exponential number of pieces to approximate a function specified by an ICNN with K activation functions, consider a network with 1 hidden layer of K nodes and the weights of direct "passthrough" layers are set to 0:
It contains 3K parameters: w 0i , w 1i and b i , where w 0i ∈ R d and w 1i , b i ∈ R.
In order to represent the same function by a maximum of affine functions, we need to assess the value of every activation unit σ(w
So the following maximum over 2 K pieces is required to represent the single linear ICNN: We have shown in the main texts that in the case of σ = 30, the ICNN can outperform other deep learning based image denoise algorithms. And in Fig. 7 we show the results when noise level σ = 50, 70, the recovering performances by using three methods. As an example for making one-shot decisions on input pixels, ICNN performs better than other data-driven methods when training samples are limited. While since the model of DnCNN and ICNN are much deeper, and include specifically designed convolutional structures for filtering the noise signal, their performance would improve when we are provided with larger noisy and noise-free pairing data. The result on PSNR for varying σ and training data sizes N is also shown in Table I The network structures we used in image denoising test is summarized in Table II . For DnCNN, since it is trained to learn the residual of clean image from noisy input, the last layer is a subtraction from input to get the recovered image. 
Appendix D. Additional Details on Building Energy Management
In Fig. 8 we add one comparison on the control constraints effects on the final model performance by using ICRNN. Interestingly, with different setpoint constraints, the ICRNN finds similar solutions for off-peak electricity usage, which may correspond to necessary energy consumptions, such as lightning and ventilation. Moreover, when we set no constraints on the system, it would cut down more than 80% of total energy consumption compared to original running profile. 
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