Introduction
Machine learning techniques [1] are methods that given a training set of examples infer a model for the categories of the data, so that new (unknown) examples could be assigned to one or more categories by pattern matching within the model. Machine learning techniques have been applied successfully to a high variety of problems and data for prediction tasks. The main objective is to research how to apply machine learning algorithms to this data in order to discover relationships between attributes and to make predictions that could be useful for decision support. Medical data is a special kind of data, because many different kinds of features are involved in the collections. Moreover, the medical data have several known problems: missing, incorrect and sparse information and temporal data. Machine learning methods are very suitable for this kind of data [2] . There exists several KDD works attempting to deal with large-scale medical information. In [3] , authors try to detect type of hepatitis by extracting short sequential patterns from the temporal features. In [4] , simple rules are discovered using 4ft-miner (i.e. statistical tables of two rows and two columns), in order to temporally characterize, by differences, the hepatitis types B and C. Authors in [5] attempt to discover rules of singles boolean features that can be able to predict the liver fibrosis stage. The same application appears in [6] but, in this case, extracted patterns are clustered and then these clusters are assigned to fibrosis stages depending on the covered examples. They also applied this technique to atherosclerosis risk [7] . The data from follow-up studies with the repeated collection of the same type of data are very suitable for this analysis. Additional examples of data mining on biomedical data are presented in [8] and [9] . For the experiments in this paper the data used was from the twenty years lasting primary preventive longitudinal study of the risk factors (RF) of atherosclerosis in middle aged men. The study is named STULONG (LONGitudinal STUdy) [10] . The main target of this study is to validate machine learning as a way of association mining and to validate classification performance as a measurement of the salience for the discovered association. It is also intended to test machine learning algorithms in the prediction of far future disorders.
In the next section, the details of the STULONG dataset are presented. In section 3, the machine learning algorithms tested are described. Section 4 presents the measures for evaluation and Section 5 describes validation experiments. Finally, concluding remarks and future work is presented in Section 6.
Description of the Study and Data Set
The STULONG (http://euromise.vse.cz/challenge2004/index.html) [10] , [11] The main aims of the study were:
1. To identify the prevalence of risk factors (RF) of atherosclerosis in a population generally considered as the most endangered by possible complications of atherosclerosis, i.e. middle aged men. 2. To follow the development of these RF and their impact on the examined men health, especially with respect to atherosclerotic cardiovascular diseases. 3. To study the impact of complex intervention of RF on their development and cardiovascular morbidity and mortality in men.
Men born in 1926-1937 and living in Prague 2 were selected from the Prague 2 election lists in year 1975. For the first examination, 1419 of 2370 invited men came. Entry examinations were performed in the years 1976-1979. The invitation for examination included a short explanation of the aims of the study, of the first examination purpose, procedure and later observations and asked for co-operation. At that time, no informed signature of the respondent was required. Should the man react to the first invitation for the examination, we considered that a sufficient agreement with the examination itself, observation and results NG = group of men without RF defined above, without manifestation of the atherosclerotic diseases or other serious illnesses making their ten-year-long observation impossible, and without ECG changes, RG = group of men with at least one RF defined above, without manifestation of the atherosclerotic diseases or other serious illnesses making their ten-year-long observation impossible, and without ECG changes, PG = group of men with a manifested cardio-vascular atherosclerotic diseases or other serious diseases making their ten-year-long observation impossible (e.g. malignant illness, advanced failure of liver or kidneys, serious neurological or psychological problem). The pathologic group included also men with diabetes treated with orally administered anti-diabetics or insulin, and men with pathologic ECG, according to the Minnesota ECG code.
Long-term observation of patients was based on their division into the groups stated above:
The risk group RG was randomly divided into two sub-groups designated as RGI (intervened risk group) and RGC (control risk group). The patients in the RGI group were invited for check up minimally twice a year. Following pharmacological intervention, they were invited as necessary. The patients in the RGC group received a short written notice including their laboratory results and ECG description and a recommendation to take these results to their physician; possible intervention of RF was left to the decision of these physicians. At the first examination, no significant difference in age, socio-economic factors or RF occurrence was demonstrated between the RGI and RGC groups. 10 % of men in the NG group was examined minimally once a year just as the risk group -(they are denoted NGS); In this group of men, similarly to the risk group, intervention was initiated as soon as a RF was identified and confirmed (hyperlipidemia, arterial hypertension). The remaining men of the NG were invited for a control check up 10-12 years later. The men from the PG group were excluded from further observation.
Intervention was the key problem of the study and was based on non-pharmacological influence. We tried to modify and to optimize RF.
Non-pharmacological intervention: interviews on lifestyle, i.e. diet, physical activity, suitability or necessity to stop smoking and reduce weight. The interviews were repeated during each control and except for general instructions, they focused also on specific RF of a given man. Pharmacological intervention: treatment of arterial hypertension and hyperlipoproteinemia -was very limited in the initial stages of the study and may be mostly used only in the last years of the study. The pharmacological therapy was recommended with respect to the overall risk of a given man and his possible other diseases.
Four data files have been used for the analysis: 
Description of the Used Methods
All the used algorithms belong to the supervised learning paradigm. That is, a learning stage is needed in order to build a model over the training examples and then use this model to predict the category of unknown examples. Several algorithms have been tested, trying to cover most of the kinds of supervised learning. Each of the used methods is very briefly explained next:
Naive Bayes
Naïve Bayes [12] calculates, for each pair attribute-value, for example (education, university), the probability of belonging to each category, by dividing the number of examples of the target category where the pair appears by the total number of examples where the pair appears. Thus, each pair will have a probability for each tentative category. Naive Bayes is
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based on the assumption that every pair attribute-value within an example is independent on each other. Thus, when an unlabeled example is classified, the probability for each category of the example is the multiplication of the probability for the corresponding category of each of the pairs that form the example. The predicted category is the one with the highest probability.
Multilayer Perceptron
The classification model of the Multilayer Perceptron Neural Network [13] is composed of a certain number of layers of neurons interconnected between them. The architecture used for this dataset is presented in Figure 1 .
Fig. 1. Architecture of the Multilayer Perceptron Neural Network used.
Each connection has an associated weight. The input to each neuron is the weighted sum, using the association weights, of all the incoming values. The output of each neuron is the result of applying a function. In this case, a typical sigmoid function is implemented in all the neurons. Figure 2 shows the function expression and representation.
Fig. 2. Expression and representation of sigmoid function.
EJBI -European Journal for Biomedical Informatics EJBI 1/2006 (6 -33) www.ejbi.org J
.I.Serrano et al. Machine Learning Methods for Knowledge Discovery in Medical Data on Atherosclerosis
Thus, each of the attribute values from a sample of the dataset is entered in the corresponding neuron of the input layer, and the values spread through the network to the output layer, where the output value of the neuron is the predicted class.
The training phase consists of, given a set of initial weights values, entering each of the labelled examples of the training dataset into the model and comparing the output value with the expected class. Depending on the error of the predicted class, the back propagation algorithm changes weights from the output layer to the input layer, in order to make the predicted value to be more similar to the expected one. This process is carried out a certain number of epochs or iterations. In this case, this number is equal to 500. The amount the weights are changed in back propagation, so called learning rate, is 0.3, and the momentum applied to the weights during updating is 0.2. If the back propagation algorithm does not reach a good approximation to the expected output after one iteration, then it resets the model and causes the learning rate to decrease.
Support Vector Machines (SVM)
Support Vector Machines [14] try to separate examples, based on their category, in the ndimensional space, being n the number of attributes or features, by hyper planes of the form w + b, so that
x being the example represented as a vector of n components. Here, w is the support vector, perpendicular to the hyper plane, and correspond to examples that are beyond or over the limits of their category (see Figure 3) .
Fig. 3. Support vectors scheme.
The support vector also defines, by its module, a margin of one between the hyper plane and the first positive and negative examples (that the reason for +1, -1 thresholds). For each category, the algorithm tries to find w maximizing the margin. To classify an unlabeled example the algorithm simply applies the expression above. This is a simple implementation 
K-Nearest Neighbour
KNN is a memory-based algorithm [15] , with the background idea that past experiences can help us to solve present ones by analogy. It considers each example as a vector of n components, being n the number of attributes or features. It does not need a learning stage. To predict the class of an unlabeled example, the algorithm compares the input example with each of the examples in the training data or memory, by calculating the distance between them. Then, the majority class of the K most similar training examples is the one predicted for the input example. The distance used in the experiments is the Euclidean distance between vectors. However, there are more possibilities in the literature.
ID3 and C4.5 Decision Trees
The model produced by this algorithm is a tree [16] , where each node corresponds to an attribute and each arc of the node corresponds to a possible value of the node attribute.
The learning algorithm constructs the tree from the training data. The selection of the attribute that will form a node, at each moment, is carried out by calculating the entropy of the data after the selection of the node. That is, for each attribute, the entropy of the remaining data without the attribute, separated by the different values of the node attribute, is calculated. Thus, the attribute that produces the minimum entropy is the selected for the node. The process goes on until there is no more attributes or the number of remaining examples under a node is lower than a certain threshold. In the former case, the majority class of these remaining examples is the one settled under the node. In Figure 4 , we can see an example:
Fig. 4. Example of a decision tree.
In the example there are 4 attributes: flies, body covering, habitat and breathes air, and four possible categories, m, b, f and r . Here, the first attribute is flies because it is the one that produces the division on the data with minimum entropy at that level, and so on. To classify an unlabeled example you only have to follow the tree top-down, and the final leaf is the predicted category. The pathways from the root node to the leaf node can be viewed as rules, where the condition is formed by AND operation of the terms (node=arc).
C4.5 is an extension of ID3 that allows continuous numerical attributes, accounts for missing values and carries out a pruning process in order to reduce the tree size for dealing with larger amount of data. The J48 tree used in the experiments is an implementation of C4.5.
Ridor Rules Learner
Ridor stands for the RIpple-DOwn Rule learner [17] . It generates the default rule first and then the exceptions for the default rule with the least (weighted) error rate when it is used to classify the training data. Then it generates the "best" exceptions for each exception and iterates until pure. Thus it performs a tree-like expansion of exceptions and the leaf has only the default rule but no exceptions. The exceptions are a set of rules that predict the classes other than class in the default rule. IREP is used to find out the exceptions. IREP algorithm constructs rules by gradually adding one term in the condition at a time so that the error rate is minimized. The rule condition terms are like (attribute {=,≠,≤,≥} value).
Evaluation
The evaluation processes and measures are the same for all the experiments. Given the data, a part of the collection is considered as a training set and the remaining as a test set. So the models learn from the training set and try to predict the values of examples in the test set. Since the category of test set examples is known, we can check the predictions. Three different typical measures are calculated for each category: precision, recall and F-measure [18] . Precision is the percentage of predictions of one category that were correct. Equation 1 presents the precision expression.
(1)
Recall is the percentage of all the examples of the test set belonging to a category that were correctly predicted. The expression is presented in Equation 2.
(2) Thus, these three measures are calculated for each category of the test set. As said before, given the collection it is needed to divide the data in training and test sets. A common way of evaluation is cross-validation. The collection is divided into n equally sized parts. Then, each n-1 part combination is considered as training and the remaining part as test, so the algorithm is run n-1 times, and the final results are the average of this n-1 executions. For all the experiments described below, n has a value of 3, so training is always 66 % of the data and test stands for 33 %, running each algorithm three times. Usually, the value of n is greater than 3, typically of 10, but in this case we have very few examples of some categories, and a greater value of n could produce test sets with no representation of the mentioned categories, what is not desirable.
Experiments
Two kinds of experiments have been carried out. The first is intended to discover associations between attributes by considering the classification performance as an indicator of the association strength. The second kind is intended to test the prediction of future disorders.
It is needed to remark that the observations in the data set with missing values were not removed nor imputed, because the implementations of the learning algorithms are able to deal with missing data. These implementations are the ones included in the WEKA environment [19] , used with default parameters to perform the experiments above.
Finding Answers
The first experiments are related to the analytical questions proposed for the Discovery Challenge of ECML/PKDD 2004 conference, specifically the ones related to the Entry collection. These tasks consist of finding relations in three different groups of patients: normal group, risk group and pathologic group. These groups correspond to the risk level of atherosclerosis -see above, and will be referenced as level groups. Specifically, the target relationships are between social factor features and physical activities features, alcohol features, smoking features, body mass index, blood pressure and HDL cholesterol, and then between physical activities and the remaining and between alcohol and the remaining. So, machine learning algorithms are applied to the data of each different group, trying to predict the value of each of the features of one group given the features of the other, viewing the possible values as the considered categories. Thus, for example, given the four social factor attributes as training factors the algorithms are run in order to predict the value of each of the four physical activities attributes and so on with the other features groups. For each relationship, the maximum values over all the different algorithms results are calculated in order to compare between level groups. So, if the prediction accuracy is good, we could say that there is a strong relationship, in a degree equal to the accuracy, between the features used for training and the feature whose values are predicted, and also we can compare prediction measures between features and level groups to state which relations are stronger than others.
Due to paper length limitations, only some of the most representative results are presented. In Figure 5 , the maximum precision, recall and F-measure predictions results for "Smoking", given social attributes, are showed for each of the level groups, a) Normal, b) Pathologic and c) Risk, respectively, and given physical activity attributes for each of the level groups, d) Normal, e) Pathologic and f) Risk, respectively. As can be seen, in the Normal group, either from social factors or physical activity, the best prediction is reached for non-smoking people, being not significant for the remaining values of the "Smoking" attribute. It seems that the relationship between social factors and smoking is slightly stronger than physical activity and smoking, because it produces better results for all the values of the "Smoking" attribute. In both Pathologic and Risk groups, the relationship between the training factors and the nonsmoking value is stronger for physical activity factors, being in particular high in the Pathologic group. In the latter groups, people who smoke 15 or more cigarettes a day are better predicted than in the Normal group but non-smokers are much worse detected than in the Normal group.
Fig. 5. Maximum precision, recall and F-measure values over all the algorithms for the prediction of "Smoking" attribute, given only the social factors on a) Normal group, b) Pathologic group and c) Risk group, and given only the physical activity factors on d) Normal group, e) Pathologic group and f) Risk group.
Let us see another representative example. Figure 6 presents the results of the prediction of cholesterol level from social factors, a), b), and c), and from physical activity factors, d), e) and f), for each of the level groups, respectively. In this case, the prediction results are very similar for the relationship between social factors and cholesterol, and physical activity and cholesterol, in all level groups, so we can conclude that the strength of the relationships is similar, too. However, it varies among level groups. In the Normal group, the mean absolute prediction error is about 24, being about 50 and 40 in Pathologic and Normal groups, respectively, concluding that it is easier to predict cholesterol, from both social factors and physical activity as training, for people in the Normal group. This fact denotes a strong relationship between the training factors and the cholesterol level in the latter group.
Fig. 6. Average and maximum mean absolute error, root mean square error, relative absolute error and root relative square error values over all the algorithms for the prediction of cholesterol level attribute, given only social factors on a) Normal group, b) Pathologic group and c) Risk group, and given only the physical activity factors on d) Normal group, e) Pathologic group and f) Risk group.
Finally, Figure 7 shows the results for the prediction of alcohol attribute values, separately from social factors and physical activity factors as training, for each level group, analogous to above.
Fig. 7. Maximum precision, recall and F-measure values over all the algorithms for the prediction of the "Alcohol" attribute, given only the social factors on a) Normal group, b) Pathologic group and c) Risk group, and given only the physical activity factors on d) Normal group, e) Pathologic group and f) Risk group.
The results in Figure 7 show that there is a clear relationship in all levels of groups between the training factors and the people who drink alcohol occasionally. People who drink regularly are more difficult to detect and predict from the training factors, resulting in a light relationship that is a little bit stronger in the Pathologic group. The same can be said about people who never drink alcohol in relation to physical activity factors. However, the prediction precision is significantly increased for social factors in Normal and Risk groups. People who never drink are accurately identified from their social factors in the latter groups, what denotes a significant relationship between the involved attributes.
The training features groups are taken with all the attributes at once. From the medical point of view it is also interesting to separate these attributes and to try subsets of them. So, it was tried to predict the value of the physical activity in the job attribute given all possible combinations of social factors attributes, for example. The results show that, for Normal and Risk groups, the "Education" feature alone obtains much better prediction results than any other combination of social factors attributes. In the Pathologic group it is similar, but the difference is not so high as in the other groups, being "Age + Education" the best combination.
Predicting Future Disorders
The main objective of the next experiments is to test the prediction accuracy of the algorithms. The Entry collection is not the only one used but also the Control collection is considered. First of all, the patients who have a control record in the Control collection, after ten years from their entry in the study, were selected. Then using their Entry attributes it was tried to predict whether they will have some disorders in ten years. These disorders correspond to systolic-diastolic hypertension, systolic hypertension, diastolic hypertension, hypercholesterolemia and hypertriglyceridemie. The possible values for these disorder attributes are true or false. The same has been done for twenty years records. The results show that the multilayer perceptron was the best algorithm, reaching values near 85 % of precision and 65 % of recall in the detection of all the disorders. The risk of future hypertension in the Risk group is 0 for many men, while some patients in this group were hypertensive since the beginning of the study. From the medical point of view it is more interesting to carry out the experiments only on the Normal group. The same process has been done separately for this group, for ten and twenty years. The results for the different mentioned disorders are presented in Figure 8 , a) to e), respectively, for ten years prediction and f) to j), respectively, for twenty years prediction. For each disorder, the maximum values over all the different algorithms results are presented. In this case, results show that there is not one best algorithm. Depending on the disorder to predict and also on certain categories, one algorithm fits better than others (the maximum values presented correspond to different algorithms), so it will be interesting to use all the algorithms and make decisions based on the results from all of them. As a comment, we pointed that the prediction accuracy is much higher than when entries of the three levels of groups are considered all together, confirming the early interest in the Normal group.
a)
Fig. 8. Maximum precison, recall and F-measure values for the prediction of a) systolicdiastolic hypertension, b) systolic hypertension, c) diastolic hypertension, d) hypercholesterolemia and e) hypertriglyceridemie in ten years, and f) systolic-diastolic hypertension, g) systolic hypertension, h) diastolic hypertension, i) hypercholesterolemia and j) hypertriglyceridemie in twenty years.
The values of Figure 8 show that it is more accurate to predict disorders in twenty years than to predict them in ten years, specifically the prediction of the presence of the disorders, which is accurately inferred in twenty years but very poorly predicted in ten years in all the disorders but diastolic hypertension. The non-presence of the disorders is equally well-predicted for both ten and twenty years. Among all the disorders the best detected is diastolic hypertension, obtaining prediction values near to 100 % accuracy for the presence and non-presence of the disorder. The worst predicted disorder is systolic hypertension, with the presence of the disorder non-detectable at all in ten years.
It was also tried to predict some other diseases, like angina pectoris, myocardial infarction, cerebron-vascular accident and so on, but there is a small number of observations with these features, so the results are not relevant.
Predicting Death Cause
This experiment is analogous to the last one, but now what is tried is the prediction of the cause of death rather than diseases or disorders. Thus, the Death collection is used. The algorithms were trained with the data in the Entry collection for the patients of the Death collection. The experiments were carried out for the three levels of groups separately and for all the entries of all the groups together. The results are presented in Figure 9 . In the Normal group, Figure 9b ), the best predicted causes were tumour disease and other causes. In the Risk group, Figure 9d ), the best prediction was for other causes but also for myocardial infarction and coronary heart disease, that were not predicted at all in the Normal group. In the Pathologic group, Figure 9c ), the best predicted causes were tumour disease and myocardial infarction, but stroke and general atherosclerosis could be poorly predicted, too, obtaining much lower results for these latter causes in the other groups. In general, Figure 9a 
Conclusions
Machine learning algorithms belonging to a variety of paradigms have been applied to knowledge discovery on medical data in two different ways: firstly, the methods have been used in order to predict the value of one attribute of the patient database, given a subset of other attributes as training features, proposing the maximum accuracy among all the algorithms as a measure of the strength of the relationship between those training features and the target attribute. This measure has been proven useful also for comparing the relationships between attributes in different groups of patients.
Secondly, the learning techniques have been applied to the prediction of future disorders. The results show that some methods predict some disorders better than others. Then, it is interesting to use all the algorithms at a time and consider the result confidence based upon the known tendency of each method. All the tested methods perform better for twenty years prediction than for ten years predictions, reaching excellent results for some of the disorders that make the methods suitable for decision support. The machine learning algorithms have been also used in the prediction of death cause, obtaining poor results in this case, maybe due to the small amount of information (entries) of this type in the dataset.
It would be interesting for the future to finely tune the parameters of the algorithms and to test more techniques. It is also intended to integrate all methods with the degree of significance and usefulness discovered in this work in order to build an expert system, and the derivation of rules understandable by humans from the results of the system will be also researched.
