The paper studies the equation AX = C for bounded linear operators between Hilbert spaces, gives conditions for the existence of hermitian solutions and positive solutions, and obtains the formula for the general form of these solutions. Then the common hermitian and positive solutions to the equations AX = C and XB = D are studied and new representations of the general solutions are given. Many results for matrices are recovered as special cases, and the results of Phadke and Thakare [S.V. Phadke, N.K. Thakare, Generalized inverses and operator equations, Linear Algebra Appl. 23 (1979) 191-199] are corrected.
Introduction
Positive solutions to the matrix equations of the title were studied by many authors, notably by Khatri and Mitra [5] in 1976, who gave necessary and sufficient conditions for the existence of positive solutions, and found the general solution based on generalized matrix inverses and the matrix rank. Phadke and Thakare [8] attempted to describe the hermitian and positive solutions for Hilbert space operators in 1979, but several of their results are incorrect or have incorrect proofs. One of the aims of the present paper is to find the correct version of these results.
An operator A ∈ B(H, K) has the (unique) Moore-Penrose inverse if and only if A has closed range, or equivalently if and only if it is regular. If a regular operator A is positive, then A † 0.
In the construction of the general hermitian and positive common solution to AX = C and XB = D our main tools will be two lemmas for 2 × 2 operator matrices. One deals with the regularity and an inner inverse of such an operator matrix, the other gives conditions for its positivity. First some terminology. In this case the generalized Schur complement depends on the choice of the inner inverse A − of A. For block matrices the following result reduces to [3, Corollary 6.3.5] . 
Let A ∈ B(H ), B ∈ B(K, H ), C ∈ B(H,
K
Lemma 2.2. Let A ∈ B(H ), B ∈ B(K, H ), C ∈ B(H, K) and D ∈ B(K) be such that
Proof. Suppose that A is regular and set 
The following result on positivity of operator matrices was derived by Albert [1] for block matrices and by Cvetković-Ilić et al. [4] for C * -algebras for the special case of the MoorePenrose inverse.
Lemma 2.3. Let A ∈ B(H ) have closed range, B ∈ B(K, H ), C ∈ B(H, K) and D ∈ B(K) and let M be an operator matrix acting on H ⊕ K defined by (2.2). Then M is positive if and only if
where A − is an arbitrary inner inverse of A.
where A = N * 1 N 1 and D = N * 2 N 2 are hermitian, and
We observe that for an operator matrix T defined as in (2.4), we have 
Observing that Z −1 N − Z is an inner inverse for M, we get alternative results for M, in which the generalized Schur complement D − CA − B is replaced by A − BD − C. 
Hermitian solutions to AX = C
Proof. By A − we denote an inner inverse of A. If AX = C is solvable, which happens if and only if AA − C = C, the general solution is of the form
Assume that AA − C = C and AC * is hermitian. Then the operator
Suppose that AX = C has a hermitian solution X. Then AA − C = C (the solvability condition), and
Conversely, a direct verification shows that every operator of the form (3.1) is a hermitian solution to AX = C. 2 
Lemma 4.1. Let U ∈ B(H, K) and V ∈ B(H, L) be closed range operators. Then the regularity of any one of the following operators implies the regularity of the remaining three operators:
M := V I − U − U , N:= U I − V − V , U V , V U .
In this case an inner inverse of
is given by
For brevity, in the following theorem we use a generalized Schur complement s(T ) of the matrix 
have a common hermitian solution X ∈ B(H ) if and only if
The general hermitian solution is given by 
By Theorem 3.1, AX = C has a hermitian solution X, which is then a common hermitian solution to AX = C and XB = D. The general hermitian solution X to the equation AX = C is given by
where S ∈ B(H ) is hermitian.
For brevity write P = I − A − A. Using Lemma 4.1, we have
and
Substituting this into the general formula for X above, we obtain (4.4). 2
We can obtain an alternative expression for the solution X in the preceding theorem if we interchange the order of the equations AX = C and B * X = D * . By In [8] , Phadke and Thakare state a version of the preceding theorem as Theorem 2.3(I). They assume only the regularity of A and B, and a condition equivalent to the self-adjointness of AC * and B * D. Simple counterexamples show that these conditions are not sufficient for the existence of a common hermitian solution.
Positive solutions to AX = C
Theorem 5.2 is one of the main results of this paper. For finite matrices we recover [5, Theorem 2.2]. In the proof of this theorem we will need the following auxiliary result. The general positive solution is given by
where (CA * ) − and A − are arbitrary inner inverses of CA * and A, respectively; X 0 = C * (CA * ) − C is a particular positive solution to AX = C, independent of the choice of the inner inverse (CA * ) − .
Proof. Suppose first that X is a positive solution to AX = C. Then CA * = AXA * is positive. We show that N(CA * ) ⊂ N(C * ). Let CA * x = AXA * x = 0. By Reid's inequality for the positive operator X, 
The rest of the proof is concerned with the general form of the solution.
We show that To complete the proof we give a construction of an inner inverse T of A satisfying T AX 0 = X 0 : since such an inner inverse T must satisfy
The closure of R(X 0 ) follows from the fact that X 0 is regular with an inner inverse C † CA * (C * ) † (the verification is left to the reader). The inclusion R(X 0 ) ⊂ R(C * ) is clear. The reverse inclusion follows
To apply Lemma 5.1 we need to show that N(A) ⊕ R(X 0 ) is closed. This will follow when we show that .2) is a hermitian solution of AX = C. As we have seen, the converse is by far the most involved part of the proof.
Common positive solutions to AX = C and XB = D
We address the existence of a common positive solution to operator equations (4.2). The formulation utilizing block operator matrices and their inner inverses owes its conciseness and elegance to Theorem 2.3 obtained by Khatri and Mitra [5] for finite matrices, but lacks explicit expressions in terms of the original operators. We rectify this in Theorem 6.3 obtaining results which are new even for finite matrices.
1)
and let A and Q be regular. Equations (4.
2) have a common positive solution X ∈ B(H ) if and only if Q is positive and R(C) ⊂ R(Q). The general common positive solution is given by
where X 0 = C * Q − C is a particular common positive solution. 
is positive definite, which is not sufficient, and the formula given in their theorem for the general solution is incorrect.
In the next theorem we describe conditions for the existence of common positive solutions of (4.2) expressed in terms of the original operators. These conditions will be an explicit transcription of the block matrix requirements that A and Q are regular, Q is positive and R(C) is contained in R(Q). To do this we use Lemmas 4.1, 2.2, and 2.3, and present an explicit form of the general common solution. In the proof of the theorem, A, C and Q are the operator matrices defined in (6.1). We also define two Schur complements
which will be used in the statement of the theorem.
Theorem 6.3. Let A, C ∈ B(H, K), B, D ∈ B(L, H ) be operators satisfying the following conditions:
A Substituting this into (6.2) we obtain (6.4). 2
The general common positive solution is given by
We can again obtain an alternative expression for the solution X in the preceding theorem if we interchange the order of the equations AX = C and B * X = D * , that is, if we apply the interchange A ↔ B * and C ↔ D * to the hypotheses and to (6.4) .
