Abstract. It is known that the i-th order laminated microstructures can be resolved by the k-th order rank-one convex envelopes with k ≥ i. So the requirement of establishing an efficient numerical scheme for the computation of the finite order rank-one convex envelopes arises. In this paper, we develop an iterative scheme for such a purpose. The 1-st order rank-one convex envelope R 1 f is approximated by evaluating its value on matrixes at each grid point in R mn and then extend to non-grid points by interpolation. The approximate k-th order rank-one convex envelope R k f is obtained iteratively by computing the approximate 1-st order rank-one convex envelope of the numerical approx-
Introduction
In recent years, many amazing mechanical properties of crystalline materials such as the shape memory effect, have been successfully explained by analyzing microstructures. Ball and James developed a mathematical theory in the framework of nonlinear elasticity in which the experimentally observed geometries arise naturally as minimizers of a non-convex free energy functional [2, 3] where Ω ∈ R n is a bounded open set with a Lipschitz continuous boundary ∂Ω and 1 < p < ∞. Since the integrand fails to be quasiconvex and hence I(·) is not sequentially weakly lower semicontinuous [5] . Minimizing sequences can develop oscillations, and converge weakly to a deformation which is not an energy minimizer of I(·), but instead an minimizer of the relaxed energy defined by where Qf is the quasiconvex envelope of f , and it is known that the infimum of I(·) equals to the minimum of relaxed energy I q (·). Generally it is extremely difficult if not impossible to compute Qf explicitly and it is equally hard to compute I qc . However, it is known that the i-th order laminated microstructures, or laminates in laminates, can be solved by any of the k-th order rank-one convex envelopes with k ≥ i [10] . So the requirement of establishing an efficient numerical scheme for the computation of finite order rank-one convex envelopes arises. Great progress on numerical analysis and methods for rank-one convex envelopes has been made in recent years [1, 6, 7, 8, 10, 11] In the present paper, a new approach for computing the finite order rank-one convex envelope is given. R 1 f (A) is expressed as a unconstrained optimization problem with (m+n) variables as in [10] and the 1-st order rank-one convex envelope R 1 f is approximated by evaluating its value on matrixes at each grid point in R mn and then extend to non-grid points by interpolation. The approximate k-th order rank-one convex envelope R k f is obtained iteratively by computing the approximate 1-st order rank-one convex envelope of the numerical approximation of R k−1 f . In Section 2, the definition and properties of finite order rank-one convex envelopes are presented. In Section 3, the new scheme is established and analyzed, compared with the convergence rate of O(h 1/3 ) for Dolzmann's method [7] and similar results for finite element method [4] , the optimal convergence rate of O(h) is obtained for our scheme. In Section 4, numerical examples are presented to illustrate the computational efficiency of the scheme.
Definition and properties of
R k f is called the k-th order rank-one convex envelope of f .
Lemma 2.1. [9, 10] The finite order rank-one convex envelopes have the following properties:
where Rf is the so called rank-one convex envelope of the function f .
Our method for the computation of the finite order rank-one convex envelope is based on an efficient scheme to compute R 1 f (A), for which we follow the approach of Li [10] . Let A ∈ R mn , suppose that we have
such that Thus, to compute R 1 f (A) is equivalent to solve a nonlinear unconstrained optimization problem with (m + n) variables. The first order rank-one envelope can be written as (2.5) where the infimum is taken over θ ∈ S
Next we discuss the relationship between f and R 1 f . Denote
Then the first order rank-one convex envelope can be written as
The following two lemmas are given by Li in [11] .
∪ {∞} be continuous and satisfy
is continuous and satisfy (H1), then its first order rank-one convex envelope R 1 f (·) is also continuous and satisfy (H1).
In fact, we can prove the following lemma.
Lemma 2.4. If f (·) is locally Lipschitz continuous and satisfies (H1), then its first order rank-one convex envelope R 1 f (·) is also locally Lipschitz continuous.
Proof.
By (H1), there exists a non-decreasing function c 2 :
It follows from R 1 f (A) ≤ R 1 f (A) and the local Lipschitz continuity of f that
On the other hand, it follows from R 1 f (B) ≥ R 1 f (B) and the local Lipschitz continuity of f that
This completes the proof.
We can further show that, as an operator mapping C(R mn ) on to C(R mn ), R 1 is also Lipschitz continuous with corresponding Lipschitz constant c = 1. More precisely we have the following lemma.
Lemma 2.5. If f, g are continuous and satisfy (H1), then we have
Proof. For any A ∈ R mn , since f, g are continuous and satisfy (H1), by Lemma 2.2,
Exchange δ 1 and δ 2 in the definitions of R 1 f (A) and R 1 g(A), and denote
On the other hand, since
Thus, we have
(2.12)
This yields the conclusion of the lemma.
The above results on R 1 f can be easily extend to R k f . 
We can show that a similar result holds for R k f . 
{A ∈ R
mn ; A ∞ ≤ r}. Define f k : R mn → R by f k (A) := R k f (A), if A ∈ B r (0), f (A), if A ∈ R mn \ B r (0). (2.14) Then f k = R k f .
The scheme for computing R k f
First we introduce the definition for the finite order approximate rank-one convex envelope. 
is a given set of mesh size. Define the 1-st order approximate rank-one convex operator R
where Q mn (R 1 f ( h 1 ))(A) means to evaluate by m × n multi-linear interpolation using the grid values R 1 f ( h 1 ). We call R h 1 1 f the 1-st order approximate rankone convex envelope of f .
The k-th order approximate rank-one convex envelope of a function f is defined recursively by We have the following result for the error of the approximation. 
Proof. We shall prove the theorem by induction. 
This shows that (b) holds for k = 1. (2): Now, assume that the theorem holds for 1 ≤ k ≤ j − 1, that is for all 1 ≤ k ≤ j − 1, (a) holds, and we have
Again by Lemma 2.3 and Lemma 2.4 and by the induction assumption,
. Thus, by (3.2) with k = j and (3.4), and by Lemma 2.4 and Lemma 2.5, we have
The theorem follows now from the induction principle.
Remark 3.1. Compared with the result of Dolzmann [7] where the convergence
) is shown to hold for the method established therein and similar results elsewhere [4] , the convergence rate of our method reaches O(h). It is easily seen that O(h) is the optimal convergence rate for the computation of the finite order rank-one convex envelope, if f is only required to be Lipschitz continuous. However, if a higher order interpolation is used near the smooth points of R i f involved in the computation, then we might expect to obtain higher order approximation locally, as is seen in the proof of Theorem 3.1 that the interpolation error is what actually counts.
Numerical experiments
Example 1. Let f : R
2×2
→ R be given by [4] f (A) =
where
is the Frobenius norm of the matrix in R
, and
It is easily seen that f is a non-negative function with 4 zero points A i , i = 0, 1, 2, 3. Figure 1 shows the graph of f in the a 11 -a 22 plane. → R be defined by [4] f (A) =
where, 
It is easily seen that f is again a non-negative function but with 4 zero points moving out a little bit to A i , i = 4, 5, 6, 7 (see Figure 2 ). Figure 6 shows the graph of f in the a 11 -a 22 plane. 
