We study the uplink performance of MIMO systems in UTRA FDD using noise rise and system load as performance measures. Results show that the uplink coverage and capacity of the UTRA FDD mode are significantly improved by SIMO and MIMO techniques that require only minor modifications to existing 3GPP specifications. Receive diversity in base station increases coverage and capacity in a straightforward manner, but the gain from transmit diversity in mobile station is small, because of the fast closed-loop power control, which is essential to CDMA uplink performance. However, multiple transmit antennas in the mobile can be used to achieve higher than 2 Mbps single user data rates.
Introduction
The demand of the enhanced data throughput for both uplink and downlink directions is expected to grow rapidly in the near future when multimedia messaging is about to dominate the wireless communications. It is well acknowledged that multiantenna transceivers provide one of the most promising approaches to achieve high data rates in a bandwidth efficient manner [1] .
Standardization of Universal Mobile Telecommunications System (UMTS) terrestrial radio access (UTRA) is carried out in 3rd Generation Partnership Project (3GPP), and so far MIMO discussion has concentrated mainly on high speed downlink packet access (HSDPA), because the capacity demand imposed by projected data services (e.g. web browsing) burdens more heavily the downlink. However, when videophones become more popular, it is extremely important to reach high spectral efficiency also in the uplink direction. Furthermore, if multiantenna mobiles are deployed for HSDPA, it is important to study, what is the gain of multiple transmit antennas in uplink.
In the UTRA framework, the feasibility of different MIMO methods varies between uplink and downlink. In downlink, different intracell users are separated by different orthogonal channelization codes, and the capacity is limited by the shortage of the channelization codes. Therefore, spectrally efficient MIMO techniques reusing the same channelization codes are necessary, and spatial multiplexing techniques like BLAST [2] , single stream transmission [3] , and double stream transmission [4] with space-time coding have been studied within WCDMA downlink. In addition to openloop transmission techniques, closed-loop MIMO schemes exploiting antenna selection and rate control have been proposed [4, 5] .
With increasing load in the network, the uplink may become a capacity bottleneck, and the more loading is allowed in the uplink, the larger is the required interference margin, and the smaller is the cell coverage [6] . Thus, the increased capacity demand in uplink reflects directly to the number of base station sites and the overall cost of the network. In WCDMA uplink, different users are separated by long scrambling codes, and a single user may use the entire family of the orthogonal channelization codes. Thus, different data streams can be separated by different channelization codes, which makes the receiver implementation consider-ably simpler than in case of BLAST. Furthermore, the performance of the scheme is also better than that of the system, where the separation of different data streams is based solely on spatial signatures [7] .
Deploying multiple antennas in the user equipment or base stations to support MIMO techniques is not straightforward due to concerns of cost, complexity and visual impact. This is especially true in the present mobile terminals, where basic products with large production volumes may have at most two antennas. Multimode terminals supporting, e.g., WCDMA, GSM and GPS may already require several antennas even without applying MIMO processing. Furthermore, although two receiver chains in mobile terminal may be feasible when offering additional value to a consumer, it does not necessarily imply that two transmitter chains were a cost-efficient solution. Hence, it is important to carefully evaluate the performance gain of the additional transmit chain in the mobile.
In the following we focus on the uplink of UTRA frequency-division duplex (FDD) mode. Recently, uplink MIMO performance has been studied in [8, 9] but not within UTRA framework. We concentrate on the methods that can be implemented with minor changes to the present UTRA FDD specifications, because it is not realistic to expect major revisions in UTRA standards. Besides singleinput multiple-output (SIMO) scheme, we study two basic MIMO approaches referred to as diversity MIMO and information MIMO. Diversity MIMO transmits the same data stream from separate antennas using different orthogonal channelization codes but the same scrambling code in different antennas.
MIMO capacity increases linearly as a function of min(M t , M r ) (M t and M r refer to the number of transmit and receive antennas) at high SNR region, while fast power control in CDMA systems tends to maintain the SNR operation point of different users as low as possible in order to optimize coverage and capacity of the network. Thus, information MIMO techniques are useful to achieve high data rates while diversity MIMO can be used otherwise. According to the present standard, the maximum achievable user bit rate for SIMO or diversity MIMO without code puncturing is 2 Mbps/M t . Therefore, we also study the performance of a simple information MIMO scheme, where different data streams are transmitted through separate antennas and each transmit antenna employs a different long scrambling code. For this method, user's peak bit rate without code puncturing becomes M t × 2 Mbps. We note that although a single base station receive antenna can be applied, the performance is seriously degraded if M r < M t . Therefore a practical peak data rate is min{M t , M r }·2 Mbps. Macro base stations typically employ two or four antennas, and it is expected that traditional twoantenna base stations dominate in number in the near future. Thus, in practice mobile terminals and data modems may have four antennas at the maximum, while two antennas represent the most likely solution.
In case of fast transmit power control, different performance of two different MIMO algorithms with the same antenna configuration does not reflect directly to link or system capacity, because the power control adjusts the E b /N 0 target such that both techniques are able to support the same quality of service (QoS). In isolated cell a better MIMO algorithm requires less transmit power, though, which increases cell coverage but does not increase the capacity, and the user may experience an extended battery life. In network level, a better MIMO algorithm reduces intracell interference and therefore it has a positive impact to system capacity. However, in case of information MIMO the effect is small in WCDMA networks, because high data rates will be deployed in the vicinity of base stations and not on cell edges. Such hot spots are already quite isolated and advanced information MIMO techniques rather increase the coverage of the hot spots when compared to more simple techniques. Furthermore, when cell load is small, the effect of intercell interference to capacity is small, and consequently capacity gain of advanced information MIMO algorithm is small as well when compared to simple ones. Network planning typically favors reasonable cell loads to achieve a large cell coverage so that the number of base stations in the network remains economically viable.
The paper is structured as follows: Section 2 introduces system model and SIMO, diversity MIMO and information MIMO techniques. Coverage and capacity of MIMO techniques are analyzed in Section 3, and it is shown that receive diversity is much more significant than transmit diversity for the performance of the system. Thus, it is concluded that instead of diversity, multiple transmit antennas in the mobile should be used for increasing peak data rates, and multiuser simulations in Section 4 concentrate on performance comparisons of SIMO and information MIMO. Concluding remarks are presented in Section 5.
System Model
Let N own and N other refer to the number of own cell and other cell users, respectively. Then the received wideband signal in baseband at time instant t in antenna i can be expressed in the form
where n(t) is complex zero-mean Gaussian, y n (t) is the interference from nth own cell user and z n (t) is interference from nth other cell user. In case of single antenna transmission, the received wideband signal from user n is given by
where * refers to convolution with multipath channel h n , and ⊗ refers to chip-by-chip multiplication of user's scrambling code s dpch,n and channelization codes c d and c c of dedicated physical data channel (DPDCH) and dedicated physical control channel (DPCCH), respectively. Total transmit power is given by ρ n and power difference between DPDCH and DPCCH is adjusted by scaling factors β 1 and β 2 , and user's transmitted bits in DPDCH and DPCCH are denoted by b d,n and b c,n . The users are not synchronized in uplink, and the delay for user n is denoted by δ n . Finally T d , T c , and T s refer to lengths of the two channelization codes and the scrambling code. In UTRA FDD mode, the spreading of the information is done by using channelization codes c d of length 4-512 chips (In uplink, the maximum code length is 256 chips.). The chip rate is 3.84 Mcps (Mega chips per second), which together with transmit pulse shaping leads to the signal bandwidth of approximately 5 MHz. On top of spreading, long scrambling codes s dpch of length 38400 chips are employed. While channelization codes are used in the downlink to separate different users within the same cell and separation between the cells is based on different scrambling codes, in the uplink the scrambling codes are used to separate different users and channelization codes are employed when separating physical data and control channels of a user. In data channels, the error correction is done by applying the rate 1/3 binary turbo code with various interleaver sizes.
The present WCDMA FDD mode specification supports user data rates up to 2 Mbps both in downlink and uplink. In downlink, this would require the use of 3 parallel channelization codes with spreading factor 4 which would allocate 75% of code resources of the cell to a single user. In uplink, terminal transmitting such a high data rate is seen as a large interference source, but code resources of other intracell users are not affected. Hence, the code shortage limits the cell capacity in the downlink while the uplink capacity is basically interference limited.
Fast power control is inherent characteristic of CDMA system, and it is applied in most of the downlink and uplink data channels in WCDMA. Uplink users in WCDMA are not synchronized and due to non-orthogonality of users' channelization codes, multiuser interference cannot be avoided. Accurate fast transmit power control is indispensable to uplink performance, because otherwise users in the vicinity of the base station would completely mask intracell users on cell edges. Exceptions among data channels, which operate without fast closed-loop power control, are High Speed Downlink Shared Channel (HS-DSCH) and uplink Random Access Channel (RACH), where the latter can carry only small data packets.
Multiantenna Schemes

SIMO Techniques
It is well-known that multiantenna receiver techniques can provide remarkable capacity and coverage gains. This is due to the fact that after processing multiple replicas of the received signal, the signal to interference ratio increases together with diversity gain. The gains can be converted to higher data rates and increased number of users. More capacity gain can be achieved if a conventional maximal ratio combining (MRC)/Rake receiver is replaced with a more advanced parallel interference cancellation (PIC), where interfering signals are estimated, detected, regenerated and removed.
Conventional PIC estimates multiple access interference (MAI) from tentative uncoded symbol decisions that are made before the decoding process. In the coded PIC, MAI is estimated based on decoded and regenerated wideband signals. That is, signals from all users are fully detected and decoded in the first stage of PIC, and MAI is then formed by the regenerated signals. Since the usual target frame error rate is 10%, most users are correctly detected already at the first stage and MAI is effectively removed. Cyclic redundancy check is used for error detection, and hard symbol decisions are used for correctly decoded users, whereas regenerated signals of incorrectly detected users apply soft decisions.
Coded PIC is more efficient than the conventional one, but it increases decoding delay and requires relatively high baseband processing capacity. An overview of different receiver techniques can be found, e.g., in [6, 10] .
Diversity MIMO
Well-known means for transmit diversity are provided by space-time block codes such as Alamouti code [11] or space-time transmit diversity (STTD) in 3GPP WCDMA downlink [12] . However, there is no need to use STTD and a single channelization code in UTRA FDD uplink, because there is no shortage of channelization codes. This is illustrated in Figure 1 depicting the block diagrams of SIMO and two-antenna diversity MIMO transmission. Thus, the received signal from user n applying diversity MIMO becomes
where M t refers to the number of transmit antennas. With diversity MIMO, mobile transmits the Thus, the scheme doubles the usage of uplink channelization codes when compared to single antenna transmission or STTD, but without the need for space-time encoder/decoder. In case of flat fading and perfect channel state information in the receiver, the link performance is the same as with STTD, because the diversity order of both schemes is two. However, the system utilizing orthogonal channelization codes is more robust, because orthogonality of the received signals does not depend on the channel estimation as in the case of STTD. In diversity MIMO, the improved uplink performance of a user within the cell is converted by power control to the decrease in transmit power, while the intracell load in the base station receiver remains unchanged. However, it is expected that improved uplink performance will provide coverage gain and reduction in intercell interference that is favorable from network point of view.
Information MIMO Techniques
Information MIMO approach is better than SIMO or diversity MIMO if higher than 2 Mbps user data rates are needed, because according to WCDMA specification, such rates can be obtained by SIMO and diversity MIMO only if either code puncturing or multiple scrambling codes are employed. The former alternative is not recommended, because the reduced code rate quite rapidly destroys system performance. On the other hand, due to the poor cross-correlation properties of the scrambling codes the use of multiple scrambling codes is not a favorable choice either. Adaptive modulation and coding (AMC) with 16 or 64 QAM modulation might be able to provide a high data rate solution but our aim is to assume minimum changes in UTRA FDD specifications that do not support AMC in uplink at the moment. Furthermore, transmit precoding based on instantaneous channel state information in the transmitter is not applied, because the UTRA FDD specification does not support the necessary feedback channel.
In case of information MIMO, the received wideband signal from n th user is given by
Thus, data are multiplexed into two or more independent streams that are transmitted from separate antennas by employing different scrambling codes. All streams contain DPDCH and DPCCH so that in base station they can be interpreted as signals from different independent users, and consequently, the effective number of intracell users becomes N own M t .
The present specification allows the mobile to use only a single scrambling code as well as a single DPCCH and DPDCH. For the proposed information MIMO, the present UTRA FDD uplink specification should be changed such that the use of multiple scrambling codes is allowed in the mobile end. Then, it should be possible to independently apply DPCCH and DPDCH to each scrambling code. This does not represent a big change to radio interface, because it only requires that a single user can set up M t different links. For the effective use of several simultaneous links, some new code puncturing sets would also be needed.
Analysis
When studying the uplink performance of different transmission schemes on the system level, an important performance measure is the noise rise, denoted by µ, which is defined as a ratio of the total received wideband power to the thermal noise power. While detecting a signal of a user in base station, the wideband power corresponding to other users is seen as interference. Hence, noise rise is closely connected to the system load η. Formally this relation is given by [6] (5)
The more loading is allowed in the system, the larger is the required interference margin µ 0 = max{µ} and the smaller is the coverage area. Interference margin defines the maximum allowed noise rise and typically values 1.0 − 3.0 dB are used for coverage-limited cases with 20-50% load, and in capacity limited case, higher interference margins up to 6 dB can be used [6] . When comparing different transceiver techniques, the system load can be estimated from the sum of received wideband powers of different users. Signals from different users are mutually independent and from (1), the received wideband power in antenna i is given by
where P N is the noise power and
The received E b /N 0 per data stream of user n is given by
where P Rx,n refers to the received power, and κ n is the ratio between bit rate and chip rate (processing gain) of user n. The system load becomes
where ν = I other /I own is the intercell to intracell interference ratio seen by the base station receiver, N own is the number of own cell users, N d,n is the number of data streams of n th user and E Rx,n is the received energy per data bit divided by the noise spectral density (E b /N 0 ) of n th user [6] . Here E b /N 0 is defined per antenna, and the desired E b /N 0 depends on service requirements, interference, and the type of the receiver. For example, PIC can provide the same block error rate as Rake with lower received E b /N 0 .
According to (5), the theoretical capacity limit is reached when load approaches the 100% level. Then (6) defines the corresponding maximum number of users. If all users employ the same service, the computation of the cell throughput is straightforward, and the maximum number of own cell users is given by
where η 0 = 1 − 1/µ 0 . and the number of data streams N d is the same for all users. If the number of receive antennas is doubled, it is expected that the received E b /N 0 per antenna is roughly halved, because of the MRC in the receiver, and by (7) the maximum number of users can be doubled. Furthermore, the coverage of the service is expected to double as well. On the other hand, if we fix the number of receive antennas, double the number of transmit antennas and employ transmit diversity, it is expected that mobile's transmit power is reduced. However, this change in the transmitter end does not reduce the received E b /N 0 , because power control drives the received power to the target level defined by QoS irrespective of the number of transmit antennas. On the contrary, the interference ratio ν becomes smaller, because the intercell interference is reduced. This increases the cell capacity depending on the original value of ν. Another approach to utilize multiple transmit antennas is to apply information MIMO technique and double the bit rate by using different scrambling codes in different transmit antennas. This enables data rates higher than 2 Mbps but transmit diversity gain will be lost. Thus, the key elements to understand the effect of MIMO to the uplink performance of UTRA FDD mode are the received E b /N 0 , transmitted power and their impact to intracell and intercell interference. In the following we study these parameters more closely.
In the presence of M t × M r -order diversity system, MRC and flat fading, the mean received power of user n is given by
where γ m,n is the instantaneous power from m th channel, ρ n is the transmit power, selected according to feedback commands, and M r denotes the number of receive antennas. In the presence of ideal power control we have ρ n = P T Rx /γ n , where P T Rx is the target power level of n th user in the receiver. We note that P T Rx is proportional to the required E b /N 0 . In the following analysis we use this ideal model with the exception that path loss cannot be compensated if the channel power response γ n is smaller than a given threshold γ 0 . Let P max Tx be the maximum transmit power. Then we define
We note that here P T Rx is the received total power after Rake combining over M r antennas. Hence, the target power is achieved always when γ > γ 0 . We assume limited power control dynamics, because coverage of most of the high data rate services is usually limited although basic services such as speech and 64 kbps data are supported everywhere. For these basic services, the limited power control dynamics is usually not a problem, because the cell edge is in the handover area where the best base station among more than one alternative can be selected. However, for high data rate services limited power control dynamics should be taken into account.
Cell Coverage
If PC dynamics were unlimited, the expected received power in (8) would remain at the target level P T Rx all the time. However, given the upper bound P max Tx the target level is not always reached. Consider first an extreme case where mobile transmits continuously with maximum power. Then we have
whereγ is the mean received power in base station before the MRC combining. Note that in the following the user index n is excluded for clarity. The target power level is reached if M r P max Txγ = P T Rx . Then the maximum allowed path loss L max is simply of the form M r P max Tx /P T Rx . The limit is usually, however, far too optimistic in low mobility environments, because the channel level crossing time is long when compared to frame length (10 − 20 ms) leading to bursty frame errors during the fades, which seriously degrade QoS.
Let us study the mean received powerP Rx from an own cell user more closely. We havē
where P (γ > γ 0 ) refers to the probability that γ > γ 0 . Assuming flat Rayleigh fading, diversity MIMO with uncorrelated antennas and Rake receiver, the pdf of the channel power response after MRC is given by
where the total transmit power is evenly divided between the transmit antennas. We note that in case of information MIMO we should set M t = 1 in (12) and divide the maximum transmit power by the number of transmit antennas. In the following, the analysis is carried out only in the case of flat fading. The analysis can be extended to the multipath Rayleigh fading channels if channel taps are assumed to be uncorrelated, where the assumption holds only when sampling in the chip frequency. In multipath case, the analysis is very similar with the one given here, only difference is that computation of mean powers is tedious since the pdf of the channel power response is formed as a weighted sum of functions of the form γ q exp(−aγ). To avoid too complex and technical expressions, multipath case is omitted.
Let us denote the conditional expectation in (11) by Ξ. After applying the definition of f and substitution t = M t γ/γ, we obtain By (6.5.1) and (6.5.13) of [13] , the integral can be expressed in terms of Poisson distribution
We obtain
where ξ = γ 0 /γ. It remains to evaluate the probabilities in (11) . Using again the expression of f , substitution t = M t γ/γ, and (14) we find that
After combining (11), (15) and (16) we get for different antenna configurations. Consider an example where the maximum tolerated loss in the received power is less than 0.5 dB. Then we find from Figure 2 that the coverage gain from doubling the number of receive antennas is about 5 dB. Also, the gain from doubling the number of transmit antennas is noticeable.
From (10) we find that if mobile is continuously transmitting with maximum power, the target level P T Rx is achieved when L/P max Tx is less than 0, 3 and 6 dB for 1, 2 and 4 receive antennas, respectively. Hence, according to this logic the range of the cell is directly defined by the number of receive antennas. However, as previously mentioned, in low mobility environments bursty frame errors degrade QoS. Since power control tends to drive the received power to optimum value, already a relatively small loss may cause a frame error that further leads to the power increase request by open loop power control. If mobile is on the edge of the service area, consecutive 'power up' commands do not necessarily improve the QoS, but increase intracell interference and consequently reduce cell capacity. If cell load is already high, service is terminated rapidly. Thus, the coverage gain of MIMO also depends on the cell load.
Finally, we note that the curves in Figure 2 are not smooth when approaching the limit L/P max Tx = M r . This is due to the nature of the distribution corresponding to the limited transmit power.
Cell Capacity
Diversity MIMO
Consider an example where all users employ the same service. Assume two systems with diversity MIMO but different antenna configurations and the same number of users. Then by (7) we obtain
where numbers 1 and 2 refer to different antenna configurations. In the following, we assume that target E b /N 0 per antenna is constant and inversely proportional to the number of receive antennas. Then
This simplification is justified if most of the own cell users are not in the edge of the service area, where E b /N 0 can be corrupted as shown in previous coverage study. For the intercell interference there holds
E{ρ n }γ n , where transmit power ρ n of user n in the interfering cell does not depend on the mean channel attenuationγ n in the own cell. Since the expectation of ρ n is proportional to the mean transmitted power P Tx , the power ratio between the two systems is given by
Hence, the ratio between other cell interferences is given by
After combining (18) and (19) we find that
It remains to compute the expected transmit power P Tx for different antenna configurations. There holds
Here we take into account the effect of the limited power control dynamics, because the strongest interferers are expected to be located on the edge of the neighboring cells. Let us denote the conditional expectation in the equation above by Ξ. Then we obtain
As previously pointed out, this integral can be expressed in terms of Poisson distribution if M t M r > 1. However, if M t M r = 1 we obtain exponential integral function E 1 , defined by (5.1.1) of [13] . It is found that An expression for the mean transmit power can be deduced by applying this formula and (16) . If M t M r = 1, there holds
Moreover, if M t M r > 1, we have 
and after applying the above result to (20) we find 
This result could have also been deduced from the power rise result given in [14] (see also [15] ). Thus, by using (17), (18) and (21) we can estimate the noise rise and capacity of a system with different antenna configurations provided that service, E b /N 0 of the reference case, and initial interference ratio ν 1 are known. Figure 4 shows the noise rise as a function of the number of 64 kbps users. Naturally, higher than 64 kbps data rates can be implemented, but then the number of users is less and capacity figures are not as illustrative as in the selected case. Results are obtained by applying equations (5), (6), (17), (18) and (21). The baseline system has M r = 2, M t = 1, and the corresponding E b /N 0 value 0.57 dB was obtained by link level simulations (see Tables 1 and 2 in the next section for simulation parameters). The initial interference ratio ν in the baseline system is 0.55 corresponding to macro cell system with omnidirectional antennas [6] .
The results in Figure 4 show that gain from additional receive antennas is large while gain from transmit diversity is small. It is emphasized that transmit diversity gain vanishes in isolated cell, where ν = 0. On the other hand, if ν is large, transmit diversity gain increases. This is illustrated in Figure 5 showing the number of 64 kbps users as a function of interference ratio when cell load is 75%. Horizontal axis provides the value of ν for 1 × 2 system, and corresponding interference ratios for other cases are computed from (21).
The results in Figure 5 show that transmit diversity gain remains relatively small even when initial ν is large. Hence, receive diversity is much more effective than transmit diversity when the aim is to increase cell capacity.
Information MIMO
Assume two systems applying different information MIMO techniques but the same antenna configuration. Then
provided that target E b /N 0 remains the same for both techniques. According to (20) we then have
and it is found that the performance difference between the two information MIMO techniques reflects only to the intercell interference ratio. Thus, the achievable gain depends on the system load and initial intercell interference ratio in the similar manner as in case of diversity MIMO with a fixed number of receive antennas. 4 System Simulations
Simulation Parameters
The main simulation parameters and assumptions are shown in Table 1 . Full 3GPP link level modeling was used with inner and outer loop power control and realistic channel and interference estimation algorithms. The service related parameters for 64 kbps and 0.96 Mbps are summarized in Table 2 . For more details, see [16] .
The radio channel models were flat Rayleigh fading and Pedestrian B, where relative mean path powers are 0.0, -0.9, -4.9, -8.0, -7.8 and -23.9 dB with the delays 0, 200, 800, 1200, 2300 and 3700 ns. The latter model provides a realistic and challenging radio channel model for low mobility environments, and it is applied in feasibility studies of uplink of UTRA FDD mode [17] . In case of SIMO, our system model follows accurately the present UTRA FDD specifications and simulations are done following strictly the recommendations given in [18] . The simulation model based on the recommendations of [18] tion, because it is transparent to the experts on the field. In case of MIMO, our system model slightly differs from the present specification, because we assume an additional scrambling code and corresponding DPCCH and DPDCH. We have also introduced some code puncturing sets that do not comply with the present specifications, but the effect of these puncturing sets is minor.
System level performance measures are the received energy per user bit and antenna, and the noise rise. When given in terms of the number of users, the former illustrates the increase in required received/transmitted power when cell load is growing, and the latter shows the increase of the total interference power in the network.
Simulation Results
SIMO and Diversity MIMO
In case of 64 kbps service and SIMO, the simulated noise rise agrees with the analytical results of Figure 4 within 0.1 dB. For diversity MIMO, simulation results agree well with theoretical results only in case of two transmit and two receive antennas. Especially with four receive antennas, simulation results show no gain from additional transmit antennas the resulting noise rise being approximately the same as in case of SIMO. This is because channel estimation losses due to the lower pilot power per transmit antenna destroy the additional diversity gain The simulations employed the conventional Rake receiver.
Since the diversity MIMO did not indicate noticeable gains, only the performance of SIMO with Rake, conventional PIC and coded PIC was simulated for 0.96 Mbps service. This service can be provided in the framework of the present UTRA FDD specification, and therefore there is no need to introduce the information MIMO. Figure 6 depicts the received energy per bit and antenna for SIMO in terms of the number of 0.96 Mbps users assuming isolated cell and Pedestrian B channel with 3 km/h mobile speed. Isolated cell is assumed, because it is common to provide high data rate services only in the inner part of the cell excluding the handover area. Then the coverage of the service becomes an important issue. It is important to note that the received energy per bit and antenna in Figure 6 was computed against AWGN, while the noise in target E b /N 0 contains also interference.
A rough estimate for the coverage gain can be deduced from the results of Figure 6 . This is due to the fact that received power is proportional to the transmitted power and gain in received power indicates gain in the range of the service. It is found that the range gain from additional receive antennas is of the order of 3 dB in single user case, but it grows rapidly with additional users. Figure 7 depicts the noise rise for SIMO system with four base station antennas as a function of the number of 0.96 Mbps users. It is found that doubling the number of receive antennas from two to four almost doubles the cell capacity and throughput of the order of 10 Mbps can be achieved assuming four receive antennas, coded PIC and 75% load. We remind that 10% block error rate assumption should be taken into account when computing the throughput. The result indicates a relatively high spectral efficiency of almost 2 bits/s/Hz, which is obtained by well-known receiver algorithms with only four receive antennas in the base station and most importantly, without any changes in the present UTRA FDD standard. Furthermore, it should be noted that conventional PIC and coded PIC remarkably boost the system performance already with two receive antennas.
Information MIMO
If data services with bit rates higher than 2 Mbps are provided, information MIMO is a better solution than SIMO or diversity MIMO. The claim can be based on the results of Figure 8 , which shows the received energy per bit and antenna for SIMO and MIMO as a function of user bit rate assuming isolated cell and Pedestrian B channel with 3 km/h mobile speed. The noise rise level corresponding to 50% load is depicted by dash-dot line. The number of receive antennas is four in all cases and two transmit antennas are employed in MIMO system, and bit rates higher than 2 Mbps for SIMO and bit rates higher than 4 Mbps for MIMO are obtained by using code puncturing. Results corresponding to SIMO with coded PIC are excluded, because there is practically no gain from coded PIC against conventional PIC if heavy code puncturing is applied.
The results show that user bit rates up to round 6 Mbps can be achieved with coded PIC and 50% system load. Even higher data rates would be possible by allowing a higher load for single user.
Due to the code puncturing, as high spectral ef- ficiencies as in case of multiuser system with 0.96 Mbps users are not achieved. The MIMO scheme is not directly applicable in the present UTRA FDD system, but required changes to technical specifications are small. The changes include the use of multiple control channels -one for each transmit antenna -and some new code puncturing rules for highest data rates.
The results show that already with two transmit antennas the MIMO system provides remarkably better performance than SIMO. Assuming more than two mobile antennas, even higher data rates can be obtained. However, if the number of receive antennas does not increase at the same time, the gain from additional transmit antennas will be smaller than the one obtained in Figure 8 , where the number of transmit antennas was doubled from one to two. In principle, data rates depicted in Figure 8 can be increased by employing AMC, but the topic is not studied here, because AMC would require major changes in the present standard, while only minor changes are needed for the information MIMO scheme. 
Conclusions
The performance of SIMO, diversity MIMO and a simple information MIMO schemes was considered assuming Rake, PIC and coded PIC receivers. The coverage and capacity of SIMO and diversity MIMO were studied by means of analytical tools and the results were confirmed with simulations. Furthermore, a case study of the information MIMO algorithm was examined by simulations. Results showed that the uplink coverage and capacity of UTRA FDD mode are significantly increased by SIMO and MIMO. While the performance increase from additional base station antennas reflects straightforwardly to the coverage and capacity results, transmit diversity gain from additional antennas in the mobile end is relatively small. This is due to the fact that in the link level the inner loop power control converts the increased diversity to decrease in required transmission power. On the contrary, if user bit rates higher than 2 Mbps are needed, gain from the information MIMO (spatial multiplexing) is large, because heavy code puncturing as in case of SIMO can be avoided. Thus, multiple transmit antennas in mobile station should be used for spatial multiplexing and not for transmit diversity. Furthermore, the use of information MIMO requires only minor changes to the present WCDMA specification.
Simulations showed that doubling the number of receive antennas in the base station from two to four almost doubles the cell capacity and throughput of the order of 10 Mbps can be achieved assum-ing coded PIC and 75% system load. The result indicates a spectral efficiency of almost 2 bits/s/Hz that is achieved by well-known receiver methods without any changes in the present UTRA FDD standard. Furthermore, single user bit rates up to 6 Mbps can be achieved by using information MIMO with two transmit antennas, four receive antennas, coded PIC and 50% load.
