SUMMARY In a distant-talking environment, the length of channel impulse response is longer than the short-term spectral analysis window. Conventional short-term spectrum based Cepstral Mean Normalization (CMN) is therefore, not effective under these conditions. In this paper, we propose a rrrust speech recognition method by combining a short-term spectrum based CMN with a long-term one. We assume that a static speech segment (such as a vowel, for example) affected by reverberation, can be modeled by a long-term cepstral analysis. Thus, the effect of long reverberation on a static speech segment may be compensated by the long-term spectrum based CMN. The cepstral distance of neighboring frames is used to discriminate the static speech segment (long-term spectrum) and the non-static speech segment (short-term spectrum). The cepstra of the static and non-static speech segments are normalized by the corresponding cepstral means. In a previous study, we proposed an environmentally robust speech recognition method based on Position-Dependent CMN (PDCMN) to compensate for channel distortion depending on speaker position, and which is more efficient than conventional CMN. In this paper, the concept of combining short-term and long-term spectrum based CMN is extended to PDCMN. We call this Variable Term spectrum based PDCMN (VT PDCMN). Since PDCMN/VT-PDCMN cannot normalize speaker variations because a position-dependent cepstral mean contains the average speaker characteristics over all speakers, we also combine PDCMN/VT-PDCMN with conventional CMN in this study. We conducted the experiments based on our proposed method using limited vocabulary (100 words) distant-talking isolated word recognition in a real environment. The proposed method achieved a relative error reduction rate of 60.9% over the conventional short-term spectrum based CMN and 30.6% over the shortterm spectrum based PDCMN.
Introduction
Automatic speech recognition (ASR) systems are known to perform reasonably well when the speech signals are captured using a close-talking microphone. However, there are many environments where the use of such microphones is undesirable for reasons of safety or convenience. Handsfree speech communication [1]-[3] has become more popular in special environments such as the office or a car. Unfortunately, in a distant-talking environment, channel distortion can drastically degrade the speech recognition performance. This is predominantly caused by the mismatch between the real and the training environments.
Compensating an input feature is the main way to reduce the mismatch. Cepstral Mean Normalization (CMN) is a simple and effective way of normalizing the feature space and thereby reducing channel distortion [4]- [7] . CMN reduces the errors caused by the mismatch between test and training conditions, and it is also very simple to implement. It has, therefore, been adopted in many current systems. In order to be effective for CMN, the length of the channel impulse response needs to be shorter than the short-term spectral analysis window which is usually 16ms-25ms. However, the duration of the impulse response of reverberation usually has a much longer tail in a distant-talking environment. Therefore, conventional CMN, in which cepstral means are estimated from the entire current utterance using the short-term analysis window, is not effective under these conditions. Several studies have focused on decreasing the above problem. Raut et al. [8] , [9] use preceding states as units of preceding speech segments, and by estimating their contributions to the current state using a maximum likelihood function, they adapt the models accordingly. In this paper, we address the effect of long reverberation by feature-based compensation method that is easier to be implemented. In [10] , [11] a multiresolution channel normalization based speech recognition front end has been implemented by subtracting the mean of the log magnitude spectrum using a long-term spectral analysis window. At first, they used a long time window (high frequency resolution; 2 seconds) analysis and applied channel normalization. Then, they transformed the long-time representation to a short-time representation. Finally, cepstral domain features were computed for speech recognition. In this paper, we directly normalized the cepstral domain feature based on long-term spectrum corresponding to static speech signal and short-term spectrum corresponding to non-static speech signal for speech recognition in one step.
In this paper, we propose robust speech recognition by combining a short-term spectrum based CMN with a longterm spectrum based CMN, which we call Variable-Term spectrum based CMN (VT-CMN). We assume that static speech segments (such as vowels, for example) affected by reverberation can be modeled by a long-term cepstral analysis. Thus, the effect of long reverberation on a static speech segment may be compensated by the long-term spectrum based CMN. For speech recognition, short-term and long- we also conducted experiments using the various weights (the sum of weight was not equal 1) of two kinds of cepstral mean, the results became worse because the amplitude of weight-sum of two kinds of cepstral mean mismatched the real value. In this paper, we propose a robust distant speech recognition by combining PDCMN/VT-PDCMN with conventional CMN to address the above problems. The a priori estimated position-dependent cepstral mean is linearly combined with an utterance-wise cepstral mean using the following two combination methods. The first method uses a fixed weighting coefficient over the whole test data to obtain the combinational CMN, and this is called fixed-weight combinational CMN. However, the optimal weight seems to depend on the speaker position and the length of the utterance to be recognized. Thus, a fixed weighting coefficient does not obtain the optimal result. A variable weighting coefficient may produce better performance. A single input feature compensated by the combinational cepstral means with different weighting coefficients generates multiple input features. Thus, the problem becomes how to obtain the optimal performance for the given multiple input features. Voting on the different hypotheses generated from the multiple input features has been studied in [12] , [14] . In [15] , a new algorithm to select a suitable channel for speech recognition using the output of the speech recognizes has been proposed. All the methods discussed above use the output hypotheses generated by multiple decoders to estimate the final result. In our previous study [13] , we proposed the combination of multiple input streams at frame level using a single decoder. In this paper, we extend this method to the combination of PDCMN/VT-PDCMN and conventional CMN. The second method for obtaining the combinational CMN involves calculating the output probability of each input feature at frame level, and a single decoder using these output probabilities is used to perform speech recognition. This is called variableweight combinational CMN and is very easy to implement in both isolated word recognition systems and continuous speech recognition systems.
Section 2 describes the combination of short-term and long-term spectrum based CMN. An environmentally robust real-time Position-Dependent CMN (PDCMN) and Variable-Term spectrum based PDCMN (VT-PDCMN) are described in Sect. 3. The combination of PDCMN/VT-PDCMN and conventional CMN is proposed in Sect. 4. Section 5 describes the experimental results of distant-talking speech recognition in a real environment. Finally, Sect. 6 summarizes the paper and describes future work. (2) where L is the length of the spectral analysis window, and
where the early effect is within a frame (analysis window), and the late effect is over multiple frames.
In [17] , the early term of Eq. (3) 
ƒ¢C=Cx-Ctrain,
where Ct and Cxt are the compensated and original cepstra at time frame t, and Cx and Ctrain are the cepstral means of utterances to be recognized and those to be used to train the speaker-independent acoustical model, respectively .
Combination of Short-Term and Long-Term Spectrum Based CMN
In the traditional method, a short-term cepstral analysis is used. However, the duration of impulse response of reverberation usually has a much longer tail in a distant-talking environment. Therefore, conventional CMN is not effective under these conditions. For the static part of speech signals, the spectrum can be extracted by the long-term analysis window because the speech signal is stationary. We assume that a static speech segment affected by long reverberation can be modeled by the long-term spectrum based CMN. Thus, the effect of long reverberation on a static speech signal may be compensated by the long-term spectrum based CMN. On the other hand, for the non-static part of speech signals, the Fourier transform cannot be applied to a long-term analysis window because the long-term speech signal is not stationary. This result in long-term analysis window based spectrum yields too low time resolution for transient speech. Thus, the longterm CMN cannot be applied to non-static part of speech signals because long-term cepstral mean is not available too. In the case of a non-static speech segment, the traditional short-term spectrum based CMN is used. Thus, the combination of short-term and long-term spectrum based CMN is defined as [18]: if t-th speech segment is non-static if t-th speech segment is static, (7) where Cx_shortt and Cx_longt are the original short-term and long-term cepstra at time frame t, Cx_short and Cx_long are short-term and long-term cepstral means of utterances to be recognized, and Ctrshort and Ctrain_long are short-term and long-term cepstral means of utterances to be used to train the speaker-independent acoustical model, respectively.
Static and Non-static Speech Segment Detection
Test and training utterances include static and non-static speech. In order to estimate the cepstral means of static and non-static speech segments and to normalize the corresponding cepstral features, static speech segment detection and non-static speech segment detection are necessary and important for speech recognition using the proposed method. It is well known that a static speech segment has smaller variance between neighboring frames than a nonstatic speech segment. To discriminate the static and nonstatic speech segments, the cepstral distance of neighboring frames is defined as: (8) where Table 3 . The detailed experimental results for every area are shown in Table 4 for the single microphone and Table 5 for the microphone array. By compensating the transmission characteristics using the compensation parameters measured a priori from sufficient utterances for each area, the short-term spectrum based PDCMN given by Eq. (9) effectively improved the speech recognition performance in all 12 areas for both the single microphone and the microphone array, compared to the conventional CMN. For the microphone array, the conventional CMN and the proposed PDCMN were applied after the delay-and-sum beamforming. The proposed method outperformed the conventional CMN (that is, a typical channel normalization method for dereverberation), microphone array processing (that is, a spatial filtering for dereverberation) and the combination method of conventional CMN and microphone array processing. Table 3 Speech recognition results for the combination of PDCMN/VT-PDCMN and conventional CMN (%). Table 2 Speech recognition results for the combination of short-term and long-term spectrum based CMN. Cepstral means were estimated from 1 word, 10 words and 100 words for each speaker. (single microphone: %) Table 4 Speech recognition results for the combination of PDCMN/VT-PDCMN and conventional CMN using a single microphone (%). Table 5 Speech recognition results for the combination of PDCMN/VT-PDCMN and conventional CMN using a microphone array (%).
the unconstrained monophone task than CMN. In [34] , the classical RASTA filtering resulted in decreased recognition performance when compared to CMN. Phase-corrected RASTA reached the same performance level as obtained for CMN for a medium and large vocabulary continuous speech recognition task. The phase-corrected RASTA is a technique that consists of classical RASTA filtering followed by a phase correction operation. In some cases, the combination of CMN and RASTA can give better results than either of the techniques alone [30] , [32] . Therefore, our proposed method is effective than some typical dereververation techniques such as the conventional CMN and the delayand-sum beamforming. Moreover, the proposed method is easy to be combined with many other dereverberation methods such as beamforming, RASTA filtering, ARMA filtering, etc., and a furthermore improvement should be obtained. Thus, in this paper, we did not compare our proposed method with other dereverberation methods such as RASTA filtering, ARMA filtering, etc.
Since the effect of long reverberation on a static speech segment could be compensated by the long-term spectrum based CMN, the combination of short-term spectrum based PDCMN and long-term spectrum based PDCMN (that is, Finally, the combination of VT PDCMN and conventional CMN with variable-weight achieved the best recognition performance of all the methods because the optimal weighting coefficients were selected at each frame in an utterance. In other words, when using the variable-weight combinational CMN, the optimal weighting coefficient was not empirically determined for the entire test data or development data as infixed-weight combinational CMN, but was automatically selected at frame level from within the range of given weight coefficients. For the single microphone, a 4.1% improvement (57.7% relative error reduction rate) over conventional CMN, and a 1.2% (28.6% relative error reduction rate) over PDCMN were achieved. For the microphone array, a 3.9% improvement (60.9% relative error reduction rate) over conventional CMN, and a 1.1% (30.6% relative error reduction rate) over PDCMN were achieved. The computational cost of the variable-weight combinational CMN was only 1.26 times that of the other methods even when 3 input streams were used.
Conclusion and Future Work
In a distant-talking environment, the length of channel impulse response is longer than the short-term spectral analysis window which is usually 16ms-25ms.
Therefore, conventional short-term spectrum based CMN is not effective in these conditions. We have proposed a robust distant-talking speech recognition method by combining a short-term spectrum based CMN with a long-term spectrum based CMN. We have assumed that a static speech segment affected by reverberation can be modeled by a long-term cepstral analysis. Thus, the effect of long reverberation on a static speech segment may be compensated by the long-term spectrum based CMN. The cepstral distance of neighboring frames is used to discriminate the static speech segment and non-static speech segment. The cepstra of static and non-static speech segments are normalized by the corresponding cepstral means. In this paper, the concept of variable-term spectrum based CMN has been extended to a robust speech recognition method based on Position-Dependent CMN (PDCMN) to compensate for channel distortion depending on speaker position. We call this method Variable-Term spectrum based PDCMN (VT PDCMN). Since PDCMN/VT-PDCMN cannot normalize speaker variation, we have further combined PDCMN/VT-PDCMN with conventional CMN to compensate simultaneously for the channel distortion and speaker characteristics. The short-term spectrum or variable spectrum based position-dependent cepstral mean is combined linearly with a conventional cepstral mean using the following two types of processing. The first method uses a fixed weighting coefficient over the whole test data to obtain the combinational CMN, and this is called fixed-weight combinational CMN. The second method calculates the output probability of multiple features compensated by a variable weighting coefficient at each frame, and a single decoder using these output probabilities is used to perform speech recognition. This is 
