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Abstract
The AGT relation identifies the Nekrasov functions for various N = 2 SUSY gauge theories
with the 2d conformal blocks, which possess explicit Dotsenko-Fateev matrix model (β-ensemble)
representations the latter being polylinear combinations of Selberg integrals. The ”pure gauge”
limit of these matrix models is, however, a non-trivial multiscaling large-N limit, which requires
a separate investigation. We show that in this pure gauge limit the Selberg integrals turn into
averages in a Brezin-Gross-Witten (BGW) model. Thus, the Nekrasov function for pure SU(2)
theory acquires a form very much reminiscent of the AMM decomposition formula for some model
X into a pair of the BGW models. At the same time, X , which still has to be found, is the pure
gauge limit of the elliptic Selberg integral. Presumably, it is again a BGW model, only in the
Dijkgraaf-Vafa double cut phase.
1 Introduction
The pure gauge limit. The AGT relation [1]-[50] is an explicit formulation of duality between
the 2d and 4d descriptions of conformal 6d theory of self-dual 2-forms, compactified on a Riemann
surface [52]. The theory of the corresponding M5-brane is long known to be related to integrability
theory [53], but explicit route from integrability to the AGT relation still remains a mystery.
A promising approach to origins of the AGT relations is through their reformulation as relations
between matrix models [54] and Seiberg-Witten theory [55, 56], see [57] for a concise review of this
idea (which is a new application of the topological recursion [58]-[61]).
Surprisingly or not, despite obvious conceptual advantages of such an approach, some simple
properties of original AGT relations are not so easy to describe in the matrix-model reformulation.
A typical example is the ”pure gauge” limit (PGL), where the dimensional transmutation takes place
and the conformal invariance gets broken. In the matrix model formulation, this corresponds to a
non-trivial double-scaling large N limit of the relevant matrix models, which will be the subject of
the present paper.
In this paper, we concentrate on the simple case of pure SU(2) Nekrasov function, which
(in the context of the AGT relations) arises as the PGL of either the 4-point conformal block
B(0)(∆1,∆2,∆3,∆4;∆, c|x) on sphere [7] or the 1-point conformal block B(1)(∆ext;∆, c|q) on torus
(where q = e2piiτ and τ is the modulus) [21, 51]:
B∗(∆|Λ) = lim
∆1,∆2,∆3,∆4→∞, x→0
x(∆2−∆1)(∆3−∆4)≡Λ4
[
B(0)(∆1,∆2,∆3,∆4;∆, c|x)
]
= lim
∆ext→∞, q→0
q∆2ext≡Λ
4
[
B(1)(∆ext;∆, c|q)
]
(1)
Our aim is to study this pure gauge limit at the level of matrix models.
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PGL in the matrix model formulation. Fortunately, matrix model (i.e. the Dotsenko-Fateev-
like β-ensemble) representations are already known both for B(0) [12, 51] and for B(1) [46]. The first
one is represented [36] as an AMM decomposition [59, 61] into two spherical Selberg integrals
B(0)(x) = exp
(
− 2
β
∞∑
k=1
xk
k
[
v+
2
+
∂
∂t+k
] [
v−
2
+
∂
∂t−k
])
Z
(0)
S
(
u+, v+, N+
∣∣t+)Z(0)S (u−, v−, N−∣∣t−)∣∣∣
t=0
(2)
while the second one is the single, but elliptic (toric) Selberg integral
B(1)(q) =
∞∏
p=1
(1− qp)ν Z(1)S
(
A,N
∣∣q) (3)
Then, eqs.(1), (2) and (3) imply that
B∗(∆|Λ) = exp
(
− 2
β
∞∑
k=1
Λ4k
k
∂2
∂t+k ∂t
−
k
)
Z
(0)
∗+
(
t+
)
Z
(0)
∗−
(
t−
)∣∣∣
t=0
= Z
(1)
∗ (A|Λ) (4)
and this is the straightforward matrix model formulation of eq.(1). The partition functions Z
(0)
∗±
and Z
(1)
∗ denote here what we call the PGL of the corresponding Selberg integrals. To describe this
PGL, explicit expressions for the Selberg integrals are needed. Note that the second equality in (4)
automatically provides an AMM decomposition formula for Z
(1)
∗ into a pair of the Z
(0)
∗ models, even
before explicit expressions are discussed.
The Selberg integrals. Explicitly, the Selberg integrals have a form of the eigenvalue β-ensembles
Z
(0)
S
(
u, v,N
∣∣t) = 1
S0
1∫
0
dz1 . . . dzN
N∏
i<j
(zi − zj)2β
N∏
i=1
zui (zi − 1)veβ
∑∞
k=1 tkz
k
i (5)
Z
(1)
S
(
A,N
∣∣q) = 1
S1
2pi∫
0
dz1 . . . dzN
N∏
i<j
θ∗
(
zi − zj
∣∣q)2β N∏
i=1
θ∗
(
zi
∣∣q)−βNeIAzi (6)
where I =
√−1 and θ∗(z|q) = sin(z/2) − q sin(3z/2) + . . . is the normalized odd theta-function on
torus [46]. The normalization constants S0, S1 are needed to satisfy the requirements Z
(0)
S (t = 0) =
Z
(1)
S (q = 0) = 1 implied by the conditions B
(0)(x = 0) = B(1)(q = 0) = 1 for properly normalized
conformal blocks. It is these β-ensembles that we will use to study the pure gauge limit.
Parameters of Selberg integrals. To study the PGL in terms of the Selberg integrals, one needs
to describe clearly the values of their parameters. In the spherical case [12, 51], they are given by
N+ =
α1 − α2 + α− ǫ1 − ǫ2
ǫ1
, u+ = 2
α1 − ǫ1 − ǫ2
ǫ2
, v+ = −2α2
ǫ2
(7)
N− =
α4 − α3 − α
ǫ1
, u− = 2
α4 − ǫ1 − ǫ2
ǫ2
, v− = −2α3
ǫ2
(8)
2
and, in the toric case [46], they are given by
N = −αext
ǫ1
, A =
2α+ ǫ1 + ǫ2
ǫ2
≡ 2a
ǫ2
, ν = 3∆ext + 3N − 1 (9)
where the α-parameters are related to the initial ∆-parameters (conformal dimensions) via
∆(α) =
α(ǫ1 + ǫ2 − α)
ǫ1ǫ2
(10)
and
c = 1− 6
(
ǫ1 + ǫ2
ǫ1ǫ2
)2
(11)
is the central charge. Here it is convenient to write all these formulas in terms of the Nekrasov
parameters ǫ1, ǫ2, which are in one-to-one correspondence with the matrix model parameters β (the
power of the Vandermonde determinants) and gs = g (the ”string” coupling constant, aka the genus
expansion parameter):
ǫ1 = −g
√
β, ǫ2 = g/
√
β (12)
or vice versa
g2 = −ǫ1ǫ2, β = −ǫ1
ǫ2
(13)
This completes the list of relations between the parameters, and allows one to look at the PGL of
the Selberg integrals. This limit is simple in terms of the external dimensions:
αi −→∞, α4ix = fixed = Λ4 (14)
αext −→∞, α4extq = fixed = Λ4
while in terms of the matrix model parameters it gets more sophisticated. We will now describe the
limit in terms of N,u, v (for the spherical Selberg models) and of N,A (for the elliptic model).
PGL of Selberg integrals. Relations (7)-(8) imply that, in the PGL, the parameters u, v,N
of the spherical Selberg integrals all tend to infinity. However, the same relations indicate that a
particular combination of parameters, that is, u+ v + 2βN remains finite in the PGL, since it does
not depend on the external dimensions. We find it most convenient to parametrize this combination
by a single variable n
PGL(u+ v + 2βN) = βn+ β − 1 (15)
which is equal to
n± = ±2a
ǫ1
, a = α− ǫ1 + ǫ2
2
(16)
for our ”+” and ”-” Selberg models. Consequently, the PGL for the spherical Selberg model looks
like a non-trivial double scaling limit, where the parameters u, v,N tend to infinity as
Z
(0)
∗ (n|t) = lim
u,v,N→∞
u+v+2βN≡βn+β−1
Z
(0)
S
(
u, v,N
∣∣∣ tk
(uN + βN2)k
)
(17)
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where distinguished combinations (uN + βN2)+ and (uN + βN
2)− in the PGL are proportional to
µ1µ2 and µ3µ4, respectively (µ’s are mass parameters of the Nekrasov function, linearly related to
α’s). This particular rescaling of the time-variables tk 7→ tk(uN + βN2)−k is necessary to suppress
a growth of correlators in the model: only with variables defined in this way, the partition function
has a finite PGL. In particular, only with such a rescaling of variables the decomposition formula
(2) remains non-trivial in the PGL (14) and, moreover, turns into formula (4), i.e.
Z
(0)
∗± (t
±) = Z
(0)
∗
(
n±
∣∣t±) (18)
Similarly, in the toric case, relations (9) imply that the PGL for the toric Selberg integral is
Z
(1)
∗ (A|Λ) = lim
N→∞, q→0
qβ2N4≡Λ4
Z
(1)
S
(
A,N
∣∣q) (19)
where, since no time-variables are introduced, no additional rescalings are required. As one can see,
the PGL’s of the Selberg models are quite sophisticated: it is by no means transparent that eqs.(17)
or (19) do at all have a finite limit. However, as we shall see below, they do, and the main problem
is to give some constructive description of this limit. This paper is devoted to finding a (at least,
partial) solution to this problem.
PGL of spherical Selberg: BGW model. As the first (simplest) part of solution to this
problem, in this paper we demonstrate that Z
(0)
∗ , the PGL of the Selberg partition function Z
(0)
S is
actually the partition function of the (β-deformed) celebrated BGW model [62, 63, 61] of size n and
in the character phase [63]:
Z
(0)
∗
(
n
∣∣t) = ZBGWc(n∣∣tk = trΨk/k) = 1
Volβ(n)
∫
n×n
[dU ]βe
β
(
trU†+trΨU
)
= 1 +
β
βn+ 1− β t1 + (20)
+
β2(βn+ 2− 2β)
(βn + 1− β)(βn + 2− β)(βn+ 1− 2β) t
2
1 −
β2
(βn + 1− β)(βn + 2− β)(βn + 1− 2β) t2 + . . .
where the integral over U is the β-deformed unitary integral, and Volβ(n) is the β-deformed volume
of the unitary group. As usual for the BGW model, the time-variables are identified with traces
of the external field powers tk = trΨ
k/k, and this brings us directly to the topic of β-ensembles
with external fields, which is somewhat underinvestigated and not exhaustively covered in the ex-
isting (physical) literature. The point is that the β-deformations are usually defined for integrals
of eigenvalues only. Whereas the notion of trace (of determinant, etc.) in (20) remains well-defined
as combinations of the eigenvalues, the treatment of the external field term trUΨ in (20) deserves
some comments. Actually one needs only the U -integrals (averages) of such quantities, they will be
defined in s.2 with the help of a β-ensemble version of the Harish-Chandra-Itzykson-Zuber integral.
In this paper we prove eq. (20) in two independent, but complementary ways. After the β-
unitary BGW model is defined in s.2, in s.3 we demonstrate that its Jack expansion (the β-ensemble
counterpart of the character expansion) coincides with the PGL of the Jack expansion for the spher-
ical Selberg model. This is just an algebraic exercise, which still may be not too much transparent.
A more conceptual way may be the method of s.4, where one instead takes the PGL of the Virasoro
constraints (Ward identities) for the spherical Selberg model, and then shows that they coincide
with the known Virasoro constraints [63, 61] for the character phase of the BGW β-ensemble.
Formula (20) fully defines the middle part of formula (4). It still remains to explain how the
time derivatives can be taken in the external field BGW model: the simplest possibility is provided
by a Fourier-like transform in the β-character calculus, which is reminded in s.2.
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PGL of elliptic Selberg: double BGW model. The second, harder part of the solution,
taking the PGL of the elliptic Selberg model is not completely finalized in the present paper. The
corresponding partition function Z
(1)
∗ (A|Λ) should be given by some β-ensemble with the partition
function
Z
(1)
∗ (A|Λ) = 1 + 2βΛ
4
A2 − (β − 1)2 +
β2Λ8
(
2A2 + β − 8(β − 1)2
)
(
A2 − (β − 1)2
)(
A2 − (2β − 1)2
)(
A2 − (β − 2)2
) + . . . (21)
Note that the problem of finding the PGL of the elliptic Selberg model is just the same as finding
the PGL B∗(∆|Λ) of the conformal block/Nekrasov function. Having in mind the general context
of the problem and lessons from the (successful) solution in the spherical case, one can go further in
several directions.
One way to solve this problem is to attack it directly from the elliptic side, by trying to take the
Inozemtsev limit [64] of the Ward identities for the elliptic Selberg model Z
(1)
∗ . This remains to be
done.
Another way is to make a direct educated guess for what the β-ensemble in question should be.
Such an attempt has actually been made long ago in [65]. The conjecture was that Z
(1)
∗ is again a
BGW model, but this time in another phase: the double-cut DV phase, i.e.
Z
(1)
∗
presumably
= ZDV2BGW (22)
This suggestion can be checked, for example, by a derivation of AMM decomposition of ZDV2BGW and
comparison with the second equality in (4). This also remains to be done.
The third possibility is to apply the character calculus of [66], either to the elliptic Selberg
integral itself or to the decomposition formula (4). This is what we do in the present paper, in
s.5 below. Applying the character calculus to the decomposition formula (4), one obtains a double
β-unitary-ensemble
Z
(1)
∗ (A|Λ) =
∫
[dU ]β
Volβ (n+)
∫
[dU˜ ]β
Volβ (n−)
ZBGWc
(
m+
∣∣∣sk) ZBGWc (m−∣∣∣s˜k) det(1− Λ4U+ ⊗ U˜+)2β (23)
where ksk = trU
k, ks˜k = tr U˜
k andm± = n±+(β−1)/β. Thus, ZBGW ’s in the integrand are actually
functions of U and U˜ , while their conjugates U † and U˜ † enter through the mixing (intertwining)
determinant. Note that the β-unitary integrals in (23) have sizes n± = ±2a/ǫ1, while the BGW
models in the integrand have sizes m± = ±2α/ǫ1. As explained in s.5, this shift of sizes can be seen
as a natural property of the Fourier transformation for the β-ensembles.
Eq.(23) or, at least, the first terms of its Λ-expansion (21) can be checked in practice by substi-
tuting (20) into (23) and taking the remaining averages
∫
n×n
f(U)[dU ]β ≡
pi∫
−pi
dφ1 . . .
pi∫
−pi
dφnf
(
eIφ1 , . . . , eIφn
) n∏
a<b
∣∣∣eIφa − eIφb∣∣∣2β (24)
which is valid when f(U) is an invariant function (depends only on eigenvalues or, what is the same,
on traces of powers of U). The averages, necessary to reproduce the first two orders in Λ, are
∫
n×n
[dU ]β
Volβ (n)
trUtr (U+) =
n
βn+ β − 1 ,
∫
n×n
[dU ]β
Volβ (n)
trU2tr (U+)2 =
2n(β2n2 − β2 + β − 1)
(βn+ β)(βn− 1)(βn+ β − 1) (25)
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∫
n×n
[dU ]β
Volβ (n)
trUtrUtr (U+)2 =
∫
n×n
[dU ]β
Volβ (n)
trU2tr (U+)tr (U+) =
2n(β − 1)
(βn+ β)(βn− 1)(βn+ β − 1) (26)
∫
n×n
[dU ]β
Volβ (n)
(trU)2(trU+)2 =
2n(βn2 − 1)
(βn+ β)(βn− 1)(βn+ β − 1) (27)
Using them, one easily verifies that (23) reproduces (21), so that operationally the model is well-
defined and gives correct results. However, there are many conceptual questions left, in particular,
the relation of the model (23) to the Inozemtsev limit of the elliptic Selberg model and, most
importantly, to the double-cut BGW integrals. If the DV conjecture (22) is true, the model (23)
should probably be interpreted as an integral representation of ZDV2BGW . We do not consider this topic
in the present paper, this will be done elsewhere.
2 Comments on the definition of β-deformed BGW model
Generalization of unitary integrals to β 6= 1 deserves comments. The problem is to give some
concrete definition for the β-deformed unitary integral of the form∫
n×n
f(U)[dU ]β (28)
which for β = 1 is the well-defined integral over the compact Lie group U(n) with the Haar invariant
measure [dU ]β=1. We are unaware of any similar group theory definition for generic β (occasionally,
such a definition exists for β = 1/2 and β = 2 in terms of the groups O(n) and Sp(n), respectively).
Instead, various other, more or less natural definitions can be suggested.
The simplest case is when f(U) is an invariant function, i.e. it depends only on the traces of
powers of U or, equivalently, only on the eigenvalues of U . In this case, the most natural definition
of β-generalization, motivated by consideration of the above-mentioned three group integrals (U(n)
for β = 1, O(n) for β = 2 and Sp(n) for β = 1/2) is the following eigenvalue integral:
∫
n×n
f(U)[dU ]β ≡
pi∫
−pi
dφ1 . . .
pi∫
−pi
dφn f
(
diag
[
eIφ1 , . . . , eIφn
]) n∏
a<b
∣∣∣eIφa − eIφb∣∣∣2β (29)
i.e. the role of the β-deformation is just to have the power 2β of the Van-der-monde determinant.
It is this definition which is most commonly recalled when the words ”β-ensemble” are mentioned.
However, for the purpose of present paper this definition is not enough. The case when the
integrand f(U) depends only on the eigenvalues, does not cover all the eigenvalue models [69, 54].
In particular, the main object of the present paper, which we use to describe the PGL of the Selberg
integrals, has an integrand which is not a function of the eigenvalues of U only, it involves an
”external field” matrix Ψ in the following way
ZBGW (Ψ) =
∫
n×n
[dU ]β
Volβ (n)
eβ
(
trU†+trΨU
)
(30)
so that definition (29) is not applicable. Note that for β = 1 the integral ZBGW (Ψ) obviously
depends only on the eigenvalues of the matrix Ψ. We can quite naturally assume the same property
to hold for all β. After that, the two options still remain: to consider the integral as a function of
6
traces of positive powers ktk = trΨ
k or of negative powers kτk = trΨ
−k. As is well-known in the
theory of the ordinary (β = 1) BGW model, these two choices lead to different results, commonly
known as the character phase ZBGWc(t) and the Kontsevich phase ZBGWk(τ), respectively [63]. In
this paper we are interested in the definition of the first one, ZBGWc(t).
Our definition refers to the Harish-Chandra-Itzykson-Zuber (HCIZ) integral over the unitary
matrix V , ZIZ(t, s) =
∫
n×n
[dV ]β
Volβ (n)
eβtr ΨV UV
†
which is a function of ktk = trΨ
k and ksk = trU
k.
To see this at β = 1, it is enough to diagonalize the matrices, Ψ = VΨΨdV
†
Ψ and U = VUUdV
†
U and
use invariance of the Haar measure [dV ] to change V −→ V †ΨV VU . Then
ZIZ(t, s)
∣∣∣
β=1
=
∫
n×n
[dV ]
Vol (n)
etr ΨV UV
†
=
∫
n×n
[dV ]
Volβ (n)
e
∑
i,j ΨiUj |Vij |
2
(31)
is indeed a function of the eigenvalues {Ψi} and {Uj} only, and thus of t and s (the symmetry under
permutation of the eigenvalues is obvious). Once ZIZ is defined, one can write
ZBGWc(t) =
∫
n×n
[dU ]β
Volβ (n)
ZIZ(t, s)e
βtrU† (32)
which is now a function of the positive time-variables t. Moreover, the integrand also depends only
on the eigenvalues of the integration matrix-variable U , so that definition (29) is applicable.
Thus, to define ZBGWc(t), it suffices to define the Itzykson-Zuber integral (31) in some indepen-
dent way. Such a possibility is provided by the character calculus [66]: for β = 1, the IZ integral
can be defined as an expansion
ZIZ(t, s) =
∑
R
dR
DR(n)
χR(t)χR(s), β = 1 (33)
where χR are the characters, and dR,DR are their values at particular points dR = χR(tk = δk,1),
DR(n) = χR(tk = n/k). The quantities dR and DR have an important representation theory
meaning: they are dimensions of representations of the symmetric- and GL(n)- groups, respectively
(labeled by the Young diagram R). Thus, for arbitrary β, one can naturally define
ZIZ(t, s) =
∑
R
dR
DR(n)
jR(t)jR(s), ∀β (34)
where jR are the well-known β-characters (actually, the properly normalized Jack polynomials [67],
reviewed in detail in Appendix 1 of the present paper) and dR,DR are their values at particular
points dR = jR(tk = δk,1), DR(n) = jR(tk = n/k). For arbitrary β, these quantities do not have
any straightforward representation theory meaning, they can be only thought of as β-deformations
of the dimensions of symmetric and general linear groups. Note that the n-dependence in formula
(34) emerges only due to the n-dependent quantity DR(n).
Eqs. (32) and (34) provide our constructive definition of the BGW partition function in the
character phase. It should be emphasized, that in this way the β-deformation of any unitary
eigenvalue model with no more than one external field in character phase can be defined.
This is enough for our purposes here, but not enough in principle: to study the β-deformations of
the Kontsevich phases or the β-deformations of the models with multiple external fields (known
as non-eigenvalue models), some other definitions have to be invented. Hopefully, there exists a
unifying framework for the β-deformations of any matrix model, not necessarily of the eigenvalue
type. This framework remains to be discovered.
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Note that definition (34) already appeared in mathematical literature, see, for example, [68]. It
goes without saying that it reproduces the HCIZ integrals not only for unitary (β = 1), but also for
orthogonal (β = 1/2) and symplectic (β = 2) matrices.
Given such a definition of ZBGWc β-ensemble, it is possible to study if it indeed coincides with
the PGL Z
(0)
∗ of the spherical Selberg β-ensemble. The next two sections are devoted to two ways
of proving this. The first method makes a direct use of properties of the β-characters jR, while the
second method relies upon Ward identities for the β-ensembles.
3 Eq. (20) via Jack expansion
To check the equality Z
(0)
∗ = ZBGWc, we expand the both quantities in the basis of Jack polynomials.
The right hand side. For ZBGWc, eqs.(32) and (34) imply that
ZBGWc(t) =
∫
ZIZ(t, s)e
βtrU† [dU ]β =
∑
R
jR(t)
dR
DR(n)
∫
jR(s)e
βtrU† [dU ]β (35)
To deal with the r.h.s. integral, one needs just two properties of the β-characters: the completeness
exp
(
β
∑
k
ktk t˜k
)
=
∑
R
jR(t)jR(t˜) (36)
and the Haar orthogonality∫
jR(s)jR˜(s
−1)[dU ]β = δR,R˜
DR(n)
DR(n− δ) , δ =
β − 1
β
(37)
where n is the size of U . The first identity (with ktk = tr (U
†)k, kt˜k = δk,1) implies that
eβtrU
†
=
∑
R
dRjR
(
s−1
)
(38)
and the second property allows one to perform the integration over U :
ZBGWc(t) =
∫
ZIZ(t, s)e
βtrU† [dU ]β =
∑
R
∑
R˜
jR(t)
dRdR˜
DR(n)
∫
jR(s)jR˜(s
−1)[dU ]β (39)
=
∑
R
d2R
DR(n− δ)jR(t) (40)
The expansion obtained
ZBGWc(t) =
∑
R
d2R
DR(n− δ)jR(t) (41)
is of course a β-deformation of the well-known character expansion [66]
ZBGWc(t) =
∑
R
d2R
DR(n)
χR(t), β = 1 (42)
but not quite a naive one (because of the non-trivial δ-shift in the denominator). Note that the
matrix sizes enter the character expansions only through the explicit factors DR. Let us now derive
a similar expansion for the Selberg partition function.
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The left hand side. The Jack expansion for the Selberg β-ensemble
Z
(0)
S
(
u, v,N
∣∣t) = 1
S0
1∫
0
dz1 . . . dzN
N∏
i<j
(zi − zj)2β
N∏
i=1
zui (zi − 1)veβ
∑∞
k=1 tkz
k
i (43)
using the same completeness condition (36) can be written as
Z
(0)
S
(
u, v,N
∣∣t) =∑
R
〈
jR
〉
jR(t) (44)
where the coefficients
〈
jR
〉
are averages of the Jack polynomials of the z-variables,
〈
jR
〉
=
1
S0
1∫
0
dz1 . . . dzN jR
(
tk =
∑
i
zki /k
)
N∏
i<j
(zi − zj)2β
N∏
i=1
zui (zi − 1)v (45)
Fortunately, the averages of Jack polynomials in the Selberg model are well-known to be simple
quantities [70]. They factorize nicely, and can be generally expressed by the Kadell formula
〈
jR
〉
=
dR
β|R|
[Nβ]R[u+ (N − 1)β + 1]R
[u+ v + 2Nβ + 2− 2β]R (46)
where notation [...]R (see Appendix 1) stands for
[x]R = β
|R| · DR(x)
dR
=
∏
(i,j)∈R
(
x− β(i− 1) + (j − 1)
)
(47)
Using this Kadell formula, it is immediate to take the PGL (15):
〈
jR
〉
∗
=
d2R
DR(n− δ) (uN + βN
2)|R|, δ =
β − 1
β
(48)
As one can see, the correlators grow like (uN + βN2)|R| in the PGL. This is actually the reason to
introduce the corresponding rescaling of time-variables in the PGL of the partition function:
Z
(0)
∗
(
n
∣∣t) = lim
u,v,N→∞
u+v+2βN≡βn+β−1
Z
(0)
S
(
u, v,N
∣∣∣ tk
(uN + βN2)k
)
=
∑
R
〈
jR
〉
∗
jR(t)
(uN + βN2)|R|
(49)
Substituting here eq.(48), one finds
Z
(0)
∗
(
n
∣∣t) =∑
R
d2R
DR(n− δ)jR(t) (50)
what precisely coincides with (41). In this way, the PGL limit of the Kadell formula reproduces the
BGW model: we conclude that Z
(0)
∗ = ZBGWc, since their Jack expansions are just the same. Let
us now pass to the second method of proving this statement.
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4 Eq. (20) via Virasoro constraints
Another way to see that Z
(0)
∗ = ZBGW is to study the PGL of the Virasoro constraints for the Selberg
model. Just as any matrix model (or the β-ensemble), the Selberg model can be characterized by
certain linear differential equations, which arise as a consequence of the reprarametrization invariance
of the multiple integral (i.e. as the Ward identities). In the case of the Selberg model, these linear
differential equations have the form[(
u+ v + 2βN + (k + 1)(1− β)
) ∂
∂tk
+ β
∑
m
mtm
∂
∂tk+m
+
∑
a+b=k
∂2
∂ta∂tb
+ v
k−1∑
h=1
∂
∂th
]
ZS(t1, t2, . . .) =
= β
(
N +
m−1∑
i=1
ki + uN +N(N − 1)β
)
ZS(t1, t2, . . .), k > 0 (51)
Their derivation is given in Appendix 2. These equations completely determine the partition function
of the Selberg model, therefore, one can take the PGL in these equations, not in the integral. In the
PGL, all the three parameters u, v,N of the Selberg models tend to infinity in such a way that their
combination u+ v + 2βN is held finite. In this limit, the Virasoro constraints get simplified (many
terms can be thrown out) and turn into[(
u+ v + 2βN − (k + 1)(β − 1)
) ∂
∂tk
+ β
∑
m
mtm
∂
∂tk+m
+
k−1∑
a=1
∂2
∂ta∂tk−a
+ βδk,1
]
Z
(0)
∗ (t) = 0 (52)
for any k > 0, and these are precisely the Ward identities for integral (32). They can be found in
[63, 61], of course, only for the most popular case of β = 1. Despite there are no doubts that eqs.
(52) hold for arbitrary β, in principle, it would be nice to derive them directly from the definition of
the BGW β-ensemble (in the present paper, the role of such a definition is played by the character
calculus). This remains to be done.
5 Eq. (23) via Fourier transform
Definition (41) can be directly used to convert the action of the intertwining operator in (4) into
a kind of a 2-matrix BGW model. This can be done via the Fourier transform, widely used in the
character calculus [66]. The basic and most important Fourier relation has the form
jR(t) =
DR(n− δ)
DR(n)
∫
n×n
[dU ]β
Volβ(n)
jR(s) exp
(
β
∑
k
ktksk
)
(53)
where ksk = trU
k. This relation is a direct consequence of the completeness condition (36) and the
Haar orthogonality (37): one substitutes (36) into the r.h.s. and calculates integral with the help of
(37). Contracting both sides of this relation with the coefficients of the BGW expansion, one finds
ZBGWc(n|t) =
∑
R
d2R
DR(n− δ)jR(t) =
∫
n×n
[dU ]β
Volβ(n)
∑
R
d2R
DR(n)
jR(s) exp
(
β
∑
k
ktksk
)
(54)
and the sum in the r.h.s. is the BGW partition function again, only of a different size:
ZBGWc(n|t) =
∫
n×n
[dU ]β
Volβ(n)
ZBGWc
(
n+ δ
∣∣∣s) exp
(
β
∑
k
ktksk
)
(55)
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This relation can be understood as a Fourier transform for the BGW β-ensemble. It is important
for two reasons.
First, it allows one to write t-derivatives of the partition function (correlators) as integrals: say,
∂m
∂tk1 . . . ∂tkm
ZBGWc(n|t)
∣∣∣
t=0
=
∫
n×n
[dU ]β
Volβ(n)
ZBGWc
(
n+ δ
∣∣∣s) (βtrUk1) . . . (βtrUkm) (56)
whereas without the Fourier transform one could only write
∂m
∂tk1 . . . ∂tkm
ZBGWc(n|t)
∣∣∣
t=0
=
∂m
∂tk1 . . . ∂tkm
∫
n×n
[dU ]β
Volβ(n)
eβ
(
trU++trUΨ
)∣∣∣
Ψ=0
(57)
which is largely a symbolical notion: the integrand in the r.h.s. does not depend on the t-variables,
only the integral does. Thus, the Fourier transform appears to be a convenient tool in this case.
Second, the Fourier transform allows one to convert the decomposition operator into an integral.
Indeed, we have
Z
(1)
∗ = exp
(
− 2
β
∞∑
k=1
Λ4k
k
∂2
∂t+k ∂t
−
k
)
ZBGWc
(
n+
∣∣t+)ZBFWc(n−∣∣t−)∣∣∣
t=0
= (58)
Substituting each of the BGW partition functions by its Fourier transform, one then finds
Z
(1)
∗ =
∫
[dU ]β
Volβ (n+)
∫
[dU˜ ]β
Volβ (n−)
ZBGWc
(
m+
∣∣∣sk) ZBGWc (m−∣∣∣s˜k)det(1− Λ4U+ ⊗ U˜+)2β (59)
where m± = n± + (β − 1)/β are the shifted sizes. Such a shift looks like a natural property of the
Fourier transforms for the β-ensembles. For β = 1, the shift vanishes.
6 Conclusion
In this paper, we have obtained two BGW-model-representations of the Selberg models (β-ensembles),
elementary constitutients of the conformal blocks, in the pure gauge limit. The spherical Selberg
model after the PGL turned out to become the character phase of the BGW model, while the elliptic
Selberg model after the PGL is converted into some other model X. In this paper we succeeded
in rewriting X as a double BGW model, but we still expect some simpler representations for this
model. A possible candidate on the role of such a simpler representation is the double-cut BGW
model, suggested long ago by Dijkgraaf and Vafa [65]. If this is correct, then the double BGW model
of the present paper is yet another integral representation for this double-cut model.
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Appendix 1. Properties of Jack polynomials
The Jack polynomials form an important class of symmetric polynomials, which are often useful in
calculations with arbitrary β-ensembles, not only of the Dotsenko-Fateev type. For convenience, in
this Appendix we list several basic formulas related to the Jack polynomials, which are well-known
but scattered in the literature.
Symmetric polynomials
Symmetric polynomials f(z1, . . . , zN ) of given degree deg f form a linear space of finite dimension,
with the basis vectors labeled by the Young diagrams Y = Y1 ≥ Y2 ≥ . . .. Frequently used bases are
the following: the power sums sY =
∏
i sYi , where sk(z) =
∑
i z
k
i are the Newton power sums; the
elementary symmetric polynomials eY =
∏
i eYi , where ek = the coefficient of x
k in
∏
i(1+ xzi); the
monomial functions mY = symmetrization of
∏
i z
Yi
i . The transition matrices between these bases
have the form
e1 = m1, e11 = m2 + 2m11, e2 = m11, e111 = m3 + 3m21 + 6m111, e21 = m21 + 3m111, e3 = m111, . . .
m1 = s1, m11 = s11/2− s2/2, m2 = s2, m111 = s111/6− s21/2 + s3/3, m21 = s21 − s3, m3 = s3, . . .
s1 = e1, s11 = e11, s2 = e11 − 2e2, s111 = e111, s21 = e111 − 2e21, s3 = e111 − 3e21 + 3e3, . . .
Often, instead of power sums sk(z) =
∑
i z
k
i the time-variables tk = sk/k are used.
Jack polynomials
The Jack polynomials JY are the polynomial eigenfunctions
WˆJY =
∑
i
Yi
(
Yi − 2βi− 1
)
JY (60)
of the Wˆ -like operator
Wˆ =
∞∑
k=1
(
k(k − 1)− βk(k + 1)
)
sk
∂
∂sk
+
∞∑
k,m=1
(
kmsk+m
∂2
∂sk∂sm
+ β(k +m)sksm
∂
∂sk+m
)
(61)
normalized with a condition JY = mY + . . . (i.e. the coefficient in front of mY is equal to unity).
Explicitly, several first Jack polynomials with this normalization convention have the form
J1(sk) = s1
J2(sk) =
s2 + βs11
β + 1
, J11(sk) =
1
2
(
s21 − s2
)
J3(sk) =
2s3 + 3βs1s2 + β
2s31
(β + 1)(β + 2)
, J21(sk) =
(1− β)s1s2 − s3 + βs31
(β + 1)(β + 2)
, J111(sk) =
1
6
s31 −
1
2
s1s2 +
1
3
s3
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Normalized Jack polynomials: β-characters
Jack polynomials are orthogonal with respect to the following scalar product:
〈
JA
∣∣∣JB〉 = δAB ||JA||2, 〈sA∣∣∣sB〉 ≡ ∏
j
Bj
β
∂
∂sBj
∏
i
sAi
∣∣∣∣∣∣
p=0
(62)
which is often called intersection product. The expression for the norm is rather complicated:
||JA||2 = QY
PY
(63)
where PY and QY are the two ”Young normalization factors”
PY =
∏
(i,j)∈Y
(
β(Y ′j − i) + (Yi − j) + β
)
(64)
QY =
∏
(i,j)∈Y
(
β(Y ′j − i) + (Yi − j) + 1
)
(65)
which have a form of products over the cells (i, j) of the Young diagrams. In applications of the Jack
polynomials to matrix models, it is often convenient to normalize them with respect to their norm:
jY =
JY
||JY || (66)
Such normalized polynomials jY satisfy
〈
jA
∣∣∣jB〉 = δAB (67)
and, in general, formulas in terms of jY are simpler than formulas in terms of JY . However, the
polynomials jY themselves are more complicated and depend on β irrationally. Explicitly, several
first Jack polynomials with this normalization convention have the form
j1(sk) =
√
βs1, j2(sk) =
√
β(β + 1)
2
s2 + βs
2
1
β + 1
, j11(sk) =
√
β2
2β + 2
(
s21 − s2
)
j3(sk) =
√
β(β + 1)(β + 2)
6
2s3 + 3βs1s2 + β
2s31
(β + 1)(β + 2)
, j21(sk) =
√
(2β + 1)β2
β + 2
(1− β)s1s2 − s3 + βs111
(β + 1)(β + 2)
j111(sk) =
√
6β3
(2β + 1)(β + 1)
(1
6
s31 −
1
2
s1s2 +
1
3
s3
)
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Particular values of Jack polynomials dR and DR
Frequently encountered quantities are values of the Jack polynomials at particular points sk =
δk,1 = (1, 0, 0, . . .)k and sk = n (equivalently, tk = δk,1 and tk = n/k). The Jack polynomials have
the following values at these points:
JY (sk = δk,1) =
β|Y |
PY
(68)
JY (sk = n) =
[βn]Y
PY
(69)
where [...]Y is the so-called ”Young-Pochhammer symbol”
[x]Y =
∏
(i,j)∈Y
(
x− β(i − 1) + (j − 1)
)
(70)
where Y is any Young diagram and Y ′ stands for its transposed diagram. Note that the Young-
Pochhammer symbol is a generalization of the classical Pochhammer falling and rising factorials
(x)n = x(x− 1) . . . (x− n+ 1) = Γ(x+ 1)
Γ(x− n+ 1) (71)
(x)(n) = x(x+ 1) . . . (x+ n− 1) = Γ(x+ n)
Γ(x)
(72)
which simply correspond to the row and coloumn diagrams Y , respectively. For the normalized Jack
polynomials jY , the values under consideration are usually denoted through dY andDY , respectively:
dY = jY (sk = δk,1) =
β|Y |√
PYQY
(73)
DY (n) = JY (sk = n) =
[βn]Y√
PYQY
(74)
This implies, that
DY (n) = dY
[βn]Y
β|Y |
(75)
which is useful to estimate the large-n behaviour of DY (n).
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Relation to β-deformed unitary integrals.
The Jack polynomials are also orthogonal with respect to the integral product
〈
sA
∣∣∣sB〉
n
≡
∫
sA
(
U
)
sB
(
U+
)
[dU ]β∫
1 [dU ]β
=
pi∫
−pi
dφ1 . . .
pi∫
−pi
dφn
∏
a<b
∣∣eiφa − eiφb∣∣2β sA(eiφ) sB(e−iφ)
pi∫
−pi
dφ1 . . .
pi∫
−pi
dφn
∏
a<b
|eiφa − eiφb |2β
(76)
which is the β-deformed unitary integral. The norm is
〈
JA
∣∣∣JB〉
n
=
∫
n×n
[dU ]β
Volβ(n)
JA
[
U
]
JB
[
U+
]
= δAB
QA
PA
[βn]A
[βn− β + 1]A (77)
where Volβ(n) =
∫
[dU ]β , and JY [U ] denote the Jack polynomials of power sums sk =
∑
a U
k
a of
eigenvalues Ua = e
iφa . In terms of the normalized Jack polynomials, one has
∫
n×n
[dU ]β
Volβ(n)
jA
[
U
]
jB
[
U+
]
= δAB
DA(n)
DA(n− δ) (78)
where δ =
β − 1
β
is an often encountered shift.
The β-deformed Cauchy identity.
A useful formula is the Cauchy-Stanley identity, sometimes also called the completeness condition:
exp
(∑
k
β
k
sks˜k
)
=
∑
R
PR
QR
JR(s)JR(s˜) =
∑
R
jR(s)jR(s˜) (79)
Just as many other formulas, this expansion looks simpler in terms of j-polynomials.
The β-deformed IZ integral.
The character expansion of the β-deformed IZ integral has a form∫
n×n
[dU ]β
Volβ(n)
∫
etr (XUY U
+) =
∑
R
PR
QR
JR[X]JR[Y ]
[βn]A
=
∑
R
dR
DR(n)
jR[X]jR[Y ] (80)
The only origin of n-dependence lies in the explicit factors DR(n) (equivalently, [βn]R).
The Carlsson-Okounkov shift identity.
The Carlsson-Okounkov identity has a form〈
JA
(
sk − (−1)k β −m− 1
β
)∣∣∣JB(sk − (−1)km
β
)〉
=
=
∏
(i,j)∈A
(
m+ β(A′j − i) + (Bi − j) + 1
) ∏
(i,j)∈B
(
−m+ β(B′j − i) + (Ai − j) + β
)
(81)
The r.h.s. of this identity has a typical structure of denominators of Nekrasov functions.
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5d deformations.
All formulas in this Appendix possess direct generalization to the McDonald polynomials, which
depend on two parameters. Generalizations of the IZ and BGW integrals can also be defined in this
way. The McDonald case complements β by the ”quantum-group” q-deformation and, therefore, is
relevant for the AGT relation between 5d SYM theories and the conformal blocks of the ”quantum”
Virasoro algebra. For some recent work in this direction, see [16]. In principle, even further defor-
mations and generalizations may exist, for example, to the Askey-Wilson polynomials [71]. The role
of Askey-Wilson polynomials in the context of AGT relation remains to be understood.
Appendix 2. Derivation of Ward identities for the Selberg model
The Ward identities can be most simply derived by requiring the vanishing of the integral of full
derivative:
L∫
0
dz1 . . . dzN
N∑
a=1
∂
∂za
zkm+1a

∏
i<j
(zi − zj)2β
N∏
i=1
zui (zi − L)v sk1 . . . skm−1

 = 0, sk =∑
i
zki , km > 0
(82)
where L is an auxiliary parameter introduced for the purpose of derivation of the Ward identities
(we put L = 1 in the end). Whenever possible, we substitute the zero indices of the correlators with
appropriate powers of N , in order not to work with the t0 variable. Differentiating the expression
in the brackets, and using for km > 0 the relations
N∑
a=1
zkm+1a
∂
∂za
∏
i<j
(zi − zj)2β = β

−(km + 1)skm + km∑
p=0
spskm−p

∏
i<j
(zi − zj)2β (83)
N∑
a=1
zkm+1a
∂
∂za
∏
i
zui = uskm
∏
i
zui (84)
N∑
a=1
zkm+1a
∂
∂za
∏
i
(zi − L)v = v
N∑
a=1
zkm+1a
za − L
∏
i
(zi − L)v =
(
v
km∑
h=0
Lkm−hsh − Lkm+1∂L
)∏
i
(zi − L)v
(85)
N∑
a=1
zkm+1a
∂
∂za
sl = lskm+l (86)
one finds
(
u+ (km + 1)(1 − β)
)
C˜k1...km +
m−1∑
i=1
kiC˜k1...ki+km...km−1 + β
km∑
p=0
C˜k1...km−1,km−p,p +
+ v
km∑
h=0
Lkm−hC˜k1...,km−1h − Lkm
(
L∂L
)
C˜k1...km−1 = 0 (87)
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where
C˜k1...km(N) =
L∫
0
dz1 . . . dzN
∏
i<j
(zi − zj)2β
N∏
i=1
zui (zi − L)v sk1 . . . skm (88)
are the Selberg integrals with an additional parameter L. Actually, from now on this parameter is
not needed: it was only useful in derivation of the Ward identities. Using the obvious homogeneity
property
L∂LC˜k1...km =
(
N +
m−1∑
i=1
ki + uN + vN +N(N − 1)β
)
C˜k1...km (89)
and putting L = 1, one finds that the original integrals Ck1...km(N) = C˜k1...km(N)
∣∣∣
L=1
satisfy the
Ward identities
(
u+ v + 2βN + (km + 1)(1 − β)
)
Ck1...km +
m−1∑
i=1
kiCk1...ki+km...km−1 + β
km−1∑
p=1
Ck1...km−1,km−p,p +
+ v
km−1∑
h=1
Ck1...km−1,h −
(
N +
m−1∑
i=1
ki + uN +N(N − 1)β
)
Ck1...km−1 = 0 (90)
Note that we explicitly moved the two contributions βNCk1...km (which arise at particular values
of p = 0 and p = km in the third term) into the first term. Similarly, we explicitly moved the
contributions vCk1...km and vNCk1...km−1 into the first and the last terms, respectively. All these
trivial transformations are necessary to get rid of the zero indices in the correlators and, hence, of
presence of the t0 variable in the partition function.
Because of the obvious formula
1
S
Ck1...km =
(
1
β
∂
∂tk1
)
. . .
(
1
β
∂
∂tkm
)
ZS(t)
∣∣∣∣
t=0
(91)
the same relations can be rewritten as differential equations known as generalized Virasoro con-
straints:[(
u+ v + 2βN + (k + 1)(1− β)
) ∂
∂tk
+ β
∑
m
mtm
∂
∂tk+m
+
∑
a+b=k
∂2
∂ta∂tb
+ v
k−1∑
h=1
∂
∂th
]
ZS(t1, t2, . . .) =
= β
(
N +
m−1∑
i=1
ki + uN +N(N − 1)β
)
ZS(t1, t2, . . .), k > 0 (92)
This completes the derivation of the Virasoro constraints for the Selberg model.
The trick (82) with insertion of a new dimensional parameter L does not work for the elliptic
Selberg integral, as it does not work in the original Dotsenko-Fateev integrals: dimensionless param-
eters are present in the both cases. Still analogues of the Virasoro constraints in these both cases
exist, they will be considered and analyzed elsewhere.
17
References
[1] L.Alday, D.Gaiotto and Y.Tachikawa, Lett.Math.Phys. 91 (2010) 167-197, arXiv:0906.3219
[2] N.Wyllard, JHEP 0911 (2009) 002, arXiv:0907.2189;
A.Mironov and A.Morozov, Nucl.Phys. B825 (2009) 1-37, arXiv:0908.2569
[3] N.Drukker, D.Morrison and T.Okuda, JHEP 0909 (2009) 031, arXiv:0907.2593
[4] A.Marshakov, A.Mironov and A.Morozov, arXiv:0907.3946; JHEP 11 (2009) 048,
arXiv:0909.3338
[5] Andrey Mironov, Sergey Mironov, Alexei Morozov and Andrey Morozov, arXiv:0908.2064
[6] A.Mironov and A.Morozov, Phys.Lett. B680 (2009) 188-194, arXiv:0908.2190
[7] D.Gaiotto, arXiv:0908.0307;
A.Marshakov, A.Mironov and A.Morozov, Phys.Lett. B682 (2009) 125-129, arXiv:0909.2052
[8] S.Iguri and C.Nunez, JHEP 11 (2009) 090 , arXiv:0908.3460
[9] D.Nanopoulos and D.Xie, arXiv:0908.4409; JHEP 1003 (2010) 043, arXiv:0911.1990;
arXiv:1005.1350; arXiv:1006.3486
[10] L.Alday, D.Gaiotto, S.Gukov, Y.Tachikawa and H.Verlinde, JHEP 1001 (2010) 113,
arXiv:0909.0945
[11] N.Drukker, J.Gomis, T.Okuda and J.Teschner, JHEP 1002 (2010) 057, arXiv:0909.1105
[12] R.Dijkgraaf and C.Vafa, arXiv:0909.2453;
H.Itoyama, K.Maruyoshi and T.Oota, Prog.Theor.Phys. 123 (2010) 957-987, arXiv:0911.4244;
arXiv:0911.4797; arXiv:1006.0828;
R.Schiappa and N.Wyllard, arXiv:0911.5337;
A.Mironov, A.Morozov, Sh.Shakirov, JHEP 02 (2010) 030, arXiv:0911.5721; arXiv:1001.0563
A.Mironov, A.Morozov and And.Morozov, arXiv:1003.5752
[13] A.Mironov and A.Morozov, Phys.Lett. B682 (2009) 118-124, arXiv:0909.3531
[14] A.Gadde, E.Pomoni, L.Rastelli and S.Razamat, JHEP 1003 (2010) 032, arXiv:0910.2225
[15] L.Alday, F.Benini and Y.Tachikawa, Phys.Rev.Lett. 105 (2010) 141601, arXiv:0909.4776
[16] H.Awata and Y.Yamada, JHEP 1001 (2010) 125, arXiv:0910.4431; arXiv:1004.5122
[17] S.Kanno, Y.Matsuo, S.Shiba and Y.Tachikawa, Phys.Rev. D81 (2010) 046004, arXiv:0911.4787
[18] N.Nekrasov and S.Shatashvili, arXiv:0908.4052
[19] R.Poghossian, JHEP 0912 (2009) 038, arXiv:0909.3412
[20] G.Bonelli and A.Tanzini, arXiv:0909.4031
[21] V.Alba and And.Morozov, JETP Lett. 90 (2009) 708-712 , arXiv:0911.0363
[22] A.Mironov and A.Morozov, JHEP 04 (2010) 040, arXiv:0910.5670; J.Phys. A43 (2010) 195401,
arXiv:0911.2396
A.Popolitov, arXiv:1001.1407
18
[23] J.-F.Wu and Y.Zhou, arXiv:0911.1922
[24] L.Hadasz, Z.Jaskolski and P.Suchanek, arXiv:0911.2353; arXiv:1004.1841
[25] V.Fateev and I.Litvinov, JHEP 1002 (2010) 014, arXiv:0912.0504
[26] G.Giribet, JHEP 01 (2010) 097, arXiv:0912.1930
[27] V.Alba and And.Morozov, Nucl.Phys. B840 (2010) 441-468, arXiv:0912.2535
[28] M.Fujita, Y.Hatsuda, Y.Koyama and T.-Sh.Tai, JHEP 1003 (2010) 046, arXiv:0912.2988
[29] M.Taki, arXiv:0912.4789; arXiv:1007.2524
[30] P.Sulkowski, JHEP 1004 (2010) 063, arXiv:0912.5476
[31] N.Nekrasov and E.Witten, arXiv:1002.0888
[32] R.Santachiara and A.Tanzini, arXiv:1002.5017
[33] S.Yanagida, arXiv:1003.1049; arXiv:1010.0528
[34] N.Drukker, D.Gaiotto and J.Gomis arXiv:1003.1112
[35] F.Passerini, JHEP 1003 (2010) 125, arXiv:1003.1151
[36] H.Itoyama and T.Oota, arXiv:1003.2929
[37] C.Kozcaz, S.Pasquetti and N.Wyllard, arXiv:1004.2025
[38] K.Maruyoshi and M.Taki, arXiv:1006.4505
[39] Wei He and Yan-Gang Miao, arXiv:1006.1214
[40] S.Kanno, Y.Matsuo and S.Shiba, arXiv:1007.0601
[41] H.Awata, H.Fuji, H.Kanno, M.Manabe and Y.Yamada, arXiv:1008.0574
[42] C.Kozcaz, S.Pasquetti, F.Passerini and N.Wyllard, arXiv:1008.1412
[43] H.Itoyama, T.Oota and N.Yonezawa, arXiv:1008.1861
[44] Ta-Sheng Tai, arXiv:1006.0471; arXiv:1008.4332
[45] M.Billo, L.Gallot, A.Lerda and I.Pesando, arXiv:1008.5240
[46] K.Maruyoshi and F.Yagi, arXiv:1009.5553;
A.Mironov, A.Morozov and Sh.Shakirov, arXiv:1010.1734
[47] A.Brini, M.Marino and S.Stevan, arXiv:1010.1210
[48] M.C.N.Cheng, R.Dijkgraaf and C.Vafa, arXiv:1010.4573
[49] N.Wyllard, arXiv:1011.0289
[50] Y.Yamada, arXiv:1011.0292
[51] A.Marshakov, A.Mironov and A.Morozov, arXiv:1011.4491
19
[52] D.Gaiotto, arXiv:0904.2715
[53] E.Witten, Nucl.Phys., B500 (1997) 3-42, hep-th/9703166;
A.Marshakov, M.Martellini and A.Morozov, Phys.Lett. B418 (1998) 294-302, hep-th/9706050
A.Gorsky, S.Gukov and A.Mironov, Nucl.Phys., B517 (1998) 409-461, hep-th/9707120;
Nucl.Phys., B518 (1998) 689, hep-th 9710239
[54] A.Morozov, Phys.Usp. 37 (1994) 1-55, hep-th/9303139; hep-th/9502091;
A.Mironov, Int.J.Mod.Phys. A9 (1994) 4355, hep-th/9312212; Phys.Part.Nucl. 33 (2002) 537
[55] N.Seiberg and E.Witten, Nucl.Phys., B426 (1994) 19-52; Nucl.Phys., B431 (1994) 484-550
[56] A.Gorsky, I.Krichever, A.Marshakov, A.Mironov, A.Morozov, Phys.Lett., B355 (1995) 466-477;
R.Donagi and E.Witten, Nucl.Phys., B460 (1996) 299-334
[57] A.Morozov, talk at 13 Regional Conference, Turkey, 29 October 2010;
A.Mironov, A.Morozov and Sh.Shakirov, arXiv:1011.5629
[58] A.Alexandrov, A.Mironov and A.Morozov, Int.J.Mod.Phys. A19 (2004) 4127, hep-th/0310113;
Int.J.Mod.Phys. A21 (2006) 2481-2518, hep-th/0412099; Fortsch.Phys. 53 (2005) 512-521, hep-
th/0412205;
A.Alexandrov, A.Mironov, A.Morozov, P.Putrov, Int.J.Mod.Phys. A24 (2009) 4939-4998,
arXiv:0811.2825
[59] A.Alexandrov, A.Mironov and A.Morozov, Teor.Mat.Fiz. 150 (2007) 179-192, hep-th/0605171;
Physica D235 (2007) 126-167, hep-th/0608228
[60] B.Eynard, JHEP 0411 (2004) 031, hep-th/0407261;
L.Chekhov and B.Eynard, JHEP 0603 (2006) 014, hep-th/0504116; JHEP 0612 (2006) 026,
math-ph/0604014;
N.Orantin, arXiv:0808.0635;
I.Kostov and N.Orantin, arXiv:1006.2028;
L.O.Chekhov, B.Eynard and O.Marchal, arXiv:1009.6007
[61] A.Alexandrov, A.Mironov and A.Morozov, JHEP 12 (2009) 053, arXiv:0906.3305
[62] E.Brezin and D.Gross, Phys.Lett., B97 (1980) 120;
D.Gross and E.Witten, Phys.Rev., D21 (1980) 446-453
[63] A.Mironov, A.Morozov and G.Semenoff, Int.J.Mod.Phys., A10 (1995) 2015, hep-th/9404005
[64] V.Inozemtsev, Comm.Math.Phys., 121 (1989) 629;
H.Itoyama and A.Morozov, Nucl.Phys., B477 (1996) 855-877, hep-th/9511126
[65] R.Dijkgraaf and C.Vafa, Nucl.Phys. B644 (2002) 21-39, hep-th/0207106
[66] A.Morozov and Sh.Shakirov, JHEP 0904 (2009) 064, arXiv:0902.2627;
A.Alexandrov, arXiv:1005.5715, arXiv:1009.4887;
A.Morozov, Theor.Math.Phys. 162 (2010) 1-33 (Teor.Mat.Fiz. 161 (2010) 3-40),
arXiv:0906.3518;
A.Balantekin, arXiv:1011.3859;
A.Alexandrov, A.Mironov and A.Morozov, Cut-and-Join Operators, Matrix Models and Char-
acters, to appear
20
[67] R.P.Stanley, Adv. Math. 77 (1989) 76-115;
I.G.Macdonald, Lecture Notes in Math. 1271, 189-200, ed. by A.M.Cohen, W.H.Hesselink,
W.L.J. van der Kallen and J.R.Strooker, Springer (1987)
[68] S.B.Sa¨ıd and B.Ørsted, Journal de Mathe’matiques Pures et Applique’s, 84 (2005) 1393-1426
[69] M. Kontsevich, Funkts. Anal. Prilozh., 25:2 (1991) 50-57; M. Kontsevich, Comm.Math.Phys.
147 (1992) 1-23;
S.Kharchev, A.Marshakov, A.Mironov, A.Morozov and A.Zabrodin, Phys. Lett. B275 (1992)
311-314, hep-th/9111037; Nucl.Phys. B380 (1992) 181-240, hep-th/9201013
[70] J.Kaneko, SIAM.J.Math.Anal. 24 (1993) 1086-1110
K.W.J.Kadell, Adv.Math. 130 (1997) 33-102
[71] G.Gasper and M.Rahman, Basic hypergeometric series, Cambridge University Press, 1990
21
