ABSTRACT With the development of software-defined network (SDN) technology, sensor nodes can update soft codes to enable themselves to have new functions so as to make wireless sensor network (WSN) full of new vitality. However, how to spread the new code to every node in the network quickly and energy-efficient is a challengeable issue. In this paper, a Two-hop Neighborhood Information joint Double Broadcast Radius (TNI-DBR) scheme is proposed to disseminate the codes in duty cycle-based WSNs in a fast and energyefficient style. The main innovations of this paper are as follows. The TNI-DBR scheme makes full use of the unbalanced energy consumption of the sensor network in the process of data collection and doubles the broadcast radius in the area with redundant energy so that more nodes can receive the new code in one broadcast and the broadcast range is further, which can reduce the delay of code dissemination effectively. Different from the conventional code dissemination schemes that select broadcasting nodes according to the information of the one-hop neighbors, in the TNI-DBR scheme, an O(n) two-hop neighbor information exchange algorithm is proposed to obtain the duty cycle information of the two-hop neighbors. The TNI-DBR scheme selects the best broadcasting nodes based on information in the range of two-hop neighbors to enlarge the number of active nodes and reduce the time required for code dissemination. Sufficient theoretical analysis and experimental results show that the TNI-DBR scheme can significantly optimize the performance of code dissemination. Compared to previous schemes, the delay of code dissemination can be reduced by 43.09%∼78.69%, the number of broadcasts can be reduced by 44.51%∼86.18%, and the energy utilization ratio is improved by about 24.5%.
I. INTRODUCTION
The development of microprocessor technology has promoted the development of Internet of Things (IoT) [1] - [3] . Devices embedded with a variety of rich perceptual components are being deployed in various application scenarios on a large scale [4] - [6] . According to Ref. [7] , currently deployed
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sensing devices have exceeded the number of human beings. These sensor devices are deployed in various applications and places to realize the perception of the surrounding environment [8] - [10] . Perceived data will be sent back to the sink for processing [11] - [13] so as to realize the ubiquitous perception of the surrounding environment. Sensor networks are often combined with mobile phones [14] - [16] , in-vehicle networks [3] , [4] , [17] , [18] and other mobile sensing devices [19] . On the one hand, the combination can VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ reduce the cost of redeployment [5] , [17] , [20] . On the other hand, these powerful sensing devices can be made full use of to play a greater role in realizing low-cost continuous monitoring on the monitored object in a long time and a wide space [21] - [23] . As computing ability, storage ability, communication ability, and the range and sensitivity of sensing data of the newly produced sensing devices have exceeded the processing power of PC 10 years ago [7] , a large number of these devices located at the edge of the network are making the current computing shift from the cloud located at the center of the network [7] , [24] to the edge of the network. Fog computing [7] , [23] , [26] , [27] , a kind of edge computing [4] , [24] , [25] , is a reflection of this trend.
In addition, Software Defined Network (SDN) technology [28] , [29] makes the current wireless sensor network become more vibrant. SDN technology is a kind of technology that turns hardware operation into software operation. It adds and compiles a new software module on the basic hardware, enabling sensor nodes to have new functions, sense and collect different data and change the data collection mode, through which wireless sensor network has a stronger ability to adapt to changes in the environment. In this way, the network does not need to be redeployed and its hardware resources can be reused. Disseminating new program codes to sensor nodes, and then the network can be updated after recompilation, thus greatly reducing the cost and time of redeploying the network [3] , [4] , [17] , [28] - [31] . SDN technology brings new vitality to sensor network.
Although the introduction of SDN technology has injected new vitality into wireless sensor network [28] , [29] , new challenges have also been brought into [3] , [4] , [17] , [28] - [31] . One of crucial challenges is the dissemination of program codes, that is, how to quickly and energy-saving spread new program codes to each node in the network [3] , [4] , [17] , [28] - [31] . The nodes of wireless sensor networks generally have low cost, simple structure and are powered by batteries so that their energy is extremely limited. In this case, energy consumption should be saved as much as possible in order to extend the service life of the network [32] - [34] . Meanwhile, codes need to be disseminated to all nodes on the network as fast as possible. If the nodes in the network receive program codes at different times, data inconsistency will take place between nodes receiving new program codes and nodes without updated program codes. Obviously, this data inconsistency should be minimized as much as possible, that is, program codes can be disseminated to the whole network in the shortest time. Therefore, energy saving and short code dissemination time are two key factors in the design of code dissemination protocol [3] , [4] , [17] , [28] - [31] .
Some researchers have carried out studies on how to make program codes spread quickly and energy-saving to the whole network [3] , [4] , [17] , [28] - [31] . These studies can be divided into two categories according to the working mode adopted by wireless sensor network nodes. One is a network in which the nodes are always active. The other is the network with nodes working in the duty cycle mode [9] , [11] , [31] , [32] , [35] , [36] . Different working mode of nodes leads to the great difference between code dissemination protocols.
(1) Code dissemination protocols for the network where the nodes are always active. This kind of protocol is relatively simple. The design goal of such protocols is still to reduce energy consumption and minimize the time required for code dissemination. To save energy, the number of broadcasts needed to disseminate code should be reduced. Apparently, fewer code broadcasts consume less energy. Thus, code dissemination problem in this kind of network will be converted to the Minimum-Transmission Broadcast (MTB) problem [37] . Basic idea of MTB scheme is selecting part of nodes from the network, by which the whole network can be covered. Then, starting from the code source node, the code is able to reach all nodes of the network through these selected nodes. Long-term studies have been conducted on this aspect and some good results have been achieved. However, these schemes only aim to the network topology known before code dissemination so that nodes that conduct code dissemination task can be calculated by the centralized algorithm. In practical situations, the network topology tends to change constantly and distributed code dissemination schemes needs to be adopted. A commonly used distributed method is flooding code dissemination method [38] , in which the code is broadcast from the source node initially and other nodes starts broadcasting with a certain probability q after receiving the code. Evidently, this broadcasting method has no requirement for network topology so as to be widely applicable. Nonetheless, the number of broadcasts needed in this scheme is very large. If the broadcasting probability q is too large, a broadcasting storm will occur in the network [39] . On the other hand, if q is too small, the code cannot spread to the whole network. Therefore, a more feasible approach is to set the broadcast priority of nodes. Only those nodes with high priority can obtain the right to broadcast so as to suppress the broadcasting of some nodes to reduce the broadcasting times and accelerate the code dissemination. The broadcasting priority of nodes is generally determined by combining the following factors [39] . (a) The distance between current node and broadcasting node. It's obvious that the farther a node is from the broadcasting node, the higher its priority. Only by selecting this kind of node to broadcast can the code be disseminated to a further region; (b) The number of neighbor nodes. Nodes with more neighbors can make more nodes get the code after one broadcast, for which they have higher broadcast priority; (c) Residual energy of the nodes. Nodes with more residual energy should have higher broadcast priority to equalize energy consumption. As the flooding code dissemination method is a distributed strategy, some redundant broadcasts are bound to exist, for which the required broadcasting times of flooding code dissemination method is much higher than that of MTB scheme and the delay in code dissemination of the former will be longer as well.
(2) Code dissemination protocols for the network with nodes working in the duty cycle mode [28] - [31] . In duty cycle based WSNs, code dissemination is much more complex. The energy consumption of sensor nodes is mainly composed of the energy consumed by communication components. And communication energy consumption consists of three parts: energy for sending data, energy for receiving data and energy for idle waiting. The data load of nodes is determined by the application. Thus, the best way to reduce the energy consumption of sensor nodes is to reduce time for idle waiting, that is, nodes turn to sleep state when there is no data to send as the energy consumption of a node in sleep state is 1000 times lower than that of its active state. In this case, duty cycle based WSNs divides time into fixed size cycles and a cycle is divided into smaller time units called slots. A node is only active in one slot while stays dormant in other slots in one cycle, which reduces energy consumption effectively. As a result, code dissemination in duty cycle based WSNs is more complicated than the WSNs in which nodes are always in active state. Although the MTB scheme discussed before can be extended to the duty cycle based WSNs, its efficiency is not high enough. In non-duty cycle WSNs, MTB scheme only needs to select a set of nodes that can cover the entire network, each of which broadcasts once and all nodes can receive the code. Whereas, each node is only active in one slot in duty cycle based WSNs. Only nodes that happen to be active are able to receive the code when a node broadcasts. Accordingly, the simplest extension to MTB scheme is that each node in the selected set broadcasts once in each slot. This is an inefficient practice. Analogously, in flooding code dissemination method, a practicable improvement is each node with a broadcast opportunity broadcasts n times (n is the number of slots in one cycle). But this is inefficient likewise.
Aiming at the MTB-DC (duty cycle) problem, a SetCover-based Approximation (SCA) scheme [40] is proposed to construct a broadcast backbone for disseminating the code over the network. The main idea of the centralized SCA scheme is to find a covering node set that can cover the entire network and construct a broadcast backbone from these covering nodes. Codes starting at sink spread along the broadcast backbone. A node in the broadcast backbone may broadcast more than once to cover nodes that it is responsible for. The broadcast backbone constructed by SCA scheme makes the code spread from sink to the whole network in a short time and requires fewer broadcasting times [40] .
To sum up, code dissemination in duty cycle based WSNs is a challenging issue. Its main goal is to spread the code across the entire network in as few broadcasts as possible and to minimize the time required. Although many code dissemination methods for duty cycle based WSNs have been proposed, we believe that there is still room for further improvement. So in this paper, a Two-hop Neighborhood Information joint Double Broadcast Radius (TNI-DBR) scheme is proposed to disseminate code in duty cycle based wireless sensor network (WSNs) in a fast and energy-efficient style. The main innovations of this paper is as follow:
(a) The TNI-DBR scheme changes the way of fixed broadcast radius in the previous strategies. Nodes with energy remaining broadcast with double broadcasting radius so that the number of broadcasts and code dissemination time can be significantly reduced. Previous strategies only considered the energy consumption of code dissemination and did not consider that the wireless sensor network has the main function of data perception and collection. In the data collection process, sink is the center of the entire network. The amount of data assumed by nodes in the region around sink is much larger than that in other regions, leading to uneven energy consumption. Research shows uneven energy consumption in wireless sensor network will give rise to the early death of network when more than 80% of the remaining energy in the network is not utilized [1] . TNI-DBR proposed in this paper takes full advantage of the energy consumption imbalance of sensor network, doubling the broadcast radius in the area with energy remaining so that more nodes can receive the code in one broadcast and the broadcast range is even wider. In this case, the delay of code dissemination can be effectively reduced.
(b) TNI-DBR scheme refers to the information of twohop neighbors when selecting broadcasting nodes, which brings fewer broadcasts, achieving better performance than that in the previous code dissemination scheme based on the information of one-hop neighbors. In the TNI-DBR scheme, an O(n) two-hop neighbor information exchange algorithm is proposed to obtain the duty cycle information of two-hop neighbors. TNI-DBR scheme selects the best broadcasting nodes based on information in the range of two-hop neighbors, which enlarges the number of active nodes and make more nodes receive the code in one broadcast, reducing time required for code dissemination.
(c) Sufficient theoretical analysis and experimental results show that TNI-DBR scheme can significantly optimize the performance of code dissemination. Compared to previous schemes, the delay of code dissemination can be reduced by 43.09% ∼ 78.69%, the number of broadcasts can be reduced by 44.51% ∼ 86.18% and the energy utilization ratio is improved by about 24.5%.
The rest of this paper is organized as follows: Section II reviews related works. Section III describes the network model and the problem statements of this paper. In Section IV, the design of TNI-DBR scheme is presented for duty cycle based WSNs. The results of the theoretical analysis are given in Section V. We conclude this paper in Section VI.
II. RELATED RESEARCH
Data perception and collection are the main functions of wireless sensor networks, on which many studies have been conducted [41] , [42] . Combined with artificial intelligence [42] , [43] and machine learning, collected data can be fully utilized [44] - [46] . Therefore, data perception and data collection become the basis of big data network [47] . Data collection is a many-to-one process, that is, all the data perceived in the network needs to be transmitted to the sink. VOLUME 7, 2019 Whereas code dissemination is opposite, in which the code is picked up by sink over the Internet and then disseminated to the whole network. Thus, sink generally acts as the source of code dissemination [3] , [4] , [17] , [28] - [31] .
Many studies on code dissemination have been conducted [3] , [4] , [17] , [28] - [31] . These studies can be divided into two categories according to the networks they target. One aims at the code dissemination strategy in non-duty cycle based WSNs. Nodes are always in the active state in this kind of network. The other aims at the code dissemination strategy in duty cycle based WSNs [4] , [30] . Generally, the delay of code dissemination strategy for non-duty cycle based WSNs is less than that for duty cycle-based WSNs. The reason is nodes are always in the active state in the former kind of network. When a node broadcasts, all nodes within its broadcast range can receive the code. However, nodes in duty cycle based WSNs can only receive the code in the active state, which only lasts for a very short time in a cycle. Thus, when a node broadcasts, only nodes that are active and are within the broadcast range can receive the code. The worst scenario is that a broadcasting node needs to broadcast at all slots in a cycle so that all nodes in the broadcast range can receive the code, prolonging the time for code dissemination. Additionally, code propagation speed is also slower than that of non-duty cycle based WSNs. But nodes in duty cycle based WSNs generally only select one slot to be active in a cycle. Its energy consumption is about 1/n of that of nodes working in the non-duty cycle mode. On account of that, duty cycle based WSNs has been widely used. Evidently, complexity of code dissemination technology in duty cycle based WSNs studied in this paper is much higher than that of non-duty cycle based WSNs.
Besides, code dissemination can also be divided into centralized code dissemination strategy and distributed code dissemination strategy [30] . The centralized strategy calculates which nodes are selected for code dissemination in advance and the slot for code broadcasting can be carefully arranged in duty cycle based WSNs. Thus, centralized strategy usually has a high efficiency, leading to fewer broadcasts and less time for code dissemination. Nonetheless, this scheme requires information of all nodes in the network. The acquisition of this information requires additional cost. Moreover, readjustment is necessary in this scheme if the network topology information changes, for which it is not adaptable to dynamic networks. The distributed strategy cannot obtain the information of the whole network. Each node conducts code dissemination task according to its own state so that it can adapt to changes in the network without knowing the whole network topology and information of other nodes. Thus, this part of the cost can be saved. The global information in the distributed code dissemination protocol is unknown. For this reason, the performance of distributed scheme in code dissemination delay and the number of broadcasts is weaker than that of centralized scheme.
Subsequently, we will discuss the code dissemination strategy in non-duty cycle based WSNs and duty cycle based WSNs respectively. In these two networks, the centralized code dissemination strategy and the distributed code dissemination strategy are discussed respectively. Then, the code dissemination strategy for the network with packet loss is given. Finally, the strategy of increasing active slot for improving code dissemination performance is discussed. In a centralized strategy, sink knows the status about the entire network. As nodes always stay active in non-duty cycle based WSNs, all nodes within the broadcast range will receive the code as long as a node broadcasts, accelerating the code dissemination. Thus, the research focus of this kind of centralized code dissemination strategy is not on reducing delay, but on how to reduce the number of broadcasts to save energy, that is, Minimum-Transmission Broadcast (MTB) problem [37] , [40] . A common approach in this strategy is finding Minimum Connected Dominant Set (MCDS) [48] to finish code dissemination. The main idea of this scheme is to spread the code across the network with as few broadcasts as possible. Theoretically, a broadcasting node can send the code to all nodes in its broadcast range in this kind of network. Under ideal conditions, only fewest k nodes whose broadcast range can cover the entire network need to be selected. Code dissemination can be completed if each of the k nodes broadcasts once. However, the actual number of broadcasts required is often greater than k. The reason is selected k nodes do not have the code initially. The code starting at sink needs to be propagated by other nodes to reach these k nodes before they broadcast. Minimum Connected Dominant Set (MCDS) [48] is proposed for this situation. MCDS searches for a node set with the least number of nodes, which are connected and can cover the whole network. When such a MCDS is decided, sink only needs to transmit the code to each node of the MCDS to complete the code dissemination task. Some researches have pointed out that the construction of MCDS is a NP hard problem [48] . Thus, constructing approximate optimal MCDS is a common method. Although the approximate MCDS does not reach the minimum number of broadcasts, the algorithm is relatively simple, fast, and the approximate results are close to the optimal results, so it is often used in practice.
2) FLOODING CODE DISSEMINATION STRATEGY IN NON-DUTY CYCLE BASED WSNs
Flooding code dissemination strategy is a distributed strategy [38] , [39] , [49] . The advantage of this strategy is that it has no requirement for the network and can adapt to the dynamic changes in the network. The main feature of this strategy is that once a node receives codes, it broadcasts with a certain probability. In the most extreme case, every node broadcasts when it receives codes, that is to say, the probability is 1. However, the broadcast storm is likely to happen if every node broadcasts flooding, which leads to an increase in the number of broadcasts and many conflicts. This phenomenon will cause great damage to the energy of the network. Therefore, the actual flooding code dissemination strategy often takes some measures to suppress those nodes which have little effect on code dissemination and can be replaced by broadcasts of other nodes so that the number of broadcasts can be reduced.
Counter-Based Broadcast (CB) Scheme [39] is a widely used strategy in flooding code dissemination. This strategy suppresses the broadcast of nodes which have little effect on code dissemination by counting. Counting refers to the number of times a node receives codes. This counting begins when a node receives the code for the first time. Statistics lasts for a set period of time called Random Access Delay (RAD) [39] . The RAD time set by the node is expressed as T RAD and the number of times a node receives codes is expressed as C c . If the number of times a node receives codes C c in the time of T RAD is greater than the counting threshold C th set in the network, this node will not broadcast received codes. Otherwise, this node broadcasts codes after the counting time arrives (that is, after the counting finishes). The reason is if C c of a node in the counting time exceeds the threshold C th , the neighbor node of this node has carried out multiple codes broadcasting. Thus, there is no need for this node to broadcast [39] . In contrast, if C c of a node in the counting time does not exceed the threshold C th , it can be inferred that the neighbor nodes of this node seldom broadcast. In this case, this node has the necessity of broadcasting. Apparently, by adjusting the counting time T RAD and the counting threshold C th , the broadcasting probability of nodes can be controlled. Increasing the broadcasting probability of nodes can be achieved by reducing the counting time T RAD or increasing the counting threshold C th . Conversely, the probability of node broadcasting can be reduced by increasing the counting time T RAD or decreasing the counting threshold C th . When the counting threshold C th is determined, different nodes can have different broadcast probabilities by setting different T RAD for different nodes. Therefore, many studies will set different counting time T RAD for nodes according to different evaluation criteria. The main factors affecting counting time T RAD are as follows:
(a) The distance between the node and the broadcasting source has impact on the counting time. Such a strategy is called distance aware counter-based broadcast (DCB) schemes. Obviously, the farther a node is from the broadcasting source, the farther its broadcast will be able to propagate code. Therefore, when the network counting threshold C th is determined, setting a small counting time T RAD for nodes far from the broadcasting source increases their probability of broadcasting. Chen et al. [50] proposed DCB strategy. In this strategy, the calculation of RAD is shown in Equation (1):
where T max is the maximum RAD can set, r is the broadcast radius of the node, rand [0, 1] is a random function whose values are between 0 and 1 and D is the distance between the node and the broadcasting source. Rules can be found in Equation (1) that the broadcasting probability of a node is positively correlated to its distance from the broadcasting source, which means the farther a node is from the broadcasting source, the higher its broadcasting probability, on the contrary, the lower its broadcasting probability. In the extreme case, the broadcasting probability is 1 when the distance between the node and the broadcasting source is the farthest D = r. According to Equation (1), RAD is 0 when D = r.
As the counting time of the node is 0, the number of times it receives codes during the time of T RAD is 0. As long as C h takes a value greater than 0, this node must broadcast for 0 < C h . The farther a node is from the broadcast source, the more conducive it is to promote the code to spread away from the broadcast source, which contributes to speed up code dissemination and achieves good performance consequently.
(b) The number of neighbor nodes, which is the factor that affects RAD in Neighborhood-Aware Counter-Based Broadcast (NCB) Scheme [51] . If the number of neighbor nodes of a node is large, many nodes that can receive codes when it broadcasts. Therefore, the broadcasting probability of such nodes should be higher. Conversely, nodes with fewer neighbors have lower broadcasting probability. NCB still determines the broadcasting probability of nodes by counting the length of time. The specific strategy is shown in Equation (2), in which the denominator RF has two discrete values RF1, RF2 respectively and RF1 < RF2. The average number of neighbors of a node is represented by n avg and the actual number of neighbors is represented by n nei . If n nei > n avg , the value of RF is RF2. This means that the number of neighbors of the node is larger than the average number of neighbors, indicating that the node has relatively more neighbors. Thus, a short counting time is required to increase the broadcasting probability of the node. This can be achieved by selecting a larger value RF2 for RF. Similarly, when RF takes a smaller value of RF1, the broadcasting probability of nodes is smaller as well.
(c) The energy of the node is also an important factor to decide whether the node broadcasts or not. Battery-Aware Counter-Based Broadcast (BCB) Scheme [39] is a strategy considering this factor. If the node has enough energy, the broadcasting probability can be higher. On the contrary, broadcasting should be avoided to save energy. In BCB scheme, when the energy of nodes is sufficient, the value of counting threshold C th can be set to a larger value. So during the counting time, the probability that the counting value of nodes exceeds the counting threshold C th is small, leading to higher broadcasting probability. In contrast, if the energy of nodes is insufficient, the value of counting threshold C th can be set to a smaller value so that the counting value of nodes can reach it more easily and the broadcasting probability can VOLUME 7, 2019 be reduced. As a result, network energy consumption can be balanced.
(d) The additional coverage area of the node can be used as a basis to set the counting time [39] . The additional coverage area refers to the size of the broadcast coverage area that can be increased by selecting the node to broadcast. Evidently, the selected broadcasting nodes should be able to maximize the newly added cover area after broadcasting.
(e) Comprehensive counting strategies are studied as well. This kind of strategy synthesizes factors mentioned above to decide whether a node broadcasts or not and then sets the counting time T RAD and the counting threshold C th . The design of such strategies starts from two main points. One is that reducing the counting time T RAD helps to increase the broadcasting probability of nodes. The other is that reducing the counting threshold C th helps to reduce the broadcasting probability of nodes. Accordingly, counting time T RAD and counting threshold C th can be set by combining factors above such as the distance from the broadcasting source, the number of neighbors, the energy of nodes, the additional coverage area of nodes and so on to achieve the purpose of controlling the broadcasting probability of nodes. More details can be get in Ref. [39] .
The main advantage of flooding code dissemination strategy is that it is distributed and has fewer requirements for network. Its main disadvantage is redundant broadcasts to ensure that each node can receive codes. As a result, more number of broadcasts is needed and the energy consumption is larger.
B. CODE DISSEMINATION IN DUTY CYCLE BASED WSNS 1) CENTRALIZED STRATEGY IN NON-DUTY CYCLE BASED WSNs
MTB-DC (duty cycle) problem is more complex than code dissemination strategy in non-duty cycle WSNs. A feasible approach is to modify MTB strategy to make it applicable to duty cycle based WSNs. Take Minimum Connected Dominant Set (MCDS) for an example. It can be applied to duty cycle based WSNs through the following improvements. The first step is still to select a MCDS, which can cover the entire network. Then sink starts the transmission and sends the code to nodes in the MCDS. Nodes in MCDS have two operations after receiving the code. The first operation is continuing transmitting the code to other nodes in MCDS. The second operation is broadcasting the code nodes covered by it. The selection ruls for operations is to transmit the code to nodes in MCDS first so that the code can spread to the whole MCDS as soon as possible. Then, MCDS broadcasts the code to other nodes covered by it. One possible method is that all nodes in MCDS broadcast once in their non-broadcast slots so that the entire network can receive the code.
However, the modification mentioned above is not efficient enough. Its performance in both code dissemination delay and the number of broadcasts is not satisfactory. Therefore, researchers have proposed some methods for further improvement. The first point is to reduce the delay of code dissemination. The delay of code dissemination is mainly dominated by the process of spreading codes in MCDS. Once all nodes in MCDS acquire the code, code dissemination can be completed in at most one additional cycle. Code propagation in MCDS is a routing process from sink to other nodes, which takes a lot of time. Besides, as the duty cycle working mode is adopted, one possible scenario is the receiver is in sleep state when the sender with codes is about to broadcast. In this case, the sender needs to wait before sending the code until the receiver switch to active state, resulting in higher delay. In response to this situation, some researchers have adopted an method where nodes in broadcast backbone do not use the duty cycle working mode but keep active all the time when disseminating codes. With this method, the delay of code dissemination in broadcast backbone can be significantly reduced. However, this method consumes more energy and thus influences network lifetime.
Another method is to carefully select the broadcasting slots to reduce the number of broadcasts. The starting point of this strategy is that if a broadcasting slot can cover as many nodes as possible, code dissemination can be accomplished with fewer broadcast times. Nonetheless, this method is highly complicated and proves to be an NP-complete problem. Thus, it is usually solved by approximate optimization algorithm.
2) DISTRIBUTED CODE DISSEMINATION STRATEGY IN DUTY CYCLE BASED WSNs
Currently, distributed code dissemination strategies for the duty cycle WSNs are relatively rare. Modifying the flooding code dissemination strategy to make it suitable for duty cycle based WSNs is an optional method. e.g. Each eligible node in the flooding code dissemination strategy broadcasts in all slots of a cycle, which can guarantee the effect of dissemination. But this solution is inefficient. Finding a distributed and efficient code dissemination strategy is still a challenging issue.
3) ADDING ACTIVE SLOT STRATEGY IN DUTY CYCLE BASED WSNs
In the MTB-DC problem, Set-Cover-based Approximation (SCA) scheme [40] constructs the broadcast backbone using selected covering set nodes and then performs code dissemination based on the backbone. So the code should first be disseminated to nodes in broadcast backbone in as short a time as possible. However, in duty cycle based WSNs, the delay of code dissemination in broadcast backbone is large. In Fig. 1 , each cycle has 8 slots and each node is only active in one slot. The number in the node represents the active slot selected by the node. As is shown in Fig. 1 (a) , codes start from node w s and are propagated to other nodes w i , w j , w k , w m , w o in broadcast backbone. The active slot of node w s , w i , w j , w k , w m , w o are 3, 2, 7, 2, 5, 2 respectively. When node w s tries to send the code to node w i , node w s receives the code in slot 3 and needs to wait until slot 2 of the next cycle before passing the code to node w i . Thus, the transmitting delay from node w s to node w i is 7, which is represented by the green number on the arrow. Similarly, the transmitting delays on subsequent path are 5, 2, 3, and 4, respectively. The total delay of code dissemination from node w s to node w o is 21 slots. If an active slot can be added to nodes, that is, between adjacent nodes on the routing path, the active slot added by the latter node is the next slot of the active slot of the former node. When a former node receives the code in active slot, it can passes the code to the latter node in next slot, forming so-called pipeline routing [9] , which can greatly reduce the delay of code dissemination. As is shown in Fig. 1 (b) , if node w i , w j , w k , w m , w o are added with an active slot 4, 5, 6, 7, 0 respectively (as shown by the red number), the transmitting delay between any node in the routing path is reduced to 1. The total delay has been reduced from initial 21 slots to 5 slots.
In fact, the time spent for codes to propagate in broadcast backbone has a dominant influence on the delay of code dissemination. The reason is that if the cycle length is n, for strategies like SCA, once all nodes in broadcast backbone get the code, the code then can be disseminated to the whole network by broadcasting at most n times. Let T dbb be the time required to disseminate the code to the entire broadcast backbone and T slot be the time of a slot. Then, the total time required for code diffusion will not exceed T dbb + nT slot . However, T dbb tends to be much longer than nT slot . e.g. In Fig. 1 , the maximum delay of two adjacent nodes may be (n − 1) T slot . When the path length of broadcast backbone is m, the time required for code dissemination in the worst case is m (n − 1) T slot . Then the total time required is [m (n − 1)+n]T slot at most. For this reason, the key to reduce the transmitting delay is to reduce T dbb . Adopting adding active slot strategy can turn routing on broadcast backbone into pipeline routing, which can reduce the time required for code dissemination from m (n − 1) T slot to mT slot , greatly decreasing the transmitting delay. Yang et al. [30] proposed a strategy according to the above idea to improve code dissemination performance by adding active slot. In their strategy, delay is reduced by adding active slots for nodes in broadcast backbone. Their theoretical analysis and experimental results show that this method is very effective. 
C. CODE DISSEMINATION IN LOSS WSNS
The above researches are based on the assumption that the communication between nodes is reliable, that is to say, as long as the sender sends data packets, the receiver will receive them. But in the actual situation, the reliability of communication in wireless networks is far lower than that in wired networks. According to relevant researches, the packet loss ratio in wireless network communication is even more than 20%. Therefore, it's imperative to find new methods for code dissemination in networks with packet loss. Based on Ref. [49] , if the packet is lost in the process of transmission, the node needs to adopt the retransmission mechanism to ensure the reliability of communication, in which the expected number of data packet retransmissions can be expressed as 1 p, which is the reciprocal of data link transmission reliability p. When the path weight between nodes is expressed by the expected number of retransmissions, the weighted network graph [49] as shown in Fig. 2 (a) is formed. On this basis, the shortest path tree shown in Fig. 2 (b) can be used to minimize the time of obtaining codes by each node in the network. The shortest path tree is constructed by calculating the shortest path from sink to each node. In this subgraph, each node is connected to sink by the path with the least number of expected broadcasts, for which the time for the node to obtain codes can be minimized. Nonetheless, the disadvantage of this method is that it may lead to more broadcasts and reduce the network lifetime. The reason is that this method does not make full use of the characteristics of wireless broadcasting. Some broadcasts can be combined to reduce the total number of broadcasts. A minimum spanning tree is constructed in Fig. 2 (c) . Code dissemination based on minimum spanning tree can achieve the minimum number of broadcasts as its sum of edge weights is the smallest among all spanning trees. However, the transmitting delay of this method is relatively large. Chen et al. [49] summarized the above rules and proposed a distributed Minimum-Delay Energy-efficient flooding Tree (MDET) algorithm to reduce the number and delay of broadcasting at the same time, which is shown in Fig. 2 (d) . MDET achieves this by carrying network status information in broadcasting and using it to optimize routing in a distributed way.
For WSNs with packet loss mentioned above, Qi et al. [31] proposed three strategies to reduce the transmitting delay while keep energy-efficient at the same time. The three strategies proposed are If Fail Add Slot (IFAS) scheme, Before Try Add Slot (BTAS) scheme, and Add Average Place Slot (AAPS) scheme. For the first time, their research takes advantage of such characteristics that the node can restart reception in the active slot of its sibling nodes when the packet loss occurs, effectively reducing the number of broadcasts and the transmitting delay. This strategy is explained in Fig. 3 [31] . In the previous MDET scheme [49] , when data link transmission reliability p = 80%, the expected number of retransmissions is 1.25, which seems to have little impact on delay. But it's not true in practice. As is shown in Fig. 3 , sink node S nodes to disseminate the code to its child nodes A, B, C, D and the active slots of these nodes are t a , t b , t c , t d respectively. Each cycle has 8 slots. Thus, S conducts data transmission in slots t a , t b , t c , t d respectively. In the original strategy, when S fails to send packets to A, it will broadcast again in the slot t a of next cycle. If retransmission does not succeed again, one more cycle will be waited. In this case, each packet loss will result in waiting for an additional n slots (n is the number of slots in one cycle), which brings significant delays.
Qi et al. [31] found that when A fails to receive the code in slot t a and knows that the active slot of its sibling B is slot t b , it can wake up at slot t b and restart reception as S needs to send the code to B at this time. Similarly, A can also restart reception at t c or t d if encountering failure again. In this case, the probability is greatly increased that A is able to receive the code successfully within one cycle, reducing the delay notably.
The IFAS scheme proposed by Qi et al. [31] is effective for node A and node B as their active slots are ahead of that of node C and node D in one cycle. When A and B fail to receive the code, they have the opportunity to receive it at slot t c or slot t d again. C has only one additional chance to receive the code in a cycle while D has no chance to restart reception. As a result, BTAS scheme is proposed by Qi et al. [31] . The central idea of BTAS scheme is the expected number of times to receive the code calculated based on the state of the communication link. Then, nodes can switch to the active state before their active slots and begin receiving the code, which can reduce the transmitting delay as well. As is shown in Fig. 4 , if it is expected that each node will need an average of three transmissions to successfully receive the code, C can wake up at the active slot of A, which ensures that there are three opportunities for C to receive the code in a cycle. In a similar way, D can wake up at slot t a and slot t b to guarantee three receptions in a cycle.
III. SYSTEM MODEL AND PROBLEM STATEMENT A. NETWORK MODEL
Network model in Ref. [52] is adopted in this paper. Wireless sensor network (WSN) is represented by G = (V , E), in which V represents the collection of sensor nodes in the WSN and E represents the edge set. Every node in the network has a unique id. The number with id i is represented as v i (i = 0, 1, . . . , n − 1), in which v 0 depicts the sink node. In this case, V = {v i |i = 0, 1, . . . , n − 1} and the number of nodes in V is n. A directed edge (u, v), which starts at u and ends at v, exists in E if and only if the straight-line distance between node u and v is no greater than the broadcasting radius of node u. In many traditional code dissemination schemes, the broadcast radius of each node in the network is the same, which means (u, v) and (v, u) always pairwise exist in E.
WSN in this paper is a duty-cycled WSN. A working cycle T can be divided into |T | equal time slots. As a result, T = {0, 1, 2, . . . , |T | − 1}. An example when |T | = 4 is depicted in Fig. 5 . Except for sink, each node in V selects a time slot in T randomly as its own active time slot. In other time slots of the cycle, nodes sleep. AS(v) denotes active time slot of node v. It is assumed that each sensor node can send or receive the necessary packets in a time slot. Each node can only receive packets in its active time slot, but can wake at any time slot to send packets. 
B. ENERGY CONSUMPTION MODEL
Energy consumption model in Ref. [55] is adopted in this paper. Except for sink, the limited energy E m of all nodes comes from batteries while the energy of sink is unlimited.
The energy consumption E i of a common node v i consists of two parts: (3) E Ti , energy for sending packets, (4) E Ri , energy for receiving packets. Equation (3) gives the calculation method of E i .
E Ti is a piecewise function associated with the broadcast radius. Equation (4) gives the calculation method of E Ti :
In Equation (4), L T is the number of bits to transmit. E CL is the energy of circuit loss in transmissions. ε a1 and ε a2 are power amplification energy for free space model and multipath model respectively. r i is the broadcast radius of node v i .
We can learn from Equation (4) that E Ti is positively correlated with the square of the broadcast radius when it is smaller than the threshold d 0 and is positively correlated with the quadrature of the broadcast radius when it is not smaller than d 0 . E Ri is calculated by Equation (5):
in which L R is the number of bits to receive. The value of parameters in Equation (4) and Equation (5) are shown in Table. 1 [55] .
C. PROBLEM STATEMENT
Previous schemes typically treated all nodes equally during code dissemination and data collection, ignoring the difference of data load in different areas of the network. TNI-DBR proposed in this paper combines the active slot information of two-hop neighbors to fully use redundant energy in the outer areas and aims to minimize transmission delay, minimize broadcast time, maximize network lifetime and maximize energy utilization ratio.
Definition 1: Transmission delay in a code dissemination, which is denoted by ϒ, refers to the difference from the slot when sink starts broadcasting to the slot when the last node in the network receives the code [30] . If sink starts broadcasting at slot 0 and node v i receives code at slot τ i , ϒ can be calculated by Equation (6):
Definition 2: Broadcast time, which is denoted by , refers to the total number of broadcasts required to send the code to all nodes in the network [30] . If broadcast time of node v i is i , can be calculated by Equation (7):
Definition 3: Network lifetime, which is denoted by ℘, refers the number of cycles in which the network has worked properly when the first dead node appears [30] . The reason for this definition is that the death of any node in the network will break the pre-deployed network topology, which may lead to the destruction of network connectivity so that some nodes are unable to communicate with others.ē i denotes the average energy consumed by node v i in one cycle and ℘ can be calculated by Equation (8):
Definition 4: Energy utilization ratio, which is denoted by , refers to the ratio of the sum of the energy consumed by all common nodes to the total energy of these nodes [30] . e i L denotes the remaining energy of node v i when network dies and can be calculated by Equation (9):
As a result, the optimization goal of this paper can be expressed as Equation (10):
IV. THE DESIGN OF TNI-DBR SCHEME A. RESEARCH MOTIVATION
Code dissemination is this paper starts at sink. Each node broadcasts packets containing codes to nodes within its broadcast radius. After multiple broadcasts, codes are disseminated to all nodes in the network. Transmission delay and broadcast time are two significant indicators in code dissemination. A code dissemination scheme should make both indicators as smaller as possible so that the code can reach every node in the network quickly and the energy consumption can be reduced in the meantime. We studied current code dissemination schemes and found following rules. (1) Transmission delay and broadcast time in code dissemination are closely related to the broadcast radius of nodes. A larger broadcast radius allows more nodes to receive packets in one broadcast, resulting in lower transmission delay and fewer numbers of broadcast.
(2) In many previous code dissemination schemes, the broadcast radius of nodes is fixed. Each node can only get information about nodes within its own broadcast radius, i.e., only one-hop neighbors in the network model of WSN can provide nodes with heuristic information during code dissemination. O(n) bits need to be exchanged before all nodes obtain state information of their neighbors. It is proved by Calinescu that if each node sends a packet of O(logn) bits, which is sufficient to store the basic state information of a node, collecting information of two-hop neighbors requires the exchange of only O(n) bits as well [53] . Compared to collecting information of one-hop neighbors, the amount of data exchanged in the process of collecting information of two-hop neighbors will not grow on the order of magnitude. Therefore, designing a code dissemination scheme based on the information of two-hop neighbors to achieve better performance is intuitively reasonable and effective.
(3) In the process of code dissemination, most of the data load is concentrated in the hot spot area near the sink. For peripheral nodes, the forwarding task is light and the data load is small. Accordingly, it is common that nodes in the hot spot area run out of their energy first, which leads the death of whole WSN. At this time, peripheral nodes in the non-hot spot area often have a lot of redundant energy, making energy utilization ratio at a low level.
Two-hop Neighborhood Information joint Double Broadcast Radius (TNI-DBR) scheme is proposed based on the three rules above. TNI-DBR makes the most of the energy in the entire network and reduces transmission delay and broadcast time in code dissemination.
B. TNI-DBR SCHEME 1) INFORMATION EXCHANGE BETWEEN TWO-HOP NEIGHBORS
In TNI-DBR, hello packets containing the information of active time slot are exchanged between nodes in the deployment phase of WSN [54] . Active time slot information of twohop neighbors is obtained by each node through the exchange of hello packets, which contributes to the subsequent establishment of broadcast backbone. Fields in hello packets are depicted in Fig. 6 , where first field, denoted by SN , is the id of the node that generates this packet; second field, denoted by IN , is the id of node that relays this packet; third field, denoted by T A , is active time slot of source node. In addition, other fields can also be added to the hello packet depending on the specific situation.
Every node v in the network maintains a list of its own neighbors, which is denoted by NL (v) . Every item in the list contains three fields as follows:
(1) Node id: id of the neighbor.
(2) Active time slot: active time slot of the neighbor. In the deployment phase of WSN, each node generates its own hello packet, fills SN and IN with its own id and fills T A with its active time slot. After that, generated hello packets are broadcast by all nodes with the default broadcast radius R D . After node v completes this broadcast, all nodes that are within R D of node v, i.e., one-hop neighbors of node v, will receive the hello packet. These nodes first identify the source of the packet from SN and update their neighbor lists. Thereafter, they replace IN in the packet with their own id and rebroadcast the hello packet, which allows two-hop neighbors of node v to receive the hello packet and helps them update their neighbor lists. Then, these two-hop neighbors will drop the hello packet.
Least Hops Principle is adopted to update the neighbor list, which is descripted in Algorithm 1. When a node receives a hello packet, it will check SN in the packet. If SN is equal to id of its own, neighbor list of the node will not be updated. Otherwise, it will check IN . If IN is equal to SN , received hello packet comes from a one-hop neighbor of the node. The node will check its neighbor list. If there is an item in the neighbor list where the field Node id is equal to SN , the field Hop of this item will be set to 1. Otherwise, a new item (SN , T A , 1) will be added to the neighbor list. If IN is not equal to SN , received hello packet comes from a two-hop neighbor of the node. If there is an item in the neighbor list where the field Node id is equal to SN , neighbor list will not be updated. Otherwise, a new item (SN , T A , 2) will be added to the neighbor list. Packet loss may occur in the exchange of hello packets due to the unreliability of wireless link. Retransmission mechanism can be introduced to handle this problem. Besides, diversity of links ensures the reception of hello packets generated by two-hop neighbors. e.g. In Fig. 7 , if the hello packet that is generated by v 1 and updated by v 2 is not received by v 4 , it can get the information of v 1 from the hello packet updated by v 3 , through which an item (1, 0, 2) can still be added to NL (v 4 ).
Assuming that no more nodes will be added to WSN after the deployment until it dies. In this case, as long as the neighbor information is exchanged once in the network in the deployment phase, neighbor lists of nodes can be used until WSN stops working. Compared with data exchanged in the code dissemination, the length of hello packets is very short. Impact of the exchange of hello packets on the life time of WSN can be ignored approximately. With active slot information, broadcast backbone can be constructed accordingly.
2) CONSTRUCTION OF BROADCAST BACKBONE
The definition of broadcast backbone is given in Definition 5. Broadcast backbone is constructed for connecting the whole network. Once each node in broadcast backbone completes its broadcasting task, it can be confirmed that the code has been disseminated to all nodes.
Level-Based Approximation Scheme (LBAS) provides an algorithm to construct broadcast backbone, which consists of two phases [52] . In Phase 1, greedy strategy is adopted to elect covering node set for each slot in a cycle, which can cover all nodes that are active in that slot. In Phase 2, covering nodes of all slots will be connected to a complete backbone. When the broadcast radius of peripheral nodes is doubled to 2R D , the network topology will change, that is, some directed edges will be generated in G. As TNI-DBR performs the exchange of duty cycle information of twohop neighbors in the deployment phase, election of covering nodes in Phase 1 will be influenced. All nodes can be covered with fewer covering nodes so that broadcast time can be reduced. Meanwhile, with the doubled broadcast radius of some nodes, code can be propagated further in a broadcast, leading to the reduction of transmission delay.
Definition 5: Broadcast backbone is a subtree in G rooted at sink and is denoted by B(G). Codes starting at sink can be disseminated to all nodes in the network through nodes in the broadcast backbone, minimizing broadcast time in the meantime.
Definition 6: Level of node v is denoted by L(v) and refers to the minimum hops from node v to sink. Level of nodes can be simply calculated through BFS starting at sink, during which a default parent of nodes can be decided. Parent of node v is denoted by P(v).
Definition 7: Hot spot area edge is defined as the maximum level of nodes in the hot spot area and is denoted by HSE(G). Node v is considered to be a node in the hot spot area if L(v) ≤ HSE(G). The broadcast radius of these nodes remain to be R D . In contrast, node v is considered to be a node in the energy redundancy area if L (v) > HSE(G). The broadcast radius of these nodes is doubled to 2R D .
Example 2: Initial network topology without TNI-DBR is depicted in Fig. 8 . The total number of nodes in the network including sink is 40 and |T | = 4. When HSE (G) = 3, a directed edge from node u to node v will be generated iff L (u) > 3 and node v is a two-hop neighbor of node u. Network topology with TNI-DBR is depicted in Fig. 9 .
a: PHASE 1 DETERMINATION OF MINIMUM COVERING NODE SET
Node u can cover node v iff an edge (u, v) exists in E. Minimum covering node set of slot i is denoted by C i , which consists of minimum number of nodes that can cover all nodes in the network whose active slot is i. Nodes in C i are called covering nodes. Nodes are covered by covering nodes are called covered nodes.
A greedy strategy is adopted to determine minimum covering node sets. With a given slot i, C i is initialized to C i . Then, find a node v that can cover most uncovered nodes that are active in slot i. Node v is not required to be active in slot i as it can wake at any time slot to send packets. If more than one node is qualified, the one with minimum id will be selected. After the determination of node v, mark nodes covered by v as covered and set v as their covering node so that they will not VOLUME 7, 2019 affect the future selection. Covering node of node u is denoted by Cov(u). After that, slot i will be added to the transmitting set of node v, denoted by TR (v) . And C i = C i ∪v. This process will be repeated before all nodes with active slot i are marked as covered. C i at this moment is the final minimum covering node set of slot i. For each slot in T , minimum covering node set can be determined by the strategy mentioned above. On finishing of this phase, all nodes except sink will get a covering node.
Example 3: Fig. 10 shows determined covering nodes and the covering relationship in Fig. 9 with the greedy strategy, in which
b: PHASE 2 FINALIZING BROADCAST BACKBONE
In this Phase, covering nodes found in Phase 1 and some connectors will be connected to a complete broadcast backbone. Two stages constitute Phase 2. Several covering sub-trees are constructed in Stage 1 and constructed covering sub-trees will be joined together as a whole in Stage 2.
c: STAGE 1 CONSTRUCTION OF COVERING SUB-TREES
According to the initial level of nodes calculated using BFS and given hot spot area edge, TNI-DBR will determine nodes that need to double their broadcast radius, which will lead to the change of network topology. As a result, the level of nodes need to be recalculated. Based on the newly calculated level, all covering nodes will be traversed from top to down in this stage, which means nodes with smaller level will be visited first, and covering sub-trees will be constructed following rules below.
Case 1: If node v is covered by node u and L (u) < L(v), parent of node v will be set to node u, i.e., P (v) = u.
Case 2: If node v is covered by node u while node u is not covered by node v and L (u) = L(v), parent of node v will be set to node u. Case 3: If node v and node u cover each other and L (u) = L(v), the one with more neighbors will be selected as the parent of the other. If two nodes have the same number of neighbors, the one with smaller id will be parent.
d: DEFAULT:
If a covering node v doesn't meet any of the situation above, it will be the root of a covering sub-tree.
Cases in the construction of covering sub-trees is depicted in Fig. 11 . Root of node v is denoted by R(v). In case 1, 2, 3, once parent node is decided, root of child node will be set to root of parent node. After this stage, every covering node will belong to a certain covering-subtree and be added to broadcast backbone.
Theorem 1: Sink must be the root of a covering sub-tree if it is a covering node.
Proof: Level is defined as the minimum hops from a node to sink. So, only the level of sink will be 0, which is the minimum level among all nodes since at least one hop is needed for other nodes to reach sink. As a result, node whose level is smaller than or the same as sink does not exist in the network. In this case, if sink is a covering node, it can only be the root of a covering sub-tree.
e: STAGE 2 CONNECTION OF COVERING SUB-TREES
In this stage, roots of all covering sub-trees will be traversed from down to top and be connected to form a complete broadcast backbone, during which rules below are followed.
, node u will be the parent of node v. This case is depicted in Fig. 12 .
Case 2: If a root node v is unable to find a node satisfying Case 1, it will try to find a neighbor u. Node u can reach node v and satisfies (a) or (b).
(a) Node u exists in broadcast backbone and L [R (u)] < L(v). In this situation, node u will be the parent of node v.
(b) Node u is a connector. Node c covers node u and
In this situation, node u will be added to broadcast backbone. Node c will be the parent of node u and node u will be the parent of node v. When node u is selected, active slot of node v will be added to TR(u). This case is depicted in Fig. 13 . In this situation, node u will be added to broadcast backbone and be the parent of node v. Node c will be the parent of node u. Active slot of node v will be added to TR (u) . Active slot of node u will be added to TR(c).
(b) Node u has a neighbor c and c can reach node u. Node q covers node c and L [R (q)] < L(v). In this situation, node u and c will be added to broadcast backbone. Node q will be the parent of node c. Node c will be the parent of node u. Node u will be the parent of node v. Active slot of node v will be added to TR(u). Active slot of node u will be added to TR(c).
The default situation is depicted in Fig. 14 .
After this stage, all covering sub-trees will be connected as a whole. As codes to be disseminated start at sink, sink needs be added to broadcast backbone as well. If sink is covering node, it must exist in broadcast backbone. Otherwise, sink will be considered to be a root of a covering sub-tree without children and will be connected to current broadcast backbone following rules in Stage 2. Final broadcast backbone forms once sink is added. At the same time, Theorem 2 ensures that sink is always the first broadcasting node in each code dissemination.
Theorem 2: Sink is always the root of constructed broadcast backbone. Proof: If sink is a covering node, it must be the root of a covering sub-tree according to Theorem 1. If sink is not a covering node, it is still considered to be a root. In this case, sink always acts as the root of a covering sub-tree. Then, level of sink is 0, which means there is no root node with a smaller level in the network. So, sink is the root of covering sub-tree with minimum level in final broadcast backbone, from which conclusion can be drawn that sink is the root of broadcast backbone.
Example 3: Constructed broadcast backbone in the topology of Fig. 9 is depicted in Fig. 15 .
The process of constructing broadcast backbone is described in Algorithm 2.
The process of a code dissemination using LBAS and TNI-DBR are shown in Table. 2 and Table. 3 respectively. The network topology is shown in Fig. 8 . 23 slots are taken for LBAS to disseminate codes to all nodes in the network, i.e., transmission delay of LBAS is 23. While only 18 slots are taken for TNI-DBR to finish a code dissemination. Transmission delay of TNI-DBR is 18.
Generally, transmission delay is mainly affected by the broadcast radius of nodes in broadcast backbone. Mark v as a covering node for each node u that is covered by v do
Algorithm 2 Construct the Broadcast Backbone of TNI-DBR
else/ * Case 3 * / Mark the node in v, Cov (v) as a and b on condition of (1) a is the one with more neighbors and b is the other.
(2) a is the one with smaller id and b is the other if the number of neighbors is equal
Find a neighbor u of v which can reach v and satisfies (1) or (2) (
Find a neighbor u of v which can reach v and a neighbor c of u which can reach u satisfying (1) or (2) ( Larger broadcast radius benefits the reduction of transmission delay. However, increasing the broadcast radius blindly may lead to the rapid death of the network, especially when the data load of the node is too heavy. TNI-DBR only doubles the broadcast radius of nodes in the region with redundant energy so that its constructed broadcast backbone can shorten transmission delay while maintain the network lifetime in the meanwhile.
V. THEORETICAL ANALYSIS A. ANALYSIS OF ENERGY CONSUMPTION
Once broadcast backbone is constructed, broadcast time of all nodes in a code dissemination is decided. To save energy, each node will receive the packet only once within one code dissemination. This rule can be implemented by adding a message id to the header of packets. Nodes will check the header of packets before every reception. If the packet carries a id recorded earlier, this reception will be terminated.
L p denotes the number of bits in the message id field, which can be decided by estimating the number of packets that sink will generate in the life time of WSN. L h denotes the number of bits in the packet body, which is much bigger than L p . n Ti denotes the number of broadcasts that node v i starts in a code dissemination. n Ri denotes the number of receptions that node v i starts in a code dissemination.
According to Equation (4) and Equation (5), the energy consumption of node v i in a code dissemination can be calculated by Equation (11): node, only one broadcast is needed for every slot to disseminate codes to all node covered by v i on condition that retransmission is not considered. To sum up, n Ti is equal to the size of TR (v i ).
Theorem 4: n Ri is equal to the number of covering nodes whose broadcast range can cover v i and whose transmission time slot set contains AS(v i ).
Proof: In TNI-DBR, every common node is assigned a covering node to make sure each of them can receive broadcast message from at least one node. However, there is a possible situation in actual code dissemination that a node v i is within broadcast range of several nodes. If these nodes start broadcasting at AS(v i ), v i will be able to receive the message. A node starts broadcasting at slot i iff its transmitting set contains slot i. Therefore, n Ri is equal to the number of covering nodes whose broadcast range can cover v i and whose transmission time slot set contains AS(v i ).
Energy consumed in receiving headers can be approximately ignored as L p is much smaller than L h . In this case, energy consumption of node v i in one code dissemination can be expressed by Equation (12) :
According to Equation (12) , energy consumption of node v i in one code dissemination is always proportional to the length of the sending packet. e STSi is defined as energy consumed for node v i to send unit length data, which can be expressed by Equation (13):
And E STSi can be expressed by Equation (14):
Thus, energy consumption speed in different areas can be analyzed through calculating the energy consumed to send unit length data for each node. e STS (L 0 ) denotes level energy consumption per unit, which is the sum of the energy consumed by all nodes whose level equals L 0 to send unit length data. e STS (L 0 ) can be calculated by Equation (15): Simulations are carried out using parameters in Table. 1. The network size is 500 and R D = 50m, HSE (G) = 2, 3, 4.
As TNI-DBR will change the logical topology of the network, node level before topology transformation of TNI-DBR is adopted for comparison purposes in the calculation of level energy consumption per unit. Energy consumption comparison is shown in Fig. 16 to Fig. 18 , in which HSE (G) = 2, 3, 4 respectively. In levels larger than HSE (G), the energy consumption of TNI-DBR is higher than LBAS. The reason is outer nodes increase the broadcast radius so that more energy is needed to finish a broadcast. With the increase of HSE (G), high energy consumption area of TNI-DBR gradually moves to the edge of the network. The reason is the increase of HSE (G) makes nodes with double broadcast radius decrease and TNI-DBR will gradually degenerate into LBAS.
Total energy consumption in the network to disseminate unit length data is shown in Table. 4. It can be observed that the energy consumption of TNI-DBR is always higher than LBAS. The reason is TNI-DBR makes full use of the energy in the non-hot spot area. The increase of node broadcast radius in these areas leads to an increase in energy consumption of the whole network. Larger HSE (G) reduces the energy consumption as it reduces the number of nodes that double broadcast radius and less redundant energy is used.
B. ANALYSIS OF NETWORK LIFETIME AND ENERGY UTILIZATION RATIO
Network lifetime and energy utilization ratio are calculated by Equation (8) and Equation (9) respectively. λ is the probability that sink generates a packet in a cycle. Andē i in Equation (8) can be represented as:
With λ = 0.1, L R = 300 and parameters in A. of this section, network lifetime comparison is shown in Table. 5. Network lifetime of TNI-DBR is always longer than LBAS. TNI-DBR works best when HSE (G) = 3, increasing by 56.27% compared with the network lifetime of LBAS. When HSE (G) = 2, 4, network lifetime of TNI-DBR increase by 39.33% and 37.32% respectively compared with that of LBAS. The reason is redundant energy in the non-hot spot area is used to balance the energy consumption of the network, prolonging network lifetime.
Energy utilization ratio comparison is shown in Table. 6. When HSE (G) = 2, 3, 4, energy utilization ratio of TNI-DBR increases by 2.744%, 4.666%, 4.225% respectively compared with that of LBAS. The reason is TNI-DBR makes more full use of energy in the non-hop spot area. At the same time, longer network lifetime of TNI-DBR also helps improve energy utilization ratio. 
VI. PERFORMANCE SIMULATION
Simulations are carried out using Java. Considering the influence of network topology on experimental results, each test was carried out 50 times and the average value was taken as the plotting data.
A. ANALYSIS OF TRANSMISSION DELAY
Equation (6) gives the method to calculate transmission delay. The impact of network size on transmission delay is shown in Fig. 19 to Fig. 22 , in which |T | = 30, 60, 90, 120 respectively.
TNI-DBR outperforms LBAS in networks of various sizes. The reason is peripheral nodes have larger broadcast radius in TNI-DBR, enabling more nodes to receive the code in one broadcast. In this case, code dissemination is accelerated and transmission delay is reduced. It can be analyzed from Fig. 19 to Fig. 22 that transmission delay of both LBAS and TNI-DBR increases as the size of the network grows. The reason is edge nodes are further away from sink in networks of larger scale and more broadcasts are needed before codes reach edge nodes, leading to the increase of transmission delay.
The impact of |T | on transmission delay is shown in Fig. 23 to Fig. 26 , in which network size is 200, 400, 600, 800 respectively. TNI-DBR works better than LBAS with different |T | given. The reason is more nodes can be covered after the increase of broadcast radius of peripheral nodes. In Phase 1 of broadcast backbone construction, better covering nodes exist in TNI-DBR so that fewer nodes can cover all nodes in the network, resulting in a reduction in the size of established broadcast backbone. Accordingly, fewer broadcasts are needed to disseminate codes to the whole network and transmission delay is reduced. As is shown in Fig. 23 to decrease of a kind of node that have multiple neighbors active in the same slot. In this case, the size of covering node set for each time slot becomes larger. Meanwhile, the increase of |T | also leads to the increase of the number of covering node sets. Both factors will enlarge the size of established broadcast backbone, the number of broadcasts required will increase and transmission delay will increase as well.
As is shown in Fig. 19 to Fig. 26 , lower transmission delay can be obtained with smaller HSE (G) as more nodes double their broadcast radius, accelerating the speed of message propagation.
B. ANALYSIS OF BROADCAST TIME Equation (7) gives the method to calculate broadcast time. The impact of network size on broadcast time is shown in Fig. 27 to Fig. 30 , in which |T | = 30, 60, 90, 120 respectively.
Broadcast time of TNI-DBR is always fewer than that of LBAS when network size is the same. The reason is nodes enlarging broadcast radius in TNI-DBR can send codes to more nodes in one broadcast, which reduces the number of broadcasts needed to disseminate codes. It can be observed that broadcast time of both TNI-DBR and LBAS increases as the size of the network grows. Obviously, each broadcast can only cover nodes within the broadcast radius of the sending node. More hop counts are necessary for sink to send codes to edge nodes in larger networks.
The impact of |T | on broadcast time is shown in Fig. 31 to Fig. 34 , in which network size is 200, 400, 600, 800 respectively.
TNI-DBR outperforms LBAS with different |T | given. In TNI-DBR, part of selected nodes has larger broadcast radius, which results in better coverage effect compared with LBAS and reduces the size of covering node set for each time slot. Therefore, the size of broadcast backbone is reduced and broadcast time reduces as a result. As is shown in Fig. 31 to Fig. 34 , |T | has no conspicuous impact on broadcast time when network size is fixed for the increase of |T | will only disperse multiple broadcasts gathering on one covering node to single broadcast on multiple covering nodes. Since the size of the network remains unchanged, the whole network can still be covered by the similar number of broadcasts.
It can be observed from Fig. 27 to Fig. 34 that broadcast time of TNI-DBR reduces with smaller HSE(G), which brings more nodes with larger broadcast radius. More nodes can receive codes when these nodes broadcast, reducing the total number of broadcasts to finish a code dissemination task.
VII. CONCLUSION
Code dissemination is a prominent part of software defined wireless networks (SDWNs), which enables WSN to update its software, providing new functions for sensor nodes. In code dissemination, a key problem is how to disseminate codes starting at sink to all nodes in the network with the lowest possible delay. In this paper, a new code dissemination scheme TNI-DBR is proposed, which has two main features.
(1) In the deployment phase of WSN, hello packet is used to exchange two-hop neighbor node information between nodes. (2) Redundant energy in peripheral area of the network is fully utilized to enlarge the broadcast radius of nodes so that codes can propagate faster and can be delivered to the whole network with fewer broadcasts. Experiments show that smaller HSE(G) has better effect on reducing transmission delay while may have lower energy utilization ratio and shorter network lifetime. Thus, application scenarios should be considered when deciding HSE (G) . If the network has a high requirement for transmission delay, smaller HSE(G) should be chosen. If the network needs to work as long as possible, larger HSE(G) could be better. TNI-DBR innovatively applies heuristic information provided by two-hop neighbors to the conventional code dissemination scheme, optimizing both network lifetime and energy utilization ratio and achieving lower transmission delay and fewer numbers of broadcasts.
