We describe our experience in the development of a probabilistic network for the diagnosis of acute cardiopulmonary diseases. A panel of expert physicians collaborated to specify the qualitative part, that is a directed acyclic graph defining a factorization of the joint probability distribution of domain variables. The quantitative part, that is the set of all conditional probability distributions defined by each factor, was estimated in the Bayesian paradigm: we applied a special formal representation, characterized by a low number of parameters and a parameterization intelligible for physicians, elicited the joint prior distribution of parameters from medical experts, and updated it by conditioning on a dataset of hospital patient records using Markov Chain Monte Carlo simulation. Refinement was cyclically performed until the probabilistic network provided satisfactory Concordance Index values for a selection of acute diseases and reasonable inference on six fictitious patient cases. The probabilistic network can be employed to perform medical diagnosis on a total of 63 diseases (38 acute and 25 chronic) on the basis of up to 167 patient findings.
Introduction
Medical diagnosis is the process of identifying the disease a patient is affected by, based on the assessment of specific risk factors, signs, symptoms and results of exams. Probabilistic networks [17] are increasingly used to support medical diagnosis, as they provide an efficient representation of complex stochastic systems by exploiting causal knowledge, and because several efficient algorithms to perform probabilistic reasoning (evidence propagation) are available [22] .
Probabilistic networks are composed of a qualitative part, that is a directed acyclic graph (DAG) defining a factorization of the joint probability distribution of domain variables, and of a quantitative part, where each factor defines a conditional probability distribution. In medical problems, the DAG is often specified in terms of causal relationships among variables according to pathophysiological knowledge contained in the specialised literature. However, the information required to estimate the quantitative part is typically scattered in many different sources and varies greatly in quality [5] . Medical literature represents the most reliable source of quantitative information, but it may not cover all aspects of interest. When this is the case, medical experts are a useful alternative resource, even though their quantitative assessments may not be reliable without special training [16] . Clinical data from medical records are another valuable source of knowledge to build a probabilistic network, but they are typically limited to few variables or contain many missing values.
In existing medical applications of probabilistic networks, the quantitative part is typically estimated exploiting either expert knowledge [27, 35, 1, 4, 8, 9, 20, 3, 24, 21] , or a database of patient cases [26, 36] . In this paper, we describe our experience in the development of a probabilistic network for the diagnosis of acute cardiopulmonary diseases, where two sources of information, beliefs from medical experts and clinical data, were exploited to estimate the quantitative part. The probabilistic network was conceived as an extension of BayPAD (Bayesian Pulmonary embolism Assisted Diagnosis), a probabilistic network for the diagnosis of pulmonary embolism [24] . The work involved a panel of medical experts from various specialties and consisted of three stages. In the first stage, the qualitative part was specified by medical experts following the constraint DAG described in [23] . In the second stage, we applied a special formal representation to the quantitative part, characterized by a low number of parameters and a parameterization intelligible for physicians, and the joint prior distribution of parameters was elicited from medical experts. In the third stage, we updated the joint prior distribution of parameters in the Bayesian paradigm by conditioning on a dataset of hospital patient records using Markov Chain Monte Carlo (MCMC) simulation. The three stages were iterated until the probabilistic network provided reasonable inference on six fictitious patient cases. The three stages were iterated until the probabilistic network provided satisfactory Concordance Index values for several acute diseases and reasonable inference on several fictitious patient cases.
The paper is organized as follows. In Section 2, we provide details on the specification of the qualitative part. In Section 3, we explain the formal representation for the quantitative part and the method to elicit the joint prior distribution of parameters. In Section 4, we present data and provide details on Bayesian estimation of the quantitative part. In Section 5, we illustrate the elicitation task for two variables in the probabilistic network, and compare the resulting prior distribution with the posterior distribution obtained from MCMC simulation. In Section 6, we detail the refinement process. Section 7 includes the discussion of our contribution.
Specification of the qualitative part
The qualitative part of a probabilistic network consists of a directed acyclic graph (DAG) representing a factorization of the joint probability distribution of variables. Each node of the DAG represents a variable, that may receive any number of directed edges, indicating on which variables (parent variables) its probability distribution is conditioned.
The qualitative part of our probabilistic network was specified complying the constraint DAG (c-DAG, Figure 1 ) described in [23] , where c-nodes are sets of variables and c-edges among c-nodes specify allowed directions of edges in the qualitative part of the probabilistic network. Medical experts populated c-nodes of the c-DAG with relevant medical variables, as documented in the specialised literature. Edges that join nodes belonging to different c-nodes always agree with c-edges, while eventual edges joining nodes belonging to the same c-node were specified by medical experts, without obeying any constraint besides the absence of directed cycles in the resulting DAG. The automated interview proposed by [23] was not adopted because it was conceived to derive the DAG corresponding to a single patient presentation.
Due to the large number of variables, the resulting qualitative part is not displayed, but the typology and the set of parent variables (parent set) of each one is shown in Appendix 2. Table 1 provides the classification of variables included in the probabilistic network with respect to their statistical and medical (as defined by the maximal constraint DAG) typology. Table 1 : Classification of variables included in the probabilistic network. 'Binary': categorical with one non-neutral category. 'Multi-valued': categorical with more than one non-neutral category. No variables representing patient's chief complaints (V M C ) are included, because the qualitative part was specified by considering the most relevant diseases pertaining to the medical domain under analysis, instead of focusing on specific case reports. Binary  11  17  5  31  25  0  4  98 191  Multi-valued  2  7  3  7  10  0  0  15  44  Continuous  0  1  0  0  14  0  0  12  27  13  25  8  38  49  0  4 125 262
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Elicitation of the quantitative part
The quantitative part of a probabilistic network corresponds to the joint probability distribution of domain variables, and it is factored according to the DAG into the product of univariate conditional distributions, one for each variable given its parent variables in the DAG [17] .
The special case where each variable has finite sample space is known as Bayesian network [19] . The quantitative part of a Bayesian network is composed of one Conditional Probability Table ( CPT) for each variable. In prominent medical applications of probabilistic networks [27, 35, 1, 4, 8, 36, 9, 20, 3, 24, 21] , continuous variables underwent to discretization in order to obtain a Bayesian network. The major benefits of a Bayesian network consist of a parameterization intelligible for a domain expert (parameters are conditional probabilities) and the availability of fast algorithms for evidence propagation [38] . However, discretization of continuous variables may dramatically increase the number of parameters required to represent the quantitative part, thus increasing uncertainty of estimates. We avoided discretization of continuous variables by applying a special formal representation to the quantitative part, characterized by a low number of parameters and a parameterization intelligible for physicians. In the proposed formal representation, continuous variables are preliminarily rescaled in order to assimilate the interpretation of quantitative and qualitative values, and a combination of the Beta regression and the categorical logistic regression, reparameterized to help physicians in performing quantitative assessments competently, is exploited to model the distribution of each variable in the network. The rescaling procedure and the two conditional models are detailed in the remainder of this section.
Rescaling procedure
Medical categorical variables represent a qualitative measure of a patient's condition, discriminating among a healthy status and one or more pathological conditions. We assign value 0 to the category associated to a healthy patient condition and we refer to it as the neutral value of the variable. Instead, we assign consecutive integer numbers to the categories associated to pathological patient conditions (non-neutral categories). For example, a medical categorical variable with a single non-neutral category will have sample space {v : v = 0, 1}, while the sample space will be {v : v = 0, 1, 2} if there are two non-neutral categories.
The interpretation of measured values of medical continuous variables is similar, but it depends on the scale of the variable at hand, thus medical reasoning is more complicated. The standard medical training and medical literature provides physicians the ability to properly recognize the extreme values of a medical continuous variable in a living patient, as well as to distinguish among values involving normal and pathological patient conditions [15, 14] . On these grounds, the scale (v L2 , v R2 ) of a medical continuous variable V is partitioned into three intervals: n-range [v L1 , v R1 ], in which values are regarded as nonpathological, lp-range (v L2 , v L1 ), including values lower than non-pathological ones, and hp-range (v R1 , v R2 ), including values higher than non-pathological ones. The mid value of n-range is taken as the neutral value, while the mid values of lp-range and hp-range are taken as reference for all values representing hypo-or hyper-pathological conditions, respectively. As a special case, one among lp-range or hp-range may be of null size.
In order to make reasoning on quantitative values easier for physicians, we propose a rescaling procedure making n-range, lp-range and hp-range of equal size and mapping their mid values to 0, −1 and 1, respectively:
This way, a medical expert may refer to a value of a continuous variable in terms of the relative position within one among n-range, lp-range and hp-range, instead of as a measured value on the original scale. For instance, relative position in lp-range corresponds to a rescaled value equal to −1.5 + , whereas relative position in n-range or in hp-range corresponds to a rescaled value equal to −0.5 + and 0.5 + , respectively. Furthermore, the rescaling procedure assimilates the interpretation of quantitative and qualitative medical scales, because value 0 of any variable represents a healthy patient condition, and an unit variation from value 0 is interpreted as a change of patient's state to a reference pathological condition.
In the remainder, continuous variables are implicitly considered as already rescaled.
Categorical logistic regression
Consider a categorical variable included in the probabilistic network, say Y , with k Y non-neutral values and parent set X. All categorical variables in X with more than one non-neutral value are replaced by a set of dummy indicators, one for each non-neutral value, obtaining the parent set X 1 , . . . , X n . The categorical logistic regression [25, Chapter 5] applied to Y is:
For each non-neutral value y of Y , parameters in β (y) are regression coefficients on the logit scale and are interpreted as log odds ratios:
where:
If X i is a continuous parent variable, it holds:
The conditional probability of non-neutral value y of Y can be can be rewritten in terms of parameters π (y) = (π 0,y , π 1,y , . . . , π n,y ):
It follows that parameters are probabilities conditioned to a configuration of parent variables where all but one take value 0, thus physicians are expected to be competent in performing quantitative assessments. The prior distribution of (π i,0 , π i,1 , . . . , π i,k Y ) (i = 0, 1, . . . , n) is elicited using the Equivalent Prior Sample (EPS) method [37] :
where, for y = 0, 1, . . . , k Y ,π i,y is the assessment of π i,y andq i,y is the number of patient cases on whichπ i,y is based. The categorical logistic regression does not allow parameter π i,y to be 0 or 1 for any i or y (Equation 6), however a medical expert could assess π i,y = 0 or π i,y = 1 without uncertainty. In this case, we achieved an exact representation of the expert's belief up to the fourth decimal by replacing value 0 with 10 −5
and value 1 with 1 − 10 −5 .
Beta regression
Consider a continuous variable included in the probabilistic network, say Y , with parent set X. All categorical variables in X with more than one nonneutral value are replaced by a set of dummy indicators, one for each non-neutral value, obtaining the parent set X 1 , . . . , X n . The variable Y +1. 5 3 has sample space (0, 1), thus the Beta regression model [7] can be applied:
Parameters β = (β 0 , β 1 , . . . , β n ) are regression coefficients on the logit scale and have the following interpretation:
Parameter τ is constant across the configuration of parent variables and regulates heteroscedasticity:
The logit of the expected value of Y can be can be rewritten in terms of para-
This way, parameters are expected values conditioned to a configuration of parent variables where all but one take value 0. A medical expert is expected to be competent in performing quantitative assessments under such parameterization, because, thanks to the rescaling procedure, he/she may refer to the expected value of the response in terms of the relative position within one among n-range, lp-range and hp-range (Subsection 3.1). Typically, if no relevant parent variables are omitted, the expected value of the response is 0 when all parent variables take value 0, that is µ 0 = 0 without uncertainty, and equation 13 simplifies into:
The prior distribution of parameter µ i (i = 0, 1, . . . , n) is elicited using the Equivalent Prior Sample (EPS) method [37]:
whereμ i is the assessment of µ i andq i is the number of patient cases on whicĥ µ i is based. Typically, the expected value of Y is equal to 0 when all parent variables take value 0, that is parameter µ 0 is equal to 0 without uncertainty and Equation 13 simplifies into:
A default prior distribution τ ∼ Gamma(89.4917, 2.0304) is assigned to the precision parameter, implying a probability between 0.95 and 0.99 for the response to take value in n-range, given that all parent variables take value 0.
Bayesian estimation of the quantitative part
Data collected by [33] were exploited to update the joint prior distribution of parameters. Let θ be the set of parameters induced by conditional models shown in Section 3. Given a dataset of cases D from the problem domain, the joint prior distribution p(θ) is updated in the Bayesian paradigm by computing the joint posterior distribution p(θ | D) ∝ p(D | θ)p(θ). Due to the large size of the probabilistic network, direct computation of the joint posterior distribution of parameters is intractable, therefore approximated calculations were performed by means of Markov Chain Monte Carlo (MCMC) simulation.
In the remainder of this section, we provide details on data and MCMC implementation.
Data
The clinical study described in [33] gathered a total of 17497 electronic admission records of patients referred to an emergency department for cardiopulmonary disorders and then hospitalised from January to June 2007 in six italian hospitals. A block random sampling design was applied to select 800 hospitalised patients. The randomization blocks were defined by the combination of age categories (less than 30, between 30 and 60, over 60), gender and four symptoms of pulmonary embolism: acute dyspnea, chest pain, fainting and palpitations. A further block was defined by the presence of either pulmonary embolism, aortic dissection or pneumothorax.
Patients were selected within each block according to the probability of the blocking variables in the whole population. All patients hospitalised for trauma were excluded, leading to a total of 750 eligible records. In our analysis, other 28 patients were excluded because the acute disease was not of cardiopulmonary origin (23 patients) , the visit in emergency department was planned in advance (3 patients), or data were of poor quality (2 patients). Baseline clinical characteristics of data are summarized in Table 2 . Since hospital patient records are not collected for medical purposes, variables in the categories V Q (pathogenesis), V D (pathology) and V S (pathophysiology) are typically unobserved, and variables in the other categories may have not been reported (missing), either because not of interest or obvious for the physician. In order to reduce the number of missing values, medical experts performed judgements on some unobserved variables on the basis of the diagnosis yielded at hospital discharge, and set explicit criteria to establish which missing data could be safely assumed as neutral values. The frequency distribution of each variable including the percentage of missing values is shown in Appendix 2.
Overall, 66 variables (25%) included in the probabilistic network resulted completely unobserved in our dataset, observed variables contained a total of 245 missing values (34%), for a total of 383 missing values (53%) among all the variables included in the probabilistic network. Missing values typically arise when either a diagnosis is not available, or the physician decides that a certain ascertainment is not necessary. In the former case, a datum is missing because the observed ones are deemed insufficient by the physician in order to formulate a diagnosis. In the latter case, a datum is missing because the physician believes that a certain ascertainment is irrelevant given of the observed ones. As such, missing values comply with the Missing at Random assumption (MAR, [31] ).
Markov Chain Monte Carlo implementation
A sample from the joint posterior distribution of parameters was obtained using MCMC algorithms available in JAGS [29] . According to the MAR assumption, we ignored the mechanism generating missing values, thus they were treated as unknown variables on the same footing of parameters.
The simulation was run for 55000 iterations, of which the first 30000 were discarded and the others were thinned by an interval of 5 to reduce sample autocorrelation. We applied the Geweke [10] , Heidelberger-Welch [13] and RafteryLewis [30] diagnostic tests to detect lack of convergence. We obtained that less than 1% of parameters passed no tests, more than 99% of parameters passed at least one test, more than 90% of parameters passed at lest two tests and almost half of the parameters passed all the three tests.
At the end of MCMC simulation, the divergence between the prior and the posterior distribution of each parameter θ ∈ θ was quantified using the following statistic, that we call D-statistic:
where 
Illustration
In this section, we illustrate the elicitation task for two variables in the probabilistic network: 'Bradycardia/Tachycardia' and 'Heart rate', and compare the resulting marginal prior distributions with the marginal posterior distributions obtained from MCMC simulation.
Bradycardia/Tachycardia
'Bradycardia/Tachycardia' is a categorical variable with sample space {'absent', 'bradycardia', 'moderate tachycardia', 'severe tachycardia'} representing the absence or the presence of bradycardia and/or tachycardia in a patient. Its parent variables are 'Heart drive', hyper-restricted continuous variable here indicated as X 1 , and 'Dehydration', hyper-restricted continuous variable here indicated as X 2 . The probability distribution of 'Bradycardia/Tachycardia' was defined by applying the Beta regression model explained in Subsection 3.2: The elicited prior distribution of parameters was: 
In Figure 2 , marginal prior distribution and kernel density estimate of marginal posterior distribution of model parameters are shown. The summary of marginal prior and posterior distribution of parameters is provided in Table 3 .
Heart rate
'Heart rate' is a continuous variable measuring the heart rate in a patient. Its parent variables are 'Autonomic nervous system status', a categorical variable with sample space {'regular', 'moderate adrenergic status', 'severe adrenergic status', 'hypertensive crisis', 'moderate cholinergic status', 'severe cholinergic status'}, representing the status of autonomic nervous system in a patient, and 'Bradycardia/Tachycardia', described above. Since both parents are categorical variables with more than one non-neutral category, they are replaced by dummy indicators: X 1 , X 2 , X 3 , X 4 and X 5 represent the non-neutral categories of 'Heart rate', while X 6 , X 7 and X 8 represent the non-neutral categories of 'Bradycardia/Tachycardia'. The probability distribution of 'Heart rate' was defined by applying the Beta regression model explained in Subsection 3.3: The elicited prior distribution of (28.4989, 38.7710) where δ denotes a degenerated distribution (Dirac delta function). In Figure  3 , marginal prior distribution and kernel density estimate of marginal posterior distribution of model parameters are shown. The summary of marginal prior and posterior distribution of parameters is provided in Table 4 . Figure 3 : Marginal probability density of parameters defining the conditional model of 'Heart rate'. Straight lines: posterior probability density. Dotted lines: prior probability density. The D-statistic value is shown below the title. 
Refinement
After MCMC simulation, we implemented the probabilistic network in GeNIe [6] by discretizing continuous variables into 5 categories and by computing CPTs at the posterior mean of parameters. Afterwards, we performed two types of evaluation. The first evaluation involved the Concordance Index for all variables included in the category V D (pathophysiology) with more than one quarter of observed values and a percentage of non-neutral values greater than 5% (see Table 6 ). The Concordance Index is defined as the proportion of patients (judged as) affected by the disease with a predicted risk greater than any patient not affected by the disease, thus value 1 indicates perfect discrimination of the judgement. It was computed by considering data on clinical presentation only, and by considering all the available patient data. The second evaluation involved the inference performed by the probabilistic network on six fictitious patient cases elaborated by the second author. These patient cases are described in Appendix 1. If medical experts judged Concordance Index values and diagnoses satisfactory, the refinement process ended, otherwise medical experts were invited to detect eventual inconsistencies with medical causal knowledge in the qualitative part. In this task, anchoring to parameters with a D-statistic value less than 0.01 was of great help for medical experts, because an unsatisfactory diagnostic performance of the probabilistic network often occurred together with a strong divergence between the prior and the posterior distribution of one or more parameters. After that inconsistencies in the qualitative part were detected, they were fixed and both elicitation and MCMC simulation were repeated accordingly.
After refinement, our probabilistic network consisted of 262 variables, 574 edges and 959 parameters. The frequency distribution of the D-statistic after refinement is shown in Table 5 . Table 7 shows the estimation and 95% confidence interval (computed by bootstrapping) of the Concordance Index for the selected acute diseases after refinement. When considering data on clinical presentation only, Concordance Index values are near or above 0.8, suggesting a good diagnostic performance [34] . When considering all the available patient data, Concordance Index values are above 0.94, confirming a substantial consistency between prior knowledge encoded in the probabilistic network and data. Inference performed by the probabilistic network on the six fictitious patient cases after refinement is shown in Appendix 1.
Discussion
In this paper, we described our experience in the development of a probabilistic network for the diagnosis of acute cardiopulmonary diseases.
In existing medical applications of probabilistic networks, the qualitative part is often specified on the grounds of causal knowledge documented in the specialised literature. Several advantages result from this causal formulation. First, medical experts are able to understand and discuss the information coded in the directed acyclic graph (DAG), because it is expressed through notions provided in standard medical training. Second, it is widely recognized that the causal formulation of DAGs often simplifies their specification (e.g., [17] , page 1009). Third, causal DAGs are often characterized by a relatively small number of edges while the same DAGs modified through arc reversal operations typically contain more edges (for example, see [2] , Figure 16 ). A comprehensive account of causal modelling is provided in [28] . In our work, we anchored the specification of the qualitative part of the probabilistic network to the maximal constraint DAG, a representation of equivalence classes of DAGs induced by relationships among medical variables commonly accepted by physicians (see the discussion in [23] ).
A second innovative aspect of our work is represented by the use of both expert knowledge and patient data to estimate the quantitative part of the probabilistic network. This approach is quite uncommon in the literature, where, to our best knowledge, only one of the two sources of information is typically exploited. Remarkable applications include the Bayesian network developed by [18] , and the expert systems DIAVAL [4] and HEPAR II [36] . However, in the first work,a very small set of diseases is considered and no prior information is exploited, as a consequence the DAG results highly connected and estimates of parameters are characterized by a large variance. In the other two works, hundreds of variables are considered, but expert knowledge is exploited only in the specification of the qualitative part, while the quantitative part is estimated from patient data only after continuous variables underwent to discretization. In our proposal, discretization of continuous variables is avoided by applying a special formal representation to the quantitative part, consisting in a combination of the Beta regression and the categorical logistic regression, reparameterized to help physicians in performing quantitative assessments competently. This way, the dimensionality of the quantitative part was reduced to less than one thousand parameters for more than 260 variables, and medical experts were able to interpret parameters with no additional training besides the standard medical one. Furthermore, they were satisfied for the possibility to express uncertainty in terms of the sample size of pertaining clinical studies or, when unavailable, in terms of the number of patient cases they experienced. If this was the case, medical experts paid attention to assess a number of patient cases substantially lower than the one typically handled by clinical studies, in fulfillment of principles of the Evidence-Based Medicine (EBM) paradigm [11] .
Almost a quarter of variables included in the probabilistic network was completely unobserved in our database, while the mean percentage of missing values for those observed was 34%, for a total of 53% missing values among all the variables included in the probabilistic network. Parameter estimation with unobserved variables is typically challenging, as the related probability distributions could not be consistently inferred from collected data [32] . However, when the joint prior distribution of parameters is informative like in our work, Bayesian estimation is possible, and it is typically performed by Markov Chain Monte Carlo (MCMC) simulation. In this case, the marginal prior distribution of some parameters remains unaltered after conditioning to collected data. [12] .
The combination of two sources of information in MCMC simulation, that is quantitative beliefs from experts and data, helped medical experts in refining the probabilistic network. During refinement, we often found that unsatisfactory Concordance Index values for a selection of acute diseases and/or unreasonable inference on six fictitious patient cases occurred together with a strong divergence between the prior and the posterior distribution of one or more parameters (low value of the D-statistic).
After refinement, the probabilistic network consisted of 262 variables, 574 edges and 959 parameters. In particular, it can be employed to perform medical diagnosis on a total of 63 diseases (38 acute and 25 chronic) on the basis of up to 167 patient findings. The large set of diseases included in the probabilistic network highlights a further important feature of our work. On one hand, this may be of help to prompt events not considered by physicians, like rare diseases. On the other hand, it may improve the diagnosis for patients with an atypical presentation.
The refinement process ended after that the probabilistic network provided satisfactory Concordance Index values for a selection of acute diseases and after obtaining plausible inferences on six fictitious patient cases. Nevertheless, the empirical validation of its diagnostic performance remains a mandatory objective before it may be used to support decision making in a production environment. At this purpose, future work will include an evaluation of the probabilistic network based on data perspectively collected.
[ He had a history of chronic obstructive pulmonary disease and a myocardial infarction ten years before. On examination, he revealed bronchospasm and crackles in the lower third of the lung. Arterial pressure was 150/90 mmHg, heart rate 120 bpm. The electrocardiogram showed a supraventricular arrithmya apparently never occurred before. On blood gas-analysis, oxygen saturation was 93% after 4 L/min of oxygen, and carbon dioxide arterial partial pressure was 50 mmHg. Chest X-rays showed signs of pulmonary condensation.
Case 2. A 45 years old woman complained of acute chest pain and shortness of breath. On examination, arterial pressure was 100/70 mmHg and heart rate was 90 bpm. On blood gas-analysis, oxygen saturation was 94% and carbon dioxide arterial partial pressure was 34 mmHg. Contraceptive pill apart, she did no take any drug, but she had a smoker habit. The D-dimer test was positive and the blood count was normal. Chest X-rays revealed no anomalies.
Case 3. A 67 years old man, with chronic arterial hypertension and smoking habit, suffered of oppressive chest pain, along with sweetness and paleness. His arterial pressure was 110/80 mmHg and heart rate was 90 bpm. Laboratory tests showed a mild leucocytosis and abnormal Troponin I. Chest X-rays was normal.
Case 4. A 63 years old man with a long standing diabetes referred to be recently collapsed. On examination, glycemia was 145 mg/dl, heart rate was 110 bpm, arterial pressure was 100/60 mmHg and chest X-rays was normal. The electrocardiogram revealed a right bundle block and sign of axis deviation. The D-dimer test was positive and blood gas-analysis showed an oxygen arterial partial pressure of 85 mmHg and a carbon dioxide arterial partial pressure of 30 mmHg.
Case 5. A 50 years old man complained of fever since 3-4 days. He had a mild cough and, more recently, he was affected by mild confusion. On examination, arterial pressure was 100/70 mmHg and heart rate was 100 bpm. On blood gas-analysis, oxygen saturation was 93% and hypocapnya (carbon dioxide arterial partial pressure was 30 mmHg). Other laboratory tests showed normal hemoglobin, mild leucocytosis and a mild increment of serum creatinine. Chest X-rays showed an increment of the interstitial pulmonary net.
Case 6. A 85 years old woman, with cardiopathy, atrial fibrillation, diabetes and chronic renal failure, complained of acute shortness of breath. On the laboratory tests, Brain Natriuretic Peptide was 200 pg/mL, Troponin I was.5 mg/dL and serum creatinine was 1.9 mg/dL. Heart rate was 98 bpm, oxygen saturation was 94% after administration of 2 L/min of oxygen. On examination, crepitations emerged at the pulmonary basis, confirmed by signs of pulmonary congestion at the chest X-rays. On blood gas analysis, carbon dioxide arterial partial pressure was 70 mmHg. Table 8 shows the diagnosis on the the six fictitious patient cases performed by the probabilistic network after refinement.
In case 1, pneumonia appears the most likely hypothesis, supported by the occurrence of fever, pulmonary crackles on auscultation and, above all, consolidation in the chest film. Absence of cough would represent an atypical finding, although the symptom may have not been reported because deemed obvious in patients affected by chronic obstructive pulmonary disease. A cardiogenic pulmonary edema may also have occurred at this age, particularly in the light of a past episode of ischemic heart disease. Furthermore, the reported onset of supraventricular arrithmya may have easily triggered congestive heart failure. A chronic obstructive pulmonary disease exacerbation is likely to coexist with both diagnostic hypotheses.
In case 2, pulmonary embolism is the most likely diagnosis, due to the presence of a risk factor (oestrogen assumption) combined with respiratory symptoms. Nonetheless, the smoking habit and middle age of the patient also make an acute coronary event and a subsequent myocardial infarction possible.
In case 3, the presentation immediately reminds of cases with acute myocardial infarction, as attested by the chest symptoms and the laboratory findings. However, the model does not forget to remind of the existence of rarer conditions, like pulmonary embolism.
In case 4, after that electrocardiographic findings reveal a right axis deviation, the diagnosis is correctly oriented towards pulmonary embolism.
In case 5, the shortness of breath, together with the low oxygen saturation and the increment of the interstitial pulmonary net, makes pulmonary edema a likely hypothesis, possibly explained as the effect of an acute heart failure. Nonetheless, other diagnostic hypotheses cannot be dismissed, particularly pneumonia, which could justify the state of confusion, although similar consequences on patient's awareness may be referred to the low oxygen satura-tion.
In case 6, acute heart failure is by far the most likely explanation of worsening dyspnea due to chronic heart disease. As a secondary complicating disorder, pulmonary edema is suggested by chest X-rays and the pulmonary crepitations on auscultation. Underlying causes may encompass acute myocardial infarction, despite the absence of chest pain, particularly because the patient is diabetic and troponin levels are higher than normal. However, elevated troponin levels may be explained by other hypotheses, like a sustained tachycardia, although heart rate was not extremely higher than normal at the time of visit.
Appendix 2. Parent set, typology and frequency distribution for each variable
Each variable included in the probabilistic network is listed below alphabetically, together with its typology (within round brackets), relative frequency distribution (within square brackets) and parent set (after colons). The symbol '-' indicates that a variable has no parent variables.
