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ABSTRACT OF THE DISSERTATION 
Ground Motion Simulation Validation through Seismic Performance Assessment of Structural 
Systems 
 
By 
 
Huda Munjy 
 
Doctor of Philosophy in Civil and Environmental Engineering 
 
University of California, Irvine, 2019 
 
Professor Farzin Zareian, Chair 
 
Recorded ground motions are traditionally used to represent future earthquakes for the 
seismic performance assessment and design of structures. However, there is a shortage of recorded 
ground motions that are able to represent a variety of possible scenarios (specifically large 
magnitude and short distance events). Structural engineers are hesitant in using simulated ground 
motions as surrogates for missing natural recordings, believing they are not equivalent to recorded 
ground motions in accurately estimating seismic demand in structures. This research recommends 
a validation test for simulated ground motions to increase the engineering community’s confidence 
in using them in engineering applications.  
This dissertation first introduces a novel statistical approach that can be used in current 
seismic performance assessment methods. Gaussian copulas are used to characterize the 
dependence structure of demand used for the assessment and calculation of loss in buildings due 
to earthquakes. Using Gaussian copulas is shown to increase the overall accuracy in seismic 
performance assessment methodology compared to the procedure that is currently being used, 
outlined by FEMA P-58 (2015). Following the proposal of a more accurate method to characterize 
xv 
 
structural demand used in seismic performance assessment, a three step methodology, titled 
Vector-Based Intensity-measure Method (VBIM), for ground motion simulation validation at the 
structural response level is proposed. Three case study structures are used for the application of 
VBIM: 2- and 12-story special steel moment-resisting frame (SMRF) buildings and a two-span, 
cast-in-place concrete bridge. Results indicate that models of simulated and recorded ground 
motions that predict structural response based on waveform parameters are similar. The results of 
this study provide recommendations for ground motion simulators regarding the required accuracy 
of these key parameters in order for simulated ground motions to accurately predict structural 
response while also providing several steps of validation that show similarities between recorded 
and simulated ground motions.  
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CHAPTER 1: INTRODUCTION 
 
1.1 PROBLEM STATEMENT  
 
 Simulated ground motions (GMs) are powerful tools in the behavioral analysis of structural 
systems. Simulated GMs may be applied in lieu of or as a compliment to recorded GMs during 
performance-based earthquake engineering research and design (Somerville et al., 2001). These 
simulations may be used as input for nonlinear dynamic analysis (NLDA) in structures (Bozorgnia 
and Bertero, 2004) or for generating earthquake intensity measures based off specified parameters 
(Somerville et al., 2001). In recent years, advancements in GM simulation methodologies have 
allowed for simulated GMs to be considered in scientific and engineering applications (Bradley et 
al., 2017). As the use of simulated GMs gains popularity, we must consider their impact on the 
accuracy of behavior prediction and design of structural systems in high seismicity areas when 
utilizing simulated GMs versus historical recorded GMs. Therefore, it is imperative that these 
simulation methodologies are not only validated to increase their use in engineering applications, 
but also in order to contribute to more reliable and accurate design of structures. This dissertation 
focuses on the validation of simulated ground motions at the seismic performance level through a 
vector of intensity measures that are statistically significant in predicting structural response of 
buildings and bridges.  
In current structural and geotechnical engineering practice, the most common seismic inputs 
in design applications are real records from historical earthquakes, herein called recorded ground 
motions. Although these records represent actual ground motions that have occurred in the past, 
as a part of the procedure to utilize them as seismic inputs, they are often selected and scaled to 
match the target seismic hazard of the site in interest. This process of selection and scaling, called 
2 
 
Ground Motion Selection and Modification (GMSM), however, is the most widely accepted and 
used in engineering design, it does have limitations that need to be addressed. One specific 
limitation is the inability for GMSM techniques to accurately represent earthquake events with 
large magnitudes and small source to site distances as we do not have enough historical records 
with these features in general.  
Simulated ground motions provide a viable alternative to be used in nonlinear dynamic 
analyses for the design of structures when there are not enough recorded ground motions available. 
Although design codes, such as ASCE Standard ASCE/SEI 7-10 (2010), allow for the use of 
simulated ground motions in seismic performance assessment, engineering practitioners are 
hesitant in choosing to use them over recorded ground motions because they are unsure of the 
similarities in the response of structures subject to simulated and recorded ground motions. In 
order to increase confidence in the engineering community towards the use of simulated ground 
motions in engineering applications, ground motions simulation validation efforts are needed. The 
concept of ground motion simulation validation dates back to the seminal works of Hartzell (1978) 
and Irikura (1978). Since then, many efforts have been made to develop and validate the use of 
simulated GMs in engineering applications (Zareian & Jones, 2010; Star et al, 2011; Seyhan and 
Stewart, 2014; Galasso et al, 2012; Galasso et al, 2013). Recently, many of the GM simulation 
validation efforts have been spearheaded by the Southern California Earthquake Center (SCEC) 
and focus on verification via the utilization of the Broadband Platform (BBP) (Dreger and Jordan, 
2015).  
This study provides a novel methodology for the validation of simulated ground motions 
at the seismic response level in terms of seismic performance assessment. Prior to directly tackling 
this validation effort, this study provides recommendations for increasing the accuracy of seismic 
3 
 
performance assessment used for performance based seismic design (PBSD) of structural systems 
through the implementation of more advanced statistical tools than what are currently 
recommended. There are three main components in PBSD: 1) ground motion hazard estimation, 
2) structural response estimation, and 3) damage and loss estimation. To convey the results of 
PBSD to stakeholders, building performance is often measured through economic losses incurred 
due to seismic damage. In 2001, several organizations realized the great potential benefits of 
performance based seismic design (PBSD) research and implementation in the field of earthquake 
engineering—including the Federal Emergency Management Agency (FEMA), the Pacific 
Earthquake Engineering Research Center (PEER, a National Science Research Center) and the 
Applied Technology Council (ATC). In the same year, ATC began working with FEMA to 
develop Next-Generation Performance-Based Seismic Design Guidelines for New and Existing 
Building, which are under ATC-58/ATC-58-1.  In 2012, FEMA P-58—Seismic Performance 
Assessment of Buildings, Methodology, and Implementation—was developed, which consists of a 
series of volumes with detailed recommendations and guidelines regarding seismic performance 
assessment via PBSD. Also included in this effort is the Performance Assessment Calculation Tool 
(PACT), which is software that practically implements the methodology, outlined in FEMA P-58 
(2015).  
In PBSA outlined by FEMA P-58, a joint lognormal distribution is used to represent the 
dependence structure of EDPs used for the quantification of damage and loss due to an earthquake. 
Several studies (Shome and Cornell, 1999; Song and Ellingwood, 1999; Shinozuka et al., 2000; 
Sasani and Kiureghian, 2001; Miranda and Aslani, 2004, Aslani and Miranda, 2005) assume that 
fitting a lognormal distribution to individual EDPs is statistically acceptable in most cases, but 
they did not test or address if the collection of EDPs’ (EDP vector) true distribution is jointly 
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lognormal. Seismic performance assessment methodology, in general, relies heavily on the proper 
statistical representation of Engineering Demand Parameters (EDPs). However, current design 
guidelines assume that all EDPs have the same statistical dependence structure, i.e., a joint 
lognormal distribution is assumed. This assumption is restrictive and may lead to inefficiencies in 
the estimation of seismic losses in building structures. This study investigates the differences in 
estimated earthquake loss between generating realizations of the vector of peak floor accelerations 
(PFA) and the vector of maximum inter-story drift ratios (MaxIDR) using copulas to represent 
dependence and assuming a joint lognormal distribution. This is a preliminary step towards 
validating simulated ground motions at the seismic response level by first addressing potential 
areas of improvement in the methodology itself.  
As the utilization of simulated ground motions increases in both the scientific and engineering 
communities, there is a growing need to validate these ground motions using a comprehensive set 
of intensity measures that are able to represent both the structures in consideration as well as the 
waveform of the ground motion at the structural response level. This dissertation builds upon the 
established aforementioned methods of ground motion simulation validation with the aim to 
validate simulated ground motion methodologies using a vector of intensity measures that are able 
to describe different elements of seismic performance, including waveform parameters and 
structure-dependent parameters. This is accomplished through a step by step procedural analysis 
that validates simulated ground motions at the seismic performance level, titled Vector Based 
Intensity-measure Method (VBIM) where significant intensity measures are used to predict future 
estimates of response. Key engineering demand parameters of different types of structures (i.e., 
bridge, buildings) via nonlinear dynamic analysis when subjected to bidirectional recorded and 
simulated ground motion components are determined. Through this analysis, a vector of diverse 
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intensity measures (i.e. structure-dependent, structure-independent) are tested to statistically 
determine the most significant proxies in predicting key engineering demand parameters of 
recorded motions which are then compared to ground motions simulated from several simulation 
methodologies. Furthermore, as vertical components of simulated ground motions have rarely been 
validated in previous studies (Bradley et al., 2017), this study utilizes both vertical and horizontal 
ground motion components in the validation methodology presented.  
The results of this dissertation provide evidence of the similarities between the response of 
structures subject to recorded and simulated ground motions as well as predictions of future point 
estimates and mean estimates of response when specific intensity measures are accurately 
calculated and incorporated in the simulation methodologies. This can be used to further build 
confidence in the engineering community towards using simulated ground motions in engineering 
applications and also to inform ground motion modelers of which parameters need to be considered 
when designing and updating simulation methodologies in the future.  
1.2 LITERATURE REVIEW  
 
1.2.1 Seismic Performance Assessment Methodology 
 
Multiple research efforts have been made to validate simulated ground motions. These efforts 
approach validation from different perspectives but mainly focus on validation through specific 
parameters or intensity measures that are highly associated with characterizing ground motions. 
This main goal of this dissertation is to provide a more holistic overview of simulated and recorded 
ground motions at multiple levels of response, starting from the actual waveform to the response 
of structures to each type of motion to measures of loss incurred. Therefore, before attempting to 
validate simulated ground motions at the seismic performance level, it is important to understand 
the theory and methodology recommended by design codes in seismic performance assessment. A 
6 
 
background on seismic loss assessment, specifically seismic loss assessment using Performance-
Based Seismic Design, will be detailed here because the approach used in this dissertation to 
validate simulated ground motions is focused at the seismic performance and loss level. Therefore, 
it is necessary to understand the current guidelines regarding seismic performance, specifically 
from the PBSA perspective. The remainder of this section will outline FEMA P-58 (2015) 
methodology for the seismic performance assessment of structures.  
One of the major goals of seismic performance assessment is to design buildings that, in 
the event of an earthquake, incur the least amount of damage and losses. One of the most capable 
tools in accomplishing this is Performance-Based Seismic Design (PBSD). PBSD takes into 
consideration the different types of earthquakes that could affect a building and determines the 
probability of experiencing certain levels of damage and loss. In PBSD, performance objectives 
are considered that relate to what the expected amount of damage may be as a result of an 
earthquake and what the specific consequences of that damage there may be. Current building 
codes, called prescriptive-based building codes, do not consider performance objectives, and 
instead design buildings based on a design-level earthquake where engineers design buildings 
based on specific criteria to meet the prescriptive building code standards. These buildings 
designed to code standards may adequately prevent casualties and injuries to human beings in the 
event of an earthquake but may not be designed to sustain extensive structural and non-structural 
damage. This leads to a large amount of possible downtime for buildings after earthquakes and 
repairs costs that are so high that it may be more economically feasible to demolish the building. 
Furthermore, there is little understanding of how well these typical prescriptive building codes 
actually live up to the level of seismic performance that the building was designed to meet. 
Generally, for many structures, these prescriptive-based building codes are sufficient in 
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minimizing casualties and injuries of human beings, but for critical structures that may need 
increased performance, PBSD should be implemented. PBSD allows for multiple stakeholders—
including engineering designers, developers, and building owners—to come together and decide 
what level of building performance they are interested in, with of course still meeting typical 
building code standards.  
 In 2001, several organizations realized the great potential benefits of PBSD research and 
implementation in the field of earthquake engineering—including the Federal Emergency 
Management Agency (FEMA), the Pacific Earthquake Research Center (a National Science 
Foundation-funded Earthquake Engineering Research Center, PEER) and the Applied Technology 
Council (ATC). In the same year, ATC began working with FEMA to develop Next-Generation 
Performance-Based Seismic Design Guidelines for New and Existing Building, which are under 
ATC-58/ATC-58-1.  In 2012, FEMA P-58—Seismic Performance Assessment of Buildings, 
Methodology, and Implementation—was developed which consists of a series of volumes with 
detailed recommendations and guidelines regarding seismic performance assessment via PBSD. 
Also included in this effort is Performance Assessment Calculation Tool (PACT), which is 
software that practically implements the methodology, outlined in FEMA P-58 (2015).  
The first step in the seismic performance methodology outlined by FEMA is the assembly 
of the building performance model. This step includes defining both structural and non-structural 
components and building occupancy. Next, the earthquake hazard is defined for a specific site 
based on intensity and severity of the possible earthquakes in that region. After the earthquake 
hazard is defined, building response is analyzed in the form of engineering demand parameters 
that define the response. Some possible demand values include story drift, peak floor acceleration, 
and residual drift. Response can be determined via nonlinear response history analysis or for 
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regular, low- and mid- rise structures a simplified analysis using the equivalent lateral force 
procedure may be used. The next step is to develop collapse fragilities and then performance can 
be calculated in terms of a loss measure (e.g. casualties, downtime, and economic loss). Figure 1 
summarizes these steps and also provides the metrics that are considered in each step.  
 
 
 
 
 
 
 
Figure 1.1: Outline of the steps for seismic performance assessment calculations as 
recommended by FEMA P-58 (2015) 
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 In terms of the ground motion simulation validation procedure conducted in this 
dissertation, metrics at the ground motion hazard, response and loss levels are considered. The first 
part of this dissertation specifically focuses on the uncertainty in response estimation and loss 
estimation procedures, outlined by FEMA P-58 (2015), and proposes an updated statistical 
methodology to be implemented in the response estimation step in order to increase the accuracy 
and efficiency of the entire seismic performance assessment methodology. As outlined by FEMA 
P-58 (2015), simulated demand sets are determined through Monte Carlo procedure, which is used 
to generate a large number of demands from a small number of analyses by assuming that 
engineering demand parameters follow a joint lognormal distribution. The general procedure is to 
obtain the demand matrix, get median values for each parameter and a covariance matrix and then 
simulate a large number of demand vectors mathematically using a random number selection 
process and the median and covariance matrices. The required number of analyses depends on 
many factors but 11 analyses are mentioned in FEMAP-58 as an appropriate number. Yang (Yang 
et al, 2006; Yang et al, 2009) developed the algorithm used to generate the simulated demands 
(ATC, 2015). The peak absolute value of each EDP is assembled into a 1xn vector. A joint 
lognormal distribution can be fully explained using the mean and covariance of the parameters, 
which are used in this analysis method. Cholesky decomposition is used as the matrix 
decomposition procedure. (1) and (2) are used to simulate EDPs according to FEMA 
recommendations where Z is the vector of natural log demand parameters, L represents the 
eigenvectors of the covariance demand matrix, D represents the eigenvalues of the covariance 
matrix and U is a matrix of uncorrelated standard normal variables with a mean of 0 and a 
covariance matrix which is the identity matrix.  
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𝑍 = 𝜆𝑈 + 𝜇                                                        (1-1) 
 
          𝜆 = 𝐿𝐷                       (1-2) 
 The main component of utilizing this method to generate large realizations of EDPs from 
a small number of initial data points is the assumption that EDPs possess a joint lognormal 
distribution. Although there are studies that confirm commonly considered EDPs, such as peak 
floor acceleration and inter-story drift ratio distributions over building height, can be represented 
by marginal lognormal distributions (Aslani & Miranda, 2005), there have been no studies to 
confirm that these EDPs possess a joint lognormal distribution. In order to address this assumption 
and the possible consequences of this assumption in terms of characterizing engineering demand 
and loss in buildings subject to earthquakes, a novel approach is proposed in the form of a statistical 
tool where several realizations of EDPs can be generated without having to assume any joint 
distribution between the parameters. This statistical tool replaces the need for the joint lognormal 
distribution assumption with the use of a statistical copula, which is used in statistics to provide a 
link between the marginal distributions of each single parameter and the joint distribution of all 
the parameters in the considered set.  
 Copulas are used to illustrate how marginal distributions can be linked together to describe 
a joint distribution. Therefore, given a copula, multivariate distributions can be determined even 
if variables follow different marginal distributions. According to Sklar’s theorem (1959) the joint 
distribution function, 𝐹𝑋𝑌(𝑥, 𝑦), can be expressed as a function of Fx(x) and Fy(y), which represent 
the marginal distributions of  x and y, respectively (Nelson, 1999). The joint distribution function 
is represented by Equation (1-3), where C(u,v) is the copula.  
                                                     𝐹𝑋𝑌(𝑥, 𝑦) = 𝐶(𝐹𝑥(𝑥), 𝐹𝑦(𝑦))      (1-3) 
                                                   𝐶(𝑢, 𝑣) = 𝐹𝑋𝑌(𝐹𝑋
−1(𝑢), 𝐹𝑌
−1(𝑣))          (1-4) 
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                              𝐶(𝐹𝑋(𝑥), 𝐹𝑌(𝑦)) = 𝐹(𝐹𝑋
−1(𝐹𝑋(𝑥)), 𝐹𝑌
−1(𝐹𝑌(𝑦))) = 𝐹𝑋𝑌(𝑥, 𝑦)                   (1-5) 
When conducting a simulation using a copula distribution, the rank correlation of the data 
is used. A rank correlation is required when dealing with copulas because it measures the 
association based on the copula and not the marginal distributions of the variables. The common 
Pearson’s correlation, measures the linear relationship between variables based on the marginal 
distribution and is not preserved by the copula. This means that two correlated variables that have 
the same copula can have different correlations. In contrast, the rank correlations are preserved. 
Kendall’s tau, a rank correlation measure, is used. Tau is calculated for the data using R. 
Furthermore, the marginal distributions of the variables are required in order to develop the copula. 
A study by Aslani and Miranda (2005) confirms that the marginal distributions of EDPs follow a 
lognormal distribution.  
1.2.2 Simulated Ground Motions  
 
 Traditional methods in earthquake engineering that are used to determine structural 
response and assess structural performance utilize recorded ground motions that have historically 
occurred. These recorded ground motions are usually selected and modified in order to match a 
specific target spectrum and the site under consideration. Although there exists a large and 
increasing database of recorded motions, there are not enough records to represent specific events, 
for example events with large magnitudes and short source to site distances. Furthermore, there 
are drawbacks that have been mentioned in previous literature (Baker, 2010) in scaling and 
modifying recorded motions that lead to concerns regarding how well they represent the recorded 
ground motions after modification. Simulated ground motions provide a code approved solution 
(ASCE Standard ASCE/SEI 7-10) that can describe the ground motion in terms of fault rupture, 
wave propagation and site response.  
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 The first work in generating simulated ground motions was by P.C. Jennings (1968). 
Accelograms were generated to represent a variety of different earthquakes with magnitudes 
ranging from 5 to 8 through defining accelograms through sections of random processes. The next 
significant effort came from Hartzell (1978) which utilized aftershocks from large earthquake 
events as Green’s functions. Boore (1983) proposed a simulation methodology that incorporates 
stochastic representations of source and path effects and Zeng (1994) proposed a fully 
deterministic method for simulation. Recent simulation methodologies that are being developed 
are either stochastic, deterministic or hybrid methodologies. There are several advantages and 
disadvantages of both stochastic and deterministic methods. For instance, stochastic methods are 
limited in lower frequency ranges and therefore, in these ranges deterministic approaches are 
favored. Deterministic methods, on the other hand, are said not to have enough complexity in 
higher frequency ranges to be accurate representations of recoded, or real, ground motions 
(Motazedian & Atkinson, 2005). The remainder of this section will detail the different simulation 
methodologies that are considered in this study. 
1. Stochastic Finite-Fault (EXSIM) 
The Stochastic Finite-Fault (EXSIM) method was developed by Motazedian and Atkinson 
(2005) and utilizes dynamic corner frequency as a function of time and finite fault modeling 
of earthquake ground motions to provide a novel simulation methodology. Finite fault 
methodology corresponds to the division of a large fault into a certain number of subunits, with 
each subunit representing a point source. The ground motions from each subunit are summed 
and the ground motion along the entire fault is determined. This method is completely 
stochastic for all frequency ranges and does not incorporate deterministic elements. 
2. Graves and Pitarka (GP) 
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The GP (Graves & Pitarka, 2014) simulation methodology is a hybrid approach which 
combines deterministic methods in the low frequency range and stochastic methods in the high 
frequency range. A single time history is produced from these two separate methods. This 
approach offers advantages over other hybrid simulation methodologies with the use of 
frequency-dependent non-linear site amplification factors. Overall this method reduces 
numerical computational requirements and increases the ability to incorporate site specific 
geologic information into the model.  
3. Irikura Recipe 
Irikura and Miyake (2011) developed a stochastic simulation methodology that is based on 
characterizing a source model for future earthquakes. This work identifies areas that correlate 
most with strong ground motions as asperities, which are defined as regions with large slip 
relative to the average slip of the entire rupture area. The validity of this method is tested by 
comparing recorded ground motions with ground motions simulated via IR.  
4. Song  
Song and Somerville (2010) develop a physics-based ground motion simulation methodology 
that is used to represent the physics involved in earthquake rupture processes. Geostatistics is 
implemented in order to develop the earthquake rupture process and to develop a source 
modeling tool to predict future earthquake events. The efficiency and accuracy of this method 
is tested using simulated and real rupture models to show that a large amount of the rupture 
process can be represented through this method.    
1.2.3 Ground Motion Simulation Validation Efforts   
 
Several GM simulation validation efforts have been spearheaded by the Southern 
California Earthquake Center (SCEC) and focus on verification via the utilization of the 
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Broadband Platform (BBP) (Dreger and Jordan, 2015). Several studies compare median spectral 
acceleration (Sa) values from different simulation methodologies with historical records and with 
values obtained from empirical ground motion prediction equations (Atkinson and Assatourians, 
2015; Crempien and Archuleta, 2015; Graves and Pitarka, 2015; Olsen and Takedatsu, 2015; Star 
and Stewart, 2015). Along with Sa, other intensity measures (IMs) have also been used for the 
validation of simulated GMs (Burks and Baker, 2015; Razaein et al., 2015). Furthermore, studies 
have been conducted to propose a goodness-of-fit metric that measures the similarity between 
recorded and simulated GMs (Olsen and Mayhew, 2010).  
As the utilization of simulated GMs increases in both the scientific and engineering 
communities, there is a growing need to validate these GMs using a comprehensive set of IMs that 
are able to represent both the structures in consideration as well as the waveform of the ground 
motion at the structural response level. This study builds upon the established aforementioned 
methods of GM simulation validation. Key engineering demand parameters (EDPs) of different 
types of structures (i.e., bridge, buildings) via NLDA when subjected to bidirectional recorded and 
simulated GM components are determined. Through this analysis, a set of diverse IMs (i.e. 
structure-dependent, structure-independent) are tested to statistically determine the most 
significant proxies in predicting key EDPs of recorded motions which are then compared to GMs 
simulated from several simulation methodologies. Furthermore, as vertical components of 
simulated GMs have rarely been validated in previous studies (Bradley et al., 2017), this study 
utilizes both vertical and horizontal GM components in the validation methodology presented.  
This study not only compares parameters related to Sa as proxies for validation with values 
from simulated, recorded and empirically predicted GMs, but also parameters of GMs that have 
physical meanings and that are not structure-dependent. Four parameters, detailed by Razaeian and 
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Der Kiureghian (2010), that contribute to describing the time modulation and evolutionary 
frequency content of nonstationary GM models are considered as proxies along with Sa. These 
four parameters—Arias intensity (Ia), effective duration of the motion (D5-95), filter frequency 
(ωmid) at the time in which 45% of Ia is reached and the rate of change of the filter frequency with 
time (ω’)—have been proposed as validation metrics and proven to define ground motion 
waveforms, but have not been tested for significance in predicting the response of structures, which 
is a key element in seismic performance assessment methodology (Rezaeian et al, 2015).  
The aim of this study is to validate simulated ground motion methodologies using a vector 
of intensity measures that are able to describe different elements of seismic performance, including 
waveform parameters and structure-dependent parameters. This is accomplished through a step by 
step procedural analysis that validates simulated ground motions at the seismic performance level, 
titled Vector Based Intensity-measure Method (VBIM) where significant intensity measures are 
used to predict future estimates of response. Multiple regression analyses are carried out to 
statistically determine which parameters contribute to predicting response of structures subject to 
1994 Mw 6.7 Northridge recorded earthquake and its simulated counterparts considering four 
simulation methodologies available via Southern California Earthquake Center (SCEC) 
Broadband Platform (BBP): 1) stochastic finite-fault (EXSIM) (Motazedian and Atkinson, 2005; 
Atkinson et al., 2009; Boore, 2009), 2) hybrid simulations by Graves and Pitarka (GP) (Graves 
and Pitarka, 2014), 3) Irikura recipe (IR) (Irikura and Miyake, 2011), and 4) Song (Song & 
Somerville, 2010).  
1.2.3 Metrics Used to Validate Simulated Ground Motions   
One challenging aspect of validating simulated ground motions is choosing a metric that is 
able to accurately define ground motion waveforms and that is easily interpretable to multiple 
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stakeholders. A study conducted by Rezaeian et al (2015) highlights several advantages in 
choosing metrics for the validation of simulated ground motions that are able to capture the entire 
evolution of ground motion intensity and frequency content, as opposed to intensity measures that 
only define specific points in the waveform. One such advantage is that by capturing the entire 
evolution of intensity and frequency in these metrics, structural response is expected to also be 
accurately characterized. As this study focuses on validating simulated ground motions at the 
structural response level, four metrics that were previously studied by Rezaeian et al (2015) are 
used for validation. We consider two intensity based metrics, Arias intensity (Ia) and significant 
duration of motion (D5-95%), and two frequency based metrics, predominant frequency at mid-
duration (ωmid) and slope of predominant frequency at mid duration (ω’). Both Ia and D5-95% are 
representative of energy accumulation and have been shown to affect the response of structural 
systems (Dashti et al, 2010; Ghayoomi and Dashti, 2014). Therefore, it is worthwhile to investigate 
how these metrics affect the response of structures subject to not only historical earthquakes but 
their simulated counterparts as well. In addition to these waveform parameters, spectral 
acceleration (Sa) is used as an additional metric to show similarities in the response of structures 
subject to recorded and simulated ground motions. Sa has been used in several other validation 
efforts, mentioned previously, and therefore is included in this study as it has been proven to be a 
useful metric for ground motion simulation validation.  
1.3 HYPOTHESES AND RESEARCH PLAN   
 
In this dissertation I hypothesize that simulated ground motions can be accurate 
representations of recorded ground motions if certain significant intensity measures are accurately 
incorporated into the simulation methodology. Furthermore, I hypothesize that, if this 
incorporation is successfully accomplished, then structural response and loss during for a structure 
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designed based on simulated ground motions will be within a reasonable margin of error of 
structural response and loss during for a structure designed based on recorded ground motions. 
With this ultimate goal, the objectives of this research are as follows: 
1. Identify intensity measures (both waveform-dependent and structure-dependent) that 
are significant in predicting the response of structures subject to recorded ground 
motions 
2. Statistically compare the models that are developed for the prediction of structural 
response based on significant intensity measures for simulated and recorded 
earthquakes 
3. Provide a means to measure how differences in significant intensity measures between 
simulated and recorded ground motions correspond to differences in response of 
structures subject to simulated versus recorded ground motions  
4. Extend this measure to understand how differences in significant intensity measures 
between simulated and recorded ground motions correspond to differences in loss of 
structures subject to simulated versus recorded ground motions  
Objectives 1 through 3 are accomplished within the scope of this dissertation and will be 
detailed through the remaining chapters. Further research is required to complete task 4, but the 
work will still be addressed here as it is the next step that in this process and will contribute to a 
more holistic outlook on the validation of simulated ground motions at multiple levels of seismic 
performance assessment.  
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CHAPTER 2: CHARACTERIZING DEPENDENCE OF ENGINEERING 
DEMAND PARAMETERS USED IN SEISMIC LOSS ESTIMATION 
USING STATISTICAL METHODS 
2.1 INTRODUCTION 
 
Two novel statistical approaches for modeling the dependence structure of engineering 
demand parameters (EDPs) that are used in seismic performance assessment procedures is 
proposed and evaluated against recommendations provided by FEMA P-58 (2015). These current 
provisions outlined by FEMA P-58 (2015) utilize Monte Carlo simulation is to generate 
realizations of engineering demand parameters. EDPs are simulated by first taking the log of the 
original data and then calculating the mean of each random variable and the covariance matrix of 
the logged data. Next, standard normal random numbers are generated and are combined with the 
covariance matrix of the data to generate a certain number of realizations. In the last step, the 
means of each random variable are added to the simulated data.  
The required assumption in this procedure is that the natural logs of EDPs follow a joint 
normal distribution because normally distributed random numbers are generated and used for this 
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simulation procedure. Furthermore, Cholesky decomposition (CD) is used; according to Straka et 
al (2013) for random variables with correlated elements, eigenvalue decomposition (ED) is the 
preferred method for matrix decomposition.  
The first proposed approaches utilizes copula theory, a statistical tool that is used in many 
applications. For example, copulas are used in the field of business and financial risk management 
to measure risk across a diverse range of areas in finance (Habiboellah, 2007). Using copula theory 
in this research was chosen as it poses several advantages to traditional approaches used to generate 
engineering demand parameters. These advantages include: 1) engineering demand parameters can 
all have different marginal distributions, 2) no assumption is required for the joint distribution of 
the variables, 3) there are several widely available copula families (i.e. distributions) to choose 
from that represent the link between the variables which make copulas applicable to a wide variety 
of problems.  
The copula distribution represents a link between marginal distributions of variables and 
the dependencies of these variables that make up the joint distribution (Nelson, 1999). Using a 
copula distribution allows for the simulation of random variables that may each follow a different 
marginal distribution. Aslani and Miranda (2005) found that PFA and IDR are marginally 
lognormally distributed; therefore, PFA and IDR are simulated using a copula distribution and 
lognormally distributed marginal distributions. Furthermore, when using a copula distribution, 
rank correlation is used as opposed to linear correlation. A rank correlation is required when 
dealing with copulas because it measures the association based on the copula and not the marginal 
distributions of the variables (Nelson, 1999). Linear correlation measures the linear relationship 
between variables based on the marginal distribution and is not preserved by the copula. This 
means that two correlated variables that have the same copula can have different correlations; in 
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contrast, rank correlations are preserved. Kendall’s tau, a rank correlation measure, is used in this 
study. R statistical analysis software (R Core Team, 2013) and MATLAB (MATLAB, 2016) are 
used to simulate EDPs using the copula distribution. MATLAB is used to generate random values 
for the copula distribution which links the marginal distributions with the joint distribution of the 
EDPs using the rank correlation of the variables. The inverse transform sampling method is used 
to generate random numbers following the same distribution as the input data using the inverse 
cumulative distribution function (CDF). Inverse transform sampling simulates random numbers 
with the same distribution as the input data by obtaining the probability distribution functions 
(PDFs) of the random variables and creating a CDF from this PDF (a Riemann sum can be used 
to accomplish this) and inverting this CDF (Devroye, 1986). An arbitrary value, e, can be chosen 
with a uniform distribution and the inverted value of this is equal to y; invCDF(e)=y. This value 
of y is our desired random number from our original random variable with the desired PDF. A 
kernel smoothing function is used to estimate the inverse CDF for each random variable. 
Therefore, a copula can be used to represent the link between the marginal distributions of EDPs, 
which were confirmed by Aslani and Miranda (2005) to be lognormal, and the joint distribution 
of the variables.  
 Along with copula theory, factor analysis is applied to the generation of realizations of 
EDPs. Factor analysis is a dimension reduction tool where the first principal component is the 
dimension that is able to explain the most variation within the data, and with each successive 
component explaining less variation. Factor analysis takes n observed data points on a vector x of 
p random variables and is able to reduce the dimension of the dataset from the original p to a new, 
usually much smaller number, q linear combinations, called factors. These linear combinations are 
in the form a1’x, a2’x…,aq’x, where a1, a2, …, aq are the eigenvectors of the covariance matrix of the 
24 
 
data that correspond to the q largest eigenvalues (Jolliffe, 2011). One of the main advantages of 
using factor analysis as a statistical tool for generating realizations of EDPs is its usefulness in 
reducing the number of variables to a much smaller number, namely components. This is 
especially useful for tall buildings (considering PFA and IDR, a 20-story building would have 41 
EDPs). Furthermore, factor analysis simulates the dependence structure of EDPs using Eigen 
decomposition as opposed to Cholesky decomposition, which is currently implemented in FEMA 
P-58 methodology. Cholesky decomposition is the preferred matrix decomposition for 
uncorrelated random variables but studies show that for correlated random variables, Eigen 
decomposition provides more accurate estimates of mean and covariance structure for simulations 
(Straka et al, 2013). Therefore, factor analysis may be able to provide more accurate realizations 
of EDPs compared with other methods. Unlike copula theory and FEMA P-58 recommended 
approach for the simulation of EPDs, factor analysis has certain restrictions that may make it less 
favorable for the process of nonlinear response history analysis in seismic performance 
assessment. One particular drawback is that recommendations for using factor analysis strongly 
suggest the use of a full rank covariance matrix for the data. This means that the number of EDP 
variables should not exceed the number of actual data points available. Nonetheless, factor analysis 
is studied here for the main goal of providing a comparison of how EDP realizations generated 
with full rank covariance matrices compare to EDP realizations when we have more variables that 
actual data inputs. 
2.2 DESCRIPTION OF CASE STUDY STRUCTURES AND GROUND MOTION 
SELECTION 
 
Four special steel moment resisting frames (SMRFs) are utilized as case study structures 
which include 2-, 4-, 8- and 12- story buildings with corresponding first-mode building periods of 
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0.92, 1.61, 2.28 and 3.10 seconds, respectively. These buildings are designed based on ASCE/SEI 
7-02 (ASCE, 2005) and ANSI/AISC 341-05 (AISC, 2005) for a site in downtown Los Angeles, 
California with typical soil site class D. Plan and elevation views of the buildings are shown in 
Figure 1. Static pushover curves, shown in Figure 2, are generated for the buildings to show the 
general load-deflection relationship.  
Ground motion selection and scaling (GMSM) is done for a total of 200 ground motions 
per case study building based on the Conditional Mean Spectrum (CMS) method (Baker, 2010). 
Disaggregation for all buildings is accomplished using Open Source Seismic Hazard Analysis 
(Field et al, 2005). GMSM is performed for design basis earthquake (DBE) level ground motions 
considering 10% probability of exceedance in 50 years and 50% probability of exceedance in 50 
years. The ground motions are selected from the Next Generation of Attenuation Relationships 
(PEER-NGA) database, which does not include records of event foreshocks or aftershocks. 100 
ground motions per hazard level (100 for 10% in 50 years and 100 for 50% in 50 years) per building 
are selected and scaled to match the target conditional mean spectra for the location of the buildings 
(all buildings are modeled at the same location).  
Through nonlinear dynamic analyses (NLDA), engineering demand parameters (EDPs) of 
peak floor acceleration (PFA) and maximum inter-story drift ratio (IDR) at all story levels are 
obtained.  The EDPs generated corresponding to these 100 selected and scaled ground motions per 
hazard level per case study structure are referred to as population EDPs, as they are directly 
generated via NLDA and no simulations based on assumptions of EDP dependence are conducted. 
These EDP populations are used as the baselines for comparisons with the EDPs generated under 
copula and joint lognormal distribution assumptions.  
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Label Size Label Size
SMF BM1 W21x57 SMF C1 W24x31
SMF BM2 W21x73 SMF C2 W24x62
SMF BM3 W16x31 SMF C3 W24x33
SMF BM4 W30x132 SMF C4 W24x103
SMF BM5 W21x68 SMF C8 W24x84
SMF BM6 W24x84 SMF C9 W24x146
SMF BM7 W27x94 SMF C10 W24x162
SMF BM8 W30x116 SMF C11 W24x207
SMF BM9 W30x108
Beam Column
SMRF Beam and Column Schedule
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Figure 2.1: Plan and elevation views for 4- and 8-story case study buildings 
 
Figure 2.2: Static pushover curves for 4- and 8-story SMRF case study buildings 
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The first part of this study requires the selection of ground motions to be used for the 
seismic performance assessment of the structures. Ground Motion Selection and Modification 
(GMSM) is performed as per Jayaram and Baker’s (2011) study which provides an algorithm for 
matching target mean spectrums of ground motion records. This GMSM method is incorporates 
the variance of the target response spectrum in a computationally efficient and theoretically sound 
manner, which few other methods do. Multiple response spectra are generated from the target 
distribution and the individual ground motions are selected with spectras that match the target 
spectrum. FEMA P-58 Volume 1 (2015) recommends the use of 7 to 11 analyses, or ground 
motions, to obtain valid estimates of median response. More analyses are recommended when the 
geomean spectral shape of scaled motions does not accurately match the shape of the target 
spectrum. It is suggested that 11 analyses be used for ground motions that are selected with no 
consideration to the spectral shape (Huang et al, 2011). There is little reasoning provided as to why 
11 ground motions are sufficient in producing unbiased estimates of median structural response so 
for this study 100 ground motions are selected and modified in order to provide a wide range of 
possible ground motions and resulting EDPs from these 100 ground motions. These 100 ground 
motions are utilized as the population ground motions, or in other words as all of the possible 
scenarios of ground motions that could hit the buildings. From this considered population of 100 
ground motions, a number of samples are selected for analyses to understand how EDPs generated 
using FEMA recommendations, copula theory, and factor analysis differ. Two hazard levels are 
considered: 10% exceedance in 50 years and 50% exceedance in 50 years. Therefore, for each 
hazard level, 100 ground motions were selected and modified providing two separate ground 
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motion populations based on hazard level. Every analysis detailed herein for this section is done 
for both hazard levels and compared.  
 From the selected and modified population of 100 ground motions, 11 ground motions are 
randomly selected and values of PFA and IDR are generated via nonlinear response history 
analysis for both the 4- and 8-story building. The reasoning behind choosing 11 ground motions 
is because of the FEMA P-58 recommendation that state 7-11 ground motions are sufficient for 
determining the EDPs used in seismic performance assessment. The higher number from this range 
was used to select the sample ground motions. After the random selection of the 11 ground 
motions, these ground motions were subject to the two buildings and via nonlinear response history 
analysis, values of PFA and IDR were determined. All building design and analyses including the 
generation of these EDPs were conducted using the Open System for Earthquake Engineering 
Simulation (OpenSees) software (http://opensees.berkeley.edu/).  
2.3 PERFORMANCE BASED SEISMIC DESIGN METHODOLOGY 
 
The accurate assessment of loss is essential in minimizing earthquake associated risks. The 
performance based seismic design (PBSD) approach aims to accurately assess loss through the 
design of structures that meet seismic performance objectives, which can be classified in terms of 
dollars, death, or downtime. In PBSD, successive numerical integrations of conditional 
probabilities in terms of site hazard, structural response, damage response, and loss response are 
combined where uncertainties are propagated in each step.  
There are three main components in PBSD: 1) ground motion hazard estimation, 2) 
structural response estimation, and 3) damage and loss estimation. In order to convey the results 
of PBSD to stakeholders, building performance is often measured through economic losses 
incurred due to damage. In 2001, several organizations realized the great potential benefits of 
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performance based seismic design (PBSD) research and implementation in the field of earthquake 
engineering—including the Federal Emergency Management Agency (FEMA), the Pacific 
Earthquake Engineering Research Center (PEER, a National Science Research Center) and the 
Applied Technology Council (ATC). In the same year, ATC began working with FEMA to 
develop Next-Generation Performance-Based Seismic Design Guidelines for New and Existing 
Building, which are under ATC-58/ATC-58-1.  In 2012, FEMA P-58—Seismic Performance 
Assessment of Buildings, Methodology, and Implementation—was developed which consists of a 
series of volumes with detailed recommendations and guidelines regarding seismic performance 
assessment via PBSD. Also included in this effort is Performance Assessment Calculation Tool 
(PACT), which is software that practically implements the methodology, outlined in FEMA P-58 
(2015). Baker et al (2016) utilize the 2010-2011 Canterbury earthquake sequence and resulting 
extensive data sets of structural damage to present and evaluate FEMA P-58 (2015) guidelines. 
Although an extensive analysis of results is not provided, there are noted differences between 
results from FEMA P-58 and from the actual loss incurred to the structural systems during the 
Canterbury earthquake.  
 In PBSA outlined by FEMA P-58 (2015), a joint lognormal distribution is used to 
represent the dependence structure of EDPs used for the quantification of damage and loss due to 
an earthquake.  Several studies (Shome and Cornell, 1999; Song and Ellingwood, 1999; Shinozuka 
et al, 2000; Sasani and Kiureghian, 2001; Miranda and Aslani, 2003, Aslani and Miranda, 2005) 
assume that fitting a lognormal distribution to individual EDPs is statistically acceptable in most 
cases, but do not test or address if the collection of EDPs’ (EDP vector) true distribution is jointly 
lognormal. Peak floor acceleration (PFA) and maximum interstory drift ratio (maxIDR) are 
commonly used in PBSD, as they are representative of acceleration sensitive and drift sensitive 
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components, respectively, and therefore provide a complete overview of building response. Aslani 
and Miranda (2005) found that peak floor acceleration (PFA) did not fit a lognormal distribution 
as well as other EDPs but was still within an acceptable range when collapse cases were removed. 
The quantification of earthquake induced damage and subsequent loss is highly influenced by the 
computation and modelling of EDPs. Goda (2010) studied modeling of two demand parameters, 
namely maximum interstory drift ratio (MaxIDR) and residual interstory drift ratio (ResIDR), 
through single degree of freedom structures. Goda and Tesfamariam (2015) investigated the joint 
probabilistic modeling of multiple EDPs using copulas, specifically for MaxIDR and ResIDR, and 
developed a multivariate seismic demand model that relates economic loss from earthquakes with 
specific cases including non-collapse, collapse, and demolition.  
Seismic performance assessment methodology, in general, relies heavily on the proper 
statistical representation of engineering demand parameters (EDPs), however, current design 
guidelines assume that all EDPs have the same statistical dependence structure, i.e. a joint 
lognormal distribution is assumed. This assumption is restrictive and may lead to inefficiencies in 
the estimation of seismic losses in building structures. This study investigates the differences in 
earthquake loss between generating realizations of peak floor acceleration (PFA) and maximum 
interstory drift ratio (MaxIDR) using copulas to represent dependence and assuming a joint 
lognormal distribution. These two EDPs are chosen because of their respective influence on 
acceleration and drift, therefore encompassing a demand vector capable of presenting a holistic 
overview of response. Furthermore, a Kolmogorov-Smirnov test is conducted to determine the 
optimal number of initial ground motions required for accurate assessments of response when 
EDPs are generated using copulas and also assuming a joint lognormal distribution. Copulas have 
been used in a wide variety of applications, especially in the field of financial risk management to 
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measure risk across a diverse range of areas in finance (Habiboellah, 2007), as they provide a 
convenient way to model the dependence between multi-variate data (Goda and Tesfamariam, 
2015; Genest and Favre, 2007). Both of these methods for generating demand realizations are 
generating seismic loss are applied to 4 story special steel moment resisting frame buildings 
located in Los Angeles, California, a high seismicity region with expected earthquake risk of 
hundreds of millions of dollars per year (Olshanksky and Yueming, 2001). The contributions of 
this study are (1) the application and assessment of two separate methodologies for modeling the 
dependence between multivariate data (i.e. copulas and joint lognormal distribution) for generating 
values of economic loss in buildings due to earthquakes, and (2) recommendations regarding the 
number of ground motions required in seismic response assessment calculations to produce 
accurate measures of building response. 
The performance based earthquake engineering (PBEE) methodology is used to 
probabilistically assess the vulnerability of structural systems during a seismic event. PBEE allows 
for multiple stakeholders—including engineering designers, developers, and building owners—to 
come together and decide what level of building performance they are interested in, with of course 
still meeting typical building code standards. The typical methodology of PBSD includes hazard 
analysis, structural analysis and damage-loss analysis. In the structural analysis portion, several 
realizations of demand parameters are generated based on a smaller number of initial inputs. In 
mathematical terms, performance based earthquake engineering methods can be represented in the 
form of a triple integral that is based on the total probability theorem (Moehle and Deierlein, 2004): 
                         𝑣(𝐷𝑉) = ∫ ∫ ∫ 𝐺⟨𝐷𝑉|𝐷𝑀⟩|𝑑𝐺⟨𝐷𝑀|𝐸𝐷𝑃⟩|𝑑𝐺⟨𝐸𝐷𝑃|𝐼𝑀⟩|𝑑𝜆(𝐼𝑀)                 (2-1) 
where IM is the intensity measure determined from hazard analysis, EDP is the engineering 
demand parameter obtained through structural analysis, DM corresponds to the damage measure 
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from damage analysis, DV is the decision variable from the loss analysis, and λ(IM) is the mean 
annual rate of exceedance from probabilistic seismic hazard analysis procedures. This 
mathematical representation is complex and encompasses several layers of variability. In this 
study, we explore the variability that exists directly after the structural analysis, in the processes 
that can be used to generate realizations of EDPs, and also the variability in loss that exists based 
on these processes. Spectral acceleration at the fundamental period of vibration is used as a single 
variable IM, while PFA and MaxIDR are used as the multi-variate EDPs.  
As outlined by FEMA P-58 (2015), simulated demand sets are determined through Monte 
Carlo procedure, which is used to generate a large number of demands from a small number of 
analyses by assuming that EDPs follow a joint lognormal distribution. The general procedure is to 
obtain the demand matrix, determine the median values for each parameter and a covariance 
matrix, and then simulate a large number of demand vectors mathematically using a random 
number selection process and the median and covariance matrices. The required number of 
analyses depends on many factors, but 11 analyses are mentioned in FEMAP-58 as an appropriate 
number. Yang (Yang et al, 2006; Yang et al, 2009) developed the algorithm used to generate the 
simulated demands (ATC, 2015). The peak absolute value of each EDP is assembled into a 1xn 
vector. A joint lognormal distribution can be fully explained using the mean and covariance of the 
parameters, which are used in this analysis method. Cholesky decomposition is used as the matrix 
decomposition procedure. Equations (2-2) and (2-3) are used to simulate EDPs according to 
FEMA recommendations where Z is the vector of natural log demand parameters, L represents the 
eigenvectors of the covariance demand matrix, D represents the eigenvalues of the covariance 
matrix and U is a matrix of uncorrelated standard normal variables with a mean of 0 and a 
covariance matrix which is the identity matrix.  
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                                                                    𝑍 = 𝜆𝑈 + 𝜇            (2-2) 
                                                                       𝜆 = 𝐿𝐷                                                      (2-3) 
2.4 PROPOSED STATISTICAL METHODS FOR MODELING DEPENDENCE OF EDPS 
2.4.1 Modeling dependence using copulas  
 
 Copulas are mathematical tools that are able to capture the dependence structure of 
multivariate data. They have several applications and have been widely applied in the fields of 
finance, insurance, reliability theory, and more recently, in the field of hydrology (Jaworski et al, 
2009; Genst and Favre, 2007).  
Consider random variables 𝑋 and 𝑌 whose distribution functions are 𝐹(𝑥) = 𝑃[𝑋 ≤ 𝑥]and, 
𝐺(𝑥) = 𝑃[𝑌 ≤ 𝑦], respectively. The joint distribution of 𝑋 and 𝑌 is therefore 𝐻(𝑥, 𝑦) =
[𝑋 < 𝑥, 𝑌 < 𝑦]. For all real numbers (𝑥, 𝑦) we now have three other numbers that can be 
associated: 𝐹(𝑥), 𝐺(𝑦), and 𝐻(𝑥, 𝑦), with all of these numbers lying in the interval 
[0,1]. Therefore, each ordered pair (𝐹(𝑥), 𝐺(𝑦)) corresponds to a number for the joint distribution 
𝐻(𝑥, 𝑦) that lies within [0,1] and that this link between the ordered pair and the joint distribution 
is called a copula (Nelsen, 2007) and according to Sklar’s theorem (Sklar, 1973), this copula is 
represented by C in (2-4).   
               𝐻(𝑥, 𝑦) = 𝐶(𝐹(𝑥), 𝐺(𝑦))                                                (2-4)  
Using Sklar’s theorem, the joint distribution can be modelled using the marginal distributions of 
the random variables and the copula, without having any information regarding the joint 
distribution of the variables. This allows for greater flexibility when modeling the dependence 
structure of random multivariate data. For the dependence structure of X and Y, an empirical 
copula is used, represented by (2-5) where 𝑅𝑖 and 𝑆𝑖 are the rank of 𝑋𝑖 and 𝑌𝑖 in ascending order, 
respectively and 𝑢 and 𝑣 represent 𝐹(𝑥) and 𝐹(𝑦), respectively (Genest and Favre, 2007).  
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                                                             𝐶𝑛(𝑢, 𝑣) =
1
𝑛
∑ 1 (
𝑅𝑖
𝑛+1
≤ 𝑢,
𝑆𝑖
𝑛+1
≤ 𝑣)𝑛𝑖=1                              (2-5)  
One of the main difficulties in using copulas to model the dependence structure of variables is 
choosing the parametric family or distribution of the copula that best represents the link between 
the data. A Gaussian copula is used in this study as it is not only a common choice for multivariate 
data but also because previous literature has shown that a Gaussian copula is able to capture 
characteristics of the dependence structure of select maximum interstory drift ratio and peak floor 
acceleration well (Goda and Tesfamariam, 2015).  
 
2.4.2 Modeling dependence using factor analysis 
 
Factor Analysis is a statistical procedure that can be used to detect interrelationships 
between variables. This procedure has a number of applications that revolve around data reduction 
and identifying links among different factors used to assess data. The data is effectively reduced 
by determining a smaller number of unobserved factors from a larger number of variables. The 
two assumptions of factor analysis are that the error terms are independent of each other and the 
factors are independent of each other. Factor Analysis therefore aims to explain correlations among 
a large number of observed variables by describing these variables with a smaller number of 
unobserved ‘factors’.  
2.5 EVALUATION OF ENGINEERING DEMAND PARAMETER DISTRIBUTION  
 
Assuming lognormality of EDPs is common in performance based earthquake engineering 
research. This assumption is tested through the use of three statistical tests that assess the normality 
of variables. To use these tests, the log of the data was tested for normality. If data has a 
multivariate normal distribution then each of the variables has a univariate normal distribution, but 
the opposite does not have to be true (MVN, 2015).  For this reason, it is not enough to perform a 
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simple distribution check on each individual variable because we are interested in the joint 
distribution. Although this is the case, individual distribution checks were performed first to check 
whether each individual does follow a lognormal distribution.   
A test of skewness was done for the individual distribution check which proved the 
distributions of individual variables to possess a lognormal distribution. After this simple test of 
skewness was complete, an in depth analysis was conducted to assess multivariate normality using 
a series of three statistical tests: Mardia’s, Henze-Zirkler’s, and Royston’s tests. 
Mardia’s test is a popular method for determining multivariate skewness and kurtosis. The 
skewness (𝛾1,𝑝) and kurtosis (𝛾2,𝑝)  are measured by (2-6) and (2-7) where 𝑚𝑖𝑗 = (𝑥𝑖 −
?̅?)′𝑆−1(𝑥𝑗 − ?̅?), the squared Mahalanobis distance, and p is the number of variables.  
 𝛾1,𝑝 =
1
𝑛2
∑ ∑ 𝑚𝑖𝑗
3𝑛
𝑗=1
𝑛
𝑖=1                        (2-6) 
                               𝛾2,𝑝 =
1
𝑛
∑ 𝑚𝑖𝑖
2𝑛
𝑖=1           (2-7) 
The Henze-Zirkler test is based on the measured the distance between two distribution functions. 
The test statistic obtained is lognormally distributed if the data is normal. For the estimation of the 
p-value, the mean and variance are log-normalized. (MVN, 2015) The Henze-Zirkler test statistic 
is presented in (2-8) where p represents the number of variables. 𝛽 is a function of the number of 
variables, and Di and Dij are the squared Mahalanobis distance of the ith observation to the centroid 
and the ith and jth observations, respectively.  
        𝐻𝑍 =
1
𝑛
∑ ∑ 𝑒−
𝛽2
2
𝐷𝑖𝑗 − 2(1 + 𝛽2)−
𝑝
2 ∑ 𝑒
−
𝛽2
2(1+𝛽2)
𝐷𝑖
+ 𝑛(1 + 2𝛽2)−
𝑝
2𝑛𝑖=1
𝑛
𝑗=1
𝑛
𝑖=1       (2-8) 
   𝛽 =
1
√2
(
𝑛(2𝑝+1)
4
)
1
𝑝+4
                    (2-9) 
          𝐷𝑖𝑗 = (𝑥𝑖 − 𝑥𝑗)
′𝑆−1
(𝑥𝑖 − 𝑥𝑗)       (2-10) 
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         𝐷𝑖 = (𝑥𝑖 − ?̅?)
′𝑆−1(𝑥𝑖 − ?̅?) = 𝑚𝑖𝑖                   (2-11)  
For normally distributed multivariate data, the HZ test statistic is log normally distributed and 
therefore represented by two parameters: mean and variance. Thus, this test statistic for 
multivariate normality is calculated with (2-12).  
             𝑧 =
log(𝐻𝑍)−log (𝜇)
log (𝜎)
                   (2-12) 
The last test used is Royston’s test which uses the Shapiro-Wilk/Shapiro-Francia statistic, 
calculated using (2-13) where e is the equivalent degrees of freedom (edf) and Φ(.) is the 
cumulative distribution function for standard normal distribution with  
𝐻 =
𝑒 ∑ 𝜓𝑗
𝑝
𝑗=1
𝑝
~𝑋𝑒
2        (2-13) 
                     𝑒 = 𝑝/[1 + (𝑝 − 1)𝑐̅                  (2-14) 
         𝜓𝑖𝑗 = { Φ
−1 [
Φ(−𝑍𝑗)
2
]}
2
, 𝑗 = 1,2, … , 𝑝        (2-15)  
where c is a parameter that must be calculate from the correlation between variables, shown below.  
  𝑐𝑖𝑗 = {
𝑔(𝑟𝑖𝑗 , 𝑛)     𝑖𝑓 𝑖 ≠ 𝑗
1                  𝑖𝑓 𝑖 = 𝑗
       (2-16) 
  𝑔(𝑟, 𝑛) = 𝑟𝜆[1 −
𝜇
𝜈
(1 − 𝑟)𝜇      (2-17) 
The parameters μ, ν ,λ are estimated with μ=0.715 , λ=5 and (2-18) and (2-19) to calculate ν.  
    𝑣(𝑛) = 0.21364 + 0.015124𝑥2 − 0.0018034𝑥3     (2-18) 
      𝑥 = log (𝑛)            (2-19) 
Since there are three tests used here to confirm or deny multivariate normality, a Q-Q 
(quantile-quantile) plot is used to assist with any inconsistent results between the three tests. The 
Q-Q plot, is a commonly used graphical representation of the agreement between probability 
distributions. The Mahalanobis distance is a representation of the distance between a point and a 
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distribution. It is a multi-dimensional measure of how many standard deviations the point is from 
the mean of the distribution. One axis, the distance, represents theoretical (hypothesized) quantiles 
while the other axis represents the observed quantiles. The more of a fit there is between actual 
data and the assumed distribution, the better the points and the line will match. Figure 2.3 shows 
a Q-Q plot for generated multivariate normal data. As can be seen, the points closely match the 
line of best fit, indicating a multivariate normal distribution which we know to be true in this case.  
 
Figure 2.3: Normal Q-Q Plot 
The Q-Q plots corresponding to each building for each hazard level are shown below. A 
large amount of deviation between the observed and expected data for the majority of cases 
considered, which suggests that the data is not normally distributed. For all three tests, the p values 
were significantly below 0.05, indicating no sign of multivariate normality. Two cases, the 4-story  
and 8-story building data for 50% in 50 years hazard, had a p-values of 0.05 and 0.08, respectively, 
for Royston’s test. For the majority of cases, the variables do not appear to be jointly lognormal. 
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The following subsections display the detailed results from these multivariate normality tests for 
each case study building and hazard level considered.  
2.5.1 4-story structure, 2% in 50 years hazard 
 
For the 4-story building considering 2% in 50 years hazard, the Q-Q plot, presented in 
Figure 2.4, shows the deviation from multivariate normality of the data, especially at larger values 
of squared Mahalanobis distance. Detailed output results for each multivariate normality test (from 
R statistical analysis software) are provided in Appendix A. For all three tests, the p-values 
corresponding to the test statistics are significantly below 0.05, the chosen significance level, and 
therefore multivariate normality cannot be characteristic of the data.  
 
 
Figure 2.4: Q-Q plot for 4-story building considering 2% in 50 years hazard 
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2.5.2 4-story structure, 10% in 50 years hazard 
The Q-Q plot for the 10% in 50 years hazard data (Figure 2.5) shows little variation 
between observed and expected data, especially compared to the 2% in 50 years data Q-Q plot. 
Similar to the 2% in 50 years data, all three multivariate normality tests for the 10% in 50 years 
hazard data is fail at 0.05 significance. All p-values, for all three tests, are far below the 
significance level, so even considering a stricter threshold (say alpha of 0.01), the data is still not 
considered to be multivariate normal.  
 
 
Figure 2.5: Q-Q plot for 4-story building considering 10% in 50 years hazard 
 
 
41 
 
2.5.2 4-story structure, 50% in 50 years hazard 
 
Figure 2.6: Q-Q plot for 4-story building considering 50% in 50 years hazard 
 
This 4-story 50% in 50 years hazard data shows the largest deviation between observed 
and expected data on the Q-Q plot (Figure 2.6) compared to the other two considered hazard levels 
however, when results of Royston’s multivariate normality test fail to reject that the data is 
multivariate normal. Royston’s test statistic is 0.0598 (see Appendix A) which is very slightly 
above the chosen significance level of 0.05. For the other two tests, the data is shown to not be 
multivariate normal, with p-values significantly below alpha. Although Royston’s test shows the 
data to be multivariate normal, considering the results from the other two tests and the shape of 
the Q-Q plot, the data is still deemed as not following multivariate normality. Therefore, it is 
argued that the 50% in 50 years hazard data for the 4-story building is not multivariate normal.  
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2.5.2 8-story structure, 2% in 50 years hazard 
 
Figure 2.7:  Q-Q plot for 8-story building considering 2% in 50 years hazard 
 
 
 The Q-Q plot for the EDP data of the 8-story structure considering 2% in 50 years hazard 
significantly deviates from the expected data in the Q-Q plot (Figure 2.7), which leads to a 
preliminary finding that the data is also, similar to the 4-story building at the 2% in 50 years hazard 
level, not multivariate normal. The three multivariate normality tests are used to further confirm 
or deny this result. For all three tests, the data is shown not to be multivariate normal. All of the 
test statistics correspond to p-values far below the chosen significance level of 0.05.  
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2.5.2 8-story structure, 10% in 50 years hazard 
 
Figure 2.8: Q-Q plot for 8-story building considering 10% in 50 years hazard 
 
The 8-story case study structure data for 10% in 50 years hazard also deviates from the 
expected values, which can be seen in Figure 2.8. For this plotted data, more deviation can be 
noticed along all values of distance (x-axis values) and all three multivariate normality tests fail to 
show that the data is multivariate normal.  
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2.5.2 8-story structure, 50% in 50 years hazard 
 
Figure 2.9: Quantile-quantile plot for 8-story building considering 50% in 50 years hazard 
 
 
The Q-Q plot for the 8-story structure data considering 50% in 50 years hazard is shown 
in Figure 2.9. A significant amount of deviation can be seen throughout the plot, which is slightly 
different than the previous data, specifically for the 2-story building 2% and 10% in 50 years 
hazard data. As building story increases and probability of exceedance increases, the less of a fit 
there is between the observed and expected data on the Q-Q plot. 
 Similar to the results of the 4-story building when considering 50% in 50 years hazard, 
Royston’s test concludes that the 8-story building 50% in 50 years hazard data is multivariate 
normal. The p-value for the 8-story building (0.08) is slightly higher than that of the 4-story 
building (0.06), but they are both very close to the chosen significance level of  0.05, which means 
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that they barely passed the threshold of significance. This test result is rejected when considering 
the other two tests and the chi-squared plot.  
From the above results it is determined that at a 5% significance level, EDPs, for both 
structures and at each considered hazard level, do not follow a joint lognormal distribution. Firstly, 
judging by the Q-Q plots that were presented, a large amount of deviation was present between 
the observed and expected data, suggesting that the data is not multivariate normal. Secondly, for 
all three tests and for the majority of cases presented, the p-values of the test statistics were 
significantly below alpha (0.05) which rejects the claim that the data is multivariate normal. Only 
two cases presented resulted in a p-value greater than alpha which was for Royston’s test statistics 
for both the 4- and 8- story building when considering the 50% in 50 years hazard data. The p-
value was on the border and barely passed at 0.05 significance for both cases. This result can be 
disregarded when looking at the results from the Q-Q plot, Mardia’s test and the Henze-Zirkler 
test which all showed that the data is not multivariate normal. The purpose of conducting three 
tests and confirming these results with the Q-Q plot is so that in times when one test suggests 
something different from another, the majority of test results can be used to draw the most accurate 
conclusion. Therefore, based on these three multivariate normal tests and the Q-Q plots, all of the 
considered data is argued to follow a multivariate distribution other than a lognormal distribution. 
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2.6 EDP SAMPLES GENERATED USING COPULAS AND JOINT LOGNORMAL 
DISTRIBUTION 
In order to investigate the accuracy of a EDPs generated using different numbers of initial data 
points, random samples with 5, 11, 15, 25, 50 and 100 initial data points, sampled from the 
population EDPs, are used to obtain 100 realizations of EDPs per analysis. For example, 5 rows 
of EDPs are randomly sampled from the population of 100 EDPs and used to generate 100 copula 
EDPs and 100 joint lognormal EDPs, which is done 10 times per initial sample size (5, 11, 15 ,25, 
100), per case study SMRF (2-, 4-, 8-, 12- story), per hazard level (10% and 50% in 50 years). A 
Kolmogorov-Smirnov (KS) goodness of fit test is used to measure the equality of the sample 
distributions with the populations they are drawn from. A KS test is chosen as it is a nonparametric 
test that does not require the sample or population to be from a standard distribution, unlike other 
commonly use hypothesis tests such as Student’s t-test. The KS statistic measures the greatest 
distance between two empirical distribution functions and is calculated by Equation (2-20) where 
𝐷𝑚𝑛 is the KS test statistic, 
𝑠𝑢𝑝
𝑥
 denotes the supremum, 𝐹𝑚(𝐸𝐷𝑃𝑖 ) is the cumulative distribution 
function of each population 𝐸𝐷𝑃𝑖, and 𝐺𝑛(𝐸𝐷𝑃𝑖 ) is the cumulative distribution function for each 
sample 𝐸𝐷𝑃𝑖.  
                                                     𝐷𝑚𝑛 =
𝑠𝑢𝑝
𝐸𝐷𝑃𝑖
|𝐹𝑚(𝐸𝐷𝑃𝑖) − 𝐺𝑛(𝐸𝐷𝑃𝑖)|                                (2-20)  
 The null hypothesis, 𝐻0, states that the sample data follows the same distribution as the 
population while the alternative hypothesis, 𝐻𝑎 , states that the sample data does not follow the 
same distribution as the population. 10 random samples from the population of EDPs 
corresponding to each sample size are taken for a total of 60 random samples (6 different initial 
sample sizes used) per hazard level per case study SMRF. For each random sample that is drawn 
from the population EDPs, this same random sample is used to generate 100 EDPs using 1) 
Gaussian copulas and 2) joint lognormal distribution. Tables 3 through 6 present the results of the 
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KS tests, where each number in the table corresponds to the percentage of failures of the 10 random 
samples for each considered sample size. The darker the grey shade, the larger the number of 
failures for that particular sample size and EDP. As the number of stories increases, the minimum 
required sample size to see a majority of sample distributions that match the population 
distributions increases. For the 2-story SMRF, the highest percentage of observed failures for any 
case is 30%, and there are several cases where all samples tested match the population distribution. 
For the 8-story building, there are several cases that fail 60% of the time with smaller sample sizes, 
especially when using a joint lognormal distribution to represent EDP dependence even when a 
full rank covariance matrix is used. There are several other cases where, even with a full rank 
covariance matrix, joint lognormal EDPs exhibit 40% or more failure. For example, using a sample 
size of 15 for the 4-story SMRF, which is greater than the number of EDPs (9 EDPs for the 4-story 
SMRF) by 6, still yields 40% failure is several cases at both hazard levels when a joint lognormal 
distribution is used. Even with increasing the sample size to 25 in the case of 10% hazard yields 
in several instances of 40% failure to match the population distribution. In contrast, copula EDPs 
only have one instance of failure at 40% for each hazard level for the 4-story SMRF considering a 
sample size of 15, with all other EDPs showing 30% or less failure and for a sample size of 25, the 
majority of cases are around 10-20% failure. From Tables 3 through 6 it can be seen that for the 
majority of cases, EDPs generated using Gaussian copulas are better able to match the population 
EDPs compared with EDPs generated using a joint lognormal distribution.  
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Figure 2.10: Percentage of failures for KS tests with multiple random samples of EDPs that are used to 
generate copula and joint lognormal EDPs for 2-story SMRF and 10% and 50% in 50 years hazard with 
the grey scale indicating levels of failure   
 
 
 
Figure 2.11: Percentage of failures for KS tests with multiple random samples of EDPs that are used to 
generate copula and joint lognormal EDPs for 4-story SMRF and 10% and 50% in 50 years hazard with 
the grey scale indicating levels of failure       
2-story SMRF Joint Lognormal Samples 10% in 50 years 2-story SMRF Copula Samples 10% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 10 10 20 10 0 10 PGA 10 20 0 0 10 0
PFA1 20 10 10 10 0 10 PFA1 10 20 10 10 0 0
PFA2 30 20 10 10 20 0 PFA2 20 20 20 0 0 0
IDR1 10 20 10 10 10 0 IDR1 20 10 0 0 10 10
IDR2 10 10 20 10 0 0 IDR2 10 10 0 20 0 0
2-story SMRF Joint Lognormal Samples 50% in 50 years 2-story SMRF Copula Samples 50% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 20 10 10 10 10 0 PGA 10 10 0 0 0 0
PFA1 20 10 0 20 10 10 PFA1 20 10 0 0 0 10
PFA2 30 20 20 20 20 10 PFA2 20 10 10 20 0 0
IDR1 10 20 20 10 10 0 IDR1 20 20 0 20 0 0
IDR2 10 30 30 20 10 0 IDR2 10 10 0 10 0 0
4-story SMRF Joint Lognormal Samples 10% in 50 years 4-story SMRF Copula Samples 10% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 20 20 40 40 20 10 PGA 50 40 30 10 0 0
PFA1 50 40 30 30 10 10 PFA1 50 30 10 30 0 0
PFA2 50 30 50 50 40 30 PFA2 10 20 30 10 10 10
PFA3 30 20 20 20 30 30 PFA3 20 40 20 30 0 0
PFA4 30 30 30 40 10 30 PFA4 20 20 30 40 20 0
IDR1 40 30 30 10 10 30 IDR1 50 30 20 10 10 10
IDR2 50 30 30 30 20 30 IDR2 40 40 30 10 20 10
IDR3 20 20 20 40 20 30 IDR3 50 20 40 20 30 30
IDR4 40 30 30 40 20 30 IDR4 40 40 20 20 10 30
4-story SMRF Joint Lognormal Samples 50% in 50 years 4-story SMRF Copula Samples 50% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 40 40 40 30 30 0 PGA 50 20 10 40 10 10
PFA1 50 30 40 30 30 20 PFA1 20 20 10 20 10 0
PFA2 50 40 30 30 10 20 PFA2 50 30 20 20 10 0
PFA3 40 30 30 30 20 30 PFA3 40 50 30 20 20 10
PFA4 30 30 30 20 10 20 PFA4 30 40 20 10 0 0
IDR1 30 30 40 20 10 30 IDR1 60 20 30 20 0 30
IDR2 40 20 40 20 20 10 IDR2 60 20 30 10 10 20
IDR3 20 30 40 20 20 20 IDR3 20 20 30 10 20 10
IDR4 30 20 20 30 30 20 IDR4 30 30 40 10 20 20
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Figure 2.12: Percentage of failures for KS tests with multiple random samples of EDPs that are used to 
generate copula and joint lognormal EDPs for 8-story SMRF and 10% and 50% in 50 years hazard with 
the grey scale indicating levels of failure 
       
8-story SMRF Joint Lognormal Samples 10% in 50 years 8-story SMRF Copula samples 10% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 70 40 50 30 30 20 PGA 50 40 30 20 10 0
PFA1 70 50 50 30 30 20 PFA1 50 50 30 20 10 0
PFA2 60 40 40 20 20 20 PFA2 50 40 30 10 10 0
PFA3 30 40 30 30 40 20 PFA3 60 20 50 20 10 10
PFA4 30 50 20 30 30 10 PFA4 40 20 30 30 10 0
PFA5 30 40 20 10 30 20 PFA5 40 20 30 20 20 20
PFA6 50 30 40 20 30 10 PFA6 40 30 40 20 20 10
PFA7 50 40 50 20 40 30 PFA7 40 40 30 20 30 10
PFA8 50 40 50 30 30 30 PFA8 40 20 30 20 10 20
IDR1 60 40 50 10 20 30 IDR1 40 30 20 30 20 10
IDR2 60 50 50 40 30 30 IDR2 60 40 40 20 20 20
IDR3 60 50 50 40 30 30 IDR3 40 40 40 10 10 30
IDR4 40 50 40 30 30 30 IDR4 40 30 30 10 10 30
IDR5 40 50 50 40 30 10 IDR5 40 40 30 10 20 20
IDR6 60 70 60 50 40 40 IDR6 40 60 20 20 30 10
IDR7 60 40 40 30 30 30 IDR7 40 40 20 30 20 20
IDR8 60 30 50 50 40 30 IDR8 50 40 20 20 10 20
8-story SMRF Joint Lognormal Samples 50% in 50 years 8-story SMRF Copula samples 50% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 30 40 20 20 10 20 PGA 60 30 30 10 10 10
PFA1 30 40 40 20 10 20 PFA1 50 50 30 20 10 10
PFA2 40 30 30 20 20 30 PFA2 50 40 30 20 10 10
PFA3 30 30 40 30 40 10 PFA3 60 40 30 40 10 30
PFA4 50 40 40 10 30 10 PFA4 60 40 20 20 20 30
PFA5 60 50 50 40 20 0 PFA5 40 40 40 30 30 20
PFA6 60 40 40 40 20 20 PFA6 40 30 40 30 20 30
PFA7 50 50 40 20 10 30 PFA7 70 40 40 30 20 0
PFA8 60 30 30 30 40 30 PFA8 60 40 30 40 10 20
IDR1 60 30 30 40 20 20 IDR1 40 50 40 30 20 20
IDR2 60 30 40 30 20 20 IDR2 40 40 40 20 30 10
IDR3 50 30 40 30 20 10 IDR3 40 60 30 20 30 10
IDR4 50 40 50 30 10 20 IDR4 50 30 20 10 50 10
IDR5 60 40 40 40 20 20 IDR5 60 20 30 30 20 10
IDR6 60 40 30 30 20 10 IDR6 60 20 20 30 20 0
IDR7 40 40 40 20 30 10 IDR7 50 40 20 10 10 10
IDR8 50 50 40 20 30 20 IDR8 60 40 20 20 20 10
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12-story SMRF Joint Lognormal Samples 10% in 50 years 12-story SMRF Copula samples 10% in 10 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 40 60 50 60 30 30 PGA 60 50 20 50 40 10
PFA1 40 60 40 60 40 30 PFA1 70 50 40 20 30 10
PFA2 50 60 40 60 40 30 PFA2 60 50 50 10 30 0
PFA3 60 50 50 50 50 20 PFA3 50 50 40 50 20 30
PFA4 60 50 40 60 20 20 PFA4 60 60 30 40 40 20
PFA5 60 60 50 50 20 10 PFA5 50 50 40 30 10 20
PFA6 40 60 50 30 10 20 PFA6 30 50 40 30 20 10
PFA7 60 70 60 50 20 20 PFA7 40 40 40 30 10 20
PFA8 70 50 40 50 30 20 PFA8 40 40 30 30 30 20
PFA9 60 50 30 60 30 30 PFA9 30 40 20 30 30 0
PFA10 70 40 40 30 10 30 PFA10 50 50 40 40 30 10
PFA11 70 40 30 30 30 10 PFA11 40 40 30 20 30 30
PFA12 70 40 30 40 20 20 PFA12 40 50 50 40 20 10
IDR1 50 50 40 40 50 10 IDR1 40 50 40 50 40 20
IDR2 60 60 30 30 20 20 IDR2 50 50 60 20 40 30
IDR3 60 40 50 30 20 20 IDR3 60 60 50 20 30 30
IDR4 40 40 50 30 30 20 IDR4 30 50 60 10 30 10
IDR5 40 40 40 50 40 30 IDR5 40 40 40 20 0 0
IDR6 50 30 40 30 40 20 IDR6 50 30 40 50 10 10
IDR7 40 40 50 40 10 10 IDR7 60 50 20 30 20 20
IDR8 50 40 30 40 10 10 IDR8 50 50 60 10 10 20
IDR9 60 50 30 30 30 20 IDR9 40 40 40 50 30 0
IDR10 70 60 40 40 20 20 IDR10 50 40 40 40 30 10
IDR11 70 50 30 40 20 10 IDR11 60 50 50 20 20 10
IDR12 70 60 30 50 20 30 IDR12 60 40 40 50 20 30
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Figure 2.13: Percentage of failures for KS tests with multiple random samples of EDPs that are used to 
generate copula and joint lognormal EDPs for 12-story SMRF and 10% and 50% in 50 years hazard with 
the grey scale indicating levels of failure 
      
  
 
 
 
 
 
 
 
 
 
 
 
 
12-story SMRF Joint Lognormal Samples 50% in 50 years 12-story SMRF Copula samples 50% in 50 years
Sample 
Size 5 11 15 25 50 100
Sample 
Size 5 11 15 25 50 100
PGA 80 50 20 50 30 20 PGA 60 70 40 30 10 0
PFA1 60 40 50 30 40 10 PFA1 60 40 50 50 30 30
PFA2 60 50 50 40 40 20 PFA2 70 60 60 20 40 20
PFA3 30 60 60 50 30 20 PFA3 60 60 50 20 20 20
PFA4 40 60 40 40 20 20 PFA4 50 50 50 40 20 10
PFA5 30 70 50 20 30 30 PFA5 60 50 60 30 0 30
PFA6 50 50 60 60 30 20 PFA6 70 70 40 10 10 20
PFA7 50 60 50 50 0 10 PFA7 40 50 30 30 40 30
PFA8 50 70 30 40 30 10 PFA8 80 40 30 20 20 0
PFA9 40 70 40 50 20 20 PFA9 50 30 30 30 30 10
PFA10 70 70 20 50 10 10 PFA10 60 50 40 10 0 20
PFA11 60 40 60 30 40 20 PFA11 70 60 50 20 30 20
PFA12 80 50 40 40 20 30 PFA12 40 60 40 30 20 10
IDR1 60 60 40 40 20 30 IDR1 60 70 40 30 20 0
IDR2 50 50 30 30 30 30 IDR2 50 50 60 40 10 10
IDR3 60 50 50 30 40 20 IDR3 70 70 40 60 30 10
IDR4 40 60 40 40 40 30 IDR4 50 40 40 30 30 10
IDR5 40 40 30 50 20 10 IDR5 60 50 40 30 40 20
IDR6 50 30 40 20 50 30 IDR6 50 60 40 40 20 30
IDR7 50 60 50 40 40 20 IDR7 40 60 50 30 20 30
IDR8 50 60 60 40 20 10 IDR8 50 50 30 40 10 30
IDR9 60 70 30 30 10 10 IDR9 70 50 60 20 20 30
IDR10 60 50 30 30 20 30 IDR10 50 70 20 20 20 20
IDR11 50 40 40 50 20 20 IDR11 70 60 50 10 10 10
IDR12 60 50 50 60 30 20 IDR12 70 40 20 40 10 20
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2.9 RESULTS  
 
This study presents an approach, using Gaussian copulas, to model the dependence of 
engineering demand parameters used in performance assessment of buildings subject to earthquake 
hazards. Current provisions outlined by FEMAP-58 (2015) provide a methodology that assumes 
EDPs follow a joint lognormal distribution. Using Gaussian copulas allows for the generation of 
a suite of EDPs from a smaller number of initial realizations without the need for potentially 
inaccurate assumptions regarding EDP dependence. Peak floor acceleration and maximum 
interstory drift ratios for four special steel moment resisting frame buildings are obtained from a 
large suite of selected and scaled ground motion records. These values of demand are then used to 
generate EDPs that exhibit the dependence structure of Gaussian copulas and also, that follow a 
joint lognormal distribution, which follow the current methodology outlined by FEMAP-58 
(2015). Results show that EDPs generated using Gaussian copulas are better able to match the 
population EDPs from which they were sampled, especially with smaller initial input realizations, 
compared with EDPs generated that follow a joint lognormal distribution. 
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CHAPTER 3: INCREASED ACCURACY OF SEISMIC PERFORMANCE 
ASSESSMENT THROUGH THE UTILIZATION OF COPULAS TO 
GENERATE ENGINEERING DEMAND PARAMETERS 
3.1 INTRODUCTION  
 
The performance of buildings subject to earthquakes can be measured in terms of several 
different measures which are intended to be meaningful to key stakeholder and decision makers. 
One of the most commonly used performance measures is economic loss. This chapter of the 
dissertation extends the work conducted in Chapter 2 to assess how different methodologies to 
generate EDPs correlate with differences at the loss level.  
Differences in realizations of peak floor acceleration (PFA) and maximum interstory drift ratio 
(MaxIDR) using copulas and the joint lognormal distribution assumption to represent dependence 
are investigated. These two EDPs are chosen because of their respective influence on acceleration 
and drift, therefore encompassing a demand vector capable of presenting a holistic overview of 
response. Furthermore, a Kolmogorov-Smirnov test is conducted to determine the optimal number 
of initial ground motions required for accurate assessments of response when EDPs are generated 
using copulas and also assuming a joint lognormal distribution. Copulas have been used in a wide 
variety of applications, especially in the field of financial risk management to measure risk across 
a diverse range of areas in finance (Habiboellah, 2007), as they provide a convenient way to model 
the dependence between multi-variate data (Goda and Tesfamariam, 2015; Genest and Favre, 2007 
). Both of these methods for generating demand realizations are generating seismic loss are applied 
to a 2-, 4-, 8- and 12-story special steel moment resisting frame buildings located in Los Angeles, 
California, a high seismicity region with expected earthquake risk of hundreds of millions of 
dollars per year (Olshanksky and Yueming, 2001). This study contributes to the field of 
performance based earthquake engineering by providing an alternative statistical method for the 
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generation of PFA and IDR in performance assessment methodology that is shown to be more 
accurate in predicting economic losses incurred for buildings subject to earthquakes.  
3.2 ESTIMATION OF ECONOMIC LOSS VIA FEMA PERFORMANCE ASSESSMENT 
CALCULATION TOOL 
 
The Performance Assessment Calculation Tool (PACT), developed by the Applied Technology 
Council (ATC), is an computer-based calculation tool which includes a repository of fragility and 
consequence data to perform probabilistic calculations and accumulation of losses according to 
the methodology described in FEM P-58-1 (2015). A PACT model is developed for each case 
study SMRF, and several tests are run to generate the economic loss associated with the input 
demand matrices. Collapse cases are not considered for these analyses as the aim of this study is 
to assess the effect of different methods for generating EDPs on estimated of loss, not on whether 
or not the buildings collapse. Moreover, the probability of collapse of the buildings used in this 
study is insignificant at the studied hazard levels and chances of hitting a collapse damage state is 
highly unlikely. Therefore, realizations indicating a collapse limit state are limited to a couple, if 
any, which would only minutely affect one tail of the loss distribution. For each case study SMRF, 
the population EDPs for the 10% and 50% hazard levels is input into PACT to generate losses 
(herein referred to as population loss). Along with population loss, the economic loss associated 
with 100 joint lognormal (herein referred to as lognormal loss) and 100 copula EDPs (herein 
referred to as copula loss) is also generated. Based on the results from the previous section, for 
each building, enough initial realizations are used to create a full rank covariance matrix. 
Therefore, for the 2- and 4-story buildings, 11 initial population EDPs are used to generate 100 
copula and lognormal EDPs and for the 8- and 12-story buildings, 25 and 50 initial population 
EDPs are used to generate 100 copula and lognormal EDPs, respectively. All of the structural and 
57 
 
nonstructural components in the case study SMRFs are defined by fragility and loss functions 
based on the normative values provided in Appendix F of FEMA P-58-1 (2015) for the ‘Research’ 
occupancy category. All values of monetary loss resulting from PACT analyses were normalized 
by average maximum loss of damageable components, which was calculated per building by 
pushing the buildings to maximum capacity, forcing them to the largest possible damage state. The 
following are the monetary values of average maximum loss, in millions of dollars, for the 2-, 4-, 
8- and 12- story buildings, respectively: 7.46, 14.92, 29.84, 44.76.  
The results of these analyses are shown in Figures 1-4, where the black asterisk curves represent 
the CDFs of population loss and the red dotted curves represent the CDFs of the copula and 
lognormal EDPs, respectively.  
 For the 2-story SMRF, both copula and lognormal EDPs perform well in estimating loss 
considering 10% in 50 years hazard, but for the 50% in 50 years hazard level, copula EDPs are 
capable of replicating losses generated by the population EDPs. While, in general, both methods 
are acceptable in matching loss generated from population EDPs, for the majority of cases, copula 
EDPs are superior to lognormal EDPs with the exception of the 4-story building and 8-story at 
10% in 50 years hazard. In the latter, lognormal EDPs generate loss values that are better at 
matching the population loss. It is worth noting that as story height increases, a smaller difference 
in loss is noticed between the two ground motion hazard levels, which is especially noticeable for 
the 12-story building. The demand for the higher rise systems was relatively small which caused 
most of the damage to fall within the same damage state for both hazard levels, which then 
corresponds to similar values of loss, regalrdess of ground motion intensity. To quantify the 
difference between distribution of losses obtained from copula and lognormal EDPs, with 
population loss, respectively, Kullback-Leibler (KL) divergence is used. KL divergence measures 
58 
 
the distance between one probability distribution and another reference distribution, is calculated. 
A KL divergence of 0 corresponds to two identical distributions. Let P and Q be discrete 
probability distributions and DKL be the KL divergence between P and Q, represented by Equation 
(8).  
                        𝐷𝐾𝐿(𝑃||𝑄) = ∑ 𝑃(𝑥)𝑥∈𝑋 log (
𝑄(𝑥)
𝑃(𝑥)
)                     (8) 
 The KL divergence of each copula and lognormal loss CDF and population loss CDF are 
calculated. For each hazard level and SMRF, the average KL divergence is calculated and 
presented in Table 1. For example, the average KL divergence of all 10 generated copula loss 
samples  with  population loss for the 2-story building is 0.042. In all but one case (12-story 10% 
in 50 years hazard) copula loss has a smaller KL divergence compared with lognormal loss. These 
findings are in line with previous results which showed that copula EDPs are able to better match 
population EDPs at smaller sample sizes in most cases, especially when a full rank covariance 
matrix is achieved.  
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Figure 3.1: Cumulative distribution functions of loss normalized to average maximum loss generated 
using PACT for population EDPs and EDPs generated using copula and joint lognormal for the 2-story 
SMRF considering 10% and 50% in 50 years hazard 
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Figure 3.2: Cumulative distribution functions of loss normalized to average maximum loss generated 
using PACT for population EDPs and EDPs generated using copula and joint lognormal for the 4-story 
SMRF considering 10% and 50% in 50 years hazard 
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Figure 3.3: Cumulative distribution functions of loss normalized to average maximum loss generated 
using PACT for population EDPs and EDPs generated using copula and joint lognormal for the 8-story 
SMRF considering 10% and 50% in 50 years hazard 
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Figure 3.4: Cumulative distribution functions of loss normalized to average maximum loss generated 
using PACT for population EDPs and EDPs generated using copula and joint lognormal for the 12-story 
SMRF considering 10% and 50% in 50 years hazard 
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3.3 CONCLUSION 
This study presents an approach, using Gaussian copulas, to model the dependence of engineering 
demand parameters used in performance assessment of buildings subject to earthquake hazards. 
Current provisions outlined by FEMAP-58 (2015) provide a methodology that assumes EDPs 
follow a joint lognormal distribution. Using Gaussian copulas allows for the generation of a suite 
of EDPs without the need for potentially inaccurate assumptions regarding EDP dependence. Peak 
floor acceleration and maximum interstory drift ratios for four special steel moment resisting frame 
buildings are obtained from a large suite of selected and scaled ground motion records. These 
values of demand are then used to generate EDPs that exhibit the dependence structure of Gaussian 
copulas and also, that exhibit a joint lognormal distribution, which follows the current 
methodology outlined by FEMAP-58 (2015). Results show that for lower rise buildings (i.e. 2- 
and 4-story systems) approximately 30-40% accuracy (accuracy measured in terms of statistical 
similaties between simulated and observed demand sets) in simulated demand sets can be achieved 
though assuming a joint lognormal distribution even when the initial sample size is small. 
However, for the lower rise buildings, using Gaussian copulas yields several instances where 
simulated demand is 90-100% accurate, but a larger number of initial observations must be used 
to achieve this accuracy. In constrast, even with more initial observations, EDPs generated by 
assuming a joint lognormal distribution still do not achieve the same level of accuracy as EDPs 
generated using Gaussian copulas. In higher rise buildings (i.e. 8- and 12-story systems), when 
Lognormal                 
(10% in 50 years)
Copula                   
(10% in 50 years)
Lognormal                 
(50% in 50 years)
Copula                   
(50% in 50 years)
2-story 0.0196 0.0186 0.0617 0.0237
4-story 0.025 0.0161 0.0145 0.0132
8-story 0.0475 0.0301 0.0142 0.0125
12-story 0.0118 0.0123 0.0183 0.0116
Table 3.1: Average KL Divergence values between population and simulation CDFs for 10% and 50% 
probability of exceedance in 50 years 
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generating EDPs using sample sizes that are significantly smaller than the number of variables 
being generated results are innacruate for EDPs generated using both Gaussian copulas and a joint 
lognormal distribution. However, as sample size increases, there is a clear trend of significantly 
increasing accuracy in EDPs generated using Gaussian copulas, but this trend is not as strong for 
EDPs generated using a joint lognormal distribution. In summary, using copulas along with enough 
initial obsevations to achieve a full rank covariance matrix yields more accurate simulated demand 
sets while modeling EDP dependence by assuming a joint lognormal distribution may be more 
efficient, but less accurate overall, especially for lower rise buildings; for higher rise buildings, 
Gaussian copulas provide more accurate representations of EDPs overall.  
In terms of the calculation and assessment of loss, results show that for the majority of 
cases, losses obtained via EDPs generated using Gaussian copulas better match the loss obtained 
from the observed, or population, EDPs compared with loss generated from EDPs that follow a 
joint lognormal distribution. These results shed light on the availability of more statistical tools 
that require fewer assumptions that can be implemented to generate EDP realization vectors, such 
as Gaussian copulas. Furthermore, these results highlight the sources of variability that exist in 
performance based estimations of economic loss at the EDP level, which, in turn, affect the 
estimation of damage and loss. This study addresses a solution to remove the need for potentially 
inaccurate assumptions at the EDP level of performance assessment by providing a methodology 
that can minimize the inaccuracies associated with simulating suites of demand sets from a small 
number of initial analyses. This study contributes to a more holistically accurate methodology that 
will allow for more reliable engineered structures.  
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CHAPTER 4: VALIDATIO OF SIMULATED GROUND MOTIONS VIA 
VECTOR BASED INTENSITY MEASURE METHOD 
4.1 INTRODUCTION 
 
Ground motions selected from historically recorded events have typically been used in 
nonlinear dynamic analyses for structural response assessment. This process consists of selecting 
and modifying ground motions to match target seismic hazard characteristics, including response 
spectrum, magnitude, source-to-site distance and local soil conditions. Although these ground 
motion selection and modification methods (NIST, 2011; Baker and Cornell, 2006; Luco and 
Cornell, 2007; Baker, 2011) are widely used in engineering applications, they pose several 
limitations. Some of these limitations include bias estimates of structural response when using 
certain ground motion selection and scaling methods (Bazzurro and Luco, 2006; Haselton, 2009) 
and lack of recorded ground motion data for specific scenarios, namely large-magnitude events at 
short source-to-site distances (Rezaeian et al, 2015). As an alternative with the potential to 
overcome these limitations, design codes such as ASCE/SEI 7-16 allow the use of simulated 
ground motions for engineering applications when the required number of recorded ground 
motions is not available. Therefore, simulated ground motions are becoming increasingly attractive 
surrogates to recorded ground motions for performance-based assessment and design of structural 
systems. With this backdrop, the engineering community is still hesitant in embracing simulated 
ground motions in practice as they are concerned with how accurate they are in estimating seismic 
demand of structural systems (Naeim and Graves, 2006; Jones and Zareian, 2010). With significant 
improvements of simulated ground motions, especially in recent years, the concept of ground 
motion simulation validation has gained a large amount of attention (Star et al, 2011; Galasso et 
al, 2012, 2013).  
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One of the difficulties in the validation of simulated ground motions is the lack of consensus 
in the engineering research community regarding how to evaluate the sufficiency of simulations 
for engineering applications. Validation efforts, often times, utilize historical events as the bases 
of comparison. One major advantage of this is that researchers can directly assess differences in 
actual recordings and corresponding simulations at the same seismograph stations. For the 
validation methodology developed in this study, historical records are used for validation with the 
assumption that if simulation models are sufficient in generating waveforms representative of their 
recorded counterparts, then they may also be sufficient in predicting future events.  
Efforts to validate simulated ground motions entail comparisons of either structural response 
or ground motion waveform characteristics from simulated and recorded motions. Several studies 
(Galasso et al, 2012; Atkinson and Goda, 2010; Jayaram and Shome, 2012) have focused on 
comparing the response of single degree of freedom (SDOF) systems subject to recorded and 
broadband simulations of historical events. Galasso et al (2012) show the similarities in elastic and 
inelastic demands for SDOF systems subject to simulated and recorded ground motions while 
noting that for some systems, differences in median response obtained were dependent on SDOF 
period, nonlinearly level, and in cases of peak response, spectral shape. Atkinson and Goda (2010) 
also investigated the response of SDOF systems subject to simulated records along with modified 
real records and scaled-real records and found that peak nonlinear responses from simulated and 
modified records are similar. Galasso et al (2013) extended their work from 2012 and compared 
median seismic response of multi degree of freedom (MDOF) systems subject to simulated and 
recorded ground motions and found differences in response in the short-period range and higher 
record-to-record variability of seismic responses.  
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Besides assessing differences in structural response, other studies (Kristekova et al, 2006; 
Olsen and Mayhew, 2010) have chosen to focus on validation of waveform parameters through 
the use of goodness-of-fit measures. The validation methodology developed by Rezaeian et al 
(2015) utilizes three novel validation metrics, taken from the simulation model of Rezaeian and 
Der Kiureghian (2010), that are characterized by the evolution of intensity and frequency content 
of the motion. From these three metrics, easily interpretable parameters are extracted which can 
then be used to provide clear feedback to simulators regarding how their simulations differ from 
recorded motions.  
Up until this point, previous studies in the area of ground motion simulation validation 
have assessed differences through (1) response of SDOF and MDOF systems, and (2) ground-
motion waveform characteristics. This study attempts to add a third method of validation, that can 
be seen as a combination of the previous two, which links the differences in waveform 
characteristics with differences in structural response. This study therefore builds upon and extends 
the work done in these aforementioned efforts through the development of a ground motions 
simulation validation methodology that considers how differences in waveform parameters affect 
differences in structural response of systems subject to simulated and recorded motions. The same 
metrics utilized by Rezaeian et al (2015) are used for the validation methodology proposed in this 
paper as they are able to capture nonstationarities in intensity and frequency content of waveforms 
and have been suggested to influence the nonlinear response of structural and geotechnical systems 
and. The proposed validation technique is tested on different types of structures (i.e. bridges and 
buildings) to provide a practical application and understanding of the methodology. Multiple 
regression analyses are carried out to statistically determine which waveform parameters 
contribute to predicting response of structures subject to 1994 Mw 6.7 Northridge recorded 
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earthquake and its simulated counterparts considering four simulation methodologies available via 
Southern California Earthquake Center (SCEC) Broadband Platform (BBP): 1) stochastic finite-
fault (EXSIM) (Motazedian and Atkinson, 2005; Atkinson et al., 2009; Boore, 2009), 2) hybrid 
simulations by Graves and Pitarka (GP) (Graves and Pitarka, 2014), 3) Irikura recipe (IR) (Irikura 
and Miyake, 2011), and 4) Song (Song & Somerville, 2010).  
4.2 DESCRIPTION OF VBIM METHODOLOGY   
 
The validation methodology proposed in this paper, titled Vector Based Intensity-measure 
Method (VBIM) ultimately links the differences in waveform characteristics and structural 
response for simulated and recorded ground motions. The validation methodology is based on the 
assumption that a ground motion simulation model can acceptably generate waveforms of future 
seismic events if it is capable to generate the waveforms of past seismic events with agreeable 
tolerance in key significant ground motion intensity measures (IM). This is accomplished through 
a step by step procedural analysis where first, significant IMs for both simulated and recorded 
ground motion pairs are determined through statistical analyses and next, these significant IMs are 
used to predict future estimates of structural response. The four IMs considered in this study, taken 
from the simulation model of Rezaeian and Der Kiureghian (2010), are Arias intensity (Ia), 
effective duration of the motion (D5-95), filter frequency (ωmid) at the time in which 45% of Ia is 
reached, and the rate of change of the filter frequency with time (ω’).  Second, differences in the 
simulated and recorded prediction models developed in step 1 are assessed and third, the sensitivity 
of structural demand to changes in these specific waveform parameters is quantified.  
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STEP 1: Identification of significant IMs in predicting EDP through regression analysis   
  
Regression models are established using engineering demand parameters (EDPs) and IMs of both 
recorded and simulated ground motions and goodness-of-fit measures are used to assess how well 
these models fit the sample data. In terms of ground motion simulation validation, regression 
analysis can be used to determine the metrics (i.e. IMs) that are statistically significant in predicting 
response of structures (i.e. EDPs) subject to simulated and recorded ground motions. The general 
regression equation for recorded/simulated data is shown by (4-1) [(4-2)], where 𝐸𝐷𝑃𝑟 [𝐸𝐷𝑃𝑠] is 
the engineering demand parameter of recorded [simulated] ground motions, 𝐼𝑀𝑖
𝑟 [𝐼𝑀𝑖
𝑠] is the 
intensity measure of recorded [simulated] ground motions, 𝑎𝑟 [𝑎𝑠]  is the intercept of the recorded 
[simulated] regression line, 𝑎𝑖
𝑟 [𝑎𝑖
𝑠]  is the slope of the ith IM (total of N IMs) in the recorded 
[simulated] regression model, and 𝜀𝑟 [𝜀𝑠]   is the random variance of the recorded [simulated] 
regression model.  
  
                                                   ln(𝐸𝐷𝑃𝑟) = 𝑎𝑟 + ∑ 𝑎𝑖
𝑟ln (𝐼𝑀𝑖
𝑟)𝑁𝑖=1  + 𝜀
𝑟       (4-1) 
 
                                                   ln(𝐸𝐷𝑃𝑠) = 𝑎𝑠 + ∑ 𝑎𝑖
𝑠ln (𝐼𝑀𝑖
𝑠)𝑁𝑖=1  + 𝜀
𝑠        (4-2) 
 
Therefore, from regression analyses, we can determine the following information: (1) significant 
recorded and simulated IMs in predicting EDPs from recorded and simulated ground motions, 
respectively, (2) recorded and simulated models that predict EDP based on significant IMs and (3) 
the goodness-of-fit of these regression models (R2 and standard error).  
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STEP 2: Comparison of simulated and recorded regression models used to estimate EDP from 
significant IMs 
 
An Analysis of Variance (ANOVA) test (Girden, 1992) is conducted in order to determine if there 
is a significant statistical difference between the simulated and recorded regression models 
developed in Step 1. ANOVA is a statistical tool that, through a series of calculations, can shed 
light on the level of variability within and between regression models (Lacey, 2018). In order to 
test a hypothesis that detects differences in two regression models using ANOVA, the models 
being tested must be nested, or hierarchical, in that one only differs from the other by the addition 
of a single extra independent variable. As regression equations (1) and (2) are not nested models, 
a typical ANOVA that compares two nested equations cannot be used. Instead, the models are 
combined through the addition of an indicator variable in order to test the null hypothesis, H0: 
𝑎𝑖
𝑟 = 𝑎𝑖
𝑠, against the alternative hypothesis, Ha: 𝑎𝑖
𝑟 ≠ 𝑎𝑖
𝑠 . An indicator variable, simi, is added into 
the data, coded as 0 for recorded and 1 for simulated ground motions, and another variable, 
simi*IMi, is added which is the product of simi and the IM(s) included in the regression model. In 
the new regression model, (4-3), simi, IMi and simi*IMi are used as the independent variables and 
ANOVA is then used to test the null hypothesis.  
 
                      𝐸𝐷𝑃 = 𝑎𝑟 + ∑ [(𝑎𝑖
𝑠 − 𝑎𝑖
𝑟)(𝑠𝑖𝑚𝑖)
𝑁
𝑖=1 + (𝑎𝑖
𝑟)(𝐼𝑀𝑖) + (𝑎𝑖
𝑠 − 𝑎𝑖
𝑟)(𝐼𝑀𝑖)(𝑠𝑖𝑚𝑖)]      (4-3)  
 
From ANOVA, an F test statistic, which is the ratio of between-groups variance to within-groups 
variance, is determined. In order to calculate the F statistic, the total variance in the dataset must 
first be estimated through 
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                                                               𝑠2 =
∑ (𝐸𝐷𝑃𝑖−𝐸𝐷𝑃̅̅ ̅̅ ̅̅ )
2𝑁
𝑖=1
𝑛−1
                               (4-4)  
 
where s is the standard deviation (also referred to as the total mean square, MST) of the data and n 
is the number of observations. For ANOVA, the numerator of (4-4) is referred to as the total sum 
of squares (SST) and the denominator represents the degrees of freedom of SST. The model sum of 
squares, SSR, can be found in a similar way as SST, but estimates of EDP, 𝐸𝐷?̂?, are substituted for 
true observations of EDP.  
                                                                  𝑆𝑆𝑅 = ∑ (𝐸𝐷𝑃?̂? − 𝐸𝐷𝑃̅̅ ̅̅ ̅̅ )
2𝑁
𝑖=1         (4-5) 
 
The corresponding model mean square, MSR, with degrees of freedom 𝑑𝑜𝑓(𝑆𝑆𝑅), is 𝑀𝑆𝑅 =
𝑆𝑆𝑅 𝑑𝑜𝑓(𝑆𝑆𝑅).⁄  Now, the residual error, ei, which is the difference between the actual observations 
and the model estimates, can be used to determine the error mean square, 𝑀𝑆𝐸 = 𝑆𝑆𝐸 𝑑𝑜𝑓(𝑆𝑆𝐸)⁄ . 
The total sum of squares, SST, which explains the total variability in the observed data, is the sum 
of SSR and SSE and the F statistics, F0, is MSR/MSE. Once the F statistic is determined, a p-value is 
assigned which can be tested against the significance level. In this step, a significance level of 5% 
is used. If the p-value is less than 5%, the null hypothesis is rejected and 𝑎𝑖
𝑟 ≠ 𝑎𝑖
𝑠.  
 
STEP 3: Quantification of uncertainty in future predictions of EDP based on significant IMs 
VBIM assumes that waveform parameters and responses of recorded motions are the direct 
observations, or ground truth, and that simulated ground motions developed based on specific 
historical records should have similar properties. Hence, a direct comparison of the mathematical 
difference between simulated and recorded ground motion properties is justified. This direct 
comparison is accomplished through the calculation of 𝐼𝑀𝑖
𝑠 𝐼𝑀𝑖
𝑟⁄ plotted against 𝐸𝐷𝑃𝑖
𝑠 𝐸𝐷𝑃𝑖
𝑟⁄ , 
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thus, quantifying the differences in EDP that correspond to differences in IM. Next, predictive 
inferences can be made regarding future differences in EDP from simulated and recorded ground 
motions based on the observed data through confidence and prediction intervals. A confidence 
interval is used to estimate future values of mean response at a certain value of 𝐼𝑀𝑖 = 𝐼𝑀𝑖
∗ given 
input parameters such that  
                                                                      ?̂?𝐸𝐷𝑃|𝐼𝑀𝑖
∗ = 𝑎 + ∑ (𝑎𝑖𝐼𝑀𝑖
∗)𝑁𝑖−1                     (4-6) 
 
where 𝐼𝑀𝑖
∗ is the mean for a given subpopulation, a is the intercept of the regression equation and 
ai is the slope of 𝐼𝑀𝑖
∗ . The uncertainty in parameters a and ai are  
                                                               𝑆𝐸𝜇𝐸𝐷𝑃|𝐼𝑀𝑖∗
= 𝑠√
1
𝑛
+
(𝐼𝑀𝑖
∗−𝐼𝑀𝑖̅̅ ̅̅ ̅)
2
∑(𝐼𝑀𝑖
∗−𝐼𝑀𝑖̅̅ ̅̅ ̅)
2                   (4-7)  
 
where n is the number of sample points, 𝐼𝑀𝑖̅̅ ̅̅̅ is the sample mean and s is the standard deviation of 
the sample. The confidence interval of a sample (using a t-statistic) is represented as  
 
                                                                ?̂?𝐸𝐷𝑃|𝐼𝑀𝑖
∗ ± 𝑡1−𝛼/2,𝑛−2𝑆𝐸?̂?𝐸𝐷𝑃|𝐼𝑀𝑖∗
                                                     (4-8) 
  
where 𝑡1−𝛼,𝑛−2 is the t-statistic at confidence level of 1-α. Similar to a confidence interval, a 
prediction interval can be used to estimate future observations of structural response, 𝐸𝐷?̂?, at a 
certain value of 𝐼𝑀𝑖 = 𝐼𝑀𝑖
∗ such that  
 
                                                                    𝐸𝐷?̂?(𝐼𝑀𝑖
∗) = 𝑎 + ∑ (𝑎𝑖𝐼𝑀𝑖
∗)𝑁𝑖=1                                     (4-9) 
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where the uncertainty in a and ai are measured by  
 
                               𝑆𝐸𝐸𝐷?̂?(𝐼𝑀𝑖
∗)
2 = ∑ 𝑠𝐸𝐷𝑃|𝐼𝑀𝑖
2 + 𝑆𝐸?̂?𝐸𝐷𝑃|𝐼𝑀𝑖∗
2𝑁
𝑖=1   ,  𝑠𝐸𝐷𝑃|𝐼𝑀𝑖
2 =  
1
𝑛−2
∑ 𝑒𝑖
2𝑁
𝑖=1           (4-10) 
                                                                        𝐸𝐷?̂?(𝐼𝑀∗) ± 𝑡1−𝛼/2,𝑛−2𝑆𝐸𝐸𝐷?̂?(𝐼𝑀∗)                                       (4-11) 
and ei is the deviation of the sample. With the addition of an extra parameter that represents 
deviation of the sample, the prediction interval is wider than the confidence interval. Confidence 
and prediction intervals can be calculated for the developed regression models, which provide 
ranges of future predictions of structural response based on the significant intensity measures.  
 
4.3 APPLICATION OF VBIM ON CASE STUDY STRUCTURES 
 
4.3.1 Description of Case Study Structures and Demand Parameters 
 
VBIM is illustrated through the use of three case study structures including two special steel 
moment resisting frame (SMRF) buildings and one concrete bridge. The SMRF buildings are 
designed based on ASCE/SEI 7-02 (ASCE, 2005) and ANSI/AISC 341-05 (AISC, 2005) for a site 
in downtown Los Angeles, California with typical soil site class D. Interstory drift ratios (IDRs) 
for these buildings were used as the EDPs representative of structural response. Nonlinear response 
history analysis was conducted to obtain the values of IDR when the buildings were subjected to 
the 1994 Mw 6.7 Northridge record and the corresponding simulations obtained via the Southern 
California Earthquake Center (SCEC) Broadband Platform (BBP). Figures 5.1 and 5.2 represents 
the plan and elevation views for these case study buildings and Figure 5.3 displays the pushover 
analyses.  
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Figure 4.1: Plan view for 2- and 12-story SMRF buildings 
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 Figure 4.2: Plan view for 2- and 12-story SMRF buildings 
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Figure 4.3: Pushover curves for 2- and 12- story SMRFs 
  
 
VBIM is also applied to the Jack Tone Road On-Ramp Overcrossing built in 2001. This 
two-span, single-column bridge was modeled by Kaviani et al (2012) following recommendations 
provided by Caltrans Seismic Design Criteria Version 1.6 (Caltrans, 2010) and research conducted 
by Aviram et al. (2008) via OpenSees (McKenna et al., 2000). The bridge has two spans with one 
22-ft. tall reinforced concrete column supporting two equal 110.25 foot span cast-in-place concrete 
decks. The deck is modeled with elastic beam-column elements. The superstructure of the bridge 
is a three-cell continuous pre-stressed reinforced concrete box girder. . Deep foundation support is 
provided to the bent column through a group of 25 driven H-piles at 36 feet in height while the 
abutment skew angle is taken as 33 ̊.The deck of the highway bridge consists of cast-in-place 
concrete and has a width of 27.1 feet and depth is 4.64 feet. The single bent column supporting the 
two deck spans has a diameter of 5.51 feet.  This bridge is part of a group of bridges that are 
modeled with characteristics representative of common bridges in California and is located in 
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Southern California, a high seismicity region. The point of interest on the bridge to collect seismic 
response (i.e., EDP) is at the mid height of the cross-section of the deck of the bridge, vertically 
aligned with the column of the bridge. The displacement in the longitudinal and transverse 
direction was recorded and the square root of the sum of the squares (SRSS) of the longitudinal 
and transverse records was taken as the EDP of the bridge. The SRSS of each waveform parameter 
was determined through (4-12), (4-13), and (4-14) for Ia, D5-95%, and ωmid respectively.  
                            𝐼𝑎 = √𝐼𝑎𝑥2 + 𝐼𝑎𝑦2                                   (4-12)
    
     𝐷5−95% = √𝐷5−95% (𝑥)𝐷5−95% (𝑦)           (4-13)
    
   𝜔𝑚𝑖𝑑 = √𝜔𝑚𝑖𝑑𝑥𝜔𝑚𝑖𝑑𝑦       (4-14) 
 
 
 
 
 
Figure 4.4: Details of case study bridge model 
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4.3.2 VBIM APPLICATION AND RESUTLS 
Significant IMs in predicting EDP  
 
The EDPs of the case study structures subject to both simulated and recorded GMs were 
determined via NDLA and then used as the dependent variables in (4-15) and (4-16), respectively. 
Several regression analyses were conducted  
 
               ln (𝐸𝐷𝑃𝑟) = 𝑎𝑟 + 𝑎1
𝑟ln (𝐼𝑎
𝑟) + 𝑎2
𝑟ln (𝐷5−95%
𝑟 ) + 𝑎3
𝑟ln (𝜔𝑚𝑖𝑑
𝑟 ) + 𝑎4
𝑟ln (𝜔′𝑟) + 𝜀𝑟   (4-15) 
 
              ln (𝐸𝐷𝑃𝑠) = 𝑎𝑠 + 𝑎1
𝑠ln (𝐼𝑎
𝑠) + 𝑎2
𝑠ln (𝐷5−95%
𝑠 ) + 𝑎3
𝑠ln (𝜔𝑚𝑖𝑑
𝑠 ) + 𝑎4
𝑠ln (𝜔′𝑠) + 𝜀𝑠     (4-16) 
 
Equation (5-15) is used as the base regression model for comparison, as it is representative of the 
historical ground motion. 15 recorded and 48 simulated regression models are developed based on 
(5-15) and (4-5), respectively. These models correspond to the following conditions with 4 
considered simulation methodologies (EXSIM, GP, Song, Irikura-Recipe):  
1. Bridge: 1 recorded regression model and 4 simulated regression models for a total of 5 
regression models 
2. 2-story SMRF: 1 recorded regression model per floor (2) and 4 simulated regression 
models per floor (8) for a total of 10 regression models 
3. 12-story SMRF: 1 recorded regression model per floor (12) and 4 simulated regression 
models per floor (36) for a total of  48 regression models 
For all 15 recorded and 48 simulated (63 total) regression models, Ia, is statistically significant in 
predicting EDP. The differences between the bridge and building systems arise in terms of the 
subsequent IMs that were considered. For both buildings systems (58 total models), Ia remains to 
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be the only significant IM in the regression model whereas for the bridge system (5 total models), 
along with Ia, D5-95% is significant. These findings are consistent for both historical Northridge 
records and the simulated counterparts considering all four simulation methodologies. Although 
these four IMs have been proven to be representative of the evolution of intensity and frequency 
content of ground motions, this study is the first to link these parameters to the response of 
structural systems. This step of the validation procedure accomplishes this task.  
 Goodness of fit measures for recorded and simulated regression models  
 
Tables 5.1, 5.2 and 5.3 display the R2 and standard error for the buildings and Table 5.4 
displays the R2 and standard error values for the bridge. There are several noteworthy conclusions 
that can be drawn from these goodness-of-fit metrics:  
(1) There is a significant difference between the statistics of the regression models for the 
buildings and the bridge. For the bridge system, the waveform parameters are able to explain 
a large amount of the EDP (R2 is around 90% for all models) whereas for both buildings, the 
waveform parameters are not able to explain nearly as much (R2 is around 45%). There is a 
general consensus in several statistical applications that an R2 value of 50% or greater 
constitutes an acceptable regression model (Cameron, 1997). Therefore, the bridge waveform 
parameters are highly representative of the EDP. For the buildings, the R2 values, specifically 
for the recorded model, are very close to 50%, and some simulation methodologies (Song for 
the 2-story and Irikura-Recipe for the 12-story) are able to surpass the 50% threshold. This 
implies that the models are good enough to predict the EDP to some extent, with potential 
room for improvement with the addition of other parameters that may be predictive of 
structural response. 
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(2) Table 5.1 and highlight the similarities between simulated and recorded data in terms of how 
well the waveform parameters from simulated and recorded ground motions predict structural 
response. The maximum difference in standard error for the 2-story model occurs when using 
GP simulation methodology, with an error of 31%, and the maximum difference in R2 for the 
2-story building occurs when using EXSIM simulation methodology, with an error of 21%. 
The maximum error in standard error for the bridge model is 16% for both GP and Irikura-
Recipe, about half that of the building, and the maximum error for R2 it is 4% for EXSIM. The 
results of the bridge highlight the overall similarities in the goodness-of-fit between simulated 
and recorded models while for the building, there is room for improvement in how well the 
simulated models match their recorded counterparts.  
 
(3) For the 12-story model, a significant difference can be seen in several instances between 
simulated and recorded goodness of fit measures. For example, the largest error in standard 
error (56%) occurs when using EXSIM simulation methodology at the sixth story, and the 
largest error in R2 (22%) occurs also when using EXSIM but for the seventh story. These are 
the worst case scenarios, with several of the other goodness-of-fit measures measuring very 
closely for simulated and recorded data (for example, R2 values for GP data are similar to 
recorded data for all stories).  
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Table 4.1: Standard Errors and R-squared values from multiple regression analysis of 2-story SMRF 
 
 
 
Table 4.3: Standard errors from multiple regression analysis of 12-story SMRF 
 
 
 
 
 
 
Floor 1 Floor 2 Floor 1 Floor 2
REC 0.72 0.74 0.47 0.47
EXSIM 0.52 0.53 0.34 0.37
GP 0.52 0.51 0.39 0.4
SONG 0.65 0.64 0.52 0.52
IRIK 0.55 0.54 0.38 0.41
2-Story Model
Standard Error R
2
Floor 1 Floor 2 Floor 3 Floor 4 Floor 5 Floor 6 Floor 7 Floor 8 Floor 9 Floor 10 Floor 11 Floor 12
REC 0.66 0.71 0.72 0.71 0.72 0.75 0.79 0.81 0.82 0.82 0.87 0.93
EXSIM 0.52 0.49 0.51 0.52 0.52 0.51 0.35 0.48 0.48 0.48 0.46 0.45
GP 0.62 0.58 0.59 0.62 0.61 0.43 0.58 0.59 0.61 0.58 0.52 0.48
SONG 0.89 0.83 0.77 0.76 0.76 0.74 0.76 0.76 0.77 0.71 0.65 0.58
IRIK 0.52 0.52 0.54 0.55 0.57 0.53 0.56 0.52 0.54 0.45 0.53 0.51
Standard Error: 12-story model 
Floor 1 Floor 2 Floor 3 Floor 4 Floor 5 Floor 6 Floor 7 Floor 8 Floor 9 Floor 10 Floor 11 Floor 12
REC 0.46 0.46 0.45 0.46 0.46 0.45 0.46 0.44 0.44 0.44 0.41 0.41
EXSIM 0.37 0.35 0.33 0.32 0.35 0.35 0.35 0.37 0.38 0.4 0.44 0.47
GP 0.43 0.44 0.44 0.44 0.43 0.43 0.42 0.43 0.42 0.43 0.43 0.48
SONG 0.49 0.48 0.48 0.44 0.43 0.43 0.43 0.43 0.43 0.45 0.47 0.49
IRIK 0.49 0.48 0.49 0.5 0.51 0.53 0.5 0.5 0.46 0.45 0.47 0.49
R
2
: 12-story model 
Table 4.2: R-squared values from multiple regression analysis of 12-story SMRF 
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Table 4.4: Standard Errors and R-squared values from multiple regression analysis of bridge 
 
 
To investigate whether there is a statistical difference between recorded and simulated 
regression models, ANOVA is conducted. For all ANOVA tests (2-story building, 12-story 
building, and concrete bridge), the H0, —which states that regression coefficients for simulated 
and recorded models are equal—cannot be rejected as the p-value (shown in Table 5.5) is greater 
than the chosen significance level of 0.05. Given failure to reject the null hypothesis for all models, 
it can be argued that the models developed using waveform parameters to predict structural 
response are statistically similar for simulated and recorded data. Figure 4 shows the trendlines of 
the each recorded and simulated regression model and provides a graphical representation of the 
similarity between these models, reinforcing the results from ANOVA. Although there is much 
less scatter for the bridge system compared with both buildings, the buildings still share similar 
slopes and intercepts between recorded and simulated motions, especially in the case of the 2-story 
building.  
 
 
 
 
 
Standard Error R
2
REC 0.31 0.93
EXSIM 0.26 0.89
GP 0.23 0.92
SONG 0.25 0.91
IRIK 0.23 0.91
Bridge Model- Combined Orthogonal Components
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Table 4. 5: P-values from ANOVA for case study structures with significance level 0.05 
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(a)                 (b)
 
(c)             (d) 
Figure 4.5: Trendlines of regression models for simulated ground motions compared with recorded 
regression models shown with a black solid line for (a) the bridge considering Ia, (b) the bridge 
considering D5-95% , and the SMRF structures considering Ia 
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Sensitivity of EDPs to differences in select IMs of recorded and simulated ground 
motions 
 
Results of ANOVA show that the statistical models developed from simulated and 
recorded data to predict response based on select waveform parameters are similar. The next step 
of the validation aims to investigate how differences in significant waveform parameters affect 
differences in structural response. Shown in Figures 5.5 and 5.6 are the log ratio comparisons of 
significant IMs plotted against structural response for the cases study structures, along with a 95% 
confidence interval (grey shaded area) and prediction interval (are within the dashed red lines). 
For the buildings, there is a vertical clustering around 0 on the plot, which indicates that Ia is 
generally similar for simulated and recorded ground motions. However, this is not always the case 
for response as there is a large range of variability in response, even when Ia of simulated and 
recorded motions match well. Differences in bridge response (Figure 5.6) are highly correlated 
with the differences in waveform parameters, especially Ia. These results indicate that the 
considered waveform parameters, Ia in particular, are strong predictors of bridge response of both 
simulated and recorded motions and that the differences in these parameters directly correlate with 
differences in bridge response. In other words, when recorded/simulated IMs are overestimated or 
underestimated, recorded/simulated EDPs are also overestimated or underestimated, respectively. 
However, although the waveform parameters of simulated and recorded motions are similar, there 
may be additional parameters that are more representative of the difference between building 
response from simulated and recorded ground motions.  
The sensitivity of response to changes in significant waveform parameters is investigated 
through the determination of confidence and prediction intervals. Larger margins for both 
confidence and prediction intervals can be seen when comparing building and bridge results, which 
further shows the better predictive accuracy of waveform parameters for bridge response. The 
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large prediction interval for buildings suggests that there is a wide range of possibilities that future 
predictions may lie. In order to quantify these differences in IMs and EDPs, a 5% margin of error 
in the estimation of structural response between recorded and simulated ground motions is 
considered. A 5% margin of error between the structural response of recorded ground motions and 
their simulated counter-parts is calculated by (𝐸𝐷𝑃𝑠 𝐸𝐷𝑃𝑟) ⁄ = 1.05. Taking the natural log of 
both sides of this equation yields  𝑙𝑛(𝐸𝐷𝑃𝑠 𝐸𝐷𝑃𝑟) = 𝑙𝑛(1.05) ⁄ , where 𝑙𝑛(1.05) is equal to 
approximately 0.05.  Therefore, a log ratio of 0.05 below or above the 0 mark of the y-axis on 
Figures 5.5 and 5.6 corresponds to a 5% difference between simulated and recorded motions. For 
building response, the majority of IM ratios lie within approximately ±0.5 (corresponding to a log 
ratio of about ±0.5), however,  in order to achieve 5% accuracy in the estimation of response, the 
Ia of simulated ground motions must fall within about ±0.25 from or, in other words, when the log 
ratio of simulated to recorded IMs is approximately ±0.25. For bridge response, there is a much 
stronger correlation how well the simulations IMs match the recorded IMs and the accurate 
prediction of response. The majority of IM ratios fall within the acceptable range, suggesting that 
these simulations are able to match their recorded counterparts well.  
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(a)                                                                                   (b)  
Figure 4. 6: Ratio plot of simulated and recorded regression models for the prediction of roof drift based 
on Arias Intensity with 95% confidence interval band represented by the grey shaded area around the line-
of-best fit and prediction interval represented by the red dashed lines 
 
 
 
 
(a)                                             (b) 
Figure 4.7: Ratio plot of simulated and recorded regression models for the prediction of displacement 
based on (a) Arias Intensity and (b) significant duration with 95% confidence interval band for concrete 
bridge structure with the confidence interval represented 
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Secondary verification of significant metrics in predicting structural response through 
variable transformation into the standard normal space 
 
When conducting regression analyses with multiple variables to determine which 
parameters are significant in predicting structural response, it is important to consider how the 
individual statistical distributions of these variables affects the outcomes of regression. Razaeian 
and Der Kiureghian (2010) detailed the unique individual distributions of each of these waveform 
metrics, which were considered in this study as an additional validation procedure to assess 
whether transforming the variables into the standard normal space would affect how well they 
predict structural response. Transformations into the standard normal domain are applied 
according to methodology discussed in PEER Report 2010/02 (Rezaeian and Der Kiureghian, 
2010). Each intensity measure, along with corresponding distributions, is represented as follows: 
ln(Ia)—Standard Normal Distribution, D5-95—Beta Distribution, ωmid —Gamma Distribution, 
ω’—Two-sided Truncated Exponential Distribution.  For all case study structures, transforming 
the variables into the standard normal space and then carrying out the regression analyses did not 
alter the previous results of this study. Ia was still shown to be the only waveform metric significant 
in predicting building response while Ia, D5-95% were the only significant waveform metrics in 
predicting bridge response.  
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VBIM application for IMs that do not show significance in regression analyses  
 
The validation procedure outlined in VBIM consists of a process of elimination in regards 
to IMs, where after the first step of validation, only IMs that are statistically significant in 
predicting EDP are included in the remainder of the validation methodology. For example, for the 
2- and 12-story SMRFs, only Ia was shown to be significant in predicting the EDP, and therefore 
only this IM was included in the calculation of confidence and prediction intervals. Here, VBIM 
is applied in one scenario for an IM (ω’ for the 2-story SMRF) that did not show significance in 
predicting EDP in step 1. Figure 5.8 presents the natural log ratio of simulated and recorded data 
corresponding to the 2-story SMRF for ω’. Comparing Figure 8 (based on non-significant IM, ω’) 
and Figure 5.6 (based on significant IM, Ia), several observations are drawn: 
 
(1) The significantly larger prediction intervals in Figure 5.8 signify that future point estimates 
of roof drift based on ω’ have a much larger window of possibility compared with those based 
on Ia.  
(2) Clear slopes can be seen for the lines-of-best-fit presented in Figure 5.6, showing the 
dependency of EDP on Ia whereas the lines-of-best-fit in Figure 5.8, along with the prediction 
and confidence interval bounds, are almost perfectly horizontal. Therefore, it can be 
concluded that regardless of how similar values of ω’ are for simulated and recorded ground 
motions, observed values of EDP, along with future predictions of point and mean estimates, 
remain unaffected.  
(3) Figure 5.6 and Figure 5.8 both show data points clustered around 0 on the x-axis, but unlike 
Figure 5.6, the data in Figure 5.8 is not centered around 0 on the y-axis. Therefore, this shows 
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that values of ω’ between simulated and recorded ground motions may be similar, but this 
similarity has no effect on how closely the EDP of simulated and recorded motions match.  
 
Figure 4.8: Ratio plot of simulated and recorded regression models for the prediction of roof drift based 
on ω’ with 95% confidence interval and prediction interval for 2-story SMRF 
 
VBIM application using spectral acceleration as an IM  
 
In addition to applying VBIM using both significant and non-significant ground motion 
waveform parameters as IMs, VBIM is also demonstrated with the addition of spectral acceleration 
(Sa) as an IM. Sa is chosen for several reasons including its wide used in engineering applications, 
its direct correlation with the response of structures, as it is a structural period-dependent IM, and 
its use in a wide range of previous ground motion simulation validation studies as a useful metric 
for validation. The regression equation with the inclusion of Sa is shown by Equation (4-16). 
Prediction and confidence intervals (step 3 of VBIM) for the validation methodology considering 
Sa is presented in Figure 5.7. The strong correlation between accurate estimates of Sa and accurate 
estimates of response can be seen through the trendlines of the plotted data. A general clustering 
EXSIM GP
Song IR
)
prediction interval bounds confidence  interval areadata points
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around 0 (for both the x- and y-axis) signifies that these simulation methodologies are generally 
accurate in terms of Sa and correspondingly, in roof drift. Of the four presented simulation 
methodologies, EXSIM has the narrowest prediction interval, and therefore, estimates of future 
response for EXSIM are expected to match the response of corresponding recorded ground 
motions well if values of Sa from EXSIM and recorded ground motions are similar. Consider a 5% 
difference between simulated and recorded values of Sa. For EXSIM, the prediction interval around 
±5% Sa is between approximately -1.5 and 0.04; taking the exponential of these values leads to 
0.22 and 1.04. Therefore, if simulated values of Sa are within ±5% of recorded Sa, future prediction 
of deformation response from ground motions simulated using EXSIM are expected to be between 
4% (exponential of 0.04) and 22% (exponential of -1.5) of response from corresponding recorded 
ground motions. Compared to the predictions based on ω’, a non-significant parameter in 
predicting the structural response of the 2-story SMRF, Sa yields much more accurate estimates of 
future deformation response.  
 
  ln(𝐸𝐷𝑃) = 𝑎 + 𝑎1ln(𝐼𝑎) + 𝑎2 ln(𝐷5−95) + 𝑎3 ln(𝜔𝑚𝑖𝑑) + 𝑎4ln (𝜔′) + 𝑎5ln (𝑆𝑎) + 𝜀𝑖   (4-16) 
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Table 4.6: Standard Errors and R2 values from multiple nonlinear regression analysis of 2- and 12-story 
buildings including Sa 
  
 
 
 
                                      (a)                                             (b) 
 
Figure 4.9: Ratio plot of simulated and recorded regression models for the prediction of roof drift based 
on spectral acceleration with 95% confidence interval band represented by the grey shaded area around 
the line-of-best fit and prediction interval represented 
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From the regression analyses, Sa was shown to be a strong predictor of the structural 
response of buildings. Confidence and prediction intervals of the log ratios of Sa of simulated to 
recorded motion are determined. Figure 5.7 shows the strongly correlated relationship between 
accurate estimations of Sa for simulated ground motions and accurate values of roof drift. This 
clear linear relationship leads to the conclusion that there is a much smaller interval of acceptance 
when it comes to accurately matching Sa from simulated motions with their recorded counterparts 
because of the strong sensitivity of response to the accurate estimation of Sa. It is worth noting that 
for all waveform log ratio plots the majority of points are clustered around 0, which leads to the 
conclusion that the simulations are, for the most part, accurately representing the recorded motions 
at the response level, even when the simulated IMs of interest may not match recorded IMs. 
4.4 CONCLUSIONS 
 
The validation of simulated ground motions has been the focus of several studies in recent 
years which have led to the increased confidence in their use. This study aims to add to these 
efforts by introducing a new methodology for the validation of simulated ground motions titled 
Vector Based Intensity Measure method (VBIM), which combines significant intensity measures 
that describe the waveform parameters of ground motions and quantifies how well they are able to 
measure structural response for recorded and simulated ground motions. Using three case study 
structures, multiple regression analyses are performed to 1) identify the vector of intensity 
measures that is able to best predict structural response, 2) develop models that predict structural 
response from both recorded and simulated ground motions, and 3) quantify similarities and 
differences between simulated and recorded ground motions using the developed models. Results 
for the 2- and 12-story SMRFs show that the only significant waveform parameter in predicting 
roof drift is Arias Intensity; for the bridge structure, both Arias intensity and strong motion duration 
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are significant. The regression models (i.e., one based on simulated ground motions and another 
with recorded ground motions) that estimate structure response to vector of intensity measures are 
statistically compared through ANOVA. Results of ANOVA show no significant difference 
between regression models of recorded and simulated ground motions out of the four considered 
simulation methodologies (i.e. Graves and Pitarka, EXSIM, Song, Irikura-Recipe). Through the 
determination of confidence and prediction intervals of the response based on significant intensity 
measures, the acceptable range (i.e., tolerance) required in intensity measures in order for 
simulated ground motions to accurately predict values of response is determined. When 
considering Arias intensity, there is a much larger interval that encompasses differences in future 
predictions of building response compared with bridge response for simulated and recorded ground 
motions.  
The results of this study shed light on the similarities between simulated ground motions and 
their recorded counterparts at the ground motion waveform level and at the structural response 
level. Furthermore, these results can be used to provide ground motion simulation modelers with 
recommendations regarding the level of accuracy of intensity measures that is needed in order for 
future estimates of structural response from simulated ground motions to be within an acceptable 
range of the structural response from recorded ground motions.  
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CHAPTER 5: CONCLUSIONS AND FUTURE WORK 
  
 The main goal of this dissertation is validating simulated ground motions at the engineering 
demand level. This goal is accomplished by 1) effectively providing a statistical methodology for 
the characterization of EDP dependence that yields more accurate simulations of EDPs and 
estimates of loss, and 2) introducing a step by step methodology that can be used to validate 
simulated ground motions at the structural response level.  
 In part one of this dissertation, Gaussian copulas are used to characterize the dependence 
of EDPs which are tested against the current methods suggested by FEMAP-58 Volumes 1 and 2, 
detailing recommended provisions for performance based seismic assessment of structural 
systems. Using Gaussian copulas allows for the generation of a suite of EDPs from a smaller 
number of initial realizations without the need for potentially inaccurate assumptions regarding 
EDP dependence. Peak floor acceleration and maximum interstory drift ratios for four special steel 
moment resisting frame buildings are obtained from a large suite of selected and scaled ground 
motion records. These values of demand are then used to generate EDPs that exhibit the 
dependence structure of Gaussian copulas and also, that follow a joint lognormal distribution, 
which follow the current methodology outlined by FEMAP-58 (2015). Results show that EDPs 
generated using Gaussian copulas are better able to match the population EDPs from which they 
were sampled, especially with smaller initial input realizations, compared with EDPs generated 
that follow a joint lognormal distribution. 
Furthermore, in terms of the calculation and assessment of loss, results show that for the 
majority of cases, copula EDPs generate losses that better match population loss compared with 
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loss generated from joint lognormal EDPs but that joint lognormal loss still matches well with 
population loss. These results shed light on the availability of more statistical tools that require 
fewer assumptions that can be implemented to generate EDPs, such as Gaussian copulas. These 
results highlight the large amount of inherent variability that exists in performance based 
estimations of economic loss. This dissertation addresses a solution to remove the need for 
potentially inaccurate assumptions at the EDP level of performance assessment by providing a 
methodology that is able to minimize the inaccuracies associated with simulating suites of demand 
sets from a small number of initial analyses. There is a continued need to extend this work to 
further address room for improvement in the quantification of uncertainty at other levels of 
performance assessment, for example in terms of damage and loss. This will contribute to a more 
holistically accurate methodology that will allow for more reliable engineered structures.  
 In the second part of this dissertation, a methodology, titled Vector Based Intensity-
Measure Method (VBIM), is introduced and presented using three case study structures: a 2-story 
SMRF, 12-story SMRF and a two-span, single column concrete bridge. Using three case study 
structures, multiple regression analyses are performed to 1) identify the vector of intensity 
measures that is able to best predict structural response, 2) develop models that predict structural 
response from both recorded and simulated ground motions, and 3) quantify similarities and 
differences between simulated and recorded ground motions using the developed models. Results 
for the 2- and 12-story SMRFs show that the only significant waveform parameter in predicting 
roof drift is Arias Intensity; for the bridge structure, both Arias intensity and strong motion duration 
are significant. The regression models (i.e., one based on simulated ground motions and another 
with recorded ground motions) that estimate structure response to a vector of intensity measures 
are statistically compared through ANOVA. Results of ANOVA show no significant difference 
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between regression models of recorded and simulated ground motions out of the four considered 
simulation methodologies (i.e. Graves and Pitarka, EXSIM, Song, Irikura-Recipe). Through the 
determination of confidence and prediction intervals of the response based on significant intensity 
measures, the acceptable range (i.e., tolerance) required in intensity measures in order for 
simulated ground motions to accurately predict values of response is determined. When 
considering Arias intensity, there is a much larger interval that encompasses differences in future 
predictions of building response compared with bridge response for simulated and recorded ground 
motions. Further, VBIM is applied using ω’, an intensity measure that was shown to be 
insignificant in predicting roof drift for the SMRFs and using Sa, an intensity measure that has 
been proven to be representative of structural response. These applications illustrate the 
applicability and accuracy of VBIM in identifying the tolerance of response based on different 
intensity measures.  
These results shed light on the similarities between simulated ground motions and their 
recorded counterparts at the ground motion waveform level and the structural response level. 
Furthermore, these results and the VBIM methodology can be used to provide ground motion 
simulation modelers with recommendations regarding the level of accuracy of intensity measures 
that are needed in order for future estimates of structural response from simulated ground motions 
to be within an acceptable range of the structural response from recorded ground motions.  
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APPENDIX A 
 
 
The results of each multivariate normality test conducted in Chapter 2 are presented here. 
All outputs are obtained using R statistical analysis software. In Figures A.1, A.4, A.7, A.10, A.13, 
and A.16, glp corresponds to Mardia’s multivariate skew statistic, chi.skew is the Chi-squared 
value of the skewness test, p.value.skew is the p-value of the skewness statistic, g2p is Mardia’s 
multivariate kurtosis statistic, z.kurtosis is the z-value of the kurtosis statistic, p.value.kurt is the 
p-value of the kurtosis statistic, chi.small.skew is the Chi-squared value of the small sample 
skewness statistic and p.value.small is the p-value of small sample skewness statistic. Both p-
values corresponding to kurtosis and skewness should be greater than the significance level (0.05 
in this case) in order to confirm multivariate normality of the data. The small p-value and chi-
squared are provided for small datasets (n less than 20) which is not the case here as the dataset 
consists of 100 points.  
 The outputs of the Henze-Zirkler tests are shown in Figures A.2, A.5, A.8, A.11, A.14 and 
A.17. The Henze-Zirkler multivariate normality test provides only one test statistic to determine 
multivariate normality. HZ corresponds to value of the Henze-Zirkler test statistic at a significance 
level of 0.05 and p-value is the significance value for the provided HZ statistic.  
 The outputs of Royston’s multivariate normality tests are shown in Figures A.3, A.6, A.9, 
A.12, A.15, A.18, which similar to the Henze Zirkler test, has one test statistic. H corresponds to 
the value of Royston’s H statistic at a significance level of 0.05 and p-value is an approximate p-
value for Royston’s test with respect to equivalent degrees of freedom (edf).  
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Figure A.2: Results 
output of Henze-
Zirkler’s multivariate 
normality test for 4-
story building 
considering 2% in 50 
years hazard 
 
 
 
 
 
 
 
 
 
 
 
Figure A.1: Results output of Mardia’s multivariate normality test for 4-story building considering 2% in 50 years hazard 
Figure A.3: Results output of Royston’s multivariate normality test for 4-story building 
considering 2% in 50 years hazard 
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Figure A.4: Results output of Mardia’s multivariate normality test for 4-story building considering 10% in 50 years 
hazard 
 
Figure A.5:  Results output of Henze-Zirkler’s multivariate normality test for 4-story building considering 10% in 50 
years hazard 
 
 
  
Figure A.6: Results output of Royston’s multivariate normality test for 4-story building considering 10% in 50 years 
hazard 
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Figure A.7: Results output of Mardia’s multivariate normality test for 4-story building considering 50% in 50 years 
hazard 
 
 
Figure A.8: Results output of Henze Zirkler’s multivariate normality test for 4-story building considering 10% in 50 
years hazard 
 
 
 
Figure A.9: Results output of Royston’s multivariate normality test for 4-story building considering 10% in 50 years 
hazard 
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Figure A.10: Results output of Mardia’s multivariate normality test for 8-story building considering 2% in 50 years 
hazard 
 
 
Figure A.11: Results output of Henze Zirkler’s multivariate normality test for 8-story building considering 2% in 50 
years hazard 
 
 
 
Figure A.12: Results output of Royston’s multivariate normality test for 8-story building considering 2% in 50 years 
hazard 
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Figure A.13: Results output of Mardia’s multivariate normality test for 8-story building considering 10% in 50 years 
hazard 
 
 
 
Figure A.14: Results output of Henze Zirkler’s multivariate normality test for 8-story building considering 10% in 50 
years hazard 
 
 
 
Figure A.15: Results output of Royston’s multivariate normality test for 8-story building considering 10% in 50 years 
hazard 
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Figure A.16: Results output of Mardia’s multivariate normality test for 8-story building considering 50% in 50 years 
hazard 
 
Figure A.17: Results output of Henze Zirkler’s multivariate normality test for 8-story building considering 10% in 50 
years hazard 
 
 
 
Figure A.18: Results output of Royston’s multivariate normality test for 8-story building considering 50% in 50 years 
hazard 
 
