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SOLUTIONS OF QUASIANALYTIC EQUATIONS
ANDRÉ BELOTTO DA SILVA, IWO BIBORSKI, AND EDWARD BIERSTONE
Abstract. The article develops techniques for solving equations G(x, y) = 0,
where G(x, y) = G(x1, . . . , xn, y) is a function in a given quasianalytic class (for
example, a quasianalytic Denjoy-Carleman class, or the class of C∞ functions
definable in a polynomially-bounded o-minimal structure). We show that, if
G(x, y) = 0 has a formal power series solution y = H(x) at some point a, then
H is the Taylor expansion at a of a quasianalytic solution y = h(x), where
h(x) is allowed to have a certain controlled loss of regularity, depending on G.
Several important questions on quasianalytic functions, concerning division,
factorization, Weierstrass preparation, etc., fall into the framework of this
problem (or are closely related), and are also discussed.
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1. Introduction
This article develops techniques for solving equationsG(x, y) = 0, whereG(x, y) =
G(x1, . . . , xn, y) is a function in a given quasianalytic class (see Section 2). Assum-
ing that G(x, y) = 0 has a formal power series solution y = H(x) at some point a,
we ask whether H is the Taylor expansion at a of a quasianalytic solution y = h(x),
where h(x) is allowed to have a certain controlled loss of regularity, depending on
G. Several important problems on quasianalytic functions, concerning division, fac-
torization, Weierstrass preparation, etc., fall into the framework of this question,
or are closely related, and they are also discussed in the paper.
There are two general categories of quasianalytic classes Q that are studied in
the recent literature:
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(1) Quasianalytic Denjoy-Carleman classesQ = QM , going back to E. Borel [8] and
characterized (following questions of Hadamard in studies of linear partial differen-
tial equations [16]) by the Denjoy-Carleman theorem [13], [9]. These are classes of
C∞ functions whose partial derivatives have bounds on compact sets determined by
a logarithmically convex sequence of positive real numbers M = (Mj)j∈N; several
classical properities of M guarantee that the functions of class QM on an open
subset U of Rn form a ring QM (U) that is closed under differentiation and (by the
Denjoy-Carleman theorem) quasianalytic (i.e., the Taylor series homomorphism at
a point of U is injective, if U is connected). See §2.1.
(2) Classes of C∞ functions that are definable in a given polynomially-bounded o-
minimal structure. Such structures arise in model theory, and define quasianalytic
classes Q according to a result of C. Miller (see [22], [27] and Remark 2.2(3)).
Loss of regularity will be expressed as follows. If the equation G(x, y) = 0
is of class Q, then a solution y = h(x) will be allowed to belong to a (perhaps
larger) quasianalytic class Q′. For classes Q as in (2) above, we will always have
Q′ = Q. On the other hand, suppose that Q is a quasianalytic Denjoy-Carleman
class QM . Then we will find a positive integer p depending on G, such that h is of
class Q′, where QM j Q′ j QM(p) and M
(p) denotes the sequence M
(p)
j := Mpj.
More precisely, we can take Q′ = QM(p)
⋂
C∞M where C
∞
M (U) denotes the subring of
C∞(U) of functions f such that, for every relatively compact definable open V ⊂ U ,
f |V is definable in the (polynomially bounded) o-minimal structure RQM generated
by QM (see [27] and §2.2).
In the theorems following (proved in Sections 6 and 5, respectively) and in all
results involving loss of regularity in Sections 4–7, Q can be understood to mean
a quasianalytic class in one of the two general categories above, and then Q′ will
mean either Q, in the definable case (2), or Q′ j QM(p) , as above, in the case that
Q = QM (1), where p depends on G. We fix this convention once and for all, and
avoid repeating it in every result.
Theorem 1.1. Let G(x, y) be a nonzero function of quasianalytic class Q, defined
in a neighbourhood U ×W of (a, b) ∈ Rn × R. Then there is a (perhaps larger)
quasianalytic class Q′ k Q such that, if the equation
G(x, y) = 0
admits a formal power series solution y = H(x) at the point a, with b = H(a), then
there is a solution y = h(x) ∈ Q′(V ), where V is a neighbourhood of a in U , and
H is the formal Taylor expansion of h at a.
Of course, it is enough to find h ∈ Q′(V ) with formal Taylor expansion H at a,
since it follows that G(x, h(x)) = 0, by quasianalyticity.
In the case that G(x, y) is a monic polynomial in y with quasianalytic coefficients,
there is a result stronger than the above. Theorem 1.1 does not evidently reduce
to the case of a monic polynomial equation because of the lack of a Weierstrass
preparation theorem in quasianalytic classes; see Section 7 (cf. [11]).
Theorem 1.2. Let Q denote a quasianalytic class. Let U denote a (connected)
neighbourhood of the origin in Rn, with coordinates x = (x1, . . . , xn), and let
(1.1) G(x, y) = yd + a1(x)y
d−1 + · · ·+ ad(x),
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where the coefficients ai ∈ Q(U). Let
G(x, y) =
k∏
j=1
(
ydj +Bj1(x)y
dj−1 + · · ·+Bj,dj (x)
)
denote the irreducible factorization of G(x, y) as an element of R[[x]][y]. Then there
is a (perhaps larger) quasianalytic class Q′ k Q and a neighbourhood V of 0 in
U , such that each Bji is the formal Taylor expansion bˆji,0 at 0 of an element
bji ∈ Q′(V ), and
G(x, y) =
k∏
j=1
(
ydj + bj1(x)y
dj−1 + · · ·+ bj,dj(x)
)
in Q′(V )[y].
These theorems and the other results in Sections 4–7 are not, however, particular
to quasianalytic classes of types (1), (2) above. For G(x, y) = 0 of any given quasi-
analytic class Q, the solutions y = h(x) will be C∞ functions whose composites by
a certain finite sequence σ of blowings-up and power substitutions (depending on
G) belong to Q. Such functions satisfy the axiom of quasianalyticity (see Defini-
tions 2.1). In the case (2) of functions definable in a given polynomially-bounded
o-minimal structure, such C∞ functions are evidently definable in the same struc-
ture, so we can take Q′ = Q. In Section 3, we will show that, if Q is a quasianalytic
Denjoy-Carleman class QM , then such C∞ functions belong to QM(p) , for some p
depending on the sequence σ.
Theorems 1.1, 1.2 and the related results are proved using techniques of quasi-
analytic continuation that are developed in Section 4. Quasianalyticity provides a
generalization of the classical property of analytic continuation. We use the axiom
of quasianalyticity to show that, if the formal Taylor expansion fˆa of a quasianalytic
function f at a given point a is the composite H ◦ σˆa of a formal power series H
with the formal expansion of a suitable quasianalytic mapping σ, then this formal
composition property extends to a neighbourhood of a. The main problems are
solved by reducing G(x, y) to a simpler form by composing with an appropriate
sequence of blowings-up and power substitutions, finding a solution of the simpler
problem, and using the quasianalytic continuation property to descend to a solution
of the original equation.
2. Quasianalytic classes
We consider a class of functions Q given by the association, to every open subset
U ⊂ Rn, of a subalgebra Q(U) of C∞(U) containing the restrictions to U of poly-
nomial functions on Rn, and closed under composition with a Q-mapping (i.e., a
mapping whose components belong to Q). We assume that Q determines a sheaf
of local R-algebras of C∞ functions on Rn, for each n, which we also denote Q.
Definition 2.1 (quasianalytic classes). We say that Q is quasianalytic if it satisfies
the following three axioms:
(1) Closure under division by a coordinate. If f ∈ Q(U) and
f(x1, . . . , xi−1, a, xi+1, . . . , xn) = 0,
where a ∈ R, then f(x) = (xi − a)h(x), where h ∈ Q(U).
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(2) Closure under inverse. Let ϕ : U → V denote a Q-mapping between open
subsets U , V of Rn. Let a ∈ U and suppose that the Jacobian matrix
∂ϕ
∂x
(a) :=
∂(ϕ1, . . . , ϕn)
∂(x1, . . . , xn)
(a)
is invertible. Then there are neighbourhoods U ′ of a and V ′ of b := ϕ(a),
and a Q-mapping ψ : V ′ → U ′ such that ψ(b) = a and ψ ◦ϕ is the identity
mapping of U ′.
(3) Quasianalyticity. If f ∈ Q(U) has Taylor expansion zero at a ∈ U , then f
is identically zero near a.
Remarks 2.2. (1) Axiom 2.1(1) implies that, if f ∈ Q(U), then all partial deriva-
tives of f belong to Q(U).
(2) Axiom 2.1(2) is equivalent to the property that the implicit function theorem
holds for functions of class Q. It implies that the reciprocal of a nonvanishing
function of class Q is also of class Q.
(3) In the case of C∞ functions definable in a given polynomially bounded o-minimal
structure, we can define a quasianalytic class Q in the axiomatic framework above
by taking Q(U) as the subring of C∞(U) of functions f such that f is definable in
some neighbourhood of any point of U (or, equivalently, such that f |V is definable,
for every relatively compact definable open V ⊂ U).
The elements of a quasianalytic class Q will be called quasianalytic functions.
A category of manifolds and mappings of class Q can be defined in a standard
way. The category of Q-manifolds is closed under blowing up with centre a Q-
submanifold [6].
Resolution of singularities holds in a quasianalytic class [5], [6]. Resolution of
singularities of an ideal does not require that the ideal be finitely generated; see
[7, Thm. 3.1]. Resolution of singularities of an ideal in a quasianalytic class is the
main tool used in this article.
2.1. Quasianalytic Denjoy-Carleman classes. We use standard multiindex no-
tation: Let N denote the nonnegative integers. If α = (α1, . . . , αn) ∈ Nn, we
write |α| := α1 + · · · + αn, α! := α1! · · ·αn!, xα := x
α1
1 · · ·x
αn
n , and ∂
|α|/∂xα :=
∂α1+···+αn/∂xα11 · · · ∂x
αn
n . We write (i) for the multiindex with 1 in the ith place
and 0 elsewhere.
Definition 2.3 (Denjoy-Carleman classes). LetM = (Mk)k∈N denote a sequence of
positive real numbers which is logarithmically convex ; i.e., the sequence (Mk+1/Mk)
is nondecreasing. A Denjoy-Carleman class Q = QM is a class of C∞ functions
determined by the following condition: A function f ∈ C∞(U) (where U is open
in Rn) is of class QM if, for every compact subset K of U , there exist constants
A, B > 0 such that
(2.1)
∣∣∣∣∂|α|f∂xα
∣∣∣∣ ≤ AB|α|α!M|α|
on K, for every α ∈ Nn.
Remarks 2.4. (1) The logarithmic convexity assumption implies that MjMk ≤
M0Mj+k, for all j, k, and that the sequence ((Mk/M0)
1/k) is nondecreasing. The
first of these conditions guarantees that QM (U) is a ring, and the second that
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QM (U) contains the ring O(U) of real-analytic functions on U , for every open
U ⊂ Rn. (If Mk = 1, for all k, then QM = O.)
(2) QM can be defined equivalently using inequalities of the form |∂|α|f/∂xα| ≤
AB|α||α|!M|α|, instead of (2.1). This is true because, on the one hand, α! ≤ |α|!,
and, on the other, |α|! ≤ n|α|α!, since
nα = (1 + · · ·+ 1)α1+···+αn =
∑ (α1 + · · ·+ αn)!
α1! · · ·αn!
,
where the sum is over all partitions |α| = α1 + · · ·+ αn of |α|.
A Denjoy-Carleman class QM is a quasianalytic class in the sense of Definition
2.1 if and only if the sequenceM = (Mk)k∈N satisfies the following two assumptions
in addition to those of Definition 2.3.
(a) sup
(
Mk+1
Mk
)1/k
<∞.
(b)
∞∑
k=0
Mk
(k + 1)Mk+1
=∞.
It is easy to see that the assumption (a) implies that QM is closed under dif-
ferentiation. The converse of this statement is due to S. Mandelbrojt [21]. In a
Denjoy-Carleman class QM , closure under differentiation is equivalent to the ax-
iom 2.1(1) of closure under division by a coordinate—the converse of Remark 2.2(1)
is a consequence of the fundamental theorem of calculus:
(2.2) f(x1, . . . , xn)− f(x1, . . . , 0, . . . , xn) = xi
∫ 1
0
∂f
∂xi
(x1, . . . , txi, . . . , xn)dt
(where 0 in the left-hand side is in the ith place).
According to the Denjoy-Carleman theorem, the class QM is quasianalytic (ax-
iom 2.1(3)) if and only if the assumption (b) holds [17, Thm. 1.3.8].
Closure of the class QM under composition is due to Roumieu [28] and closure
under inverse to Komatsu [18]; see [6] for simple proofs. The assumptions of Def-
inition 2.3 and (a), (b) above thus guarantee that QM is a quasianalytic class, in
the sense of Definition 2.1.
If QM , QN are Denjoy-Carleman classes, then QM (U) ⊆ QN (U), for all U , if
and only if sup (Mk/Nk)
1/k
<∞ (see [29, §1.4]); in this case, we write QM ⊆ QN .
2.2. Shifted Denjoy-Carleman classes. Given M = (Mj)j∈N and a positive
integer p, let M (p) denote the sequence M
(p)
j := Mpj .
If M is logarithmically convex, then M (p) is logarithmically convex:
Mkp
M(k−1)p
=
Mkp
Mkp−1
· · ·
Mkp−p+1
Mkp−p
≤
Mkp+p
Mkp+p−1
· · ·
Mkp+1
Mkp
=
M(k+1)p
Mkp
.
Therefore, if QM is a Denjoy-Carleman class, then so is QM(p) . Clearly, QM j
QM(p) . Moreover, the assumption (a) above for QM immediately implies the same
condition for QM(p) . In general, however, it is not true that assumption (b) (i.e.,
the quasianalyticity axiom (3)) for QM implies (b) for QM(p) [26, Example 6.6].
In particular, in general, QM(p) ) QM . Moreover, QM(2) is the smallest Denjoy-
Carleman class containing all g ∈ C∞(R) such that g(t2) ∈ QM (R) [26, Rmk. 6.2].
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3. Regularity estimates
Let y = σ(x) denote a mapping of Denjoy-Carleman class QM (Definition 2.3).
Given a C∞ function g(y) such f(x) := g(σ(x)) is of class QM , what can we say
about the class of g? We will answer this question for mappings σ of two important
kinds that will be needed for our main results: power substitutions and blowings-up.
3.1. Power substitutions. The following result is proved in [26, Thm. 6.1] for
functions of a single variable, by an argument different from that below.
Lemma 3.1. Consider a Denjoy-Carleman class QM . Let U =
∏n
i=1(−ri, ri) ⊂
Rn, where each ri > 0, and let σ : U → V denote a power substitution
(y1, . . . , yn) = (x
k1
1 , x
k2
2 , . . . , x
kn
n ),
where each ki is a positive integer and V =
∏
(−rkii , r
ki
i ). Let g ∈ C
∞(V ) and let
f = g ◦ σ. If f ∈ QM (U), then g ∈ QM(p)(σ(U)), where p = max ki.
Proof. Let K ⊂ U denote the compact set
∏n
i=1[−ri/2, ri/2]. Since f ∈ QM (U),
there are constants A > 0, B ≥ 1 such that
(3.1)
∣∣∣∣∂|α|f∂xα
∣∣∣∣ ≤ AB|α|α!M|α|
on the compact set K, for all α ∈ Nn. We will show that
(3.2)
∣∣∣∣∂|β|g∂yβ
∣∣∣∣ ≤ ABp|β|β!Mp|β|
on σ(K), for all β ∈ Nn. In the following, we will not explicitly write “on K” or “on
σ(K)”—all estimates will be understood to mean on these sets (and the left-hand
side of (3.1) or (3.2) will sometimes be understood to mean the maximum on one of
these sets, when the meaning is clear from the context). We will use the notation
g(β) :=
∂|β|g
∂yβ
.
Claim 3.2. For each β ∈ Nn,
(3.3)
∣∣∣∣∂|α|(g(β) ◦ σ)∂xα
∣∣∣∣ ≤ ABp|β|+|α|(α + β)!Mp|β|+|α|Γ(k, α, β),
for all α ∈ Nn, where
Γ(k, α, β) :=
α!
∏n
i=1
∏βi
j=1(jki + αi)
kβ(α+ β)!
,
and k := (k1, . . . , kn), k
β := kβ11 · · · k
βn
n .
Note that Γ(k, 0, β) =
(∏n
i=1 βi!k
βi
i
)
/(kββ!) = 1. In the case that α = 0,
therefore, (3.3) reduces to (3.2), so the lemma follows from the claim.
We will prove Claim 3.2 by induction on |β|. Note that Γ(k, α, 0) = 1. The claim
is therefore true when β = 0, because in this case (3.3) reduces to (3.1).
Assume that (3.3) holds for a given multiindex β. It is clearly then enough to
prove (3.3) for γ := β+(1). The partial derivative ∂/∂y1 transforms by σ as follows:
(3.4)
∂
∂y1
=
1
k1 x
k1−1
1
∂
∂x1
; i.e.,
∂h
∂y1
◦ σ =
1
k1 x
k1−1
1
∂(h ◦ σ)
∂x1
, h ∈ C∞(V ).
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Therefore,
∂g(β)
∂y1
◦ σ =
1
k1
∫
[0,1]k1−1
∂k1(g(β) ◦ σ)
∂xk11
(t1 · · · tk1−1x1, x2, . . . , xn)Q0(t) dt,
by (2.2) (applied k1 − 1 times), where t = (t1, . . . , tk1−1) and Q0(t) denotes the
polynomial Q0(t) := t
k1−2
1 t
k1−3
2 · · · tk1−2. It follows that, for all α ∈ N
n,∣∣∣∣∂|α|(g(γ) ◦ σ)∂xα
∣∣∣∣ = ∣∣∣∣ ∂|α|∂xα
(
∂g(β)
∂y1
◦ σ
)∣∣∣∣
≤
1
k1
∣∣∣∣∂|α|+k1(g(β) ◦ σ)∂xα+k1(1)
∣∣∣∣ · ∫
[0,1]k1−1
Qα(t)dt,
where Qα(t) := Q0(t)(t1 · · · tk1−1)
α1 = tk1−2+α11 t
k1−3+α1
2 · · · t
α1
k−1−1, so that∫
[0,1]k1−1
Qα(t)dt =
1
(k1 − 1 + α1)(k1 − 2 + α1) · · · (1 + α1)
=
(k1 + α1)α1!
(k1 + α1)!
.
By the induction hypothesis,∣∣∣∣∂(g(γ) ◦ σ)∂xα
∣∣∣∣ ≤ ABp|β|+|α|+k1(α+ γ)!Mp|β|+|α|+k1
·
1
k1
·
(α1 + β1 + k1)!
(α1 + β1 + 1)!
· Γ(k, α+ k1(1), β) ·
(k1 + α1)α1!
(k1 + α1)!
.
Since p|β|+ |α|+ k1 ≤ p|γ|+ |α|, we get∣∣∣∣∂|α|(g(γ) ◦ σ)∂xα
∣∣∣∣ ≤ ABp|γ|+|α|(α+ γ)!Mp|γ|+|α|Γ(k, α, γ),
for all α ∈ Nn, as required, using the following combinatorial identity, which can
be easily checked:
1
k1
·
(α1 + β1 + k1)!
(α1 + β1 + 1)!
·
(k1 + α1)α1!
(k1 + α1)!
· Γ(k, α+ k1(1), β) = Γ(k, α, β + (1)).

Remark 3.3. It follows from Lemma 3.1 that the same conclusion holds for a map-
ping σ of the form (y1, . . . , yn) = (ǫ1x
k1
1 , . . . , ǫnx
kn
n ), where each ǫi ∈ {−1, 1}.
3.2. Blowing up.
Lemma 3.4. Let QM denote a Denjoy-Carleman class. Let W be an open subset
of Rn, and let σ : Z → W denote a blowing-up with centre a QM -submanifold of
W . Let g ∈ C∞(W ) and let f = g ◦ σ. If f ∈ QM (Z), then g ∈ QM(2)(W ).
In contrast to the case of a power substitution, we do not actually know whether
the loss of regularity is necessary in Lemma 3.4; it is interesting to ask whether
g ∈ QM (W ).
Proof of Lemma 3.4. Any point ofW has a coordinate neighbourhood V , such that
σ−1(V ) can be covered by finitely many coordinate charts U , in each of which σ is
given by a mapping of the form
(y1, . . . , yn) = (x1, x1x2, . . . , x1xs, xs+1, . . . , xn),
where 2 ≤ s ≤ n. In the following, we will use σ : U → V to denote this mapping.
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Let K ⊂ U denote the compact set
∏n
i=1[−ri, ri], where each ri > 0. Since
f ∈ QM (U), there are constants A > 0, B ≥ 1 such that
(3.5)
∣∣∣∣∂|α|f∂xα
∣∣∣∣ ≤ AB|α|α!M|α|
on the compact set K, for all α ∈ Nn. We will show that
(3.6)
∣∣∣∣∂|β|g∂yβ
∣∣∣∣ ≤ A(4s2rB2)|β|β!M2|β|
on σ(K), for all β ∈ Nn, where r := max{1, ri}. (Recall the conventions following
(3.2) above.) The lemma then follows.
Claim 3.5. For each β ∈ Nn,
(3.7)
∣∣∣∣∂|α|(g(β) ◦ σ)∂xα
∣∣∣∣ ≤ A(2s2r)β1Bpβ(α)∆(α, β)Mpβ (α),
for all α ∈ Nn, where pβ(α) := |β|+ |α|+
∑s
i=1 βi,
(3.8) ∆(α, β) :=
α1!(α+ β + γ)!
(α1 + ξ)!(β1 − ξ)!
,
and
γ is chosen to maximize (α + β + δ)!) over the set I(β) consisiting of all
δ = (0, δ2, . . . , δs, 0, . . . , 0) ∈ Nn such that |δ| = β1,
ξ is chosen to minimize (α1 + η)!(β1 − η)! over the set J(β) of all η ∈ N such
that 0 ≤ η ≤ β1.
Note that pβ(0) ≤ 2|β|, and that
∆(0, β) = β! ·
(β1)!
(ξ)!(β1 − ξ)!
·
∏s
i=2(βi + γi)!
β1!
∏s
i=2 βi!
≤ β! ·
(β1)!
(ξ)!(β1 − ξ)!
·
s∏
i=2
(γi + βi)!
γi! · βi!
≤ β! · 2β1
s∏
i=2
2γi+βi
(using Remark 2.4(2)). Therefore, (3.7) in the case that α = 0 implies (3.6); i.e.,
the lemma follows from Claim 3.5.
We will prove the claim by induction on |β|. Note that ∆(α, 0) = α!. The claim
is therefore true when β = 0, because in this case (3.7) reduces to (3.5). Fix a
multiindex β˜, where |β˜| > 0. By induction, we assume the claim holds for all β
such that |β| < |β˜|. Now, the partial derivatives transform by σ as follows (cf.
(3.4)):
(3.9)
∂
∂y1
=
∂
∂x1
−
s∑
j=2
xj
x1
∂
∂xj
,
∂
∂yi
=
1
x1
∂
∂xi
, i = 2, . . . , s,
∂
∂yi
=
∂
∂xi
, i = s+ 1, . . . , n.
Case 1. β˜1 = 0. Then there exists β ∈ N
n such that β˜ = β +(k), where 2 ≤ k ≤ n.
Since β1 = 0, (3.7) holds for all α ∈ Nn, with γ = 0 and ξ = 0 in ∆(α, β). If k > s,
then (3.7) for β˜ follows from (3.9) and the inductive assumption (3.7) for β.
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On the other hand, suppose that 2 ≤ k ≤ s. Then
(3.10)
∂g(β)
∂yk
◦ σ =
∫ 1
0
∂2(g(β) ◦ σ)
∂x1∂xk
(tx1, x2, . . . , xn) dt.
Given any α ∈ Nn, let δ := α+ (1) + (k). Then pβ(δ) = pβ˜(α) and
∆(δ, β) = (δ + β)! = (α1 + 1)(α+ β˜)! = (α1 + 1)∆(α, β˜).
By (3.10) and the induction hypothesis,∣∣∣∣∣∂|α|(g(β˜) ◦ σ)∂xα
∣∣∣∣∣ =
∣∣∣∣∫ 1
0
∂|α|+2(g(β) ◦ σ)
∂xα∂x1∂xk
(tx1, x2, . . . , xn) t
α1dt
∣∣∣∣
≤ ABpβ(δ)∆(δ, β)Mpβ(δ) ·
1
α1 + 1
= ABpβ˜(α)∆(α, β˜)Mp
β˜
(α),
as required.
Case 2. β˜1 > 0. Then there exists β ∈ Nn such that β˜ = β + (1), and
∂g(β)
∂y1
◦ σ =
∂(g(β) ◦ σ)
∂x1
−
s∑
j=2
∫ 1
0
xj
∂2(g(β) ◦ σ)
∂x1∂xj
(tx1, x2, . . . , xn) dt,
by (3.9). Therefore, for all α ∈ Nn,∣∣∣∣∣∂|α|(g(β˜) ◦ σ)∂xα
∣∣∣∣∣ ≤ I+
s∑
j=2
IIj +
s∑
j=2
IIIj ,
where
I :=
∣∣∣∣∂|α|+1(g(β) ◦ σ)∂xα∂x1
∣∣∣∣ ,
IIj :=
∫ 1
0
αj
∣∣∣∣∂|α|+1(g(β) ◦ σ)∂xα∂x1 (tx1, x2, . . . , xn)
∣∣∣∣ tα1dt,
IIIj :=
∫ 1
0
∣∣∣∣xj · ∂|α|+2(g(β) ◦ σ)∂xα∂x1∂xj (tx1, x2, . . . , xn)
∣∣∣∣ tα1dt.
We will use the inductive hypothesis to show that each term I, IIj and IIIj is
bounded by
(3.11) Asr(2s2r)β˜1−1Bpβ˜(α)∆(α, β˜)Mp
β˜
(α).
The required estimate (3.7) for β˜ follows since there are only 2s − 1 ≤ 2s such
terms.
Consider the first term I. Set δ := α + (1). Then pβ(δ) = pβ˜(α) − 1. Choose
γ ∈ I(β), ξ ∈ J(β) to realize ∆(δ, β) according to the formula (3.8) (with δ in place
of α). If β˜1 = 1, then β1 = 0, so that γ = 0, ξ = 0; in this case, it is easy to see
that
∆(δ, β) = (δ + β)! = (α+ β˜)! ≤ ∆(α, β˜).
On the other hand, suppose that β˜1 > 1. Since |γ| = β˜1 − 1, there exists
k ∈ {2, . . . , s} such that γk ≥ (β˜1 − 1)/(s − 1) > 0. Since γk ∈ N, it follows that,
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in fact, γk ≥ β˜1/s (consider separately the cases that β˜1 > s or β˜1 ≤ s). Set
γ′ := γ + (k). Then γ′ ∈ J(β˜) and
∆(δ, β) =
α1 + 1
αk + βk + γk + 1
·
α1!(α+ β˜ + γ
′)!
(α1 + 1 + ξ)!(β˜1 − 1− ξ)!
Now,
α1 + 1
αk + βk + γk + 1
≤
s(α1 + 1)
β˜1
≤
s(α1 + 1 + ξ)
β˜1 − ξ
.
Since ξ ∈ J(β˜), we get ∆(δ, β) ≤ s∆(α, β˜).
In either case, by the induction hypothesis,
I ≤ A(2s2r)β1Bpβ(δ)∆(δ, β)Mpβ(δ)
≤ As(2s2r)β˜1−1Bpβ˜(α)∆(α, β˜)Mp
β˜
(α).
Secondly, consider a term IIj . We can assume that αj 6= 0. Again set δ := α+(1)
(so that pβ(δ) = pβ˜(α) − 1), and choose γ ∈ I(β), ξ ∈ J(β) to realize ∆(δ, β). Set
γ′ := γ + (j). Then γ′ ∈ I(β˜), and
∆(δ, β) =
α1 + 1
αj + βj + γj + 1
·
α1!(α + β˜ + γ
′)!
(α1 + 1 + ξ)!(β˜1 − 1− ξ)!
≤
α1 + 1
αj
·∆(α, β˜).
By the induction hypothesis,
IIj ≤ αjA(2s
2r)β1Bpβ(δ)∆(δ, β)Mpβ(δ) ·
1
α1 + 1
≤ A(2s2r)β˜1−1Bpβ˜(α)∆(α, β˜)Mp
β˜
(α).
Finally, consider any of the terms IIIj . Set δ := α+(1)+(j). Then pβ(δ) = pβ˜(α).
Choose γ ∈ I(β), ξ ∈ J(β) to realize ∆(δ, β). Set γ′ := γ + (j). Then γ′ ∈ I(β˜),
and
∆(δ, β) =
α1 + 1
αj + βj + γj + 1
·
α1!(α + β˜ + γ
′)!
(α1 + 1 + ξ)!(β˜1 − 1− ξ)!
≤ (α1 + 1) ·∆(α, β˜).
By the induction hypothesis,
IIIj ≤ rA(2s
2r)β1Bpβ(δ)∆(δ, β)Mpβ(δ) ·
1
α1 + 1
≤ Ar(2s2r)β˜1−1Bpβ˜(α)∆(α, β˜)Mp
β˜
(α).
Since r, s ≥ 1, each of the terms I, IIj and IIIj is bounded by (3.11), and the
proof is compete. 
4. Quasianalytic continuation
Let Fa denote the ring of formal power series centred at a point a ∈ Rn; thus
Fa ∼= R[[x1, . . . , xn]]. If U is open in Rn and f ∈ C∞(U), then fˆa ∈ Fa denotes the
formal Taylor expansion of f at a point a ∈ U ; i.e., fˆa(x) =
∑
α∈Nn(∂
|α|f/∂xα)(a)xα/α!
(likewise for a C∞ mapping U → Rm).
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Let Q denote a quasianalytic class (Definition 2.1).
Theorem 4.1. Let U, V denote open neighbourhoods of the origin in Rn, with
coordinate systems x = (x1, . . . , xn), y = (y1, . . . , yn), respectively. (Assume U is
chosen so that every coordinate hyperplane (xi = 0) is connected). Let σ : U → V
denote a Q-mapping such that the Jacobian determinant det(∂σ/∂x) is a monomial
times an invertible factor in Q(U). Let f ∈ Q(U) and let H ∈ F0 be a formal power
series centred at 0 ∈ V , such that fˆ0 = H ◦ σˆ0. Then, for all β ∈ Nn, there exists
fβ ∈ Q(U) such that f0 = f and
(1) for all a ∈ U , fˆa = Ha ◦ σˆa, where Ha ∈ Fσ(a) denotes the formal power
series
(4.1) Ha :=
∑
β∈Nn
fβ(a)
β!
yβ;
(2) each fβ, β ∈ Nn, and therefore also Ha ∈ Fσ(a) (as a function of a) is
constant on connected components of the fibres of σ.
Proof. (1) Write σ = (σ1, . . . , σn) with respect to the coordinates of V . As formal
expansions at 0 ∈ U ,
n∑
j=1
(
∂H
∂yj
◦ σ
)
·
∂σj
∂xi
=
∂f
∂xi
, i = 1, . . . , n,
so that
det
(
∂σ
∂x
)
·
(
∂H
∂yj
◦ σ
)
=
(
∂σ
∂x
)∗(
∂f
∂xi
)
,
where (∂f/∂xi) denotes the column vector with components ∂f/∂xi, and (∂σ/∂x)
∗
is the adjugate matrix of ∂σ/∂x.
By axioms 2.1(1), (3), for each j = 1, . . . , n, there is a quasianalytic function
f(j) ∈ Q(U) such that
fˆ(j),0 =
∂H
∂yj
◦ σˆ0
and
det
(
∂σ
∂x
)
·
(
f(j)
)
=
(
∂σ
∂x
)∗(
∂f
∂xi
)
in Q(U).
It follows by induction on the order of differentiation that, for each β ∈ Nn, there
is a quasianalytic function fβ ∈ Q(U) such that
fˆβ,0 =
∂|β|H
∂yβ
◦ σˆ0
and
det
(
∂σ
∂x
)
·
(
fβ+(j)
)
=
(
∂σ
∂x
)∗(
∂fβ
∂xi
)
.
Therefore, for all a ∈ U , fˆa = Ha ◦ σˆa, where Ha is the formal power series centred
at σ(a) ∈ V given by (4.1). Likewise, for all β ∈ Nn and a ∈ U ,
(4.2) fˆβ,a =
∂βHa
∂yβ
◦ σˆa
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(2) It is enough to show that, for each β ∈ Nn, fβ is locally constant on every fibre
of σ. This is immediate from Lemma 4.2 following applied at any given point a ∈ U
to the equation (4.2). 
Lemma 4.2. Let σ : U → V denote a Q-mapping, where U, V are open neighbour-
hoods of the origin in Rn. Let f ∈ Q(U) and let H ∈ F0 be a formal power series
centred at 0 ∈ V , such that fˆ0 = H ◦ σˆ0. Then there is a neighbourhood W of 0 in
U such that f is constant on the fibres of σ in W .
Proof. The following argument is due to Nowak [25]. We can assume that f(0) = 0,
H(0) = 0. Let
(4.3) P := {(ξ, η, ζ) ∈ U × U × V : σ(ξ) = ζ = σ(η), f(ξ) 6= f(η)}.
Suppose the lemma is false. Then (0, 0, 0) ∈ P . By the quasianalytic curve selection
lemma (see [6, Thm. 6.2]), there is a quasianalytic arc (α(t), β(t), γ(t)) ∈ U ×U ×V
such that (α(0), β(0), γ(0)) = (0, 0, 0) and (α(t), β(t), γ(t)) ∈ P if t 6= 0. Then
(f ◦ α)∧0 = fˆ0 ◦ αˆ0 = H ◦ σˆ0 ◦ αˆ0 = H ◦ (σ ◦ α)
∧
0 = H ◦ γˆ0.
Likewise, (f ◦ β)∧0 = H ◦ γˆ0, so that (f ◦ α)
∧
0 = (f ◦ β)
∧
0 . Since f ◦ α, f ◦ β are
quasianalytic functions of t, f ◦ α = f ◦ β; a contradiction. 
Remark 4.3. Theorem 4.1(2) also follows from Proposition 4.6 below, which is
included here for completeness. Proposition 4.6 in the special case that Q = O
(the class of analytic functions) is proved in [4, Prop. 11.1], but the proof in the
latter does not apply to quasianalytic classes, in general. We have chosen to prove
Theorem 4.1(2) using Lemma 4.2 because the idea of its proof above will be needed
again in our proof of Corollary 4.5.
Lemma 4.4. Let σ : M → V denote a proper Q-mapping, whereM is a Q-manifold
of dimension n, and V is an open neighbourhood of the origin in Rn. Then, given
any open covering {U} of σ−1(0), there is a neighbourhood W of 0 in V with the
following properties:
(1) σ−1(W ) ⊂
⋃
U .
(2) Let H ∈ F0 be a power series centred at 0 ∈ V , and suppose there exists
fU ∈ Q(U), for each U , such that fˆU,a = σˆ∗a(H), for all a ∈ σ
−1(0) ∩ U .
Then there exists f ∈ Q(σ−1(W )) such that fˆa = σˆ∗a(H), for all a ∈ σ
−1(0).
Proof. There is a covering of the fibre σ−1(0) by finitely many open sets Ωi with
compact closure, such that, for each i, there exists U such that Ωi ⊂ U ; write
fU = fi (of course, U is not necessarily unique). We can assume that each Ωi
⋂
Ωj
has only finitely many connected components (e.g., take each Ωi sub-quasianalytic).
For each i and j, if Ω is a connected component of Ωi
⋂
Ωj and its closure Ω
includes a point of σ−1(0), then fi = fj in Ω, by quasianalyticity. For each i, let Vi
denote the complement in Ωi of the union of the Ω, for all connected components
Ω of Ωi
⋂
Ωj , for every j, such that Ω
⋂
σ−1(0) = ∅. Then {Vi} is an open covering
of σ−1(0). Let W be any neighbourhood 0 in V such that σ−1(W ) ⊂
⋃
Vi. Then
fi = fj in Vi ∩ Vj ∩ σ−1(W ), for all i, j, so the result follows. 
Corollary 4.5. Let σ : M → V denote a proper Q-mapping, where M is a Q-
manifold of dimension n, and V is an open neighbourhood of the origin in Rn. Let
H ∈ F0 be a power series centred at 0 ∈ V . Suppose that, for all a ∈ σ
−1(0), there
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is a neighbourhood U of a with coordinates (x1, . . . , xn) such that σ|U satisfies the
hypotheses of Theorem 4.1, and there exists fU ∈ Q(U) such that fˆU,a = σˆ∗a(H).
Then:
(1) There is a neighbourhood W of 0 in V such that σ−1(W ) ⊂
⋃
U , and a
function fβ ∈ Q(σ−1(W )), for every β ∈ Nn, with the following proper-
ties: each point of σ−1(0) has a neighbourhood Ω in U
⋂
σ−1(W ), for some
U , such that fβ = fU,β in Ω, for all β (where fU,β denotes the function
associated to fU given by Theorem 4.1).
(2) (After perhaps shrinking W ) f = f0 is formally composite with σ; i.e., for
all b ∈W , there exists Hb ∈ Fb such that fˆa = σˆ∗a(Hb), for all a ∈ σ
−1(b).
(3) In fact, there is a C∞ function h ∈ C∞(W ) such that f = h ◦ σ.
Proof. (1)This gluing condition is immediate from Lemma 4.4.
(2) It is enough to show that, after shrinking W if necessary, each fβ is constant
on the fibres of σ over W . For every k ∈ N, let
Pk := {(ξ, η, ζ) ∈M ×M ×W : σ(ξ) = ζ = σ(η), fβ(ξ) = fβ(η), |β| ≤ k}.
Then the decreasing sequence of closed quasianalytic sets P0 ⊃ P1 ⊃ P2 ⊃ · · ·
stabilizes in some neighbourhood of the compact set σ−1(0) × σ−1(0) × {0}, by
topological noetherianity [6, Thm. 6.1]; say, Pk = Pk0 , k ≥ k0, in such a neighbour-
hood. It follows that, if W is a sufficiently small neighbourhood of 0 in V , and fβ
is constant on the fibres of σ over W , for all β ≤ k0, then fβ is constant on the
fibres of σ over W , for all β.
Therefore, it is enough to prove the following assertion: given β ∈ Nn, there is
an open neighbourhood W of 0 such that fβ is constant on the fibres of σ over
W . We can now argue as in the proof of Lemma 4.2. Define P ⊂ M ×M ×W as
in (4.3). Suppose the assertion is false. Then there is a point (a1, a2.0) ∈ P , and
a quasianalytic arc (α(t), β(t), γ(t)) ∈ M ×M × V such that (α(0), β(0), γ(0)) =
(a1, a2, 0) and (α(t), β(t), γ(t)) ∈ P if t 6= 0. We get a contradiction as before.
(3) The hypotheses on σ imply that σ is generically a submersion, so the assertion
follows from (1) by a quasianalytic generalization [2], [24] of Glaeser’s composite
function theorem [14] (cf. Corollary 4.8 ff. below). 
Proposition 4.6. Let ϕ : M → Rn denote a Q-mapping, where M is a Q-manifold
of dimension m. Let f ∈ Q(M) and let H denote a formal power series at b = 0 ∈
Rn. Then
S := {a ∈ ϕ−1(b) : fˆa = H ◦ ϕˆa}
is open and closed in ϕ−1(b).
Proof. We work in a local coordinate chart ofM with coordinates u = (u1, . . . , um)
at a point a = 0 in ϕ−1(0). Write H =
∑
β∈Nn Hβv
β/β!, where v = (v1, . . . , vn).
For x ∈ ϕ−1(0),
fˆx(u)− (H ◦ ϕˆx)(u) =
∑
α∈Nm
∂αf(x)
α!
uα −
∑
β∈Nn
Hβ
β!
∑
|α|>0
∂αϕ(x)
α!
uα
β
=
∑
α∈Nm
1
α!
(∂αf(x)−Kα(x)) u
α,
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where each Kα(x) is a finite linear combination of products of derivatives of the
components of ϕ (defined in the coordinate neighbourhood). (We write ∂α :=
∂|α|/∂xα in this proof, and use the same notation for the formal derivative of a power
series, below.) If x ∈ ϕ−1(0), then fˆx = H ◦ ϕˆx if and only if ∂αf(x)−Kα(x) = 0,
for all α; i.e., S is closed.
To show that S is open, it is enough to prove that, if a = 0 ∈ S (i.e., fˆ0−H◦ϕˆ0 =
0), then ∂αf −Kα vanishes on a (common) neighbourhood of a in ϕ−1(0), for all
α; i.e., (∂αf)(γ(t)) − Kα(γ(t)) = 0, for all α, for any quasianalytic curve γ(t) in
ϕ−1(0), γ(0) = 0.
Consider such a curve γ(t). Since fˆ0 −H ◦ ϕˆ0 = 0 and ϕ ◦ γ = 0,
0 = fˆ0(γˆ0(t) + u)−H(ϕˆ0(γˆ0(t) + u))
= fˆ0(γˆ0(t) + u)−H(ϕˆ0(γˆ0(t) + u)− ϕˆ0(γˆ0(t)))
=
∑
α
∂αfˆ0(γˆ0(t))
α!
uα −
∑
α
K̂α,0(γˆ0(t))
α!
uα;
i.e., for all α, (∂αf ◦γ)∧0 (t)−(Kα◦γ)
∧
0 (t) = 0; therefore, (∂
αf)(γ(t))−Kα(γ(t)) = 0,
by quasianalyticity. 
Remarks 4.7. (1) We will use the results above (apart from Proposition 4.6) in the
case that σ is a quasianalytic mapping of one of two kinds:
(a) σ : M → V is a blowing-up of V with centre a closed submanifold of V of
class Q, or, more generally, σ is a finite composite of admissible blowings-
up, where a blowing-up is called admissible is its center is a Q-manifold
that has only normal crossings with respect to the exceptional divisor.
(b) σ : U → V is a power substitution
(y1, . . . , yn) = (x
k1
1 , . . . , x
kn
n ),
where the exponents ki are positive integers, or, more generally,
σ :
∐
ǫ∈{−1,1}n
U ǫ → V,
where
∐
means disjoint union, each U ǫ, ǫ = (ǫ1, . . . , ǫn) ∈ {−1, 1}n, is a
copy of U , and σǫ := σ|Uǫ is given by
(y1, . . . , yn) = (ǫ1x
k1
1 , . . . , ǫnx
kn
n ).
(We assume that V is of the form
∏n
i=1(−δi, δi), where each δi > 0. The
images σǫ(U ǫ) are unions of closed quadrants, covering V .)
(2) Corollary 4.5 extends in an immediate way to the case that, instead of σ : M →
V , we have a locally finite covering {σj : Mj → V } of V by quasianalytic mappings,
where each σj is a finite composite of admissible local blowings-up. This version of
the corollary will be needed in the proof of Theorem 1.1.
A family of mappings {σj : Mj → V } is a locally finite covering of V if (a) the
images σj(Mj) are subordinate to a locally finite covering of V by open subsets;
(b) if K is a compact subset of V , then there is a compact subset Kj of Mj , for
each j, such that K =
⋃
σj(Kj) (the union is finite, by (a)). A local blowing-up of
V is a blowing-up over an open subset of V .
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Corollary 4.8. Assume in Corollary 4.5 that σ is a mapping of either kind in
Remarks 4.7(1). Then there is a (perhaps larger) quasianalytic class Q′ depending
only on Q and σ, and there exists h ∈ Q′(W
⋂
σ(U)) such that f = h ◦σ. Likewise
for the version of Corollary 4.5 given in Remarks 4.7(2).
This is a consequence of Corollary 4.5 and Lemmas 3.1, 3.4 (see also Remark
3.3). Note that, to prove Corollary 4.8, we need to use only Glaeser’s original
theorem [14] (rather than a quasianalytic version) in the proof of Corollary 4.5(3),
because blowings-up or power substitutions are algebraic (polynomial) mappings
(with respect to suitable quasianalytic coordinates).
We illustrate the use of the techniques above in two special cases of our main
theorems:
Proposition 4.9 (Membership in a principal ideal; cf. [25]). Let Q be a quasiana-
lytic class and let g ∈ Q(V ), where V is a neighbourhood of 0 in Rn. Then there is
a quasianalytic class Q′ k Q such that, given f ∈ Q(V ) and a formal power series
H ∈ F0 such that fˆ0 = H · gˆ0, there exists h ∈ Q′(W ), where W is a neighbourhood
of 0 in V , such that f = h · g.
Remarks 4.10. (1) Thilliez has studied several cases of functions g ∈ Q(V ), whereQ
is a quasianalytic Denjoy-Carleman class QM , which satisfy the following property:
if f ∈ Q(V ) and fˆa is divisible by gˆa, for all a ∈ V , then f = h · g, where
h ∈ Q(V ) (see [29, Section 4] and Remark 7.5(2) below). By Proposition 4.9, formal
divisibility at a single point implies formal divisibility throughout a neighbourhood.
(2) If f is merely C∞, the latter statement is not true, and it is necessary to assume
that fˆb is divisible by gˆb throughout a neighbourhood W of 0 in order to guaran-
tee that f = h · g, where h ∈ C∞(W ) (quasianalytic version of the Łojasiewicz-
Malgrange division theorem [6, Thm. 6.4]). The proof in [6] nevertheless works for
Proposition 4.9, using the division axiom 2.1(1) and Corollary 4.8:
Proof of Proposition 4.9. (Shrinking V if necessary) there is a mapping σ : M → V
given by a finite composite of blowings-up as in Remarks 4.7(1)(a), such that g ◦ σ
is a monomial times an invertible factor (in suitable quasianalytic coordinates) in
some neighbourhood of any point of σ−1(0). By axiom 2.1(1), f ◦ σ = ϕ · g ◦ σ,
where ϕ ∈ Q(M). Clearly, ϕˆa = σˆ∗a(H), for all a ∈ σ
−1(0), so the result follows
from Corollary 4.8. 
Proposition 4.11 (k’th root of a quasianalytic function). Let Q be a quasianalytic
class and let g ∈ Q(V ), where V is a neighbourhood of 0 in Rn. Then there is a
quasianalytic class Q′ k Q such that, if k is a positive integer and g has a k’th
root in formal power series at 0; i.e., gˆ0 = H
k, where H ∈ F0, then there is a
neighbourhood W of 0 in V and a quasianalytic function h ∈ Q′(W ) such that
g = hk.
Proof. (Shrinking V if necessary) there is a mapping σ : M → V given by a
finite composite of admissible blowings-up, such that g ◦ σ is a monomial times an
invertible factor (in suitable quasianalytic coordinates) in some neighbourhood U of
any point of σ−1(0). By the hypothesis, this monomial is a k’th power, and we can
take fU ∈ Q(U) such that g ◦ σ|U = fkU and fˆU,a = σˆ
∗
a(H), for all a ∈ σ
−1(0) ∩ U .
The result follows from Corollary 4.8. 
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5. Polynomial equations with quasianalytic coefficients
Proof of Theorem 1.2. Let Q(U,C) denote the ring of C-valued functions of quasi-
analytic class Q on U . We can consider G(x, y) as an element of Q(U,C)[y] and
each Bji ∈ C[[x]][y], and it is enough to prove the result in the ring of polynomials
with complex-valued quasianalytic coefficients. We break the proof into a number
of lemmas.
Lemma 5.1. We can assume that a1 = 0, and that there exists α ∈ Nn\{0} such
that
ai(x)
d!/i = xαa∗i (x), i = 2, . . . , d,
where each a∗i ∈ Q(U,C), and a
∗
i is a unit, for some i.
Proof. We can reduce to the case that a1 = 0, by a coordinate change y
′ = y +
a1(x)/d. Let I denote the ideal sheaf generated by the functions a
d!/i
i , i = 2, . . . , d.
The theorem is trivial if I = (0). Otherwise, by resolution of singularities of I,
there is a finite composite of admissible blowings-up σ : M → U (after shrinking U
to a relatively compact neighbourhood of 0) such that any point a ∈ σ−1(0) admits
a coordinate neighbourhood W (with coordinates z = (z1, . . . , zn), say) in which
the pullback of I is generated by a monomial zα, α ∈ Nn; i.e.,
ai(σ(z))
d!/i = zαa∗i (z), i = 2, . . . , d,
where a∗i is a unit in Q(W,C), for some i [6, Thm. 5.9].
By Corollary 4.8, it is enough to find quasianalytic functions cji(z) such that
cˆji,a = σˆ
∗
a(Bji), j = 1, . . . , k, i = 1, . . . , dj , and
G(σ(z), y) =
k∏
j=1
(
ydj + cj1(x)y
dj−1 + · · ·+ cj,dj(x)
)
in Q′(V,C)[y]. Therefore, we can replace G by G(σ(z), y) and each Bji by σˆ∗a(Bji)
to get the lemma. 
Notation 5.2. For any positive integer k, we will write xk to denote (xk1 , . . . , x
k
n).
For any ǫ ∈ {−1, 1}n, we will write τkǫ to denote the substitution
τkǫ (x) := (ǫ1x
k
1 , . . . , ǫnx
k
n).
Lemma 5.3. We can assume, moreover, that
ai(x) = x
iαa˜i(x), i = 2, . . . , d,
where each a˜i ∈ Q(U,C), and a˜i is a unit, for some i.
Proof. For each i = 2, . . . , d, since ai(x)
d! is divisible by xiα, it follows that ai(x
d!)d!
is divisible by xid!α, and therefore that ai(x
d!) is divisible by xiα as a function of
class Q (using unique factorization of formal power series and axioms 2.1(1), (3));
i.e., ai(x
d!) = xiαa˜i(x), i = 2, . . . , d, where each a˜i is of class Q (and a˜i is a unit, for
some i). Likewise for ai(τ
d!
ǫ (x)), for any ǫ ∈ {−1, 1}
n. The assertion now follows
from Corollary 4.8 since, according to the latter, it is enough to prove the theorem
after a power substitution τd!ǫ (x). 
Lemma 5.4. Under the assumptions of Lemmas 5.1, 5.3, G(x, y) has a nontrivial
factorization G = G1G2 in Q(U,C)[y], after perhaps shrinking U , and each formal
factor
Hj(x, y) = y
dj +Bj1(x)y
dj−1 + · · ·+Bj,dj (x)
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splits as Hj = Hj1Hj2, where Hjl is a formal factor of Gl, l = 1, 2 (perhaps Hj1
or Hj2 = constant).
Proof. Since a˜i(0) 6= 0, for some i, we can write
yd + a˜2(0)y
d−2 + · · ·+ a˜d(0) ∈ C[y]
as a nontrivial product of two polynomials with no common factor. Therefore, there
is also a nontrivial splitting
yd +
d∑
i=2
a˜i(x)y
d−i =
(
yk +
k∑
i=1
ξ˜i(x)y
k−i
)
·
(
yl +
l∑
i=1
η˜i(x)y
l−i
)
,
where k + l = d (see [3, Lemma 3.1] and Lemma 5.5 below), so that
G(x, y) =
(
yk +
k∑
i=1
ξi(x)y
k−i
)
·
(
yl +
l∑
i=1
ηi(x)y
l−i
)
,
where ξi(x) = x
iαξ˜i(x), i = 1, . . . , k, and ηi(x) = x
iαη˜i(x), i = 1, . . . , l. The
corresponding factorization of each Hj follows from unique factorization of formal
power series. 
Theorem 1.2 follows, by induction on the degree d of G. 
We recall [3, Lemma 3.1] and its proof, since this result is needed also in Section
7 below.
Lemma 5.5. Let P (x, y) = yd +
∑d
i=1Ai(x)y
d−i, where the coefficients are func-
tions in some class (e.g., formal power series in x = (x1, . . . , xn), or C∞ functions
or functions of a quasianalytic class Q in a neighbourhood of 0 ∈ Rn). Suppose that
P (0, y) = yd +
d∑
i=1
Ai(0)y
d−i = Q(β0, y)R(γ0, y),
where
Q(β0, y) = y
k +
k∑
i=1
β0,iy
k−i, R(γ0, y) = y
l +
l∑
i=1
γ0,iy
l−i
are polynomials in y with no common factor, k + l = d. Then
P (x, y) =
(
yk +
k∑
i=1
Bi(x)y
k−i
)
·
(
yl +
l∑
i=1
Ci(x)y
l−i
)
,
where the coefficients Bi, Cj are functions of the given class.
Proof. Let
Q(β, y) = yk +
k∑
i=1
βiy
k−i, R(γ, y) = yl +
l∑
i=1
γiy
l−i,
where β = (β1, . . . , βk) ∈ Rk, γ = (γ1, . . . , γl) ∈ Rl. Write
Q(β, y)R(γ, y) = yd +
d∑
i=1
αi(β, γ)y
d−i.
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Then the Jaobian determinant ∆(β, γ) := det ∂α(β, γ)/∂(β, γ) is the resultant of
Q, R as polynomials in y. By the inverse function theorem, since ∆(β0, γ0) 6= 0, we
can write
yd +
d∑
i=1
αiy
d−i = Q(β(α), y)R(γ(α), y),
where β(A(0)) = β0, γ(A(0)) = γ0, A(x) = (A1(x), . . . , Ad(x)). Then the assertion
of the lemma holds with Bi(x) = βi(A(x)), Cj(x) = γj(A(x)). 
6. Quasianalytic equations
In this section, we will prove Theorem 1.1 using Corollary 4.8. The latter allows
us to follow the scheme of [7], in a simpler way.
Lemma 6.1. We can assume, without loss of generality, that, for some positive
integer d, G(x, y) is y-regular of order d at (a, b); i.e., (∂jG/∂yj)(a, b) = 0 if j < d,
but (∂dG/∂yd)(a, b) 6= 0.
Proof. We can assume that (a, b) = (0, 0), so that G(0, 0) = 0 and H(0) = 0. Let
ϕi := (∂
iG/∂yi)(x, 0), i ∈ N. By resolution of singularities [7, Thm. 3.1], after
shrinking U to a relatively compact neighbourhood of 0, there is a Q-mapping
σ : M → U given by a finite composite of admissible blowings-up, such that any
a′ ∈ σ−1(0) admits a coordinate neighbourhood W in which the ideal J generated
by the restrictions of ϕi ◦σ, i ∈ N, is a principal ideal generated by a monomial zα,
α ∈ Nn, where z = (z1, . . . , zn) (and a′ is the origin of the coordinate chart).
We claim that G(σ(z), y) is divisible by zα; i.e., that G˜(z, y) := z−αG(σ(z), y) is
a quasianalytic function. It is enough to show that, for each i = 1, . . . , n such that
αi 6= 0, G(σ(z), y) is divisible by zi, or (according to axiom 2.1(1)), that G(σ(z), y)
vanishes on the hyperplane (zi = 0). For fixed z such that zi = 0, Γ(y) := G(σ(z), y)
is of class Q and
djΓ
dyj
(0) =
∂jG
∂yj
(σ(z), 0) = 0, j ∈ N.
By axiom 2.1(3), Γ vanishes identically, as required. Thus G˜(z, y) is of class Q, and
G˜(z, σˆ∗a′(H)(z)) = 0.
Since the ideal J is generated by zα, there exists d such that ϕd ◦ σ|W = zα
times an invertible factor. Thus, (∂dG˜/∂yd)(a′, 0) 6= 0. It follows from Corollary
4.8 that we can assume G(x,H(x)) = 0, where G is y-regular of some order d at
0. 
We now prove the theorem by induction on d. The case d = 1 is a consequence
of the implicit function theorem (axiom 2.1(2)). We can assume that (a, b) = (0, 0),
so that G(0, 0) = 0 and H(0) = 0.
Lemma 6.2. We can assume that
∂d−1G
∂yd−1
(x, 0) = 0.
Proof. Since G is y-regular of order d at (0, 0), the function (∂d−1G/∂yd−1)(x, y)
has nonvanishing derivative with respect to y at (0, 0). By the implicit function
theorem (axiom 2.1(2)), there is a function ϕ(x) of class Q at 0 such that ϕ(0) = 0
and (∂d−1G/∂yd−1)(x, ϕ(x)) = 0. We can replace G(x, y) by G(x, y + ϕ(x)) and
H(x) by H(x) − ϕˆ0(x) to get the lemma. 
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Now, set
ci(x) :=
1
(d− i)!
·
∂d−iG
∂yd−i
(x, 0), i = 2, . . . , d;
thus c1 = 0. Taking the Taylor expansion of G(x, y) with respect to y, we can write
(6.1) G(x, y) = ρ(x, y)yd +
d∑
i=2
ci(x)y
d−i ,
where ρ is C∞ and thus of class Q (by axiom 2.1(1)), and ρ(0, 0) 6= 0.
Lemma 6.3. We can assume there exists α ∈ Nn\{0} such that
ci(x)
d!/i = xαc∗i (x), i = 2, . . . , d,
where each c∗i is of class Q and c
∗
i is a unit, for some i.
Proof. By (6.1),
(6.2)
d−2∑
i=0
ci(x)H(x)
i + ρ(x,H(x))H(x)d = 0,
as a formal expansion at 0. Let I denote the ideal sheaf generated by the functions
c
d!/i
i , i = 2, . . . , d. If I = (0), then H = 0, by (6.2), so of course we can take h = 0
to solve our problem. Otherwise, we apply resolution of singularities to I, to obtain
a finite composite of admissible blowings-up σ : M → U (after shrinking U to a
relatively compact neighbourhood of 0) such that any point a ∈ σ−1(0) admits a
coordinate neighbourhood W (with coordinates z = (z1, . . . , zn), say) in which the
pullback of I is generated by a monomial zα, α ∈ N \ {0}; i.e.,
ci(σ(z))
d!/i = zαc∗i (z), i = 2, . . . , d,
where c∗i is a unit in Q(W ), for some i.
By Corollary 4.8, it is enough to find a quasianalytic function h(z) such that
G(σ(z), h(z)) = 0 and hˆa = σˆ
∗
a(H). Therefore, we can replace G by G(σ(z), y) and
H by σˆ∗a(H) to get the lemma. 
As in the proof of Lemma 5.3, we can write ci(x
d!) = xiαc˜i(x), i = 2, . . . , d,
where each c˜i is of class Q (and c˜i is a unit, for some i). (Recall Notation 5.2.)
Consider
G1(x, y) := x
−dαG(xd!, xαy)
= ρ(xd!, xαy)yd +
d∑
i=2
c˜i(x)y
d−i,
H1(x) := x
−αH(xd!).
Clearly, G1(x, y) is a well-defined function of class Q in a neighbourhood of the
y-axis. Since cd−1 = 0, G1(x, y) is y-regular of order ≤ d − 1 at any point (0, y0).
On the other hand, H1(x) is a priori a Laurent series (with finitely many negative
exponents). We have
G1(x,H1(x)) = x
−dαG(xd!, H(xd!)) = 0.
Write
(6.3) H1(x) =
∑
ξβx
β1
1 · · ·x
βn
n ,
20 A. BELOTTO, I. BIBORSKI, AND E. BIERSTONE
where the exponents βj a priori may be negative.
Lemma 6.4. H1(x) is a formal power series; i.e., H1(x) has only nonnegative
exponents βj.
Proof. We first check that, for any formal curve x(t) = (x1(t), . . . , xn(t)), x(0) =
0, the formal expansion H1(x(t)) has nonnegative order; i.e., orderH(x(t)
d!) ≥
orderx(t)α.
Write K(x) := H(xd!) to simplify the notation. Since G1(x, x
−αK(x)) = 0,
(6.4) ρ(x(t)d!,K(x(t)))K(x(t))d +
d∑
i=2
c˜i(x(t))x(t)
iαK(x(t))d−i = 0.
Suppose that orderK(x(t)) < orderx(t)α. Then, for each i, orderK(x(t))i <
orderx(t)iα, so that orderK(x(t))d < orderx(t)iαK(x(t))d−i, in contradiction to
(6.4).
Now suppose there is a negative exponent βj in (6.3) (for some nonzero ξβ). Let
b denote the smallest negative exponent that occurs; we can assume that b = β1,
for some β = (β1, . . . , βn). Let a denote the smallest β1 > b that occurs in (6.3), A
the smallest β2+ · · ·+βn that occurs, and B the smallest β2 + · · ·+βn that occurs
among those exponents with β1 = b.
Choose q ∈ N such that qb + B < 0 and qb + B < qa + A. Let I := {β :
β1 = b, β2 + · · ·+ βn = B}. Take x(t) = (λ1tq, λ2t, . . . , λnt), where λ is chosen so
that
∑
β∈I ξβλ
β 6= 0 (λ exists because
∑
β∈I ξβs
β is a nonzero polynomial). Then
orderH1(x(t)) < 0; a contradiction. 
In the same way as above, for all ǫ ∈ {−1, 1}n, define
Gǫ1(x, y) := x
−dαG(τd!ǫ (x), x
αy),
Hǫ1(x) := x
−αH(τd!ǫ (x))
(cf. Notation 5.2); then Hǫ1(x) is a formal power series, and G
ǫ
1(x, y) is a well-
defined function of class Q in a neighbourhood of the y-axis, which is y-regular of
order ≤ d− 1 at any point (0, y0).
By Corollary 4.8, it is enough to show that there is a quasianalytic class Q′ k Q
with the property that, for all ǫ ∈ {−1, 1}n, we can find a function hǫ quasianalytic
of class Q′, such that hˆǫ0 = H(τ
d!
ǫ (x)).
By induction on d, there exists Q′ with the property that, for each ǫ, we can
find hǫ1 of class Q
′ such that G1(τ
d!
ǫ (x), h
ǫ
1(x)) = 0 and (h
ǫ
1)
∧
0 = H1(τ
d!
ǫ (x)); then
we can take hǫ(x) := xαhǫ1(x).
This completes the proof of Theorem 1.1. 
7. Remarks on Weierstrass preparation
Let Q denote any subclass of C∞ functions which is closed under differentiation
and taking the reciprocal of a nonvanishing function (we do not assume the axioms
of Definition 2.1, to begin with). A Weierstrass polynomial in y of degree d at
(0, 0) ∈ Rn × R means a function
p(x, y) = yd + a1(x)y
d−1 + · · · ad(x),
where the coefficents ai(x) = ai(x1, . . . , xn) are of class Q and vanish at 0.
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Definitions 7.1. (1) Q has the Weierstrass preparation property if, for every func-
tion g(x, y) of class Q that is y-regular of order d at (0, 0) (see Lemma 6.1), there
exists a Weierstrass polynomial p(x, y) of degree d at (0, 0), such that g(x, y) =
u(x, y)p(x, y) in a neighbourhood of (0, 0), where u is a unit of class Q.
(2) Q has the Weierstrass division property if, given f(x, y), g(x, y) of class Q,
where g is y-regular of order d at (0, 0),
f(x, y) = q(x, y)g(x, y) +
d∑
i=1
ri(x)y
d−i,
where q and the ri are of class Q.
(3) Q has the property of division by a Weierstrass polynomial if (2) holds in the
special case that g is a Weierstrass polynomial in y of degree d.
The following lemma is classical, though it seems not so well known (see [12, § 2],
[15, Kap. I, §4. Supp. 3]).
Lemma 7.2. The Weierstrass preparation and division properties are equivalent.
If Q satisfies the implicit function property (axiom 2.1(2)), then all three properties
of Definitions 7.1 are equivalent.
Proof. We first show that Weierstrass preparation in k+1 variables implies Weier-
strass division in k variables. Suppose that g(x, y) = g(x1, . . . , xn, y) is of class Q
and y-regular of order d at (0, 0). Let f(x, y) be a function of class Q. We want
to divide f by g. By Weierstrass preparation, g(x, y) = u(x, y)p(x, y) in class Q,
where u is a unit and p is a Weierstrass polynomial p(x, y) = yd +
∑d
i=1 ai(x)y
d−i.
The function F (x, y, t) = p(x, y) + tf(x, y) is y-regular of order d at (0, 0, 0). By
Weierstrass preparation,
(7.1) p(x, y) + tf(x, y) = U(x, y, t)P (x, y, t),
where U is a unit and P is a Weierstrass polynomial in y of degree d. Clearly,
U(x, y, 0) = 1 and P (x, y, 0) = p(x, y). Let
r(x, y) =
∂P (x, y, t)
∂t
∣∣∣∣
t=0
;
then r(x, y) is a polynomial of degree < d in y. Apply ∂/∂t to (7.1) and set t = 0;
we get
f(x, y) = q(x, y)g(x, y) + r(x, y),
where
q(x, y) =
∂U(x, y, t)
∂t
∣∣∣∣
t=0
· u(x, y)−1,
as required.
Clearly, Weierstrass division in k variables implies Weierstrass preparation in k
variables. (Given g(x, y) regular of order d in y, divide yd by g and subtract the
remainder term.)
Now assume that Q satisfies the implicit function property and the property of
division by a Weierstrass polynomial. Let P (λ, y) denote the generic polynomial of
degree d,
P (λ, y) := yd +
d∑
i=1
λiy
d−i.
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Given g(x, y), divide by P (λ, y) as functions of (x, λ, y):
(7.2) g(x, y) = q(x, λ, y)P (λ, y) +
d∑
i=1
ri(x, λ)y
d−i.
Suppose that g(x, y) is y-regular of order d at (0, 0). Put x = 0 = λ in (7.2);
then unit · yd = q(0, 0, y)yd+
∑
ri(0, 0)y
d−i. Clearly, q(0, 0, 0) 6= 0 and ri(0, 0) = 0,
for all i. It is easy to check that the Jacobian determinant det(∂ri/∂λj) does not
vanish at (0, 0), so that the system of equations ri(x, λ) = 0 has a solution λ = ϕ(x),
ϕ(0) = 0, and we get Weierstrass preparation g(x, y) = q(x, ϕ(x), y)P (ϕ(x), y). 
Definition 7.3. Let g(x, y) = g(x1, . . . , xn, y) denote a C∞ function that is y-
regular of order d at (0, 0) ∈ Rn × R. We say that g is y-hyperbolic at (0, 0) if, for
every ǫ > 0, there exists δ > 0 such that, for any given x such that |x| < δ (where
|x| := (x21 + · · · + x
2
n)
1/2), g(x, y) = 0 has d real roots (counted with multiplicity)
in the interval (−ǫ, ǫ).
Theorem 7.4. Let g(x, y) be a function of quasianalytic class Q in a neighbourhood
of (0, 0) ∈ Rn × R. Assume that g is regular of order d and hyperbolic with respect
to y at (0, 0). Then there is a (perhaps larger) quasianalytic class Q′ ⊇ Q such that
g(x, y) = u(x, y)p(x, y) near (0, 0), where
p(x, y) = yd + a1(x)y
d−1 + · · · ad(x)
is a Weierstrass polynomial with coefficients ai(x) of class Q′, and u is a unit of
class Q′.
Proof. The proof is by induction on d. By the formal Weierstrass preparation
theorem,
gˆ(0,0)(x, y) = U(x, y)H(x, y),
where
H(x, y) = yd +
d∑
i=1
Bi(x)y
d−i ∈ R[[x]][y]
and U(x, y) is a unit in R[[x, y]].
We argue as in the proof of Theorem 1.1 (Section 6). Note that the hyper-
bolicity property of g is preserved after pull-back to any point in the inverse
image of the origin, by a blowing-up in the x-variables. We can assume that
(∂d−1g/∂yd−1)(x, 0) = 0 (Lemma 6.2), so that
g(x, y) = ρ(x, y)yd +
d∑
i=2
ci(x)y
d−i ,
as in (6.1), where ρ(0, 0) 6= 0. We can also assume (as in Lemma 6.3 ff.) that there
exists α ∈ Nn\{0} such that ci(x
d!) = xiα c˜i(x), i = 2, . . . , d, where each c˜i is of
class Q and c˜i is a unit, for some i.
Consider
G1(x, y) := x
−dαg(xd!, xαy) = ρ(xd!, xαy)yd +
d∑
i=2
c˜i(x)y
d−i,
H1(x, y) := x
−dαH(xd!, xαy) = yd +
d∑
i=1
x−iαBi(x
d!)yd−i .
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Then G1(x, y) = U(x
d!, xαy)H1(x, y) as formal expansions. Setting y = 0, we
see that c˜d(x) = U(x
d!, 0)x−dαBd(x
d!), so that Bd(x
d!) is divisible by x−dα; i.e.,
x−dαBd(x
d!) is a formal power series B˜d(x). Successively taking ∂
j/∂yj, j = 1, 2, . . .
and setting y = 0, we see that each x−iαBi(x
d!) is a formal power series B˜i(x).
Setting x = 0, we have
ρ(0, 0)yd +
d∑
i=2
c˜i(0)y
d−i = U(0, 0)
(
yd +
d∑
i=1
B˜i(0)y
d−i
)
.
Therefore, ρ(0, 0) = U(0, 0), B˜1(0) = 0, and c˜i(0) = U(0, 0)B˜i(0), i = 2, . . . , d.
We claim that all roots of yd +
∑d
i=1 B˜i(0)y
d−i = 0 are real. In fact, by the
Malgrange preparation theorem [20, Ch.V], we can write g(x, y) = u(x, y)h(x, y)
in a neighbourhood of the origin, where u(x, y) is a nonvanishing C∞ function, and
h(x, y) = yd +
d∑
i=1
bi(x)y
d−i,
where, for each i, bi(x) is C∞ and bi(0) = 0. It follows that h(x, y) is y-hyperbolic
at 0, and Bi(x) is the formal Taylor expansion at 0 of bi(x), for each i. Set b˜i(x) :=
bi(x
d!)/xiα, i = 1, . . . , d. Then each b˜i(x) is a C∞ function in a neighbourhood of
0 (as can be seen by taking successive derivatives with respect to y of the equation
G1(x, y) = u(x
d!, xαy)h1(x, y), where h1(x, y) := y
d +
∑d
i=1 b˜i(x)y
d−i, and then
setting y = 0). Moreover, b˜i(0) = B˜i(0), for each i, and y
d +
∑d
i=1 B˜i(0)y
d−i = 0
has d complex roots. So these are all real, by continuity of the roots of h1(x, y) = 0
(for example, on a line (x1, . . . , xn) = (t, t, . . . , t)).
Moreover, since B˜1(0) = 0 and B˜i(0) is a unit, for some i, we can write
yd +
d∑
i=1
B˜i(0)y
d−i =
q∏
j=1
(y − λj)
dj ,
where the λj are distinct real numbers and q ≥ 2; thus each dj < d. It follows from
Lemma 5.5 that
H1(x, y) =
q∏
j=1
ydj + dj∑
i=1
Bji(x)y
dj−i
 ,
where all Bji(x) ∈ R[[x]].
For each j, G(x, λj + y) is y-regular of order dj and hyperbolic at (0, 0). By
induction, there is a quasianalytic class Q′ ⊇ Q, such that every coefficient Bji(x)
is the formal Taylor expansion at 0 of a function bji(x) of class Q′.
The argument above applies equally to Gǫ1(x, y) and H
ǫ
1(x, y) (as defined in the
proof of Theorem 1.1), for any ǫ ∈ {−1, 1}n, so the conclusion of Theorem 7.4
follows also as in the proof of Theorem 1.1. (Of course, p(x, y) coincides with the
function h(x, y) above.) 
Remarks 7.5. (1) Chaumat and Chollet proved that division by a hyperbolic Weier-
strass polynomial of quasianalytic class Q (i.e., division according to property (3) of
Definitions 7.1) holds with no loss of regularity in the quotient and remainder [10].
It follows from [10] together with Theorem 7.4 that, if g(x, y) is a function of class
Q that is regular and hyperbolic with respect to y, then Weierstrass division by
g(x, y) (property (2) above) holds with loss of regularity given by Theorem 7.4. It
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is not evident that this result follows directly either from [10] or from Theorem 7.4
(compare with the implications (1) =⇒ (2) and (3) =⇒ (1) in the proof of Lemma
7.2 above).
(2) Let Q be a quasianalytic Denjoy-Carleman class QM , and let g(x, y) denote
a hyperbolic Weierstrass polynomial of class QM , of degree d in y (for x in a
neighbourhood of 0 in Rn). Let a0 = (0, 0) ∈ Rn × R. If f(x, y) is of class
QM and fˆa0 = H · gˆa0 , where H ∈ R[[x, y]], then there exists h(x, y) of class
QM in a neighbourhood of a0, such that f = h · g. In fact, by Proposition 4.9,
for each x near 0, all roots of g(x, y) = 0 are roots of f(x, y) = 0. By [10],
f(x, y) = q(x, y)g(x, y) + r(x, y) near a0, where q, r are of class QM , and r(x, y) is
a polynomial in y of degree < d; therefore, r = 0.
(3) The loss of regularity in Theorem 7.4 depends on the function g(x, y). For
any given quasianalytic Denjoy-Carleman class QM (except QM = O), it is not
true that there exists a (perhaps larger) Denjoy-Carleman class QM ′ , such that,
given g(x, y) y-regular of class QM (or a Weierstrass polynomial of class QM ), any
function f(x, y) of class QM admits Weierstrass division by g(x, y) with quotient
and remainder of class QM ′ [1], [19], [30].
It is easy to see that, givenQM and f ∈ QM ([0, 1)) (say f(0) = 0, f ′(0) > 0), the
function g(x, y) := f(y2)−x (which is y-regular of order 2) satisfies the Weierstrass
preparation property with u, p ∈ Q′, for some quasianalytic class Q′ k QM , if and
only if f extends to a function in Q′((−δ, 1)), for some δ > 0. Nazarov, Sodin and
Volberg [23] showed, in fact, that there is a quasianalytic Denjoy-Carleman class
QM , and a function f ∈ QM ([0, 1)) which admits no extension to a function in
QM ′((−δ, 1)), for any quasianalytic QM ′ and δ > 0.
It seems interesting to ask whether a Denjoy-Carleman class QM nevertheless
does have the Weierstrass division property or the extension property as above,
where Q′ is some quasianalytic class that depends on the given functions.
(4) The point of view of this article seems relevant to the study of many algebraic
properties of local rings of quasianalytic functions. For example, it is unknown (and
unlikely) that such local rings are Noetherian, in general, although a topological
version of Noetherianity follows from resolution of singularities [6, Thm. 6.1]; cf. the
proof of Corollary 4.5 above. The local ring Qn of germs of functions of quasiana-
lytic classQ at the origin of Rn is Noetherian if and only if, for all f, g1, . . . gp ∈ Qn,
the equation f(x) =
∑p
i=1 yigi(x) has a solution yi = hi(x), i = 1, . . . , p, of class Q,
provided there is a formal power series solution yi = Hi(x). One can ask whether
this formal condition implies rather the existence of a quasianalytic solution with
loss of regularity depending on g1, . . . gp and perhaps f .
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