The present work focuses on the geometric parametrization and the reduced order modeling of the Stokes equation. We discuss the concept of a parametrized geometry and its application within a reduced order modeling technique. The full order model is based on the discontinuous Galerkin method with an interior penalty formulation. We introduce the broken Sobolev spaces as well as the weak formulation required for an affine parameter dependency. The operators are transformed from a fixed domain to a parameter dependent domain using the affine parameter dependency. The proper orthogonal decomposition is used to obtain the basis of functions of the reduced order model. By using the Galerkin projection the linear system is projected onto the reduced space. During this process, the offline-online decomposition is used to separate parameter dependent operations from parameter independent operations. Finally this technique is applied to an obstacle test problem.The numerical outcomes presented include experimental error analysis, eigenvalue decay and measurement of online simulation time.
discontinuity at the interface, by the concept of numerical flux, allowing greater flexibility. Additionally, since the Dirichlet conditions are applied as boundary penalty, it avoids the necessity to construct a subspace of Sobolev space.
Geometric parametrization has emerged as a important application of the Parametric Partial Differential Equations (PPDEs) and as an alternative to the shape optimization. The concept of geometric parametrization allows to transfer operator evaluated on one geometric domain to another geometric domain efficiently. Model Order Reduction (MOR) on the other hand allows reducing the size of the system to be solved by working with the smaller system containing only dominant components. The faster computations obtained by MOR has helped in many query context, real time computation and quick transfer of computational results to industrial problems.
As evident from above advantages, the application of geometric parametrization and reduced order modeling to discontinuous Galerkin method will remain at the forefront of scientific work. The present work is organized as follow. We first explain the concept of geometric parametrization. Thereafter, the governing equations, broken Sobolev spaces and weak formulation are stated. The affine expansion, key to the online-offline decomposition, is introduced next. In the subsequent section, proper orthogonal decomposition with online-offline decomposition is briefly described. Finally, an obstacle test problem demonstrates the application the introduced method with outcomes involving comparison of full order and reduced order model solutions, error analysis and eigenvalue decay.
Geometric parametrization
Let us consider Ω = Ω(µ) ∈ R d as an open bounded domain. The parameter tuple µ ∈ P, where P is the parameter space, completely characterizes the domain. Also, consider a parameter tupleμ ∈ P, as the known parameter tuple and Ω(μ) as the reference domain, whose configuration is completely known. The invertible mapping F(·, µ) : Ω(μ) → Ω(µ) links the reference domain and the parametrized domain. In the case of affine transformation, F is of the form,
The boundary of Ω(µ), that is ∂Ω(µ) is divided into a Neumann boundary Γ N (µ) and a Dirichlet boundary Γ D (µ) i.e. ∂Ω(µ) = Γ N (µ) ∪ Γ D (µ). In order to have F(x, µ) an affine form, the domain Ω(µ) is divided into n su triangular subdomains such that
Discontinuous Galerkin formulation
The domain Ω is divided into N el number of triangular elements τ k such that
The internal boundary is denoted by Γ = N el k=1 ∂τ k \∂Ω. − → n is the outward pointing normal to an edge of element. The governing equations in strong form can be stated as,
(1.1)
The velocity vector field − → u and pressure scalar field p are the unknowns. ν is the material property known as kinematic viscosity. Vector − → f is the external force term or source term. − → u D is the Dirichlet velocity and vector − → t is the Neumann value. Let us introduce the broken Sobolev spaces for the unknowns.
Here, P D (τ k ) denotes the space of polynomials of degree D, D ≥ 2 over τ k . In finite dimensional or discrete system, velocity approximation − → u h (x) and pressure approximation p h (x) at any point x ∈ Ω are given by,
whereû i 's andp i 's are coefficients of velocity basis functions and pressure basis functions respectively. We expect that − → u h → − → u and p h → p as u ndo f s → ∞ and p ndo f s → ∞ respectively. Considering the scope of present work, the convergence analysis will not be discussed here. The readers are advised to refer to [1] , [5] , [7] . In the subsequent sections, (·) , (·) Γ D , (·) Γ N , (·) Γ represent the L 2 scalar product over Ω, Γ D , Γ N , Γ respectively. The jump operator [·] and the average operator {·} are important concepts in the DGM formulation and are required to approximate the numerical flux. We use the jump and average operators as represented in [5] .
The weak form of the Stokes equation is given by,
The penalty parameter C 11 > 0 is an empirical constant to be kept large enough to maintain the coercivity of a I P ( − → u , − → φ ) (see [5] ). The weak form of the continuity equation is as follows,
In the discrete form the system of equations can be written as,
.
(1.8)
. , u ndo f s and j = 1, . . . , p ndo f s . The column vectors U and P are coefficientsû i 's andp i 's respectively (equation (1.2) ).
Affine expansion
We evaluate and solve the Stokes equation weak formulation on the reference domain Ω(μ). Given a parameter tuple µ μ, we need to evaluate the linear systems of equations (1.8) on a new domain Ω(µ). To accomplish this, we use the affine expansion using linear nature of equation and diving Ω(μ) into triangular subdomains Ω i (μ) , i = {1, 2, . . . , n su } as explained earlier in the section 1.2. The affine expansion of operators is essentially a change of variables and has been explained in the literatures such as [4] . However, it is pertinent to explain two expansions as specific to DGM formulation.
• In order to transfer the terms containing jump and average operator the following approach is used in present analysis.
Each term on the right hand side of the above equation can be transformed using the affine map.
is not transformed but used as evaluated on reference domain Ω(μ). The affine transformation is given by,
Since, C 11 is an empirical coefficient replacing C 11 α with C 11 will not change the formulation as long as the coercivity of a I P ( − → u , − → φ ) over parameter space P is maintained.
Reduced basis method
In this section, the snapshot proper orthogonal decomposition method and the offlineonline decomposition are briefly described. For detailed explanation, we refer to [4] .
As first step, the solutions based on µ n , n ∈ {1, ...., n s } are calculated i.e. n s snapshots are generated. The velocity snapshots and the pressure snapshots are 
The dimension of the reduced basis is denoted as N and it is asserted that N << u ndo f s , N < n s . Next, the spectral decomposition of the snapshots is performed.
The columns of V are eigenvectors and Θ has eigenvalues θ i , 1 ≤ i, j ≤ n s , in sorted order (θ 1 ≥ . . . ≥ θ n s ) such that, Θ i j = θ i δ i j . The projection matrix B v ∈ R u n d o f s ×N , used for the projection from the space of the full order model to the space of the reduced order model, is given by,
where, I N ×N is the identity matrix of size N × N. The reduced basis space B p can be generated in a similar manner using the pressure snapshots S p and the inner product matrix M p . Above procedure is performed during the offline phase.
The discrete system of equations is projected onto the reduced basis space by Galerkin projection as,
The solution vectors U and P (equation (1.8) ) are then computed as U = B v U N , P = B p P N . The projection onto the reduced basis space, solution of smaller system of equations and computation of U and P are steps performed during online phase.
A numerical example
The numerical experiments were performed using RBmatlab [3] , [8] . (Figure 1.2) is inline with the expectation based on the eigenvalue decay (Figure 1.3) . The average speedup was 20.6. Typically, during the offline phase, the full order system was assembled in 35.37 seconds and was solved in 6.74 seconds. During the online phase, the reduced system was assembled in 2.03 seconds and was solved in 0.009 seconds.
Some concluding remarks
As demonstrated by the numerical example, proper orthogonal decomposition can accelerate the computations involving geometrically parametrized discontinuous Galerkin interior penalty formulation while maintaining the reliability of solution above minimum acceptable limit. The paper also discussed, the specific issues related to the geometric parametrization and the affine expansion as pertaining to the discontinuous Galerkin interior penalty formulation. We expect the current work to contribute towards exploring further potentials in the field of geometric parametrization and reduced basis approach for the discontinuous Galerkin method. 
