Abstract-We present a model function for the emissivity of the wind roughened ocean surface for microwave frequencies between 6 and 90 GHz. It is an update, refinement, and extension of model functions we had developed previously. The basis of our analysis are brightness temperature (TB) measurements from the spaceborne microwave radiometer WindSat and the Special Sensor Microwave/Imager, which are collocated with independent measurements of surface wind speeds and directions. This allows the determination of the emissivity model function for Earth incidence angles (EIA) around 55
I. INTRODUCTION
A CCURATE knowledge of the microwave emissivity of the wind roughened ocean surface is crucial for the measurement of ocean environmental parameters from both spaceborne and airborne microwave radiometers. First of all, the wind-induced surface emissivity signal, which is sometimes also named excess emissivity, is the driver for measuring ocean surface wind speeds. In order to measure wind speeds to an accuracy of 1.0 m/s an accuracy in the surface emissivity signal of at least 1.0 K is required. Moreover, the wind-induced emissivity signal constitutes an unwanted source of noise for the retrievals of sea surface temperature (SST), sea surface salinity (SSS), columnar atmospheric water vapor, and liquid cloud water. The SST retrievals pose a particularly stringent requirement on the knowledge of the surface emissivity signal at C-band and X-band: an error of only 0.25 K in the C-band v-pol emissivity translates into an error of 0.50 K in the retrieved SST [1] . In general, the ocean surface emissivity is influenced by three different types of roughness scales. 1) Large gravity waves, whose wavelengths are long compared with the radiation wavelength. These large-scale waves mix vertical and horizontal polarizations and change the local incidence angle of the electromagnetic radiation. 2) Small gravity-capillary waves, which are riding on top of the large-scale waves, and whose RMS height is small compared with the radiation wavelength. These smallscale waves cause diffraction (Bragg scattering) of radiation that is backscattered from the ocean surface. From Kirchhoff's law, it follows that they also affect the passive microwave emission of the sea surface. 3) Sea foam, which arises as a mixture of air and water at the wind roughened ocean surface, and which leads to a general increase in the surface emissivity. This effect starts to become important at wind speeds above 7 m/s and becomes dominant at high wind speeds.
The emissivity signal that is produced by these mechanisms is largely isotropic, which means independent on wind direction, though there do exist anisotropic features which give rise to a small contribution that depends on the wind direction relative to the looking direction.
Numerous theoretical attempts have been made to model the wind-roughened ocean surface emissivity within two-scale ocean surface models [2] - [6] , which incorporate the first two roughness scales mentioned above. The ocean surface is approximated by a two-scale surface where small-scale gravitycapillary waves ride on top of large-scale gravity waves. If the curvature of the large-scale waves is not too large, the geometric optics (GO) scattering model or Kirchhoff approximation can be used. Herein, the large-scale waves are modeled as an ensemble of tilted facets each acting individually as an infinitely large specular reflecting surface. The RMS height of the smallscale gravity-capillary waves is treated as a perturbative parameter and the electric field of the EM wave at the ocean surface is expanded up to second order in this perturbation. Though most of these models can give a good qualitative description of the wind-induced emissivity signal and its dependence on various parameters such as frequency, polarization, Earth incidence angles (EIA), wind speed, wind direction, or SST, unfortunately 0196-2892/$31.00 © 2012 IEEE none of them provides the needed level of accuracy mentioned above.
It is therefore necessary to base the development of the wind-induced ocean emissivity on actual TB observations from airborne or spaceborne microwave radiometers that have been collocated to a measurement of the important surface parameters (wind speed, wind direction, SST). Essential is that these measurements are either themselves in situ ground truth observations or that they have been validated against ground truth measurements, and it has been checked that they are free of biases when compared to ground truth measurements. Those can be for example observations by buoys, ships, aircrafts, validated observations from scatterometers (QuikSCAT, ASCAT), or numerical weather prediction (NWP) models such as the National Centers for Environmental Prediction's General Data Assimilation System (NCEP GDAS). In tropical cyclones, we will also use the analysis of the National Oceanic Atmospheric Administration's (NOAA) Hurricane Research Division of Atlantic Oceanographic and Meteorological Laboratory (HRD) [7] (http://www.aoml.noaa.gov/hrd/index.html) as ground truth data for the development of our emissivity model.
The first major step in the development of a wind-induced emissivity model was done in [8] - [10] , which used TB observations from both Special Sensor Microwave/Imager (SSM/I) and the Tropical Rainfall Measurement Mission Microwave Imager (TMI) sensor that were collocated with buoy wind speeds. An isotropic model function at W-band was developed in [11] using SSM/I TB over QuikSCAT wind speeds. With the availability of more microwave radiometer with a wider frequency range such as the Advanced Microwave Scanning Radiometer (AMSR), the WindSat polarimetric radiometer, or the Special Sensor Microwave Imager Sounder (SSMIS), these model functions have subsequently undergone several stages of refinement. Based on WindSat TB measurements and wind speeds and directions from NCEP GDAS, a model function for the isotropic as well as the four Stokes parameters of the wind direction signal has been presented in [12] .
Special consideration is needed to derive the wind-induced emissivity signal at wind speeds above 20 m/s. The problem is the sparse or nonexistence of reliable wind speed and direction observations at those high wind speeds. Few buoy measurements are available above 15 m/s. Moreover, as we will discuss in more detail in Section II-A, even scatterometer wind speeds measurements are not reliable at high winds. The reason for this is that the geophysical model function (GMF), which relates the backscatter cross section to wind speed and which is the basis for the scatterometer wind speed retrieval is not known a priori. In the context of training a radiometer wind retrieval algorithm in storms, [13] determined the wind-induced emissivity at high wind speeds for the WindSat channels from WindSat TB measurements that had been collocated with wind speed and directions from the HRD analysis. The challenge hereby is to remove the effect of the raining atmosphere, as most of the high wind speeds in tropical storms are heavily contaminated by rain.
It is the goal of our work to provide a comprehensive model function of the wind-induced emissivity signal for the whole microwave spectrum between C-band and W-band that is applicable over a large interval of EIA ranging from nadir to about 65
• and for wind speeds up to 40 m/s. It should be noted in this context that the resolution and footprint size of typical spaceborne microwave sensors limits the highest wind speed that those instruments can observe in hurricane conditions [13] . The highest wind speed that we have observed so far by resampling the HRD analysis hurricane wind fields to the resolutions of the C-band channels of WindSat and AMSR-E is about 45 m/s. The actual value depends on the resolution of the channels that are used for the wind speed retrievals.
We will base our study on TB measurements from WindSat and the SSM/I F13. The reason for choosing these two sensors is, that up to date, they are the best known calibrated instruments [14] . Other sensors are known to have significant calibration problems due to an emissive antenna (TMI, SSMIS F16, and F17) or an intrusion of solar radiation into the hot load (AMSR, SSMIS F16, and F17). Those calibration problems can make the analysis of the wind-induced emissivity signal more challenging. Though the WindSat instrument does also suffer from a small solar intrusion into the hot load, its size is much smaller than it is the case for AMSR or SSMIS and therefore easier to correct. As we will discuss in detail in Section III, the determination of the wind-induced emissivity signal has to go hand in hand with the absolute calibration of the sensor to the RTM, which consists in an on-orbit adjustment of the antenna pattern coefficients (spillover and cross polarization correction) as well as the effective temperature of the hot load [14] . In addition, the local equatorial crossing times of WindSat and SSM/I F13 are within less than 1 h, which makes a direct comparison and cross-collocation between observations from the two instruments easy.
It is obvious that our analysis can only make an assessment of the wind-induced emissivity in the narrow EIA range that is covered by these two sensors, which lies between 49
• and 56
• . In order to extent the validity down to nadir observations we will need to ingest information from other measurements and studies, which have analyzed the wind-induced emissivity at low EIA. We will test how well our new model function fits the results of those other studies. One focus will be the comparison with the emissivity measurements of NOAA's Step Frequency Microwave Radiometer (SFMR) that have been performed for C-band frequencies between nadir and 45
• EIA in storm conditions [15] , [16] .
It should be noted that one central assumption we make is that the roughness of the ocean surface only depends on wind and not on any other parameters, such as for example significant wave height or the stage of development of the sea. It is possible that the ocean roughness correlates with those parameters in addition to wind speed, but this is not part of our investigation.
Our paper is intended to serve multiple purposes: First of all, we want to demonstrate the steps that are involved in the derivation of the wind-induced emissivity signal and how it is connected to the absolute calibration of the microwave sensors. Second, we want to validate our new model function and compare it with the results of other studies. Last but not least, this paper is also intended to serve as a reference for providing the details of the forms and coefficient of the various components of the emissivity model function. We believe that TABLE I  DATA SETS USED IN THIS PAPER. THE TABLE INDICATES THE SOURCES OF TB, ATMOSPHERIC PARAMETERS (COLUMNAR  WATER VAPOR AND COLUMNAR LIQUID CLOUD WATER), WIND SPEED, AND WIND DIRECTION this will be useful for researchers who deal with the ocean surface emissivity at microwave frequencies. Our paper is organized as follows. In Section II we describe the features of the data sets that we have used in our study and give an overview of the major steps that are involved in determining the wind-induced emissivity model function from TB observations. Section III explains the connection between absolute sensor calibration and determination of the wind-induced emissivity model function and shows how both tasks need to be solved consistently. In Section IV, we state the results for the isotropic part of the model function and discuss its dependence on wind speed, SST, EIA, frequency, and polarization. Section V deals with the treatment of the downwelling atmospheric radiation that is scattered from the ocean surface. This radiation is received by the spaceborne or airborne sensor together with the signal that is emitted from the surface and therefore has to be handled together with the emissivity signal. In Section VI, we present and discuss the results for the four Stokes parameters of the wind direction-dependent part of the emissivity signal. Section VII provides a validation of our model function and gives an assessment of its accuracy. The major tool is a comparison of measured versus computed TB being analyzed as 2-D function of SST and wind speed. Another way to validate the model function is to check the geophysical parameters that are retrieved from the model function, and we provide some examples as well. The special treatment of wind speeds above 20 m/s is discussed in Section VIII, which also includes a comparison of our model function with the C-band SFMR results at high wind speeds. Section IX briefly summarizes our main results and conclusions. Table I gives an overview of the sources of the various data sets that have been used in our analysis. The basis are TB measurements from both the WindSat and the SSM/I F13 sensor that are collocated over independent measurements of wind speed and direction. We have used measurements from about 20 000 orbital revolutions from both instruments comprising a time interval of over 4 years. The WindSat radiometer (http://www.nrl.navy.mil/WindSat/) [17] is fully polarimetric at 10.7, 18.7, and 37.0 GHz with vertical (v), horizontal (h), +45 • for all channels, and Earth view observations are taken only during the forward look.
II. STUDY DATA SETS AND ANALYSIS METHOD

A. Collocated Brightness Temperature and Wind Observations
Level 0 radiometer count measurements from both instruments are processed into calibrated Level 2 TB following the basic on-orbit calibration outlined in [12] , [14] . We will come back to some of the details of the sensor calibration in Section III. The next step is the resampling of the measurements from separate channels to a common location (Level 2 TB) following the optimum interpolation (OI) method of [19] , [20] . This can be done at various resolutions. Finally, ocean environmental products are retrieved from the Level 2 TB using a physical multi-stage regression algorithm [8] , [12] , [21] . The ocean products that are relevant for our analysis are wind speed W referenced to 10 m above the ocean surface, columnar atmospheric water vapor V , and columnar liquid cloud water L. All three products use the 18.7/19.35-37 GHz channels of either WindSat or SSM/I F13. Their resolution is determined by the 3-dB footprint of the lowest, i.e., the 18.7/19.35 GHz channels, whose average size is about 21 km for WindSat and about 56 km for SSM/I F13.
All data are flagged for contamination from rain and nearby land or sea ice. We also need the surface wind direction ϕ W from NCEP GDAS, SST T S from the Reynolds OI product, and SSS S from the climatology from the World Ocean Atlas (WOA98, N.O.D.C., CD-ROM). This comprises the data set WS1 from Table I. The retrieval algorithms are physical algorithms, that means they are trained with simulated TB that have been calculated from a radiative transfer model (RTM) with realistic oceanatmosphere scenes. The wind-induced emissivity model is of course part of this RTM. The ocean products that are used in our analysis are retrieved with an algorithm that has been trained with a prior version of the wind-induced emissivity model. Fig. 1 shows schematically the connection between development of the RTM, calibration of the radiometer, which we will discuss in more detail in Section III, and the retrieval of geophysical products. Once a geophysical parameter has been validated against ground truth in situ observations, it becomes ground truth itself and can be used in further development of the RTM, validation, or the calibration of a different sensor. After several stages, the method leads ideally to a stage of selfconsistency in which both the RTM as well as the geophysical parameters remain effectively unchanged from the prior step. This reflects the successive refinement of the model development mentioned in Section I. Our wind-induced emissivity model and the wind speeds that are retrieved from it are very close to this stage of self-consistency. This is evident in the small changes of the emissivity model that have occurred from previous versions [9] , [11] , [12] compared with the model function that will be presented in this paper. Validations of surface wind speeds and directions that were derived from those previous versions can be found in [8] , [12] , [23] , and [24] .
We also want to present validation results in our study which uses wind speeds that do not come from a radiometer measurement but have been obtained independently and were collocated with the radiometer TB observation. A good candidate is the NASA scatterometer QuikSCAT, which measures both wind speed and wind direction from the radar backscatter. The ascending node time of QuikSCAT differs from the ascending node times of WindSat and SSM/I F13 by approximately 12 h. Therefore, the descending swaths of QuikSCAT collocate with the ascending swaths of WindSat and SSM/I F13 and vice versa. That means that the majority of collocations take place at lower latitudes. This puts some limitation to the determination of the wind-induced emissivity at very cold SST. Cold SST occur at higher latitudes and are therefore getting undersampled. For creating the sets WS2 and SS in Table I , we have used a time collocation window of 1 h.
What needs to be kept in mind in this context is the fact that scatterometer wind fields are not a given ground truth, but their retrieval is based on a GMF for the radar backscatter [25] . The situation is therefore quite similar to the radiometer wind retrieval which is based on the model function for the windinduced emissivity. Like the radiometer emissivity model, the scatterometer GMF has undergone several stages of subsequent refinements starting out from using buoy measurements and wind fields from NWP products. An important limitation is the retrieval of high wind speeds from the scatterometer like it is the case for high radiometer wind speeds. No or few reliable ground truth observations exist to determine the scatterometer GMF above 20 m/s.
Our analysis of the wind emissivity at high winds is based on data set WS3 from Table I , which consists of collocations between WindSat TB and HRD wind fields. The method how this set was created is explained in detail in [13] . We will come back to the details of this data set and the wind emissivity and high wind speeds in Section VIII. Note that most observations of set WS3 contain rainy atmospheres.
B. Radiative Transfer Model (RTM) Function
The general RTM expression for the top of the atmosphere (TOA) TB of polarization p = v, h, +, −, lc, rc is:
Here, T S denotes the SST, E p the total sea surface emissivity, R p = 1 − E p the sea surface reflectivity, τ the atmospheric transmittance, T BU the upwelling atmospheric brightness temperature, and T BD the downwelling atmospheric brightness temperature that is reflected at the ocean surface. T BΩ is the downwelling sky radiation that is scattered from the ocean surface, and T cold is the effective cold space temperature after taking into account the deviation from the Rayleigh-Jeans approximation [14] . The term τ · T B,scat,p accounts for the atmospheric path length correction in the downwelling scattered sky radiation. We will examine this part and explain how we deal with it in more detail in Section V.
For atmospheres without rain where scattering can be neglected, the atmospheric parts τ , T BU , and T BD can be calculated from the atmospheric profiles of temperature T (s) and the absorption coefficient α(s)
In (2), s is the path length along the propagation of the electromagnetic ray with s = 0 being the ocean surface and s = T OA the TOA. The total transmittance is τ ≡ τ (0, T OA). We will use a 1-dimensional RTM, which means that the atmospheric temperature is assumed to be horizontally uniform and depends only on the altitude h above the surface. The transformation between s and h in the integrals of (2) is
where θ i is the EIA, δ = h/R E , and R E is the radius of the Earth. For the cases we are considering, an excellent approximation is to set
C. Determination of the Ocean Surface Emissivity
The surface emissivity E in (1) has three components:
The emissivity of the specular ocean surface E 0 is by far the largest part. It depends on f , θ i , T S , and S and is related to the complex dielectric constant of sea water ε by means of the Fresnel equations:
In [26] , a fit for ε was provided based on modeling the frequency dependence through a double Debye relaxation law. An ensemble of weighted data from laboratory measurements and SSM/I observations was used in order to fit the Debye relaxation parameters by minimizing the total error between observations and model. In the course of this study, we have decided to make a small adjustment to the temperature and salinity dependence of some of the Debye parameters of [26] in order to improve the match between measured and modeled TB as function of SST. The updated Debye coefficients summarized in Appendix A. We will analyze the differences between measured and computed TB in more detail in Section VII.
The main focus of this study are the second and the third term in (5): the isotropic wind-induced emissivity ΔE W (W ), which depends on wind speed W , and the four Stokes parameters of the wind direction signal ΔE ϕ (W, ϕ), which contains the dependence on wind direction ϕ relative to the azimuthal look. Both quantities depend also on f and θ i . As we will discuss shortly, ΔE W (W ) also has a small residual dependence on T S and S. As we will discuss in Section V, our model function for ΔE W (W ) also depends on the assumption for the atmospheric path length correction of the scattered downwelling atmospheric radiation.
Given the values of the atmospheric parameters τ , T BU , and T BD , the emissivity E can be determined from the measured Level 2 TB by solving the RTM (1) for E. Subtracting the value of the specular emissivity E 0 determines the sum ΔE W and ΔE ϕ . As a first step, we sum over all possible wind directions. Because the large data sets provide global coverage and therefore contain a nearly uniform distribution of all possible values of the relative wind direction ϕ, the contribution from ΔE ϕ drops out, as ΔE ϕ is a harmonic function of ϕ. This determines the isotropic part ΔE W , which can be binned and analyzed as a function of W and T S . Once ΔE W is known, we repeat the whole procedure but this time bin and analyze the residuum E − (E 0 + ΔE W ) as function of ϕ and W , which determines the functional form of ΔE ϕ .
D. Atmospheric Absorption
For the microwave frequencies under consideration, the atmospheric absorption coefficient has three contributions:
The liquid cloud water absorption profile α L depends on atmospheric temperature and liquid cloud water density ρ L (in grams per cubic centimeter). For nonraining atmospheres, it can be treated using Rayleigh approximation:
where λ = c/f is the radiation wavelength (in centimeters) and ρ 0 ≈ 1.0 g/cm 3 is the density of water. ε L is the dielectric constant of pure (cloud) water, which depends on the radiation frequency f and the cloud temperature T . For its computation, we use dielectric model of [26] . Note, that the high-frequency channels 37.0 and 85.5 GHz are very sensitive to the value of the liquid cloud water content. For typical ocean-atmosphere scenes, an error in the total columnar integral L of 0.01 mm = 10 g/cm 2 leads to an error in the 37.0/85.5 GHz h-pol TB of about 0.9 K/1.3 K. The errors in the v-pol TB are about half that size. In order to minimize possible errors in the high-frequency TB due to uncertainties in the value of L, we have included only measurements where L < 0.08 mm when deriving the isotropic emissivity and L < 0.05 mm when deriving the wind direction signal.
α V is the profile of the water vapor absorption and depends on frequency f and the atmospheric temperature T , pressure P , and moisture (water vapor density) ρ V . The oxygen absorption profile α O depends on f , T , and P . Our computations are based on the water vapor absorption model of [27] and P. Rosenkranz's FORTRAN code O2ABS.FOR, which itself is based on the O 2 absorption model of [28] and [29] . We have found it necessary to make some adjustments in the atmospheric absorption models in order to match the observed and calculated TB. The most noticeable are changing the strengths of the foreign and self-broadened H 2 O continua which is consistent with the findings in [30] . We have also adjusted the temperature coefficient of the nonresonant O 2 continuum based on observations with the WindSat 6.8 and 10.7 GHz channels, where this contribution becomes dominant. More details of our H 2 O and O 2 absorption models including a validation study of our WindSat and SSM/I water vapor products will be the subject of a separate publication.
The computation of the atmospheric parts τ , T BU , and T BD of the RTM function (1) can be done in different ways. The most accurate but also most computation intensive method is to use atmospheric profiles for T , P , ρ v , and ρ L , scale both ρ V and ρ L by the values of the total columnar integrals V and L, respectively and then perform the numerical integrals in (2). A simplified approach, which was demonstrated in [9] , is to take typical ocean-atmosphere scenes derive analytic expressions for τ , T BU , and T BD as function of T S and the columnar values V and L, that were retrieved from the Level 2 TB. This avoids having to compute the full atmospheric integrals (2) for each observations. Finally, it is also possible to derive directly regression formulas for τ , T BU , and T BD from the Level 2 TB without taking the detour of retrieving V and L. This approach was used in [13] and is the preferred method if the atmosphere contains rain as it is the case for set WS3. We have checked that for a large enough data set that contains at least 1 year of satellite observation, all three methods lead to the same final result for the wind-induced emissivity. Finally, we need to mention a general issue that arises when retrieving atmospheric parameters from Level 2 TB and using them in the computation of the surface emissivity. The retrieved atmospheric parameters have an error, which leads to an error in the computed emissivity. A pure random error, even if it was large, does not pose a principal problem, as long as the data set that is used in the analysis is large enough. However, if there is any systematic error of the atmospheric parameters that is correlated with wind speed or wind direction, then this error will get backfolded into the computed emissivity, which can lead to a spurious emissivity signal. It is therefore necessary to ensure that there is no significant crosstalk between the retrieved atmospheric product and either W or ϕ. The fact that both the RTM and the environmental products that we use in our study have undergone several stages of mutual refinement ensures that this is indeed the case. It was shown already in [8] that the satellite derived V and L are basically free from crosstalk with respect to W . In case of the wind direction signal ΔE ϕ , the method employed in [10] guaranteed that the errors of the atmospheric parameters are uncorrelated with W and ϕ. For determining ΔE ϕ this is particularly important, because, as shown in [10] , even a very small error in the atmosphere can completely swamp the tiny wind direction emissivity signal. Fig. 2 gives a schematic overview of the implementation of the various components of the RTM, the necessary geophysical and instrument input parameters, and also lists the location in our paper that deals with their computation.
III. ABSOLUTE CALIBRATION OF MICROWAVE RADIOMETERS
Before discussing the details of the wind emissivity model function, we need to address the role of the absolute sensor calibration in its development. The basic quantity that is measured by a microwave radiometer is receiver counts. The calibration process relates those counts to Level 2 TOA TB and is basically a two-step process [14] . We explain the basic procedure for the simplest case and consider a dual polarization measurement (v-pol and h-pol) at a given frequency.
1) The radiometer counts of the Earth field of view are turned into antenna temperatures (TA). For externally calibrated sensors, two external targets of known temperatures are used as reference. If C cold are the counts measured at the effective cold space temperature T cold and C hot , the counts measured from the hot load at temperature T hot , and if the receiver response is linear, then the TA T A for an Earth view count C E is given by
where
2) The second step is the antenna pattern correction (APC), which turns the TA into TOA TB correcting for cross polarization contamination and spillover, which is the intrusion of cold space into the earth view section. A spillover factor η p , p = v, h, and cross polarization contaminations a vh , a hv between v-pol and h-pol result in a linear transformation between TA and TB:
Ideally, the calibration parameters T hot , T cold , η v , η h , a vh , a hv are known. This would allow one to carry out the transformation (9) from counts to TA and then from TA to TOA TB, which is the inversion of (10). Unfortunately, experience with all known spaceborne microwave sensors shows that most of these parameters cannot be measured accurately enough in order to obtain the required precision for the TB. This has various reasons. Gradients within the hot load, which can be caused or at least enhanced by intrusion of solar radiation result in an inaccurate determination of T hot from the temperature readings of the hot load thermistors. Prelaunch determination of the APC is difficult, particularly an accurate determination of the spillover coefficients, as it requires an accurate knowledge of the antenna patterns over the whole backlobes of the main reflector. Absolute radiometer calibration consists in determining effective values for the calibration parameters by matching observed TOA TB from ocean scenes to TB that were calculated from an accurate RTM. This is done in an average sense using a large data set that contains at least several months of observations. We assume that the effective cold space temperature T cold is known exactly. We also assume that η v = η h ≡ η and a vh = a v ≡ a. For most known antenna patterns, there is excellent symmetry in the v-pol and h-pol ports. The observation T B,v = T B,h over hot densely vegetated land scenes also confirms that η v = η h to high degree of accuracy. If T cold is small compared to T hot and both 1 − η and a are small compared to 1, then the count to TOA TB transformation reads up to first order in these small parameters:
The symbol x = h, v denotes the cross polarization to p = v, h. The Earth view counts C Earth,p are measured by the sensor. The TOA TB T B,p are computed from the RTM. If this is done for an average of a large data set of ocean scenes, one can use environmental parameters from a NWP model or even a climatology for doing that. It is then possible to solve the calibration conditions in (11) for the two unknown parameters, namely T hot /η and a. It is therefore possible to make either an adjustment of prelaunch value for the spillover η or add a constant overall bias to the on-orbit measurement of the hotload temperature T h , so that the measured T B matches the computed T B . Once T hot /η and a have been fixed that way, their values are used subsequently when transforming counts into TA. This procedure defines the absolute calibration of the radiometer to an ocean RTM. It should be noted, that only the ratio T hot /η of the effective hot load temperature and spillover is entering into (11) . The absolute calibration cannot determine separate values for T hot and η. In order to do that some additional information would be necessary. For example, if it is known that at certain times the hot load is free from solar intrusion and gradients and therefore T hot is accurately given by its thermistor readings, then η itself can be determined.
We now turn to the role of absolute calibration in determining the wind-induced emissivity model from TOA TB. These TOA TB need to be absolutely calibrated to an ocean RTM and the emissivity model that is to be determined is itself part of this ocean RTM. Therefore, both problems need to be dealt with together and solved self-consistently. The standard way is to start out with a good first guess for the calibration parameters (T h , η, a) and then determine the wind-induced emissivity as described in Section II-C. The crucial step consists then in analyzing the isotropic wind-induced emissivity ΔE W (W ) for very low wind speeds, say between 0 and 3.5 m/s. The central assumption is that at low wind speeds, ΔE W (W ) is proportional to W and in particular that ΔE W (W = 0) = 0. When looking at the actual data, one will find that this is in general not the case. Performing a linear fit of ΔE W (W ) to W at very low wind speeds results in
with a finite offset δ 0 . This can have various reasons. It might be a residual inaccuracy in one of the other components of the RTM, such as the dielectric constant of sea water or the atmospheric absorption. Assuming that we have validated those other components, then the most likely reason for a finite offset δ 0 is that is that the first guesses for the calibration parameters were not accurate enough. The better this first guess was, the smaller the value for δ 0 . We demand that the low wind speed behavior is given for both v-pol and h-pol by
instead of (12) and perform an absolute calibration of the TOA TB to the RTM with the emissivity model function (13) using only low wind speeds. We have visualized this process in the right panel of Fig. 3 showing the linear fit to the low wind speed region of data set WS1 at 6.8 GHz (red squares) for wind speeds between 0 an 3.5 m/s as dashed lines. The emissivity model function, which is obtained in this way, does then fulfill the desired constraint ΔE W (W ) = 0. Once we have determined the calibration parameters from TB observations at low wind speeds, we assume that they can be applied universally, which then allows us to determine ΔE W (W ) over the whole wind speed region. As a check of self-consistency, we perform the absolute calibration a second time using now TB measurements at all wind speeds with the full ΔE W (W ) model function. We find that the calibration parameters that are found in this second step have changed only very little compared with the values from the absolute calibration at low wind speeds, the radiometric impact of the change being in the order of 0.1-0.2 K. This is within the required level of accuracy of the calibrated TB. This demonstrates that we have reached closure in the self-consistent determination of the wind emissivity model function from TB that are absolutely calibrated to an ocean RTM containing this same emissivity model function.
On a final note, we want to emphasize that it is essential to use exactly the same RTM for performing the absolute calibration and training the physical retrieval algorithm of the environmental parameters mentioned in Section II-A. Otherwise, it is very likely that the retrieved environmental parameters exhibit biases when compared to ground truth measurements. Table I , if WindSat (QuikScat) wind speeds are used for binning. For clarity, only every second error bar is displayed. The green circles in the left panel are the results from [13] using HRD wind speeds (set WS3 from Table I Fig. 3 shows ΔE W for the WindSat 6.8 GHz v-pol and hpol channels. The average EIA is 53.8
IV. ISOTROPIC EMISSIVITY SIGNAL
A. Dependence of the Wind-Induced Ocean Surface Emissivity on Wind
• . The SST has been restricted to lie within ±2 K of the reference SST T ref = 20 • C. We will study the SST and EIA dependence of the wind-induced emissivity in the next two sections. The red squares/blue diamonds indicate the results from sets WS1/WS2, which are using WindSat/QuikSCAT wind speeds. There is excellent agreement between the two data sets up to 20 m/s within the margins of error. For the reasons spelled out in Section II-A, we do not use QuikSCAT wind speeds and data set WS2 for determining the emissivity curve above 20 m/s but rather will reside to set WS3 and wind speeds form the HRD analysis, which are the green circles in Fig. 3 . The details of the high wind speed fit will be explained in Section VIII.
In order to obtain a functional dependence of δ i (W ), we average the values for ΔE i W restricted to the SST interval T ref ± 1 K into discrete wind speed bins of 0.5 m/s size. For all channels i, the wind speed dependence of ΔE W up to 20 m/s for both v-pol and h-pol can be accurately fitted by a fifth-order polynomial
which is the black curve in Fig. 3 . The channel i is characterized by frequency f , polarization p and EIA θ. The offset δ 0 in (12) has been calibrated to zero, as explained in Section III. As we will discuss in Section VIII, the wind emissivity function ΔE 
B. Dependence of the Wind-Induced Ocean Surface Emissivity on Sea Surface Temperature
It has been already observed by [9] and [12] , that the windinduced emissivity has a residual SST dependence. ΔE W is slightly larger in cold water than in warm water. The left panel of Fig. 4 shows that for the channels of the set WS2 in Table I , the dependence of ΔE W on T S resembles very closely the dependence of the specular emissivity E 0 on T S . This behavior is not unexpected. The wind roughened surface mixes the vertical and horizontal polarizations of the specular surface, and the mixing increases with increasing emissivity of the specular surface. The data analysis suggests for the channels covered by the sets of Table I the dependence of ΔE W on W and T S can be modeled by
The wind speed dependence δ i (W ) is given by (14) . The right panel of Fig. 4 shows the value of δ i (W ) from (15) . Ideally, if (15) was holding exactly, the curves in the right panel of Fig. 4 would be flat. The figure shows that, though not perfect, (15) provides an adequate parameterization of the T S dependence of ΔE W (W, T S ). Using this parameterization allows to eliminate effectively one degree of freedom in the two-dimensional fit of ΔE W (W, T S ).
C. Dependence of the Wind-Induced Ocean Surface Emissivity on Earth Incidence Angle
The difference in the EIA of the 18.7/19.3 GHz channels of WindSat (55.6
• ) and SSM/I (53.1
• ) allows our analysis to make a limited direct assessment of the EIA dependence of ΔE W within that EIA range. Fig. 5 [31] and [32] suggest that ΔE nad W is approximately given by the arithmetic average of the v-pol and h-pol values at around 55
• and that the EIA dependence of ΔE W can be parameterized by a low/high order polynomial in θ i for h-pol/v-pol. It should be noted in this context that the observation platform measurements of [18] only include wind speeds below 15 m/s with no foamcovered sea surfaces. The data presented in [31] and [32] refer to TB rather than surface emissivity. Therefore, a correction for atmospheric effects needs to be done in order to obtain values for the emissivity. No measurements below θ i = 20
• could be performed in [31] , because the observation tower entered the field of view. Our analytic form of ΔE W reads
For the exponents x p , p = v, h we choose x v = 4.0 and x h = 1.5 at all frequencies and wind speeds. The form (16) applies for θ i ≤ θ ref . We linearly extrapolate the θ-dependence
To compare our EIA dependence with the results of [18] , we show the slope of the wind-induced ocean surface emissivity with wind speed Δ(E W · T S )/ΔW from [18] as function of EIA in Fig. 6 . The filled symbols are the measurements from [18] 
The coefficients δ p,f k , k = 1, . . . 5 are listed in Table II for both polarizations p and a selected set of reference frequencies f . Here, as in the following, the wind speed W is always measured in m/s. Linear interpolation can be used to compute δ p,f ref Fig. 7 . Comparison of wind-induced ocean surface emissivity from TOPEX/Poseidon [33] and our model as function of wind speed at 18 GHz. The blue squares are the original data from [33] . The red circles are the data after applying a correction for the atmospheric path length correction in the scattered downwelling radiation and referencing the data to our dielectric model. The black curve shows the emissivity model of this paper for T S = 15 • C. Typical error bars are indicated at selected data points. The emissivities have been multiplied by a typical surface temperature of 290 K.
if f lies between the reference frequencies. This completely determines the model function for ΔE W .
Because of the uncertainties in extending the model function to small EIA, a check with an independent data source is in order. A good one is provided by the emissivity measurements that were performed at nadir and three frequencies (18.0, 21.0, 37.0 GHz) with the TOPEX/Poseidon radiometer [33] using QuikSCAT wind speeds as ground truth. The results for the 18 GHz channel are shown in Fig. 7 . The blue squares are the original data from [33] . In [33] , no correction for the atmospheric path length correction the in the downwelling reflected radiation (c.f. Section V) was performed, and also a different model for the dielectric constant was used. Applying a correction to the data of [33] that takes both effects into account leads to the red circles in Fig. 7 . The black curve displays the emissivity model of this paper for T S = 15
• C at nadir. It agrees with the results of [33] up to 1 K, which lies within the margins of error.
D. Dependence of the Wind-Induced Ocean Surface Emissivity on Frequency
Figs. 8 and 9 examine the spectral signature of ΔE W . In order to allow an easy comparison, both figures show the values at the reference EIA θ ref = 55.2
• . Over the whole frequency range that is covered by our analysis data sets, the h-pol emissivity ΔE h W (f ) increases roughly linearly with the logarithm of the frequency log(f ). The v-pol emissivity ΔE v W (f ) show almost no spectral dependence for frequencies between 6.8 and 24 GHz. At higher frequencies, ΔE v W (f ) decreases with increasing frequency and becomes negative at low and moderate wind speeds. Our observation is in qualitative agreement with that of many other studies, e.g., [31] [32] and [34] . In [34] , a strong roll-off of the v-pol emissivity was observed frequencies below 6 GHz. The frequency range that is covered by our data sets does not allow us to see this strong roll-off, as our lowest frequency 6.8 GHz lies just at the edge where it starts to happen. However, when comparing the results for 6.8 and 10.7 GHz, Figs. 8 and 9 both clearly indicate that the v-pol emissivity starts decreasing with decreasing frequency at very low frequencies.
Finally, we want to mention that for the 85.5 GHz channels, our new model functions agrees very well with our earlier results [11] at the SSM/I EIA of 53.1
• .
V. DOWNWELLING SCATTERED ATMOSPHERIC RADIATION
The electromagnetic radiation coming from the ocean surface consists of two parts.
1) The radiation that is directly emitted from the surface, which is the term E · T S in the RTM (1). 2) Downwelling sky radiation (atmospheric and cold space) that is scattered at the ocean surface, which is the term T BΩ in (1) .
If the surface is rough, this radiation is scattered from a big range of directions θ s into the incident direction θ i . The atmospheric path through which this radiation has travelled differs from the atmospheric path if the reflection came only from the incident direction θ s = θ i . This difference in atmospheric path lengths needs to be taken into account in the RTM. There are different ways to do this. If the Kirchhoff law R = 1 − E is used in (1), a correction needs to be performed, which is formally done in (1) by adding the correction term τ · T B,scat . The T B,scat itself refers to the ocean surface, and the additional factor τ accounts for the radiation traveling to the TOA. The effect can be best understood by writing down R and T BΩ in terms of the normalized bistatic radar cross Table I ). The wind speed interval is 9.0-10.0 m/s. The emissivities have been multiplied by a typical surface temperature of 290 K.
The index x refers to the polarization direction orthogonal to p.k andk s are the unit propagation vectors of the incident and scattered radiation, respectively, and are given in terms of the corresponding polar and azimuth angleŝ k = (sin(θ) · cos(ϕ), sin(θ) · sin(ϕ), cos(θ))
Both integrals are over the 2π steradian of the upper hemisphere. If the term (T BD + τ T cold ) in the second integral of (19) was independent on direction, it could be taken in front of the integral and one would simply recover that T BΩ = R · (T BD + τ · T cold ), i.e., T B,scat would vanish. However, in general, both terms depend on the atmospheric path length according to (3) , and therefore a finite correction term T B,scat needs to be added. This is called the atmospheric path length correction. It is typically parameterized as [9] 
where Ω p (τ, W = 0) = 0 and Ω p (τ = 0, W ) = 0. This ansatz automatically guarantees that the T B,scat vanishes for a smooth surface (W = 0) and for a completely opaque (τ = 0) and a completely transparent (τ = 1, T BD = 0) atmosphere. Opaque and transparent atmospheres are isotropic, and therefore no atmospheric path length correction exists. There are other approaches that account for the atmospheric path length correction by using an effective reflectivity R ef f (θ i ) at an effective incidence angle θ i = θ i instead of the Kirchhoff law R(
It is not possible to separate the effect of T B,scat from the other contribution containing the surface emissivity in the measured TOA TB. If, as in our approach, the emissivity is to be computed from the measured TOA TB, it is therefore necessary to precompute T B,scat based on a surface roughness model. We use the GO model (Kirchhoff approximation) [3] , [9] for computing the parameter Ω p in (21) , which characterizes the strength of the atmospheric path length correction. This is done by numerically computing the integrals in (19) and then solving for Ω in (21) . As mentioned in Section I, in the GO model, the ocean surface is considered as ensemble of tilted facets each acting individually as an infinitely large specular reflecting surface. We also include the contribution of multiple scattering and shadowing [3] . In contrast to [9] , we do not attempt to fit an analytic form to the term Ω p (τ, W ) as function of τ and W , as this turns out to be too cumbersome for the whole range of EIA and frequencies that we want to consider in this study. Instead numerical values for Ω p , p = v, h are precomputed from the GO surface integrals and stored in a large table for representative values of f , θ i , τ , and W . This table can later be used for fast computation. We want to emphasize that only Ω p is computed from the GO model. The value for R p = 1 − E p is the one that comes from our emissivity model.
One crucial input for the GO model is the variance of the slope distribution ΔΣ 2 (f, W ) of the tilted facets. It depends on the degree of the surface roughness and therefore on the wind speed W . Each facet with slope Σ is weighted by the Gaussian distributed probability P (Σ) with variance ΔΣ 2 (f, W ).
Most studies use the standard value of Cox and Munk [36] for ΔΣ 2 (f, W ). We have a made a slight adjustment to the Cox-Munk value and use for both polarizations the value
The frequency f is measured in GHz and W 0 = 20 m/s. At 37 GHz, the value from (22) is very close to the Cox-Munk expression. The linear increase of the slope variance with the logarithm of the frequency is suggested by the spectral behavior of the h-pol emissivity, which also increases linearly with log(f ), as we have discussed in Section IV-D. Another reason for using (22) is the fact, that the computed values for ΔE W of the 23.8-GHz channels come out to lie nicely between the values of the 18.7-and 37.0-GHz channels, as it should be. The 23.8 GHz is near the water vapor line and therefore very sensitive to atmospheric effects including the atmospheric path length correction. It is a good indication that the atmospheric path length correction is handled incorrectly, if the emissivity of the 23.8-GHz channels does not end up close to its interpolated value from 18.7 and 37.0 GHz. Fig. 10 shows the size of Ω for both polarizations p = v, h at the reference EIA θ ref = 55.2
• and a wind speed of 7.5 m/s over the range of frequencies in our data sets. The size of the atmospheric path length correction depends on frequency and the actual value of τ . The dynamical range that τ can take depends itself on frequency. For the low frequency channels, 6.8 and 10.7 GHz, τ stays close to 1 in nonraining atmospheres. For the higher frequency channels, the values of τ can become considerably lower. As it can be read off from Fig. 10 , the atmospheric path length correction for the h-pol at the reference EIA θ ref = 55.2
• leads to an increase of the brightness temperature, and the effect grows with growing frequency. For the v-pol, the atmospheric path length correction stays small as the windinduced emissivity does and can even become slightly negative at small values of τ .
It is important to emphasize that in deriving our emissivity model function, we have used the values for Ω from the GO model with the slope distribution (22) when solving the RTM equation. Therefore, any accurate RTM calculation of the TOA TB that uses the emissivity model from this paper will need to be done using exactly the same atmospheric path length correction. It is possible to use a different, possibly more elaborate approach for the computation of Ω. If that that is done, the value of ΔE W can also change. In our approach, it is only meaningful to use ΔE W and Ω together and consistently within the RTM.
Neglecting the atmospheric path length correction completely amounts to substitute the wind-induced emissivity ΔE W (W, . . .) in the RTM (1) with the effective wind-induced emissivity ΔE * W (τ, W, . . .), which can be read off from (1)
The . . . indicate the dependence on parameters other than W and τ . This effective emissivity would depend on the at- mospheric transmittance τ as it has absorbed the effect of the atmospheric path length correction. If the dynamical range of τ within the scenes under consideration is very narrow, then using such an effective emissivity might be justified.
For reference, we have listed the numerical values for Ω p for several frequencies f and EIA and for selected values of wind speed W and atmospheric transmittance τ in Appendix B.
VI. WIND-DIRECTIONAL SIGNAL: STOKES PARAMETERS
We now turn to the model function ΔE ϕ for the four Stokes parameters of the wind direction signal. The general form is a harmonic (Fourier) expansion in the wind direction ϕ relative to the azimuthal look. From an analysis of reflection symmetric media [37] , it follows that the model function for v-pol and hpol is an even function in ϕ and the model function for the third and fourth Stokes' parameters S3 and S4 is an odd function in ϕ. It is found that it is sufficient to keep terms up to second order in the Fourier expansion
Like it was the case for the isotropic emissivity signal ΔE W , also the wind direction signal ΔE ϕ could have a residual dependence on T S and S. A first guess would be to assume that ΔE ϕ is proportional to the specular emissivity E p,f 0 (T S , S) similar as in (17) . The smallness of the wind direction signal makes it hard to reliably extract the SST dependence of ΔE ϕ from our data, and we therefore do not introduce it at this point.
In order to analyze the dependence of ΔE • . Fig. 11 shows the directional signals for the WindSat and SSM/I v-pol and h-pol channels obtained from data sets WS2 and SS of Table I . The sizes of typical error bars range from about ±0.8 K for the 6.8-GHz v-pol to about ±2.0 K for the 37.0-GHz h-pol channels. Within those margins of errors, there is good agreement between the WindSat (set WS2) and SSM/I (set SS) results at 18.7/19.3 GHz and at 37 GHz. The error bars at 85.5 GHz are large: about ±5 K for v-pol and twice as large for h-pol. Still, when averaging over the large data sets, Fig. 11 indicates a wind direction signal at 85.5 GHz for both polarizations, which has about the same shape and size as the 37.0-GHz signals. In our model function, we will assume that the wind direction signal stays constant as function of frequency above 37.0 GHz.
The errors bars at the higher frequencies arise largely because of errors in the atmospheric transmittance τ . As discussed in detail in [10] , a small error in the atmospheric parameters causes an error in the isotropic part of the TOA TB, which can easily swamp the small directional signal. For the EIA range in our data sets, the atmospheric error causes the error in the hpol signal to be about twice as large as in the v-pol signal. This can be seen from the RTM (1) if one makes the simplifying assumption that the atmospheric temperature profile including the surface temperature is a constant value T (h) ≈ T S ≡ T ef f . The dominant contribution in (1) reduces then to the simple expression
is analyzed, the error bars get significantly reduced, because R h ≈ 2R v for the frequencies and EIA in our data sets.
The results for the harmonic coefficients A i as function of W are shown in Fig. 12 for p = v, h and in Fig. 13 for p =  S3, S4 . The filled symbols correspond to data set WS1, and the open symbols correspond to data set WS2 from Table I . The results from both sets agree within the margins of error. The dash-dot lines in both figures are fits to the measurements of the polarimetric airborne radiometer WINDRAD [38] for the channels where they exist. The dashed lines in Fig. 12 indicate the fit from [10] where existing, which is at 10.7, 18.7, and 37. 0 GHz. The data sets from [10] did not contain a sufficient population above 14 m/s, and therefore the harmonic coefficients had been kept at their values at 14 m/s. For lower wind speeds, our new values agree very well with the results of our older analysis for the dominant harmonic coefficients, which are first harmonic v-pol and second harmonic h-pol. In [10] , the coefficients of the nondominant harmonics, which are second harmonic v-pol and first harmonic h-pol were set to zero, because the spread in the data sets that were used in [10] did not allow a more accurate determination. Our new results do indicate a small contribution from those nondominant harmonics, which is also in agreement with [38] . Note that for low-moderate wind speeds, the aircraft flights indicate consistently a slightly stronger directional signal than our WindSat data for all four Stokes parameters. The reason for that could be the very different resolutions at which spaceborne and airborne sensors observe the rough ocean surface. Our results do not give any sizeable value for any of the harmonic coefficients for wind speeds below 3 m/s.
The full lines in Figs. 12 and 13 are polynomial fits for the harmonic coefficients A p,f i (W ). For fitting the curves, we have used a weighted blend of sets WS1 and WS2 from Table I and the data sets from [10] and [12] for wind speeds up to 15 m/s. At higher wind speed, we have also included the results from [13] for S3 and S4 and from [38] for v-pol and h-pol. Because all data sets give close results, choosing the weights amounts more or less to fine tuning the fit in order to obtain reasonably smooth analytical curves. As we have done for the isotropic signal in Section IV-C, we first quote the form of the harmonic coefficients at the reference EIA θ ref = 55.2
• and then model the dependence on EIA.
• , the harmonic coefficients are fitted by fifthorder polynomials
The values for the expansion coefficients α p,f i,k for selected frequencies are listed in Tables III and IV. The fits apply between 3 and 20 m/s. Above 20 m/s, a linear extrapolation is done. If ever used for wind speeds below 3 m/s, the curves should be smoothly interpolated to 0 from whatever small value they have at 3 m/s, because in some cases, taking the polynomial fit (25) literally would give an unrealistic behavior below 3 m/s. For an arbitrary frequency between 6.8 and 37.0 GHz, the value of the harmonic coefficient can be linearly interpolated from the frequency in the tables. As mentioned earlier, we assume the signal to be constant above 37.0 GHz. To our knowledge, no reliable, published measurements for S3 and S4 exist below 10.7 or above 37.0 GHz, and we do not attempt to provide a function for the harmonic coefficients in these cases.
In order to model the dependence of ΔE ϕ on EIA, we need again ingest results from other studies and measurements. It is convenient to work in terms of the true Stokes parameters S1 and S2 rather than v-pol and h-pol itself: S1 = (v + h)/2, S2 = v − h. At nadir, several constraints exist for the harmonic coefficients due to the symmetry of the looking geometry [39] . Because there is no asymmetry between up and downwind looks, all of the first harmonic coefficients must vanish:
As there is complete symmetry with respect to the azimuthal look, the transformation properties of the electric field vector dictates that A
(θ i = 0). [40] provides airborne measurements of the wind direction signal at nadir over the frequency range 7-37 GHz. For determining the nadir coefficient A
(θ i = 0), we use the spectral behavior s(f ) (25) from the results of [40] , which is very similar than the spectral behavior for our results at high EIA
where f is measured in GHz. s(f ) is kept constant above 37.0 GHz. The form of the wind speed dependence u(W ) was chosen so that it mimics our results for both v-pol and h-pol at the high EIA and u(10 m/s) = 1, which renders the results of [40] at 10 m/s. u(W ) is kept constant above 15 m/s. For the EIA dependence of A
, we use the same form as for the isotropic signal (16) (27) Finally, we want to note that we have not introduced an atmospheric path length correction for the wind direction signal, or, in other words, we have assumed that the atmospheric path length correction T B,scat from Section V is independent on the relative wind direction ϕ. As a consequence, T B,scat does not contribute to S3 or S4. If T B,scat depends on ϕ, then this contribution can be absorbed into an effective wind direction signal ΔE * ϕ (W, ϕ, τ ) similar like it was done in (23) of Section V for the isotropic signal. This effective wind direction signal will then depend on the atmospheric transmittance τ . In order to check this, we have calculated a set of ΔE ϕ,τ for a set of τ -intervals that span the whole dynamical range of τ within our data. We have confirmed that ΔE ϕ,τ is essentially the same in each τ -interval for each channel within the margins of error. That means that within our framework, it is justified to drop the τ -dependence in ΔE * ϕ (W, ϕ, τ ) and work with a τ -independent ΔE ϕ (W, ϕ) that way also dropping any ϕ-dependence in T B,scat . As a consequence, the parameterization (21) takes a simple form for the polarimetric WindSat channels p = +45
• , −45
• , lc, rc. Because of energy conservation Table I) .
VII. VALIDATION AND ERROR ASSESSMENT
We now try to assess the accuracy of our emissivity model function. There are two basic methods to do that. The first one is to analyze the difference between measured and RTM computed TOA TB as function of independent measured "ground truth" parameters, SST and wind speed being the most important ones. The second and simpler way is a direct comparison of the geophysical parameters that were derived by a physical algorithm, which is based on this emissivity model. Though a full validation of the geophysical parameters will be the subject of a separate publication, we want to highlight some of the most important results here.
Both methods have their limitations, which needs to be kept in mind when trying to assess the accuracy of the RTM. An important issue for both methods is the quality of the "ground truth" data themselves. For example, there could be a systematic error in the Reynolds SST or the QuikSCAT wind speeds from data set WS2. Because the retrieval algorithm for the environmental parameters uses several channels simultaneously, checking the environmental parameters does not allow to pin down problems with the model function of a specific channel, but merely provides an overall assessment of the model functions of those channels that are most sensitive to the parameter under consideration. Finally, an error in the atmospheric absorption model or any residual systematic error in water vapor and cloud water that is correlated with the surface parameters will show up in the measured minus computed TB. it is important to know the population of this 2-D SST-wind speed array, which is shown in Fig. 15 . SST-wind speed bins that have a population of less than 0.1% of the maximum population are not displayed in Fig. 14. Fig. 16 contains the results for measured minus computed TB for the 85.5-GHz channels of data set SS. Note the different color scales for the different frequencies.
We are analyzing the average TB differences but not the standard deviations. The latter one is largely dominated by random errors in the atmospheric parameters (water vapor and cloud water) and by sampling mismatch errors between the satellite measurements and the "ground truth" data. This includes also random errors in the ground truth data themselves. Other, smaller contributions to the standard deviation errors are the radiometer noise figures. The standard deviation error would also contain errors that might arise if the ocean surface roughness was influenced by additional parameters, such as wave height or development of the sea state, which have not been part of our emissivity model. In order to determine the accuracy of the emissivity model, we assess in sufficiently dense populated areas of the SST-wind speed array how much the measured minus computed TOA TB deviate from their ideal value, which is zero. Figs. 14 and 16 both probe simultaneously the accuracy of the specular emissivity, which is determined by the dielectric constant of sea water, and the accuracy of the wind-induced emissivity model.
Aside from marginal, very sparsely populated regions of the SST-wind speed array, Figs. 14 and 16 show an excellent match between measured and RTM computed TB for all wind speed and SST bins. The most noticeable exception is the hpol emissivity at low temperatures. The figures indicate that the model function underestimates the true emissivity at low SST particularly if the wind speeds are either low or high. The problem increases with frequencies being absent at 6.8 GHz, very weak at 10.7 GHz and reaching about 3 K in the TOA TB at 85.5 GHz. Because the v-pol channels seem much less or not at all affected, this is unlikely indicating a significant problem with the dielectric constant model, as an error in the specular Table I ).
emissivity would show stronger in the v-pol than in the h-pol TB [26] . That leaves one or a combination of the following scenarios as probable cause.
1) The value of the water vapor or liquid cloud water that is retrieved by the radiometer is too high in those regions. 2) The water vapor continuum absorption that is used in the RTM function is too high in those regions.
3) The assumption (15) that the temperature dependence of the wind-induced emissivity ΔE W is proportional to the specular emissivity E 0 breaks down at low SST for the h-pol channels at higher frequencies. 4) The observed deficiency at higher wind speeds could be caused by an inaccuracy in the in the atmospheric path length correction Ω p for the scattered downwelling atmospheric radiation, which we have calculated using the GO model (cf. Section V).
5) The assumption (13) that ΔE W goes to zero with wind speed is not valid anymore in those cases, but ΔE W stays finite and the ocean would maintain some residual roughness even at low winds. This possibility has been mentioned in other studies [33] . Our results show that, if true, it would apply in regions with cold SST, and the sensitivity to this residual roughness would increase with the frequency of the radiation. Both figures indicate small positive and negative differences of the RTM computed TB versus the measurements compared to the ideal case. The most noticeable one is observed in the 6.8-GHz h-pol at around 10 m/s wind speed, which reaches about 0.5 K in size. Those oscillations are most likely due to the fact that the fifth-order polynomial fit (18) might not fully reflect the real behavior of the wind-induced emissivity in those cases.
The environmental parameter that is most sensitive to the ocean emissivity model is SST. The dominant contributions come from the low frequency channels (6.8 and 10.7 GHz) and among those, the v-pols have the strongest SST dependence. The sizes of an error in SST and an error in the vpol 6.8-GHz TB scale roughly like 2:1 [1] . • C. In the retrieval of the geophysical product, those small crosstalk biases can be eliminated by deriving a static post-hoc correction table, which consists of the bias values and which is then subtracted from the geophysical parameter in the last step of the retrieval algorithm.
In summary, our analysis suggests that in the EIA range between 49
• -56
• , which is covered by the WindSat and SSM/I sensors, the accuracy of our model for the ocean surface emissivity containing both the specular as well as the windinduced emissivity is roughly about ±0.2 K at the 6.8-GHz v-pol, increases to about ±0.5 K at the 37.0-GHz h-pol, and reaches pm1.5 K at the 85.5-GHz h-pol. Those values apply as long as cases with very sparse occurrence are excluded.
VIII. EMISSIVITY AT HIGH WIND SPEEDS
The analysis performed so far is valid up to wind speeds of about 18 m/s. Due to sparseness of reliable measurements, the determination of the wind-induced emissivity at high wind speeds becomes more difficult. Its knowledge is of course crucial for the radiometer measurement of wind speeds in storms. In [13] , both ΔE W and ΔE ϕ for S3 and S4 were determined from collocations of WindSat TB and hurricane wind fields from the HRD analysis, which comprises our data set WS3 from Table I . Because most tropical cyclone winds are contaminated by rain, the big challenge is to accurately remove the effect of rain in the atmospheric τ, T BU , T BD when solving the RTM equation for the emissivity as shown in Section II-C. This causes the random error bars for data set WS3 being significantly larger than for the other cases. The details on how to remove this atmospheric rain effect has been described in [13] . We will now check if and how well the results of [13] match the ones of our current study in the transition region, say between 18 and 20 m/s. This is exhibited in the left panel of Fig. 3 , the circles being the results from set WS3. The dashed lines are a linear fits to those data for wind speeds above 20 m/s. It is evident for both polarizations that the slopes of the dashed lines match very well with the slopes of linear fits to data sets WS1 (red squares) and WS2 (blue diamonds) between 18 and 20 m/s. Though not explicitly shown, we find that this applies also to the higher frequency channels, even though the error due to rain in the atmosphere increases strongly with frequency. That itself is a very satisfying result, as the analyses of data sets WS1/WS2 and data set WS3 are completely independent of each other. Fig. 3 shows a constant offset between set WS2 and the two other sets. This offset could be caused by either or both a systematic error in handling the atmospheric parameters in set WS3 or a systematic error in some of the HRD wind speeds. It should also be noted that various assumptions had been made in [13] when trying to match the spatial and temporal scale of the HRD wind fields to those of the WindSat TB. It is possible that this systematic offset is caused by those assumptions rather than the HRD analysis itself. When fitting the final curves, which are the full black lines in Fig. 3 , we have constrained the fifthorder polynomials from (18) to so that their slopes are the same as those obtained from data set WS3 at W 0 = 20 m/s. Our analysis clearly suggest that ΔE W is linearly increasing with wind speed above W 0 .
We will now perform some additional independent checks of our high wind speed emissivity model function. The results of five field campaigns measuring wind vectors by an aircraft turbulent probe during early 2007 and a comparison with scatterometer and NWP winds over the Denmark strait and Irminger Sea near Greenland were reported in [41] . The dynamical wind speed range of these measurements covers the interval between 5 and 28 m/s. We have repeated their analysis using WindSat wind speeds that were derived with our new emissivity model. Fig. 18 shows the results. The right panel uses the 21-km WindSat wind speeds using all channels above and including 18.7 GHz. The left panel uses the 35-km resolution WindSat wind speed that uses all channels above and including 10.7 GHz. The 10.7-GHz channel allows an accurate wind speed retrieval in rain using the global wind speed through rain algorithm from [13] , which is not possible with only the higher frequencies. The first field campaign B268 of [41] (purple triangles in the left panel of Fig. 18 ) did contain light rain, and therefore only a 35-km resolution retrieval was performed. Fig. 18 also contains values for total bias, standard deviation, linear slope, and Pearson correlation between the WindSat and the aircraft wind speed measurements. We observe an excellent correlation between aircraft and WindSat data set, which is much better than for any of the other data sets that had been studied in [41] . The 35-km resolution WindSat wind speeds seem to be systematically high by about 1.6 m/s. For the 21-km resolution winds, this offset is only about 0.9 m/s. Because all the flights are very close to land and the sea ice edge, the most likely scenario is that either land or sea ice or both of them enter the WindSat field of view, possibly through the sidelobes. This affects the 10.7 GHz significantly more than the higher frequencies, because the 10.7-GHz footprint size is larger and also because the radiometerically cold 10.7-GHz h-pol ocean TB is more sensitive to any contamination from radiometerically warm land or sea ice.
Another good candidate for an independent cross check of our high wind emissivity model is the C-band emissivity model function that was developed from SFMR flights at nadir [15] and recently extended to higher EIA by the CFRSL group [16] . Wind speeds from dropsondes that were extrapolated to the sea surface were used as ground truth data for developing the SFMR/CFRSL model functions. In order to compare with our C-band model function at 6.8 GHz, we have adjusted the SFMR/CFRSL results, which are referenced to 5.3 GHz, based on the frequency behavior reported in [34] .
Let us first consider the h-pol SFMR emissivity measurements that were taken during hurricanes Gustav and Dolly during 2008 in rain-free scenes at 30
• and 45
• EIA and at 15 m/s and 35 m/s wind speeds. The results were reported in [16] . Because the scenes were not contaminated by rain, those data provide a good test of our emissivity model function as there are no possible systematic errors due to removing the rain effect in the TB measurements. Fig. 19 shows the Gustav and Dolly data together with our model function. We observe excellent agreement. The only exception of the hurricane Gustav measurement that was taken at 40
• and 35 m/s. In that case, our emissivity model comes in too low by about 3 K, which nevertheless still lies within the margins of error.
Finally, Fig. 20 compares the wind-induced emissivity model functions from SFMR/SCRSL and our study at nadir. The most important difference is that SFMR model function rises quadratically between 7.0 m/s and 31.9 m/s and linearly above 31.9 m/s. As we just have discussed, all of our data sets clearly indicate that the emissivity increases linearly with wind speed already at around 20 m/s and keeps doing that also at higher winds. It should be noted that the SFMR/CFRSL model does not contain the atmospheric path length correction that was discussed in Section V. This has an effect even at Cband frequencies, as some of the measurements that went into [15] and [16] are likely heavily contaminated by rain, particularly at high wind speeds. We should therefore compare the SFMR/CFRSL model function with the he effective emissivity ΔE * W from (23) . This is the dashed black line in Fig. 20 where we have assumed a typical correlation between wind speed and atmospheric transmittance for hurricane atmospheres [13] . That brings the SFMR/CFRSL and our nadir model functions closer together. As a matter of fact, within the margins of errors, both model functions are consistent up to about 30 m/s. We currently Fig. 20 . Comparison of C-band nadir wind-induced (excess) ocean emissivities: SFMR measurements [15] (blue curve), the CFRSL model function [16] (red squares) and the model function from Section IV of this paper (solid black curve). The dashed black line is the effective emissivity ΔE * W from (23) for typical hurricane atmospheres if the atmospheric path length correction is omitted. The emissivities were shifted to a common frequency of 6.8 GHz and multiplied by a typical surface temperature of 290 K.
do not know what causes the discrepancy at higher wind speeds. The following scenarios or a combination of them are possible.
1) The SFMR probes the ocean at a much higher resolution than the satellite sensor does. It is possible that at high wind speeds, the roughness and emissivity responses to wind speed are different at both resolutions. 2) Our derivation of the EIA dependence of ΔE W in Section IV-C was based mainly on observations at low and moderate wind speeds. It could be that the behavior in (16) does not apply at very low EIA and very high wind speeds. Both the nadir value and also the exponent x s in (16) could change as a function of wind speed and also frequency. That might lead to the fact that at very low EIA, the emissivity is closer to the 55 • h-pol value rather than the arithmetic average between v-pol and hpol values. That would make its value larger than depicted in our model function.
3) There could be a systematic error in removing the rain contamination from the SFMR/CFRSL measurements, which is correlated with wind speed. Let us finally point out an important common feature that is evident in both our and the SFMR/CFRSL C-band emissivity model functions. None of them shows any signs of saturation at high wind speeds, which guarantees good sensitivity of the TOA TB to wind speed even at high winds. In view of the recent progress in dealing with the rain effect in the measurement of radiometer wind speeds through rain [13] , this suggests that the passive radiometer is well suited for the measuring wind speeds under storm conditions. To summarize: We have determined a model function for the isotropic and wind direction-dependent parts of the windinduced ocean surface emissivity from WindSat and SSM/I TB observations, which is applicable for wind speeds up to 40 m/s. After combining our results with other established studies, we have extended the validity of our model function to EIA ranging from nadir to 65
• . This model function will be a useful tool in current and future airborne and spaceborne measurements of ocean surface parameters such as SST, wind speed, and wind direction. It can also help in the determination of atmospheric quantities such as water vapor or cloud water, because the surface emissivity itself enters in as an uncertainty in the RTM of the channels that measure these parameters. We have demonstrated the accuracy of our model function for 49
• EIA by analyzing the match of measured and RTM computed TB and checking the accuracy of SST that is retrieved using this emissivity model. In addition we have also provided numerous cross checks with independent data, which have not been used in the development of the model function such as measurements from TOPEX/Poseidon, aircraft turbulent probes and airborne microwave sensors. Special attention has been given to the high wind speed measurements that were taken by the SFMR. These comparisons have shown that considerable uncertainties only remain in the cases of the higher frequency h-pol channels at cold SST and very high wind speeds above 30 m/s at low EIA.
Our newly developed emissivity model is used as basis of all the physical retrieval algorithms in Remote Sensing System's Version 7 ocean product suite, which is currently being released (http://www.remss.com). The whole data set consists of roughly 100 year worth of spaceborne radiometer measurements of SST, wind speed, water vapor, liquid cloud water, and rain rate from all of the SSM/I, SSMIS, TMI, AMSR-E, AMSR-J, and WindSat. Future missions will be added as soon as they become available. The same RTM is used consistently in all products, which is an essential step in the development of an accurate long-term climate data record.
The final missing stone is the development of a model for the ocean surface emissivity at low frequencies, particularly at L-band. Its knowledge will be crucial for accurate measurements of ocean surface salinity from the Soil Moisture and Ocean Salinity Mission and the AQUARIUS radiometer. As soon as reliable and well-calibrated TOA TB measurements from those instruments become available, we will be able to extend our emissivity model down to L-band frequencies.
APPENDIX A DIELECTRIC CONSTANT OF SEA WATER
This appendix briefly summarizes the small adjustments of the Debye parameters of the dielectric constant ε of sea water [26] . The changes concern the expressions for the salinity dependence of the static dielectric constant ε S (T S , S) and the first Debye relaxation frequency f 1 (T S , S) in [26, The updated values of the coefficients b i , i = 0, 1, 2 are given in Table VI compared with the original values from  [26, of Table VI ]. The updated expression for the T S , Sdependence of f 1 (T S , S) is f 1 (T S , S) = f 1 (T S , S = 0)
with the coefficients d i , i = 0, 1, 2, 3, 4 from Table VII. All other coefficients including the values for pure water (S = 0) and the conductivity of sea water are the same as in [26] . 
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