Introduction
Agmon's fundamental work [Agm] establishes the bound, known as the limiting absorption principle, (1) sup
is the usual weighted L 2 . The bound (1) is obtained from the same estimate for V = 0 by means of the resolvent identity. This bound for the free resolvent is related to the so called trace lemma, which refers to the statement that for every f ∈ L 2, 1 2
+ there is a restriction off to any (compact) hypersurface, and this restriction belongs to L 2 relative to surface measure. Note that this fact does not require any curvature properties of the hypersurface -in fact, it is proved by reduction to flat surfaces. Another fundamental restriction theorem is the Stein-Tomas theorem, see [Ste] . It requires the hypersurfaces S ⊂ R d with d ≥ 2 to have non vanishing Gaussian curvature, and states that
It is not hard to see that the related estimate for the free resolvent in R 3 is given by This fact depends on the oscillation in the resolvent, i.e., on the exponential in (4) R 0 (λ 2 + i0)(x, y) = e iλ|x−y| 4π|x − y| .
In contrast, using the denominator alone one obtains that (5) sup λ R 0 (λ 2 + i0) 6 5 →6 ≤ C via fractional integration. In analogy with Agmon's work, it is natural to ask for which potentials (3) can be extended to the perturbed operators H = −△ + V . In this paper we show that this is the case for real-valued V ∈ L 2 (R 3 ) ∩ L 2− (R 3 ). The statement is as follows. In particular, the spectrum of −△ + V is purely absolutely continuous on (0, ∞).
We also formulate dynamical consequences of this result, in particular the existence and completeness of the wave operators. This theorem is the analogue of the classical Kato-Agmon-Kuroda theorem, see [ReeSim] , Theorem XIII.33. It of course requires the absence of imbedded eigenvalues. In the classical context one uses Kato's theorem for that purpose. Here we use a result on the absence of imbedded eigenvalues that only requires an integrability condition on V . Such a result was obtained by Ionescu and Jersion [IonJer] , and recently improved by Koch and Tataru [KocTar] . Their results are as follows. The L 2 -condition with δ > 0 is natural in view of the Fourier transform of the surface measure of S 2 , which is a generalized eigenfunction of the free case and decays like (1 + |x|) −1 . Ionescu and Jerison proved Theorem 2 with V ∈ L 3 2 (R 3 ), see Theorem 2.1 of [IonJer] . Moreover, they found a smooth real-valued potential V which lies in L q (R 3 ) for all q > 2 but such that for −△ + V imbedded eigenvalues exist. Their example decays like r −1 in some directions, and like r −2 in other directions. Finally, they conjectured that their main result remains valid for potentials V ∈ L 2 (R 3 ). This conjecture, which is Theorem 2 above, was recently proved by Koch and Tataru and it allows us to formulate Theorem 1 for potentials V ∈ L 2 ∩ L 2−ε . In contrast, [IonJer] would require us to assume that V ∈ L 3 2 ∩L 2 . Let us note that V ∈ L 2 (R 3 ) is natural from another perspective: The usual Born-series expansion involving the bound (3) requires controlling the powers (R 0 (λ 2 + i0)V ) ℓ . These powers are well-defined on
3 as a multiplication operator. This fact was already used in [RodSch] to obtain L 1 (R 3 ) → L ∞ (R 3 ) decay estimates for e it(−△+V ) for large energies. By Kato's theory of H-smoothing operators, see [Kat] , it is well-known that the limiting absorption principle for the resolvent gives rise to estimates for the evolution e itH . In fact, the Fourier transform establishes a link between the resolvent and the evolution that in a certain precise sense allows one to state that a certain class of estimates on the evolution is equivalent to corresponding ones for the resolvent. See [Kat] or Section 4 below. It turns out that in our case this translates into the following smoothing bound for the free evolution sup
See Proposition 16 below for a corresponding statement for the perturbed evolution. We remark that this estimate is not only scaling invariant, but also optimal in the sense that there is no scaling invariant estimate like it which involves a larger number of derivatives. This is perhaps surprising in view of the classical local smoothing estimates which gain one-half of a derivative. On the other hand, this optimality is natural because of the connection with the Stein-Tomas theorem which is sharp. Finally, we remark that (5) does not lead to a smoothing bound because unlike (3) no decay in λ takes place. This paper is organized as follows: In Section 2 we prove the bounds on the free resolvent that are needed in order to prove Theorem 1. Our main new bounds involve R 0 (λ 2 + i0) acting on functions whose Fourier transform vanish on λS 2 . In Section 3 we apply these bounds in the context of the usual resolvent identity/Fredholm alternative type arguments to deal with −△ + V . This of course requires Theorem 2. After that we take up the dynamics in Section 4. We prove the aforementioned smoothing bounds, discuss optimality, as well as the wave operators. Finally, in Section 5 we return to the free resolvent and prove some end point results.
The free resolvent
This section develops some estimates on the free resolvent given by (4). These estimates are motivated on the one hand by the Stein-Tomas theorem (2), and on the other hand, by the applications to the perturbed operator H = −△ + V , see Theorem 2. For what follows, it will be helpful to keep in mind that
which is exactly of the form T * T , T being the restriction operator to the sphere λS 2 . Thus T * T :
Lemma 3. Let λ ∈ C be any nonzero element of the closed upper half-plane, and p = Proof. For any z ∈ C define the kernel
Next, set z = 2 − iσ and compute
Observe that the integrand in (7) is uniformly bounded in r, therefore
We claim that K z ∞ < ∞ and that |λ| · K z ∞ grows polynomially in σ. We distinguish the cases λ 2 − |ξ| 2 ≥ |λ| 2 2 and λ 2 − |ξ| 2 < |λ| 2 2 . In the first case, integrate by parts to obtain
provided |ξ| = 0. The boundary term is estimated by noting that sin(r|ξ|) |ξ| ≤ min(r, |ξ| −1 ) and |e iλr | ≤ 1. Performing this integration by parts again, and making similar estimates, we conclude that
In the second case (excluding |ξ| = ±λ,), one of the expressions λ ± |ξ| is less than |λ| 2 and the other is greater than |λ|. We will proceed according to the assumption λ − |ξ| < |λ| 2 . Let A −1 = λ − |ξ| < |λ| 2 and write 2iσ |ξ|
The first term on the right-hand side is seen to be O 1+|σ| 2 |λ| via a single integration by parts, observing that |ξ| > |λ| 2 and recalling that λ + |ξ| > |λ|. The last term is treated similarly:
The middle term is also estimated via integration by parts, however this time the derivative falls on e ir(1−|ξ|) instead: for ξ ∈ R 3 with |ξ| = 0, |λ|. This shows that K z ∞ = O 1+|σ| 3 |λ| for z = 2 − iσ, as the excluded choices of ξ occupy a measure zero set in R 3 . Consequently
for all ℜ(z) = 2. It follows from Stein's complex interpolation theorem that
The lemma follows.
The following results deal with functions whose Fourier transform vanishes on S 2 . The first lemma yields a Hölder bound for the L 2 norms of the restrictions to spheres close to S 2 . 
Proof. Let σ (1+δ)S 2 be the normalized measure on (1 + δ)S 2 . Then one has
where K j (x) = σ (1+δ)S 2 − σ S 2 χ j and {χ j } j≥0 are a standard dyadic partition of unity. Since
f p for all j ≥ 0. Summing over j yields the desired bound.
The point of the following proposition is that one can take δ > 0 in (13). In the following section, this will allow us to apply Theorem 2.
Proof. We first consider the case where
Let χ be a smooth, radial, bump function around zero so thatχ is compactly supported. Let R ≫ 1. Then
where we have set
Note that ρ is a compactly supported smooth bump-function. Introducing polar coordinates in (15) yields uniformly in ε = 0 (recall (14))
where the last two lines use (12). The lemma now follows by summing over dyadic R, at least provided (14) holds. Finally, if
then one notes that sup
by the Sobolev imbedding theorem provided 1 ≤ p ≤ 2 and we are done.
In Section 5 we discuss further bounds on the free resolvent which are motivated by the previous proposition.
The perturbed resolvent
The goal of this section is to prove theorem 1. We begin by recalling some standard facts about
Proof. This is basically a consequence of Sobolev imbedding. More precisely, it is a standard fact, see [CyFrKiSi] Chapter 1, that any V ∈ L 2 (R 3 ) is △-bounded with △-bound zero. Thus, the Kato-
by Sobolev imbedding, one has H − V 2 . To verify the L p estimate, note firstly that as M → ∞, one has V (−△ + M ) −1 p→p → 0. This follows from the kernel representation of the resolvent as well as Young's inequality. Therefore,
As in [Agm] , the proof of Theorem 1 is based on the resolvent identity. This requires inverting the operator I + R 0 (λ 2 ± i0)V on L 4 (R 3 ). First, we check compactness.
Proof. Firstly, note that in view of Lemma 3 and because of
is also compact. So assume that V is bounded. Fix λ and write A = A(λ). We first claim that A : L 4 → W 2,4 . This follows from
providedR is sufficiently large. In view of (17) and (18) one obtains
provided R,R are large. Clearly, g j := f j χ [|y|≤R] ⇀ 0 and sup j Ag j W 2,4 (R 3 ) < ∞. Hence, Rellich's compactness theorem produces a subsequence g j k so that
Sending ε → 0 and passing to the diagonal subsequence finishes the proof.
The following lemma establishes invertibility on the boundary.
Proof. By the previous lemma it suffices to show that
Let f be as on the left-hand side and set
3 ∩ L p for some p < 4 3 . Since V is real-valued, the duality pairing
shows that R 0 (λ 2 ± i0)g, g is real-valued. On the other hand, by the Stein-Tomas theorem
with some constant c = 0. Hence, 
The following lemma shows that the inverses in the previous lemma have uniformly bounded norms.
Lemma 9. Let V be as in the previous lemma and suppose λ 0 > 0. Then
Proof. Firstly, suppose f ∈ L 4 (R 3 ) satisfies f + R 0 (λ 2 + iε)V f = 0 where λ > 0 and ε = 0. Then
which is real-valued. But the imaginary part of the left-hand side is nonzero unless V f = 0. Hence V f = 0, and thus also f = 0. Secondly, by the resolvent identity
exists for all λ > 0, 0 ≤ ε. In view of Lemma 3, R 0 (λ 2 + iε)V 4→4 ≤ 1 2 provided λ is large. Hence it suffices to prove (20) for bounded sets of λ. So let Ω = [λ 0 , λ 1 ] × [0, 1] and suppose that there are z n ∈ Ω and f n ∈ L 4 (R 3 ) so that f n 4 = 1 and
We may assume that z n → z ∞ ∈ Ω as n → ∞. We now claim the following: For every ε > 0 we can find sequences {g n }, {h n } ∈ L 4 so that {g n } is compact in L 4 , and such that sup n h n 4 < ε.
The proof of this claim is similar to Lemma 7. Indeed, fix ε > 0 and write
where r n 4 → 0 by assumption. Define the last three terms in (21) to be h n and the first to be g n . In view of the calculations under (17) and (18) one obtains that h n 4 < ε for all n provided both ρ andρ are large. Furthermore, using the identity (16) and V ∈ L 2 one sees that g n is bounded
in W 2, 4 3 loc (R 3 ) which imbeds compactly into L 4 loc (R 3 ) by Rellich's theorem. Hence we have shown the claim. By means of a diagonal subsequence it follows from the claim that f n j → f ∞ in L 4 (R 3 ) where f ∞ 4 = 1. It remains to show that
which would give us our desired contradiction. To see this, note that
because of f n − f ∞ 4 → 0 and sup n I + R 0 (z n )V 4→4 < ∞. By Young's inequality one has
and therefore also finite for a.e. x. For those x dominated convergence shows that
One concludes from the preceding that
It is now a simple matter to prove Theorem 1.
Proof of Theorem 1:
By the resolvent identity, for any ε = 0,
By Lemma 9 one therefore has
and the right-hand side is uniformly bounded for λ ≥ λ 0 ≥ 0 as well as 0 < ε ≤ 1 in the L 4 operator norm. In fact, the last factor contributes a decaying factor of λ 
Dynamical Statements
In this section we study the evolution e itH where H = −△ + V and V are as in Theorem 1. We show the existence and completeness of the wave operators. In addition, we derive certain smoothing estimates that do not require any decaying weights. Rather, the weight belongs to L p (R 3 ) with 3 ≤ p ≤ 4. Our approach is similar to [KatYaj] and [Sim] , and uses Kato's theory of H-smooth operators, see [Kat] and [ReeSim] , Section XIII.7. We now recall what we need.
Lemma 10. Let A be a closed operator on L 2 and H a self-adjoint operator with Dom(A) ⊃ Dom(H).
Then for every φ ∈ L 2 one has e itH φ ∈ Dom(A) for a.e. t ∈ R and
Proof. This is a special case of Theorem 5.1 in [Kat] . Also, see Theorem XIII.25 of [ReeSim] , together with the remark following that theorem concerning the role of ε 0 .
We also need a version of this lemma that is localized to some interval of energies of H.
Lemma 11. Let A be a closed operator on L 2 and H a self-adjoint operator with Dom(A) ⊃ Dom(H). Fix λ 0 > 0 and set
Then for every φ ∈ L 2 one has e itH χ [λ 0 ,∞) (H)φ ∈ Dom(A) for a.e. t ∈ R and
Here χ [λ 0 ,∞) (H) is just the spectral projection onto the interval [λ 0 , ∞) relative to H.
Proof. See (the proof of) Theorem XIII.30 in [ReeSim] .
Remark 12. Since we are assuming in both cases that Dom(A) ⊃ Dom(H), the conditions involving C 0 (ε 0 ) can be rewritten as
(or λ ≥ λ 0 ) in the sense that the operator on the right-hand side can be extended from the dense subspace Dom(A * ) to all of L 2 as a bounded operator which is symmetric, and therefore also selfadjoint.
Proposition 13. The following smoothing bound holds (22) sup
Proof. It is easy to see that it suffices to prove (22) for F ∈ C ∞ 0 (R 3 ). Let B := (−△) 1 8 F , which is a densely defined operator on the domain C ∞ 0 (R 3 ), say. Then A := B * is automatically a closed operator with Dom(A) ⊃ C ∞ 0 (R 3 ) and A = F (−△)
with a constant that does not depend on F . By Lemma 10 (in the limit ε 0 → 0) this implies (22). To prove (23), it suffices to show that
which will be done by complex interpolation. Rescaling Lemma 3 shows that
for all λ > 0. Hence
Therefore,
Since by the Mikhlin-Hörmander theorem (−△) iσ p→p ≤ C(p, σ) for all 1 < p < ∞ with a constant that grows at most polynomially in σ, one can now use Stein's complex interpolation theorem to interpolate between (25) and (26). This implies (24), and we are done.
One could have also avoided Lemma 1 in the previous proof by using instead that R 0 (λ 2 + i0) − R 0 (λ 2 − i0) is basically the restriction operator to the sphere of radius λ. The Stein-Tomas theorem then replaces Lemma 3. Clearly (22) is optimal in the sense that it is scaling invariant. It turns out that it is also optimal in the sense of an endpoint. To see this, note that the general class of scaling invariant inequalities would be (27) sup
for all f ∈ L 2 (R 3 ), where 2α − 1 + 3 p = 0 with α ≥ 0. The endpoints are α = 0, p = 3 and α = 1 2 , p = ∞. The latter one is impossible. In fact, the farthest one can go is α = 1 4 and p = 6 as can be seen from a (moving) Gaussian wave-packet. Compare this with the well-known smoothing bounds
where the latter holds for 0 ≤ α < 1 2 , see Kato and Yajima [KatYaj] and Simon [Sim] for the best constants. Such estimates have been studied by many authors, see Ben-Artzi, Klainerman [BenKla] , Constantin, Saut [ConSau1] , [ConSau2] , Doi [Doi] , Sjölin [Sjo] , and Vega [Veg] , and have also been applied to nonlinear equations, see the recent paper of Kenig, Ponce, and Vega [KenPonVeg] as well as many other works. At the other end, the bound with α = 0 and p = 3 is well-known for several reasons. It was proved in [KatYaj] , it follows from the endpoint Strichartz estimate of Keel and Tao [KeeTao] , and can be obtained by the proof of Proposition 13 using the fractional integration bound sup (27) were to hold for that α and the appropriate p. Then by Lemma 10 we conclude that also
But this is the same as σ S 2 * f q ′ f q ,
By the optimality of the Stein-Tomas theorem q ′ ≥ 4, and thus p ≤ 4, as claimed.
We now turn to the analogous bound for perturbed Hamiltonians. In contrast to (22) we only obtain (−△)
− . This is due to the fact that it seems to be currently unknown whether or not (−△ + V + M ) iσ is L p bounded. However, the following weaker version is known, due to work of Jensen and Nakamura [JenNak] . Proof. Theorem 1.3 in [JenNak] states the following: Suppose V belongs to the Kato class K 3 . If f ∈ C ∞ (R) is such that for some ε > 0 and for any k ≥ 0 one has
Moreover, the bound depends on finitely many of the C k . Clearly, L 2 (R 3 ) ⊂ K 3 . Furthermore, recall that Lemma 6 shows that H is bounded from below. Now let sp(H) ⊃ [−M + 1, ∞) and fix any ε > 0. Let f ∈ C ∞ (R) be such that f (λ) = (λ + M ) −ε+iσ for all λ > −M + 1 and so that (30) holds for all λ ∈ R. The lemma follows.
The following proposition is the analogue of Proposition 13 for the perturbed case. One clearly needs to restrict to an interval of positive energies since bound states would make the left-hand side of (31) infinite.
Then the following smoothing bound holds for any λ 0 > 0 (31) sup
Proof. Fix some F ∈ C ∞ 0 (R 3 ) and define the closed operator A = F (−△)
− as in the proof of the previous proposition. We will again use Kato's smoothing theory, but in the localized version given by Lemma 11. Thus we need to bound
We will again control the right-hand side by means of complex interpolation. Firstly, we claim that
To prove this, interpolate between
which follows from Lemma 15, as well as
which again follows from Lemma 15 as well as the fact that (
Lemma 6. Hence, it suffices to show that, for large M ,
sup
The starting point for (32) is the bound for λ ≥ λ 0 ,
which implies that provided λ ≥ λ 0 ,
see Theorem 1. This replaces (25). In analogy with (26) one now has
and thus for all λ ≥ λ 0 ,
Complex interpolation now yields (32) and we are done.
Finally, we state a simple and well-known spectral application of the resolvent bounds.
Then the wave operators exist and are complete, i.e.,
Proof. This is standard, see Theorem XIII.31 in [ReeSim] . Firstly, it follows from Proposition 16 that |V | 
by the aforementioned general theorem. Since the range of the wave operators is clearly contained in the absolutely continuous subspace, it follows from this that the range of each spectral projection χ [λ 0 ,∞) (H) is included in the absolutely continuous spectral subspace. Letting λ 0 → 0+ finishes the proof.
Further estimates on the free resolvent
Returning to Proposition 5, we note that a sharper estimate can be made at the endpoint p = 1.
Proposition 18. Let f be a function in L 1 (R 3 ) such thatf = 0 on the unit sphere S 2 . Then
Proof. Define the trace function
where χ |x−y| denotes the characteristic function of the interval {|τ | ≤ |x − y|}. The integrand on the right-hand side is in L 1 (R 7 ), so Fubini's Theorem implies that G is the inverse Fourier transform of an L 1 function. Using the Plancherel identity (in 3 dimensions), and noting that G is an even function,
For any ε > 0, the multiplier M ε (λ) = λ 2 |λ 2 −(1+iε)| 2 is integrable, hence it has Fourier transform M ε ∈ L ∞ (dτ ). By Parseval's formula, this time in one dimension,
An explicit formula forM ε (τ ) can be obtained via residue integrals:
This, along with (37), can be immediately substituted back into equation (39).
Boundedness ofM ε enables us to continue applying Fubini's theorem to the multiple integral. We have also simplified the expression by noting thatM ε is an even function. Recall definition (36) and subtract 1 16π 2 ε G(1) from both sides of the equation.
(41)
where |K(|x − y|)| ≤ ε|x − y|. This leads to the conclusion
If f satisfies the hypothesisf | S 2 = 0, then G(1) = 0.
Proof. This follows immediately from (38) and monotone convergence.
The conditionf = 0 is crucial in Proposition 5. Indeed, recall that for f ∈ L p (R 3 ) real-valued with 1 ≤ p ≤ 4 3 one has
for some constant c. This follows by writing R 0 (1 + iε) as a sum of its real and imaginary parts, as well as from the fact that the operation of restriction f →f (r·) is continuous in r > 0 as a map
. However, it is clear that for any δ > 0
even for smooth bump-functions f since the function inside the norm decays like (1 + |x|) δ− 3 2 which just fails to be L 2 (R 3 ). The following simple lemma shows, on the other hand, that δ < 0 does lead to a finite norm in (43).
Lemma 20. For any R ≥ 1 one has
for all f ∈ L 4 3 (R 3 ). Proof. Let φ be a smooth cut-off function withφ compactly supported. Then by Plancherel, and Cauchy-Schwartz,
, as claimed.
The previous lemma suggests that one should also have the bound
While this bounds remains open, it is easy to show that
Indeed, denoting the operator on the left-hand side by T for a fixed ε > 0, observe that by Lemma 3 . Such arguments originate in the analysis of Bochner Riesz multipliers as well as the restriction theory of the Fourier transform. We will use a square function bound from Bourgain [Bou1] . For the convenience of the reader, we reproduce the details.
The following lemma is a discrete version of the Stein-Tomas theorem, see Lemma 6.2 in [Bou1] . It can also be proved by expanding the L 4 -norm on the left-hand side explicitly and then using the usual geometric arguments based on counting overlap. However, the following approach does not depend on any special arithmetic properties of the Stein-Tomas exponent and therefore generalizes to other dimensions as well.
Lemma 21. Let R ≥ 1 and let {ξ α } α ⊂ S 2 be a collection of R Proof. Fix R ≥ 1, some cube Q and a smooth cut-off function χ Q adapted to Q. We assume that supp( χ Q ) is contained inside a CR
In what follows, we associate with every R ≥ 1 a decomposition {S
Dually, one has for any f ∈ L Proof. Firstly, fix R ≥ 1, a cube Q of size √ R, the cap decomposition {S (R) α } α , as well as some ξ α ∈ S (R) α for each α. Secondly, fix some smooth cut-off χ 0 so that χ 0 ( √ R y) is adapted to the cube
and µ α (ξ) = µ(ξ − ξ α ) for every α. Note that this is again a smooth cut-off function adapted to a ball of size R − 1 2 (together with the natural derivative bounds with constants uniform in R). In particular,
where h α = g α * k α and k α = µ α . Here (49) follows from Jensen's inequality as well as the definition of µ α , (50) follows by changing variables (and 2Q is the cube with the same center but twice the size), whereas (51) is a consequence of Lemma 21. Summing (52) over a partition {Q} of R 3 consisting of congruent cubes one obtains that
since μ 1 1. This proves (47) and (48) follows by duality. Indeed,
In line (53), the supremum is taken over all g as in (47), whereas in (54), we drop the condition supp(ĝ) ⊂ S R .
The powers of R in (46), as well as in (47) and (48) are optimal. In the case of (46), this can be seen by taking all a α = 1 and similarly for the square function. Recall that Agmon's limiting absorption principle states that (55) sup ε>0 (1 + |x|)
This in particular implies that
The following lemma is an improved version of (56), see the decay in |v|. The proof is self-contained. In particular, it does not rely on (55).
Lemma 23. For any v ∈ R 3 one has (57) sup
for all R ≥ 1. The constants are uniform in R and v.
Proof. This is basically a simple consequence of Hörmander's variable coefficient Plancherel theorem, see [Hör] , and especially Wolff's notes [Wol] , page 55. We start with the case |v| ≫ R. Consider the operator
ψ(x) e iR|x−y| |x − y| ψ(y − v/R)f (y) dy where ψ is a smooth bump function at zero. This operator is of the form T R,v f (x) = R 3 e iRΦ(x,y) a v (x, y)f (y) dy where Φ is smooth on the support of a v (x, y), and rank[∂ 2 xy Φ(x, y)] = 2. Moreover, a v (x, y) is smooth, the size of its support is uniformly bounded in v, and ∂ β a v ∞ (1 + |v|/R) −1 . Hence, Hörmander's variable coefficient Plancherel theorem implies that T R,v 2→2 R −1 (1 + |v|/R) −1 .
One now checks that (57) follows from this by means of a change of variables. If |v| R, one can argue similarly, but needs to introduce a Whitney decomposition away from the singularity x = y. Firstly, note that with ψ as above, Next, let ρ ∈ C ∞ 0 (R) be a smooth function so that ρ(t) = 1 if 1 < t < 2 and ρ(t) = 0 if t > 2 or t < for all R − 1 2 < 2 j ≤ 1. To this end introduce a further decomposition 1 = ℓ ω 2 −j (x − x ℓ ) where the sum runs over a lattice of points {x ℓ } ℓ in R 3 that are 2 j -spaced, and ω is some smooth cut-off which is adapted to the unit cube. Exploiting orthogonality, (58) follows from the following estimate This, however, is again reduced the Hörmander's bound by means of an obvious rescaling.
We are now ready to formulate our estimate which lies between the conjecture (44) and the simple bound (45). Hence we can assume that supp(f ) ⊂ ξ ∈ R 3 : ||ξ| − 1| ≤ 1 2 and we write f = k f k , where
for k ≥ 1 and supp(f 0 ) ⊂ ξ ∈ R 3 : ||ξ| − 1| ≤ R −1 .
• We chose to present our results in R 3 rather than general dimensions in order to avoid excessive technicalities. However, many of our arguments carry over unchanged to other dimensions. More precisely, after establishing the free resolvent bound
≥ 2, most remaining arguments only require trivial modifications.
• An interesting question concerns Theorem 1 with potentials V ∈ L 2 (R 3 ). Currently, we do not know how to handle that case because of the requirement δ > 0 in Theorem 2. This is of course related to the question of what happens when p = 4 3 in Proposition 5.
• Clearly, (44) is not settled here. One approach would be to study the kernel
χ [|u|<R] e i|x−u| |x − u| · e −i|u−y| |u − y| du and to show that it leads to a L 4 3 (R 3 ) → L 4 (R 3 ) bounded operator with norm R.
