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ON A CLASSIFICATION OF IRREDUCIBLE ADMISSIBLE
MODULO p REPRESENTATIONS OF A p-ADIC SPLIT
REDUCTIVE GROUP
NORIYUKI ABE
Abstract. We give a classification of irreducible admissible modulo p repre-
sentations of a split p-adic reductive group in terms of supersingular represen-
tations. This is a generalization of a theorem of Herzig.
1. Introduction
Let p be a prime number and F a finite extension of Qp. In this paper, we
consider modulo p representations of (the group of F -valued points of) a split con-
nected reductive group G. The study of such representations is started by Barthel-
Livne´ [BL94, BL95] when G = GL2(F ). They defined a notion of supersingular
representations and gave a classification of non-supersingular irreducible represen-
tations. In particular, they proved that a representation is supersingular if and only
if it is supercuspidal. Here, a representation is called supercuspidal if and only if it
dose not appear as a subquotient of a parabolic induction from a proper parabolic
subgroup. By this theorem, to classify irreducible representations of GL2(F ), it is
sufficient to classify irreducible supersingular representations. When G = GL2(Qp),
irreducible supersingular representations are classified by Breuil [Bre03]. However,
when F 6= Qp a classification seems more complicated [BP].
Herzig [Her10] gave a definition of a supersingular representation for any G using
the modulo p Satake transform [Her11]. He also gave a classification of irreducible
admissible representations in terms of supersingular representations when G =
GLn(F ). This is a generalization of a theorem of Barthel-Livne´. In this paper, we
generalize his classification to any G.
Now we state our main theorem. Let κ be an algebraic closure of the residue
field of F . All representations in this paper are smooth representations over κ.
Fix an O-form of G and denote it by the same letter G. Let K be the group of
O-valued points of G. We also fix a Borel subgroup B and a maximal torus T ⊂ B
of G. Then we can define the notion of supersingular representation with respect
to (K,T,B). (See Herzig’s paper [Her10, Definition 4.7] or Definition 5.1 in this
paper.) Let Π be the set of simple roots. Each subset Θ ⊂ Π corresponds to the
standard parabolic subgroup PΘ. Let PΘ =MΘNΘ be the Levi decomposition such
that T ⊂ MΘ and NΘ is the unipotent radical of PΘ. Consider the set P of all
Λ = (Π1,Π2, σ1) such that:
• Π1 and Π2 are subsets of Π.
• σ1 is an irreducible admissible representation ofMΠ1 which is supersingular
with respect to (MΠ1 ∩K,T,MΠ1 ∩B).
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• Let ωσ1 be the central character of σ1 and put Πσ1 = {α ∈ Π | 〈α, Πˇ1〉 =
0, ωσ1 ◦ αˇ = 1GL1(F )}. Then Π2 ⊂ Πσ1 .
Then the main theorem says that there exists a bijection between P and the set of
isomorphism classes of irreducible admissible representations of G.
To state the theorem more precisely, we define the representation I(Λ) for Λ =
(Π1,Π2, σ1) ∈ P . Let PΛ = MΛNΛ be the Levi decomposition of the standard
parabolic subgroup corresponding to Π1∪Πσ1 . First we construct the representation
σΛ of MΛ. Roughly, σΛ is given by the following. Since 〈Π1, Πˇσ1 〉 = 0, MΛ is like
the direct product of MΠ1 and MΠσ1 . We have a representation σ1 of MΠ1 . Since
Π2 ⊂ Πσ1 , Π2 defines the standard parabolic subgroup of MΠσ1 and it also defines
the special representation [GK]. Let σΛ,2 be the special representation. Then σΛ is
given by the tensor product σ1 ⊠ σΛ,2. However we have MΛ 6≃ MΠ1 ×MΠσ1 . We
define σΛ as follows.
We can prove that σ1 can be extended uniquely to MΛ such that [MΠσ1 ,MΠσ1 ]
acts on it trivially (Lemma 3.2). We denote the extended representation by the
same letter σ1. Let Q be the parabolic subgroup of MΛ corresponding to Π2 ∪Πσ1 .
Then Q defines the special representation of MΛ [GK] and denote it by σΛ,2. From
the definition of the special representation, the restriction of σΛ,2 to MΠσ1 is the
special representation of MΠσ1 with respect to the standard parabolic subgroup
corresponding to Π2. Now we define σΛ = σ1 ⊗ σΛ,2 and put I(Λ) = Ind
G
PΛ(σΛ).
The following is the main theorem of this paper.
Theorem 1.1 (Theorem 5.10). For Λ ∈ P, I(Λ) is irreducible and the correspon-
dence Λ 7→ I(Λ) gives a bijection between P and the set of isomorphism classes of
irreducible admissible representations.
Using this theorem, we get the relation between supersingular representations
and supercuspidal representations. Recall that a representation is called supersin-
gular if it is supersingular with respect to any (K,T,B).
Theorem 1.2 (Corollary 5.12). For an irreducible admissible representation π of
G, the following conditions are equivalent.
(1) The representation π is supersingular with respect to (K,T,B).
(2) The representation π is supersingular.
(3) The representation π is supercuspidal.
We also give a criterion of the irreducibility of a principal series representation.
Theorem 1.3. Let ν : T → κ× be a character. Then IndGB ν is irreducible if and
only if ν ◦ αˇ 6= 1GL1(F ) for all α ∈ Π.
Herzig proved much of his results for generalG. However, he proved the following
two propositions only under some assumptions. (Such assumptions are satisfied for
G = GLn.)
(1) A theorem of changing the weight [Her10, Corollary 6.10].
(2) A structure of a representation which have the “trivial” Satake parame-
ter [Her10, Proposition 9.1].
In this paper, we prove these propositions for any G. Then, Herzig’s argument
implies the main theorem.
We summarize the contents of this paper. Using the modulo p Satake transform,
the notion of Satake parameters (or Hecke eigenvalues) is defined. Such definition
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and properties are given in Section 3. A generalization of (1) and (2) is proved in
Section 4. In Section 4, we assume that the derived group of G is simply connected.
Using these results, we prove our main theorem in Section 5. Since we use results
in Section 4, first we assume that the derived group of G is simply connected. This
assumption will be removed in subsection 5.4 using a z-extension.
Acknowledgments. I thank Florian Herzig for reading the manuscript and giving
helpful comments. I also thank Tetsushi Ito for introducing me the theory of modulo
p representations of a p-adic group.
2. Preliminaries
2.1. Notation. In this paper, we use the following notation. Let p be a prime
number, F a finite extension of Qp, O its ring of integers, ̟ ∈ O a uniformizer,
κ = O/(̟) the residue field and q = #κ. Let G be a connected split reductive
group over O. Fix a Borel subgroup B ⊂ G and a split maximal torus T ⊂ B.
Let U be the unipotent radical of B. Then B = TU is a Levi decomposition
of B. Let B = TU be a Levi decomposition of the opposite group of B. We
also denote the group of F -valued points of G by the same character G. This
should cause no confusion. We use similar notation for other groups (for example,
B = B(F )). Set K = G(O). For any algebraic group H , let H◦ be the connected
component containing the unit element and ZH the center of H . For subgroups
H1, H2 ⊂ H , ZH1(H2) = {h1 ∈ H1 | h1h2 = h2h1 for all h2 ∈ H2}. For a group Γ,
1Γ is the trivial representation of Γ. For a representation V of Γ, V
Γ is the space
of invariants and VΓ is the space of coinvariants.
Let (X∗,∆, X∗, ∆ˇ) be the root system of (G, T ). Then B determines the set
of positive roots ∆+ ⊂ ∆ and the set of simple roots Π ⊂ ∆+. Let W be its
Weyl group. Let red: K = G(O) → G(κ) be the canonical morphism. The set of
dominant (resp. anti-dominant) elements in X∗ is denoted by X∗+ (resp. X
∗
−). We
also use notation X∗,+ and X∗,−. For λ, µ ∈ X∗, we denote µ ≤ λ if λ−µ ∈ Z≥0Πˇ.
Let P be a standard parabolic subgroup. It has a Levi decomposition P =MN .
In this paper, we only consider the decomposition such that T ⊂M . The opposite
parabolic subgroup of P is denoted by P =MN . We denote the Levi decomposition
of the standard parabolic subgroup corresponding to Θ ⊂ Π by PΘ =MΘNΘ. The
subset of Π corresponding to P is denoted by ΠP or ΠM . Put ∆M = ∆∩ZΠM and
∆+M = ∆
+ ∩∆M . Let WM be the Weyl group of ∆M . For ν ∈ X∗, let Pν =MνNν
be the standard parabolic subgroup corresponding to Πν = {α ∈ Π | 〈ν, αˇ〉 = 0}.
Put Wν = StabW (ν), ∆ν = {α ∈ ∆ | 〈ν, αˇ〉 = 0} and ∆+ν = ∆
+ ∩∆ν . (We will use
these notation only when ν is dominant or anti-dominant. So the root system of
Mν is ∆ν .) We use similar notation for λ ∈ X∗.
For a subset A ⊂ X∗ and A′ ⊂ X∗, 〈A,A′〉 = 0 means 〈ν, λ〉 = 0 for all ν ∈ A
and λ ∈ A′. Notice that this condition is automatically satisfied if A or A′ is empty.
We write 〈A, λ〉 = 0 (resp. 〈ν,A′〉 = 0) instead of 〈A, {λ}〉 = 0 (resp. 〈{ν}, A′〉 = 0).
2.2. Satake transform and irreducible representations of K. Let κ be an
algebraic closure of κ. All representations in this paper are smooth representa-
tions over κ. For a finite dimensional representation V of K, let c-IndGK V be a
representation defined by
c-IndGK V = {f : G→ V | f(xk) = k
−1f(x) (x ∈ G, k ∈ K), supp f is compact}.
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The action of g ∈ G is given by (gf)(x) = f(g−1x). For x ∈ G and v ∈ V , let
[x, v] ∈ c-IndGK(V ) be an element defined by supp([x, v]) = xK and [x, v](x) = v.
Then g[x, v] = [gx, v] and [xk, v] = [x, kv] for g ∈ G and k ∈ K. For finite
dimensional representations V1, V2 of K, HomG(c-Ind
G
K V1, c-Ind
G
K V2) is identified
with
HG(V1, V2)
=
{
ϕ : G→ Homκ(V1, V2)
∣∣∣∣ ϕ(k2xk1) = k2ϕ(x)k1 (k1, k2 ∈ K,x ∈ G),suppϕ is compact
}
.
The operator corresponding to ϕ ∈ HG(V1, V2) is given by f 7→ ϕ ∗ f where
(ϕ ∗ f)(x) =
∑
y∈G/K
ϕ(y)f(xy).
We denote HG(V, V ) by HG(V ). Let π be a representation of G. Then by the
Frobenius reciprocity law, we have HomK(V, π) ≃ HomG(c-Ind
G
K(V ), π). Hence
HomK(V, π) is a right HG(V )-module. We denote the action of ϕ ∈ HG(V ) on
ψ ∈ HomK(V, π) by ψ ∗ ϕ.
When V is irreducible, the structure of HG(V ) is given by the Satake trans-
form [Her11]. Namely, the Satake transform SG : HG(V ) → HT (V U(κ)) defined
by
SG(ϕ)(t) =
∑
u∈U/U(O)
ϕ(tu)|V U(κ)
is injective and its image is {ϕ ∈ HT (V U(κ)) | suppϕ ⊂ T+} where T+ = {t ∈
T | α(t) ∈ O (α ∈ ∆+)}. A homomorphism X∗ × T (O) → T defined by (λ, t0) 7→
λ(̟)t0 is an isomorphism and it induces X∗,+ × T (O) ≃ T+. Hence SG gives an
isomorphism HG(V ) ≃ κ[X∗,+]. For λ ∈ X∗,+, there exists Tλ ∈ HG(V ) such
that suppTλ = Kλ(̟)K and Tλ(λ(̟)) is given by V ։ VNλ(κ) ≃ V
Nλ(κ) →֒ V .
Then {Tλ | λ ∈ X∗,+} gives a basis of HG(V ). When we want to emphasis the
group G, we write TGλ instead of Tλ. For λ ∈ X∗, let τλ ∈ κ[X∗] be an element
corresponding to λ. Then {τλ | λ ∈ X∗,+} gives a basis of κ[X∗,+]. The relation
between SG(Tλ) and τλ is given by Herzig [Her10, Proposition 5.1]. An algebra
homomorphism κ[X∗,+] → κ is parameterized by (M,χM ) where M is the Levi
subgroup of a standard parabolic subgroup and χM is a group homomorphism
XM,∗,0 → κ
× where XM,∗,0 = {λ ∈ X∗ | 〈λ,ΠM 〉 = 0} [Her10, Proposition 4.1].
Therefore, an algebra homomorphism HG(V ) → κ is parameterized by the same
pair.
Remark 2.1. Since an isomorphism HT (V
U(κ)) ≃ κ[X∗] depends on a choice of a
uniformizer ̟, the above parameterization is not natural. More natural way is
given by Herzig [Her11]. In this paper, we fix a uniformizer and identify HG(V )
with κ[X∗,+]. (It is only for a simplification of notation.)
Let P =MN be the Levi decomposition of a standard parabolic subgroup. Then
the partial Satake transform SMG : HG(V )→ HM (V
N(κ)) is injective and it satisfies
SM ◦ SMG = SG [Her10, 2.3]. Assume that χ : HG(V ) → κ is parameterized by
(M,χM ). Then M is characterized by the following property: χ factors through
SM
′
G if and only if M
′ ⊃M . We also have the following: χM (λ) = χ(τλ).
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Let V1, V2 be irreducible representations of K. For each λ ∈ X∗,+, there exists
ϕ ∈ H(V1, V2) \ {0} whose support is Kλ(̟)K if and only if V
Nλ(κ)
1 ≃ V
Nλ(κ)
2 as
Mλ(κ)-representations. Moreover such ϕ is unique up to constant multiple. The
homomorphism ϕ(λ(̟)) is given by V1 ։ (V1)Nλ(κ) ≃ V
Nλ(κ)
2 →֒ V2. (See the
proof of [Her10, Proposition 6.3].)
All irreducible representations of K factor through K → G(κ). If the derived
group of G is simply connected, such representation is parameterized by its lowest
weight. If ν ∈ X∗ satisfies −q < 〈ν, αˇ〉 ≤ 0 for all α ∈ Π then the restriction of
the irreducible representation of G(κ) with lowest weight ν to G(κ) is irreducible
and they give all irreducible representations of G(κ). When V is the restriction of
an irreducible representation with lowest weight ν, we call ν a lowest weight of V .
(For ν0 ∈ X∗ such that 〈ν0, Πˇ〉 = 0, the restriction of the irreducible representations
with lowest weight ν and ν + (q − 1)ν0 are isomorphic to each other. Hence ν is
not determined by V uniquely.)
3. Satake parameters
3.1. Definition and some lemmas. We start with the following definition.
Definition 3.1. Let π be a representation of G. An algebra homomorphism
χ : κ[X∗,+] → κ is called a Satake parameter of π if there exist an irreducible
K-representation V and ψ ∈ HomK(V, π) \ {0} such that for all ϕ ∈ HG(V ),
ψ ∗ ϕ = χ(SG(ϕ))ψ.
Let S(π, V ) be the set of Satake parameters appearing in HomK(V, π). We de-
note the set of Satake parameters of π by S(π). Then we have S(π) =
⋃
V S(π, V ).
If π is admissible, then S(π) 6= ∅. We give some propositions about Satake pa-
rameters. Before proving some properties of Satake parameters, we give some
fundamental facts about a structure of G.
Lemma 3.2. Let Π = Π1∪Π2 be a partition of Π such that 〈Π1, Πˇ2〉 = 0 and Pi =
MiNi the standard parabolic subgroup corresponding to Πi. Let L2 be the subgroup
of T ⊂M1 generated by {Im αˇ | α ∈ Π2}. Then we have G/[M2,M2] ≃M1/L2.
Proof. Let F be a separable closure of F . In this proof, we write G = G(F ). (The
same notation is used for other groups.) Set Πˇ⊥2 = {ν ∈ X
∗ | 〈ν, Πˇ2〉 = 0}. Since
G/[M2,M2] andM1/L2 have the same root data (Πˇ
⊥
2 ,∆M1 , X∗/(QΠˇ2∩X∗), ∆ˇM1),
these are isomorphic. For an abelian group A, let Ators be its torsion part. By a the-
orem of Kottwitz, the Galois cohomology H1(F, [M2,M2]) (resp. H
1(F,G)) is iso-
morphic to ((X∗ ∩QΠˇ2)/ZΠˇ2)tors (resp. (X∗/ZΠˇ)tors). Hence H1(F, [M2,M2])→
H1(F,G) is injective. Therefore, (G/[M2,M2])
Gal(F/F ) = G/[M2,M2]. Since L2
is a torus, H1(F,L2) is trivial. Hence (M1/L2)
Gal(F/F ) = M1/L2. The lemma
follows. 
Proposition 3.3. There is a one-to-one correspondence between the character νG
of G and the character νT of T such that νT ◦ αˇ is trivial for all α ∈ Π. It is
characterized by νT = νG|T .
Proof. Apply the previous lemma for Π1 = ∅ and Π2 = Π. 
Corollary 3.4. Let νK be a character of K. Then there exists a character νG of
G such that νK = νG|K . If νG(λ(̟)) = 1 for all λ ∈ X∗, then νG is unique.
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Proof. If the derived group of G is simply connected, it is known that νK has a
lowest weight ν which satisfies (ν ◦ αˇ)(O×) = 1 for all α ∈ Π. Therefore, the
corollary follows from the above proposition. In general, let 1→ Z → G˜→ G→ 1
be a z-extension of G, K˜ the group of O-valued points of G˜ and T˜ the inverse image
of T in G˜. Then there exists a character νG˜ such that νG˜|K˜ is a pull-back of νK
and νG˜(λ(̟)) = 1 for all λ ∈ X∗(T˜ ). Hence νG˜|Z is trivial. Therefore, it gives a
character νG of G and νG|K = νK . 
For a character ν of G, ϕ 7→ (g 7→ ϕν(g) = ϕ(g)ν(g)) gives an isomorphism
HG(V ) ≃ HG(V ⊗ ν|K).
Lemma 3.5. For a parabolic subgroup P = MN , the homomorphism ϕ 7→ ϕν is
compatible with the partial Satake transform SMG .
Proof. We have
(SMG ϕν)(m) =
∑
n∈N/(N∩K)
ν(mn)ϕ(mn).
Since N ⊂ [G,G], we have ν(n) = 1. Therefore,∑
n∈N/(N∩K)
ν(mn)ϕ(mn) = ν(m)
∑
n∈N/(N∩K)
ϕ(mn) = ν(m)(SMG ϕ)(m).

Now we give some properties on Satake parameters. The following proposition
is obvious.
Proposition 3.6. If π′ ⊂ π, then S(π′, V ) ⊂ S(π, V ).
The following proposition follows from [Her10, Lemma 2.14].
Proposition 3.7. Let P = MN be a parabolic subgroup, σ a representation of
M and V an irreducible representation of K. Then we have S(IndGP (σ), V ) =
S(σ, V N(κ))|κ[X∗,+]. In particular, we have S(Ind
G
P (σ)) = S(σ)|κ[X∗,+].
Let χ1, χ2 : κ[X∗,+]→ κ be algebra homomorphisms. Define χ1⊗χ2 : κ[X∗,+]→
κ by (χ1 ⊗ χ2)(τλ) = χ1(τλ)χ2(τλ).
Proposition 3.8. Assume χi is parameterized by (Mi, χMi). Then χ1 ⊗ χ2 is pa-
rameterized by (M,χM ) where ΠM = ΠM1 ∩ΠM2 and χM = χM1 |XM,∗,0χM2 |XM,∗,0 .
Proof. This follows from the argument of the proof of [Her11, Corollary 1.5]. 
Proposition 3.9. Let ν be a character of G and π a representation of G. Then
S(π ⊗ ν) = S(π) ⊗ χν here χν : κ[X∗,+]→ κ is given by χν(τλ) = ν(λ(̟)).
Proof. This follows from Lemma 3.5. 
Proposition 3.10. Let ν be a character of G. Then S(ν) = {χν}.
Proof. We have an injective homomorphism ν →֒ IndGB(ν|T ). Hence we have ∅ 6=
S(ν) ⊂ S(IndGB(ν|T )) = S(ν|T )|κ[X∗,+] = {χν}. 
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3.2. Restriction and Satake parameter. Let G1 be a connected subgroup of
G which contains [G,G]. Let XG1,∗ be the group of cocharacters of G1 ∩ T . Put
XG1,∗,+ = X∗,+ ∩ XG1,∗. Then we have HG1(V ) ≃ κ[XG1,∗,+]. Since XG1,∗,+ ⊂
X∗,+, we have an injective homomorphism κ[XG1,∗,+] →֒ κ[X∗,+]. This induces
Φ: HG1(V ) →֒ HG(V ).
Lemma 3.11. We have ImΦ = {ϕ ∈ HG(V ) | suppϕ ⊂ G1K} and an isomor-
phism ImΦ ≃ HG1(V ) is given by ϕ 7→ ϕ|G1 .
Proof. Put H1 = {ϕ ∈ HG(V ) | suppϕ ⊂ G1K}. Then H1 has a basis {TGλ | λ ∈
XG1,∗,+}. To prove the first statement of the lemma, it is sufficient to prove that
if λ ∈ XG1,∗,+ then SG(T
G
λ ) ∈ κ[XG1,∗,+] and {SG(T
G
λ ) | λ ∈ XG1,∗,+} is a basis of
κ[XG1,∗,+]. We have SG(T
G
λ ) ∈ τλ +
∑
µ≤λ κτµ. Since Πˇ ⊂ XG1,∗, λ ∈ XG1,∗ and
µ ≤ λ imply µ ∈ XG1,∗. Therefore we get the first statement.
Since U is the unipotent radical of the Borel subgroup B ∩ G1 of G1, we have
SG(T
G
λ ) = SG1(T
G
λ |G1) for λ ∈ XG1,∗,+ by the definition of the Satake transform.
We get the second statement. 
Proposition 3.12. Let π be a representation of G and V an irreducible rep-
resentation of K. Then we have S(π, V )|κ[XG1,∗,+] ⊂ S(π|G1 , V |G1∩K). Hence
S(π)|κ[XG1,∗,+] ⊂ S(π|G1).
Moreover, if π has a central character, then for each irreducible (G1 ∩ K)-
representation V1, we have S(π|G1 , V1) =
⋃
V |G1∩K=V1
S(π, V )|κ[XG1,∗,+]. Hence
S(π|G1) = S(π)|κ[XG1,∗,+].
Proof. Put K1 = G1 ∩ K. Since [K,K] ⊂ K1, the restriction of an irreducible
K-representation to K1 is also irreducible. Let V be an irreducible representation
of K. We prove S(π, V )|κ[XG1,∗,+] ⊂ S(π|G1 , V |K1). It is sufficient to prove that
HomK(V, π) →֒ HomK1(V, π)
is HG1(V )-module homomorphism. Let ϕ ∈ HG1(V ) and ψ ∈ HomK(V, π). Then
for each v ∈ V ,
(ψ ∗ Φ(ϕ))(v) =
∑
g∈G/K
gψ(Φ(ϕ)(g−1)v) =
∑
g∈G1K/K
gψ(Φ(ϕ)(g−1)v).
The claim follows from G1/K1 ≃ G1K/K.
Assume that π has a central character. Let V1 be an irreducible representation
of K1. Fix an irreducible representation V of K such that V |K1 = V1. Take such
representation such that a central character of V is the same as that of π. Set
K ′ = K1ZK . Then K
′ has a finite index in K and we have
HomK1(V, π) = HomK′(V, π) ≃ HomK(Ind
K
K′(V ), π).
Since V has a structure of a representation of K, we have IndKK′(V ) ≃ Ind
K
K′(1K′)⊗
V . Therefore we have
Ψ: HomK1(V, π) ≃ HomK(Ind
K
K′(1K′)⊗ V, π).
Explicitly, this isomorphism is given by
Ψ(ψ)(f ⊗ v) =
∑
x∈K/K′
f(x)xψ(x−1(v)).
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Therefore, for ϕ ∈ HG1(V ), we have
Ψ(ψ ∗ ϕ)(f ⊗ v) =
∑
x∈K/K′
f(x)x
∑
g∈G1/K1
gψ(ϕ(g−1)x−1v)
=
∑
x∈K/K′
∑
g∈G1/K1
f(x)(xg)ψ(ϕ((xg)−1)v).
Replacing g with x−1gx, we have
Ψ(ψ ∗ ϕ)(f ⊗ v) =
∑
x∈K/K′
∑
g∈G1/K1
f(x)gxψ(x−1ϕ(g−1)v)
=
∑
g∈G1/K1
gΨ(ψ)(f ⊗ ϕ(g−1)v).
Since K ′ is a normal subgroup of K and K/K ′ is commutative, the representation
IndKK′(1K′) has a filtration {Xi} such that Xi/Xi−1 ≃ νi for some character νi of
K. Set X = IndKK′(1K′) ⊗ V , Y = HomK(X, π) and Yi = HomK(X/Xi, π). Then
{Yi} is a filtration of Y and Yi/Yi−1 →֒ HomK(νi⊗V, π). By the above formula, Yi
is stable under the action of ϕ ∈ HG1(V ). Hence ϕ acts on Yi/Yi−1. Extend νi to
a character of G such that νi is trivial on G1. Then we have HG(V ) ≃ HG(νi ⊗ V )
by ϕ′ 7→ ϕ′νi . We have an action of Φ(ϕ)νi ∈ HG(νi ⊗ V ) on HomK(νi ⊗ V, π). We
prove that these actions are compatible with Yi/Yi−1 →֒ HomK(νi ⊗ V, π).
Since νi is trivial on G1, we have a⊗ ϕ(g−1)v = Φ(ϕ)νi (g
−1)(a⊗ v) for g ∈ G1.
The function g 7→ gΨ(ψ)(Φ(ϕ)νi (g
−1)(a⊗ v)) is right K-invariant. Therefore,∑
g∈G1/K1
gΨ(ψ)(a⊗ ϕ(g−1)v) =
∑
g∈G1K/K
gΨ(ψ)(Φ(ϕ)νi (g
−1)(a⊗ v))
=
∑
g∈G/K
gΨ(ψ)(Φ(ϕ)νi (g
−1)(a⊗ v)) = (Ψ(ψ) ∗ Φ(ϕ)νi )(a⊗ v).
This means that the actions are compatible.
Hence each element of S(π|G1 , V ) appears in S(π, νi ⊗ V )|κ[XG1,∗,+] for some
i. Since νi is trivial on K1, (νi ⊗ V )|K1 ≃ V |K1 ≃ V1. We get S(π|G1 , V ) ⊂⋃
V ′|K1=V |K1
S(π, V ′)|κ[XG1,∗,+]. 
3.3. Satake parameter of tensor product. Consider the setting in Lemma 3.2.
Namely, let Π = Π1 ∪ Π2 be a partition of Π such that 〈Π1, Πˇ2〉 = 0. Let
Pi = MiNi be the standard parabolic subgroup corresponding to Πi. Set H1 =
ZM1([M2,M2])
◦. Put Π⊥2 = {λ ∈ X∗ | 〈λ,Π2〉 = 0}. Then the group of cocharac-
ters ofH1∩T is Π⊥2 . We also have [M1,M1] ⊂ H1 ⊂M1. Put XH1,∗,+ = X∗,+∩Π
⊥
2 .
Lemma 3.13. If λ, µ ∈ X∗,+ satisfies µ ≤ λ and λ ∈ XH1,∗,+, then λ−µ ∈ Z≥0Π1.
In particular, µ ∈ XH1,∗,+.
Proof. For each α ∈ Π, take nα ∈ Z≥0 such that λ − µ =
∑
α∈Π nααˇ. Then for
β ∈ Π2, we have
∑
α∈Π2
nα〈β, αˇ〉 = −〈β, µ〉 ≤ 0. Since (〈β, αˇ〉)α,β∈Π2 is positive
definite, we have nα = 0 for all α ∈ Π2. 
Fix an irreducible representation V of K and put V1 = V
N1(κ). Then V1 is
irreducible as a representation of M1 ∩K. Since [M1,M1] ⊂ H1 ⊂ M1, V1 is also
irreducible as a representation of H1 ∩K. We have κ[XH1,∗,+] →֒ κ[X∗,+]. Hence
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we get Φ′ : HH1(V1) →֒ HG(V ). By the above lemma and the argument in the proof
of Lemma 3.11, we get the following lemma.
Lemma 3.14. We have ImΦ′ = {ϕ ∈ HG(V ) | suppϕ ⊂ KH1K} and the isomor-
phism ImΦ′ ≃ HH1(V ) is given by ϕ 7→ ϕ|H1 .
Let π be a representation of G. Consider the following homomorphism
HomK(V, π)→ HomM1∩K(V1, π).
Since V is generated by V1 as a K-representation, this is injective. The left hand
side is HG(V ) ≃ κ[X∗,+]-module and the right hand side is HM1(V1) ≃ κ[XM1,∗,+]-
module where XM1,∗,+ = {λ ∈ X∗ | 〈λ, α〉 ≥ 0 (α ∈ ΠM1)}. Therefore, both
sides are κ[XH1,∗,+]-modules. We prove that the above embedding is a κ[XH1,∗,+]-
modules homomorphism. We need a lemma.
Lemma 3.15. For m ∈M1 and n ∈ N1, if mn ∈ KH1K, then n ∈ K.
Proof. By a Cartan decomposition, we can choose λ ∈ XH1,∗,+, λ1 ∈ XM1,∗,+ and
k1 ∈M1 ∩K such that mn ∈ Kλ(̟)K and m ∈ (M1 ∩K)λ1(̟)k1. Then we have
λ1(̟)(k1nk
−1
1 ) ∈ Kλ(̟)K. Put n1 = k1nk
−1
1 ∈ N1. We prove n1 ∈ K.
By the assumption, we have N1 ⊂ M2. Therefore, λ1(̟)n1 is in M2. Take
λ2 ∈ XM2,∗,+ such that λ1(̟)n1 ∈ (M2 ∩K)λ2(̟)(M2 ∩K). Then Kλ2(̟)K ∩
Kλ(̟)K 6= ∅. Therefore, λ2 ∈ Wλ. The Weyl group W preserves each connected
component of a root system. Hence W preserves Πˇ⊥2 . Hence λ2 ∈ Π
⊥
2 . Therefore,
λ2(̟) commutes with an element of M2. Hence λ1(̟)n1 ∈ (M2 ∩K)λ2(̟)(M2 ∩
K) = λ2(̟)(M2 ∩K). Therefore, λ2(̟)−1λ1(̟)n1 ∈ K. We get n1 ∈ K. 
Lemma 3.16. Let π be a representation of G. The homomorphism
HomK(V, π)→ HomM1∩K(V1, π).
is a κ[XH1,∗,+]-module homomorphism.
Proof. Let ϕ ∈ HH1(V1). Take ψ ∈ HomK(V, π) and v ∈ V1. We have
(ψ ∗ Φ′(ϕ))(v) =
∑
g∈G/K
gψ(Φ′(ϕ)(g−1)v)
=
∑
m∈M1/(M1∩K)
∑
n∈N1/(N1∩K)
mnψ(Φ′(ϕ)(n−1m−1)v)
Since suppΦ′(ϕ) ⊂ KH1K, Φ′(ϕ)(n−1m−1) = 0 if n 6∈ N1∩K by the above lemma.
Therefore, we have
(ψ ∗ Φ′(ϕ))(v) =
∑
m∈M1/(M1∩K)
mψ(Φ′(ϕ)(m−1)v)
=
∑
m∈M1/(M1∩K)
mψ(Φ′(ϕ)(m−1)v).
By the same argument, we have SM1G (Φ
′(ϕ))(m) = Φ′(ϕ)(m) for m ∈ M1. There-
fore, we get the lemma. 
Let π1, π2 be representations of G with the central characters such that [M1,M1]
acts on π2 trivially and the center of M2 acts on π2 as a scalar. Put π = π1 ⊗ π2.
10 NORIYUKI ABE
Remark 3.17. The group H1 is generated by H1∩T and one-dimensional unipotent
subgroup corresponding to each α ∈ ∆ ∩ ZΠ1. Since H1 ∩ T ⊂ Z◦M2 and one-
dimensional unipotent subgroup corresponding to α ∈ ∆ ∩ ZΠ1 is a subgroup of
[M1,M1], H1 is generated by [M1,M1] and Z
◦
M2
. Therefore, H1 acts on π2 by a
scalar.
Proposition 3.18. We have S(π)|κ[XH1,∗,+] ⊂ S(π1|H1)⊗ S(π2|H1).
Proof. We have S(π)|κ[XH1,∗,+] ⊂ S(π|M1 )|κ[XH1,∗,+] by the above lemma. By
Proposition 3.12, we have S(π|M1 )|κ[XH1,∗,+] ⊂ S(π|H1 ). Since H1 acts on π2 by a
scalar, S(π|H1 ) = S(π1|H1)⊗ S(π2|H1) by Lemma 3.5. 
Lemma 3.19. If π1 is admissible as a representation of [M1,M1] and π2 is ad-
missible as a representation of G. Then π is admissible as a representation of
G.
Proof. Let K ′ be a compact open subgroup. Then we have πK
′
= (π
[M1,M1]∩K
′
1 ⊗
π2)
K′ . Since π
[M1,M1]∩K
′
1 is finite dimensional and π2 is admissible, dimπ
K′ <
∞. 
We give some corollaries of Proposition 3.18 which we will use. We suppose the
following additional assumptions.
• The representation π1 is an admissible [M1,M1]-representation.
• The representation π2 is an admissible G-representation.
• The derived group [M2,M2] acts on π1 trivially and the center of M1 acts
on π1 as a scalar.
• We have #S(π1|M1) = #S(π2|M2) = 1.
Then there exists a unique parabolic subgroup P = MN such that S(π1|M1) =
{χ1 = (M ∩M1, χM1)} and S(π2|M2) = {χ2 = (M ∩M2, χM2)} for some χM1 and
χM2 . By the above lemma, π is admissible.
Corollary 3.20. Any χ ∈ S(π) is parameterized by (M,χM ) for some χM .
Proof. Take M ′ such that χ is parameterized by (M ′, χM ′). For each α ∈ Π, take
λα ∈ X∗,+ such that 〈Π\{α}, λ〉 = 0 and 〈α, λ〉 6= 0. We may assume λα is in ZΠˇ1 or
ZΠˇ2. ThenM
′ corresponds to {α ∈ Π | χ(τλα) = 0} [Her11, Proof of Corollary 1.5].
If α ∈ Π1, then τλα ∈ ZΠˇ1 ⊂ XH1,∗,+. Therefore, there exists χ
′
1 ∈ S(π1|H1) and
χ′2 ∈ S(π2|H1) such that χ(τλα) = χ
′
1(τλα)χ
′
2(τλα) by Proposition 3.18. Since π2|H1
is a direct sum of characters, χ2(τλα) 6= 0 by Proposition 3.10. Hence χ(τλα) = 0
if and only if χ′1(τλα) = 0. By Proposition 3.12, S(π1|H1) = S(π1|M1)|κ[XH1,∗,+] =
{χ1}|κ[XH1,∗,+]. Therefore, we have χ
′
1(τλα ) = χ1(τλα). It is zero if and only if
α ∈ ΠM ∩ Π1. By the same argument, for α ∈ Π2, χ(τλα) = 0 if and only if
α ∈ ΠM ∩ Π2. Hence M
′ =M . 
Corollary 3.21. Assume that M = M1. Then we have S(π) = S(π1) ⊗ S(π2) =
{(M1, χM1χT |XM1,∗,0)}.
Proof. Take χ ∈ S(π) and let χM : XM,∗,0 → κ
× such that χ is parameterized
by (M,χM ). The character χM is given by a restriction of χ on X∗,+ ∩ Π⊥M =
X∗,+ ∩Π⊥1 = XH2,∗,+. Therefore, χ = χ1 ⊗ χ2. 
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4. A theorem of changing the weight
In this section, we assume that the derived group of G is simply connected. For
α ∈ Π, we denote a fundamental weight corresponding to α by ωα.
4.1. Changing the weight. We prove the following theorem which is a general-
ization of Herzig’s theorem [Her10, Corollarry 6.11].
Theorem 4.1. Let V1, V2 be irreducible representations of K with lowest weight
ν1, ν2, respectively. Assume that 〈ν1, αˇ〉 = 0 and ν2 = ν1 − (q − 1)ωα for some α ∈
Π. Let χ : κ[X∗,+] → κ be an algebra homomorphism parameterized by (M,χM ).
Assume that α 6∈ ΠM . If αˇ 6∈ XM,∗,0 or χM (αˇ) 6= 1, then
c-IndGK V1 ⊗HG(V1) χ ≃ c-Ind
G
K V2 ⊗HG(V2) χ.
Let V1, V2, ν1, ν2 be as above. Fix λ ∈ X∗,+ such that 〈λ,Π \ {α}〉 = 0 and
〈λ, α〉 6= 0. Then there exist nonzero ϕ21 ∈ HG(V1, V2) and ϕ12 ∈ HG(V2, V1)
whose support is Kλ(̟)K. By the proof of [Her10, Corollary 6.11], Theorem 4.1
follows from the following lemma.
Lemma 4.2. We have SG(ϕ12 ∗ ϕ21) ∈ κ
×(τ2λ − τ2λ−αˇ).
This lemma follows from the following two lemmas by [Her10, Proposition 5.1].
Lemma 4.3. The composition ϕ12 ∗ ϕ21 is nonzero and its support is Kλ(̟)2K.
Lemma 4.4. For µ ∈ X∗,+, if µ ≤ 2λ then µ = 2λ or µ ≤ 2λ− αˇ.
First, we prove Lemma 4.3. To prove it, we use the following lemma. We
use the argument in the proof of [Her10, Proposition 6.8]. For each w ∈ W ≃
NK(T (O))/T (O), we fix a representative of w and denote it by the same letter w.
Lemma 4.5. Let V, V ′ be irreducible representations of K with lowest weight ν, ν′,
v ∈ V, v′ ∈ V ′ its lowest weight vector, respectively. Assume that for µ ∈ X∗,+,
V Nµ(κ) ≃ (V ′)Nµ(κ) as Mµ(κ)-representations. Let ϕ ∈ HG(V, V ′) be such that
suppϕ = Kµ(̟)K and ϕ(µ(̟))v = v′. Put I = red−1(B(κ)) and t = µ(̟). Then
we have
ϕ ∗ [1, v] =
∑
w∈Wν/(Wν∩Wµ)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
[wat−1, v′].
Proof. We have
(ϕ ∗ [1, v])(x) =
∑
y∈G/K
ϕ(y)[1, v](xy) =
∑
y∈KtK/K
ϕ(y)[1, v](xy).
If this is not zero, then xy ∈ K for some y ∈ KtK. Hence x ∈ Kt−1K. Namely,
supp(ϕ ∗ [1, v]) ⊂ Kt−1K. The value at x = kt−1 for k ∈ K is
(ϕ ∗ [1, v])(kt−1) =
∑
y∈KtK/K
ϕ(y)[1, v](kt−1y) = ϕ(t)[1, v](k) = ϕ(t)k−1v.
Therefore, we have
ϕ ∗ [1, v] =
∑
k∈K/(K∩t−1Kt)
[kt−1, ϕ(t)k−1v].
Put P = Pµ. We have K ∩ t−1Kt ⊃ P (O) and red(K ∩ t−1Kt) = P (κ).
Therefore, we have a surjective map G(O)/P (O) ։ K/(K ∩ t−1Kt). For each
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w ∈ W ≃ NK(T (O))/T (O), we fix a representative of w and denote it by the same
letter w. Then we have
G(O) =
∐
w∈W/Wµ
w(w−1Iw ∩N(O))P (O).
Hence ϕ∗ [1, v] is a sum of a form [wat−1, ϕ(t)a−1w−1v] for a ∈ w−1Iw∩N (O) and
w ∈ W/Wµ. We prove that ϕ(t)a−1w−1v 6= 0 implies w ∈ WνWµ. Since red(a) ∈
w−1B(κ)w ∩N(κ) ⊂ w−1U(κ)w, we have a−1w−1v = w−1v. The homomorphism
ϕ(t) is given by V ։ (V )Nµ(κ) ≃ (V
′)Nµ(κ) →֒ V ′. Hence if ϕ(t)w−1v 6= 0,
then w−1v ∈ V Nµ(κ). Since {g ∈ G(κ) | gv ∈ κv} = Pν(κ), we have Pν(κ) ⊃
wNµ(κ)w
−1. Then ∆+ν ∪∆
+ ⊃ w(∆+ \∆+µ ). Hence, (∆
− \∆−ν )∩w(∆
+ \∆+µ ) = ∅.
Take w′ ∈ WνwWµ such that w′ is shortest in WνwWµ [Bou02, Ch. IV, Exercises,
§1 (3)]. Then (∆− \∆−ν )∩w
′(∆+ \∆+µ ) = ∅. By the condition of w
′, ∆−∩w′(∆+ \
∆+µ ) = ∆
− ∩ w′∆+ and (∆− \ ∆−ν ) ∩ w
′∆+ = ∆− ∩ w′∆+. Therefore, we have
∆−∩w′∆+ = ∅. Hence w′ = 1. We have w ∈ WνWµ/Wµ =Wν/(Wν ∩Wµ). Hence
we may assume w ∈ Wν . Therefore, ϕ(t)w−1v = ϕ(t)v = v′. Hence,
ϕ ∗ [1, v] =
∑
w∈Wν/(Wν∩Wµ)
∑
a∈(w−1Iw∩N(O))/(w−1Iw∩N(O)∩t−1Kt)
[wat−1, v′].
Since 〈α, µ〉 < 0 for all weight α of N , t = µ(π) satisfies tN(O)t−1 ⊃ N(O).
Hence tN(O)t−1 ∩K = N(O). Equivalently, we have N(O) ∩ t−1Kt = t−1N(O)t.
We also have red(t−1N(O)t) is trivial. Hence t−1N(O)t ⊂ w−1Iw. Therefore,
w−1Iw ∩N(O) ∩ t−1Kt = t−1N(O)t. Hence we have
ϕ ∗ [1, v] =
∑
w∈Wν/(Wν∩Wµ)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
[wat−1, v′].

Proof of Lemma 4.3. Put t = λ(̟). Let v1 ∈ V1, v2 ∈ V2 be lowest weight vectors.
We may assume ϕ21(t)v1 = v2 and ϕ12(t)v2 = v1. By Lemma 4.5, we have
ϕ21 ∗ [1, v1] =
∑
w∈Wν1/(Wν1∩Wλ)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
[wat−1, v2].
By the assumption, Wν2 ∩Wλ =Wν2 . Hence we have
ϕ12 ∗ [1, v2] =
∑
b∈N(O)/t−1N(O)t
[bt−1, v1]
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by Lemma 4.5. Therefore, we have
ϕ12 ∗ ϕ21 ∗ [1, v1]
= ϕ12 ∗

 ∑
w∈Wν1/(Wλ∩Wν1)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
[wat−1, v2]


=
∑
w∈Wν1/(Wλ∩Wν1)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
wat−1ϕ12 ∗ [1, v2]
=
∑
w∈Wν1/(Wλ∩Wν1)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
∑
b∈N(O)/t−1N(O)t
[wat−1bt−1, v1]
=
∑
w∈Wν1/(Wλ∩Wν1)
∑
a∈(w−1Iw∩N(O))/t−1N(O)t
∑
b∈t−1N(O)t/t−2N(O)t2
[wabt−2, v1]
=
∑
w∈Wν1/(Wλ∩Wν1)
∑
c∈(w−1Iw∩N(O))/t−2N(O)t2
[wct−2, v1].
Let ϕ ∈ HG(V1) whose support is Kλ(̟)2K and ϕ(λ(̟)2)v1 = v1. By Lemma 4.5,
the right hand side of the above equation is ϕ ∗ [1, v1]. (Notice that Wλ = W2λ.)
Since [1, v1] generates c-Ind
G
K(V1), we get the lemma. 
Finally, we prove Lemma 4.4.
Proof of Lemma 4.4. Assume that µ ≤ 2λ and µ 6≤ 2λ − αˇ. Since µ ≤ 2λ, there
exists nβ ∈ Z≥0 such that 2λ − µ =
∑
β∈Π nβ βˇ. Then for γ ∈ Π \ {α}, we have∑
β nβ〈γ, βˇ〉 = 〈γ, 2λ − µ〉 = −〈γ, µ〉 ≤ 0. By the assumption, nα = 0. Then∑
β 6=α nβ〈γ, βˇ〉 ≤ 0. Since the matrix (〈γ, βˇ〉)γ,β 6=α is positive definite, we have
nβ = 0 for all β ∈ Π \ {α}. Hence µ = 2λ. 
4.2. Comparison of composition factors. Herzig proved the following proposi-
tion when G = GLn [Her10, Proposition 9.1]. Let OrdP (π) be the ordinary part of
π defined by Emerton [Eme10].
Proposition 4.6. Let π be an admissible representation of G which contains the
trivial K-representation. Assume that there exists χ ∈ S(π,1K) which is pa-
rameterized by (T,1XT,∗,0 = 1X∗). Then π contains the trivial representation or
OrdP (π) 6= 0 for some proper parabolic subgroup P .
We generalize this proposition for any G. He proved this proposition by a cal-
culation in the affine Hecke algebra. Here, we prove the proposition in a different
way. We prove the proposition from the following proposition. (In fact, we will
use only the following proposition.) When G = GL2, this proposition is proved by
Barthel-Livne´ [BL95, Theorem 20].
Proposition 4.7. Let χ : κ[X∗]→ κ be an algebra homomorphism and V an irre-
ducible representation of K. Then c-IndGK(V )⊗HG(V ) χ has a finite length and its
composition factors depend only on χ and the T (κ)-representation V U(κ).
For a parabolic subgroup P ⊂ G, let SpP be the special representation [GK].
We have the following corollary.
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Corollary 4.8. Let V be an irreducible K-representation such that V U(κ) is trivial
and χ : κ[X∗]→ κ an algebra homomorphism parameterized by (T,1X∗). Then the
composition factors of c-IndGK(V )⊗HG(V ) χ are {SpP | P ⊂ G}.
Proof. Let V1 be the irreducible K-representation with lowest weight −
∑
α∈Π(q −
1)ωα. Then we have V
U(κ) ≃ V
U(κ)
1 ≃ 1T (κ). By Proposition 4.7, we have that
c-IndGK(V )⊗HG(V ) χ and c-Ind
G
K(V1)⊗HG(V1) χ have the same composition factors.
By Herzig’s theorem [Her10, Theorem 3.1], we have
c-IndGK(V1)⊗HG(V1) χ ≃ Ind
G
B(c-Ind
T
T∩K(1T∩K)⊗HT (1T∩K) χ) = Ind
G
B(1T ).
Hence the corollary follows from [Her10, Corollary 7.3]. 
Using this corollary, we can prove Proposition 4.6.
Proof of Proposition 4.6. Let χ : κ[X∗,+] → κ be an algebra homomorphism pa-
rameterized by (T,1X∗). Then from the assumption, we have a nonzero homomor-
phism c-IndGK(1K)⊗HG(1K) χ→ π. Hence π contains an irreducible subquotient of
c-IndGK(1K)⊗HG(1K) χ as a subrepresentation. By Corollary 4.8, such subquotient
is SpP for a parabolic subgroup P . If P = G, then 1G = SpG ⊂ π. If P 6= G, then
0 6= OrdP (SpP ) →֒ OrdP (π). 
Remark 4.9. If π is irreducible, then π ≃ SpP . Since π contains the trivial K-
representation, π is trivial by [Her10, Proposition 7.4].
In the rest of this section, we prove Proposition 4.7. We use the following theorem
due to Herzig [Her10, Theorem 3.1].
Theorem 4.10. Let V be an irreducible representation of K with lowest weight ν,
P = MN a standard parabolic subgroup. Assume that StabW (ν) ⊂ WM . Then we
have
c-IndGK(V )⊗HG(V ) HM (V
N (κ)) ≃ IndGP (c-Ind
M
M∩K V
N(κ))
as G-representations and HM (V N(κ))-modules.
Remark 4.11. In fact, the theorem of Herzig is weaker than this theorem. However,
his proof can be applicable for this theorem.
For a parabolic subgroup P = MN , let VP be the irreducible representation of
K with lowest weight −
∑
α∈Π\ΠM
(q − 1)ωα. Put πP = Ind
G
K(VP )⊗HG(VP ) κ[X∗].
Then we have πP ≃ Ind
G
P (c-Ind
M
M∩K(1M∩K) ⊗HM(1M(κ)) κ[X∗]) by Theorem 4.10.
(Notice that (VP )
N(κ) is the trivial representation.) In particular, we have πB ≃
IndGB(κ[X∗]). Here, T acts on κ[X∗] by T → T/T (O) ≃ X∗ → End(κ[X∗]). (The
last map is given by the multiplication.)
Lemma 4.12. For parabolic subgroups P ⊂ P ′, there exist ΦP,P ′ : πP ′ → πP and
ΦP ′,P : πP → πP ′ which have the following properties.
(1) ΦP,P ′ and ΦP ′,P are G- and κ[X∗]-equivariant.
(2) ΦP,P = id.
(3) For P1 ⊂ P2 ⊂ P3, ΦP1,P2 ◦ ΦP2,P3 = ΦP1,P3 and ΦP3,P2 ◦ ΦP2,P1 = ΦP3,P1 .
(4) For P ⊂ P ′, compositions ΦP,P ′ ◦ ΦP ′,P and ΦP ′,P ◦ ΦP,P ′ are given by∏
α∈ΠP ′\ΠP
(ταˇ − 1).
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Proof. For each α ∈ Π, fix λα ∈ X∗,+ such that 〈λα,Π \ {α}〉 = 0 and 〈λα, α〉 6= 0.
We also fix a lowest weight vector vP of VP .
Let P1 ⊂ P2 be parabolic subgroups such that #ΠP2 = #ΠP1 + 1 and ΠP2 =
ΠP1 ∪ {α}. Take ϕP2,P1 ∈ HG(VP1 , VP2) and ϕP1,P2 ∈ HG(VP2 , VP1) such that their
support is Kλα(̟)K and their value at λα(̟) send the lowest weight vector to
the lowest weight vector (as in subsection 4.1). The elements ϕP2,P1 and ϕP1,P2
give homomorphisms πP1 → πP2 and πP2 → πP1 . Let ΦP1,P2 (resp. ΦP2,P1) be
a homomorphism given by ϕP1,P2 (resp. −ταˇ−2λαϕP2,P1). By Lemma 4.2, these
homomorphisms satisfy the condition (4). For general P ′ ⊂ P , take a chain of
parabolic subgroups P ′ = P1 ⊂ · · · ⊂ Pr = P such that #ΠPi+1 = #ΠPi + 1.
Define ΦP ′,P = ΦP1,P2 ◦ · · · ◦ ΦPr−1,Pr and ΦP,P ′ = ΦPr ,Pr−1 ◦ · · · ◦ ΦP2,P1 . The by
[Her10, Proposition 6.3], the condition (4) are satisfied.
It is sufficient to prove that ΦP ′,P and ΦP,P ′ are independent of the choice of
a chain. To prove this, we may assume that the length of the chain is 2. So let
P, P ′, P1, P2 be parabolic subgroups and α, β ∈ Π such that α 6= β, α, β 6∈ ΠP ,
ΠP1 = ΠP ∪ {α}, ΠP2 = ΠP ∪ {β} and ΠP ′ = ΠP ∪ {α, β}. Put tα = λα(̟) and
tβ = λβ(̟). Then by Lemma 4.5, we have
(ΦP ′,P1 ◦ ΦP1,P )([1, vP ]) =
∑
a∈N(O)/t−1α N(O)tα
ΦP ′,P1([at
−1
α , vP1 ])
=
∑
a∈N(O)/t−1α N(O)tα
∑
b∈N(O)/t−1
β
N(O)tβ
[at−1α bt
−1
β , vP ′ ]
=
∑
c∈N(O)/(tαtβ)−1N(O)(tαtβ)
[c(tαtβ)
−1, vP ′ ].
Hence we have (ΦP ′,P1 ◦ ΦP1,P )([1, vP ]) = (ΦP ′,P2 ◦ ΦP2,P )([1, vP ]). Therefore,
ΦP ′,P1 ◦ ΦP1,P = ΦP ′,P2 ◦ ΦP2,P .
Since ΦP ′,P1 ◦ ΦP1,P satisfies the condition (4),
(ταˇ−1)(τβˇ−1)(ΦP,P2 ◦ΦP2,P ′) = (ΦP,P2 ◦ΦP2,P ′)◦ (ΦP ′,P1 ◦ΦP1,P ◦ΦP,P1 ◦ΦP1,P ′).
By ΦP ′,P1 ◦ΦP1,P = ΦP ′,P2 ◦ ΦP2,P , the right hand side is equal to
(ΦP,P2 ◦ΦP2,P ′ ◦ ΦP ′,P2 ◦ ΦP2,P ) ◦ (ΦP,P1 ◦ ΦP1,P ′).
Using the condition (4) for ΦP,P2 ◦ ΦP2,P ′ , this is equal to
(ταˇ − 1)(τβˇ − 1)(ΦP,P1 ◦ ΦP1,P ′).
Since πP is a torsion-free κ[X∗]-module [Her10, Corollary 6.5], we have ΦP,P2 ◦
ΦP2,P ′ = ΦP,P1 ◦ ΦP1,P ′ . We get the lemma. 
We fix such homomorphisms. Since πP is a torsion-free κ[X∗]-module [Her10,
Corollary 6.5], the condition (4) implies ΦP,P ′ and ΦP ′,P are injective.
Lemma 4.13. We have πKP ≃ κ[X∗].
Proof. We have πP ≃ Ind
K
P∩K(c-Ind
M
M∩K(1M∩K)⊗HM (1M∩K)κ[X∗]) by the Iwasawa
decomposition G = KP . Therefore, we have
πKP = HomK(1K , Ind
K
P∩K(c-Ind
M
M∩K(1M∩K)⊗HM (1M∩K) κ[X∗]))
≃ HomM∩K(1M∩K , c-Ind
M
M∩K(1M∩K)⊗HM(1M∩K) κ[X∗])
≃ EndM (c-Ind
M
M∩K(1M∩K))⊗HM(1M∩K) κ[X∗] ≃ κ[X∗].
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
Remark 4.14. A homomorphism IndGB(κ[X∗]) ∋ f 7→ f(1) ∈ κ[X∗] gives an isomor-
phism πKB ≃ κ[X∗].
Set f0 = [1, 1]⊗ 1 ∈ c-Ind
G
K(1K)⊗HG(1K) κ[X∗] = πG. Then π
K
G is generated by
f0 as a κ[X∗]-module. We also have that πG is generated by π
K
G = κ[X∗]f0 as a
G-module.
Lemma 4.15. Let P =MN be a parabolic subgroup and σ1, σ2 representations of
M . Then we have HomM (σ1, σ2) ≃ HomG(Ind
G
P (σ1), Ind
G
P (σ2)).
Proof. If P = B, this lemma is proved by Vigne´ras [Vig08, Corollaire 7]. The same
proof can be applicable. 
Lemma 4.16. The element ταˇ − 1 ∈ κ[X∗] is irreducible.
Proof. Take d ∈ Z>0 and λ ∈ X∗ such that 〈α,X∗〉 = dZ and 〈α, λ〉 = d. Then
we have X∗ = Zλ ⊕ Kerα. Let a, b ∈ κ[X∗] such that ταˇ − 1 = ab. Put t = τλ.
Then we have a =
∑
n ant
n and bn =
∑
n bnt
n where an, bn ∈ κ[Kerα]. Put
ka = max{n | an 6= 0}, la = min{n | an 6= 0}, kb = max{n | bn 6= 0}, lb = min{n |
bn 6= 0}. We may assume ka − la ≤ kb − lb. Take c ∈ Z and λ0 ∈ Kerα such that
αˇ = cλ + λ0. Then c = 1 or 2 and we have ab = ταˇ − 1 = tcτλ0 − 1. Therefore,
ka + kb = c and akabkb = τλ0 ∈ κ[Kerα]
×. Replacing (a, b) with (au−1, bu) for
u = tka−1aka ∈ κ[X∗]
×, we may assume ka = 1 and aka = 1. Hence kb = c− 1. We
prove a ∈ κ[X∗]×. If ka = la, then a = t ∈ κ[X∗]×. Hence we may assume ka 6= la.
By ab = ταˇ − 1 = tcτλ0 − 1, we have la + lb = 0. Therefore, (c, ka, la, kb, lb) satisfies
the following conditions:
c = 1 or 2, ka = 1, kb = c− 1, la < ka, ka − la ≤ kb − lb, la + lb = 0.
From ka = 1, kb = c − 1 and ka − la ≤ kb − lb, we have 1 − la ≤ c − 1 − lb.
Since la + lb = 0, we have 1 − la ≤ c − 1 + la. Therefore, la ≥ 1 − c/2. We
also have 1 = ka > la. Hence la ≤ 0. From this, 0 ≥ 1 − c/2. Hence c = 2.
Therefore 0 ≤ la ≤ 1 − c/2 = 0. Hence la = 0 and lb = −la = 0. We get
(c, ka, la, kb, lb) = (2, 1, 0, 1, 0).
Now we have a = t+ a0 and b = b1t+ b0. Since ab = τλ0t
2 − 1, we have
b1 = τλ0 , a0b1 + b0 = 0 and a0b0 = −1.
By the last equation, b0 ∈ κ[X∗]
×. Hence b0 ∈ κ
×τµ for some µ ∈ X∗. We have
τλ0 = b1 = −b0a
−1
0 = b
2
0. Therefore, λ0 = 2µ. Hence αˇ = 2(λ+µ) ∈ 2X∗. This is a
contradiction since we assume that the derived group of G is simply connected. 
Lemma 4.17. The image of f0 under ΦB,G is a basis of π
K
B .
Proof. It is sufficient to prove that ΦB,G(π
K
G ) = π
K
B . We prove ΦB,G(π
K
G ) ⊃∏
β∈Π\{α}(τβˇ − 1)π
K
B for all α ∈ Π. Then for each α ∈ Π, there exists aα ∈ κ[X∗]
such that aαΦB,G(f0) =
∏
β∈Π\{α}(τβˇ−1)f
′
0 where f
′
0 is a basis of π
K
B . Since (ταˇ−1)
are distinct irreducible elements and κ[X∗] is UFD, we have ΦB,G(f0) ∈ κ[X∗]×f ′0.
Hence the lemma is proved.
So it is sufficient to prove ΦB,G(π
K
G ) ⊃
∏
β∈Π\{α}(τβˇ − 1)π
K
B for all α ∈ Π.
Fix α ∈ Π and let P be the parabolic subgroup corresponding to {α}. Since
ΦP,G(π
K
G ) ⊃ ΦP,G(ΦG,P (π
K
P )) =
∏
β∈Π\{α}(τβˇ − 1)π
K
P , it is sufficient to prove
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ΦB,P (π
K
P ) = π
K
B . By Lemma 4.15, ΦB,P is given by a certain homomorphism
Φ: c-IndMM∩K(1M∩K)⊗HM(1M∩K) κ[X∗]→ Ind
M
M∩B(1M∩B). We also have ΦP,B is
induced by some Φ′ : IndMM∩B(1M∩B)→ c-Ind
M
M∩K(1M∩K)⊗HM(1M∩K) κ[X∗]. We
have Φ′ ◦Φ = (ταˇ− 1) and Φ ◦Φ′ = (ταˇ− 1). Therefore, it is sufficient to prove the
lemma when the semisimple rank of G is one.
Now we assume that the semisimple rank of G is one. Let Π = {α}. Take
a, b ∈ κ[X∗] such that ΦB,G(πKG ) = aπ
K
B , ΦG,B(π
K
B ) = bπ
K
G and ab = ταˇ − 1.
Assume ΦB,G(π
K
G ) 6= π
K
B . It is equivalent to a 6∈ κ[X∗]
×. By the above lemma, b ∈
κ[X∗]
×. Hence ΦG,B(π
K
B ) = π
K
G . Since πG is generated by π
K
G , ΦG,B is surjective.
Therefore, ΦG,B is isomorphic. Let χ : κ[X∗] → κ be a homomorphism defined by
χ(τλ) = 1 for all λ ∈ X∗. Then we have πB ⊗κ[X∗] χ = Ind
G
B(1T ). Hence we have
IndGB(1T ) ≃ πG ⊗κ[X∗] χ. Consider a homomorphism c-Ind
G
K(1K)→ 1G defined by
f 7→
∑
g∈G/K f(g). This gives a homomorphism πG ⊗κ[X∗] χ → 1G and induced
homomorphism (πG ⊗κ[X∗] χ)
K → (1G)K = 1G is an isomorphism. We have 1G =
(IndGB(1T ))
K →֒ IndGB(1T ) ≃ πG ⊗κ[X∗] χ → 1G. The composition is isomorphic.
Hence 1G is a direct summand of Ind
G
B(1T ). Therefore, EndG(Ind
G
B(1T )) has a non
trivial idempotent. However, by Lemma 3.16, EndG(Ind
G
B(1T )) ≃ EndT (1T ) ≃ κ.
This is a contradiction. 
By this lemma, ImΦB,G is a subrepresentation of πB generated by π
K
B . For each
w ∈ W ≃ NK(T (O))/T (O), we fix a representative of w and denote it by the same
letter w. For a subset A ⊂ W of W , let XG,A ⊂ πB = Ind
G
B κ[X∗] be a B-stable
subspace defined by XG,A = {f ∈ πB | supp f ⊂
⋃
w′∈ABw
′B/B}. For w ∈ W ,
put XG,>w = XG,{w′∈W |w′>w} and XG,≥w = XG,{w′∈W |w′≥w}. Set XA = XG,A,
X≥w = XG,≥w and X>w = XG,>w for A ⊂ W , w ∈ W . Set Y = ΦB,G(πG),
YA = Y ∩ XA, Y>w = Y ∩ X>w and Y≥w = Y ∩ X≥w. For a parabolic subgroup
P = MN , put W (M) = {w ∈ W | w(ΠM ) ⊂ ∆+}. Then W (M) ×WM → W is
bijective [Bou02, Ch. IV, Exercises, §1 (3)].
Lemma 4.18. Let P =MN be a parabolic subgroup, w, v0 ∈ W (M) and v1 ∈ WM .
Then v0v1 ≥ w if and only if v0 ≥ w.
Proof. Put v = v0v1. Let ℓ be the length function of W . Then ℓ(v) = ℓ(v0) +
ℓ(v1) [Bou02, Ch. IV, Exercises, §1 (3)]. Hence v ≥ v0. Therefore, v0 ≥ w implies
v ≥ w.
We prove v ≥ w implies v0 ≥ w by induction on ℓ(v1). If ℓ(v1) = 0, then v1 = 1.
Hence there is nothing to prove. Assume that ℓ(v1) > 0 and take α ∈ ΠM such that
v1sα < v1 where sα ∈ WM is the reflection corresponding to α. Put s = sα. Then
ℓ(v0v1s) = ℓ(v0) + ℓ(v1s) = ℓ(v0) + ℓ(v1)− 1 = ℓ(v0v1)− 1. Hence vs < v. By the
definition of W (M), we have ws > w. Hence we get vs ≥ w [Deo77, Theorem 1.1
(II, ii)]. Therefore, v0(v1s) ≥ w. Since ℓ(v1s) < ℓ(v1), we have v0 ≥ w by inductive
hypothesis. 
Lemma 4.19. We have Y≥w/Y>w =
∏
α∈Π,wsα<w
(ταˇ − 1)(X≥w/X>w).
Proof. Set Θ = {α ∈ Π | wsα < w} and put I =
∏
α∈Θ(ταˇ − 1)κ[X∗]. First
we prove Y≥w/Y>w ⊂ I(X≥w/X>w), namely, we prove Y≥w ⊂ IX≥w + X>w. If
Θ = ∅, then there is nothing to prove. So we may assume Θ 6= ∅. Let P = MN
be a parabolic subgroup corresponding to Θ. Recall that T acts on κ[X∗] and
πB = Ind
G
B(κ[X∗]). This action induces the action of T on κ[X∗]/I. For α ∈ Θ,
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Im αˇ acts on κ[X∗]/I trivially. Therefore, the action of T on κ[X∗]/I is extended
to the action of M such that [M,M ] acts on it trivially by Lemma 3.2. We have
IndGP (κ[X∗]/I) ⊂ Ind
G
B(κ[X∗]/I) = πB/IπB.
Let f ∈ (πB/IπB)
K = (IndGB(κ[X∗]/I))
K . We prove f ∈ IndGP (κ[X∗]/I), namely,
f(gp) = p−1f(g) for g ∈ G and p ∈ P . By the Iwasawa decomposition G = KP ,
there exist k ∈ K and p′ ∈ P such that g = kp′. Since P = MN = [M,M ]TN =
([M,M ] ∩ K)([M,M ] ∩ B)TN = ([M,M ] ∩ K)B, there exist k′ ∈ [M,M ] ∩ K
and b ∈ B such that p′p = k′b. Hence f(gp) = f(kp′p) = f(kk′b) = b−1f(1).
Since k′ ∈ [M,M ], we have (k′)−1f(1) = f(1). Hence f(gp) = (k′b)−1f(1) =
(p′p)−1f(1). Applying this to g = 1 and p = p′, we have f(p′) = (p′)−1f(1). Hence
f(gp) = p−1f(p′) = p−1f(kp′) = p−1f(g). So f ∈ IndGP (κ[X∗]/I). Hence the
image of ΦG,B(f0) is in Ind
G
P (κ[X∗]/I). Therefore, the image of Y is contained in
IndGP (κ[X∗]/I).
For f ∈ πB, let f be the image of f under the canonical projection πB →
πB/IπB = Ind
G
B(κ[X∗]/I). Let f ∈ Y≥w. Then supp f ⊂
⋃
w′≥w Bw
′B/B. Since
f ∈ IndGP (κ[X∗]/I), its support is right P -invariant. Hence if supp f ∩BwB/B 6= ∅,
supp f ∩ Bww′B/B 6= ∅ for all w′ ∈ WM . Hence supp f ∩ BwsαB/B 6= ∅ for all
α ∈ Θ. By the definition of Θ, each α ∈ Θ satisfies wsα < w. This contradicts
to supp f ⊂
⋃
w′≥w Bw
′B/B. So we have supp f ⊂
⋃
w′>w Bw
′B/B. Hence f ∈
X>w + IπB .
We prove Y≥w/Y>w ⊃ I(X≥w/X>w). Let P ′ = M ′N ′ be a parabolic subgroup
corresponding to Π \ Θ. First we prove that ΦB,P ′(πP ′) ∩ X≥w → X≥w/X>w
is surjective. For each parabolic subgroup P1 = M1N1 ⊂ P
′, put πM ′,P1 =
IndM
′
M ′∩P1(c-Ind
M1
M1∩K
1M1∩K ⊗HM1(1M1∩K) κ[X∗]). Then πP1 = Ind
G
P ′(πM ′,P1). By
Lemma 4.15, for each P1 ⊂ P2 ⊂ P ′, ΦP1,P2 and ΦP2,P1 are induced by some
ΦM
′
P1,P2
: πM ′,P2 → πM ′,P1 and Φ
M ′
P2,P1
: πM ′,P1 → πM ′,P2 . Such homomorphisms sat-
isfy the conditions of Lemma 4.12. Therefore, ΦM
′
P1,P2
induces a bijection πM
′∩K
M ′,P2
≃
πM
′∩K
M ′,P1
by Lemma 4.17. Put Φ = ΦM
′
B,P ′ . Then ΦB,P ′(πP ′ ) = Ind
G
P ′(Φ(πM ′,P ′)).
Let f ∈ ΦB,P ′(πP ′ ). By the definition of X≥w, f ∈ X≥w if and only if supp f ⊂⋃
v≥w BvB. For v ∈W , take v0 ∈ W (M
′) and v1 ∈WM ′ such that v = v0v1. Since
w ∈ W (M ′), v ≥ w if and only if v0 ≥ w by the above lemma. Hence
⋃
v≥w BvB =⋃
v≥w,v∈W (M ′)BvWM ′B =
⋃
v≥w,v∈W (M ′)BvP
′. Therefore, ΦB,P ′(πP ′ ) ∩ X≥w =
{f ∈ IndGP ′(Φ(πM ′,P ′)) | supp f ⊂
⋃
v≥w,v∈W (M ′)BvP
′/P ′}. Let Z≥w be this
space. Put Z>w = {f ∈ Ind
G
P ′(Φ(πM ′,P ′)) | supp f ⊂
⋃
v>w,v∈W (M ′)BvP
′/P ′}.
Then ΦB,P ′(πM ′,P ′)∩X≥w → X≥w/X>w induces Z≥w/Z>w → X≥w/X>w. By the
Bruhat decomposition G/P ′ =
⋃
v∈W (M ′)BvP
′/P ′, the space Z≥w/Z>w is isomor-
phic to the space of locally constant compact support Φ(πM ′,P ′)-valued functions
on BwP ′/P ′ ≃ BwB/B. The space X≥w/X>w is isomorphic to the space of locally
constant compact support κ[X∗]-valued functions on BwB/B. The homomorphism
Z≥w/Z>w → X≥w/X>w is induced by Φ(πM ′,P ′) →֒ πM ′,B → πM ′,B/XM ′,>1 ≃
κ[X∗]. By Remark 4.14, π
M ′∩K
M ′,B′ →֒ πM ′,B′ → πM ′,P ′/XM ′,>1 ≃ κ[X∗] is iso-
morphic. Hence Φ(πM ′,P ′) →֒ πM ′,B′ → πM ′,P ′/XM ′,>1 ≃ κ[X∗] is surjective by
Lemma 4.17. Therefore ΦB,P ′(πP ′ ) ∩X≥w → X≥w/X>w is surjective.
We get (ΦB,P ′(πP ′ )∩X≥w)+X>w = X≥w. Since IΦB,P ′(πP ′ ) = ΦB,P ′(IπP ′) =
ΦB,P ′(ΦP ′,G(ΦG,P ′(πP ′))) = ΦB,G(ΦG,P ′(πP ′ )) ⊂ ΦB,G(πG) = Y , IX≥w ⊂ Y ∩
X≥w + IX>w ⊂ Y≥w +X>w. We get the lemma. 
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From this lemma, we get the following proposition.
Proposition 4.20. Let V be an irreducible representation of K. The module
c-IndGK(V )⊗HG(V ) κ[X∗] is free as a κ[X∗]-module.
When G = GL2, this proposition is proved by Barthel-Livne´. In fact, they
proved that c-IndGK(V ) is a free HG(V )-module [BL94, Theorem 19].
Proof. Let ν be a lowest weight of V . By Theorem 4.10, c-IndGK(V ) ⊗HG(V )
κ[X∗] ≃ Ind
G
Pν (c-Ind
M
Mν∩K(V
Nν(κ)) ⊗HMν (V Nν(κ)) κ[X∗]). It is sufficient to prove
c-IndMMν∩K(V
Nν(κ)) ⊗HMν (V Nν(κ))
κ[X∗] is free. Hence we may assume Pν = G.
Therefore, V is a character of K. By Corollary 3.4, there exists a character νG of
G such that νG|K ≃ V . Then ϕ 7→ ϕν−1
G
gives an isomorphism HG(V ) ≃ HG(1K)
(see 3.1). By this isomorphism, we can identify HG(V ) and HG(1K). Under this
identification, we have c-IndGK(V ) ⊗ ν
−1
G ≃ c-Ind
G
K(1K). Hence we may assume
V = 1K . Therefore, c-Ind
G
K(V ) ⊗HG(V ) κ[X∗] = πG ≃ Y . Since X≥w/X>w is
free [Vig08, Lemma 3], Y≥w/Y>w is free by Lemma 4.19. Hence Y is free. 
Proof of Proposition 4.7. We prove the proposition by induction on #Πν . Namely,
we prove the following by induction on n: If ν satisfies #Πν ≤ n then the module
c-IndGK(V )⊗HG(V ) χ has a finite length and its composition factors depend only on
χ and the T (κ)-representation V U(κ).
If Πν = ∅, then c-Ind
G
K(V )⊗HG(V ) χ is isomorphic to a principal series represen-
tation [Her10, Theorem 3.1]. Hence the proposition follows.
Assume Πν 6= ∅ and take α ∈ Πν . Put ν′ = ν − (q − 1)ωα and let V ′ be
the irreducible K-representation with lowest weight ν′. By inductive hypothesis,
c-IndGK(V
′)⊗HG(V ′) χ has a finite length. Define χ
′ : κ[X∗]→ κ[t, t−1] by χ′(τλ) =
χ(τλ)t
〈ωα,λ〉 for λ ∈ X∗. (Here, t is an indeterminant.) Then χ factors through
χ′. Put π = c-IndGK(V )⊗HG(V ) χ
′ and π′ = c-IndGK(V
′)⊗HG(V ′) χ
′. These are free
κ[t, t−1]-modules by Proposition 4.20. Take λ ∈ X∗ such that 〈λ,Π \ {α}〉 = 0 and
〈λ, α〉 6= 0. Put a = χ(ταˇ). As in 4.1, λ gives Φ: π → π′ and Φ′ : π′ → π such that
Φ ◦ Φ′ = (at − 1). Therefore, Φ′ is injective and ImΦ′ ⊂ (at − 1)π. By [CG97,
Lemma 2.3.4], π/(t− 1)π has a finite length and π/(t− 1)π and π′/(t− 1)π′ have
the same composition factors. 
5. Classification Theorem
Using results in Section 3 and Section 4, we prove the main theorem. Almost all
the proof of the theorem is a copy of Herzig’s proof.
5.1. Construction of representations. We recall the definition of supersingular
representations.
Definition 5.1 (Herzig [Her10, Definition 4.7]). Let π be an irreducible admissible
representation of G.
(1) The representation π is called supersingular with respect to (K,T,B) if each
χ ∈ S(π) corresponds to (G,χG) for some χG : XG,∗,0 → κ
×.
(2) The representation π is called supersingular if it is supersingular with re-
spect to all (K,T,B).
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It will be proved that π is supersingular if and only if π is supersingular with
respect to (K,T,B) for a fixed (K,T,B).
Now we introduce the set of parameters P = PG. It will parameterize the
isomorphism classes of irreducible admissible representations. Before to give P , we
give one notation. Let M be the Levi subgroup of a standard parabolic subgroup
and σ its representation with the central character ωσ. Then set Πσ = {α ∈ Π |
〈ΠM , αˇ〉 = 0, ωσ ◦ αˇ = 1GL1(F )}.
Let P = PG be the set of Λ = (Π1,Π2, σ1)’s such that:
• Π1 and Π2 are subsets of Π.
• σ1 is an irreducible admissible representation ofMΠ1 with the central char-
acter ωσ1 which is supersingular with respect to (MΠ1 ∩K,T,MΠ1 ∩B).
• Π2 ⊂ Πσ1 .
For Λ = (Π1,Π2, σ1) ∈ P , we attach the representation I(Λ) of G by the following
way. Let PΛ = MΛNΛ be the standard parabolic subgroup corresponding to Π1 ∪
Πσ1 . By Lemma 3.2, there exists the unique extension of σ1 to MΛ such that
[MΠσ1 ,MΠσ1 ] acts on it trivially. We denote this representation by the same letter
σ1. By the definition, Π1 ∪ Π2 is a subset of Π1 ∪ Πσ1 . Hence this set defines a
standard parabolic subgroup of MΛ. Let σΛ,2 be the special representation of MΛ
with respect to this parabolic subgroup. By the definition of special representations,
[MΠ1 ,MΠ1 ] acts on σΛ,2 trivially and the restriction of σΛ,2 to [MΠσ1 ,MΠσ1 ] is
the special representation of [MΠσ1 ,MΠσ1 ] with respect to the standard parabolic
subgroup corresponding to Π2. In particular, the restriction of σΛ,2 to [MΠσ1 ,MΠσ1 ]
is irreducible. Put σΛ = σ1⊗σΛ,2 and I(Λ) = IG(Λ) = Ind
G
PΛ(σΛ). By the following
lemma, σΛ is irreducible. (Apply for H =MΛ and H
′ = [MΠσ1 ,MΠσ1 ].)
Lemma 5.2. Let H be a group, H ′ a normal subgroup of H and σ2 a representation
of H which is irreducible as a representation of H ′ and EndH′(σ2) = κ. For a
representation σ of H, HomH′ (σ2, σ) has a structure of a representation of H/H
′
defined by (hψ)(v) = hψ(h−1v) for h ∈ H, ψ ∈ HomH′ (σ2, σ) and v ∈ σ2.
(1) The natural homomorphism HomH′(σ2, σ)⊗ σ2 → σ is injective.
(2) If σ is irreducible, then HomH′(σ2, σ) is zero or irreducible.
(3) For an irreducible representation σ1 of H/H
′, σ1 ⊗ σ2 is an irreducible
H-representation.
Proof. (1) Assume that the kernel of the homomorphism is non-zero. Take a finite
dimensional subspace V ⊂ HomH′(σ2, σ) such that V ⊗ σ2 → σ is not injective.
This is a H ′-homomorphism. Therefore, there exists a subspace V1 of V such that
the kernel is V1 ⊗ σ2. This means V1 = 0 in HomH′(σ2, σ). This is a contradiction.
(2) Assume that σ is irreducible and HomH′(σ2, σ) 6= 0. Then by (1), we have an
injective homomorphism HomH′(σ2, σ) ⊗ σ2 →֒ σ. Since σ is irreducible, we have
HomH′(σ2, σ)⊗ σ2 ≃ σ. Therefore, HomH′ (σ2, σ) is irreducible.
(3) Let σ ⊂ σ1 ⊗ σ2 be a nonzero subrepresentation. As a representation of
H ′, σ1 ⊗ σ2 is a direct sum of σ2. Hence HomH′ (σ2, σ) 6= 0. Since EndH′(σ2) =
κ, we have HomH′(σ2, σ1 ⊗ σ2) ≃ σ1. This is an isomorphism between H/H ′-
representations. Therefore, HomH′ (σ2, σ) ⊂ σ1. Since σ1 is irreducible, we have
HomH′(σ2, σ) = σ1. Therefore, σ = σ1 ⊗ σ2. 
We use the following lemma. It follows from Proposition 3.7 and Corollary 3.21.
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Lemma 5.3. We have S(I(Λ)) = {(MΠ1 , χωσ1 )}, here, χωσ1 : XMΠ1 ,∗,0 → κ
× is
defined by χωσ1 (λ) = ωσ1(λ(̟)).
5.2. Irreducibility of the representation. In this subsection, we assume that
the derived group of G is simply connected. We prove the irreducibility of I(Λ).
We need a lemma.
Lemma 5.4. Let Λ = (Π1,Π2, σ1) ∈ P, V an irreducible representation of K
and ν its lowest weight. Assume that HomK(V, I(Λ)) 6= 0 and α ∈ Π satisfies
〈ΠMΠ1 , αˇ〉 = 0. Then we have ωσ1 ◦ αˇ|O× = ν ◦ αˇ.
Proof. Set V1 = V
NΛ(κ). Then V1 is an irreducible representation of MΛ ∩K with
lowest weight ν. Moreover, we have HomMΛ∩K(V1, σΛ) 6= 0.
Let Q be the parabolic subgroup ofMΛ corresponding to Π1∪Π2. Then we have
σΛ,2 = SpQ,MΛ . Put L = [MΠσ1 ,MΠσ1 ]. Then σΛ,2|L = SpQ∩L,L. Put σ2 = σΛ,2
and M1 =MΠ1 .
Fix ψ ∈ HomMΛ∩K(V1, σΛ) \ {0} and consider V1 as a subspace of σΛ. Let
v ∈ V1 be a lowest weight vector. Then we have v ∈ σ
IMΛ,1
Λ where IMΛ,1 is the
inverse image of (MΛ ∩ U)(κ) in MΛ ∩ K. Since L acts on σ1 trivially, we have
v ∈ σ
IMΛ,1
Λ ⊂ σ
IMΛ,1∩L
Λ = σ1 ⊗ σ
IMΛ,1∩L
2 . Let σ2 be the special representation of
MΛ(κ) with respect to the parabolic subgroup Q(κ). Then we have σ2 →֒ σ2 and
we have σ2
(U∩L)(κ) = σ
IMΛ,1∩L
2 [GK]. Since 〈Πσ1 , Θˇ1〉 = 0, we have U ∩MΛ ≃
(U ∩ L) × (U ∩ [M1,M1]) as algebraic groups. By the construction, [M1,M1](κ)
acts on σ2 trivially. Hence we have σ2
(U∩L)(κ) = σ2
(U∩MΛ)(κ). A calculation of
Große-Ko¨nne [GK] shows that T (κ) acts on σ2
(U∩MΛ)(κ) trivially. Hence T (O) acts
on σ
IMΛ,1∩L
2 trivially.
Take α as in the lemma. Then Im αˇ ⊂ ZM1 . Hence for t ∈ O
×, αˇ(t) acts on σ1
by the scalar ωσ1(αˇ(t)). By the above argument, αˇ(t) acts on σ
IMΛ,1∩L
2 trivially.
Hence it acts on σ
IMΛ,1
Λ by the scalar ωσ1(αˇ(t)). On the other hand, αˇ(t) acts on v
by the scalar t〈ν,αˇ〉 = ν(αˇ(t)). This gives the lemma. 
Remark 5.5. If we treat the Satake transform in a natural way (see Remark 2.1),
Lemma 5.3 should be S(I(Λ)) = {(MΠ1 , ωσ1)}. (We use a notation of Herzig [Her10,
Proposition 4.1].) Hence the above lemma should be a consequence of Lemma 5.3
Proposition 5.6. For Λ ∈ P, I(Λ) is irreducible.
Proof. Take Λ = (Π1,Π2, σ1) ∈ P and put M1 = MΠ1 and M2 = MΠ2 . Let χ
be an algebra homomorphism κ[X∗,+] → κ corresponding to (M1, χωσ1 ). Then
S(I(Λ)) = {χ}. Let π ⊂ I(Λ) be a subrepresentation of I(Λ). Take an irreducible
K-subrepresentation V of π. Then ∅ 6= S(π, V ) ⊂ S(I(Λ)) = {χ}. Therefore, we
have a nonzero homomorphism c-IndGK(V )⊗HG(V ) χ→ π.
Let ν be a lowest weight of V . We take V such that the set {α ∈ Π \ ΠMΛ |
〈ν, αˇ〉 = 0} is minimal. We claim that this set is empty. Assume that there exists
α ∈ Π\ΠMΛ such that 〈αˇ, ν〉 = 0. Put ν
′ = ν−(q−1)ωα and let V
′ be the irreducible
K-representation with lowest weight ν′. Since α 6∈ ΠMΛ , we have α 6∈ Πσ1 . By the
definition of Πσ1 , we have:
• 〈αˇ,ΠM1〉 6= 0 or
• ωσ1(αˇ(̟)) 6= 1 or ωσ1 ◦ αˇ|O× is not trivial.
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The above lemma shows that if 〈αˇ,ΠM1〉 = 0 then ωσ1 ◦ αˇ|O× is trivial. Therefore
we have that 〈αˇ,ΠM1〉 6= 0 or χωσ1 (αˇ) 6= 1. Hence we have c-Ind
G
K(V )⊗HG(V ) χ ≃
c-IndGK(V
′)⊗HG(V ′)χ by Theorem 4.1. Therefore, we get a nonzero homomorphism
c-IndGK(V
′)⊗HG(V ′) χ→ π. Namely, V
′ is an irreducible K-subrepresentation of π.
This contradicts to the minimality of {α ∈ Π \ΠMΛ | 〈αˇ, ν〉 = 0}.
Therefore, we have 〈ν, αˇ〉 6= 0 for α ∈ Π \ ΠMΛ . Put V1 = V
NΛ(κ). By
[Her10, Theorem 3.1], c-IndVK(G) ⊗HG(V ) χ ≃ Ind
G
PΛ(c-Ind
MΛ
MΛ∩K
(V1) ⊗HMΛ (V1)
χ). Therefore, we have a homomorphism IndGPΛ(c-Ind
MΛ
MΛ∩K
(V1) ⊗HMΛ (V1) χ) →
π →֒ IndGPΛ σΛ. By Lemma 4.15, the composition is given by a homomorphism
c-IndMΛMΛ∩K(V1) ⊗HMΛ(V1) χ → σΛ. Since σΛ is irreducible, this homomorphism is
surjective. Therefore, c-IndGK(V )⊗HG(V )χ→ Ind
G
PΛ(σΛ) is surjective. In particular,
π →֒ IndGPΛ(σΛ) is surjective. Hence π = Ind
G
PΛ(σΛ). 
5.3. Classification theorem. We will use the following lemma.
Lemma 5.7. Let P = MN be a parabolic subgroup, σ an irreducible admissible
representation of M which is supersingular with respect to (K,T,B) and ωσ the
central character of σ. Then IndGP (σ) has a filtration whose graded pieces are are
{I(ΠM ,Π2, σ) | Π2 ⊂ Πσ}.
Proof. Let P ′ =M ′N ′ be the standard parabolic subgroup corresponding to ΠM ∪
Πσ. Then by Lemma 3.2, we can extend σ to M
′ such that [MΠσ ,MΠσ ] acts on
it trivially. We have IndM
′
P∩M ′(σ) = (Ind
M ′
P∩M ′ 1M ) ⊗ σ. So we have Ind
G
P (σ) =
IndGP ′((Ind
M ′
P∩M ′ 1M ′) ⊗ σ). The definition of the special representations implies
that IndM
′
P∩M ′ 1M ′ has a filtration whose graded pieces are {SpQ2,M ′} where Q2 is
a parabolic subgroup of M ′ which contains P ∩M ′. Hence IndGP (σ) has a filtra-
tion whose graded pieces are {IndGP ′(SpQ2,M ′ ⊗ σ)}. Let Π
′
2 ⊂ ΠM ′ be a subset
corresponding to Q2. Then we have Ind
G
P ′(SpQ2,M ′ ⊗ σ) = I(ΠM ,Π
′
2 \ΠM , σ). 
Remark 5.8. If the derived group of G is simply connected, then I(Λ) is irreducible
by Proposition 5.6. Hence the above lemma gives composition factors of IndGP (σ).
In particular, it has a finite length. The irreducibility of I(Λ) will be proved in
subsection 5.4. Hence the above lemma gives composition factors of IndGP (σ) for
any G.
Proposition 5.9. Assume that the derived group of G is simply connected. The
correspondence Λ 7→ I(Λ) gives a bijection between P and the set of isomorphism
classes of irreducible admissible representations.
Proof. First, we prove that the map is surjective by induction on #Π. Let π be
an irreducible admissible representation. Let χ be an element of S(π) and assume
that it is parameterized by (M1, χM1). We assume thatM1 is minimal. If M1 = G,
then π is supersingular. Therefore, we assume that M1 6= G. Take an irreducible
K-representation V such that χ ∈ S(π, V ). Let ν be a lowest weight of V . We
assume that Πν is minimal with respect to the condition χ ∈ S(π, V ).
Assume that there exists α ∈ Πν \ ΠM1 such that 〈ΠM1 , αˇ〉 6= 0 or χM1(αˇ) 6= 1.
Set ν′ = ν − (q − 1)ωα and let V ′ be an irreducible K-representation with lowest
weight ν′. Then Πν′ = Πν \{α} ( Πν . By Theorem 4.1, we have c-Ind
G
K(V )⊗HG(V )
χ ≃ c-IndGK(V
′)⊗HG(V ′)χ. Hence χ ∈ S(π, V
′). This contradicts to the minimality
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of Πν . Therefore, for all α ∈ Πν \ ΠM1 , 〈ΠM1 , αˇ〉 = 0 and χM1(αˇ) = 1. From the
first condition, 〈Πν \ΠM1 , ΠˇM1〉 = 0.
Let P = MN be a parabolic subgroup corresponding to Πν ∪ ΠM1 . First as-
sume that M 6= G. Put V1 = V N(κ). Then we have c-Ind
G
K(V ) ⊗HG(V ) χ ≃
IndGP (c-Ind
M
M∩K(V1) ⊗HM(V1) χ) [Her10, Theorem 3.1]. Recall that we have a sur-
jective homomorphism c-IndGK(V )⊗HG(V ) χ→ π. Hence there exist an irreducible
admissible representation σ of M and a surjective homomorphism IndGP (σ) →
π [Her10, Lemma 9.9]. By inductive hypothesis, σ = IM (Λ
′) for some Λ′ ∈ PM .
Hence there exists a parabolic subgroup P0 =M0N0 and an irreducible admissible
representation σ0 ofM0 which is supersingular with respect to (M0∩K,T,M0∩B)
such that σ is a subquotient of IndMP0∩M σ0 by Lemma 5.7. Hence π is a subquotient
of IndGP0(σ0). By Lemma 5.7, all composition factors of Ind
G
P0(σ0) are I(Λ) for some
Λ ∈ P . Hence π = I(Λ) for some Λ ∈ P .
Therefore, we may assume that Πν ∪ ΠM1 = Π. Let P
′ = M ′N ′ be the
standard parabolic subgroup corresponding to Π \ ΠM1 . Then for all α ∈ ΠM ′ ,
〈ν, αˇ〉 = 0, 〈α, ΠˇM1〉 = 0 and χM1(αˇ) = 1. Set L
′ = [M ′,M ′]. Then the group of
coweights XL′,∗ of L
′∩T is ZΠM ′ which is a subgroup of X∗∩Π⊥M1 . Put XL′,∗,+ =
X∗,+ ∩ ZΠM ′ . By Lemma 3.16 and Proposition 3.12, we have S(π, V )|κ[XL′,∗,+] ⊂
S(π|M ′ , V N
′
(κ))|κ[XL′,∗,+] ⊂ S(π|L′ , V
N
′
(κ)|L′∩K). Since 〈ν, ΠˇM ′ 〉 = 0, V N
′
(κ)|L′∩K
is trivial. Therefore, χ|κ[XL′,∗,+] ∈ S(π|L′ ,1L′∩K). Set χ
′ = χ|κ[XL′,∗,+]. We have
a non-zero homomorphism c-IndL
′
L′∩K 1L′∩K ⊗HL′(1L′∩K) χ
′ → π. Since χ is pa-
rameterized by (M1, χM1), χ
′ is parameterized by (L′ ∩ T, χM1 |XL′,∗). Since we
have χM1(αˇ) = 1 for all α ∈ ΠM ′ , we have χM1 |XL′,∗ = 1XL′,∗ . Hence χ
′ is
parameterized by (L′ ∩ T,1XL′,∗). Therefore, the set of composition factors of
c-IndL
′
L′∩K 1L′∩K ⊗HL′(1L′∩K) χ
′ is {SpQ′,L′ | Q
′ ⊂ L′ is a parabolic subgroup} by
Proposition 4.7. Hence there exists a parabolic subgroup P2 = M2N2 such that
ΠM1 ⊂ ΠM2 and SpP2∩L′,L′ →֒ π. Let σ2 be the special representation SpP2 . Then
the restriction of σ2 to L
′ is SpP2∩L′,L′ . Put σ1 = HomL′(σ2, π). This is non-zero.
By Lemma 5.2, σ1 is an irreducible representation of G and σ1 ⊗ σ2
∼
−→ π.
We prove σ1 is supersingular as a representation of M1. Since L
′ acts on σ1
trivially, σ1 is regarded as a representation of G/L
′. By Lemma 3.2, M1 → G/L′
is surjective. Therefore, σ1|M1 is irreducible. By inductive hypothesis, σ1|M1 ≃
IM1(Λ
′). In particular, #S(σ1|M1) = 1. Since χ is parameterized by (M1, χM1), an
element of S(σ1|M1) is parameterized by (M1, χ
′
M1
) for some χ′M1 by Corollary 3.20.
Hence σ1 is supersingular.
We prove that the map is injective. Let Λ′ = (Π′1,Π
′
2, σ
′
1) and assume that
I(Λ) ≃ I(Λ′). Then we have S(I(Λ), V ) = S(I(Λ′), V ) 6= ∅ for some irreducible
representation V of K. By Lemma 5.3, (MΠ1 , χωσ1 ) = (MΠ′1 , χωσ′1
). Hence Π1 =
Π′1. Let ν be a lowest weight of V . Then by Lemma 5.4, for α ∈ Π such that
〈Π1, αˇ〉 = 0, ωσ1 ◦ αˇ|O× = ν ◦ αˇ = ωσ′1 ◦ αˇ|O× . On the other hand, we have
ωσ1 ◦ αˇ(̟) = χωσ1 (αˇ) = ωσ′1 ◦ αˇ(̟). Hence ωσ1 ◦ αˇ = ωσ′1 ◦ αˇ. Therefore, we have
Πσ1 = Πσ′1 . Hence PΛ = PΛ′ .
Now we have IndGPΛ(σΛ) ≃ Ind
G
PΛ(σΛ′ ). By Lemma 4.15, we have a nonzero
homomorphism σΛ → σΛ′ . Since σΛ and σΛ′ are irreducible, σΛ ≃ σΛ′ . Set L =
[MΠσ1 ,MΠσ1 ]. As a representation of L, σΛ is a direct sum of special representations
SpQ2,L where Q2 is a parabolic subgroup of L corresponding to Π2. Hence we
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have Π2 = Π
′
2. Therefore, σΛ,2 ≃ σΛ′,2. Hence we have σ1 ≃ HomL(σ2,Λ, σΛ) ≃
HomL(σ2,Λ′ , σΛ′) ≃ σ′1. We get Λ = Λ
′. 
5.4. General case and corollaries.
Theorem 5.10. Let G be a connected split reductive algebraic group. Then I(Λ)
is irreducible for all Λ ∈ P and Λ 7→ I(Λ) gives a bijection between P and the set
of isomorphism classes of irreducible admissible representations.
Proof. Take a z-extension 1 → Z → G˜ → G → 1 of G. For each parabolic
subgroup P = MN , let M˜ be the Levi subgroup of the parabolic subgroup of G˜
corresponding to ΠM . Then 1 → Z → M˜ → M → 1 is a z-extension of M .
For each representation π of G, let π˜ be the pull-back of π to G˜. Then we have
IG(Π1,Π2, σ1)
∼ = IG˜(Π1,Π2, σ˜1). By Proposition 5.6, this is irreducible. Hence
IG(Λ) is irreducible for Λ ∈ P .
We also have that IG(Π1,Π2, σ1) ≃ IG(Π′1,Π
′
2, σ
′
1) if and only if IG˜(Π1,Π2, σ˜1) ≃
IG˜(Π
′
1,Π
′
2, σ˜
′
1). Hence we have Π1 = Π
′
1, Π2 = Π
′
2 and σ˜1 ≃ σ˜
′
1 by Proposition 5.9.
Hence we have σ1 ≃ σ
′
1.
Let π be an irreducible admissible representation of G. Then there exists Λ0 =
(Π1,Π2, σ1,0) ∈ PG˜ such that π˜ = IG˜(Λ). Since Z is contained in the center ofMΠ1 ,
it acts on σ1,0 by the scalar. By the construction of IG˜(Λ), Z acts on IG˜(Λ) ≃ π˜
by the same scalar. It is trivial since Z acts on π˜ trivially. Hence Z acts on σ1,0
trivially, namely, σ1,0 ≃ σ˜1 for some representation of G. Hence π = IG(Π1,Π2, σ1).
We get the theorem. 
We give corollaries of this theorem.
Corollary 5.11. For any irreducible admissible representation π of G, #S(π) = 1.
Proof. Obvious from Lemma 5.3 and Theorem 5.10. 
Corollary 5.12. Let π be an irreducible admissible representation of G. Then the
following conditions are equivalent.
(1) The representation π is supersingular.
(2) The representation π is supersingular with respect to (K,T,B).
(3) The representation π is supercuspidal.
Proof. Take Λ = (Π1,Π2, σ1) ∈ P such that π = I(Λ). Then by Lemma 5.3, π
is supersingular with respect to (K,T,B) if and only if Π1 = Π. By Lemma 5.7,
π is a subquotient of IndGP1(σ1). Hence, if π is not supersingular with respect to
(K,T,B), then π is not supercuspidal.
Assume that π is a subquotient of IndGP0 σ0 for a proper parabolic subgroup
P0 = M0N0 and an irreducible admissible representation σ0. By Lemma 5.7, we
may assume σ0 is supersingular with respect to (K,T,B). By Lemma 5.7, PΠ1 = P0.
Hence π is not supersingular with respect to (K,T,B).
Hence (2) and (3) are equivalent. Since the property (3) is independent of a
choice of (K,T,B), (2) and (1) are equivalent. 
Corollary 5.13. Let P = MN be a parabolic subgroup and σ a finite length ad-
missible representation of M . Then IndGP σ has a finite length.
Proof. We may assume σ is irreducible. This follows from Lemma 5.7 and Re-
mark 5.8, 
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Corollary 5.14. Let ν : T → κ× be a character. Then IndGB(ν) has a length 2
C
where C = #{α ∈ Π | ν ◦ αˇ = 1GL1}. In particular, Ind
G
B(ν) is irreducible if and
only if ν ◦ αˇ 6= 1GL1 for all α ∈ Π.
Proof. Notice that any character of T is supersingular. Hence this follows from
Lemma 5.7 and Remark 5.8. 
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