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(jo. INTRODUCTION 
UN d-tissu W de (@*, 0) est defini par d feuilletages (d 2 2) de courbes anaiytiques 
complexes lisses de (C’, 0) en position generale; on s’interesse a l’etude giometrique de telles 
configurations, c’est-i-dire a an isomorphisme local (p: (C2, 0) -P (C’, d(O)) prb (cf. le livre 
classique de Blaschke et Bol[4] et l’article de Chern [6]; on peut igalement consulter [lo]). 
Un d-tissu est lintaire si ses d feuilles (Fi(x, y) = cste) sont des (morceaux de) drones de 
@‘, non necessairement paralleles; par exemple, le d-tissu de (P*, 0) constitue par les 
tangentes issues dun point genirique a une courbe algebrique C de !P2 de classe d est 
lintaire: 
Si le d-tissu W est lineaire, l’existence d’une relation abelienne Et= 1 gi(Fi)dFi = 0 avec 
g:(FJ # 0 pour 1 < i I d permet de montrer que W est associt, par dualite, a une courbe 
algebrique de P2 (pour une description precise du tissu lineaire associe a une courbe 
algebrique de P2, cf. par exemple la fin du $4 ci-dessous). 
On dit qu’un d-tissu $8’” est lin~arisable s’il existe un isomorphisme local 4: 
(C2 0) -+ (C’, 4(O)) qui transforme 9’” en un d-tissu lineaire. On sait depuis l’exemple de Bol 
(cf. $2) que le rang du tissu W (i.e. la dimension du C-espace vectoriel LZI des relations 
abeliennes de W od d = ~(gi(~i))~ lisd; gi analytiques et Cf= 1 gi(Fi)dFi = 01) ne s&it pas, 
en general, a caracteriser les tissus %‘” linearisables. 
Darts ce qui suit, on donne essentiellement une condition necessaire t sufhsante, en 
terme de resolution d’un systeme differentiel non lineaire (*), pour qu’il existe un isomor- 
phisme local 4: (C2, 0) -+ (C2, 4(O)) qui lintarise dir; de plus, on determine les isomor- 
phismes locaux 4 possibles, Ces resultats constituent une contribution nouvelle au 
problbme de la linearisation des tissus de @*; auparavant seuls des cas particuliers avaient 
tti etudies (cf. [4] et sa bibliographie). On retrouvera d’ailleurs dans le $4 quelques resultats 
classiques. 
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Dans le $1, on montre qu’a une transformation projective pres, un isomorphisme local 
4: (C’, 0) + (C’, 4(O)) correspond a la solution dun systeme differentiel non lineaire ce qui 
permet de demontrer le theoreme general de linearisation dans le $2. On montre dans le $3, 
qu’il existe un polynome P% = Cf:A Pkbk E a3 {x, y} [b] qui “mesure” si W est linearisable 
ou non; au passage on retrouve des resultats classique sur l’equation differentieiie du second 
ordre y” = Pw-(x, y; y’). Enfin dans le $4, on s’interesse a quelques cas particuliers et l’on 
montre que dans certains cas, les relations abtliennes de %IL^ permettent de “resoudre 
gtomttriquement” le systeme differentiel non lineaire (*). 
$1. PRiLIMINAIRES SUR LES ISOMORPHISMES LOCAUX DE C2 
On dtsigne par @ (x, y } l’anneau des series entieres convergentes a deux variables et l’on 
pose 13, = g, ay = 2. 
aY 
Soient B,,, Br, Bz et B3 des elements de C{x, y}, on considere le systeme differentiel 
lineaire suivant: 
i 
9@(o) = 3Br&(w) - 9B08&0) + [98,(&,) - 3&(B,) - 6&B, + 2B:]o 
9&a,(o) = 3&&(w) - 3B18,(w) + [3f3,(B,) - 3&J&) - 9B0BJ + B,&]w (1) 
98,2(o) = 9B3&.(w) - 3Bz8y(o) + [38,(&) - 9&(B,) - 6B1B, + 2B;]o. 
Les conditions d’integrabilite du systeme (l), a savoir 
a,{Z(o)> = &(&%.(w)} et &(a5(w)> = ~Y{~X~Y(w)) 
imposent, apres differentiation et elimination, que les Bi verifient le systeme differentiel non 
lineaire suivant: 
i 
a;(&) - 2d,Z$(Br) + 38,2(&J + 6&J,(&) - 382~T$(B0) - 3B,a,(B,) 
+ 3&8,(B,) + 2B18JB1) - Br &(B,) = 0 (2) 
3%(&) - 2&Wz) + a,Z(&) - 6&WM + 3B,d,(B3) + 3W,(B,) 
- 3B&.(B,) - 2Bz8,(B*) + &iJ?).(Br) = 0. 
PROPOSITION 1. On suppose que les Bi vPriJient le systtme (2) alors on a les proprittts 
suivantes: 
(a) le C-espace vectoriel 9’ des solutions du systgme (1) est de dimension 3; 
(b) toute base (oI, 02, 03) de Y dktermine un isomorphisme local 4: (C’, 0) + (P’, 4(O)) 
oti 4 = [o,, 02, wg]; de plus, si 6 = [6,, &, &] est associt d une autre base 
(6, > 02, 03) de 9, alors C#I et 6 sont projectivement kquivalents (i.e. C$ = M.4 oti la 
matrice M appartient d GL(3, C)). 
Dimonstration. (a) Soit 2 l’anneau des operateurs differentiels liniaires a coefficients 
dans 0 = @ {x, y}; on dtsigne par Q/y le %module a gauche associt au systeme (1). 
Puisque les Bi verifient le systeme (2) l’ideal de 0[(, n] engendre par les symboles princi- 
paux des elements de $ est 
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ce qui montre que 58/f est !&isomorphe a 03; en particulier, on a 
dime Y = dime Hom@/f, 0) = 3 
(cf. par exemple [3]). 
(b) Soit (wr, w2, 03) une base de 5f’, on peut verifier que le determinant 
Wl 02 w3 
6 = &(w,) Uw2) &to,) 
I, ~rbz) 4h3) 
est un Clement non nul de @ix, y}, sinon les Oj seraient @-lintairement dependants (cf. par 
exemple [l], p. 193). De plus, le systeme (1) montre que l’on a a,(8) = a,(s) = 0, soit BE C*. 
L’un des Oj(O) est done non nul, ce qui montre l’existence d’un isomorphisme local 
4 = [oi, w2, 03] d’apres ce qui precede. L’equivalence projective est alors une 
consequence de la propriete (a). 0 
Sous les hypotheses de la proposition precedente, si (ml, wz , w3) est une base de Y on 
a grace au systeme (1): 
6 = (Oj, d,(COj), i?y(COj)) = cste # 0 
6BCI = -(Oj, a.x(Q)j), J,2(Q)j)) 
6Bl = 3(c"j, a,2(mj), ay(wj)) = -3(wj, ax(wj), a.xay(oj)) 
JB2 = -3(~j,~x(wj), 8,2(oj)) = 3(Wj9 &ay(oj), ay(wj)) 
6B3 = (Oj, ~~(~j), ay(wj)) 
01 
ou Wj est le vecteur colonne 
i: I 
o2 et (, ,) dbsigne le produit mixte dans C3. En particulier si 
C#J = [~$i, c#~, 11 est associt a zie base de Y on a les formules suivantes: 
%(4,)&(4,) - ~:(+zMh) = A& 
W#4~,(42) - ~N2)~,(41) + 2[44(4lM#~2) - W,(~ZM~I)I=ABI 
@$,M~,) - ~~bW,kf~l) + 2~&4@1)~,(~2) - &J,(4,)4d41)1= ABz 
(3) 
~;hW,(42) - ~~(~2)W,7h) = AB3 
OG A = &(41)%(4,) - W#O,(&,. L es expressions Bi sont invariantes par les homo- 
graphies de 4i et d2, et ont ttt introduites par Goursat (cf. [7], p. 1363; on peut egalement 
consulter la note de Painleve [12]). 
Inversement, soit 4 = (&, &) : (C’, 0) --) (C’, 4(O)) un isomorphisme local; on peut 
montrer, en generalisant un calcul de Gronwall (cf. [9], $l), que les Bi definis a I’aide des 
1 1 
formules (3) verifient le systeme (2); on peut Cgalement verifier que (41e-3e, fpze-Te, e -it?, 
est une base du @-espace vectoriel des solutions du systeme (1) 03 e0 = A. 
Autrement dit, on peut resumer ce qui precede par le rtsultat suivant: 
PROPOSITION 2. A une transformation projective p&s, les isomorphismes analytiques 
locaux 4,: (@*, 0) + (C*, d(O)) correspondent aux solutions analytiques (B,, B1, B2, B3) du 
systPme d@+rentiel non lindaire (2). 
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52. LINkARISATION DES TISSUS DE(C',O) 
Un d-t&u W de (C’, 0) est defini par d feuilletages (d 2 2) de courbes lisses de (C*, 0) en 
position generale; ses feuilles sont les courbes inttgrales de d champs de vecteurs 
Xi = aiax + fliay, a coefficients dans 0 = C(x, y}, qui sont deux A deux lintairement 
independants (i.e. Ccibj - CljfliE 0* pour 1 I i < j I d). 
On dit que W est linearisable s’il existe un isomorphisme local 4: (@*, 0) + (C2, 4(O)) qui 
transforme %f en un d-tissu lineaire (i.e. un d-tissu dont les feuilles sont des (morceaux de) 
droites de @*, non ntcessairement paralleles). 
LEMME. Soient W” un d-tissu de (C*, 0) de champs de vecteurs associds Xi pour 1 5 i I d et 
C#J = (&I) 4~~) : (C’, 0) + (@*, 4(O)) un isomorphisme local. Alors q5 lintarise W si et seulement 
si, on a 
XZ(4l)Xi(42) = X?(42)Xi(41) pour 1 5 i 5 4 
of pour k 2 1, Xk est l’operateur diflerentiel lineaire obtenu par composition des champs de 
vecteurs Xi. 
Demonstration. Si l’on designe par exp(tXi)(x, y) le flot engendre par Xi, alors son 
image par 4 est 
4CexP(txi)(h Y)l = 
1 
~I(X.Y)+fxi(dl)(x,Y)+1?2X:(d1)(x,Y)+... 
42tx3 Y) + txi(42)(X3 Y) + g xi2(42)(x, Y) + . . . 
Ainsi, r$ transforme W en un d-tissu lintaire si et seulement si, on a 
x,($1) xi”(41) 
xi(42) Xk(+2) 
= 0 pour k 2 2 et 1 I i 5 d. 
Ce qui montre le resultat par iteration des Xi. 0 
COROLLAIRE 1. Soit W un d-tissu de (C2, 0) dont les champs des vecteurs associes sont 
Xi = a, + biay pour 1 I i I d, alors on a les proprietes suivantes: 
(a) W est lineaire si et seulement si, on a Xi(bi) = 0 pour 1 < i < d; 
(b) un isomorphisme local C#I = (c$~, 4*) : (C2, 0) -+ (C’, 4(O)) linkarise W si et seulement si 
avec les notations du $1 (formules (3)) on a 
Bo + biBI + bfB2 + bfB3 = Xi(bi) pour 1 < i I d. 
Demonstration. (a) 11 suffit de faire @1 = x et 4* = y dans le lemme precedent. 
(b) dans l’anneau 9 des operateurs differentiels lintaires a coefficients dans 0, on 
a Xi = 8, + biar et X’ = 8: + 2b,a,a, + b?a,’ + Xi(bi)a, ce qui montre qu’avec les for- 
mules (3) du $1, on a 
X?(4r)Xi(42) - X?(42)Xi(+,) = ABQ + bi(AB1) + b?(AB,) + b?(AB,) - Xi(bi)A 
air A = &Jd,)a,(4,) - a,(~,)a,(~,). 11 suffit alors pour conclure d’utiliser le lemme 
precedent. 0 
Soit W un d-tissu de (C*, 0), puisqu’on ne s’intbresse qu’a la geometric des feuilles de W, 
on peut toujours supposer, quitte a faire un changement lineaire des coordonnies, que les 
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champs de vecteurs associes d W sont de la forme Xi = 8, + biay pour 1 I i 5 d 06 d’apres 
l’hypothese de position gentrale bi(0) # b,(O) pour 1 I i < j I d. 
D’apres la propriete (b) du corollaire 1 et la proposition 2, on a le resultat suivant: 
TH~~OR~ME 1. Soit W un d-t&u de (C*, 0) dont les champs de vecteurs associes sont 
Xi = a, + biay pour 1 < i < d. Alors W est linkarisable si et seulement si le systeme 
diflerentiel non lineaire suivant: 
: 
w2) - 2a,a,(B,) + 3w,) + 6B0ax(B,) - 3B2a,(Do) - 3D,a,(B,) 
+ 3B,a,(B,) + 2~4 a,(B,) - By a,(B,) = 0 
(*I 3am - 2a,a,vb) + aim) - 6wmd + 3Blaxw + 3~,am 
- 3B,a,(B,) - 2B,a,(Bd + B2ay(B1) = 0 
I30 + B1 bi + Bz b? + B3 b! = Xi(bi) pour 1 I i I d 
admet une solution (II,, B1, B2, B3) od B,E@{x, y} pour 0 I k I 3. 
Pour d 2 4, l’hypothese de position generale montre (via un determinant de Vander- 
monde) que le systlme (*) admet au plus une solution. Ainsi, grace a la proposition 2 on a le 
resultat suivant: 
COROLLAIRE 2. Un d-tissu de (C’, 0) avec d 2 4 admet au plus, a une transformation 
projective pres, une lintarisation. 
Soit W” un d-tissu de (C*, 0), pour simplifier les enoncb (mais perdre une certaine 
symttrie des expressions) on peut toujours supposer, quitte a faire un changement de 
variables, que les champs de vecteurs associb a W sont a,, d, et Xi = d, + biay pour 
3 < i < d oti b,(O) # 0 pour 3 I i I d et b,(O) # bj(0) pour 3 I i < j I d. 
TH~OR~ME 1 bis. Soit W un d-tissu de (C*, 0) dont les champs de vecteurs associes sont d,, 
aY et Xi = a, + biay pour 3 I i I d. Alors W est linearisable si et seulement si le systeme 
differentiel non lineaire suivant: 
2(B2) - 2a,a,(B,) - ~~ rax(B2) - 2a,(wi = 0 
(* bis) am - 2a,a,(B,) + B,[a,(B,) - 2a,p,)] = 0 
B1 + biB2 = F pour 3 < i < d 
I 
admet une solution analytique (B,, B,). 
Demonstration. Compte-tenu des hypotheses, les conditions de lintarisation s’ecrivent 
d’apres le lemme et le corollaire 1 (propriete (b)): 
i 
B, = B3 = 0 
B1 bi + B2 bf = Xi(bi) pour 3 I i I d 
ce qui, apres simplification du systeme (2) du $1, montre le resultat d’apres la proposi- 
tion 2. 0 
La compatibilite du systeme lineaire contenu dans le systeme (* bis) donne le resultat 
suivant: 
TOP 32:34 
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COROLLAIRE 3. Soit W” un d-tissu de (@‘, 0) avec d 2 5 et dont les champs de vecteurs 
associts sent a,, aY et Xi = 8, + biay pour 3 I i I d. Alors si W est linkarisable, la matrice 
[ 
b, b, b, . . . bd 
b: b$ b: . . . bd’ 
X,(h) X&y) X,(b,) . . . X,(h) 
est nkessairement de rang 2. 
Exemple 1. On dtsigne par S? le Stissu de Bol de C’; ce 5-tissu de rang maximal (cf. [S]) 
est constituk par 4 pinceaux de droites de C2 dont les sommets ont en position g&kale et 
de l’unique famille des coniques passant par ces sommets; on peut le rep&enter par le 
5-tissu de (C2, pO) dont les champs de vecteurs associts sont a,, a,,, XJ = 8, + x a,,, 
x 
X4=d,+~ay et X,=a,+H ay avec p. gtnirique. Le 5-tissu B n’est pas 
linkarisable. Ce rksultat connu peut &tre v&rifiC aiskment g&e au corollaire 3; en effet, on a 
b3 b, b5 b3 b4 b5 
b: b; b: = b< b: b: # 0 
X,(b,) X,(b,) X,(b,) 0 0 X,(b,) 
par un calcul direct ou le corollaire 1 (proprikti: (a)). On peut aussi vtrifier ce rksultat en 
utilisant le corollaire 2; en effet, une transformation projective ne rendra jamais lintaire les 
courbes intkgrales de X5. 
Remarque 1. Le “thkor&me” fondamental de la nomographie encore appelt conjecture 
de Gronwall (rtsultat annonci: en 1912 g la fin de l’introduction de [9]) peut s’knoncer avec 
les hypothkses du thCorZme 1 bis sous la forme suivante: 
si d = 3 et axaY(Log b3) # 0 le systsme (* bis) admet au plus une solution. 
$3. POLYNOME ASSOCII? A UN (I-TISSU de (@‘, 0) 
Soit W un d-tissu de (C2, 0) dont les champs de vecteurs associks ont Xi = 8, + b$,, 
pour 1 I i I d. L’hypothise de position g&&ale montre (via un dbterminant de Vander- 
monde) qu’il existe des Pk E C {x, y} uniques tels que l’on ait: 
PO + Plbi + P2bz + . . . + Pd- 1 bp-’ = Xi(bi) pour 1 5 i 5 d 
et l’on pose P&x, y; b) = ct:A Pk(x, y)bk. 
On appelle Pw le polynbme assock! g W et l’on note deg Pw son degre par rapport d b; le 
polyn6me Pw est l’unique tlCment de C{x, y} [b] tel que l’on ait: 
degP%- I d - 1 et P%r(x, y; bi(x, y)) = Xi(bi)(x, y) pour 1 I i I d. 
PROPOSITION 3. Soit W un d-tissu de (C2, 0) dont les champs de vecteurs assock% sont 
Xi = d, + bid,, pour 1 I i 5 d. Alors le polynbme Pw = cf:h PkbkE@{x, y} [b] assock? 
ci W posdde les propriCtBs suivantes: 
(i) W est Maire si et seulement si Pw. = 0; 
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(ii) en tout point z voisin de 0 E @*, les d feuilles de W passant par z sont les graphes duns 
(C’, 0) d’elements yiE @ {x} qui vkrtfient l’dquation d@+rentielle du second ordre 
suivante: 
(iii) TV est lintarisable si et seulement si, deg P w I 3 et (P,, PI, Pz, P3) est une solution 
du systdme differentiel non linkaire (2) du $1. 
Demonstration. (i) Par definition de P7/., c’est une consequence du corollaire 1 (prop- 
riete (a)). 
(ii) Soient Fi(x, y) = cste, les feuilles de W passant par z. D’aprb le theoreme des 
fonctions implicites, il existe yiEC{x} tel que Fi(X, yi(x)) = cste et I’on a 
dx(Fi)(x3 Yitx)) + Yl(x)~y(Fi)(x9 Yi(x)) = O 
soient y:(X) = bi(x, yi(x)) et y:‘(x) = Xi(bi)(x, yi(X)), d ‘ou le resultat par definition de Pv. 
(iii) Suffisance. Par definition de Px , c’est une consequence du theoreme 1 du $2. 
Necessitd. Pour d 2 4, c’est egalement une consequence du theoreme 1 du 42. Pour d I 4, on 
peut verifier que si 4 = (&, &): (C’, 0) --) (C’, 4(O)) est un isomorphisme local alors 
y” = PO + P, . y’ + P2. ( y')* + P3 . ( Y’)~ est transformee par 4 en une equation differentielle 
de la m&me forme 
Y” = Q. + Q1< Y’ + Q2.(Y’)* + Q3.(Y’)3 
oii les Qk dependent de 41, t)*, PO, P, , P2 et P3. D’apres l’hypothbe on peut supposer que 
4 lintarise W et l’hypothese de position gtnerale entraine (quitte a composer 4 avec une 
transformation lintaire) que I’on a Qk = 0 pour 0 I k I 3. Un calcul montre alors que l’on 
a necessairement les formules (3) du $1 dans lesquelles Bk est remplace par Pk pour 0 I k I 3. 
Ce qui dtmontre le resultat d’apres le $1. 0 
Remarque 2. On peut verifier que la condition: (P,,, PI, P3, P3) est une solution du 
systeme (2) du $1, est la condition (nlcessaire t suffisante) de R. Liouville-Tresse pour que 
Equation differentielle y” = PO + P, . y’ + P2 . (y’)’ + P3 . (Y’)~ soit transformee par un 
isomorphisme local 4: (C’, 0) + (C’, 4(O)) en Y” = 0 (cf. [l l] et [13]; pour un point de vue 
legerement different, on peut egalement consulter [2], chap. 1; $6). Ce qui precede donne une 
nouvelle demonstration de ce resultat; de plus, on notera que la proposition 1 du $1 
determine les isomorphismes locaux 4 possibles. 
&I. APPLICATIONS 
On s’inttresse ci-dessous a quelques cas particuliers. 
PROPOSITION 4. Soit W un d-tissu de (@*, 0) dont les champs de vecteurs associes sont a,, 
a,, et Xi = a, + biay pour 3 I i 5 d. Alors W est lintarisable en un d-tissu lineaire contenant 
deux families de droites paralleles aux axes de coordonnees si et seulement s’il existe des 
fonctions B1 = B1 (x) et B2 = B,(y) telles que B1 + biB2 = Xi(bi)/bi pour 3 5 i < d. 
Demonstration. Les feuilles des familles 1 et 2 sont transformees par un isomorphisme 
local 4 = (&, c$*): (@*, 0) -+ (C*, 4(O)) en des droites paralleles aux axes de coordonnk si 
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et seulement si 8,,(4,) = 8,(4,) = 0. Necessairement, d’apres les formules (3) du $1, on 
a B1 = &(x)/~~(x) et Bz = - &(y)/&(y), et le systeme (* bis) du $2 se reduit a 
B,(x) + Bz(Y)bi = 
Xi(bi) 
____ pour 3 I i 5 d bi 
puisque d,(B,) = 6’,(B,) = 0. Ce qui .montre le resultat d’apres le theoreme 1 bis 
du 42. 0 
Exemple 2. Soit W un 3-tissu de (C’, 0) dont les champs de vecteurs associts sont a,, a,, 
et X = 8, + b8, avec 
&w-w b) = ax ( > a,(b) =o, b 
Alors b = $ od rp et 1c/ sont des fonctions analytiques dune variable et 
X(b) CPU(x) -=- 
b v’(x) 
ce qui montre que 4 = (q(x), $(y)) lintarise W en le 34issu 
de C2 dont les courbes integrales sont (si 5 et n sont les fonctions coordonnees) 
5 = cste, q = cste et t - n = cste 
(on a X(p) = X($) d’aprbs ce qui precede). Autrement dit, 4 linearise W en le 3-tissu de C2 
constitue par 3 pinceaux de droites dont les sommets [l, 0, 01, [0, 1, 0] et [l, 1, 0] sont 
alignis. 
Soit W un d-tissu de (C2, 0), on rappelle que si Fi = cste sont les courbes de niveau de 
W alors le rang de W”, note rgW_, est la dimension du @-espace vectoriel des relations 
abeliennes d de 98’” ou 
d = (gi(Fi))lci<d; gi analytiques et i gi(Fi)dFi = 0 ; 
i i=l I 
on sait que rgW ne depend pas du choix des Fi et que l’on a les intgalites suivantes (cf. par 
exemple [lo] ): 
0 I rgW I $(d - l)(d - 2). 
Par exemple, si W est un 3-tissu de (C2, 0) dont les champs de vecteurs associes sont a,, 
aY et X = d, + b8, on a l’equivalence suivante: 
rgW = 1 si et seulement si aXay(Log b) = 0. 
En effet, les courbes integrales de W sont x = cste, y = cste et F = cste ou 
b = - 8,(F)/a,(F); si rgW = 1 et si cp’(x)dx - $‘(y)dy + X’(F)dF = 0 est une relation 
abelienne alors necessairement b = cp’(x)/ll/‘(y) et par suite a,a,(Log b) = 0; inversement si 
b = $(x)/$‘(y) alors X(cp - $) = 0 et q(x) - $(y) + X(F) = 0, d’ou le resultat. 
Pour illustrer ce qui precede, on se propose de revisiter en compagnie de Poincare le 
theoreme de Mayrhofer et Reidemeister suivant: 
tout 4-tissu W de (C2, 0) tel que tout 3-tissu extrait de W soit de rang 1 est lintarisable en 
un 4-tissu de C2 constituk par 4 pinceaux de droites. 
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On peut supposer que les champs de vecteurs associes a W sont a,, a,,, X3 = 8, + &a,, 
et X4 = a, + b4d,. Par hypothese on a des relations abtliennes de W: 
(1 3 4) = @I(X), 0, a,(F3), Q(F4)) 
(2 3 4) = (0, k(Y), P3(F3), P4F4)) 
(1 2 3) = (e+(x), -ti’(Y), XW3)10) 
(1 2 4) = (V’(X), -@(Y), 0, XW4)) 
od b3 = q’(x)/@(y) et b4 = f(x)/@(y). Les relations (1 3 4) et (2 3 4) sont Glineairement 
independantes et il y a deux cas a envisager. 
Gas 1. (1 2 3) et (1 2 4) sont engendrees par (1 3 4) et (2 3 4); on verifie alors que dans ce 
cas b, = kob3 oii ~,EC - (0, 1) et que $J = (q(x), $(y)) linearise W en 4 pinceaux de 
droites de C2 dont les sommets [l, 0, 01, [0, 1, 01, [l, l,O] et Cl, ko, 0] sont alignes (on 
a X,(4,) =X,(4,) et X4(&) = koX4(c$,)). De plus, on peut supposer que 
q - $ + x3(F3) = 0 et que l’on a k,,cp - $ + p4(F4) = 0; en effet, b, = k,cp’(x)/$‘(y) en- 
traPne que l’on a X4(kocp - t,h) = 0. Ce qui montre que l’espace vectoriel des relations 
abeliennes S? de T$‘” admet la base suivante: 
1 
($9 - V, xi, 0) 
(k, cp’, - ICI’, 0, A) 
(k,(k, - l)w’, (1 - k,)lCI$‘, kOw;, - ~4dd 
puisque I’on sait que dans tous les cas on a rgW I 3. 
Gas 2. Par exemple (1 2 3) n’est pas engendre par (1 3 4) et (2 3 4), et il y a deux 
situations possibles: 
(a) (1 2 4) est engendre par (1 3 4) et (2 3 4); dans ce cas, quitte a multiplier par des 
constantes convenables les relations abeliennes prbcedentes, & admet la base suivante: 
(P.) 
1 
(Q(X), 0, ES(F3), ~4F4)) 
(0, PI(Y)> B3(F3), P4F4)) 
(P'(X) - $‘(Y), X;(F,), 0) 
avec a3(F3) + /13(F3) = 0. 
(b) (1 2 4) nest pas engendre par (1 3 4) et (2 3 4); dans ce cas, quitte a multiplier par des 
constantes convenables les relations abeliennes preddentes, d admet une base du mCme 
type que (P.), mais avec 
C13F3)+ P3F3)+ XW3) =a 
Dans le cas 2, (a) ou (b), on verifie que 4 = -V’(X) V(Y) - 
a,(x)’ MY) > 
linearise W en 4 pinceaux de 
droites de @’ dont les sommets ont [l, 0, 01, [0, 1, 01, [0, 0, l] et [l, 1, 0] pour (a) (resp. 
[l, 1, l] pour (b)); en effet, d’apres ce qui precede les 4 points 
C~lW~O~ 4n'Wl, COYB2(y), - $'(Y)I, CC~~(F~),P~(F~),X;(F~)I et C~4(F4),P4(F4),01 
de P2 engendrent une droite de IFp2, ce qui par dualid donne 4 (cette remarque n’est qu’un 
cas particulier de la construction de l’application de Poincare (cf. [6] et ci-dessous)). 
Pour resumer ce qui precede, on a rgV = 3 et les trois lintarisations possibles: 
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\ 1 3 2 4 44 j 1 3 2 (a) 
C&l 
41c 
v 
2 
cas2 
Enfin l’on montre comment l’interprttation geomttrique du thtoreme general de 
linearisation du 52 pet-met de “comprendre”, via l’application de Poincare, le rtsultat 
classique suivant: 
tout 4-&u W de (C’, 0) dont le rang est maximal (i.e. rgW = 3) est lintarisable. 
Soit W un d-tissu de (C’, 0) dont les courbes inttgrales sont Fi = cste, quitte a faire un 
changement lintaire des coordonnees, on peut supposer que a,(Fi)(O) z 0 pour 1 I i I d. 
A toute solution (B,, B1, B2, B3) du systeme differentiel non lineaire (*) du $2, on peut 
associer un isomorphisme local 4: (C2, 0) -+ (P2, 4(O)) qui linearise W-; il suffit d’apres le 
theoreme 1 du $2 de poser 4 = [CD,, 02, 0~1 06 (w,, 02, 03) est une base des solutions du 
systeme differentiel lintaire (1) du $1 determine par les Bk. Inversement, si 4 = [ol, 02, w3] 
lintarise W, les expressions qui precedent les formules (3) du $1 dtterminent les Bk pour 
OSkI3. 
On notera que si 4 = [o,, w2, 03] h&arise W, il existe d relations duns C{x, y} de la 
forme suivante: 
(4 w,cQ(F~) + ~2/3i(Fi) + 03yi(Fi) = 0 pour 1 I i I d 
Od les cli, pi et yi sont analytiques. 
Si maintenant W est un 4-tissu de (C2, 0) de rang 3, toute base relations 
de W: 
abeliennes 
permet de definir (essentiellement parce que le rang de W est maximal) 4 germes 
d’applications Zi: (Cc’, 0) + (P2, Zi(0)) de rang 1 et telles que Zi(0) # Zj(0) en posant 
Zi = C@i(Fih PitFih YitFi)l. 
On a cF= 1 ZidFi = 0 qui montre qu’au voisinage de 0 E C2, les 4 points Zi(X, y) engendrent 
une droite P’(x, y) = {Zi(X, y)} de P2. 
On obtient ainsi un germe d‘application 
F: (C2, 0) --, (P2, F(0)) od F(x, y) = P’(x, y) 
appelee “application” de Poincard de W; on verifie, grace a l’hypothese de position generale, 
que F est un isomorphisme; ce qui montre que F linkarise W si, designe le produit scalaire 
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dans c3 on a F(x, y).Zi(X, y) = 0 pour 1 I i I 4 ce qui correspond aux relations (d = 4) 
ci-dessus! 
Autrement dit, les relations abeliennes d’un 4-tissu W de (a=*, 0) dont le rang est 
maximal permettent de “resoudre geomttriquement”, via l’application de Poincare de W, le 
systeme differentiel non lineaire (*) du 92 associe a W. 
Remarque 3. Les Zi dtfinissent 4 germes de courbes analytiques lisses (Ci, Zi(0)) dans P2 
qui sont transverses a la droite P’(0) en 4 points distincts Zi(O). La relation I:= 1 ZidFi = 0 
permet de construire une relation abelienne d’algtbrisation IF= 1 gi(Fi)dFi = 0 od 
gi(Fi) # 0 pour 1 I i I 4, et d’apres le thboreme de Lie-Darboux-Griffiths (cf. [S], p. 367) il 
existe une courbe algebrique C c P* de degrt 4 (non necessairement irrtductible et 
Cventuellement singuliere) contenant les germes (Ci, Zi(O)). 
Z(0) 1”--_, 1 
( \ c 
z* (0) x2 k \ > ccPJz _JG$ / .I \ 5 \ z4 (0) \ x--_ \ C4 
’ (0) ’ cr,Y) 
Autrement dit, l’application de Poincare F transforme ?T en le 4- tissu Maire ~2’~ de p2 
associt h la courbe C de P’; par dualitl, si aucune des composantes irreductibles de C est une 
droite projective de P2, alors _Yc est constitd par les tangentes a la courbe duale c c @*, 
de C; sinon toute composante irrtductible de C qui est une droite projective D de P2 
correspond a la famille de _Yc constituee par le pinceau de droites de P* dont le sommet est 
le point fi de P2. 
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