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Abstract
We present low-rank methods for event detection. We assume that
normal observation come from a low-rank subspace, prior to being cor-
rupted by a uniformly distributed noise. Correspondingly, we aim at
recovering a representation of the subspace, and perform event detection
by running point-to-subspace distance query in `∞, for each incoming
observation. In particular, we use a variant of matrix completion under
interval uncertainty on a suitable flattening M ∈ Rm×n of the input data
to obtain a low-rank model M ≈ L × R, L ∈ Rm×r, R ∈ Rr×n, r  m.
On-line, we compute the distance of each incoming x ∈ Rn to the space
spanned by R. For the distance computation, we present a constant-time
algorithm with a one-sided error bounded by a function of the number of
coordinates employed. Our experimental evaluation illustrates the benefit
of the approach proposed.
1 Introduction
With the rise of Smart Cities and the Internet of Things more generally, many
cities have been instrumented with a large number of sensors capable of capturing
important statistics, such us volumes of traffic and average speeds of cars passing
through urban intersections. Although the information from each of the sensors
can be useful in isolation (e.g., maintaining statistics about traffic, pollution, bus
speeds, etc.), the combination of the information across multiple sensor types
could provide more value. However, processing heterogeneous sensors data poses
several challenges. One of the main challenges is dealing with the velocity and,
when accumulated, volume of the data. A city can have thousands of sensors
sampling at kHz rates. For example, in a network of 10, 000 sensors, sampling
with 1 byte resolution at 1 kHz, one obtains close to 311 TB of data per year
that needs to be analyzed to estimate what is normal. The second challenge
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involves detecting an event in real-time. An automated event detection is useful
in cases that the event is detected within seconds after it occurs, such as when a
road is completely blocked, before people start venting their frustration on social
media or dialing their phones. Another common challenge are missing values
and failures of sensors. It is very common for sensors to stop working or start
reporting wrong values (e.g., negative car flow). Finally, there is measurement
noise.
To overcome these challenges, we propose novel low-rank methods for event
detection. Throughout, we consider uniformly distributed noise, but let us
present the model first in the noise-free case. There, events correspond to points
lying outside a certain subspace. To estimate the sub-space, we flatten the
input data to a matrix and apply state-of-the-art low-rank matrix-factorization
techniques. In particular, we factorize the original matrix into two smaller
matrices, whose product approximates the original matrix. Subsequently, we
develop a point-in-subspace membership test capable of detecting whether new
samples are within the subspace spanned by the columns of one of the factors
(smaller matrices). An affirmative answer is interpreted as an indication that the
samples from the sensors present normal behaviour. In the case of a negative
answer, a point-to-subspace distance query can estimate the extent of abnormality
of an event. To our knowledge, this is the first application of these techniques in
event detection.
Our contributions are:
• a general framework for representing what is an event and what is a
non-event, considering heterogeneous data, which are possibly not sampled
uniformly, with missing values and measurement errors, based on matrix
factorization,
• A novel randomized event detection technique, implemented via a point-
to-subspace distance query, with approximation guarantees,
• an experimental evaluation showing that a year of history from thousands
of sensors is possible to process in minutes to answer point-to-subspace
distance queries in milliseconds.
2 A Model For Events
Our goal in this paper is to build a model of what is a non-event across many time-
series, possibly with non-uniform sampling across the time series, missing values,
and measurement errors present in the values. For example, one could consider
applications in urban traffic management, where the number of vehicles passing
over induction loops are measured, but often prove to be noisy, with the reliability
of the induction loops and the related communication infrastructure limited.
Subsequently, we aim at an on-line event detection mechanism, which would
be able to decide whether multiple fragments of multiple incoming time-series
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Figure 1: A schematic illustration of the model.
present an event (abnormal behaviour) or not. In urban traffic management, for
example, one aims at detecting a road accident, based on the evolution of the
traffic volumes across a network of induction loops. Notice that an accident will
manifest itself by some readings being low, due to roads being blocked, while
other readings being high, due to re-routing, while no induction loop has to have
its readings more than a standard deviation away from the long-run average,
which renders uni-variate methods difficult to use. Such monitoring problems
are central to many Internet-of-Things applications.
Our model is based on the observation that there is a daily recurrent pattern
in time series across many applications. Consider, for example, the volume of
vehicles travelling over a road segment when computing the daily variation of
demand for transportation, the current injected into a branch of a power system
in the case of electric power, or the flow through a pipe in the case of a water
system. These follow a bi-modal pattern with morning and evening peak. This
pattern can be exploited by storing each day worth of data as a row in a matrix,
possibly with many missing values. For multiple time-series, we obtain multiple
partial matrices, or a partial tensor. These can be flattened by concatenating the
matrices row-wise to obtain one large matrix, as suggested in Figure 1. For D
days discretised to T periods each, with up to S sensors available, the flattened
matrix M is in dimension n = TS and has m = D rows.
Considering this flattened representation, it is natural to assume that each
new day looks like a linear combination of r prototypical days, or rows in the
flattened matrix in dimension m  r. Formally, we assume that there exists
R ∈ Rr×n, such that our observations x ∈ Rn are
x = cR+ U(−∆,∆), (1)
possibly with many values missing, for some coefficients c ∈ Rr weighing the r
vectors {e1, e2, . . . , er} row-wise in R, with uniformly-distributed noise U between
−∆ and ∆.
We compute matrix R, using low-rank approximation of the flattened ma-
trix with an explicit consideration of the uniformly-distributed error in the
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measurements Mij for (i, j) ∈ M . Considering the interval uncertainty set
[Mij −∆,Mij + ∆] around each observation, this can be seen as matrix com-
pletion with element-wise lower bounds XLij := Mij − ∆ for (i, j) ∈ M and
element-wise upper bounds XUij := Mij + ∆ for (i, j) ∈M . (Henceforth we use
calligraphic L for bounds from below and U for bounds from above.) To formalise
the factorisation M ≈ LR, let Li: and R:j be the i-th row and j-th column
of L and R, respectively. With Frobenius-norm regularisation, the completion
problem we solve is:
min
L∈Rm×r, R∈Rr×n
fL(L,R) + fU (L,R) + µ2 ‖L‖2F + µ2 ‖R‖2F (2)
where
fL(L,R) := 12
∑
(ij)∈L(X
L
ij − Li:R:j)2+, (3)
fU (L,R) := 12
∑
(ij)∈U (Li:R:j −XUij)2+, (4)
where ξ+ = max{0, ξ}. Notice that this is a smooth, non-convex problem, whose
special case of ∆ = 0 is NP-hard [29, 16].
Considering the factorization LR, where L ∈ Rm×r and R ∈ Rr×n obtained
above (6), given an incoming x ∈ Rn, the maximum likelihood estimate cˆ ∈ Rr
of c in (1) is precisely the point minimizing |x|∞:
min
cˆ∈Rr
max
i
|xi − (cˆR)i| (5)
whenever cˆ ≤ ∆. We refer to Section 7.1.1 of [5] for a discussion. In a linear
program corresponding to (5), we consider a subset of coordinates of Rn and
prove a bound on the one-sided error when using the subset. This is the first
use of a point-to-subspace query in `∞ in event detection.
3 The Algorithms
In this section, we present the algorithms that we use with the above model. As
outlined above, two algorithms are needed for the two problems. The first one
is an inequality-constrained matrix completion algorithm, which estimates the
low-rank approximation of the input matrix. In our experiments, this algorithm
is run in an off-line fashion. The second algorithm is the point-to-subspace
proximity query. As an input, it uses the output of the inequality-constrained
matrix completion algorithm and it is able to predict if a new coming time series
vector presents normal or abnormal behavior. The second algorithm is run in an
on-line fashion. We describe the two algorithms in turn.
3.1 Matrix completion under interval uncertainty
The matrix completion under interval uncertainty can be seen as a special
case of the inequality-constrained matrix completion of [25]:
min{f(L,R) : L ∈ Rm×r, R ∈ Rr×n}, (6)
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Input: E ,L,U , XE , XL, XU , rank r
Output: m× n matrix
1: choose L ∈ Rm×r and R ∈ Rr×n
2: for k = 0, 1, 2, . . . do
3: choose random subset Sˆrow ⊂ {1, . . . ,m}
4: for i ∈ Sˆrow in parallel do
5: choose rˆ ∈ {1, . . . , r} uniformly at random
6: compute δirˆ using formula (11)
7: update Lirˆ ← Lirˆ + δirˆ
8: end for
9: choose random subset Sˆcolumn ⊂ {1, . . . , n}
10: for j ∈ Sˆcolumn in parallel do
11: choose rˆ ∈ {1, . . . , r} uniformly at random
12: compute δrˆj using (12)
13: update Rrˆj ← Rrˆj + δrˆj
14: end for
15: end for
16: return LR
Algorithm 1: MACO: Matrix Completion via Alternating Parallel Coordinate
Descent of [25]
where
f(L,R) := fE(L,R) + fL(L,R) + fU (L,R) (7)
+ µ2 ‖L‖2F + µ2 ‖R‖2F
fE(L,R) := 12
∑
(ij)∈E(Li:R:j −XEij)2, (8)
fL(L,R) := 12
∑
(ij)∈L(X
L
ij − Li:R:j)2+, (9)
fU (L,R) := 12
∑
(ij)∈U (Li:R:j −XUij)2+, (10)
where for (i, j) ∈ U we have an element-wise upper bound XUij , for (i, j) ∈ L we
have an element-wise lower bound XLij , for (i, j) ∈ E we know the exact value
XLij , and ξ+ = max{0, ξ}.
A popular heuristic for matrix completion considers a product of two matrices,
X = LR, where L ∈ Rm×r and R ∈ Rr×n, obtaining X = LR of rank at most
r, cf. [35]. In particular, we use a variant of the alternating parallel coordinate
descent method for matrix completion introduced by [25] under the name of
“MACO”, summarized in Algorithm 1. It is based on the observation that while
f is not convex jointly in (L,R), it is convex in L for fixed R and in L for fixed
R. In Steps 3–8 of the algorithm, we fix R, choose random rˆ and a random
set Sˆrow of rows of L, and update, in parallel, for i ∈ Sˆrow: Lirˆ ← Lirˆ + δirˆ.
Following [25], we use
δirˆ := −〈∇Lf(L,R), Eirˆ〉/Wirˆ, (11)
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Input: L ∈ Rr×n, x ∈ Rn, s,∆ ∈ R
Output: true/false
1: choose S ⊂ {1, . . . , n}, |S| = s, uniformly at random
2: initialise a linear program P in variable v ∈ Rs
3: for i ∈ S do
4: add constraint xi − (projS(L)v)i ≤ ∆
5: add constraint xi − (projS(L)v)i ≥ −∆
6: end for
7: if ∃v ∈ Rs such that the constraints are satisfied then
8: return true
9: else
10: return false
11: end if
Algorithm 2: Randomised point-in-subspace membership
where the computation of 〈∇Lf(L,R), Erˆj〉 can be simplified considerably, as
explained in [25]. In Steps 9–14, we fix L, choose random rˆ and a random set
Sˆcolumn of columns of R, and update, in parallel for j ∈ Sˆcolumn: Rrˆj ← Rrˆj+δrˆj .
δrˆj := −〈∇Rf(L,R), Erˆj〉/Vrˆj , (12)
where the computation of 〈∇Rf(L,R), Erˆj〉 can, again, be simplified as suggested
in Figure ??.
We should also like to comment on the choice of ∆ and . A sensible approach
seems to be based on cross-validation: out of the historical data (or out of L),
one can pick one row, and compute the ∆ needed. The maximum of ∆ for any
row seems to be a good choice. We refer to [25] for a discussion of the choice of
the parameter µ > 0.
3.2 Point-to-subspace queries in `∞
As suggested previously, instead of computing the distance of an incoming
time-series to each one of those already available per-day time-series, classified as
event or non-event, we consider a point-to-subspace query in the infinity norm:
min
cˆ∈Rr
max
i
|xi − (cˆR)i|, (13)
and specifically the test whether the distance (13) is less than or equal to ∆. As
we described in section 2 for uniform noise `∞ gives the maximum likelihood
estimate. The infinity-norm is sometimes seen as difficult to work with, due of
the lack of differentiability. However note, that it (13) can be recast as a test of
feasibility of a linear programming problem:
min
cˆ∈Rr
1 s.t. xi − (cˆR)i ≤ ∆, (14)
(cˆR)i − xi ≤ ∆. (15)
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Alternatively, this is an intersection of hyperplanes, or a hyper-plane arrangement.
As we will show in the following section, this geometric intuition is useful in the
analysis of the algorithms.
In Algorithm 2 we present a test, which considers only a subset S, |S|  n of
coordinates, picked uniformly at random. As we show in the following section,
this test has only a modest one-sided error.
4 An Analysis
Before we present the main result, let us remark on the convergence properties and
run-time of both Algorithm 1 and Algorithm 2. Algorithm 1 has been proposed
by [25]. They present a convergence result, which states that the method
is monotonic and, with probability 1, limk→∞ inf ‖∇Lf(L(k), R(k))‖ = 0, and
limk→∞ inf ‖∇Rf(L(k), R(k))‖ = 0. This applies in our case as well. One could
provide a more refined analysis under some assumptions on the initialization
[21].
Our main analytical result concerns the statistical performance of the point-
to-subspace query. Informally, the randomized point-to-subspace distance query
in Algorithm 2 has one-sided error: If the distance between the vector x and
span(R) is no more than ∆ in `∞, we never report otherwise. If however, the
distance actually is more than ∆ in `∞, considering only a subset S of coordinates
may ignore a coordinate where the distance is larger, and hence mis-report that
the vector is within distance ∆ in `∞, with a certain probability, depending on
the number of constraints that are actually violated. For example, to achieve
the one-sided error of  with probability of 1/3 or less, this test needs to solve
a linear program in dimension O( r log r log
r log r
 ). Notice that this bound is
independent of the “ambient” dimension n.
Formally:
Theorem 1. (i) When the distance (13) is D ≤ ∆, Algorithm 2 never reports
the point is outside the sub-space. (ii) When the distance (13) is D > ∆, because
there are n coordinates i such that for all cˆ, there is |xi − (cˆR)i| ≥ ∆, then for
any δ ∈ (0, 1), when Algorithm 2 considers s coordinates
O
(
1

log
1
δ
+
r log r

log
r log r

)
sampled independently uniformly at random, the point is inside the subspace with
probability 1− δ.
Proof. (Sketch) To see (i), consider the linear program constructed in Algorithm
2 and notice that its constraints are a subset of those in (14). If (14) is feasible,
then any subset of constraints will be feasible. To see (ii), we use standard tools
from computational geometry. In particular, we show that a certain set related
to the polyhedron of feasible x, which is known as range space, has a small
Vapnik-Chervonenkis (VC) dimension d. Subsequently, we apply the celebrated
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result of [18], which states that for any range space of VC dimension d and
, δ ∈ (0, 1), if
O
(
1

log
1
δ
+
d

log
d

)
coordinates are sampled independently, we obtain an -net with probability at
least 1− δ. We refer to Appendix A for the details.
Next, let us consider the run-time of Algorithm 2, which is dominated by the
feasibility test of a linear program P in Line 7. Using standard interior-point
methods [14], if there is a feasible solution to the linear program P , an -accurate
approximation to the can be obtained in O(
√
s ln(1/)) iterations, wherein a
each iteration amounts to solving a linear system. This yields an upper bound
on the run-time of
O
(
r3.5 log3.5 r
3.5
log3.5
r

)
,
which could be improved considerably, by exploiting the sparsity in the linear
program’s constraint matrix. The same iterations make it possible to detect
infeasibility using the arguments of [22], although the homogeneous self-dual
approach of [42] with a somewhat worse iteration complexity may be preferable in
practice. Either way, a solver-generator [27, 26] allows for excellent performance.
Alternatively, however, one may consider:
Theorem 2. There is an algorithm that can pre-process a sample of s coordinates
such that the point-in-subspace membership query can be answered in time O(log s)
in the worst case. The expected run-time of the pre-processing is O(sr+),  ≥ 0,
where the expectation is with respect to the random behaviour of the algorithm,
and remains valid for any input.
Proof. (Sketch) Notice that one can replace the test of feasibility of a linear
program P with a point-location problem in a hyperplane arrangement. We
refer to [10, 34] for a very good introduction to hyperplane arrangements, but
to provide an elementary intuition: An alternative geometric view of Algorithm
2 is that we have a subspace P ⊆ Rs, initialise it to P = Rs in Line 2, and then
intersect it with hyperplanes on Lines 4–5. Equally well, one may consider a
hyper-plane arrangement P , initialise it to an empty set in Line 2, and then add
hyperplanes on Lines 4–5. Our goal is not to optimise a linear function over P ,
but rather to decide whether there exists a point within P , the intersection of
the hyperplanes, which corresponds to one cell of the arrangement. The actual
result follows from the work of [8, 9] on hyperplane arrangements.
While we do not necessarily advocate the use of the algorithm of [9] in “pedes-
trian” applications, there may be large-scale use cases, where the asymptotics
do matter and the sampling of the coordinates may be reused.
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5 Experimental evaluation
In order to evaluate our approach, we have implemented both algorithms
from scratch in Python, using Numpy [36] for numerical linear algebra and
multiprocess for parallel processing.
The experiments were executed on a standard PC equipped with an Intel
i7-7820X CPU and 64 GB of RAM.
5.1 The Data
In our experiments, we have started with traffic-monitoring data collected at
intersections in Dublin, Ireland, between January 1 and November 30, 2017.
Therein, each time series is obtained by one induction loop at an approach to
an intersection, with sensors at stop-lines and irregular intervals from stop-lines.
Overall, our data contains readings from 3432 such sensors, distributed across
the city.
In order to use a realistic data set, reflecting the asynchronous operations
of the system, we record the samples as they arrive asynchronously and do
not impute any missing values. In particular, each intersection operates asyn-
chronously, with all pre-defined phases changing, in turn, within a cycle time
varying between 50 and 120 seconds both across the intersections and over time.
Whenever an intersection’s cycle time finishes, we record the flow over the cycle
time. Within any given time period, e.g., 2 minutes, we receive vehicle count
data from only a fraction of the sensors. For each day, we consider data between
7 a.m. and 10 p.m., which are of particular interest to traffic operators.
5.2 The Results
As described above, the data for our experiments are from 3432 sensors distributed
across Dublin, Ireland, as recorded between January and November 2017 at 2
minute intervals, if available. In the flattened matrix X ∈ R304,299430, there were
38767895 zeros out of the 91026720 elements, representing 42% sparsity. This is
due to a large part to the asynchronicity of the sensor readings, and to a lesser
part due to sensor failures. In order to evaluate our approach, we have created
several matrices from X; one similar to matrix X with a small amount of noise
to represent normal behaviour and further matrices with more noise to represent
events. Specifically, using rows of matrix X, we have created matrices Y and G in
the following way. First, we have generated 1000 random scalars uniformly over
[0, 2] and we multiplied these scalars with rows sampled uniformly at random
from matrix X (with repetition). This way, we have obtained 1200 new non-event
time series, each of which was perturbed by independently identically uniformly
distributed noise on [−0.8∆, 0.8∆]. This way, we obtain matrix Y ∈ R1200×299430
representing normal behaviour. In order to validate the event detection, we
have also added Gaussian noise to 200 rows of matrix Y sampled uniformly at
random, with the mean µ = 5, 15, 25, 35 of the Gaussian noise in four variants of
G ∈ R200×299430. Figure 1 illustrates the remainder of the process.
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Figure 2: 2(b) The frequencies of the values reported from sensors, with and
without additional Gaussian noise. 2(b) An illustration of the mean and standard
deviation of the historical flow data at all available sensors (grey), plus the mean
values for events (yellow for µ = 5, red for µ = 35) and non-events (green) at
the same sensors.
We have trained our model using the first 1000 rows of matrix Y and we left
the last 200 as ground truth for testing. We have evaluated our model using
the last 200 entries of matrix Y and the 200 entries of matrix G with respect to
recall, precision, and the so called F1 score, which is a harmonic mean of the
former two measures.
Figure 3(b) presents a trade-off between time required for training and recon-
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Figure 3: 3(a) A sample evolution of the reconstruction error (RMSE) over
time for r = 10. 3(b) Training time until improvement in the error falls below
10−4 and reconstruction error, both plotted as a function of dimension r. Notice
that the approach seems rather robust to the choice of r.
struction error in the choice of the dimension r. Notice that the reconstruction
error is the usual extension of root mean square error to matrices, i.e., the Frobe-
nius norm of the difference between matrix Y and LR. It is clear that increasing
dimension value above 10 leads to marginal improvements in the reconstruction
error, but increasing it above 40 leads to a sharp increase in training time. We
chose r = 10 for our experiments. Figure 2(a) compares the readings of sensors
from the non-event matrix Y with events in G, while omitting zeros. We can
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observe that G with µ = 5 is hard to distinguish from Y . Figure 2(b) presents
the distribution of the values of the samples used for training: the average values
of normal samples we used as input plotted in green and the average values of
the samples of events (i.e., sets with all Gaussian Noise mean values we used)
plotted in red and yellow. We can observe that all supports of the distributions
overlap, and especially in the case of µ = 5 are very hard to distinguish.
In order to evaluate the performance of our subspace proximity tester, we
have measured recall, precision and F1-score using different values of ∆ on
the 4 matrices G. Figures 4(a),4(b), 4(c) and 4 present the evolution of recall,
precision and F1-score as a function of ∆ for 4 different values of µ. We ran
the experiment 5 times and present the mean. As can be observed, for small
values of ∆, precision is high, while recall is low across all four G. This is the
case, because small values of ∆ lead to infeasibility of the LP. As we increase
∆, we observe that our approach identifies more of the input as Normal. On
G matrices with µ = 15, 25, 35, we can observe that values ∆ > 20 lead to the
perfect performance with F1-Score of 1.0. We can also observe that for noise
of a lesser magnitude (µ = 5), the subspace proximity tester is able to identify
samples from G with maximum F1-score of 0.7. By increasing ∆ beyond this
value, precision falls to 50%, which is due to the fact that too many input
samples are classified as non-event. This behaviour is to be expected, because by
increasing the value of ∆, we are “relaxing” the constrains of the linear program,
which in turns leads to the non-event outcome being more common.
Finally, we note that in order to classify a new sample of dimensions
R(1×299430), our subspace proximity tester requires approximately ∼ 0.009 sec-
onds for subset of cardinality s = log r log (r/e) to obtain e = 0.1. We note
that this does not use the algorithm of [9], and hence can be improved by many
orders of magnitude, if needed.
6 Related work
Our particular method builds upon a rich history of research in low-rank matrix
completion. There, [12] suggested to replace the rank with the nuclear norm
in the objective. The corresponding use of semidefinite programming (SDP)
has been very successful in theory [6], while augmented Lagrangian methods
[19, 23, 31, 39] and alternating least squares (ALS) algorithms [33, 30] have been
widely used in practice [33, 30, 28, 3, 15]. As it turns out [21, 20], they also
allow for perfect recovery in some settings. Matrix completion has a number
of applications in statistics, incl. functional data analysis [11]. The inequality-
constrained variant of matrix completion, which we employ, has been introduced
by [25]. The randomised subspace proximity testers are novel, as far as we can
tell.
There is much related work in change-point and event detection. Since the
work of Lorden [24], there has been much work on change-point detection in
univariate time-series. See [2] for a book-length treatment. There are much
fewer papers on the multi-variate problem [40, 1, 7, 43, 38] and fewer still, which
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allow for the coping with missing data [40, 32]. From those, we differ in our
assumptions (uniform noise) and the focus on efficient algorithms for the test.
In terms of the related work in urban traffic management, [41] propose a
method for detecting traffic events that have impact on the road traffic conditions
by extending the Bayesian Robust Principal Component Analysis. They create a
sparse structure composed of multiple traffic data-streams (e.g., traffic flow and
road occupancy) and use it to localise traffic events in space and time. The data
streams are subsequently processed so that with little computational cost they
are able to detect events in an on-line and real-time fashion. [4] analyse road
traffic accidents based on their severity using a space-time multivariate Bayesian
model. They include both multivariate spatially structured and unstructured
effects, as well a temporal component, to capture the dependencies between the
severity and time effects, within a Bayesian hierarchical formulation.
7 Conclusions
We have presented a novel approach to event detection in high-dimensional data.
The estimation of the normal subspace have been shown to scale to settings
with tens of millions of observations across thousands of time series, while the
event-or-not query allows for near-real-time response.
Due to the use of matrix-completion techniques in the training, as well the
use of as a subset of coordinates in the point-to-subspace distance query, our
approach is robust to missing values in the training data, and hence to sensor
failures, clock failures, non-uniform sampling, and asynchronous operations,
more generally. The particular matrix-completion algorithm we employ is robust
to uniformly distributed noise, and the use of the particular point-to-subspace
query is optimal when uniformly distributed noise is present, which makes the
approach robust to measurement errors. Due to the non-parametric nature of
the tester the approach, tuning is limited to the amount of measurement error
expected and the rank of the low-rank approximation. In our experimental
evaluation, we have tested the ability of the proposed algorithms to identify
samples with abnormal behavior, even when the input samples were very hard
to distinguish from normal data for a human person or simple approaches.
We envision this approach may have wide-ranging applications, wherever
asynchronous high-dimensional data streams are present. Outside of traffic
management, monitoring cloud computing facilities and electric power- and
water-distribution networks, are prime examples.
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Figure 4: Recall, precision and F1-score as a function of ∆. For noise of large-
enough magnitude (mu = 25, µ = 35), one can obtain F1 score of 1 for a modest
range of ∆.
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A Proof of the Main Theorem
As suggested earlier, our goal is to prove Theorem 1, which we restate here for
convenience:
Theorem. (i) When the distance (13) is D ≤ ∆, Algorithm 2 never reports the
point is outside the sub-space. (ii) When the distance (13) is D > ∆, because
there are n coordinates i such that for all cˆ, there is |xi − (cˆR)i| ≥ ∆, then for
any δ ∈ (0, 1), when Algorithm 2 considers s coordinates
O
(
1

log
1
δ
+
r log r

log
r log r

)
sampled independently uniformly at random, the point is inside the subspace with
probability 1− δ.
To see (i), consider the linear program constructed in Algorithm 2 and notice
that its constraints are a subset of those in (14). If (14) is feasible, then any
subset of constraints will be feasible.
To see (ii), we show that a set related to the polyhedron of feasible x has
a small Vapnik-Chervonenkis (VC) dimension and apply classical results from
discrete geometry. In particular, we proceed in four steps:
1. denote by S1 the range space for all possible constraints added in Line 4
and by S2 the range space for all possible constraints added in Line 5.
2. The VC dimension of each of S1,S2 is at most r + 1.
3. The VC dimension of S1 ∪ S2 is O(r log r).
4. Subsequently, we apply the celebrated result:
Theorem 3 ([17, 18, 8, 9]). Let (X ,R) be a range space of Vapnik-Chervonenkis
dimension d. Let , δ ∈ (0, 1). If S is a set of
O
(
1

log
1
δ
+
d

log
d

)
points sampled independently from a finite subset of X , then S is an -net for
the finite subset with probability at least 1− δ.
To develop these ideas formally, let us reiterate the usual definitions of
discrete geometry using the notation of [37] and [18], which partly overlaps with
the notation used in the paper. We use calligraphic fonts in this appendix to
distinguish S of the main body of the paper from S of the appendix, etc.
Definition 4 (Range space of [37]). A range space S is a pair (X ,R), where X
is a set and R is a family of subsets of X , R ⊆ 2X . Members of X are called
elements or points of S and members of R are called ranges of S. S is finite if
X is finite.
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Notice that the range space is a (possibly infinite) hypergraph.
Definition 5 (Shattering of [37]). Let S = (X ,R) be a range space and let
A ⊂ X be a finite set. Then ΠR(A) denotes the set of all subsets of A that can
be obtained by intersecting A with a range of S. If ΠR(A) = 2A, we say that A
is shattered by R.
Definition 6 (Dimension of [37]). The Vapnik-Chervonenkis dimension of S is
the smallest integer d such that no A ⊂ X of cardinality d+ 1 is shattered by R.
If no such d exists, we say the dimension of S is infinite.
Definition 7 (-net of [17]). An -net of a finite subset of points P ⊆ X is a
subset N ⊆ P such that any range ∇ ∈ R with |∇ ∩ P | ≥ |P | has a non-empty
intersection with N .
Step 1. The range spaces S1 and S2 will share the same set of points, namely
[n] := 1, 2, . . . , n, and feature very similar ranges: S1 will feature the hyperplanes
xi− (cˆR)i ≤ ∆ corresponding to the first set of constraints in the LP (14), while
S2 will feature the hyperplanes (cˆR)i − xi ≤ ∆. We keep them separate, so as
to allow for the hyperplanes to be in a generic position.
Alternatively, one could construct a single range space, with the same set of
points and ranges given by the subspaces given by the intersections of xi−(cˆR)i ≤
∆ and (cˆR)i − xi ≤ ∆ for i ∈ [n]. This would, however, complicate the analysis,
somewhat.
Step 2. The VC dimension of each of S1,S2 is at most r+ 1. For range spaces,
where the ranges are hyper-planes, this is a standard result. We refer to Section
15.5.1 of [13] for a very elegant proof using Radon’s theorem. Notice that r
would suffice, if there were no vertical hyperplanes.
Step 3. The VC dimension of S1∪S2 is O(r log r). This follows by the counting
of the possible ranges and Sauer-Shelah lemma, a standard result. We refer to
Lemma 15.6 in [13].
Step 4. The intuition is that if there is a large-enough subset, a large-enough
random sample will intersect with it. The surprising part of Theorem 3 on
the existence of -nets is that the bound of the large-enough does not depend
on the number of points of the ground set, but only on the VC dimension
established above. In particular, we sample coordinates S, |S| = s in Line 1.
This corresponds to sampling from X in S1 ∪ S2. Because we assume there are
n coordinates i such that such that for all cˆ, there is |xi − (cˆR)i| ≥ ∆, an -net
will intersect these by Theorem 3.
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