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Chapter 1
Introduction
1.1 Motivation
Competition and macroeconomic changes stimulate hoteliers to find ways to improve busi-
nesses. Hotel Revenue Management (HRM) techniques evolve and their beneficial results
attract more and more hotel owners. Solutions of hotel revenue management approaches
support managers in decision-making and increase revenues, see, for example, Bandalouski
et al. (2015).
There are several popular definitions of the revenue management in the hotel terminology,
see Bandalouski et al. (2014). Haddad et al. (2008) define revenue management as a tool that
correlates supply of rooms with demand and maximizes income of a hotel by dividing its
customers into different categories based on their booking choices and the current capacity of
the hotel. Kimes and Wirtz (2003) define the term as employment of the information systems
and pricing strategies, which match orders with the corresponding free rooms over time.
Jauncey et al. (1995) consider revenue management as an integrated, continuous, systematic
approach for maximizing the income coming from the sale of rooms with variable prices,
based on the forecasted demand. Donaghy et al. (1995) follow approximately the same
concept, but also stress the importance of the market segmentation. They define revenue
management as a method of maximizing the revenue, which increases the net income of a
hotel through the correlation of the predicted number of available rooms with the predefined
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segments of the market at an optimal price. Jones and Hamilton (1992) argue that the revenue
management tries to maximize the room price when the demand exceeds the supply, and to
maximize the hotel capacity when the supply exceeds the demand, without falling in price
below the average cost. All the definitions point to the ability of the revenue management to
increase the income of a company without a direct control of costs. The essence of common
definitions is that the HRM is a tool to increase the income of a hotel by making appropriate
room prices and hotel capacity decisions.
Revenue management and dynamic pricing are the most popular intelligent decision
tools to increase profitability of various businesses, see Bandalouski et al. (2014). They first
appeared in the passenger air service in the late 1970’s. Their advantages were fully revealed
by American Airlines in 1985. There, the result of the first year of deployment of the revenue
management approaches led to the income increase by more than 14% and profit increase
by 48%, see Nguyen (2013). In the 1990’s, the hotel business has begun to adopt passenger
air service experience of revenue management by adjusting its principles, models and tools
for its own specificity. The implementation of the revenue management models in the hotel
business turned possible because hotel, transportation and other service businesses have the
following similar characteristics: 1) limited resources, such as rooms, passenger seats, rented
cars, entertainment tickets; 2) the products or services with a limited period of sale, whose
value deteriorates over time; 3) the ability to accept orders to be satisfied in the future; 4)
low per product or service costs and high fixed costs; 5) fluctuating demand for products or
services; 6) the ability to segment the market or customers, see Kimes (2004) and Casado
and Ferrer (2013). Many service companies possess these characteristics. That is why, in the
recent past, such companies which offer renting of convention centers, golf courses, cars,
traveling on cruise liners, as well as restaurants, shopping centers, etc., have begun to use
revenue management in their operations, see Maddah et al. (2010).
At present, theoretical knowledge, practical experience and application software are
well developed in the revenue management for airlines (McGill and van Ryzin (1999)).
Less attention is paid to the hospitality business. Researches in the latter area are rather
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fragmentary. There is a gap between the revenue management theory and its practice in
hotels.
There is an area in research of revenue management problems in which revenue optimiza-
tion is performed provided that the demand is given, it exceeds available resources and the
problem is to choose such demand requests that maximize revenue. Such a problem arises
in cottage or accommodation rental and hotel businesses. Landlords and real estate agents
collect booking requests during a certain period of time. In order to maximize revenue they
need to decide which booking request is to accept and which to reject. Hotel managers make
the same decisions due to periods of excessive demand, which occur during external events
or high season. Except accommodation rental business the problem arises in many decision
making situations such as assignment of transport devices to loading/unloading terminals in
ports, work planning of personnel in companies, bandwidth allocation of communications
channels, printed circuit board manufacturing, gene identification, and examining computer
memory structures. Keywords of this area research are “combinatorial auctions”, “interval
scheduling” and “cottage renting”.
Since the first practical success of the revenue management, an extensive research on this
subject has been conducted, see, for example, Kimes (2004), Bitran and Caldentey (2003),
Chiang et al. (2007), Elmaghraby and Keskinocak (2003), Weatherford and Bodily (1992).
Among existing literature reviews of revenue management in the hotel business, there are
some general systematizing studies (Kimes (2004), Jones and Hamilton (1992), Chiang et al.
(2007), Ivanov and Zhechev (2012)), as well as systematizing studies of the forecasting
component (Burger et al. (2001), Chen and Kachani (2007), Phumchusri and Mongkolkul
(2012)) and an optimization component (Bitran and Monschein (1995), Goldman et al.
(2002)).
Mission of the forecasting component of HRM approaches is to determine future demand
for the hotel rooms, see Bandalouski et al. (2014). The quality of approaches is highly
dependent on the forecast accuracy. Pölt (1998) calculated that, when using a revenue
management approach, reducing the forecast error by 20% leads to the 1% increase of the
income. Before setting a forecasting model, the following questions have to be answered:
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1) what to forecast; 2) which degree of aggregation of the forecasting objects to choose; 3)
to restrict or not to restrict the demand; 4) which historical period, called forecast base, to
use; 5) which forecasting horizon to choose; 6) which forecasting method to use; 7) which
accuracy is reasonable.
An optimization component of HRM approaches is intended to solve the problem of
maximizing the hotel revenue via identifying best prices or optimal allocation of limited
resources (seats in airplanes, rooms in hotels) or both of them. Taking into account different
types of rooms, price fares and durations of stay, this problem is not as simple as it seems.
Details of the optimization methods in the revenue management are given in Weatherford
(1998), McGill and van Ryzin (1999), Boyd and Bilegan (2003), Pak and Piersma (2002).
A rapid development of the information technologies, growth of the e-commerce and
the universal deployment of the Internet have led to the situation that, in the first decade of
the 21st century, the dynamic pricing tools have become an active component of the revenue
management approaches, see Feng and Gallego (1995), Dasu and Tong (2010), Anjos et al.
(2005) and Lin (2006). The main reasons for the increasing implementation of these tools
are the following: 1) digital data processing allows efficient collection and use of valuable
information about the demand and available inventory, prices of competitors, and processing
this information in real time; 2) costs of retyping price tags and informing customers about
the price changes have almost disappeared (Brynjolfsson and Smith (1999)), 3) customers
can easily follow the price changes.
Weatherford and Bodily (1992), McGill and van Ryzin (1999) provided general surveys
of the revenue management, including dynamic pricing as a part of it. Note that the term of
revenue management replaced the earlier concept of yield management, see Kimes (2004).
McGill and Van Ryzin mentioned the works of Gaimon (1988), Lau and Lau (1988) and
Weatherford (2001), where the price determination and the resource management problems
are combined. Gaimon attempted to consolidate price and capacity issues. Weatherford
considered the average value of a normally distributed demand as a linear function of the
price.
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Some researchers, for example, Boyd and Bilegan in Boyd and Bilegan (2003), tend to
separate dynamic pricing models from the revenue management models. However, they still
acknowledge their interrelation and similarity in certain cases such as the case of the one
room type.
1.2 Setting Problem P-Pricing
Analysis of the literature reveals that most studies on hotel revenue management concentrate
either on demand forecasting or on revenue optimization, subject to the given demand or its
probabilistic distribution, see recent review of Bandalouski et al. (2014). Researchers modify
existing forecasting methods and optimization models, invent new ones but rarely combine
them into a holistic practical revenue management approach. We suggest that studying a
combined problem and incorporating its solution into the real hotel revenue management
systems opens new theoretical problems, and fills the gap between theory and practice of the
hotel revenue management.
Consider such combined multi-product dynamic pricing problem for hotel revenue
management, which we denote as Problem P-Pricing. It is a dynamic and uncertain problem
of determining prices of rooms of different categories such that the total profit of room sales
based on the forecasted demand is maximized, assuming that the demand is price sensitive. A
typical example of a practical situation where Problem P-Pricing appears is the reservation of
hotel rooms via an Internet service, which immediately accepts a request if it can be satisfied.
Problem P-Pricing can be formulated as follows. There are rooms of several types and
uncertain demand of several categories, which specify room type, high or low season, time
before arrival, length of stay, etc. The demand is assumed to be price sensitive such that
fτ,c(pτ,c) = aτ,c− bc pτ,c, where, given category c and night τ , fτ,c is the corresponding
demand (number of occupied rooms of demand category c at night τ), pτ,c is the price, bc > 0
is the constant, called elasticity coefficient in the literature on demand-price relations, see
Houthakker and Taylor (1970), which show the responsiveness of the quantity demanded of
a hotel service to a change in its price, and aτ,c > 0 is a constant.
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Each unit of the demand implies a service cost. Historical values of the demand and price
values are given. The problem is to determine: 1) coefficients bc > 0 and aτ,c > 0, based on
the historical data, and 2) prices such that the total revenue minus the total service cost is
maximized over a given planning horizon, provided that the prices satisfy given lower and
upper bounds and a given linear order, and the room capacities are not exceeded.
Problem specific historical forecasting methods are used to predict values bc and aτ,c.
Then, these values are transferred to a mathematical programming problem with a concave
quadratic objective function and linear constraints, which aims at maximizing the total profit
of a hotel. Optimal prices for each category c and night τ of the planning horizon are the
solution of the Problem P-Pricing. Given optimal prices p∗τ,c, we can compute corresponding
demands aτ,c−bc p∗τ,c. These values are estimates of the hotel occupancy for each night of
the planning horizon and room type and they can be used for planning service activities.
There can be two hotel booking policies based on the solution of the Problem P-Pricing.
The first policy is to accept every incoming request and update solution after each booking.
The second policy is to accept as many requests from each category as determined by the
optimal demand values aτ,c−bc p∗τ,c. The excessive requests will be rejected. The efficiency
of the second policy strongly depends on the demand forecast quality.
An original software is being designed to solve Problem P-Pricing. The mathematical
programming problem is solved by a standard optimization software such as IBM (2014)
ILOG CPLEX.
1.3 Setting Problem P-Select
Consider another problem of hotel revenue optimization. Problem P-Select is a static and
deterministic problem of selecting a subset of room requests from a given set of room requests
such that the selected requests can be assigned to physically different rooms of the same type
or the same room in different time slots and the total value of these requests is maximized.
The setting of Problem P-Select is as follows. There are m rooms of the same type,
which are also denoted as unrelated parallel machines, and n requests, alternatively denoted
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as independent non-preemptive jobs, to stay in these rooms. A request j specifies a fixed
time interval I jl := (s jl,d jl], s jl < d jl , for each room, j = 1, . . . ,n, l = 1, . . . ,m. Each
request j can be either accepted by assigning it to exactly one time interval I jl , l = 1, . . . ,m,
or rejected. The former action brings value w jl and the latter action brings zero value.
w jl = ∑
d jl−1
t=s jl ct,d jl−s jl , s jl < d jl, j = 1, . . . ,n, l = 1, . . . ,m, and ct,L is the room price for the
night between days t and t+1 depending on the length of stay L. For each room l, a set of
requests Nl is specified such that no request j ̸∈ Nl can be assigned to room l, l = 1, . . . ,m.
Furthermore, room unavailability intervals Uvl = (avl,bvl], avl < bvl, v = 1, . . . ,ul , are given
such that room l cannot be assigned any request within these intervals, l = 1, . . . ,m. Denote
Ul = U1l ∪ ·· · ∪Uul l , l = 1, . . . ,m. Note that Ul ̸= /0, l = 1, . . . ,m, because rooms can be
occupied in some periods by earlier bookings.
A solution is characterized by the set of accepted requests and their assignments to the
rooms. A solution and the corresponding assignments are feasible if the following constraints
are satisfied: a) if request j is assigned to room l for processing within the interval I jl ,
then j ∈ Nl and I jl ∩Ul = /0, j = 1, . . . ,n, l = 1, . . . ,m; and b) time intervals of the requests
assigned to the same room do not overlap. The problem is to find a feasible solution that
maximizes the total value.
Observe that if I jl ∩Ul ̸= /0, then request j cannot be assigned to room l. Therefore, all
such requests can be removed from the set Nl . Let us remove all such requests from each set
Nl. After this modification, the relation I jl ∩Ul = /0 is satisfied for j ∈ Nl , l = 1, . . . ,m. From
now on, we assume without loss of generality that there is no unavailability interval for each
room. In this case, there are at most 4mn numbers in the input of the Problem P-Select. They
are the request indices from the sets Nl , and the values w jl , s jl , and d jl , j ∈ Nl , l = 1, . . . ,m.
A typical example of a practical situation where problem P-Select appears is renting of
private apartments and cottages, when the owner collects requests during a certain period of
time and then decides which of them to accept. It also appears in hotel business in cases when
managers can not give immediate responds to requests but collect them during a certain period
of time and then accept or reject based on a revenue maximization criterion. For example,
such cases may occur during booking periods for world sporting events, when requests for
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rooms come much in advance and demand is usually exaggerated. These conditions allow
managers to consider requests during a certain period of time.
Problem P-Select is modeled as a Fixed Interval Scheduling Problem on parallel machines.
It is NP-hard in the strong sense. Its relation to the Maximum Weight Clique Problem of
graph theory is established. Optimal and heuristic solution approaches are developed based
on the properties of graphs and tested.
1.4 Introductory survey of studies on interval scheduling
Problem P-Select have been presented in Ng et al. (2014) and is a generalization of the
problem studied in Arkin and Silverberg (1987). The difference is that in the latter problem
w jl = w j, s jl = s j, and d jl = d j for each request j, and Ul = /0, l = 1, . . . ,m, i.e., the rooms
are of the same type and continuously available. We denote this problem as ISDI (Interval
Scheduling on Dedicated Identical parallel machines) and its special case where each room
can be assigned any request, i.e., Nl = {1, . . . ,n}, Ul = /0, l = 1, . . . ,m, as ISI (Interval
Scheduling on Identical parallel machines). Arkin and Silverberg prove that problem ISDI
is NP-hard in the strong sense for a variable number of rooms m and it is solvable in
O(mnm+1) time and space by a reduction to the problem of finding a longest path in a
specifically designed network with O(mnm+1) arcs. Arkin and Silverberg suggest several
solution approaches for problem ISI, the best of which can be implemented in O(n2 logn)
time. Bouzina and Emmons (1996) suggest improved algorithms for problem ISI and its
special case where all the request weights are unit. These algorithms run in O(mn logn) and
O(nmax{logn,m}) time, respectively. For the unit-weight case, Faigle and Nawijn (1995)
use the same algorithm as that of Bouzina and Emmons. They highlight that the algorithm is
an optimal on-line algorithm because it assigns a newly arrived request by using information
only about the requests that have arrived so far. In the considered on-line model, they assume
that a non-completed request can be rejected. The best existing (off-line) algorithm for
problem ISI with unit weights is due to Carlisle and Lloyd (1995). It runs in O(n logn) time.
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Carlisle and Lloyd also present an algorithm for the general problem ISI with the same time
complexity as that of Bouzina and Emmons.
Problem P-Select is polynomially reducible to the Weighted Job Interval Selection
Problem on One Machine with Arbitrary Weights (WJISP1) studied in Erlebach and Spieksma
(2003). In problem WJISP1, there is a single room and several request. A collection of time
intervals is associated with each request. Let N be the total number of intervals. The objective
is to select a maximum weight subset of the intervals such that (i) no two selected intervals
intersect and (ii) at most one interval is selected for each request. Given an instance of
Problem P-Select, the corresponding instance of problem WJISP1 can be obtained by shifting
each interval I jl to start (l−1)T time units later, l = 1, . . . ,m, where T is the length of the
planning horizon in the corresponding instance of Problem P-Select. Spieksma (1999) proves
that problem WJISP1 with unit weights is strongly NP-hard even if the length of each interval
is equal to 2 and at most two intervals intersect at each time instant. Furthermore, this problem
cannot have an Polynomial Time Approximation Scheme, unlessP =N P . It follows from
his proof that these results also apply to Problem P-Select under the same conditions. Berman
and Dasgupta (2000) develop an O(n logn) time ρ-approximation algorithm with ρ = 1/2
for WJISP1, which delivers a solution with a value at least ρ times the value of an optimal
solution for any instance of this problem. This approximation result also applies to Problem
P-Select.
Recent studies of interval scheduling problems concentrate on on-line versions of the
interval scheduling problem, and heuristic and meta-heuristic solution approaches. Epstein
and Levin (2010) present on-line randomized algorithms for an on-line interval selection
problem and evaluate the competitive ratios of such algorithms. Eliiyi and Azizoglu (2011)
study a more constrained problem, in which the total number of requests assigned to each
room is limited. They suggest a filtered beam search algorithm and a heuristic that generates
and evaluates “promising” sets of selected requests.
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1.5 Outline of own results
The thesis consists of six chapters: Introduction, Survey of studies on dynamic pricing and
revenue management, P-Pricing dynamic approach, Survey of studies on interval scheduling,
Problem P-Select and Conclusion.
Chapter 2 gives basic concepts and a brief description of revenue management models
and decision tools in the hotel business. An overview of the relevant literature on dynamic
pricing, forecasting methods and optimization models is provided.
Chapter 3 describes a solution approach for Problem P-Pricing. Section 3.1 gives a
general scheme of our approach. Rational of demand disaggregation, the mechanism of its
disaggregation into categories, which are characterized by a set of demand parameters, and
input parameters for further mathematical analysis are discussed in Section 3.2. Forecasting
techniques are presented in Section 3.3. We modify Holt’s double exponential smoothing,
moving average and “the same day last year” historical forecasting methods to account for
disaggregated demand. Section 3.4 deals with the determination of demand-price relations.
It determines anticipated coefficients of category’s demand functions and links forecasting
and optimization stages of the approach. An optimization model is given in Section 3.5.
Optimization aims at maximizing the total profit of a hotel. Solution of the mathematical
programming problem with a concave quadratic objective function and linear constraints
gives optimal prices for each demand category. Computational experiments and its results
are described in Section 3.6.
Chapter 4 gives the detailed overview of existing models, results on computational
complexity and solution algorithms of interval scheduling. It describes the defining character-
istics of the fixed interval scheduling problem and its general formulation for hotel revenue
management. Relations to cognate problems in graph theory are provided.
Section 5.1 of Chapter 5 discusses some simple variants of Problem P-Select that can
be applied in practice. In Section 5.2 we reduce Problem P-Select to the problem of finding
a maximum weight clique in a specially constructed graph. We denote this problem as
MWC(P-Select) and the problem of finding a maximum weight clique in an arbitrary graph
as MWC. All the existing techniques for solving problem MWC can be used for solving
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Problem P-Select. Among these techniques there exist polynomial time algorithms for
specific graph classes. Furthermore, for some of these classes, there exist polynomial time
algorithms for recognizing the membership of an arbitrary graph in such a class. These
algorithms can be used to efficiently solve some instances of Problem P-Select. Section 5.3
describes a specific exact algorithm for problem MWC(P-Select) based on an enumeration of
the maximal cliques in graphs that describe time interval intersections of requests. While the
algorithm is not polynomial, it is efficient for some special cases or particular instances of
problem MWC(P-Select). Section 5.4 provides three polynomial time heuristic algorithms
for Problem P-Select. We report the results of computational experiments to compare the
performance of our and other existing heuristics for Problem P-Select in Section 5.5.
Chapter 6 concludes the thesis, gives suggestions for future research of various problems
related to P-Pricing and P-Select, and states perspectives for hotel revenue management
approaches.
Chapter 2
Survey of studies on dynamic pricing
and revenue management
Revenue management and dynamic pricing models are well explored in the field of passenger
air transportation. Literature reviews on dynamic pricing often refer to the results from this
business. Similarity of the sale conditions between hotel rooms and seats in the airplane
explains that some authors describe only the transition conditions of a model from one area
to another.
Our review considers studies of revenue management in the hotel business which have
been carried out since the late 1990’s mostly. We also touch research of revenue management
in other businesses which have direct implications for the hotel business.
This chapter is closely related to the paper Bandalouski et al. (2014). Section 2.1 rep-
resents hotel revenue management as a system, gives it general structure and surveys the
decision instruments applied in HRM. Section 2.2 describes general processes of revenue
management. Sections 2.3 and 2.4 provide detailed overviews of the research of the forecast-
ing and optimization processes respectively.
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2.1 Hotel revenue management system
System structure. Revenue management of a hotel can be represented as a system with
interconnected elements. A general structure of such a system is given in Figure 2.1. It is a
refined version of the structure suggested in Ivanov and Zhechev (2012). There, abbreviation
RM stands for revenue management.
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Fig. 2.1 Revenue management system of a hotel
The system operates as follows. A booking request comes from a client and the system
registers it. The system includes the revenue management department, a subsystem of
processes of the revenue management and a data processing subsystem. The latter subsystem
has four closely related elements: 1) data input, 2) hotel revenue centers, 3) specialized
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software, and 4) revenue management tools. Input data contain all the information about
the booking request and, possibly, information about the customer. Specialized software
registers a booking request and begins its processing with a certain strategy. If the hotel has
only one revenue center, then it is responsible only for the basic income from the room sales.
If there are several revenue centers, then each of them is responsible for the corresponding
service: spa and fitness area, restaurant and bar, game room, and others. The subsystem of
processes treats a specific order and determines its status: the number and types of ordered
rooms, period of stay and price. The revenue management department, directly or indirectly,
approves the result of this treatment, and it goes back to the customer. The result and
the decision approach of handling the orders affect the customers perception of the hotel
pricing system and the hotel in general, and customers intention to deal with the hotel in the
future. The revenue management system is constantly influenced by the external and internal
environments.
Decision instruments. Choosing the right decision tool, by which the revenue manage-
ment system will maximize the hotel income, is very important. There exist many such tools.
Basically, they can be divided into price and non-price ones. Price based instruments include
price discrimination, cost barriers, dynamic pricing, guaranties of the lowest prices and other
tools directly affecting the price. Non-price instruments do not change prices directly, but
they are related to the resource management, control of overbooking, room availability and
the duration of stay. Both types of instruments are often used in practice simultaneously.
Non-price instruments. Pullman and Rogers (2010) examine resource management
tasks from a general perspective. They divide them into short term and strategic ones.
Strategic tasks are associated with a physical increase of the hotel capacity (number of
rooms) depending on the demand. Short term tasks deal with planning everyday occupancy,
check-in/check-out time and workforce timetabling.
The process of the overbooking control is based on the assumption that, for some reason,
a part of clients will not show up in the hotel. Therefore, hotels may sell more rooms than
they have, but it is important to plan the excess level. This topic was explored in Hadjinicola
2.1 Hotel revenue management system 15
and Panayi (1997), Ivanov (2007), Ivanov (2006), Koide and Ishii (2005), Netessine and
Shumsky (2002).
Less attention in the literature is paid to the control of the duration of stay. Usually, a
minimum number of nights to stay in the hotel is fixed. Such actions are being implemented
to protect the hotel from short stay orders in the periods of high demand and to increase the
length of stay in the periods of low demand. This topic was investigated in Kimes and Chase
(1998) and Vinod (2004).
Price instruments. The core of price instruments is price discrimination, which is based
on the price sensitivity of different groups of customers, such as tourists and business people,
see Kimes and Wirtz (2003), Hanks et al. (2002), Ng (2009). Due to the price discrimination,
the same room can be sold at different prices to the customers of different groups.
To avoid the transition of customers from high to low prices, hotels set up price barriers,
see Zhang and Bell (2010). Special conditions of room sale define these barriers. For
example, a hotel may sell rooms at given prices only for certain days of the week or for a
certain minimal duration of stay. It can keep a strict policy of cancellation or sell specific
rooms only to certain types of customers.
Sometimes hotels guarantee customers the lowest price, which is available on the market.
This means that, if a client in 24 hours will find another hotel with a room at a lower price,
they will equate the prices. This approach was explored in Carvell and Quan (2008) and
Demirciftci et al. (2010).
Dynamic pricing is the most widespread and developed intelligent pricing tool, see
Palmer and McMahon-Beattie (2008). Through it, a hotel offers prices which correlate with
the current level of the demand and occupancy, and respond to their changes. Dynamic
pricing can be used as a tool to compete for the maximal profit with firms offering the same
service (Rubel (2013), Sibdari and Pyke (2014)). Dynamic pricing models differ from the
optimization models of inventory management in that the former models perceive demand as
a function of variable price, while the latter models consider various given demand scenarios
with fixed prices, see Elmaghraby and Keskinocak (2003).
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Price is one of the most effective variables of the business profit. By changing the price,
managers can encourage or restrict the demand in a short term, as well as regulate the on-hand
inventories (free rooms). While the demand depends on the price, the price is constrained
by the time in which the order is made, the existing demand level, the availability of the
rooms and other factors. Computer experiments conducted in Koenig and Meissner (2010)
revealed an advantage of dynamic pricing to list pricing. Sato and Sawaki (2013) considered
the case of duopoly when one of two competitors adopts a static pricing strategy and the
other competitor adopts a dynamic pricing. They showed cases in which dynamic pricing is
preferable.
Combining dynamic pricing with resource and inventory management. Many ex-
perts came to understanding that resource optimizing and inventory control decisions cannot
be separated from the pricing decisions and that the dynamic pricing tools must be a part of
the global revenue management system.
An opportunity to handle the forecasted demand by dynamic pricing tools as well as
optimization models of revenue management is the reason that the names of both methods
have become interchangeable, see Boyd and Bilegan (2003). Van Ryzin and Gallego (1997)
indicate the natural affinity between pricing and resource management models. If price is
treated as a variable, then it can be continuously monitored, and a decision to refuse an
order can be effectuated by sufficiently raising the price. The revenue management problems
through the prism of dynamic pricing were also studied in Ladany and Arbel (1991), Gallego
and van Ryzin (1994),van Ryzin and Gallego (1997), Feng and Gallego (1995) and You
(1999).
Integration of pricing and capacity allocation decisions have been carried out in Feng and
Xiao (2006a) and Feng and Xiao (2006b). Their continuous-time models combine price and
inventory decisions, and the pricing and capacity control policy is based on a sequence of
precalculated threshold time points that take into consideration the inventory, price and the
demand intensity. A set of thresholds is obtained by solving the Hamilton-Jacobi equation.
This model applies to maximizing revenues for a single time period. A similar approach has
been used in Shi et al. (2014) for determining the production level and selling price of one
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type of a product in a make-to-stock manufacturing system. Cao et al. (2012) extend studies
of continuous-time models by incorporating a discounting revenue criterion into them.
Classification of dynamic pricing models. There exist several classification schemes
for the dynamic pricing models. Bitran and Caldentey (2003) formulate a general problem of
maximizing the income of a company, which owns a limited, deteriorating in value set of
resources, and deals only with the price sensitive customers. For this problem, they suggest
using various dynamic pricing models, dividing them into deterministic and stochastic
ones. In each category, they study the cases of single and multiple types of products, and
consider solutions with one static price for the whole season and with several dynamic prices.
Elmaghraby and Keskinocak (2003) divide dynamic pricing models into categories based
on the following: 1) renewable or non-renewable resources; 2) dependent or independent
demand; 3) myopic or rational consumers.
Price constraints. It should be mentioned that a search for an optimal pricing strategy
often includes price constraints. Among the most common constraints are:
• choosing price from a given set, see Chatwin (2000), Feng and Gallego (2000), Feng
and Xiao (2000a), Feng and Xiao (2000b);
• upper limit on the number of price changes, Feng and Gallego (1995);
• a given shape of the price function: decreasing or increasing over time, special offers
on certain days, see Bitran and Mondschein (1997);
• price restrictions for a range of products;
• prices limited by costs.
2.2 Processes of revenue management
There exist different processes in revenue management. Tranter et al. (2008) describe eight
such processes: customer awareness, market segmentation, internal analysis, competitive
analysis, demand forecasting, analysis of distribution channels, dynamic pricing and inventory
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control. Emeksiz et al. (2006) suggest five processes to describe a revenue management
system: preparation, supply and demand analysis, application of the revenue management
system, its evaluation, and monitoring and making changes to the system. Based on the
literature review and our experience in the hotel business, we suggest that five processes
– analysis, forecasting, optimization, control and adjustment – can be used to adequately
describe proper functioning of a HRM system.
Analysis includes processing the input data, the most important of which are the demand
and the information about the clients and the hotel resources.
Forecasting and optimization are the two most important and necessary components of
the whole system, see Cross (1997). At the transition from forecasting to optimization, there
is a connection of the future demand with the hotel capacities. It is important to have a low
forecast error, which makes the optimization model adequate. The choice of the forecasting
method depends of the demand behavior, and the choice of the optimization tool depends on
the truthfulness and accuracy of the input forecasted data and the computational complexity
of the optimization problem.
Control consists in monitoring the achievement of the main goal – maximization of
income – and in identifying errors and omissions of the modeling approach.
Adjustment aims at properly correcting the errors so that they do not appear in the future.
Below we will describe in detail the two main components - forecasting and optimization.
2.3 Forecasting
Demand forecasting. The main forecasting object in the hotel business is the demand, each
unit of which, called an order, a reservation or a booking, specifies the reservation date,
the arrival date, the room type and the duration of stay. It can be also associated with a
probability of cancellation. The reservations can be placed days, weeks or months before the
arrival date.
The nature of reservation cancellations is similar to the reservations, except for the two
important features: one can only cancel a confirmed order, and an order can be canceled
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a given number of days before the arrival date. The difference between the number of
reservations and the number of cancellations is called net reservations.
The demand can be of different degree of aggregation – aggregated, partly aggregated
and completely disaggregated demand – and this degree implies using the corresponding
forecasting approach. The choice of the aggregation degree depends on the type of the
available input data. The completely aggregated forecasting approach generates the overall
future demand of the hotel, which is further divided between room categories based on the
given ratios between them. The completely disaggregated approach generates future demand
for each category, and then, if it is needed, the data is combined. Weatherford et al. (2001)
argue that the fully disaggregated forecast usually gives better results than partly aggregated
or aggregated forecast.
The demand in a hotel business has a high degree of seasonality. If a small forecast base
period is used, for example, eight - twelve weeks, then the seasonality cannot be properly
addressed, and if the period is large, then the seasonality can be better addressed, but, in
this case, a proper base period has to be chosen. A large forecast base period can make the
forecast not responsive enough.
The period for which the forecast is built is called forecasting horizon. A forecasting
horizon can be long-term and short-term. The long-term horizon usually covers one year.
The short-term horizon usually varies from one day to three months.
Forecasting methods. Lee (1990) identifies three types of forecasting methods: his-
torical bookings, advanced bookings and combined. Historical bookings methods include
exponential smoothing, moving average, copying demand from the same day of the previous
year, linear regression and autoregressive method (AR), methods of Box-Jenkins ARMA
and ARIMA. Exponential smoothing is applied to time series data to forecast smoothed
data. The time series data themselves are a sequence of units of demand. While in the
moving average the past observations are weighted equally, exponential smoothing assigns
exponentially decreasing weights over time. The autoregressive method specifies that the
forecasted demand depends linearly on its own previous values. ARMA methods combine
autoregressive and the moving average methods, and it applies only to stationary time series.
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ARIMA methods extend ARMA methods for the non-stationary time series. The historical
bookings methods use only data from a certain period in the past, such as the total number of
arrivals in a particular day. We observed that the early studies often concentrated on simple
methods, while the later studies deal with the more sophisticated methods such as ARIMA.
The results of the forecasting competition accomplished by Makridakis et al. (1982) show
that the sophisticated methods such as ARIMA do not perform statistically better than the
simple methods in computer experiments with real data.
Advanced bookings methods, also called pickup methods, consider future as well as al-
ready committed reservations. There are additive and multiplicative versions of the advanced
bookings methods. The additive version assumes that the number of already committed reser-
vations at a certain day before the arrival is independent of the final number of reservations
for the arrival day. In contrast, the multiplicative version assumes that the number of already
committed reservations influences future reservations. In the additive bookings method, the
number of reservations for a certain day T , forecasted at the current day T − k, is obtained
as the sum of the number of already committed reservations for day T and the sum of k
numbers ct , t = 0,1, . . . ,k, where ct is the number of reservations made for the day T − t− i
, i = 0,1, . . . ,L, t days before the arrival and averaged over i = 1, . . . ,L, and T − k−L is
the first day of the historical period. In the multiplicative method, the forecasted number
of reservations for day T forecasted at the current day T − k is obtained as the product of
the number of already committed reservations for day T and of k numbers pt , t = 0,1, . . . ,k,
where pt is the average ratio of number of reservations made for day T − t−u to the number
of reservations at day T − t−u+1, u= 1, . . . ,L, and T −k−L is the first day of the historical
period.
Combined methods use the best features of the historical bookings and advanced bookings
methods and combine them, either by weighted averaging or regression methods. The method
of using neural networks also belongs to this group. Fildes and Ord (2002) and Ben-Akiva
(1987) believe that the combined methods provide the most accurate forecast results. A short
overview of the forecasting methods is given in Table 2.1.
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Table 2.1 Forecasting methods
Historical
bookings
Exponential smoothing
Burger et al. (2001), Chen and Kachani (2007),
Rajopadhye et al. (2001), Weatherford and
Kimes (2003), Yüksel (2007), Phumchusri and
Mongkolkul (2012)
Moving average
Burger et al. (2001), Weatherford and Kimes
(2003), Yüksel (2007)
AR, ARMA, ARIMA
Burger et al. (2001), Lim and Chan (2011), Lim
et al. (2009), Yüksel (2007)
Advanced
bookings
Additive
Chen and Kachani (2007), Weatherford and
Kimes (2003)
Multiplicative Weatherford and Kimes (2003)
Combined
Regressive
Burger et al. (2001), Chen and Kachani (2007),
Weatherford and Kimes (2003)
Weighted average Chen and Kachani (2007)
Forecast accuracy. Making a proper choice of the forecast method is very important.
Most often, accuracy is the main criterion for this choice. There are several measures to
assess the accuracy of the forecast. An assessment based on the Mean Absolute Error (MAE)
is the most simple and applicable method. Absolute deviations of the forecasted past values
from the real past values can be calculated for each day of a historical period. The average
of these deviations is the MAE. The smaller the MAE value the better is the forecast. The
Mean Percentage Error (MPE), the Mean Absolute Percentage Error (MAPE), the Root
Mean Square Deviation (RMSD) and other measures are also popular, see Phumchusri and
Mongkolkul (2012). Armstrong and Collopy (1992) carried out a fairly complete evaluation
of error measures with respect to the reliability, construct validity, sensitivity to small changes,
protection against outliers and relationship to decision making.
The effectiveness of the forecasting methods can be evaluated in different ways. Weath-
erford and Kimes (2003) used real historical data of Choice Hotels and Marriott Hotels to
compare the effectiveness of the forecasting methods. They deduced that the exponential
smoothing, the moving average and the method of selecting already committed orders provide
the most accurate forecasts. Based on the results reported in the literature, Fildes and Ord
(2002) deduced that combined methods give better accuracy compared to historical and
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progressive methods. Zakhary et al. (2008) observed in their computer experiments with
simulated data that the additive version of advanced method gives more accurate results
than the multiplicative version. Schnaars (1984) noted that, when the input data is highly
variable, the method of transferring the demand from the same day in the past is superior to
other popular methods. Despite some differences in the appraisals, all researchers agree that
different methods should be applied to different data types, determined by season, type of
customers and other characteristics.
Some researchers propose to incorporate experience and knowledge of experts into the
forecasting methods, and combine them with the mathematical instruments. This direction
of research is popular nowadays. Several authors state that the hotel managers are able to
give a very accurate forecast for the two or three week period, see, for example, Rajopadhye
et al. (2001). The human assessment is particularly useful in the presence of external events
that can affect the future demand.
2.4 Optimization
The first optimization models were developed for passenger air transportation. Then, because
of similarity of mathematical models and the scope, they moved into the hotel business.
We will review the existing revenue optimization models by using the air transportation
terminology. Occasionally, we will provide hotel interpretation of the results.
Optimization techniques of air transportation revenue management are most often pub-
lished under the name of seat inventory control. Seat inventory control (optimization) tech-
niques can be partitioned into two major groups - class control and network seat inventory
control methods.
Class control methods are based on stochastic principles which incorporate demand
distributions and reservation and cancellation probabilities. They can be divided into static
and dynamic solution methods. Static methods determine the best allocation of seats once,
before sales start, based on the demand forecast and capacity information available at this
moment. It is common way to use static methods repeatedly over the booking period. Dy-
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namic methods allocate seats in each class over time, depending on the real-time information
about reservations and seats availability. Every time the dynamic system gets a request, it
decides on the acceptance or rejection of the reservation and the price.
Network seat inventory control methods include deterministic and stochastic mathemati-
cal programming models, virtual nesting and bid price methods and simulation and dynamic
systems approaches. Below we will review these techniques in more detail.
Seat inventory control. Seat inventory control models form the core of the optimization
models in the air passenger transportation, see Chiang et al. (2007). They aim at maximizing
the revenue through the right allocation of the limited number of seats to each of the fare
classes. The seat requests occur over time before the flight departure. The seat request
specifies a route and a specific fare class. Once an optimal allocation of the seats to the fare
classes is computed based on the forecasted demand, it is used to develop a booking control
policy, which specifies the rules of accepting or rejecting incoming seat requests. The nature
of the customer requests is stochastic, and the customers can pay different prices. Prices
for each class in each route segment are given and the airline offers them to the customers.
Naturally, at a certain point in time it is more profitable to reject a low fare request for a seat
in order to be able to accept a higher one later for the same seat.
The main methods of seat inventory control are: 1) single leg seat inventory control
(class control), which optimizes the number of seats sold for each flight leg separately, and 2)
Origin-Destination and Fare (ODF) class control, also called network seat inventory control,
which optimizes the number of seats sold for the entire network of flight legs at all fare
classes. The flight leg is the direct flight between two points without a stop. Each route in the
network consists of one or more flight legs. If a flight is going from Minsk to Istanbul and
then to Ankara, then Minsk-Istanbul and Istanbul-Ankara are the legs and Minsk-Ankara is
the route. The network refers to the complete network of the flight legs offered by the airline.
ODF control operates with triples (origin, destination, fare class).
Fare classes. Airlines create a set of services known as classes which vary not only
because of the separate location of seats in the airplane. For example, assume that an airline
sells seats in four classes – A, B, C and D. Each class is associated with its price. Class A
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is associated with the highest price and deluxe meal, and it has no restriction on the ticket
exchange or refund. Class D price is the lowest, no meal is included, and the tickets cannot be
exchanged or refunded. Classes B and C have reasonable prices, regular meal is included, and
there are some restrictions on the ticket exchange and refund. Different customer segments
prefer different fare classes.
Class control. For each leg the class control method determines a certain amount of
seats that can be sold in each class. The amount of seats in each class can be different for
each leg. For the entire route which comprises several legs, the seats of the same passenger
must be of the same class for all legs. For example, a passenger can book tickets of class A
on a route comprising leg 1 and leg 2 only if A class tickets are available on both legs. Let
us consider the case of two legs POINT1-POINT2 and POINT2-POINT3 and assume that
each of them has only one empty seat. There are only two customers willing to buy tickets.
One passenger is willing to pay 70$ for class A in the leg POINT1-POINT2 and the other
passenger is willing to pay 210$ for class A in the route of two legs POINT1-POINT2 and
POINT2-POINT3. In the class control method, seats are available only if the leg and the
class are both available at the same time. It is also impossible to block the 70$ request for
the class A seat while the 210$ class A seat is still open for sale. The class control method
does not control such cases and therefore loses opportunities to increase income.
Static solutions. Littlewood (1972) was the first to propose static solutions with two
classes. He suggested closing the class of a low price and transfer remaining seats to the
higher class when the expected income from the sale of the next seat in this class is lower
than the expected income from the sale of the same seat in the higher class. Belobaba (1987)
offered a so-called nested approach for multiple classes, which is a modification of the
approach of Littlewood (1972). The new approach has been termed the Expected Marginal
Seat Revenue approach (EMSRa). It produces so called nested protection levels. Such levels
are defined as upper bounds on the number of seats allocated to the fare classes. Optimal
policies of this approach were independently presented in Curry (1990) and Wollmer (1992).
Curry suggested that the distribution of the demand is continuous, while Wollmer supposed
that it is discrete. Brumelle and McGill (1993) suggested another approach, named EMSRb,
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which considers both continuous and discrete distribution of the demand. It is based on the
idea of equating the marginal revenues in the various fare classes. The authors state that the
EMSRb approach provides greater protection for higher valued fare classes than the EMSRa
approach. The nested approach is commonly used to solve class control problems.
A multistage static stochastic programming model for airlines business was presented
in Williams (1999). Since stochastic programming models have become nowadays a very
popular decision tool in many applications, including hotel business, let us describe this
model in detail. We will use the hotel terminology because the problem in Williams (1999)
admits an evident hotel business interpretation.
The hotel owns rooms of three types i = 1,2,3. Types 1 and 2, and 2 and 3 are called
adjacent to one another. The booking horizon is divided into T time periods and the current
time period is t = 0. In each time period t = 0,1, . . . ,T −1 room reservations are made for
time period T . In time period T , there are ni rooms of type i, and ri percent of rooms of this
type can be transformed into the rooms of the adjacent types. The price of a room of type i to
be used in time period T , which is booked and paid in time period t, 0≤ t ≤ T −1, can take
one of the values ct,i,1, . . . ,ct,i,Ot , where Ot is the number of price options in time period t.
The model in Williams (1999) decides the room prices and the number of rooms of each type
for each time period in the planning horizon.
The demand values are the numbers of rooms of each type which will be booked in
the current time period and they will be used in time period T . It is assumed that the
demand is uncertain and that its values depend on the price. Assume that the forecast gives
St demand scenarios for time period t. While the demand values depend on the price, it
is assumed that the demand scenarios do not depend on the price. They depend on the
external economical, political and social factors. The demand scenarios in time period t are
assumed to be independent events that form a full system of events in this time period. Let
the probability of scenario s in time period t, 1≤ s≤ St , be pt,s. We have ∑Sts=1 pt,s = 1.
The model suggests the construction of a scenario tree. The tree has T +1 levels denoted
t = 0,1, . . . ,T , each consisting of a number of nodes. Each node (t,s) of level t is associated
with a demand scenario s in time period t, t = 0,1, . . . ,T , s= 1, . . . ,St . Level 0 consists of the
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artificial node (0,0), where 0 is an artificial scenario that happens with probability 1 in time
period 0. It is assumed that, for each node (t+1,b), there is exactly one arc ((t,a),(t+1,b)),
which means that the scenario b in time period t + 1 happens after the scenario a in time
period t, t = 0,1, . . . ,T −1. If there is an arc ((t,a),(t +1,b)), then node (t,a) is called a
parent of node v = (t+1,b) and denoted as prnt(v).
Each node (t,st) of level t is associated with a unique scenario path v = ((0,0),(1,s1),
(2,s2), . . . ,(t,st)) ending in this node, sτ ∈ {1, . . . ,Sτ}, τ = 1, . . . , t. Since we are in time
period 0, the probability that the scenario path v = ((0,0),(1,s1),(2,s2), . . . ,(t,st)) will lead
to the demand scenario st in time period t is equal to Pv =∏tτ=1 pτ,sτ . Let Vt denote the set of
all scenario paths ending in the nodes of level t, t = 1, . . . ,T . Due to the tree-like precedence
relations, |Vt |= St .
Assume that, for each scenario path v ∈ Vt , the demand in time period t for rooms of
type i and price o to be used in time period T , denoted as dv,i,o, is known or forecasted.
There are the following decision variables:
1. xv,i,o – the number of rooms of type i for time period T to be sold in time period t at
price o assuming that the scenario path v ∈Vt has been realized, 0≤ t ≤ T −1;
2. yv,i,o – auxiliary indicator variable; yv,i,o = 1 if xv,i,o > 0 and yv,i,o = 0 if xv,i,o = 0,
v ∈Vt , 0≤ t ≤ T −1;
3. zv,i – auxiliary variable that expresses the total number of rooms of type i for time
period T to be sold along the scenario path v, v ∈Vt , 0≤ t ≤ T .
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The deterministic model of the problem can be formulated as follows.
max
T−1
∑
t=0
∑
v∈Vt
Ot
∑
o=1
Pvct,i,oxv,i,o, (2.4.1.1)
s.t.
Ot
∑
o=1
yv,i,o = 1, v ∈Vt ; i = 1,2,3; t = 0, . . . ,T −1, (2.4.1.2)
xv,i,o ≤ dv,i,oyv,i,o, v ∈Vt ; i = 1,2,3; o = 1, . . . ,Ot , t = 0, . . . ,T −1, (2.4.1.3)
zv,i =
O1
∑
o=1
x0,i,o, v ∈V1; i = 1,2,3, (2.4.1.4)
zv,i = zprnt(v),i,o+
Ot
∑
o=1
xprnt(v),i,o, v ∈Vt ; prnt(v) ∈Vt−1; i = 1,2,3; t = 2, . . . ,T,
(2.4.1.5)
zv,1 ≤ (n1+ ⌊r2n2100 ⌋), v ∈VT , (2.4.1.6)
zv,2 ≤ (n2+ ⌊r1n1+ r3n3100 ⌋), v ∈VT , (2.4.1.7)
zv,3 ≤ (n3+ ⌊r2n2100 ⌋), v ∈VT , (2.4.1.8)
zv,1+ zv,2 ≤ (n1+n2+ ⌊r3n3100 ⌋), v ∈VT , (2.4.1.9)
zv,1+ zv,3 ≤ (n1+n3+ ⌊r2n2100 ⌋), v ∈VT , (2.4.1.10)
zv,1+ zv,2+ zv,3 ≤ n1+n2+n3, v ∈VT , (2.4.1.11)
xv,i,o ∈ Z+, v ∈Vt ; i = 1,2,3; o = 1, . . . ,Ot ; t = 0, . . . ,T −1, (2.4.1.12)
yv,i,o ∈ {0,1}, v ∈Vt ; i = 1,2,3; o = 1, . . . ,Ot ; t = 0, . . . ,T −1, (2.4.1.13)
zv,i ∈ Z+, v ∈Vt ; i = 1,2,3; o = 1, . . . ,Ot ; t = 0, . . . ,T. (2.4.1.14)
The objective function (2.4.1.1) is the total expected income from selling rooms in time
periods t = 0,1, . . . ,T −1 for time period T . Equations (2.4.1.2) guarantee that in any time
period only one price option will be chosen for each room type. Relations (2.4.1.3) ensure
that for any scenario path and any price option the number of rooms sold for each of the three
room types does not exceed the corresponding demand. Equations (2.4.1.4) and (2.4.1.5)
represent recursive calculation of values of variables z via values of variables x. Inequalities
2.4 Optimization 28
(2.4.1.6)-(2.4.1.8) ensures that the total number of rooms of type i to be sold in time period
T does not exceed the existing number of rooms of this type plus transformed rooms from
the adjacent type(’s). Inequality (2.4.1.9) ensures that the sum of the total number of rooms
of types 1 and 2 to be sold in time period T does not exceed the existing number of rooms
of these types plus transformed rooms from the type 3. Inequality (2.4.1.10) ensures that
the sum of the total number of rooms of types 2 and 3 to be sold in time period T does not
exceed the existing number of rooms of these types plus transformed rooms from the type 2.
Inequality (2.4.1.11) ensures that the sum of the total number of rooms of all types i to be
sold in time period T does not exceed the sum of existing number of rooms of these types.
Quantities of transformed rooms of each of the type can be determined from zv,1, zv,2, zv,3
and n1, n2 and n3 values.
Dynamic solutions. In the discrete time dynamic programming model in Lee and
Hersh (1993) demand for each class is modeled by an inhomogeneous Poisson process of a
Markovian type in such a way that, at any given time t, the booking requests before time t do
not affect the decision to be made at time t. The decision rule is that a booking request is
accepted if its price exceeds the opportunity costs of the seat. Authors define opportunity
costs as the expected marginal value of the seat at time t. Kleywegt and Papastavrou (1998)
showed that the class control problem can be formulated as a dynamic stochastic knapsack
problem. Subramanian et al. (1999) added accounting for cancellations to the model proposed
by Lee and Hersh.
Network seat inventory control. Comparing with the class control method, the network
seat inventory control method is more efficient for reservations which include transfers,
because it optimizes the entire network of flights in all fare classes offered by the airline.
One of the techniques of this method is to distribute the expected income of the entire route
in proportion to its legs and then to use the class control method for each leg.
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Glover et al. (1982), Talluri and van Ryzin (1999) and many others formulate the problem
of network seat inventory control as the following deterministic mathematical programming
problem.
max ∑
i∈I
rixi, (2.4.2.1)
s.t. ∑
i∈I(l)
xi ≤ cl, l ∈ L, (2.4.2.2)
xi ≤ di, i ∈ I, (2.4.2.3)
xi ≥ 0, i ∈ I. (2.4.2.4)
where I is the set of all pairs (route, class), ri is the price of one seat for the (route, class)
pair i, variable xi is the number of orders for the pair i, L is the set of legs in the network, I(l),
I(l)⊂ I, is the set of pairs (route, class) for the leg l, cl is the capacity of the leg l, and di is
the expectation of the number of orders for the pair i. The problem is to determine numbers
of orders which maximize the total income ∑i∈I rixi.
Let x∗ denote an optimal solution of the problem (2.4.2.1)-(2.4.2.4). A booking control
policy is generated by setting upper bound x∗i on the number of orders for each pair i, i ∈ I.
As it is mentioned by many authors, e.g., Pak and Piersma (2002) and de Boer et al.
(2002), the optimal revenue value of (2.4.2.1)-(2.4.2.4) is an upper bound for the same
stochastic problem.
The problem (2.4.2.1)-(2.4.2.4) assumes that there is a single flight in a single time
window for each route in the network. Multiple flights of the same route can be considered
by making copies of this route.
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A stochastic version of the model (2.4.2.1)-(2.4.2.4) was suggested in Wollmer (1986).
This model, called Expected Marginal Revenue (EMR) model, is the following.
max ∑
i∈I
c0i
∑
k=1
riPDi≥kXi,k, (2.4.3.1)
s.t. ∑
i∈I(l)
c0i
∑
k=1
Xi,k ≤ cl, l ∈ L, (2.4.3.2)
Xi,k ∈ {0,1}, i ∈ I, k = 1,2, . . . ,c0i , (2.4.3.3)
where Di is the demand for the (route, class) pair i, PDi≥k is the probability that this demand
will be at least k, and c0i = max{cl | i ∈ I(l), l ∈ L} is the largest number of seats available
along all legs of the pair i. Decision variable Xi,k is equal to 1 if at least k seats are reserved
for the pair i, and it is equal to 0 otherwise. The value of riPDi≥k represents the expected
marginal revenue of allocating an additional k-th seat to the pair i.
A more sophisticated model of similar type that addresses service product upgrades is
suggested in Steinhardt and Gönsch (2012).
General stochastic network models, which are based on Markov decision processes and
several types of approximations, are offered in van Ryzin and Talluri (2003). Meissner and
Strauss (2012) incorporated customer choice into these models, in which a probability of
selecting a certain product by the arriving customer is given. A customized application
of Markov decision processes to the problem of determining rental rates in the apartment
lease industry is suggested in Chen et al. (2014). Özkan et al. (2013) formulate a Markov
decision process for situations in which demand depends on the current external environment,
representing economic, financial, social or other factors that affect customer behavior.
Virtual nesting and bid price methods. The most frequently used approaches in the
network seat inventory control are the virtual nesting and the bid price method. The virtual
nesting approach is similar to the class control method, but it eliminates the major inconve-
nience of the latter method by creating “virtual buckets” of seats based on the value rather
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than on the class. The approach creates value based virtual buckets on each leg, and then
requests for each leg in each pair (route, class) to be assigned to these virtual buckets.
Consider the example of two legs and the two passengers from the paragraph Class
control. Two virtual buckets are created in this case: Bucket 1 is for high value requests, and
Bucket 2 is for low value requests, see Table 2.2. Seats are made available in Bucket 1 on
both legs. To block a low value request and make a high value request eligible, the method
will assign the 70$ Class A request on the leg POINT1-POINT2 to Bucket 2 and the 210$
Class A request on the legs POINT1-POINT2 and POINT1-POINT2 to Bucket 1.
Note that, if there are multiple fare requests, the process of assigning them to the buckets
is not trivial. There are several approaches to assign different fare requests to the buckets,
see Williamson (1992) and de Boer et al. (2002).
Table 2.2 Virtual nesting of seats
Buckets/Legs
POINT1-POINT2,
number of seats
POINT2-POINT3,
number of seats
Bucket 1 (high value) 1 1
Bucket 2 (low value) 0 0
The bid price method is similar to virtual nesting but it avoids complications with
assigning requests for pairs (route, class). The bid price is associated with the shadow price
and the displacement/opportunity cost of reducing the capacity of the leg by one seat, see
Williamson (1992). A shadow price is linked to each leg in the network and it represents
a marginal loss from reducing the capacity of this leg by one seat. The bid price (value,
opportunity cost of selling one seat) of a pair (route, class) in the network is equal to the sum
of the shadow prices over the legs comprising the route. A class for a route is opened for sale
if the price associated with this pair (route, class) exceeds its bid price. Otherwise, the class
is closed. An advantage of the bid price method is that it takes into account the remaining
capacity and open/closed pair (route, class) status only. Once a class is opened, there are no
limits on the number of accepted requests. In order to control the selling process, the bid
prices are refreshed periodically. Thus, some classes are closed and some classes are opened.
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The bid price method was explored in Williamson (1992), Wei (1997), Talluri and van Ryzin
(1998).
Simulation and dynamic approaches. Bertsimas and de Boer (2005) presented a
simulation based approach for the network seat inventory control problem. Their approach is a
combination of the deterministic linear programming and approximate dynamic programming.
It considers the expected revenue function as a function of the booking limits. The linear
programming model finds initial optimal values of those booking limits. Then the approach
improves solutions by considering the stochastic nature of the demand and employing virtual
nesting. The booking period is divided into small time periods, and the booking process
is simulated for the current time period. The booking control policy is formed only for
the current period. Revenue is calculated as the sum of the current period revenue and the
estimated revenue of the future periods, which depends on the remaining capacity.
A full dynamic solution of the network seat inventory control problem was first obtained
in Chen et al. (1998). They formulated the problem as a Markov decision problem and used
a linear programming model for the calculation of the objective function. The objective
function depends on the time until departure and the remaining capacity of the flights. The
customer requests are assumed to be independent of each other and Markovian. In order to
accept or reject a request, it is decided whether its price exceeds opportunity costs or not.
The method does an off-line approximation of the objective function but the booking policy
is implemented on-line. A similar approach is also suggested in Cooper and de Mello (2003).
Similarity of air transportation and hotel businesses. Optimization models and meth-
ods are almost the same for airlines and hotels. For an example, consider a situation that the
hotel can transform any room to be of any type, the number of rooms can change over time,
no client can change the room type during the entire stay. For this situation, the equivalent
notions in both businesses are given in Table 2.3.
Because of these relations, the linear programming model (2.4.2.1)-(2.4.2.4) can be used
to maximize the total income of the hotel.
The class control method can be interpreted and used for the hotel business too. In the
hotel terminology it can be called “room type control” method. The method establishes
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Table 2.3 Equivalent notions
Air transportation Hotel business
leg night
route period of stay
class room type
capacity of leg l number of rooms for night l
expected number of orders for
the pair (route, class)
expected number of bookings for the pair (period
of stay, room type)
price of one seat for the pair
(route, class)
price of one night for the pair (period of stay,
room type)
availability of room types for each date in the planning horizon. A guest can order a room
of a certain type if it is available for sale for each date of the stay. Similar to the class
control method, the “room type control” method cannot examine reservations by the length
of stay. Therefore, reservations for a night or two occupy rooms and do not let the system
to accept the reservations with longer length of stay, which leads to the ineffective usage of
the resources. An analogue of the virtual nesting method associates different combinations
of the triple “arrival date - length of stay - room type” with the different buckets of room
requests for each night. The buckets differ by prices of room types. A room is sold if the
corresponding room type is present in the same bucket during the entire period of stay. An
analogue of the bid price method determines the bid price for every night. A room is sold if
the total payment for the corresponding stay exceeds the sum of the bid prices of the nights
in the entire stay period.
In a recent review, Ivanov and Zhechev (2012) observed that stochastic programming
(Goldman et al. (2002), Lai and Ng (2005), Liu et al. (2006), Liu et al. (2008)) and simulation
methods (Baker and Collier (2003), Rajopadhye et al. (2001), Zakhary et al. (2011)) prevail
among the optimization tools. Deterministic linear programming methods (Goldman et al.
(2002), Liu et al. (2008)), integer programming methods (Bertsimas and Shioda (2003)),
dynamic programming methods (Badinelli (2000), Bertsimas and Shioda (2003)) and fuzzy
goal programming methods (Padhi and Aggarwal (2011)) received less attention, but there is
a growing interest in them. The bid price method (Baker and Collier (2003)) is poorly used
in the hotel business.
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2.5 Conclusion
In this chapter we provided a survey of the results for the dynamic pricing, hotel revenue
management and their components forecasting and optimization. In Section 2.3 we discussed
what has to be forecasted, described main forecasting methods and measures to asses accuracy
of the forecast. In Section 2.4, we reviewed seat inventory control models, gave equivalent
notions of air transportation and hotel business and interpreted airlines seat inventory control
models in terms of the hotel revenue management.
This survey revealed that there is a lack of studies on combined revenue management
problem, which integrate forecasting and optimization problems of HRM approaches. Study-
ing the combined problem and incorporating its solution approaches into the real revenue
management systems will open new theoretical problems.
Chapter 3
Problem P-Pricing
In this chapter we describe a solution approach for a multi-product dynamic pricing problem
for hotel revenue management (HRM), denoted as Problem P-Pricing. The approach is
illustrated on the data of a real hotel, which we denote as H. The approach takes into
consideration suggestions for future research made in Chapter 2 and includes determination
of input parameters for the succeeding mathematical analysis, disaggregation of the demand
into several categories, demand forecasting, simulation of demand-price relations, and a
mathematical programming model for price optimization. Demand forecast, simulation of
demand-price relations and determination of optimal prices are made separately for each
category and each day of the planning horizon. Demand is assumed to be elastic, more
specifically, it is assumed to be a linear decreasing function of the price. Prices are variables
in the mathematical programming model, whose criterion is to maximize the total hotel
revenue in the given time period, subject to the limited resources and upper and lower bounds
on the prices. The objective function is quadratic as it is a result of multiplying the prices
and the corresponding elastic demand values. Revenue maximization in each category leads
to the revenue maximization of the whole hotel.
We accept the following assumptions: 1) disaggregation of the demand into categories
leads to more accurate forecasting and optimization results, 2) the demand of different
categories does not correlate with each other and 3) the demand is elastic and depends only
on the price.
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Results of this chapter have been taken from the paper Bandalouski et al. (2015). Section
3.1 gives a general scheme of the solution approach Problem P-Pricing. Section 3.2 discusses
the rational of demand disaggregation, the mechanism of disaggregation into categories
and input parameters for further mathematical analysis. Section 3.3 presents forecasting
techniques. Section 3.4 deals with the determination of demand-price relations. An optimiza-
tion model is given in Section 3.5. Computational experiments and results are described in
Section 3.6.
3.1 General scheme
A rapid development of information technologies and e-commerce has supported employing
dynamic pricing approaches in the hotels and the research interest to this field. The fact
that the absolute majority of reservations come from Internet makes it easy to simulate
future demand in all categories, dynamically calculate and offer appropriate prices, and
automatically relate each incoming reservation with the appropriate category.
Our dynamic pricing approach also takes advantage of the recent information technologies.
Its main stages are given below.
1. Modification of a booking database of a hotel to the required format, which includes
such fields as the room type, the selling price, the check-in and check-out dates and
the date of reservation.
2. Determination of the following input parameters and decision variables:
(a) parameters that define demand categories;
(b) lower and upper bounds on price in each category and the corresponding reference
price;
(c) operational cost for each room type;
(d) planning horizon.
3. Input of parameters into the model.
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4. Forecasting, which includes
(a) formation of historical periods of time series of the numbers of realized check-ins
for each category;
(b) formation of historical periods of time series of lengths of stay associated with
each check-in in each category;
(c) forecast of the number of check-ins for each demand category and each night in
the planning horizon;
(d) forecast of the lengths of stay associated with each arrival in each demand
category and night in the planning horizon;
(e) arithmetic calculation of the number of occupied rooms for each demand category
and night in the planning horizon.
5. Determination of demand-price relations which includes
(a) calculation of the slope of the linear demand function for each category;
(b) calculation of the constant in the demand function for each category.
6. Optimization to determine an optimal price for each category and each night in the
planning horizon.
7. Output of the following results:
(a) optimal price for each category and for each night in the planning horizon;
(b) the anticipated number of rooms occupied in each category and each night of the
planning horizon.
Steps 4-7 are applied repeatedly after every registered booking. A graphical representation
of our approach is given in Figure 3.1.
Let us now describe our dynamic pricing approach in more detail.
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Fig. 3.1 Processes interconnection
3.2 Demand disaggregation, input parameters and decision
variables
We suggest that the demand is disaggregated into several categories, which are characterized
by a set of parameters. Bookings with the same set of these parameters comprise the same
demand category. Computer experiments conducted by Weatherford et al. (2001) showed that
demand disaggregation provides higher forecast accuracy. We observed that, while demand
disaggregation does not create difficulties in solving the succeeding optimization problem, it
can reduce the quality of the forecast by causing high sparseness of the demand time series
data and breaking data regularity. Therefore, a reasonable balance between the number of
categories and the data sparseness in the categories should be kept.
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We will illustrate our approach by considering the example hotel H. For this hotel,
historical data of daily bookings is available for 2009-2012 years. We divide the demand of
hotel H into categories according to the following parameters: 1) type of the season denoted
as Season, 2) day of the week (Day), 3) length of stay (Length), 4) length of the time period
between the time of reservation and the check-in time (Before), and 5) fare class (Fare).
For hotel H, we distinguish two seasons: low season (Low) includes January–March
and November, and high season (High) includes the rest of the year. Days of the week are
characterized as week days (Mon-Thu) that include Monday to Thursday, and weekends
(Fri-Sun) that include Friday to Sunday. Demand of the same season type and day of the
week does not have seasonal and weekly fluctuations. By introducing parameters Season
and Day we move away from the need to “clean up” the data from seasonality at the forecast
stage.
We assume that the length of stay can be of two classes: less than or equal to 7 days (7−)
and more than 7 days (8+). The length of the time period between reservation and check-in
can be less than or equal to 7 days (7−), 8-30 days (8−30) and more than 30 days (31+).
The approach does not consider spot demand, that is, check-ins without a reservation. We
also define five fare classes: economy class (E), premium economy class (E+), business class
(B), premium business class (B+) and suite (S).
The result of the above classification is that each reservation is assigned to one of the
120 demand categories. The value 120 is obtained by multiplying numbers of values of
the category parameters, i.e., 120 = 2×2×2×3×5. Demand categories are denoted as c,
c = 1, . . . ,120. Demand category c is represented as follows:
c = (Season = X ,Day = Y,Length = Z,Be f ore =V,Fare =W ),
where X ∈{Low,High}, Y ∈{Mon−T hu,Fri−Sun}, Z ∈{7−,8+}, V ∈{7−,8−30,31+},
W ∈ {E,E+,B,B+,S}. For example, dc = (Season = High,Day = Fri− Sun,Length =
7−,Be f ore = 7−,Fare = B). Note that a check-in date of a reservation uniquely defines
type of the season and day of the week.
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The other input parameters for our revenue management approach are the planning
horizon, the room operational cost for each room type, the lower and upper bounds on the
price values in the demand categories and the reference price for each demand category. The
planning horizon is the period of time in the future for each day of which, starting from today,
optimal prices have to be determined. The room operational cost is the per day cost applied if
the room is in use. We require that the room price is not lower than the room operational cost.
The lower and upper bounds on the price values define the range in which the category price
may vary from manager’s perspective. Reference price or base price is the actual competitive
price for a room in the corresponding demand category which a manager has in mind.
The decision variables are prices for rooms in each demand category and each night of
the planning horizon.
There is an alternative either using lower and upper bounds on the price values in the
demand categories or a reference price for each demand category. If the decision maker
prefers the bounds on the price values in the demand categories then the reference price is
calculated as the average of these bounds. If the decision maker prefers the reference price,
which can be the last actual price in this demand category, then the lower and upper bounds
on the price values are the result of 50% deviation from the reference price. This alternative
in the input is the result of managers’ practice to work with the reference price or with the
price bounds.
To avoid entering price bounds or a reference price for each of the 120 categories manually,
managers are asked to set the price bounds/reference prices only for one category of each
room type, and then set the percentage deviation from this sample category for each value of
demand category parameters. This sample category has the highest price within the subset of
categories of one room type. For the hotel H, rooms are sold at the highest price in following
categories (Season=High,Day=Fri−Sun,Length= 7−,Be f ore= 7−,Fare=W ), where
W ∈ {E,E+,B,B+,S}. The price bounds/reference prices for rooms of categories with
parameters Season=Low, Day=Mon-Thu, Length=8+, Before=8-30 and Before=31+ will
be automatically decreased by a predetermined percentage, for example, by 15%, 8%, 8%,
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8% and 15%, respectively. It is the responsibility of hotel managers to define and enter these
deviation values.
3.3 Forecasting
It is very important to choose a forecasting method which guarantees appropriate forecast
accuracy. The choice of the forecasting method strongly depends on the past reservation data
and the specificity of the entire HRM approach. In the literature, three major types of the
demand forecasting methods have been studied: historical, advanced and combined, see Lee
(1990) and Ivanov and Zhechev (2012). Disaggregation of the demand into categories may
cause an excessive data sparseness. Advanced and combined methods aim at monitoring and
maintaining regularities in sparse time series. However they are sensitive to the historical
input data, which affects their quality. Historical bookings methods do not include specific
tools to account for data regularities but they are not so sensitive to the input data and provide
stable and sufficiently accurate forecast results either for sparse or well saturated time series
(Makridakis et al. (1982), Schnaars (1984), Weatherford and Kimes (2003)). We employ
historical bookings forecasting methods because they are simple and effective with respect to
the demand disaggregation.
Demand forecasting starts with building two historical time series for each demand
category and day: 1) the number of realized check-ins and 2) the length of stay associated
with each check-in. Then, the forecasted numbers of future check-ins and their lengths of
stay are linked together in order to calculate the predicted number of occupied rooms in each
demand category and night in the planning horizon. These numbers are obtained by means of
arithmetic manipulations with the forecasted check-ins and lengths of stay. The succeeding
stages of our HRM approach use the number of occupied rooms for each category and day.
The length of the planning horizon varies from 1 day to 12 months. The same forecasting
method cannot give accurate results for short-term and long-term forecasting horizons. The
same observation holds with respect to the data sparseness, which depends on the level of
demand disaggregation. We consider demand data of each category as sparse if there were
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no check-ins for at least one of the days of the demand time series in the historical period.
For forecasting periods up to three months, we either modify Holt’s double exponential
smoothing (M-Holt) or modify moving average (M-Moving). This alternative arises due
to the density condition of disaggregated historical data. Sparse data leads to inaccurate
estimates of the smoothing coefficients of level and trend and, consequently, to an error in
the M-Holt forecasting method. Therefore, M-Moving is applied to sparse data. Since the
accuracy of the demand time series extrapolation decreases with the extension of the planning
horizon, we modify “same day last year” (M-Same) forecasting for long-term periods of
three months or more. All three forecasting methods are modified by us in order to improve
forecast accuracy in the specific environment of our HRM approach.
Let us give details of the forecasting methods. First note that the length of the historical
period is method specific. Given a demand category, denote the realized value of the number
of check-ins in a past day i as si, i = 1, . . . , t, where t is the last day of the historical period,
and denote the number of forecasted check-ins in a future day i as sˆi, i = t + 1, . . . , t +T ,
where T is the length of the planning horizon. We assume that check-ins are indexed
1, . . . ,q,q+1, . . . ,q+Q, where 1 is the first (oldest) check-in of the historical period, q is
the last check-in of the historical period and Q is the forecasted number of check-ins in the
planning horizon. We have Q = ∑Tm=1 sˆt+m.
We will describe forecasting methods on the example of the number of check-ins.
Modified Holt’s Double exponential smoothing (M-Holt). Holt’s double exponential
smoothing forecasting method is an extension of the simple exponential smoothing method,
see Gardner (2006), Rajopadhye et al. (2001). The advantage of Holt’s method is that,
besides the smoothed value of the series, it is able to capture medium-term trend. The trend
represents the direction in which the series is moving and reflects both internal effects of
changes in the hotel as well as external, which affect businesses in the region. The method
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consists of a forecast equation and two smoothing equations:
sˆt+m = lt +mrt , m = 1, . . . ,T, (3.3.1)
li = αsi+(1−α)(li−1+ ri−1), i = 2,3, . . . , t (3.3.2)
ri = γ(li− li−1)+(1− γ)ri−1, i = 2,3, . . . , t (3.3.3)
where li is an estimate of the level of the series at time i, ri is an estimate of the trend of the
series at time i and initial values of l1 and r1 are to be specified. α is a smoothing coefficient
for the level, 0≤ α ≤ 1, and γ is a smoothing coefficient for the trend, 0≤ γ ≤ 1.
The equation (3.3.1) shows that an m-step-ahead forecast is equal to the estimated level
at day t plus m times the estimated trend value at day t. The equation (3.3.2) shows that li is
a weighted average of observation si and the within-historical-period one-step-ahead forecast
for time i given by li−1+ ri−1. The trend equation (3.3.3) shows that ri is a weighted average
of li− li−1 and the previous estimate of the trend ri−1.
Optimal values for coefficients α and γ are estimated from the historical period. Coeffi-
cients are estimated by minimizing the mean square error (MSE). The within-historical-period
one-step-ahead forecast errors are specified as ei = si− sˆi, i = 1, . . . , t, and MSE is specified
as MSE = ∑
t
i=1 e
2
i
t . To calculate sˆi, sˆi = li−1+ ri−1, i = 1 . . . t, initial values of level and trend
can be specified as l1 = s1 and r1 =
(s2−s1)+(s3−s2)+(s4−s3)
3 and initial values of coefficients α
and γ take arbitrary values within the interval [0,1].
In order to increase the accuracy of the forecast we have modified Holt’s double exponen-
tial smoothing method. Note that the original method can output fractional parts of values
of the demand, whose rounding can substantially distort the forecast results. To account for
the contribution of the fractional values of check-in time series we suggest to summarize
them starting from the first day of the planning horizon t + 1. As soon as the sum of the
fractional parts of the numbers of forecasted check-ins exceeds 1, an extra check-in unit is
generated. This unit is randomly added to one of the corresponding days. Therefore, no
forecasted demand is lost, which is essential for the disaggregated demand.
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The length of the historical period affects accuracy of the M-Holt forecasting method. It
depends on the specific data of the hotel and varies from one month to one year. Experiments
conducted on the historical data of the hotel H suggested to set three months as the length of
the historical period.
Modified Moving average (M-Moving). The modified moving average method is
applied to sparse time series. We use it for short-term and medium-term planning horizons
with up to three months length. Moving average is simple but gives reliable results for sparse
historical data. Forecasting of values of time series for day t+1 is calculated by averaging
N, 1≤ N ≤ t, previous observations of the series by the following formula:
sˆt+1 =
1
N
t
∑
i=t−N+1
si.
The method suggests that sˆt+m = sˆt+1, m = 2,3, . . . ,T .
The criterion for choosing the optimal number of observations to average is the smallest
forecasting error. Computer experiments on the real historical data of hotel H have shown
that the minimum forecasting error is attained for N = 8.
Our modification of the moving average method concerns fractional values, similar to
that in the M-Holt method.
Modified method “the same day last year” (M-Same). In the forecasting method “the
same day last year”, the forecasted value of time series for the demand category in day t+1
is the assigned number of check-ins of the corresponding category at the same day of the
previous year.
To increase accuracy and add dynamics to forecasting method “the same day last year”
we suggest to modify it as follows. Let us forecast the number of check-ins for a day t+1.
Without loss of generality, let this day be a Friday. The method M-Same takes the number
of check-ins of the same day in the last year but adds to it an average value of deviations of
that value from check-in numbers of all Fridays in the last month. If there were 23 check-ins
on Friday of week 48 in year 2014 and the check-ins numbers on Fridays of weeks 47, 46,
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45 and 44 in year 2015 were 25, 26, 23 and 24, respectively, then the forecasted number of
check-ins for Friday of week 48 in year 2015 would be 24,5 = 23+ 2+3+0+14 .
The above mentioned forecasting methods are employed to forecast the number of check-
ins for each demand category and night in the planning period, as well as the length of stay
associated with each check-in. These forecasted values are then used to calculate future
demand, that is, daily occupancy of the hotel, assuming that the price is fixed to be the
reference price.
Examples of forecasted numbers of check-ins for a demand category with Day = Fri−
Sun and forecasted lengths of stay associated with each check-in for the same category
are presented in Tables 3.1 and 3.2, respectively. It is assumed that check-ins are indexed
n = 1,2, . . ..
Table 3.1 Forecasted numbers of check-ins
Date Number of Check-in
check-ins indices
31.10.2014 0 -
01.11.2014 3 54, 55, 56
02.11.2014 0 -
07.11.2014 0 -
08.11.2014 0 -
09.11.2014 1 57
14.11.2015 0 -
15.11.2015 2 58, 59
16.11.2015 0 -
Table 3.2 Forecasted lengths of stay
Date Check-in Length of
index stay
01.11.2014 54 2
01.11.2014 55 2
01.11.2014 56 2
09.11.2014 57 1
15.11.2014 58 2
15.11.2014 59 2
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Note that the forecast of the lengths of stay will be done implicitly via the forecast of
check-ins if there is a separate demand category for each possible length of stay.
Some reservations made in the past can be canceled in the future before their check-ins.
In order to account for this situation, we calculate the probability of cancellation for each
demand category and assign a random number between 0 and 1 to each realized reservation.
If this random number is less than or equal to the corresponding probability of cancellation,
then the reservation is not counted in the future. For a given demand category, the ratio
between the number of canceled reservations and the total number of reservations in the
historical period for this category is taken as the probability of cancellation. Reservations
that have been made and decided to be counted in the future reduce the number of rooms
available during the corresponding period of stay.
Forecast results are intermediate. Forecasting gives a single point on the plot of the
demand-price relation for each category and day of the planning horizon. This point is
determined by the reference price and the forecasted demand. We assume that the demand is
a linear non-increasing function of the price.
3.4 Demand-price relations
Slope of the demand function. Consider an arbitrary demand category c and night τ . We
restrictively assume that the demand for this category and night is a linear function fτ,c of the
price pτ,c for this night and category: fτ,c(pτ,c) = aτ,c−bc pτ,c, where bc > 0 is the category
dependent slope of the demand function, which is also called elasticity coefficient in the
demand-price studies, see Marshal (1890), and aτ,c > 0 is a constant. Note that demand for
the hotel service products, which are room bookings, is price sensitive, contrary such goods
as inferior quality staple foods or luxury products, and therefore, the demand functions fτ,c
are non-increasing.
The elasticity coefficient for the demand category c is determined by a simple linear
regression approach. A maximal data set of historical data of the category is employed to fit
a straight line through the set of data points in such a way that makes the sum of squared
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residuals of the simple linear regression model as small as possible. It is important to employ
all historical data available in order to get more realistic estimate of the slope of the demand
function. Explanatory variable of the regression function is the room price adjusted for
inflation, and dependent variable is the number of rooms sold for this price. Below we
will show how to adjust price for inflation. The fitted line represents the historical demand
function, and its slope determines the elasticity coefficient bc. The elasticity coefficient tends
to change only in a long term under the influence of external political and economic factors.
Therefore, calculated from the historical data, it does not depend on τ and it may be applied
to all nights in the planning horizon within the same category. Contrarily, the constant aτ,c of
the demand function fτ,c depends both on the demand category c and the day τ .
Before calculating elasticity coefficient bc, historical prices are adjusted for inflation as
follows:
Pa =
Ph
1+RIx
,
where Pa is a price adjusted for inflation, Ph is a historical price without adjustment for
inflation and RIx is the rate of inflation (RI) in the considered month x. It is calculated as
RIx =
CPIx−CPI0
CPI0
, where CPIx is the Consumer Price Index (CPI) for the considered month
and CPI0 is the CPI for the basic month, which is the latest month of the historical period. In
the USA, CPI’s are published by the Bureau of Labor Statistics of the Department of Labor
U.S. (2014).
Excessive sparseness of the data of some categories and the influence of unpredicted
factors may cause negative values of the elasticity coefficients bc. Since the demand function
fτ,c is assumed to be non-increasing, negative coefficients bc are considered as deviations
from the law. In such a case bc is set to zero.
Constant aτ,c. We suggest that the constant aτ,c is calculated as aτ,c = zˆτ,c+bc p0c , where
p0c is the reference price for the category c and zˆτ,c is the forecasted number of occupied
rooms for this category in day τ .
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3.5 Optimization
The optimization model aims at maximizing the total profit of a hotel. Input data for the
model are the defined parameters aτ,c and bc for each demand function fτ,c, the lower and
upper bounds on the price values of each category c, the room operational cost for each room
type and the number of available rooms of each type in each day τ . Maximization of the total
profit of a hotel is gained via solving the following constrained mathematical programming
problem.
max
k
∑
c=1
t+T
∑
τ=t+1
(aτ,c−bc pτ,c)(pτ,c−hc)−W
k
∑
c=1
t+T
∑
τ=t+1
yτ,c, (3.5.1)
subject to
Lτ,c ≤ pτ,c, τ = t+1, . . . , t+T, c = 1, . . . ,k, (3.5.2)
pτ,c ≤Uτ,c+ yτ,c, τ = t+1, . . . , t+T, c = 1, . . . ,k, (3.5.3)
aτ,c ≥ bc pτ,c, τ = t+1, . . . , t+T, c = 1, . . . ,k, (3.5.4)
pτ,c ≥ hc, τ = t+1, . . . , t+T, c = 1, . . . ,k, (3.5.5)
∑
c∈M j
(aτ,c−bc pτ,c)≤ Rτ, j, τ = t+1, . . . , t+T, j = 1, . . . ,5, (3.5.6)
pτ,c1 ≤ pτ,c2 , c1 ∈M1, c2 ∈M2, τ = t+1, . . . , t+T, (3.5.7)
pτ,c2 ≤ pτ,c3 , c2 ∈M2, c3 ∈M3, τ = t+1, . . . , t+T, (3.5.8)
pτ,c3 ≤ pτ,c4 , c3 ∈M3, c4 ∈M4, τ = t+1, . . . , t+T, (3.5.9)
pτ,c4 ≤ pτ,c5 , c4 ∈M4, c5 ∈M5, τ = t+1, . . . , t+T, (3.5.10)
pτ,c ≥ 0, yτ,c ≥ 0, ∀ τ, c. (3.5.11)
where the variables are pτ,c and yτ,c, and the given input parameters are the following.
• [t+1, t+T ] – the planning horizon,
• Lτ,c – the lower bound on the price pτ,c,
• Uτ,c – the upper bound on the price pτ,c,
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• hc – the operational cost of a room in category c,
• Rτ, j – the number of rooms of type j available in day τ ,
• yτ,c – the auxiliary variable that allows price upper bounds to be violated, when these
bounds make the feasible domain empty,
• W – a sufficiently large number that is greater than the optimal value of the problem in
which all variables y are equal to zero (price upper bounds are not violated). For exam-
ple, W can be set as the sum of largest values of the functions (aτ,c−bc pτ,c)(pτ,c−hc)
with respect to the variables pτ,c for all τ and c and the only constraints pτ,c ≥ hc and
aτ,c ≥ bc pτ,c. By this choice of W , if there exists a feasible solution with yτ,c = 0 for
all τ and c, then such a solution will always be optimal,
• M j – the set of all categories that include room type j. We assume that the sets M j are
numbered in non-decreasing order of the room prices.
Objective function (3.5.1) includes total profit with the positive sign and price upper
bounds extension costs with the negative sign. We stress, that the extension costs are artificial
and do not contribute to the total profit. Relations (3.5.2) and (3.5.3) address price lower
and upper bounds, respectively. Note that the positive values of the variables y indicate
how much hotel managers may exceed the highest prices in cases of excessive demand in
order to balance the current levels of demand and supply. Potential to exaggerate prices
helps managers not to reject customers. Constraints (3.5.4) guarantee that the demand takes
non-negative values only. Relations (3.5.5) require that the room price is not less than the
room operational cost. Constraints (3.5.6) ensure that the sum of the requested number of
rooms of each type in different categories in day τ does not exceed the number of available
rooms of type j in this day. Constraints (3.5.7)–(3.5.10) secure the price hierarchy of room
types.
Our optimization model does not allow overbooking. It may happen that the forecasted
demand for the reference price exceeds the corresponding room capacity. Then the model
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will try to increase the price in order to decrease demand in order to satisfy the capacity
constraint.
The problem (3.5.1)-(3.5.11) is a mathematical programming problem with a concave
quadratic objective function and linear constraints. The objective function is concave because
it is the sum of concave quadratic functions of one variable. The problem can be solved by
a standard optimization software, for example, IBM (2014) ILOG CPLEX Optimization
Studio Version 12.6.
Note that the problem (3.5.1)-(3.5.11) can be decomposed into T subproblems. Each
subproblem considers one day τ , τ = t +1, . . . , t +T . An optimal solution of the original
problem is determined by the optimal solutions of the subproblems.
Optimization is the last stage of our approach for the hotel revenue management. Solution
of the problem (3.5.1)-(3.5.11) specifies optimal price p∗τ,c for each category c in each day τ
of the planning horizon and optimal values of the slack variables y∗τ,c. Data for the considered
hotel H includes 5 room types, 2 values of the parameter Length and 3 values of the parameter
Before. Therefore, the cardinality of the daily set of optimal prices for the hotel H is 30.
If the period of stay of an incoming reservation starts in one category (low season or
weekday) and ends in another category (high season or weekend), then the period of stay is
divided into several parts, each of a unique category, and the corresponding price is calculated
for each part.
Given optimal prices p∗τ,c, we can compute corresponding demands aτ,c−bc p∗τ,c. These
values are estimates of the hotel occupancy for each day and room type and they can be used
for planning service activities.
A solution of the problem (3.5.1–3.5.11) can be analyzed and approved or modified by
the decision makers. An approved solution is made accessible to the potential guests of the
hotel.
There can be two booking policies based on the solution of the problem. The first policy
is to accept every incoming request and update the solution after each booking. The second
policy is to accept as many requests from each category as determined by the optimal demand
values aτ,c−bc p∗τ,c. The excessive requests will be rejected. The efficiency of the second
3.6 Computer experiments 51
policy strongly depends on the demand forecast quality. Irrespectively of the booking policy,
we suggest a price update after every realized booking, because every booking decreases
the number of available rooms. We also suggest to set up several planning horizons with
different lengths, for example for 1, 7, 31, 90, 180 and 360 days, and update solutions for all
of them simultaneously. Accuracy of the forecast and, therefore, solution quality decreases
as the length of the planning horizon increases. Therefore, solutions for the shorter planning
horizon should be more accurate.
3.6 Computer experiments
In order to evaluate the efficiency of our dynamic pricing approach we conducted a computer
experiment to compare actual revenue of the example hotel H in the past period with the
modeled potential revenue generated by our approach for the same past period, which we
call comparison period, subject to an assumption that the demand is price sensitive.
Since we have used confidential input data, we have multiplied all numbers by a certain
same coefficient and rounded them.
In the experiment, room operational cost, hc, was set to 50 for all room types. 10 rooms of
the hotel H were considered. Reference prices of the most valuable categories of room types E,
E+, B, B+ and S were set to 139, 149, 159, 175 and 189, respectively. Percentage deviations
for categories with parameters Season=Low, Day=Mon-Thu, Length=8+, Before=8-30
and Before=30+ were set to 20%, 10%, 10%, 10% and 15%, respectively. The approach
employed the M-Moving forecasting method.
A past period of 90 days was considered. It was divided by a fixed day t into two periods:
initial historical period of 30 days t−29, t−28, . . . , t, and initial planning horizon of 60 days
t+1, t+2, . . . , t+60. 14 days t+31, t+32, . . . , t+44 were used as the comparison period.
The reason for choosing these days is that no booking with parameter Before=31+ made in
day t or later can have a check-in at day t+30 or earlier.
The experiment was run on a PC with Intel Core i5 2.4×2 GHz processor and 4 GB of
RAM under MS Windows 8.1 Pro (64 bit). IBM (2014) ILOG CPLEX Optimization Studio
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Version 12.6 has been used to solve the mathematical programming problem (3.5.1)-(3.5.11).
To account different tendencies of demand changing in the planning horizon compared to
the historical period, three types of scenarios were considered. Past periods of 90 days were
different for each of the scenario. In the steady scenario, the daily number of check-ins in the
historical period does not much differ from the daily number of check-ins in the planning
horizon. Low-grow and high-grow scenarios are characterized by low and high growth,
respectively, of daily check-ins in the planning horizon in comparison with the same values
in the historical period.
In each scenario, the algorithm ran for τ = t, t +1, . . . , t +13. In each run, the solution
method was applied for historical periods τ − 29,τ − 28, . . . ,τ and the planning horizon
τ+1,τ+2, . . . ,τ+60. Modeled revenue was calculated for day τ+31 of the comparison
period. Numerical results are shown in Table 3.3.
The experiment demonstrated that our dynamic pricing approach increases the average
revenue of the hotel in comparison with the static pricing strategy. Moreover, due to the
fact that the cost structure of the hotel business is characterized by high fixed and low
variable costs, the ability of the approach to increase revenue brings even a relatively greater
contribution to profit than to revenue. Added revenue contributes to overall profit greater if
variable costs are lower.
Zero values of actual revenue at days of the comparison periods were due to that no
rooms had been sold at those days. Differences of the modeled revenue over and under the
actual revenue had been caused by the modeled optimal prices and the corresponding number
of rooms would be sold for these prices. Our dynamic pricing approach showed the highest
revenue growth in the steady scenario, in which demand values at the planning horizon did
not differ much from the past values. High accuracy of the demand forecast in this scenario
significantly contributed to the total revenue gained. Speed of the future demand change
decreased forecast accuracy and added revenue but still saved the margin positive.
3.6 Computer experiments 53
T a
bl
e
3.
3
C
om
pa
ri
so
n
of
re
ve
nu
es
L
ow
-g
ro
w
sc
en
ar
io
H
ig
h-
gr
ow
sc
en
ar
io
St
ea
dy
sc
en
ar
io
#
D
at
es
of
co
m
-
pa
ri
so
n
pe
ri
od
A
ct
ua
l
re
ve
nu
e
M
od
el
ed
re
ve
nu
e
#
D
at
es
of
co
m
-
pa
ri
so
n
pe
ri
od
A
ct
ua
l
re
ve
nu
e
M
od
el
ed
re
ve
nu
e
#
D
at
es
of
co
m
-
pa
ri
so
n
pe
ri
od
A
ct
ua
l
re
ve
nu
e
M
od
el
ed
re
ve
nu
e
1
11
/0
9/
11
14
2.
5
14
41
.6
1
05
/0
3/
12
0
16
2.
9
1
15
/0
7/
11
0
15
61
.2
2
12
/0
9/
11
0
62
4.
7
2
06
/0
3/
12
28
5.
0
16
2,
2
2
16
/0
7/
11
52
7.
5
14
72
.0
3
13
/0
9/
11
0
26
1.
0
3
07
/0
3/
12
0
14
9.
0
3
17
/0
7/
11
32
5
97
9.
1
4
14
/0
9/
11
48
7.
5
60
6.
2
4
08
/0
3/
12
14
2.
5
19
0.
9
4
18
/0
7/
11
15
2.
5
82
9.
6
5
15
/0
9/
11
78
2.
5
47
1.
7
5
09
/0
3/
12
55
7.
5
14
04
.1
5
19
/0
7/
11
82
2.
5
10
8
6
16
/0
9/
11
19
07
.5
38
2.
2
6
10
/0
3/
12
11
67
.5
47
4.
3
6
20
/0
7/
11
16
2.
5
44
7.
6
7
17
/0
9/
11
50
7.
5
17
74
.4
7
11
/0
3/
12
0
17
2.
8
7
21
/0
7/
11
84
2.
5
10
0.
1
8
18
/0
9/
11
47
7.
5
17
01
.8
8
12
/0
3/
12
32
5
13
5.
2
8
22
/0
7/
11
82
2.
5
41
1.
5
9
19
/0
9/
11
0
74
5.
2
9
13
/0
3/
12
15
2.
5
44
9.
2
9
23
/0
7/
11
82
2.
5
46
8.
0
10
20
/0
9/
11
0
55
6.
2
10
14
/0
3/
12
15
2.
5
33
7.
3
10
24
/0
7/
11
18
2.
5
11
46
.0
11
21
/0
9/
11
0
87
8.
4
11
15
/0
3/
12
16
2.
5
21
2.
2
11
25
/0
7/
11
0
59
1.
4
12
22
/0
9/
11
0
93
8.
6
12
16
/0
3/
12
94
5
71
0.
3
12
26
/0
7/
11
0
46
3.
5
13
23
/0
9/
11
30
25
10
34
.6
13
17
/0
3/
12
87
2.
5
73
1.
8
13
27
/0
7/
11
0
42
3.
2
14
24
/0
9/
11
12
70
60
8.
8
14
18
/0
3/
12
0
66
3.
9
14
28
/0
7/
11
15
2.
5
66
3.
3
To
ta
lr
ev
en
ue
s
86
00
.0
12
02
5.
4
47
62
.5
59
56
.1
48
12
.5
96
64
.7
G
ro
w
th
39
.8
%
25
.0
%
10
0.
8%
Av
er
ag
e
gr
ow
th
55
.2
%
3.7 Conclusion 54
3.7 Conclusion
In Chapter 3 we have described the combined dynamic pricing solution approach for Prob-
lem P-Pricing. The approach disaggregates the demand of a hotel into several categories,
makes the forecast for each category and finds optimal prices for categories by solving a
mathematical programming problem with a concave quadratic objective function and linear
constraints.
In Section 3.1 we gave a general scheme of our approach. In Section 3.2 we discussed
the rational of demand disaggregation, the mechanism of its disaggregation into categories
and input parameters for further mathematical analysis. Modified Holt’s double exponential
smoothing, moving average and “the same day last year” historical forecasting methods have
been presented in Section 3.3. Anticipated coefficients of category’s demand functions had
been determined in Section 3.4. Optimal prices for each demand category had been found
by solving the mathematical programming problem in Section 3.5. The efficiency of the
solution approach for problem P-Pricing had been tested in Section 3.6.
We expect the solution approach for problem P-Pricing to be more efficient in terms of the
computing resources than the existing stochastic programming, dynamic programming and
fuzzy goal programming methods designed for dynamic pricing and revenue management.
Chapter 4
Survey of studies on fixed interval
scheduling for HRM
In this chapter we review the existing models, computational complexity results and solution
methods of the fixed interval scheduling problem for hotel revenue management. We employ
the terminology common for the hotel business. Concepts of booking requests and rooms are
used instead of concepts of jobs and machines that are conventional for interval scheduling.
Some parts of the chapter can be found in Ng et al. (2014).
Section 4.1 formulates the basic fixed interval scheduling problem for hotel revenue
management and its special cases. Section 4.2 provides some definitions and notation from
graph theory that is used in the latter sections. Sections 4.3-4.5 address problems P1–HRM,
P2–HRM and P3–HRM, respectively. Section 4.5 also addresses the basic problem P-HRM.
The chapter concludes with a summary of the results and suggestions for future research in
Section 4.6.
4.1 The basic fixed interval scheduling problem
The fixed interval scheduling problem has various formulations and special cases and is
known under different names. “Interval scheduling”, “fixed job scheduling” “interval se-
lection”, “channel assignment/reservation”, “bandwidth allocation”, “k-track assignment”,
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“k-coloring of intervals”, “on-line interval scheduling”, “maximizing the number of on-time
jobs”, “seat reservation” and other names amongst of them. “Fixed interval scheduling” is
the most popular name. Surveys of studies on fixed interval scheduling have been provided
in Kovalyov et al. (2007) and Kolen et al. (2007).
Let us formulate the basic fixed interval scheduling problem for hotel revenue manage-
ment. Assume that a hotel collects requests from potential guests before making a decision
of their acceptance. Each request is to select one period of stay in one room from a set of
periods of stay in rooms of specified types. The mentioned set is suggested by the guest.
After a sufficient number of requests is collected, the hotel decides which requests to accept
and where to assign the accepted requests.
There are n independent non-preemptive requests to be assigned to m rooms. A room
can be occupied by at most one request at a time, and a request can be assigned to at most
one room at a time. For each room l, a set of requests Nl is specified such that no request
j ̸∈ Nl can be assigned to room l, l = 1, . . . ,m. Furthermore, the room unavailability intervals
Uvl = (avl,bvl], avl < bvl, v = 1, . . . ,ul, are given for room l such that room l cannot be
occupied by any request within these intervals, l = 1, . . . ,m. Denote Ul =U1l ∪·· ·∪Uul l, l =
1, . . . ,m. Room l can be occupied by request j in one of the fixed intervals I jlk := (s jlk,d jlk],
s jlk < d jlk, k = 1, . . . ,n jl, where n jl is the number of intervals for given j and l. A value w jlk
is associated with each interval I jlk, which is related to the value derived from accepting
request j for this interval. Each request can be assigned only to one of these intervals, or
rejected. Note that it can be assumed without loss of generality that each set Nl is determined
by Nl = { j|n jl ≥ 1}.
A solution is characterized by the set of accepted requests and their assignments to the
rooms. A solution and the corresponding assignments are feasible if the following constraints
are satisfied: a) if request j is assigned to room l for servicing within the interval I jlk, then
j ∈ Nl and I jlk∩Ul = /0, and b) time intervals of accepted requests assigned to the same room
do not overlap. The problem is to find a feasible solution that maximizes the total value. We
denote this problem as problem P-HRM.
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The problem P-HRM and its variants appear in many areas besides hotel revenue man-
agement. Amongst them are real-time/time-constrained scheduling (Bar-Noy et al. (2001b),
Naor et al. (2003)), retail trade (Kolen and Lenstra (1995)), fleet planning (Dantzig and
Fulkerson (1954), Gertsbakh and Stern (1978)), scheduling of bus drivers (Martello and
Toth (1986), Fischetti et al. (1992)), assignment of incoming aircraft to gates and work
planning for aircraft maintenance personnel (Kroon et al. (1997)), class scheduling (Kolen
and Kroon (1991), Carter and Tovey (1992)), computer wiring and bandwidth allocation
of communication channels (Gupta et al. (1979), Harms (1998), Hashimoto and Stevens
(1971)), printed circuit board manufacturing (Spieksma (1999)), solving problems of dispar-
ity between processor and memory speeds in computers (Torng (1998), Brehob et al. (2004)),
planning of satellite photography (Gabrel (1995)), satellite data transmitting (Faigle et al.
(1999)), genome comparison in molecular biology (Veeramachaneni et al. (2003)).
Let us introduce a notation for special cases of problem P-HRM applicable to hotel
business.
Problem P1-HRM. In this problem, a single time interval is associated with each request,
a request can be assigned to any room within this interval, request weights are arbitrary,
and rooms are not occupied by earlier bookings. Thus, Nl = {1, . . . ,n}, n jl = 1, w jl1 = w j,
s jl1 = s j, d jl1 = d j, I j = (s j,d j] and Ul = /0 for j = 1, . . . ,n and l = 1, . . . ,m.
It is natural for hotel business that some rooms can be occupied in some periods in future
by earlier bookings. However a situation may happen that in some periods in future, rooms
are not occupied by earlier bookings. The problem P1-HRM considers such a case.
Problem P2-HRM. Time intervals are request and room dependent, and each request
specifies at most one time interval for each room. Thus, n jl ≤ 1, s jl1 = s jl , d jl1 = d jl ,
I jl1 = I jl = (s jl,d jl] and w jl1 = w jl , for j = 1, . . . ,n and l = 1, . . . ,m.
Problem P3-HRM. A special case of problem P-HRM in which there is a single room.
Problem P1-HRM can be considered as a room scheduling problem with request release
dates s j, due dates d j, non-preemptive request durations p j and additional constraints p j =
d j− s j, j = 1, . . . ,n. Heady and Zhu (1998), Balakrishnan et al. (1999), Sivrikaya-Serifoglu
and Ulusoy (1999) addressed this problem with the objective of minimizing a weighted
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deviation of request completion times from their due dates. They suggested a constructive
heuristic algorithm, proposed a mixed integer programming formulation, and developed two
genetic algorithm. They did not consider the constraints p j = d j− s j, j = 1, . . . ,n.
Problem P1-HRM can also be modelled as a room scheduling problem to maximize
the number of just-in-time requests that complete exactly at their due dates, see Lann and
Mosheiov (2003) and Hiraishi et al. (2002). In this case, there are request time durations and
no request release dates. Problem P1-HRM also falls into the class of real time scheduling
problems, see Sha et al. (2004). Since the corresponding real time scheduling problems are
strongly NP-hard, heuristic and enumerative methods have been proposed in the literature for
their solutions. These methods do not take into account the specificity of the fixed interval
scheduling problem that each request fully occupies its feasible time interval. Therefore,
these methods are unlikely to be useful in solving the problem P1-HRM.
Notice that problem P2-HRM and the basic problem P-HRM are polynomially reducible
to problem P3-HRM. Given an instance of problem P2-HRM or problem P-HRM, the
corresponding instance of problem P3-HRM can be obtained by shifting each request’s time
interval I jlk and room unavailability interval Uvl to start (l−1)T time units later, l = 1, . . . ,m,
where T is the length of the planning horizon for the corresponding instance of problem
P2-HRM or P-HRM.
4.2 Graph theory definitions
Further research on special cases of problem P-HRM requires to provide some definitions
and notation from graph theory.
A graph G = G(V,E) is a pair of sets V and E. Here V is a set of elements denoted as
vertices and E is a set of undirected pairs (i, j), i, j ∈V , denoted as edges. Problem P-HRM
and its cases is expressed only in finite graphs G(V,E) that have no self-loops or parallel
edges. Thus, (i, i) ̸∈ E for any i ∈ V , and all the pairs in E are distinct. Vertices i and j
are called adjacent vertices connected by the edge (i, j) if (i, j) ∈ E. An induced subgraph
G(Z) of graph G(V,E) is defined by G(Z) =G(Z,E ′), where E ′ = {(i, j)|i, j ∈ Z,(i, j) ∈ E}.
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Graph G is complete if all its vertices are pairwise adjacent. Given graph G(V,E), a set of
vertices C⊆V is a clique if G(C) is complete, and a set of vertices S⊆V is an independent set
if G(S) has no edges, i.e. consists only of isolated vertices. A maximal clique (independent
set) is a clique (independent set) C ∈ V such that G(C∪{i}) is not a clique (independent
set) for any i ∈V\C. A maximum clique (independent set) in G is a clique (independent set)
C ∈V of maximum cardinality. The weight of a clique (independent set) is the total weight
of its vertices. The Maximum Weight Clique (independent set) problem (MWC) is to find a
maximum weight clique (independent set) in a given graph.
Graph G(V,E) is called a complement of graph G(V,E) if (i, j) ∈ E if and only if
(i, j) ̸∈ E.
The vertices of a graph are legally colored if there are no adjacent vertices colored with
the same color. The least number of colors needed to legally color its vertices is the chromatic
number of graph G, denoted as χ(G).
A graph is a perfect graph if for every of its vertex subgraphs, the size of its maximum
clique is equal to the chromatic number of this subgraph.
Graph G(V,E) is considered a cycle if V = i1, . . . , ik and E = {(ir, ir+1)|r= 1, . . . ,k, ik+1 :=
i1}.
A graph that has no vertex subgraph being a cycle with an odd number of vertices greater
than or equal to five or a complement of such a cycle is called a Berge graph.
A graph in which the vertices are associated with intervals of a line and there is an edge
between two vertices if and only if the corresponding intervals intersect is called an interval
graph, and a co-interval graph is a complement of an interval graph. There is an edge
between two vertices of a co-interval graph if and only if the corresponding intervals do not
intersect. Based on the statement that the complement of any perfect graph is perfect, it is
known, that interval and co-interval graphs are perfect, see, for example, Golumbic (1980).
A graph in which the vertices are associated with segments of a circle and there is an edge
between two vertices if and only if the corresponding segments intersect is called circular-arc
graph.
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A directed graph (digraph) G(V,D) is determined by the set of vertices V and the set of
arcs D, where arc i→ j is a directed edge from vertex i to vertex j. A path in digraph G(V,D)
is a set of its vertices { j1, . . . , jk} such that there are arcs ji → ji+1 ∈D, i = 1, . . . ,k−1. It is
denoted as ( j1, . . . , jk). A maximal path of a digraph G(V,D) is a path that is not a part of
another path in G(V,D). Vertex i is called a predecessor of vertex j, and vertex j is called a
successor of vertex i if there exists a path going from i to j . Vertex i is called an immediate
predecessor of vertex j and vertex j is called an immediate successor of vertex i if there
exists an arc i→ j. A digraph is acyclic if every of its vertices is not a successor of itself.
4.3 Problem P1-HRM
Arkin and Silverberg (1987) reformulated problem P1-HRM in terms of maximizing the
total weight of legally colored vertices in the interval graph. Using a polyhedral approach
as described in Grötschel et al. (1993) and Schrijver (1986), Arkin and Silverberg reduced
the latter problem to a binary integer linear program (BILP) with a feasible domain being
an integral polyhedron, i.e., a polyhedron with integral vertices. Due to the integrality of
the feasible domain, the integrality constraints in BILP can be omitted and the problem can
be solved by the polynomial time algorithm of Khachiyan (1979), the strongly polynomial
time algorithms of Vavasis and Ye (1996) and Chubanov (2012) or other appropriate linear
programming algorithm. Further, Arkin and Silverberg provided a more efficient O(n2 logn)
algorithm by reformulating problem P1-HRM as a minimum cost flow problem, defined in
Lawler (1976), where arcs represent the maximal cliques of the interval graph. Bouzina
and Emmons (1996) and Carlisle and Lloyd (1995) suggested improved minimum cost flow
algorithms for problem P1-HRM with the computational complexity of O(mn logn).
Sarrafzadeh and Lou (1993), Pal and Bhattacharjee (1996) and Saha and Pal (2003) sug-
gested less efficient algorithms for problem P1-HRM based on finding m disjoint independent
sets of the maximum total weight in an interval graph. Hiraishi et al. (2002) reduced problem
P1-HRM to a transshipment problem in a 0–1 network, which is solvable in polynomial time,
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see Ahuja et al. (1993). This approach is less efficient than the algorithm of Bouzina and
Emmons as well.
Kovalyov et al. (2007) mention, that Sleator and Tarjan (1970) and Ben-David et al.
(1994) distinguish deterministic and randomized online algorithms and use a competitive
analysis to evaluate their performance. A deterministic on-line algorithm A is considered
ρ− competitive for a maximization problem if it gives a feasible solution satisfying FA ≥
ρF∗ for any problem instance, where FA is the objective value provided by the algorithm and
F∗ is the optimal objective value. A randomized on-line algorithm executes random choices
with a certain probability, and the expected objective value replaces the term FA in the above
definition. The value of ρ is a competitive ratio.
Woeginger (1994) and Canetti and Irani (1998) proved that there are no deterministic
online algorithms with a constant competitive ratio for the general problem P1-HRM-On-Line
and for randomized on-line algorithms. For a special case of problem P1-HRM-On-Line that
includes the cases of identical length intervals and monotone intervals such that if request
i arrives before request j, then not only si < s j but also di ≤ d j is satisfied Seiden (1998)
and Woeginger (1994) presented a randomized 1
2+
√
3
> 13.73206 -competitive algorithm and an
1/4-competitive deterministic algorithm, respectively. For problem P1-HRM-On-Line with
monotone intervals, Miyazawa and Erlebach (2004) suggested a randomized 1/3-competitive
algorithm and proved that no randomized algorithm can achieve a competitive ratio strictly
larger than 4/5.
“The seat reservation problem”, studied in Boyar and Larsen (1999) and Bach et al.
(2003), is an on-line version of problem P1-HRM with m rooms, in which a request once
assigned to a room cannot be rejected. HRM formulation of the problem is as follows.
There are m rooms of the same class. The booking horizon is 1, . . . ,k. A request can be
made for any time interval from day s to day d if 1 ≤ s < d ≤ k. The request cannot be
refused if the room is available for the entire time interval. An algorithm that fulfills the
last requirement is called fair. Requests for rooms arrive over time and the problem is to
handle them so as to maximize the sum of the prices of rooms sold. Boyar and Larsen
proved that any fair deterministic or randomized on-line algorithm for the unit price “seat
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reservation problem” is at least 1/2-competitive. Bach et al. (2003) showed that the upper
bound of 1/2 is asymptotically reachable for any fair deterministic algorithm and that 7/9 is
an asymptotic upper bound for the competitive ratio of any fair randomized algorithm for the
“seat reservation problem”.
4.4 Problem P2-HRM
In problem P2-HRM time intervals are request and room dependent, and each request
specifies at most one time interval for each room. Therefore, it allows to omit the index k in
the notation. Note that if I jl ∩Ul ̸= /0, then request j cannot be assigned to room l. Therefore,
all such requests can be removed from the set Nl in problem P2-HRM. Let us make such a
removal for each set Nl . After this modification, the relation I jl ∩Ul = /0 is satisfied for each
j ∈ Nl , l = 1, . . . ,m.
We assume that there is no unavailability interval for each room in problem P2-HRM,
i.e., Ul = /0, l = 1, . . . ,m.
Problem P2-HRM with unit weights and m = 2 is strongly NP-hard even if the length
of each interval I jl is equal to 2, and at most two intervals intersect at each time instant, see
Section 4.5.
Arkin and Silverberg (1987) studied a special case of problem P2-HRM, where time
intervals specified by requests are the same for all rooms, i.e., I jl = I j = (s j,d j] and w jl = w j,
l = 1, . . . ,m, j = 1, . . . ,n. We denote this special case as problem P2-HRM-I.
Arkin and Silverberg proved that problem P2-HRM-I is NP-hard in the strong sense
for a variable number of rooms m, and it is solvable in O(mnm+1) time and space by a
reduction to the problem of finding a longest path in a specifically designed acyclic digraph
with O(mnm+1) arcs. Their reduction is described as follows. Let us denote the mentioned
digraph as G(V,D) and number the interval starting and ending times in nondecreasing order,
where a t j precedes an si in case of a tie, and other ties are broken arbitrarily. This yields a
nondecreasing sequence ul ≤ ·· · ≤ u2n.
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Vertices S and T in F are artificial. The set of the remaining vertices is partitioned into
2n layers numbered 1, . . . ,2n. Consider layer r. Let ur ∈ {s j, t j}. The vertices of layer
r correspond to the event that request j starts (if ur = s j) or completes (if ur = t j) at one
room. The vertices of layer r, ur ∈ {s j, t j}, are associated with m-tuples (x1, . . . ,xm), which
represent the possible schedules at time ur. Let us do not distinguish a vertex and the m-tuple
associated with it. In an m-tuple (x1, . . . ,xm), values xl ∈ {1, . . . ,n, /0}, where xl = i means
that request i is assigned to room l and xl = /0 means that room l is idle.
If ur = s j, then xl = j, and if ur = t j, then xl = /0 for l ∈ {1, . . . ,m} such that j ∈ Nl in
each m-tuple of layer r. It is assumed that vertex S is associated with identical m-tuples
( /0, . . . , /0) of layer 0 and vertex T is associated with identical m-tuples ( /0, . . . , /0) of layer
2n+1. The construction of the set of arcs D is organized as follows. There is an arc between
m-tuples (z1, . . . ,zm) and (x1, . . . ,xm) of layers v and r, and v < r. The length of this arc is
same as w j if ur = s j, xl = j, zl = /0 for l ∈ {1, . . . ,m} and zk = xk, k ̸= l, k = 1, . . . ,m. The
length of this arc is same as zero if ur = t j, xl = /0, zl = j for l ∈ {1, . . . ,m} and zk = xk, k ̸= l,
k = 1, . . . ,m.
A longest path between vertices S and T in the digraph G(V,D) corresponds to an optimal
solution to problem P2-HRM-I.
Dijkstra et al. (1991) presented an integer programming formulation and an approximation
algorithm for problem P2-HRM-I based on the Lagrangian relaxation and decomposition.
Gabrel (1995) presented heuristics for this problem based on a reduction to a maximum
independent set problem. Bar-Noy et al. (2001b), Bar-Noy et al. (2001a) and Bhatia et al.
(2003) suggested approximation algorithms with worst-case performance guarantees for
problem P2-HRM-I. The best algorithm that guarantees a solution with a value at most
(1−1/e) times the optimum, where e = 2.71828 . . ., was presented in Bhatia et al. (2003).
Problem P2-HRM is equivalent to Problem P-Select, which we provide in Chapter 5. We
reduce Problem P-Select to MWC problem. To provide survey of the literature on solving
the MWC problem let us introduce an m-layer graph G(V,E) (see Fig. 4.1 for an example).
The set of vertices is V = N1 ∪ ·· · ∪Nm, where set Nl determines layer l containing
intervals I jl for requests j ∈ Nl for room l, l = 1, . . . ,m. Weight w jl is associated with each
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Fig. 4.1 Request intervals for two rooms and the corresponding P-Select-graph
vertex I jl . In Fig. 4.1, the weight of a vertex is put in the round brackets next to it. In the
sequel, we do not distinguish a vertex and the corresponding interval.
The set of edges is E = E1∪·· ·∪Em+1, where El = {(Iil, I jl)|Iil ∩ I jl = /0}, l = 1, . . . ,m,
and Em+1 = {(Iil, I jq)|l ̸= q, i ̸= j, l,q = 1, . . . ,m, i, j = 1, . . . ,n}. Verbally, there is an edge
between two intervals if they belong to the same layer and do not intersect, or if they belong
to different layers and do not correspond to the same request.
We call a graph constructed for problem P2-HRM in the way described above as an
P2-HRM-graph. The P2-HRM-graph can be represented by a collection of graphs G(Nl,El),
l = 1, . . . ,m, and a simple rule that determines if there is an edge between any given two
vertices of different layers.
Given P2-HRM-graph G(V,E), let us associate an assignment of requests to rooms with
a set of vertices Z ⊆V as follows: if I jl ∈ Z, then request j is assigned to room l. It is easy to
see that the following statement holds.
Statement 1 A set of vertices Z,Z ⊆ V , of the P2-HRM-graph G(V,E) is a clique if and
only if the corresponding requests of rooms are feasible.
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This statement immediately implies
Statement 2 A maximum weight clique in the P2-HRM-graph G(V,E) determines an optimal
solution for the corresponding problem P2-HRM.
Bomze et al. (1999) provided a comprehensive survey of equivalent formulations and
solution methods. There are several appropriate mathematical programming formulations
for MWC problem. Among them are integer linear programs of Nemhauser and Trotter
(1974) and Nemhauser and Trotter (1975) and Grötschel et al. (1981), quadratic 0-1 problems
of Shor (1990), Pardalos and Rodgers (1992) and Fujisawa et al. (1997), and problems of
maximizing/minimizing a quadratic function of continuous variables over a polyhedron of
Motzkin and Straus (1965), Bomze (1997) and Gibbons et al. (1997). A variety of heuristic
techniques is available for the MWC problem. Earlier heuristic algorithms can be found in
Johnson and Trick (1996) and Babel (1994), and later heuristic algorithms can be found in
Battiti and Protasi (2001), Marchiori (2002), Fenet and Solnon (2003) and Locatelli et al.
(2004).
The class of perfect graphs is the most famous amongst others where the MWC problem
is polynomially solvable. Grötschel et al. (1981, 1984) showed that the MWC problem
on perfect graphs is polynomially solvable. Their approach include formulating the corre-
sponding integer linear program, demonstrating its optimal solution to be an optimal solution
to the relaxed non-integer problem, and adapting the ellipsoid method of Shor (1970) and
Khachiyan (1979) for solving the latter problem. Chudnovsky et al. (2003) and Chudnovsky
et al. (2006) proved that a graph is perfect if and only if it is a Berge graph. The P2-HRM-
graph is not perfect in general. An example of it is given in Fig. 4.1. There is a cycle
(I21, I32, I11, I31, I12, I21) with five vertices, which is the vertex subgraph of the original graph
in Fig. 4.1. Chudnovsky et al. (2005) provided an O(|V |9) time algorithm for recognizing
Berge graphs, which together with the fact that the sets of perfect graphs and Berge graphs
coincide, imply that it is polynomial to recognize whether an arbitrary graph is perfect or not.
Golumbic (1980) showed that for some subclasses of perfect graphs, for example, for
interval and co-interval graphs, the recognition problem and the MWC problem can be solved
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more efficiently. However, a P2-HRM-graph can be neither interval nor co-interval. Except
perfect graphs classes the MWC problem is polynomially solvable for h-perfect graphs see
Grötschel et al. (1993), T Rk,k = 1, . . . ,6,graphs, see Balas et al. (1987), CSGkgraphs, see
Chmeiss and Jégou (1997), interval-filament graphs, see Gavril (2000) and others.
Problem P2-HRM can be handled as follows. First, reformulate it as the MWC problem.
Second, apply one of the existing methods for the problem P2-HRM, assuming that the
structure of the corresponding P2-HRM-graph is arbitrary. Alternatively, classify the P2-
HRM-graph in the given instance manually or by using the existing recognition algorithms.
If the graph falls into a graph class admitting an efficient solution procedure for the MWC
problem, use it.
4.5 Problem P3-HRM and problem P-HRM
Problem P3-HRM is a special case of the basic fixed interval scheduling problem P-HRM, in
which m = 1. An example of practical situation where problem P3-HRM appears is when a
hotel has only one room of a certain type. It can be the most expensive president suite, which
is the only one in a hotel.
Consider problem P3-HRM. Since there is a single room, we can omit the index l in the
notation. Similar to problem P2-HRM, let us modify set N1 such that the room does not have
any unavailability interval, i.e., U1 = /0.
Denote problem P3-HRM with unit weights as P3-HRM-1. Spieksma (1999) mentioned
that Kolen proved problem P3-HRM-1 to be NP-hard if the number of intervals n j ≤ 2 for
each request j. Further Spieksma provided an alternative proof that problem P3-HRM-1 is
strongly NP-hard even if n j ≤ 2 for each request j, the length of each interval I jk is equal
to 2, and at most two intervals intersect at each time instant. It follows from his proof that
problem P3-HRM with unit weights and m = 2 in strongly NP-hard.
Spieksma proved that a polynomial time approximation scheme does not exist for the
problem P3-HRM, unless P = NP, and established an algorithm that delivers a solution with
a value at least 1/2 times the value of an optimal solution. He further provided that the linear
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programming relaxation of an integer programming formulation of problem P3-HRM-1
gives a solution with a value at most 2 times the optimal value for problem P3-HRM-1 for
arbitrary n j, and with a value at most 5/3 times the optimal value for problem P3-HRM-1
with n j ≤ 2, j = 1, . . . ,n. All these results can be extended to the unit weights cases of the
general problem P-HRM and problem P2-HRM.
Keil (1992) showed that the existence of a feasible solution, where exactly one interval
is selected for each request and all requests are assigned, is verified in O(g+n logn) time
for problem P3-HRM with n j ≤ 2, j = 1, . . . ,n, where g is the number of edges in the
associated graph that we call P3-HRM-graph. A vertex in the P3-HRM-graph is associated
with each interval and two vertices are connected by an edge if and only if the corresponding
intervals belong to the same request or intersect. Note that g can be O(n2). Keil provided an
O(g+n logn) reduction of the P3-HRM problem of recognizing whether all n requests can
be scheduled to the 2-satisfiability problem, which is solvable in O(n) time, see Even et al.
(1976). This result also applies for problem P2-HRM with m = 2.
Erlebach and Spieksma (2001, 2003) presented approximation algorithms and their worst-
case performance analysis for problems P3-HRM and P-HRM. In particular, they provided
a greedy algorithm that delivers a solution with a value at least 1/8 times the value of an
optimal solution for problem P3-HRM and a solution with a value at least 3−2√2 times the
value of an optimal solution for problem P3-HRM for the case where the weights of all the
intervals corresponding to the same request are equal.
A relation between problem P3-HRM and the problem of finding a maximum weight
independent set in the P3-HRM-graph was studied in Waterer et al. (2002). They established
the properties of a P3-HRM-graph that can be used for describing facets in an integer
programming formulations of problem P3-HRM.
Similar to problems P2-HRM, P3-HRM can be formulated as the MWC problem of
finding a maximum weight clique in the complement of the P3-HRM-graph. All the results
for the general MWC problem reviewed in Section 4.4 and in Chapter 5 can be applied for
problem P3-HRM.
4.6 Conclusion 68
4.6 Conclusion
In this chapter we have provided a survey of the results for the interval scheduling problem
for hotel revenue management. We considered the basic fixed interval scheduling problem
for HRM, P-HRM, and its three special cases: problems P1-HRM, P2-HRM and P3-HRM.
Future research can be conducted on identifying well-solvable special cases of problem
P-HRM that are interesting from a practical point of view for hotel business, and on the
development of efficient enumerative and approximate methods.
Investigation of a feasible domain of integer programming (IP) formulations of the
interval scheduling problem is another perspective topic for future research for hotel revenue
management because it can help to solve practical instances of these problems by using
existing IP techniques and commercial IP solvers. The on-line or semi on-line versions of the
problem are of interest, too, because they are relevant to situations where request parameters
become known only upon request arrival. In semi online versions, partial information about
the requests to arrive is available such as their number or order of arriving, etc.
Chapter 5
Problem P-Select
In this chapter we describe the solution approach of Problem P-Select in details, which has
been presented in Ng et al. (2014). Section 5.1 discusses two simple variants of Problem
P-Select that can be applied in practice. Section 5.2 reduces Problem P-Select to the problem
of finding a maximum weight clique in a specially constructed graph, which we denote
as MWC(P-Select). Section 5.3 describes a specific exact algorithm for problem MWC(P-
Select). Section 5.4 provides three polynomial time heuristic algorithms for Problem P-
Select. The results of computer experiments to test the performance of our and other existing
heuristics for Problem P-Select are presented in Section 5.5.
5.1 Simple variants of Problem P-Select
Let us consider the following variants of Problem P-Select which can be applied with interest
to some practical situations.
Problem 1: Solving Problem P-Select with the restriction that at most one request is
assigned to each room.
Problem 2: Finding a feasible solution to Problem P-Select such that the number of
rooms occupied by at least one request is maximized. An equivalent formulation here is to
maximize the number of accepted requests under the restriction that at most one request is
assigned to each room.
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Problem 1 is a special case of Problem P-Select when the time intervals of requests for
the same room are pairwise intersecting. Its solution can be used to identify the most valuable
assignment for a subset of requests that compete for the available rooms. A solution to
Problem 2 provides additional information to a decision maker in situations where there are
rooms, which have not been assigned any request in an optimal solution to Problem P-Select.
Problem 1 reduces to the following weighted bipartite matching problem. Introduce a
bipartite graph G(X1,X2,Y ), where the set of vertices X1 = {1, . . . ,n} corresponds to the
requests, the set of vertices X2 = {1, . . . ,m} corresponds to the rooms, and there is an edge
( j, l) ∈ Y, j ∈ X1, l ∈ X2, with weight w jl if and only if request j can be assigned to room l,
i.e., j ∈ Nl. A matching in the graph G(X1,X2,Y ) is a collection of its pairwise disjoint edges.
Problem 1 is equivalent to finding a matching in the graph G(X1,X2,Y ) with the maximum
total weight. The problem can be solved in O(n3) time (see, e.g., Lawler (1976)).
Problem 2 reduces to the maximum cardinality bipartite matching problem, which is,
in fact, the weighted bipartite matching problem described above with unit weights. It is
solvable in O(n2.5) time (see Hopcroft and Karp (1973)).
5.2 A reduction to the maximum weight clique problem
Our reduction of Problem P-Select to an MWC problem can be described as follows. P2-
HRM-graph constructed in Section 4.4 for Problem P2-HRM can be employed to Prob-
lem P-Select and denoted as an P-Select-graph. Its adjacency matrix ||aIJ|| of dimension
(∑ml=1 |Nl|)× (∑ml=1 |Nl|) can be easily constructed in O(m2n2) time based on its definition.
Here aIJ = 1 if edge (I,J) ∈ E, and aIJ = 0 otherwise. In some cases, it is not necessary to
explicitly enumerate all the edges of the set Em+1. The P-Select-graph can be represented by
a collection of graphs G(Nl,El), l = 1, . . . ,m, and a simple rule that determines if there is an
edge between any given two vertices of different layers.
Each graph G(Nl,El) can be constructed in O(|Nl| log |Nl|) time as follows. To facilitate
discussion, let (s1,d1], . . . ,(sk,dk] be all of the intervals from Nl. Renumber them such that
s1 ≤ s2 ≤ ·· · ≤ sk. For each i, i= 1, . . . ,k, find index ri such that di ≤ sri and di > sri−1. Index
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ri can be found in O(logk) time by a bisection search over the range i+1, i+2, . . . ,k. It is
easy to see that interval i does not intersect with intervals ri,ri+1, . . . ,k. Therefore, vertices
ri,ri+1, . . . ,k are all adjacent to vertex i in G(Nl,El) such that there is an edge (i, j) ∈ El,
j = ri,ri+1, . . . ,k.
Given a P-Select-graph G(V,E), let us associate an assignment of requests to the rooms
with a set of vertices Z ⊆V as follows: if I jl ∈ Z, then request j is assigned to room l. It is
easy to see that the following statement holds.
Statement 3 A maximum weight clique in the P-Select-graph G(V,E) determines an optimal
solution for the corresponding Problem P-Select.
The MWC problem is polynomially solvable on the class of perfect graphs, which
includes interval and co-interval graphs. However, there exist examples of Problems P-Select
in which the corresponding P-Select-graph G(V,E) is not perfect. One of them is given in
Fig. 4.1. Notice that each graph G(Nl,El) is a co-interval graph. However, an P-Select-graph
made of these graphs can be neither interval nor co-interval.
We denote the MWC problem on a P-Select-graph as problem MWC(P-Select).
5.3 Solving problem MWC(P-Select) through enumeration
of maximal cliques
Let a P-Select-graph G(V,E) be given. Our approach to solving problem MWC(P-Select) is
based on the following obvious statement.
Statement 4 Let C∗⊆V be an optimal solution to problem MWC(P-Select) and X∗l =Nl∩C∗
be the set of vertices of layer Nl in C∗, l = 1, . . . ,m. Then X∗l ⊆ A∗l , where A∗l is a maximal
clique in the graph G(Nl,El), l = 1, . . . ,m.
Proof. Assume the contrary: There exists index l ∈ {1, . . . ,m} such that set X∗l is not a
subset of a maximal clique in the graph G(Nl,El). Then, since every clique is a subset of a
maximal clique in the same graph, X∗l is not a clique in the graph G(Nl,El). It follows that
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X∗l , and hence C
∗, contains at least two vertices that are not connected by an edge. Therefore,
C∗ is not a clique, which is a contradiction.
Let w(Z) denote the total weight of vertices in a set Z ⊆V.
Consider set A∗ = A∗1∪·· ·∪A∗m, where A∗l , l = 1, . . . ,m, are the sets from Statement 4. If
set A∗ is a clique, then it is an optimal solution to problem MWC(P-Select). Assume that set
A∗ is not a clique. Then problem MWC(P-Select) reduces to finding a subset Q∗ ⊂ A∗ such
that A∗\Q∗ is a clique and
w(Q∗) = min{w(Q) | Q⊂ A∗,A∗\Q is a clique}.
We have C∗ = A∗\Q∗, where C∗ is an optimal solution to problem MWC(P-Select).
Let us analyze when set A∗ is not a clique. The only reason is that there are vertices in
A∗ with the same request index and different room indices, which are not connected in the
original graph G(V,E). Let J j = {I jl|I jl ∈ A∗,∃r : r ̸= l, I jr ∈ A∗} be the set of all the vertices
in A∗ with the same request index j. Vertices in the set J j, J j ̸= /0, are pairwise disconnected
and each vertex in this set is connected to each vertex in A∗\J j. Therefore, it is optimal to
remove all the vertices of J j from A∗ but one with weight w jl j = max{w jl|I jl ∈ J j}. Thus,
we have shown that Q∗ = ∪nj=1(J j\{I jl j}).
We can use the following algorithm to solve problem MWC(P-Select). Let Xl denote the
set of all maximal cliques in the graph G(Nl,El).
Algorithm EMC (Enumeration of Maximal Cliques)
Input: Subgraphs G(Nl,El), l = 1, . . . ,m, of an P-Select-graph G(V,E).
Output: Maximum weight clique C∗ ⊆V.
Step 1 (Initialization) Set C∗ = /0 and w(C∗) =−1.
Step 2 Construct sets Xl of all the maximal cliques in graphs G(Nl,El), l = 1, . . . ,m. For
each maximal clique B ∈ ∪ml=1Xl, calculate its weight w(B).
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Step 3 For each m-tuple (A1, . . . ,Am), where Al ∈ Xl is a maximal clique in the graph
G(Nl,El), l = 1, . . . ,m, perform the following computation.
a) Calculate the set of vertices A := ∪ml=1Al and their total weight w(A) = ∑ml=1 w(Al).
b) For j = 1, . . . ,n, find in the set A the set of vertices with the same request index j:
J j(A) = {I jl | I jl ∈ Al, ∃r : r ̸= l, I jr ∈ Ar, l,r = 1, . . . ,m}
and the corresponding set of room indices:
M j(A) = {l | I jl ∈ J j(A)}.
Set JA := ∪nj=1J j(A) and calculate w(JA) = ∑nj=1∑l∈M j(A)w jl. Here we assume that
any summation over an empty set produces a zero value.
c) For each j = 1, . . . ,n, determine room index l j such that
w jl j = max{w jl|l ∈M j(A)}.
If the above maximum is taken over an empty set, then w jl j := 0 and I jl j := /0.
d) Compute a clique
CA = {A\JA}∪{I1l1, . . . , Inln},
which is a candidate for an optimal clique. Calculate
w(CA) = w(A)−w(JA)+
n
∑
j=1
w jl j
If w(CA)> w(C∗), then re-set C∗ =CA and w(C∗) = w(CA).
Step 4 Output C∗.
Let us establish the time complexity of Algorithm EMC. Steps 1 and 4 require O(n) time.
Step 2 requires O(∑ml=1 Tl) time, where Tl is the time of finding all the maximal cliques and
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calculating their weights in graph G(Nl,El), l = 1, . . . ,m. Since there are at most ∏ml=1 |Xl|
different tuples (A1, . . . ,Am), Al ∈ Xl, l = 1, . . . ,m, the number of iterations of Step 3 is
O(∏ml=1 |Xl|). Each iteration of this step requires O(mn) time if each clique Al is represented
by a 0-1 vector x(l) = (x(l)1 , . . . ,x
(l)
n ) such that x
(l)
j = 1 if and only if I jl ∈ Al. Therefore, the
overall time complexity of Algorithm EMC is equal to O(∑ml=1 Tl +mn∏
m
l=1 |Xl|).
For completeness, we describe below Algorithm SMC(l) that can be used to calculate the
set Xl of all the maximal cliques in the graph G(Nl,El) and the weights of these cliques.
Algorithm SMC(l) (Set of Maximal Cliques in graph G(Nl,El))
Input: Graph G(Nl,El).
Output: Set Xl of all the maximal cliques in G(Nl,El) and their weights w(C), C ∈ Xl .
Step 1 Renumber intervals I jl in Nl in non-decreasing order of their start times: s j1l ≤ s j2l ≤
·· · ≤ s j|Nl |l . Introduce new notation for the intervals, r := I jrl , r = 1, . . . , |Nl|.
Step 2 Construct digraph G(Nl,Dl) with the set of vertices Nl := {1, . . . , |Nl|} and the set of
arcs Dl such that i→ j ∈ Dl if and only if (i, j) ∈ El and i < j. It is easy to see that
– digraph G(Nl,Dl) is acyclic (because all its edges are oriented from a vertex with a
smaller index to a vertex with a larger index),
– there is a one-to-one correspondence between maximal paths in G(Nl,Dl) and maxi-
mal cliques in G(Nl,El) such that a path (i1, i2, . . . , ik) is a maximal path in G(Nl,Dl)
if and only if the set of vertices {i1, . . . , ik} is a maximal clique in G(Nl,El) (because
the fact that intervals ir−1 and ir do not intersect implies that ir−1 does not intersect
with iv, v = r+1, . . . ,k, and ir does not intersect with iv, v = 1, . . . ,r−2).
Step 3 Calculate all the maximal paths in G(Nl,Dl) and their weights as follows: With each
vertex, associate parts of all the maximal paths (and their weights) going to this vertex
from vertices having no predecessors. At the beginning, associate a single path with
each vertex that has no predecessor. This path consists of the vertex itself. Calculate
its weight. Label the considered vertices. Furthermore, find an unlabelled vertex of
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which all the immediate predecessors are labelled. This can be done in O(|Nl|) if
we store with each vertex a variable indicating the number of its labelled immediate
predecessors. Let it be vertex i. Calculate the paths (and their weights) going to vertex
i. They are all the paths of the immediate predecessors of i extended by vertex i. This
can be done in O(∑ j∈IPi x j) time, where IPi is the set of the immediate predecessors of
i and x j is the number of paths calculated at vertex j. Since all of these intermediate
paths are different, their number does not exceed the number of maximal cliques in
the graph G(Nl,El), i.e., ∑ j∈IPi x j ≤ |Xl|. Label vertex i. Increase by 1 the number of
labelled immediate predecessors of each vertex j ∈ ISi, where ISi is the set of the
immediate successors of i. This can be done in O(|ISi|) time. Continue until there is an
unlabelled vertex. The set of maximal paths is the set of paths associated with vertices
having no successors in G(Nl,Dl).
Step 4 For each maximal path in G(Nl,Dl), calculate the corresponding maximal clique in
G(Nl,El). Its weight is equal to the weight of the corresponding path. Output all the
maximal cliques and their weights.
The time complexity of Algorithm SMC(l) is determined by Step 3, which can be
implemented in O(∑i∈Nl(|Nl|+ |Xl|+ |ISi|)) = O(|Nl|2 + |Nl||Xl|+ |Dl|) time. Then the
time complexity of Algorithm EMC for solving problem MWC(P-Select) can be estimated
as O(n2 + n∑ml=1 |Xl|+mn∏ml=1 |Xl|) = O(n2 +mn∏ml=1 |Xl|). The space requirement of
Algorithm EMC is determined by the representation of the sets of maximal cliques Xl,
l = 1, . . . ,m, in its Step 2, and the maximum dimension of a tuple (A1, . . . ,Am) in its Step 3.
Since each clique in G(Nl,El) consists of at most n vertices, it is easy to see that the space
requirement of Algorithm EMC is O(n∑ml=1 |Xl|).
Algorithm EMC is polynomial in n if the number of maximal cliques in each graph
G(Nl,El) is bounded by a polynomial of n. A trivial case where Algorithm EMC is poly-
nomial appears when all the intervals of the same room are mutually non-intersecting. In
this case, there is a single maximal clique in each graph G(Nl,El) (being the set Nl of its
vertices), Algorithm SMC(l) is not needed and Algorithm EMC will run in O(mn) time.
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Example. Consider Problem P-Select given in Fig. 4.1. The digraph G(N1,D1) con-
structed by Algorithm SMC(1) is given in Fig. 5.1.
◦❍❍❍❍❍❥◦❍❍❍❍❍❥◦
I11
I31 I41
✎
◗
◗
◗
◗
◗
◗
◗
◗
◗◗s◦ ✲I21
Fig. 5.1 Digraph G(N1,D1)
The digraph G(N2,D2) consists of isolated vertices I12, I22, and I32. The sets of maximal
cliques are X1 = {{I11, I31, I41},{I21, I41}} and X2 = {{I12},{I22},{I32}}.
In Step 3 of Algorithm EMC, the following cliques of the P-Select-graph will be con-
structed:
C1 = {I31, I41, I12}, w(C1) = 1+4+2 = 7,
C2 = {I11, I31, I41, I22}, w(C2) = 1+1+4+1 = 7,
C3 = {I11, I41, I32}, w(C3) = 1+4+3 = 8,
C4 = {I21, I41, I12}, w(C4) = 2+4+2 = 8,
C5 = {I41, I21}, w(C5) = 4+2 = 6,
C6 = {I21, I41, I32}, w(C6) = 2+4+3 = 9.
The maximum weight clique is C6. In the corresponding optimal schedule, requests 2
and 4 are assigned to room 1 and request 3 to room 2. Request 1 is rejected.
Remark. If a request can be assigned only to one room and the corresponding interval
does not intersect with other request intervals for this room, then this request has to be
assigned to this interval in any optimal solution. The size of the original problem can be
reduced by removing this request from the input. In our example, request 4 is such a request.
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5.4 Heuristic algorithms
The following three greedy heuristics, denoted as G1, G2, and G3, can be used to construct
an approximate solution to problem MWC(P-Select) with P-Select-graph G(V,E).
Heuristic G1
Input: P-Select-graph G(V,E).
Output: A clique C(1) ∈V.
Step 1 Set C(1) = /0. Consider all the intervals as unlabelled.
Step 2 (General iteration) In the graph G(V,E), choose an unlabelled interval that is con-
nected to all the labelled intervals and that a) has the maximum weight or b) has the
maximum total weight of this interval and all the unlabelled intervals adjacent to it.
If there is no such interval, then go to Step 3. Otherwise, label this interval, include
it in C(1), and remove all the other intervals of the same request from graph G(V,E)
(together with the associated edges). Retain the same notation G(V,E) for the new
graph. Repeat Step 2.
Step 3 Output C(1).
Heuristic G2 makes use of the weighted bipartite matching formulation in Section 5.1
and Heuristic G1.
Heuristic G2
Input: P-Select-graph G(V,E).
Output: A clique C(2) ∈V.
Step 1 Consider all the intervals as unlabelled. Solve Problem P-Select under the restriction
that at most one request is assigned to each room (see Section 5.1). Let C(2) be the
corresponding solution. Label intervals in C(2) and remove all other intervals of the
requests in C(2) from graph G(V,E) (together with the associated edges). Retain the
same notation G(V,E) for the new graph.
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Step 2 In the graph G(V,E), choose an unlabelled interval that is connected to all the labelled
intervals and that a) has the maximum weight or b) has the maximum total weight of
this interval and all the unlabelled intervals adjacent to it. If there is no such interval,
then go to Step 3. Otherwise, label this interval, include it in C(2), and remove all the
other intervals of the same request from graph G(V,E) (together with the associated
edges). Retain the same notation G(V,E) for the new graph. Repeat Step 2.
Step 3 Output C(2).
Heuristic G3 is a simplification of our enumeration Algorithm EMC.
Heuristic G3
Input: Subgraphs G(Nl,El), l = 1, . . . ,m, of an P-Select-graph G(V,E).
Output: A clique C(3) ⊆V .
Step 1 Construct a maximum weight clique Cl in each graph G(Nl,El), l = 1, . . . ,m. Set
A =C1∪·· ·∪Cm.
Step 2 For j = 1, . . . ,n, find in the set A the set of vertices with the same request index j:
J j = {I jl | I jl ∈Cl, ∃r : r ̸= l, I jr ∈Cr, l,r = 1, . . . ,m} and the corresponding set of
room indices: M j(A) = {l | I jl ∈ J j(A)}. Set JA = ∪nj=1J j(A).
For each j = 1, . . . ,n, determine room index l j such that w jl j = max{w jl|l ∈M j(A)}.
If the above maximum is taken over an empty set, then I jl j := /0.
Step 3 Consider clique C0 := {A\JA}∪{I1l1 , . . . , Inln}. Determine a set of requests J0 such
that j ∈ J0 if I jl ̸∈ C0, l = 1, . . . ,m. For every j ∈ J0, determine a set of rooms M0j
such that l ∈M0j if interval I jl is connected to all the intervals in C0. For each j ∈ J0,
determine room index l0j such that w jl0j = max{w jl|l ∈M
0
j }. If the above maximum is
taken over an empty set, then I jl0j := /0.
Step 4 Output clique C(3) =C0∪{I jl0j | j ∈ J
0}.
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It is easy to see that Heuristics G1, G2, and G3 are polynomial. Furthermore, the weight
of the clique C(3) is larger than or equal to the weight of any of the maximum weight cliques
C1, . . . ,Cm, whose total weight is larger than or equal to the optimal solution value w(C∗).
Therefore, w(C(3))/w(C∗)≥ 1/m.
5.5 Computer experiments
We computationally evaluated the performance of Heuristics G1, G2 and G3 and compared
them against two existing heuristics: the 2PA algorithm of Berman and Dasgupta (2000) and
the Greedyα algorithm of Erlebach and Spieksma (2003) on randomly generated instances.
We generated the instances of the Problem P-Select in the following way. Denote by E j the
set of eligible rooms, each of which can be assigned request j.
Nl: For each request j, the cardinality of the set of eligible rooms, |E j|, was first uniformly
sampled in the range [1,m], and then |E j| distinct room indices were uniformly sampled
in the same range [1,m]. Sets Nl , l = 1, . . . ,m, were then formed on the basis of the
sets E j, j = 1, . . . ,n.
w jl: The normal value was uniformly sampled in the range [1,10].
|I jl|: The normal value was uniformly sampled in the range [1,15].
s jl: The normal value was uniformly sampled in the range [1,n ∗max{|I jl|}/β ], where
max{|I jl|} is the maximum length of the intervals and β is the compression ratio to
control the overlapping of the intervals. Increasing the ratio generates more overlapped
intervals. In the experiments, we varied the compression ratio from 1.5 to 2.0 (in
increments of 0.1).
d jl: d jl = s jl + |I jl|.
Optimal solutions were found by our enumeration Algorithm EMC. We coded the
algorithms in C language and used the C implementation of the Hungarian Method by Brian
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Gerkey (http://robotics.stanford.edu/∼gerkey/tools/hungarian.html) to find the maximum
weighted bipartite matching in Heuristic G2.
To evaluate the quality of the solutions obtained by Heuristics G1,G2, and G3, we
randomly generated problems with 2 to 4 rooms and 15 to 25 requests. For each problem size,
five instances were generated. Algorithm EMC was used to find the optimal solution value
w∗, and Heuristics G1, G2, and G3 were used to find approximate solution values w(1), w(2),
and w(3), respectively. The relative percentage errors, [(w∗−w(h))/w∗]×100%, h = 1,2,3,
were calculated. The average relative error and the percentage of optimal solutions found for
each heuristic are summarized in Table 5.1. In Heuristics G1 and G2, the Maximum Weight
(MW) and the Maximum Total Weight (MTW) interval selection rules are distinguished.
Table 5.1 Quality of the solutions obtained by Heuristics G1, G2, and G3
Heuristic Average relative percentage error Percentage of optimal solutions found
G1-MW 3.0% 32.9%
G1-MTW 5.6% 14.1%
G2-MW 3.0% 32.3%
G2-MTW 4.7% 16.1%
G3 3.2% 28.2%
All together 1.3% 50.8%
The performance of Heuristics G1, G2, and G3 is comparable. For both Heuristics G1
and G2, using the maximum weight to select an unlabelled interval gives better result than
using the maximum total weight. Excluding Heuristics G1-MTW and G2-MTW yields an
average relative percentage error between 3.0% and 3.2%, and produces about 33% of the
optimal solutions. All the heuristics yield an average relative percentage error of 1.3% and
produce more than 50% of the optimal solutions.
To compare Heuristics G1, G2, and G3 against the 2PA and Greedyα algorithms, larger
size instances were randomly generated, which include 2 to 5 rooms and 25 to 50 (in
increments of 5) requests. Same as before, five instances were generated for each problem
size. Algorithm Greedyα was repeatedly run with the parameter α varied from 0 to 1 in
increments of 0.1. The average relative percentage decrease over the best value found by all
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the heuristics and the percentage of the best solutions found for each heuristic are summarized
in Table 5.2.
Table 5.2 Comparison of Heuristics G1, G2, and G3 with 2PA and Greedyα
Average relative percentage decrease Percentage of
over the best value best solutions found
G1-MW 1.2% 55.1%
G1-MTW 4.7% 13.9%
G2-MW 1.1% 54.7%
G2-MTW 3.6% 16.5%
G3 1.4% 41.3%
2PA 20.1% 0.6%
Greedyα 19.7% 0.0%
The results show that Heuristics G1, G2, and G3 significantly outperform the two existing
heuristics. The average relative percentage decrease over the best solution produced by
Heuristics G1, G2, and G3 with Heuristics G1-MTW and G2-MTW excluded is less than
3.6%, while those of Algorithms 2PA and Greedyα are more than 19.7%. More than 99% of
the best solutions are found by Heuristics G1, G2, and G3.
The maximum relative percentage errors of Algorithms 2PA and Greedyα are quite stable
within the range 44-47%. While Heuristics G1, G2, and G3 have larger variations in the
maximum relative percentage error, their maximum relative percentage errors do not exceed
22%.
5.6 Conclusion
In Chapter 5 we studied the solution approach Problem P-Select. We reduced Problem
P-Select to finding a maximum weight clique in a graph and suggested an exact solution
method based on an enumeration of the maximal cliques in the co-interval graphs associated
with the rooms. We provided three polynomial time heuristic algorithms and conducted
computer experiments on randomly generated instances to assess the performance of our and
two other existing heuristics. Our heuristics outperform the existing heuristics.
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Identifying well solvable special cases of Problem P-Select, which can be applied with
interest in hotel revenue management practice, is perspective for future research.
Chapter 6
Conclusions
In Chapter 1 we motivate the study, make introductory overviews of the research in hotel
revenue management and dynamic pricing and interval scheduling, and give the setting of
P-Pricing and P-Select problems for hotel revenue management.
In Chapter 2 special attention is paid to the survey of studies on hotel revenue management
and dynamic pricing. Processes of a hotel revenue management system are described and a
detailed overview of the research of the forecasting and optimization processes are provided.
We discuss what has to be forecasted, describe main forecasting methods and measure to
asses accuracy of the forecast. For optimization, we review seat inventory control models,
give equivalent notions of air transportation and hotel business and interpret airlines seat
inventory control models in terms of hotel revenue management. The review identifies
unexplored problem of hotel revenue management, which we denoted Problem P-Prising and
studied in Chapter 3.
In Chapter 3 we describe the dynamic pricing solution approach for multi-product
hotel revenue management Problem P-Pricing. According to the approach hotel demand is
disaggregated into several categories, the forecast is made for each category and optimal
prices for categories are found by solving a mathematical programming problem with a
concave quadratic objective function and linear constraints. As soon as optimal prices are
determined, the demand function can be used to determine the number of rooms to sell in each
category. One decision strategy is to accept every booking of every category if an appropriate
84
room is available. Another strategy is to accept only the number of bookings determined by
the demand function and optimal prices. The latter strategy makes our approach similar to
the resource management approaches. Our approach can account for competitors’ prices
considering that they are factored in the reference prices of demand categories. The approach
can be used to plan prices for the period up to one year ahead. It can be employed to manage
a single property hotel or a hotel chain, provided that the season periods of all hotels in the
chain are the same.
The specificity of our approach are:
• handling multiple products;
• addressing lengths of stay;
• addressing hotel capacity;
• no restriction on the number of price changes;
• planning horizon up to one year;
• applicable for a single property hotel or a hotel chain.
Conducted computer experiment demonstrate that an application of our dynamic pricing
approach increases hotel revenue.
The approach can be extended to handle the possibility of transforming one room type
into another, as suggested in Bandalouski et al. (2014).
In Chapter 4 we formulate the basic fixed interval scheduling problem for hotel revenue
management and provide a survey of the results for the basic problem P-HRM and its
variants, problems P1-HRM, P2-HRM, P3-HRM. In problem P1-HRM a single time interval
is associated with each request, a request can be assigned to any room within this interval,
request weights are arbitrary, and rooms are not occupied by earlier bookings. In problem
P2-HRM time intervals are request and room dependent, and each request specifies at most
one time interval for each room. Problem P3-HRM is a special case of problem P-HRM in
which there is a single room. Directions for future research in interval scheduling for hotel
revenue management are provided.
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In Chapter 5 we study problem P-Select and reduce it to find a maximum weight clique in
a graph. The existing methods for solving the latter problem can be used to solve the former
problem. We suggest an exact solution method based on an enumeration of the maximal
cliques in the co-interval graphs associated with the rooms and three polynomial time
heuristic algorithms. We conducted computer experiments on randomly generated instances
to assess the performance of our and two other existing heuristics. The computational results
show that our heuristics outperform the existing heuristics.
Further research should focus on identifying well solvable special cases of problem
P-Select that are interesting from a practical point of view and on the development of
approximation methods with guaranteed worst-case performance. The on-line or semi-on-
line versions of the problem are of interest as well because they are relevant to real-life
situations where request parameters become known only upon request arrival.
Summing up, two solution approaches for problems for hotel revenue management are
described in this thesis. Both approaches to problem P-Pricing and problem P-Select are
designed to increase revenue of hotels. Conducted computer experiments prove the rationality
of employment of the described approaches for the purpose to increment revenues.
Scientific approaches and models for revenue management are of active interest of leaders
of a hotel industry. However, high competition in hospitality market and versatility of HRM
approaches makes them attractive to hotels of any segment and rank searching for tools to
increase revenue.
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