I. INTRODUCTION

C
ALCIUM ions play an important role in carrying information from the extracellular side of the cell to its interior. Defects in the calcium-dependent signaling might be the cause of many diseases such as end-stage heart failure [1] . Since almost all cells interact through a network of biochemical processes containing calcium ions, there has been a strong interest recently to understand the functional role of the calcium-dependent signaling and to discover how cognitive and mesoscopic phenomena are influenced by such a biochemical signaling pathway. For instance, fairly recent studies have discovered how calcium signaling could possibly participate in basic mechanisms such as the encoding of synaptic information [2] . In particular, evidence spots a possible active role of calcium at different levels of learning in the brain [3] . Fast and large scale simulation and modelling of such studies are important for three main reasons: 1) there is still vast missing knowledge in the biochemical signaling pathways; a fast and high speed simulator is needed in order to discover how these biological systems operate by exploring and validating such systems using experimental data; 2) such modelling systems facilitate the development of bioinspired prostheses (i.e. replacement of a biological system by an electronic circuit), 3) the development of such platforms benefiting from new principles of bio-inspired massively parallel computation can be useful in engineering applications such as new devices capable of learning and independent decision making.
A number of solutions for implementing such systems have been devised so far, ranging from time-continuous low power analog circuits to time-discrete massively parallel digital ones [4] - [20] . Here, we summarize the main solutions:
r Special purpose computing systems have been developed to simulate complex biological networks and functions using special software tools [4] - [6] . Even though these systems are flexible and biologically realistic with considerably high performance thanks to their massively parallel architecture, the presented hardware is based on bulky and power-hungry workstations with relatively high cost and long development time. Hence, these approaches are often expensive and not widespread for public access.
r Analog CMOS platforms are considered to be the main choice for the direct implementation of intra-and extracellular biological dynamics [7] - [12] . Such systems are power efficient, however, model adjustment is generally challenging in these circuits. Moreover, since the nonlinear functions in target mathematical models are directly implemented by exploiting the inherent non-linearity of the circuit elements, very good layout is imperative in order for the resulting topologies not to suffer from variability and mismatch [11] . Another issue is raised with the realization of slow biological dynamics (such as most intercellular dynamics in CytoMimetic circuits) especially when the biological time scale must be precisely implemented (e.g. for bio-inspired prostheses that must be interfaced with real biological systems). In such cases, the size of capacitors may become large (for example, in [8] it is reported as 1 uF) for a monolithic realization.
r Full custom analog/digital (mixed mode) implementations capable of sharing the features of both analog and digital world. Such systems comprise low-power and fast analog circuits with programmable and mismatch immune digital circuits. Generally, in these systems, biological computation is performed in the analog domain while the communication of information between these units is carried out in the digital domain [13] - [16] . However, analog part scaling down in technology is challenging due to mismatch and process variations. Furthermore, replication of slow biological dynamics suffers from similar issues to analog CMOS platforms.
r Digital platforms are good candidates nowadays for implementing such biological and bio-inspired systems. Most digital approaches [17]- [20] use digital computational units to implement the mathematical equations codifying the behavior of biological intra/extracellular dynamics. Such platforms can be either implemented on FPGAs or custom ICs, with FPGAs providing more configurability and lower development time, but at a higher cost in terms of area, power, and speed in comparison with the digital custom ICs. Generally, a digital platform achieves short development time, high reconfigurability, notable reliability and immunity to device mismatch. Although the digital platform's silicon area and power consumption is comparatively high compared to its analog counterpart in typical academic technologies (such as 0.35 and 0.18 μm AMS), with remarkable progress in nowadays fabrication technologies it may be argued that realization in scaled down technology nodes (e.g. 28 nm [17] ) without losing the advantages is possible. Digital platforms seem to be promising, especially for CytoMimetic circuit design in which the dynamics are slow (in certain cases, time scales reach minutes or even hours [21] ). In such cases, even more cell units can be shared and synthesized in digital hardware. Our approach described here falls in this category. The proposed model is a synchronous cellular-based system that discretizes intracellular calcium dynamics [22] into a cellular space and recreates the time domain signals with less computational effort compared to other approaches. This system is compact, fully reconfigurable and applies no serious constraint on the hardware critical path. These features would make the approach appropriate for implementing other two dimensional neuromorphic and cytomorphic dynamical systems. The advantage of the proposed structure compared to the previous approach introduced in [16] is the coding in the output of the system leading to the recreation of the time domain signal from the stored velocities. In [16] , the velocity values change the frequency of the output Voltage Control Oscillator (VCO), leading to changes in the output register through one-hot bit coding. This coding scheme limits the state variables to be changed to a few locations and the more accuracy is needed the more velocity values should be stored in the memory blocks, leading to a large hardware area. In contrast, in the proposed approach, the output register does not directly carry the address of the next velocity value that should be fetched from memory in the next clock. This implies that the output register can be set in any precision 
and not limited by the number of memory pixels. In other words, the proposed cellular model is internally cellular and externally non-cellular, while the model introduced in [16] is fully cellular which limits the output resolution leading to lower precision. The rest of the paper is organized as follows: in Section II, a biological calcium induced calcium released (CICR) model is briefly explained, while in Section III, the concept of synchronous cellular calcium model is presented. Sections IV and V investigate various dynamical responses of the proposed model and bifurcation analysis respectively. The truncation error of the proposed system is discussed in Section VI, and the hardware implementation of a regular digital design, single cellular and corresponding pipelined network model is presented in Section VII. FPGA implementation results are presented in Section VIII. Section IX concludes the paper.
II. CALCIUM INDUCED CALCIUM RELEASED MODEL
The CICR model introduced in [22] , describes intracellular Ca 2+ oscillations. In this model, the amount of Ca 2+ released is controlled by the level of stimulus through modulation of the IP 3 level. The description of intracellular Ca 2+ oscillations in this model is given by the following two-dimensional (2-D) minimal model dx dt
where
with x and y representing the concentration of free Ca 2+ in the cytosol and in the IP 3 insensitive pool, respectively. z 0 represents the constant Ca 2+ input from the extracellular medium and z 1 refers to the IP 3 modulated release of Ca 2+ from the IP 3 sensitive store. The parameter β defines the amount of IP 3 and therefore measures the saturation of the IP 3 receptor. The biochemical rates z 2 and z 3 refer to the pumping of Ca 2+ into the IP 3 insensitive store and to the release of Ca 2+ from that The minimum speed motion corresponding to the minimum velocity value is shown in blue color, the maximum speed motion corresponding to the maximum velocity value is shown in red, and the equilibriums in which the velocity value is almost zero are shown in white.
store into the cytosol respectively. The parameters Table I . All three different sets of Hill functions are implemented on the proposed cellular model with the same structure in order to show the reconfigurability of this model.
III. SYNCHRONOUS CELLULAR CALCIUM MODEL
According to [16] , we convert the phase plane of the biological calcium models into a 2-D cellular space where (x, y) ∈ Z 2 represents the location of state points in the phase plane, and ( Fig. 1 . In this figure, the minimum speed motion corresponding to the minimum velocity value is shown in blue, the maximum speed motion corresponding to the maximum velocity value is shown in red, and the equilibriums at which the velocity value is almost zero are shown in white. To explain the proposed cellular model we re-express equations (1) and (2) as the following:
In the cellular space, we consider the phase plane as a discrete space and accordingly the state variables were points connecting the whole cellular phase plane together. Thus, X = i where i ∈ R ≡ 0, 1, . . . , R − 1 and Y = j where j ∈ S ≡ 0, 1, . . . , S − 1 are discrete variables corresponding to x and y in the continuous space. The location of each state point in the R × S cellular space can be defined as
where Δx = . In Section VI, it is explained how these values can change the truncation error in the proposed cellular model. The next state of each dynamical variables is obtained as:
+ and − signs represent the current and previous states respectively. Unlike the cellular model in [16] , the value of each state variable in the proposed model is changed synchronously. This implies that the timing of both state variables are the same, and the address of the next cellular velocity fetched from memory is indirectly related to the output variables. This feature allows the output register to work in any precision leading to more accuracy for the proposed approach with fewer hardware overheads compared to the previous cellular model [16] .
The direction of new motions on the cellular space can be formulated as:
It should be noted that the resultant motion on the 2-D cellular phase planes is determined by a combination of motions in both X and Y directions and unlike [16] the number of motions on the cellular space can correspond to more than one step in each clock cycle.
IV. SIMULATED TIME DOMAIN ANALYSIS
A. Single Calcium Behavior
The simulation results for the biological model and cellular model with two different resolutions simulated by MATLAB are shown in Fig. 2(a1-c3) . In this section, according to these results, we show that the proposed cellular model can exhibit various time domain responses with a remarkable compliance compared to the biological ones. The biological values extracted from [12] and the cellular parameter correspond to each set of Hill functions are shown in Tables I and II respectively. The first case of the intracellular Ca 2+ model (m = n = p = 1) demonstrates that the mechanisms of pumping, release and activation can be described by intrinsic Michaelian processes. The simulation results in Fig. 2(a1-c1) show a good agreement between the biological model and the 32-pixel cellular model. However the 16-pixel cellular model does not accurately mimic this behavior since the output dynamic range (x min , x max , y min , y max ) cannot be well-tuned in order to implement Δx and Δy by one simple shift operation. This issue increases the length of each step in the cellular phase plane leading to poorer accuracy compared to the 32-pixel cellular model.
The second case of the intracellular Ca 2+ oscillations model (m = n = p = 2) is described by a Hill coefficient of 2 and represents a mild nonlinear system. The simulation results are Fig. 2(a3-c3) , and the similarities between the two systems are satisfactory even in the 16-pixel resolution.
B. Network Behavior
To investigate the applicability of the proposed cellular model in a large scale simulation, a network model constructed with one thousand calcium units is simulated. To verify the stability of the networks in both the proposed cellular and biological models, the network is partially excited with fixed and noisy inputs. The input function for the simulated network in both models is given by
where l 1 = 0, l 2 = 800, l 3 = 1000, η is a random number between 0 to 1 generated by a uniform distribution and other parameters are presented in Table III . The raster plots of the simulations for the biological and cellular models with two different dimensions (32 and 16-pixel) are demonstrated in Fig. 2(d1-f3) . In this figure, temporal evolution of the firing rate shows good agreement between the cellular and biological models. It can be seen that the calcium units excited by a noisy input are destabilised after a certain amount of time, while other units remain stable and fire rhythmically. Since in large scale simulations the statistical nature of such activities is generally of interest, the trivial disagreement shown in the figure may not be significant. As expected, the higher the dimension of the cellular model, the higher the accuracy. Thus, the 32-pixel cellular model is chosen to be implemented in the hardware synthesis section.
V. DYNAMICAL BEHAVIOR OF THE PROPOSED CELLULAR MODEL
In this section, we qualitatively analyze the only supercritical Hopf-Andronov bifurcation of the proposed model in a discrete cellular space. From the dynamical systems viewpoint, the transition in the behavior of the system has a corresponding change in the phase portrait of the system. This phenomenon, which determines the main features of the system, is called bifurcation [23] .
Since time-continuous bifurcation analysis rules cannot be directly applied to the proposed cellular model, we re-express a number of definitions according to the cellular phase plane [16] :
Cellular Phase Plane (CPP): CPP is defined as an equivalent of the continuous phase plane where
Cellular Nullcline: X nullcline (Xnull), and Y nullcline (Y null) are two subsets of the CPP defined as
When the proper σ value is selected, the Xnull and Y null are the equivalents of x and y nullclines in the continuous phase plane. 
Equilibrium Cells (EC): EC is a subset of the CPP defined as:
where ∩ is an AND operator. EC is a subdivision of cellular phase plane corresponding to the equilibrium point in the continuous phase plane. To study of Hopf bifurcation, additional relevant dynamical concepts need to be defined.
Stable Focus Cells (SFC): SFC is defined as a subdivision of the EC with the condition of
SF C ≡ {EC|∃(X, Y ) ∈ EC :
where (x sf , y sf ) is the stable focus of the system according to the continuous system dynamic definition.
Unstable Focus Cells (UFC):
UFC is defined as a subdivision of the EC with the condition of:
UF C ≡ EC|∃(X, Y ) ∈ EC :
where (x uf , y uf ) is the unstable focus of the system according to the continuous system dynamic definition.
Cellular Attraction Domain (CAD): is defined as a subdivision of CPP with the condition of:
where (X (q ) , Y (q ) ) refers to the location of (X, Y ) after q motions in the CPP.
Stable Limit Cycle Cells (SLCC): SLCC refers to a subdivision of the CPP with the condition Fig. 3(a1-c2) shows the supercritical Andronov-Hopf bifurcation in two captured steps of the process for each set of Hill functions. In capture (a1), the first order calcium dynamical system (m = n = p = 1) creates a SFC subset in the CPP leading to a CAD subset all over the CPP. As shown in the figure, any initial state point in the CPP subset is attracted to the SFC in the cellular space. In the second capture (a2), the CAD area of the SFC totally vanishes and the SFC converts to a UFC subset with a SLCC subset, where any initial point in the cellular space results in a permanent limit cycle in the SLCC. The results for other set of Hill functions are also shown in Fig. 3(b1-b2) and (c1-c2).
VI. TRUNCATION ERROR
As explained previously, the approach converts the continuous phase plane into a cellular space with discrete cells locating any point with an address prepared by the outputs. This conversion allows our synchronous approach to track any trajectory in the phase plane with a sufficient number of pixels.
However, depending on the cellular space dimension, a truncation error can be observed in the system in each clock cycle. In this section, we formulate this error and discuss its sources and how to design an optimum hardware architecture. First, let us assume that dt is small enough and its corresponding error is negligible, so the values calculated from F (x, y) and G(x, y) in (5) can be considered continuous. Now, if we fetch the scaled velocities from the memories, the next state variables are
where x and y are the difference between the continuous state variables and the corresponding cellular values. Here, we define a criterion reflecting the truncation error created by x and y
Clearly, if the memory bit-length increases, the corresponding decreases, leading to smaller time domain errors. On the other hand, one can show that the addresses of the next cellular values fetched from the memories are given by
This means that the values of x and y are involved in the new address of cellular values and also the floor function produces another truncation error in the system since the X + and Y + must be integers. The error produced by the floor function is termed ζ and codified by:
and τ is the error measurement time, a multiple of dt. By increasing the resolution of the stored velocities (number of pixels), the corresponding ζ decreases, leading to smaller time domain errors. As a consequence of the aforementioned truncation errors, we define a root mean square error (RMSE) to measure the time domain error of the proposed cellular system compared to the biological model. The measured time and phase domain errors created by sweeping the memory bit-length and the number of pixels are shown in Tables IV and V respectively. Results in Table IV show that for a proposed cellular model with 64 pixels, by decreasing the memory bit-length (from 20 to 14 bits), and consequently RMSE increase while ζ remains almost unchanged. On the other hand, results in Table V demonstrate that by decreasing the number of pixels (from 128 to 16), ζ and consequently RMSE increase while remains almost unchanged. The error analysis points out that both memory bit-length and the number of pixels can contribute to the proper functionality 
VII. HARDWARE IMPLEMENTATION
In this section, first for comparison, we present a regular digital implementation of the calcium model and then introduce hardware implementations of the proposed cellular model for a single and a network of calcium units as explained in Section III.
A. Regular Digital Implementation
For regular digital implementation of the calcium model, the continuous time equations codified in (1-4) are discretized using the Euler method as the following: where
These equations model the same system behavior as (1-4) if dt is small enough and are implemented in 24 bit fixedpoint (10 bits integer and 14 bits fraction) representation, so the constants z 0 + z 1 β, k, k f , V M 2 , V M 3 , K R and K A must also be slightly modified from the values of the biological model. Data flows directly through the computational tree from the input to the output of the x and y pipelines for this regular digital implementation combined with the digitalized constants and dt (equal to 1 128 = 0.0078125 sec) for various Hill functions are shown in detail in Fig. 4(a-c) . The arithmetic operations in (28)-(31) are assigned to the arithmetic functional units and arranged according to the standard algebraic order of the operations. The arithmetic trees maximize the parallelism in time (pipelining) and space (parallel arithmetic units). Computations in each arithmetic tree are fully pipelined to support maximum throughput. However, it is expected to obtain a large area consumption and low speed for the implemented digital hardware, since the critical path is constrained by the time delay for the division operation which is relatively long.
B. Single Digital Cellular Model
Unlike the regular implementation of the calcium models, employing time-consuming units to implement the (28)-(31), the proposed cellular model has simple blocks and is multiplierless. This circuit contains three major parts and is shown in Fig. 5(a) : 1) Storage Blocks: As mentioned in Section III, we calculate the cellularized velocity array for each cell and store this information in the storage blocks. The velocity vectors are calculated off-line, using (7) according to predetermined model parameters. These signed values are stored in two storage blocks with the size of R × S (number of pixels) for each dimension. The size of velocity components is exactly the same as the bandwidth of the system and defines the length of each memory cell, which is 24 bits. Corresponding velocity values are fetched from the storage blocks in accordance with the address (X, Y ), showing the current cell. It should be noted that, the memory storage requirement does not necessarily increase when the dimension of a dynamical system increases. In fact, it depends on the velocity function of each state variable and whether each velocity function depends on all other state variables and is not separable; in that case memory usage increases exponentially which would be a bit unusual for biological systems.
2) Adders: This block contains an adder for each dimension which adds the velocity value fetched from the storage blocks with the previous state of the dynamical variable. According to (5) , this value is also added by the input for X cellular variable. The transferred values from the storage blocks and the input determine the motion direction on the cellular phase plane. For example, when the value of velocity received from X buf f er plus the input is positive, an upward motion in the cellular space in the X direction is occurred while if the value of velocity received from Y buf f er is negative, a downward motion in the Y direction occurred. The absolute value of the velocities determines the amount of increase or decrease in the state variables in each step. Thus, the higher the velocity value, the bigger the increase of the state variable. Obviously, the reason why the cellular model is called "synchronous" is that in each clock cycle the dynamical variables evolve equally in time, unlike the previous cellular model [16] , which was "asynchronous". This property of the model would allow us to implement and easily calibrate the velocity values even on analog memories such as floating gates or memristors.
3) Addresser: The location of each state variable in the cellular phase plane is calculated in this block. In other words, this block is responsible for converting the non-cellular output variables to the cellular addresses to fetch the next velocity values from the storage blocks. This conversion is based on (7), where the cellular phase plane was introduced as a discrete mesh-like plane and built from the continuous space. As mentioned before, in [16] the velocity values change the frequency of the output Voltage Control Oscillator (VCO), leading to changes in the output register through a one-hot bit coding. This coding scheme limits the state variables to be changed in a few locations, and the more accuracy is needed the more velocity values should be stored in the memory leading to a higher area consumption in hardware. Besides, in [16] the output variables are represented by one-hot bit coding, which is not appropriate to use as an input for other connected modules and should be again converted to non-cellular values. On the other hand, in the proposed approach the next address of the cellular phase plane is indirectly extracted from the output variables which is a non-cellular value. Besides, the address of the next state in cellular space can be easily implemented by one subtract unit and maximum two shifts, if the values of x min , x max , y min , y max and the number of pixels are properly chosen (see Table II ).
C. Network of Digital Cellular Model
Since the critical path in the proposed cellular model is determined only by one subtractor, we can easily share the digital hardware for large scale simulation in CytoMimetic circuit design. To this end, a network of pipelined calcium units containing one thousand of CICR models that can be operated in real time is presented. This number can maximum go up to clock frequency × dt, which in this case dt = 1 128 sec hence 1562500 calcium units can be simulated in real time. As illustrated in Fig. 5(b) , X pipe−buf f er and Y pipe−buf f er are added to the single cellular model to store the data of each calcium unit. These buffers are shifted in each clock pulse and the proper output is prepared by the output provider. For example, in this case the output for each unit must be sampled after one thousand raising clock edges.
VIII. IMPLEMENTATION RESULTS
To verify the validity of the proposed digital design for the cellular model, the circuit is implemented on a Genesys 2 development system, which provides a hardware platform containing a high performance Kintex-7 (XC7K325T) FPGA surrounded by a comprehensive collection of peripheral components. To compare the results, the regular digital models with various Hill functions are synthesized and implemented along with the proposed cellular hardware on the board. Fig. 6 shows digital measured outputs of the dynamical behavior for a single calcium unit and one thousand fully pipelined network implemented on the development platform using our cellular model. The device utilization for the implementation of the proposed cellular model and the regular digital models is summarized in Table VI. The results of hardware implementations show that thanks to the efficient design of the 32-pixel cellular model with a size of 24-bit velocity components, a smaller area and a higher clock frequency is achieved compared to the regular digital implementation. Since there is no high-cost operation with slow critical paths in the cellular structure, the reduction in area and increase in maximum operation frequency was expected.
In particular, the proposed cellular model reaches 215 MHz clock frequency (almost 4.3 times faster than the regular digital implementation of various Hill functions, although only a 200 MHz oscillator is available on the development board) with an over 8 times less area for the cases n = m = p = 2 and n = m = 2, p = 4 and 7 times for the case n = m = p = 1 compared to the regular digital implementations. Note that, fully pipelined dividers and multipliers could be implemented in the regular model, which would lead to a higher operating frequency. However, such an approach requires considerably higher area and resources due to the extra registers applied in each pipeline stage. It should be also stressed that the proposed cellular hardware is fully reconfigurable and only implemented once and reprogrammed for all cases with various Hill functions.
Moreover the performance of the pipelined cellular network is evaluated by scaling up the number of shared calcium units and comparing them with an equivalent simulation run on a standard PC workstation with Intel Core i7-4790 CPU, operating at 3.60 GHz and with 16 GB of RAM. The CPU version of the simulation is based on the CICR model represented by (1)- (4) and written in MATLAB. Similar to the structure introduced in Section IV, the networks in both the proposed cellular and the biological models are partially excited with fixed and noisy inputs. A snapshot of the comparison between hardware and software models for four different networks composed of 10 k to 40 k calcium units is shown in Table VII It should be stressed that due to the reconfigurable structure of the proposed hardware model, one run-time is reported for each cellular calcium unit codified by a set of Hill functions. The average speed-up in hardware can increase even further by using the structure introduced in Fig. 5(b) in parallel. For example, if ten parallel blocks are implemented, the speed-up factor value can take values up to almost 810.
IX. CONCLUSION
This paper has presented a fully reconfigurable synchronous cellular model, and its physical realization on FPGA. Findings show that the proposed model properly demonstrates similar time domain and dynamical behaviors of the biological model and applies no serious limitation on the critical path of the system. This implies that a large number of calcium units can be realized on FPGA in real time. The proposed architecture was developed on a Kintex-7 (XC7K325T) FPGA. Hardware results showed that the proposed 32-pixel cellular model achieves a higher speed and lower area consumption compared to the regular digital implementations. Moreover, it has also been demonstrated that the pipelined cellular network can accelerate the simulations 83 times compared to its CPU counterparts. The proposed cellular hardware is fully reconfigurable and only implemented once and reprogrammed for all cases with various sets of Hill functions. This implies that the proposed cellular model can achieve higher performance in terms of area and speed when modeling more complex dynamical systems. Therefore, the more complexity in targeted dynamical systems, the better the performance of the proposed cellular model. However, note that in order to obtain an optimum design in terms of area and accuracy, the cellular parameters must be properly tuned for a certain output dynamic range.
