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2
Sissejuhatus
Ka¨esolevas bakalaureuseto¨o¨s vaadeldakse lineaarse integraalvo˜rrandi
y(t) =
∫ b
a
κ(t, s)y(s)ds+ f(t) (a ≤ t ≤ b)
ligikaudset lahendamist kollokatsioonimeetodiga, mis tugineb vo˜rrandi lahendi y
la¨hendamisele u¨htlasel vo˜rgul antud ruutsplainidega. Tuuma κ ja vabaliikme f koh-
ta eeldatakse, et nad on pidevad funktsioonid vastavalt ruudul [a, b]× [a, b] ja lo˜igul
[a, b].
Bakalaureuseto¨o¨ koosneb kolmest osast. Esimeses osas on ka¨sitletud ruutsplaini
mo˜istet ja interpoleeriva ruutsplaini esitamist splaini esimest ja¨rku tuletise va¨a¨rtuste
kaudu ning B-splainide abil. Teises osas on ka¨sitletud Fredholmi teist liiki integ-
raalvo˜rrandi lahendi olemasolu, u¨hesust ja siledust. Seeja¨rel on to˜estatud kollokat-
sioonimeetodi koonduvus (Teoreem 2.8) ning hinnatud la¨hislahendite viga, kui tuum
κ ja vabaliige f on kolm korda pidevalt diferentseeruvad vastavalt ruudul [a, b]×[a, b]
ja lo˜igul [a, b] (Teoreem 2.11). Viimases osas on to¨o¨s vaadeldud meetodit rakenda-
tud konkreetsete integraalvo˜rrandite ligikaudsel lahendamisel. Arvuliste tulemuste
saamiseks on koostatud programm, mis on kirjutatud programmeerimiskeeles R.
3
1 Ruutsplainid
1.1 Ruutsplaini mo˜iste
Ka¨esolevas to¨o¨s ta¨histame ta¨hega R ko˜igi reaalarvude hulka ning ta¨hega N ko˜igi
naturaalarvude hulka. Olgu C[a, b] ko˜igi lo˜igul [a, b] pidevate funktsioonide hulk ning
Cm[a, b] (m ∈ N) ko˜igi lo˜igul [a, b] m korda pidevalt diferentseeruvate funktsioonide
hulk.
Olgu n ∈ N. Jaotame lo˜igu [a, b] n osaks punktidega t0, t1, . . . , tn:
∆n := {t0, t1, . . . , tn : a = t0 < t1 < . . . < tn = b}. (1)
Jaotust (1) nimetatakse lo˜igul [a, b] antud vo˜rguks.
Definitsioon 1.1. Vo˜rgule ∆n vastavaks ruutsplainiks nimetatakse funktsiooni
s2 : [a, b]→ R, mis rahuldab ja¨rgmisi tingimusi:
1) funktsioon s2 on igal osalo˜igul [ti, ti+1] (i = 0, 1, ..., n− 1) esitatav kujul
s2(t) = c0i + c1it+ c2it
2, c0i, c1i, c2i ∈ R, t ∈ [ti, ti+1];
2) funktsioon s2 on u¨ks kord pidevalt diferentseeruv lo˜igul [a, b], s.t.
s2 ∈ C1[a, b].
Vo˜rgu ∆n punkte t0, t1, ..., tn nimetatakse splaini s2 so˜lmedeks ja punkte t1, . . . , tn−1
nimetatakse splaini s2 siseso˜lmedeks.
Olgu S2(∆n) ko˜igi vo˜rgule ∆n vastavate ruutsplainide hulk. Osutub, et S2(∆n)
on vektorruum, mille dimensioon on n+ 2:
dimS2(∆n) = n+ 2.
To˜epoolest, ko˜igepealt kui s
(1)
2 , s
(2)
2 ∈ S2(∆n) on kaks suvalist splaini ning α ja
β suvalised reaalarvud, siis ka s2 = αs
(1)
2 + βs
(2)
2 on vo˜rgule ∆n vastav ruutsplain
ja seega s2 ∈ S2(∆n). Tingimuse 1) po˜hjal on splain s2 igas osalo˜igus [ti, ti+1] (i =
0, 1, ..., n−1) ma¨a¨ratud kolme parameetriga c0i, c1i ja c2i. Osalo˜ike on kokku n, seega
on splaini s2 konstrueerimiseks vaja 3n parameetrit. Tingimus 2) seab splainile s2
igas siseso˜lmes 2 lisatingimust no˜udega
s2, s
′
2 ∈ C[a, b].
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Siseso˜lmede arv on n− 1, seega saame parameetrite cij valiku jaoks 2(n− 1) kitsen-
dust. Niisiis, vo˜rgule ∆n vastav ruutsplain s2 ∈ S2(∆n) sisaldab u¨ldiselt
3n− 2(n− 1) = 3n− 2n+ 2 = n+ 2
vaba parameetrit, mis ongi aluseks va¨itele, et dimS2(∆n) = n+ 2.
Lihtsuse mo˜ttes hakkame ja¨rgnevas suvalise vo˜rgu ∆n asemel kasutama u¨htlast
vo˜rku ∆h:
∆h := {ti = a+ ih, i = 0, 1, . . . , n}, (2)
kus
h =
b− a
n
, n ∈ N.
1.2 Interpoleeriv ruutsplain
Olgu y ∈ C[a, b] antud funktsioon. Olgu lo˜igul [a, b] antud u¨htlane vo˜rk (2) ning
olgu s2 vo˜rgule ∆h vastav ruutsplain, mis rahuldab tingimusi
s2(xi) = yi, i = 0, 1, . . . , n+ 1, (3)
kus
x0 = t0 = a,
xi = ti−1 +
h
2
, i = 1, 2, . . . , n,
xn+1 = tn = b
(4)
ja
yi = y(xi), i = 0, 1, . . . , n+ 1.
Interpolatsioonitingimusi (3) rahuldavaid ruutsplaine s2 nimetatakse interpolee-
rivateks splainideks.
Na¨itame, et splain s2 ∈ S2(∆h) on interpolatsioonitingimustega (3) u¨heselt
ma¨a¨ratud.
Ta¨histame
mi = s
′
2(ti), i = 0, 1, . . . , n. (5)
Siis vo˜ib splaini s2 ∈ S2(∆h) igal osalo˜igul [ti, ti+1] (i = 0, 1, . . . , n− 1) esitada kujul
s2(t) = yi+1 +
[
h
8
− (ti+1 − t)
2
2h
]
mi +
[
(t− ti)2
2h
− h
8
]
mi+1, ti ≤ t ≤ ti+1, (6)
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kus yi = y(xi) (i = 0, 1, . . . , n − 1) on antud suurused ning mi (i = 0, 1, . . . , n) on
otsitavad.
Definitsioonist 1.1 ja¨reldub, et ruutsplaini tuletis on igal osalo˜igul [ti, ti+1] (i =
0, 1, . . . , n − 1) lineaarne funktsioon. Ta¨histuse (5) to˜ttu vo˜ime seega splaini s2 ∈
S2(∆h) tuletise s
′
2(t) iga t ∈ [ti, ti+1] korral esitada kujul
s′2(t) =
ti+1 − t
h
mi +
t− ti
h
mi+1. (7)
Vo˜rduse (7) integreerimisel saame∫ t
ti
s′2(p)dp =
∫ t
ti
(
pi+1 − p
h
mi +
p− pi
h
mi+1
)
dp
ehk
s2(t) = s2(ti)− (ti+1 − t)
2
2h
mi +
(t− ti)2
2h
mi+1 +
h
2
mi, (8)
kus t ∈ [ti, ti+1], i = 0, 1, . . . , n− 1.
Vo˜tame vo˜rduses (8) muutuja t va¨a¨rtuseks t = xi+1 = ti +
h
2
. Siis saame
s2(xi+1) = s2(ti)− (ti+1 − xi+1)
2
2h
mi +
(xi+1 − ti)2
2h
mi+1 +
h
2
mi
ehk
yi+1 = s2(ti)− h
8
mi +
h
8
mi+1 +
h
2
mi,
millest ja¨reldub, et
s2(ti) = yi+1 − 3h
8
mi − h
8
mi+1.
Asendades s2(ti) vo˜rdusesse (8), saame
s2(t) = yi+1 − 3h
8
mi − h
8
mi+1 − (ti+1 − t)
2
2h
mi +
(t− ti)2
2h
mi+1 +
h
2
mi
ehk
s2(t) = yi+1 +
[
−3h
8
− (ti+1 − t)
2
2h
+
h
2
]
mi +
[
(t− ti)2
2h
− h
8
]
mi+1
ehk
s2(t) = yi+1 +
[
h
8
− (ti+1 − t)
2
2h
]
mi +
[
(t− ti)2
2h
− h
8
]
mi+1,
mis ongi vo˜rdus kujul (6).
Selleks, et splain s2 kujul (6) oleks pidevalt diferentseeruv lo˜igul [a, b], peab iga
i = 1, 2, . . . , n− 1 korral kehtima
lim
t→ti+
s2(t) = lim
t→ti−
s2(t) (9)
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ja
lim
t→ti+
s′2(t) = lim
t→ti−
s′2(t), i = 1, 2, . . . , n− 1.
Kui viimane vo˜rdus on esituse (6) puhul iga i = 1, 2, . . . , n− 1 korral automaatselt
ta¨idetud, siis vo˜rduse (9) kehtivust tuleb esituselt (6) eraldi no˜uda.
Ko˜igepealt paneme ta¨hele, et vo˜rdusest (6) saame
lim
t→ti+
s2(t) = yi+1 − 3h
8
mi − h
8
mi+1, i = 1, 2, . . . , n− 1.
Seeja¨rel kirjutame esituse (6) osalo˜igu [ti−1, ti] (i = 1, 2, . . . , n) jaoks:
s2(t) = yi +
[
h
8
− (ti − t)
2
2h
]
mi−1 +
[
(t− ti−1)2
2h
− h
8
]
mi, ti−1 ≤ t ≤ ti. (10)
Vo˜rdusest (10) saame
lim
t→ti−
s2(t) = yi +
h
8
mi−1 +
3h
8
mi, i = 1, 2, . . . , n− 1.
Seega vo˜rdus (9) kehtib, kui
yi +
h
8
mi−1 +
3h
8
mi = yi+1 − 3h
8
mi − h
8
mi+1, i = 1, 2, . . . , n− 1.
Selle tulemusena saame n− 1 vo˜rrandit n+ 1 tundmatu m0,m1, . . . ,mn suhtes:
1
8
mi−1 +
3
4
mi +
1
8
mi+1 =
yi+1 − yi
h
, i = 1, 2, . . . , n− 1. (11)
Tingimuste s2(x0) = y0 ja s2(xn+1) = yn+1 to˜ttu saame leida vo˜rranditele (11) kaks
vo˜rrandit lisaks.
To˜epoolest, tingimusest s2(x0) = y0 tuleneb
y0 = y1 +
[
h
8
− (t1 − x0)
2
2h
]
m0 +
[
(x0 − t0)2
2h
− h
8
]
m1
= y1 +
[
h
8
− h
2
]
m0 − h
8
m1
= y1 − 3h
8
m0 − h
8
m1
ehk
3
8
m0 +
1
8
m1 =
y1 − y0
h
, (12)
kus y0 = y(x0), y1 = y(x1).
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Tingimusest s2(xn+1) = yn+1 tuleneb
yn+1 = yn +
[
h
8
− (tn − xn+1)
2
2h
]
mn−1 +
[
(xn+1 − tn−1)2
2h
− h
8
]
mn
= yn +
h
8
mn−1 +
[
h
2
− h
8
]
mn
= yn +
h
8
mn−1 +
3h
8
mn
ehk
1
8
mn−1 +
3
8
mn =
yn+1 − yn
h
, (13)
kus yn = y(xn) ja yn+1 = y(xn+1).
Vo˜rrandisu¨steemi (11), (12), (13) vo˜ime kirja panna maatrikskujul
3
8
1
8
0 0 0 . . . 0 0 0
1
8
3
4
1
8
0 0 . . . 0 0 0
0 1
8
3
4
1
8
0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1
8
3
8


m0
m1
m2
. . .
. . .
mn

=

y1−y0
h
y2−y1
h
y3−y2
h
. . .
. . .
yn+1−yn
h

(14)
ehk
A~m = ~g,
kus
~m =

m0
m1
m2
. . .
mn

, ~g =

g0
g1
g2
. . .
gn

, gi =
yi+1 − yi
h
, i = 0, 1, . . . , n
.
ja
A =

3
8
1
8
0 0 0 . . . 0 0 0
1
8
3
4
1
8
0 0 . . . 0 0 0
0 1
8
3
4
1
8
0 . . . 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 0 . . . 0 1
8
3
8

.
8
Vo˜rrandisu¨steemi (14) maatriksi A = (aij)
n
i,j=0 elemendid rahuldavad tingimust
q := min
i=0,...,n
|aii| −∑
j=0
j 6=i
∣∣aij∣∣
 = 14 > 0.
Seega A on domineeriva peadiagonaaliga maatriks, vo˜rrandisu¨steem (14) on u¨heselt
lahenduv ja tema lahendi m0,m1, . . . ,mn jaoks kehtib hinnang (vt. [5], lk 333)
max
0≤i≤n
|mi| ≤ 1
q
max
0≤i≤n
|gi|
ehk
max
0≤i≤n
|mi| ≤ 4
h
max
0≤i≤n
|yi+1 − yi| . (15)
Kuna vo˜rrandisu¨steemi (14) lahend m0,m1, . . . ,mn on u¨heselt ma¨a¨ratud, siis on
u¨heselt ma¨a¨ratud ka suuruseid m0,m1, . . . ,mn sisaldav splain s2 ∈ S2(∆h) kujul (6).
Kontrollime, et saadud splaini s2 korral to˜epoolest kehtivad interpolatsioonitin-
gimused (3).
Ko˜igepealt na¨eme, et esituse (6) korral s2(xi+1) = yi+1, i = 0, 1, . . . , n− 1:
s2(xi+1) = yi+1 +
[
h
8
− (ti+1 − xi+1)
2
2h
]
mi +
[
(xi+1 − ti)2
2h
− h
8
]
mi+1
= yi+1 +
h8 −
(
h
2
)2
2h
mi +

(
h
2
)2
2h
− h
8
mi+1
= yi+1 +
[
h
8
− h
8
]
mi +
[
h
8
− h
8
]
mi+1
= yi+1.
Veel na¨eme, et s2(x0) = y0 = a. To˜epoolest, vo˜ttes esituses (6) t = x0 = t0 = a,
saame
s2(x0) = y1 +
[
h
8
− (t1 − x0)
2
2h
]
m0 +
[
(x0 − t0)2)
2h
− h
8
]
m1
= y1 − 3h
8
m0 − h
8
m1
Asendades saadud seosesse suuruse y1 vo˜rduse (12) abil, leiame
s2(x0) =
3h
8
m0 +
h
8
+ y0 − 3h
8
m0 − h
8
m1 = y0.
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Analoogiliselt saame, et s2(xn+1) = yn+1. Vo˜ttes esituses (10) t = xn+1 = tn = b,
leiame
s2(xn+1) = yn +
[
h
8
− (tn − xn+1)
2
2h
]
mn−1 +
[
(tn − tn−1)2)
2h
− h
8
]
mn
= yn +
h
8
mn−1 +
3h
8
mn
Asendades siin suuruse yn vo˜rduse (13) abil, saame
s2(xn+1) = −h
8
mn−1 − 3h
8
mn + yn+1 +
h
8
mn−1 +
3h
8
mn = yn+1.
Ja¨rgnevas punktis kasutame ruutsplaini s2 ∈ S2(∆h) esitamiseks baassplaine.
1.3 Ruutsplainide esitus baassplainide kaudu
Valides ruumis S2(∆h) baasi, s.t. mingid n+2 splaini B2,0, B2,1, . . . , B2,n+1 ∈ S2(∆h),
mis on lineaarselt so˜ltumatud lo˜igul [a, b], saame iga S2(∆h) elemendi s2 esitada
baassplainide lineaarse kombinatsioonina:
s2(t) =
n+1∑
i=0
ciB2,i(t), t ∈ [a, b],
kus ci (i = 0, 1, . . . , n + 1) on konstandid. Rakendustes kasutatakse ruumi S2(∆h)
baassplainidena sageli nn B-splaine B2,i (i = 0, 1, . . . , n+ 1), mis on defineeritud
(vt. na¨iteks [2],[5]) ja¨rgmiselt:
B2,i(t) =

(t−ti−2)2
(ti−ti−2)(ti−1−ti−2) , t ∈ [ti−2, ti−1);
(t−ti−2)(ti−t)
(ti−ti−2)(ti−ti−1) +
(ti+1−t)(t−ti−1)
(ti+1−ti−1)(ti−ti−1) , t ∈ [ti−1, ti);
(ti+1−t)2
(ti+1−ti−1)(ti+1−ti) , t ∈ [ti, ti+1);
0, mujal,
(16)
kus t−2 = t−1 = t0, tn+2 = tn+1 = tn; kui i = n+ 1, siis
B2,n+1(t) =

(t−tn−1)2
(tn−tn−1)2 , t ∈ [tn−1, tn];
0, mujal.
(17)
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2 Kollokatsioonimeetod
2.1 Fredholmi teist liiki integraalvo˜rrandi lahendi olemas-
olu, u¨hesus ja siledus
Vaatleme integraalvo˜rrandit
y(t) = f(t) +
∫ b
a
κ(t, s)y(s)ds, t ∈ [a, b], (18)
kus f ja κ on antud funktsioonid ja y on otsitav. Seda vo˜rrandit nimetatakse Fredhol-
mi teist liiki integraalvo˜rrandiks. Funktsiooni κ nimetatakse integraalvo˜rrandi (18)
tuumaks ning funktsiooni f vabaliikmeks. Vo˜rrandi (18) lahendi olemasolu ja u¨hesus
on kirjeldatav ja¨rgmise teoreemiga (mis ja¨reldub punktis 2.4 to˜estatavast Teoreemist
2.8).
Teoreem 2.1. Olgu tuum κ pidev ruudul [a, b] × [a, b] ja vabaliige f pidev lo˜igul
[a, b]. Olgu vo˜rrandile (18) vastaval homogeensel vo˜rrandil
y(t) =
∫ b
a
κ(t, s)y(s)ds (t ∈ [a, b]) (19)
olemas ainult triviaalne lahend y = 0.
Siis vo˜rrand (18) on u¨heselt lahenduv ja tema lahend y on pidev funktsioon lo˜igul
[a, b] : y ∈ C[a, b].
Vo˜rrandi (18) lahendi diferentseeruvuse kohta kehtib ja¨rgmine tulemus (mis on
saadav vo˜rrandi (19) vasaku ja parema poole ja¨rjestiku duferentseerimise teel).
Teoreem 2.2. Eeldame, et κ ∈ Cm([a, b]× [a, b]) ja f ∈ Cm[a, b], kus m ∈ N. Olgu
vo˜rrandile (18) vastaval homogeensel vo˜rrandil (19) olemas vaid triviaalne lahend.
Siis vo˜rrandi (18) lahend y on m korda pidevalt diferentseeruv lo˜igul [a, b] : y ∈
Cm[a, b].
2.2 Kollokatsioonimeetod
Vaatleme integraalvo˜rrandit (18), s.t. integraalvo˜rrandit kujul
y(t) =
∫ b
a
κ(t, s)y(s)ds+ f(t), a ≤ t ≤ b
kus tuum κ on pidev ruudul [a, b]× [a, b] ja vabaliige f pidev lo˜igul [a, b].
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Olgu lo˜igul [a, b] antud u¨htlane vo˜rk ∆h ja olgu sellele vo˜rgule vastavad baassplai-
nid esitatud kujul {(16), (17)}. Integraalvo˜rrandi (18) la¨hislahendit yn ∈ S2(∆h)
otsime kujul
yn(t) =
n+1∑
j=0
cjB2,j(t), t ∈ [a, b], (20)
kus cj (j = 0, 1, . . . , n+ 1) on konstandid, mis tuleb ma¨a¨rata. Konstantide
ma¨a¨ramiseks no˜uame, et integraalvo˜rrand (18) on rahuldatud interpolatsioonipunk-
tides xi (i = 0, 1, . . . , n+ 1):
yn(xi) =
∫ b
a
κ(xi, s)yn(s)ds+ f(xi), i = 0, 1, . . . , n+ 1, (21)
kus x0 = t0 = a, xi = ti−1 + h2 (i = 1, 2, . . . , n), xn+1 = tn = b.
Esituse (20) to˜ttu vo˜tavad tingimused (21) kuju
n+1∑
j=0
cjB2,j(xi) =
n+1∑
j=0
cj
[∫ b
a
κ(xi, s)B2,j(s)ds
]
+ f(xi), i = 0, 1, . . . , n+ 1
ehk
n+1∑
j=0
[
B2,j(xi)−
∫ tj+1
tj−2
κ(xi, s)B2,j(s)ds
]
cj = f(xi), i = 0, 1, . . . , n+ 1, (22)
kus t−2 = t−1 = t0, tn+2 = tn+1 = tn, ti ∈ ∆h, i = 0, . . . , n.
Vo˜rdused (22) kujutavad lineaarset algebralist vo˜rrandisu¨steemi suuruste
c0, c1, . . . , cn+1 suhtes.
2.3 Galjorkini meetodi koonduvusteoreem
Olgu E Banachi ruum. Olgu f ∈ E ja K : E → E pidev lineaarne operaator.
Vaatleme operaatorvo˜rrandeid kujul
y = Ky + f (23)
ja
yn = PnKyn + Pnf (n ∈ N), (24)
kus Pn : E → E on projektorid s.t. pidevad lineaarsed operaatorid omadusega
P 2n = Pn.
12
Teoreem 2.3. Olgu K lineaarne ta¨ielikult pidev operaator Banachi ruumis E. Ho-
mogeensel vo˜rrandil v = Kv olgu vaid null-lahend v = 0. Projektorid Pn (n ∈ N)
koondugu n→∞ korral punktiviisi u¨hikoperaatoriks:
Pny → y, n→∞,
s.t. iga y ∈ E korral ‖Pny − y‖ → 0, kui n → ∞. Siis vo˜rrand (23) on iga f ∈ E
korral u¨heselt lahenduv ja leidub selline n0, et n ≥ n0 korral on ka vo˜rrandid (24)
u¨heselt lahenduvad. Vo˜rrandite (24) lahendid yn koonduvad n→∞ korral vo˜rrandi
(23) lahendiks y ning kehtib veahinnang
‖yn − y‖E ≤ c‖y − Pny‖E , n ≥ n0, (25)
kus konstant c ei so˜ltu arvust n ega vabaliikmest f .
Teoreemi 2.3 to˜estuse vo˜ib leida raamatust [4], lk 59.
2.4 Kollokatsioonimeetodi koonduvus
Olgu antud u¨htlane vo˜rk ∆h. Olgu Pn operaator ruumist C[a, b] ruumi C[a, b], mis
igale pidevale funktsioonile y ∈ C[a, b] seab vastavusse funktsiooni Pny ∈ S2(∆h) ⊂
C[a, b] ja rahuldab tingimusi
(Pny)(xi) = y(xi) i = 0, 1, . . . , n+ 1. (26)
Punktis 1.2 na¨gime, et s2 = Pny ∈ S2(∆h) on tingimustega (26) u¨heselt ma¨a¨ratud.
Olgu E ja F Banachi ruumid, siis L(E,F ) all mo˜istame ko˜igi pidevate lineaarsete
operaatorite A : E → F ruumi normiga ‖A‖L(E,F ) = sup{‖Ae‖F : e ∈ E,‖e‖E = 1}.
Ja¨rgnev lemma kirjeldab operaatori Pn po˜hiomadusi.
Lemma 2.4. Operaator Pn : C[a, b] → C[a, b], mis igale funktsioonile y ∈ C[a, b]
seab vastavusse funktsiooni Pny ∈ S2(∆h) ja rahuldab tingimusi (26), on lineaarne
ja to˜kestatud operaator omadustega P 2n = Pn ning
‖Pn‖L(C[a,b],C[a,b]) ≤ 11. (27)
To˜estus. Interpolatsioonitingimuste (26) lineaarsuse to˜ttu on operaator Pn lineaar-
ne. Kuna funktsioon s2 = Pny ∈ S2(∆h) ⊂ C[a, b] on iga y ∈ C[a, b] korral tingi-
mustega (26) u¨heselt ma¨a¨ratud, siis P 2n = Pn.
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Kasutades esitust (6) ja vo˜rratust (15), saame iga t ∈ [ti, ti+1] (i = 0, 1, . . . , n−1)
korral funktsiooni (Pny)(t) hinnata ja¨rgmiselt:∣∣(Pny)(t)∣∣ ≤|yi+1|+
∣∣∣∣∣h8 − (ti+1 − t)22h
∣∣∣∣∣ ·|mi|+
∣∣∣∣∣(t− ti)22h − h8
∣∣∣∣∣ ·|mi+1|
≤‖y‖C[a,b] +
[
h
8
+
(ti+1 − t)2
2h
+
(t− ti)2
2h
+
h
8
]
· max
0≤i≤n
|mi|
≤‖y‖C[a,b] +
[
h
8
+
h
2
+
h
2
+
h
8
]
· max
0≤i≤n
|mi|
≤‖y‖C[a,b] +
5
4
h · max
0≤i≤n
|mi|
≤‖y‖C[a,b] +
5
4
h · 4 max
0≤i≤n
∣∣∣∣yi+1 − yih
∣∣∣∣
=‖y‖C[a,b] + 5h · max0≤i≤n
∣∣∣∣yi+1 − yih
∣∣∣∣ .
Kuna
max
0≤i≤n
∣∣∣∣yi+1 − yih
∣∣∣∣ ≤ 2‖y‖C[a,b]h ,
siis iga t ∈ [ti, ti+1] korral∣∣(Pny)(t)∣∣ ≤‖y‖C[a,b] + 10‖y‖C[a,b] = 11‖y‖C[a,b] .
Seega
‖Pny‖C[a,b] ≤ 11‖y‖C[a,b] ,
millest ja¨reldub hinnang (27).
Formuleerime nu¨u¨d kaks tulemust (vt. vastavalt [3], lk 135 ja [3], lk 223) funkt-
sionaalanalu¨u¨si kursusest, mida la¨heb vaja ja¨rgnevates to˜estustes.
Teoreem 2.5 (Banach-Steinhausi teoreem). Olgu X ja Y Banachi ruumid ning
E po˜hihulk ruumis X. Jada An ∈ L(X, Y ) koondub punktiviisi operaatoriks
A ∈ L(X, Y ) parajasti siis, kui on ta¨idetud ja¨rgmised tingimused:
1) ∃M ∈ R, ‖An‖L(X,Y ) ≤M ∀n ∈ N,
2) Anx→ Ax, ∀X ∈ E.
Teoreem 2.6. Olgu X Banachi ruum ja olgu T ∈ L(X,X) kompaktne operaator.
Vo˜rrand x = Tx + f on iga f ∈ X korral lahenduv parajasti siis, kui homogeensel
vo˜rrandil x = Tx on ainult triviaalne lahend. Sel juhul on vo˜rrand x = Tx + f iga
f ∈ X korral u¨heselt lahenduv.
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Lemma 2.7. Rahuldagu operaator Pn (n ∈ N) Lemma 2.4 tingimusi. Siis iga
y ∈ C[a, b] korral
‖y − Pny‖C[a,b] → 0, kui n→∞. (28)
To˜estus. Lemma 2.4 kohaselt ‖Pn‖L(C[a,b],C[a,b]) ≤ 11 iga n ∈ N korral. Koondumine
(28) ja¨reldub vahetult Banach-Steinhausi teoreemist 2.5.
Teoreem 2.8. Eeldame, et vo˜rrandi (18) tuum κ ∈ C([a, b] × [a, b]) ja vabaliige
f ∈ C[a, b]. Olgu vo˜rrandile (18) vastaval homogeensel vo˜rrandil
y(t) =
∫ b
a
κ(t, s)y(s)ds (t ∈ [a, b])
olemas ainult triviaalne lahend y = 0. Olgu kasutusel u¨htlane vo˜rk (2) ja interpolat-
sioonipunktid (4).
Siis vo˜rrand (18) on u¨heselt lahenduv ja tema lahend y ∈ C[a, b]. Leidub selli-
ne n0, et n ≥ n0 korral kollokatsioonitingimused (21) ma¨a¨ravad u¨heselt lahendi y
la¨hislahendi yn kujul (20) ning leiab aset koondumine
‖yn − y‖C[a,b] → 0, kui n→∞. (29)
To˜estus. Olgu E = C[a, b] lo˜igul [a, b] ma¨a¨ratud pidevate funktsioonide z ruum
normiga ‖z‖ = maxa≤t≤b
∣∣z(t)∣∣. Kirjutame vo˜rrandi (18) operaatorkujul
y = Ky + f, (30)
kus f ∈ C[a, b] ja K : C[a, b] → C[a, b] on integraaloperaator, mis on defineeritud
vo˜rdusega
(Ky)(t) =
∫ b
a
κ(t, s)y(s)ds.
Operaator K ∈ L(C[a, b], C[a, b]) on kompaktne (vt. [3], lk 125). Kuna vo˜rrandil
y = Ky on olemas ainult triviaalne lahend y = 0, siis Teoreemi 2.6 po˜hjal on
vo˜rrand (30) u¨heselt lahenduv ja tema lahend y ∈ C[a, b].
Paneme ta¨hele, et Pny(t) = 0 iga t ∈ [a, b] korral parajasti siis, kui y(xi) = 0 (i =
0, 1, . . . , n+ 1), seega kollokatsioonitingimused (21) on kirjutatavad kujul
yn = PnKyn + Pnf, (31)
kus Pn : C[a, b] → C[a, b] on punktis 2.4 defineeritud interpolatsiooniprojektor.
Koondumine (28) u¨tleb, et projektorid Pn (n ∈ N) koonduvad n→∞ korral punk-
tiviisi u¨hikoperaatoriks.
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Teoreemi 2.3 kohaselt leidub selline n0, et n ≥ n0 korral on vo˜rrand (31) u¨heselt
lahenduv ja kehtib veahinnang (25):
‖yn − y‖C[a,b] ≤ c‖y − Pny‖C[a,b] , n ≥ n0,
kus y ∈ C[a, b] on integraalvo˜rrandi (18) lahend. Rakendades Lemmat 2.7 saame
koonduvuse (29).
2.5 Veahinnang
Kollokatsioonimeetodil (21) saadud integraalvo˜rrandi (18) la¨hislahendi yn vea hin-
damiseks esitame ko˜igepealt ja¨rgmise tulemuse, vt. [1], [2].
Lemma 2.9. Olgu Qn : C[a, b]→ C[a, b] operaator, mis igale funktsioonile
y ∈ C[a, b] seab vastavusse funktsiooni Qny, mis on defineeritud valemiga
Qny =
n+1∑
i=0
[
−1
2
y(ti−1) + 2y
(
ti−1 + ti
2
)
− 1
2
y(ti)
]
B2,i,
kus t−1 = t0, tn+1 = tn, ti ∈ ∆h (i = 0, 1, . . . , n) ja baassplainid B2,i on defineeritud
valemitega {(16), (17)}. Siis iga osalo˜igu [ti, ti+1], (i = 0, 1, . . . , n− 1) korral
‖y −Qny‖C[ti,ti+1] ≤ 4dist[ti−1,ti+2](y, pi2), (32)
kus
dist[u,v](y, pi2) = inf
p∈pi2
‖y − p‖C[u,v]
ja pi2 on ruutpolu¨noomide hulk.
Lemmade 2.4 ja 2.9 abil saab to˜estada ja¨rgmise teoreemi.
Teoreem 2.10. Olgu Pn : C[a, b]→ S2(∆h) (n ∈ N) interpolatsioonioperaator, mis
rahuldab tingimusi (26). Siis iga y ∈ C3[a, b] korral
‖y − Pny‖C[a,b] ≤ 64
∥∥y′′′∥∥
C[a,b]
· h3, (33)
kus h = b−a
n
.
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To˜estus. Olgu y ∈ C3[a, b] antud. Siis Lemmade 2.4 ja 2.9 po˜hjal
‖y − Pny‖C[a,b] =‖y −Qny +Qny − Pny‖C[a,b]
≤‖y −Qny‖C[a,b] +‖Qny − Pny‖C[a,b]
=‖y −Qny‖C[a,b] +
∥∥Pn(y −Qny)∥∥C[a,b]
=‖y −Qny‖C[a,b] +‖Pn‖L(C[a,b],C[a,b]) ·‖y −Qny‖C[a,b]
≤‖y −Qny‖C[a,b]
(
1 +‖Pn‖L(C[a,b],C[a,b])
)
≤ 12‖y −Qny‖C[a,b] .
(34)
Ja¨rgnevas hindame normi ‖y −Qny‖.
Olgu t ∈ [ti−1, ti+2], kus i ∈ {0, 1, . . . , n − 1} ja t−1 = t0, tn+1 = tn. Vaatleme
Taylori valemit funktsiooni y jaoks punktis wi =
ti−1+ti+2
2
ja¨a¨kliikmega Lagrange’i
kujul:
y(t) = T2,i(t) +
y′′′(ξ)
6
(t− wi)3,
kus ξ ∈ [wi, t] ja
T2,i(t) = y(wi) + y
′(wi)(t− wi) + y
′′(wi)
2
(t− wi)2.
Kuna T2,i on ruutpolu¨noom, siis saame
dist[ti−1,ti+2](y, pi2) ≤
∥∥y − T2,i∥∥C[ti−1,ti+2] .
Hinnangu (32) to˜ttu
‖y −Qny‖C[ti,ti+1] ≤ 4
∥∥y − T2,i∥∥C[ti−1,ti+2] , i = 0, 1, . . . , n− 1. (35)
Ja¨rgnevalt hindame viga
∥∥y − T2,i∥∥C[ti−1,ti+2].
Olgu t ∈ [ti−1, wi], i = 0, 1, . . . , n− 1. Kuna y ∈ C3[a, b], siis∣∣y(t)− T2,i(t)∣∣ = ∣∣∣∣y′′′(ξ)6 (t− wi)3
∣∣∣∣
≤ 1
6
∣∣(t− wi)3∣∣∥∥y′′′∥∥C[a,b]
≤ (2h)
3
6
∥∥y′′′∥∥
C[a,b]
=
4
3
h3
∥∥y′′′∥∥
C[a,b]
.
Analoogiliselt saame t ∈ [wi, ti+2], i = 0, 1, . . . , n− 1 korral hinnata∥∥y − T2,i∥∥C[ti−1,ti+2] ≤ 43h3∥∥y′′′∥∥C[a,b]
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ja hinnangu (35) kohaselt saame i = 0, 1, . . . , n− 1 korral
‖y −Qny‖C[ti,ti+1] ≤
16
3
h3
∥∥y′′′∥∥
C[a,b]
,
millest ja¨reldub, et
‖y −Qny‖C[a,b] ≤
16
3
h3
∥∥y′′′∥∥
C[a,b]
. (36)
Nu¨u¨d, kasutades hinnanguid (34) ja (36), saame hinnangu (33):
‖y − Pny‖C[a,b] ≤ 12‖y −Qny‖C[a,b]
≤ 12 · 16
3
h3
∥∥y′′′∥∥
C[a,b]
= 64h3
∥∥y′′′∥∥
C[a,b]
.
Ja¨rgnevalt hindame kollokatsioonimeetodi (21) abil saadud vo˜rrandi (18) la¨hislahendi
yn viga.
Teoreem 2.11. Olgu κ ∈ C3([a, b] × [a, b]) ja f ∈ C3[a, b]. Olgu vo˜rrandile (18)
vastaval homogeensel vo˜rrandil (19) olemas vaid triviaalne lahend. Siis leidub n0 ∈ N
nii, et n ≥ n0 korral kehtib hinnang
‖yn − y‖C[a,b] ≤ c · h3, (37)
kus h = b−a
n
, y on vo˜rrandi (18) lahend ja yn on lahendi y la¨hislahend, mis on saadud
kollokatsioonimeetodil (21) ning c on positiivne konstant, mis ei so˜ltu parameetrist
n.
To˜estus. Teoreemi 2.2 kohaselt kuulub vo˜rrandi (18) lahend y ruumi C3[a, b]. Kui
n on ku¨llalt suur (n ≥ n0), siis Teoreemi 2.8 kohaselt on kollokatsioonitingimustest
(21) tulenev operaatorvo˜rrand (31) u¨heselt lahenduv ja kehtib hinnang (25), kus y on
integraalvo˜rrandi (18) lahend ja yn on vo˜rrandi (31) lahend. Rakendades Teoreemi
2.10 saame hinnangu (37).
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3 Arvulised na¨ited
3.1 Na¨ide 1
Vaatleme integraalvo˜rrandit
y(t) = et − cos(t)e
pi + 1
2
+
∫ pi
0
cos(t) sin(s)y(s)ds, t ∈ [0, pi]. (38)
See vo˜rrand on kujul (18), kus [a, b] = [0, pi], κ(t, s) = cos(t) sin(s) ning f(t) =
et − cos(t) epi+1
2
. Vo˜rrandi (38) lahendiks on
y(t) = et, t ∈ [0, pi]. (39)
Lahendi (39) la¨hendi yn(t) (n ∈ N) leidmiseks kasutame punktis 2.2 kirjeldatud
kollokatsioonimeetodit (20)-(22), vo˜ttes aluseks u¨htlase vo˜rgu ∆h punktidega
ti = ih, kus i = 0, 1, . . . , n ja h =
pi
n
(n ∈ N).
Suuruse ‖yn − y‖C[0,pi] la¨hendi arvutame ja¨rgmiselt:
εn = max
0≤i≤n−1
0≤j≤10
∣∣y(τij)− yn(τij)∣∣ , (40)
kus
τij = ti + j
(
ti+1 − ti
10
)
i = 0, 1, . . . , n− 1 ja j = 0, 1, . . . , 10.
Vigade εn arvutamiseks on koostatud lisas toodud programm programmeerimiskee-
les R. Osa saadud arvulistest tulemustest on esitatud tabelis 1.
n εn εn/ε2n
2 6.514 · 10−1 7.560200
4 8.616 · 10−2 7.844721
8 1.098 · 10−2 7.917289
16 1.387 · 10−3 7.958742
32 1.743 · 10−4 7.979732
64 2.184 · 10−5 7.99007
128 2.734 · 10−6
Tabel 1: Vo˜rrandi (38) la¨hislahendite koondumine
Tabelist na¨eme, et arvulised tulemused vastavad Teoreemi 2.11 hinnangule (37).
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3.2 Na¨ide 2
Vaatleme integraalvo˜rrandit
y(t) = t+ t
1
2 − 7
6
t2 +
∫ 1
0
t2 · y(s)ds, t ∈ [0, 1], (41)
kus [a, b] = [0, 1], κ(t, s) = t2 ning f(t) = t+ t
1
2 − 7
6
t2. Vo˜rrandi (41) lahendiks on
y(t) = t+ t
1
2 , t ∈ [0, 1]. (42)
Lahendi (42) la¨hendi yn(t) (n ∈ N) leidmiseks kasutame punktis 2.2 kirjeldatud
kollokatsioonimeetodit (20)-(22), vo˜ttes aluseks u¨htlase vo˜rgu ∆h punktidega
ti = ih, kus i = 0, 1, . . . , n ja h =
1
n
(n ∈ N).
Suuruse ‖yn − y‖C[0,1] la¨hendi arvutame valemiga (40). Osa saadud arvulistest
tulemustest on esitatud tabelis 2.
n εn εn/ε2n
2 1.031 · 10−1 1.413335
4 7.298 · 10−2 1.414239
8 5.160 · 10−2 1.414217
16 3.649 · 10−2 1.414214
32 2.580 · 10−2 1.414214
64 1.824 · 10−2 1.414214
128 1.290 · 10−2
Tabel 2: Vo˜rrandi (41) la¨hislahendite koondumine
Kuna vo˜rrandi (41) korral ei ole Teoreemi 2.11 eeldused ta¨idetud, siis hinnang
(37) ei pruugi kehtida. Tabelis 2 saadud arvulised tulemused on selle va¨ite kinnitu-
seks.
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Programm on kirjutatud programmeerimiskeeles R.
a = 0
b = pi
max n = 7
max vead = 1 :max n
for ( indeks in 1 :max n) {
n = 2∗∗ indeks
h = (b − a ) / n
t = seq ( a , b , length . out = n + 1)
x = seq ( a , b , length . out = n + 2)
x [ 1 ] = a
x [ n + 2 ] = b
for ( i in 2 : ( n + 1) ) {
x [ i ] = t [ i − 1 ] + h / 2
}
K = function ( t , s ) {
return ( cos ( t )∗sin ( s ) )
}
Fa = function ( t ) {
return (exp( t)−cos ( t )∗ ( (exp( p i )+1)/2) )
}
Y = function ( t ) {
return (exp( t ) )
}
B = function ( i , s ) {
i f ( i == 1) {
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i f ( ( t [ 1 ] <= s ) && ( s < t [ 2 ] ) ) {
return ( ( ( t [ 2 ] − s ) ∗∗ 2) / h∗∗2)
}
else {
return (0 )
}
}
i f ( i == 2) {
i f ( ( t [ 1 ] <= s ) && ( s < t [ 2 ] ) ) {
return ( ( ( s − t [ 1 ] ) ∗ ( t [ 2 ] − s ) ) / h∗∗2
+ ( ( t [ 3 ] − s ) ∗ ( s − t [ 1 ] ) ) /(2∗h∗∗2) )
}
i f ( ( t [ 2 ] <= s ) && ( s < t [ 3 ] ) ) {
return ( ( ( t [ 3 ] − s ) ∗∗ 2) / (2∗h∗∗2) )
}
else {
return (0 )
}
}
i f ( i == (n + 1)) {
i f ( ( t [ n − 1 ] <= s ) && ( s < t [ n ] ) ) {
return ( ( ( s − t [ n − 1 ] ) ∗∗ 2) / (2∗h∗∗2) )
}
i f ( ( t [ n ] <= s ) && ( s < t [ n + 1 ] ) ) {
return ( ( ( s − t [ n−1]) ∗ ( t [ n+1] − s ) ) /(2∗h∗∗2)
+ ( ( t [ n+1] − s ) ∗ ( s − t [ n ] ) ) / (h∗∗2) )
}
else {
return (0 )
}
}
i f ( i == (n + 2)) {
24
i f ( ( t [ n ] <= s ) && ( s <= t [ n + 1 ] ) ) {
return ( ( ( s − t [ n ] ) ∗∗ 2) / h∗∗2)
}
else
( return ( 0 ) )
}
else {
i f ( ( t [ i − 2 ] <= s ) && ( s < t [ i − 1 ] ) ) {
return ( ( ( s − t [ i − 2 ] ) ∗∗ 2) / (2∗h∗∗2) )
}
i f ( ( t [ i − 1 ] <= s ) && ( s < t [ i ] ) ) {
return ( ( ( s − t [ i −2]) ∗ ( t [ i ] − s ) ) /(2∗h∗∗2)
+ ( ( t [ i +1]−s ) ∗ ( s−t [ i −1]))/(2∗h∗∗2) )
}
i f ( ( t [ i ] <= s ) && ( s < t [ i + 1 ] ) ) {
return ( ( ( t [ i + 1 ] − s ) ∗∗ 2) / (2∗h∗∗2) )
}
return (0 )
}
}
A = matrix ( rep ( 0 , ( n+2)∗(n+2)) ,nrow=n+2,ncol=n+2)
for ( i in 1 : ( n + 2) ) {
I = i n t e g r a t e ( function ( s ) B(1 , s ) ∗ K( x [ i ] , s ) ,
t [ 1 ] , t [ 2 ] ) $value
A[ i , 1 ] <− (B(1 , x [ i ] ) − I )
J = i n t e g r a t e ( function ( s ) B(2 , s ) ∗ K( x [ i ] , s ) ,
t [ 1 ] , t [ 2 ] ) $value
O = i n t e g r a t e ( function ( s ) B(2 , s ) ∗ K( x [ i ] , s ) ,
t [ 2 ] , t [ 3 ] ) $value
A[ i , 2 ] <− (B(2 , x [ i ] ) − ( J + O) )
i f (n > 2) {
for ( j in 3 : ( n ) ) {
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I = i n t e g r a t e ( function ( s ) B( j , s ) ∗ K( x [ i ] , s ) ,
t [ j − 2 ] , t [ j − 1 ] ) $value
J = i n t e g r a t e ( function ( s ) B( j , s ) ∗ K( x [ i ] , s ) ,
t [ j − 1 ] , t [ j ] ) $value
O = i n t e g r a t e ( function ( s ) B( j , s ) ∗ K( x [ i ] , s ) ,
t [ j ] , t [ j + 1 ] ) $value
A[ i , j ] <− (B( j , x [ i ] ) − ( I + J + O) )
}
}
I = i n t e g r a t e ( function ( s ) B(n + 1 , s ) ∗ K( x [ i ] , s ) ,
t [ n − 1 ] , t [ n ] ) $value
O = i n t e g r a t e ( function ( s ) B(n + 1 , s ) ∗ K( x [ i ] , s ) ,
t [ n ] , t [ n + 1 ] ) $value
A[ i , n + 1 ] <− (B(n + 1 , x [ i ] ) − ( I + O) )
J = i n t e g r a t e ( function ( s ) B(n + 2 , s ) ∗ K( x [ i ] , s ) ,
t [ n ] , t [ n + 1 ] ) $value
A[ i , n + 2 ] <− (B(n + 2 , x [ i ] ) − J )
}
F mat = Fa( x )
C = solve (A, F mat)
YN = function ( x ) {
sum = 0
for ( i in 1 : ( n + 2) ) {
sum = sum + C[ i ] ∗ B( i , x )
}
return (sum)
}
max e r r = 0
max p lace = 0
for ( i in 1 : n) {
for ( j in 0 : 10 ) {
x i j = t [ i ] + j ∗ (h / 10)
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d i f = abs (Y( x i j ) − YN( x i j ) )
i f ( d i f > max e r r ) {
max e r r = d i f
max p lace = x i j
}
}
}
max vead [ indeks ] = max e r r
}
suhted = 1 :max n
for ( i in 1 :max n) {
i f ( i == 1) suhted [ i ] = 0
else suhted [ i ] = max vead [ i −1]/ (max vead [ i ] )
}
suhted
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