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Abstract
The Equivalent Subsystems Method (ESM) (Kozáková et al., 2011) is methodology of decentralized controller design in the
frequency domain which allows designing local controllers using any SISO frequency domain method. The paper deals with the
digital ESM version where digital local PID controllers guaranteeing required performance for the full system are designed for
individual equivalent subsystems using the practice-oriented Sine-wave method (Bucz et al., 2012). The proposed decentralized
controller design procedure was verified on the nonlinear benchmark drum boiler simulation model (Morilla, 2012).
© 2014 Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI).
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1.  Introduction
The generalized Nyquist stability criterion is an important tool for stability analysis and design of closed-loop
MIMO linear systems providing an integrated assessment of closed-loop stability and performance (Moreira and
Basilio, 2010). The Equivalent Subsystems Method (ESM) (Kozáková et al., 2011) is a Nyquist-based technique
for designing decentralized controllers. In this paper, the background theory of ESM is revisited with respect to
Moreira and Basilio (2010), and local digital PID controllers are designed using the Sine wave method (Bucz et al.,
2012).
The paper is organized in 4 sections: Section 2 presents the background theory and problem formulation, Section
3 gives main results – combination of the ESM and the Sine-wave method. The proposed design procedure is verified
on a benchmark case study (Morilla, 2012) – a drum boiler nonlinear simulation model.
∗ Corresponding author.
E-mail address: alena.kozakova@stuba.sk (A. Kozáková).
Peer review under responsibility of Electronics Research Institute (ERI).
http://dx.doi.org/10.1016/j.jesit.2014.03.003
2314-7172/© 2014 Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI).
A. Kozáková, ˇS. Bucz / Journal of Electrical Systems and Information Technology 1 (2014) 26–35 27
2
2
a
a
T
w
t
(
R
q
a
m
2
a
w
i
i
wFig. 1. Standard feedback configuration.
.  Background  theory  and  problem  formulation
.1.  Frequency  domain  stability  conditions
Consider the standard feedback loop in Fig. 1 consisting of the transfer function matrices of the plant G(s) ∈  Rm×m,
nd the controller R(s) ∈ Rm×m, respectively; w, e, u, d, y  denote vectors of reference, control error, control, disturbance
nd output, respectively.
heorem  1  (Generalized Nyquist Stability Theorem). The closed-loop in Fig. 1 is stable if and only if
det F (s) /=  0 ∀s  ∈  D
N[0,  det F (s)] =
m∑
i=1
N{0,  [1 +  qi(s)]}  =  nq (1)
here det F (s) =  det[I  +  L(s)] is the closed-loop characteristic polynomial (CLCP), L(s) =  G(s)R(s) is the loop
ransfer function, nq is number of unstable poles of L(s), N[0,  det F (s)] is number of anticlockwise encirclements of
0,0j) by det F (s), and qi(s),  i  =  1,  .  . ., m  is the set of m  eigenfunctions of L(s) defined as:
det[qi(s)Im −  L(s)] =  0,  i =  1,  .  . ., m  (2)
emark  1.  Eigenfunctions of a rational proper transfer function matrix L(s) are branches of the algebraic function
(s), defined each on one sheet of an extended Riemann surface domain on which algebraic function can be treated
s an ordinary meromorphic function whose poles and zeros are poles and transmission zeros of the transfer function
atrix (Doyle and Stein, 1981).
Characteristic loci (CL) are the set of loci in the complex plane traced out by eigenfunctions of Q(s).
.2.  Problem  formulation
Consider a complex system consisting of m≥1 subsystems given by a transfer function matrix G(s) that can be split
s follows
G(s) =  Gd(s) +  Gm(s) (3)
here Gd(s) =  diag{Gii(s)}m×m, det Gd(s) /=  0
Gm(s) =  G(s) −  Gd(s)
A decentralized controller (DC)
R(s) =  diag{Ri(s)}m×m det R(s) /=  0 (4)
s to be designed to guarantee closed-loop stability of the plant (3), and a required plant-wide performance specified
n terms of maximum overshoot and required settling time. To solve this problem, the Equivalent Subsystems Method
ill be applied (Kozáková et al., 2011).
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2.3.  Frequency  domain  performance  criteria
The basic performance objectives in DC design are: (a) achieving required performance in different subsystems; or
(b) achieving plant-wide desired performance. The ESM method belongs to the latter type. The most general frequency
domain performance criteria are based on the sensitivity
S(s) =  [I  +  Q(s)]−1 (5)
and the complementary sensitivity
T  (s) =  Q(s)[I  +  Q(s)]−1 (6)
and their maximum peaks, respectively
MS =  max
ω
σmax[S(jω)] (7)
MT =  max
ω
σmax[T  (jω)] (8)
that are related with the classical stability margins as follows (PM denotes the phase margin, ηmax is the maximum
overshoot)
PM≥2 arcsin
(
1
2MT
)
≥ 1
MS
[rad] (9)
PM≥2 arcsin
(
1
2MS
)
≥ 1
MS
[rad] (10)
ηmax ≤ 1.18MT − |T  (0)||T  (0)| 100 [%] (11)
Recommended values are MS <  2 and MT <  1.3.
3.  Main  results
3.1.  DC  design  for  stability  and  performance
The Equivalent Subsystems Method (ESM) is a Nyquist-based design technique for stability and guaranteed plant-
wide performance, applicable for SISO and MIMO, continuous- and discrete-time plants described by a set of transfer
function matrices (Kozáková et al., 2011). The method relies on Theorem 1 and considers the diagonal controller and
the split system (3), in which the matrix of interactions is replaced in the sense of the Hamilton–Cayley theorem by a
diagonal matrix
P(s) =  gk(s)Im×m (12)
where gk(s) is either of the m  eigenfunctions of Gm(s) defined according to (2)
det[gi(s)Im −  Gm(s)] =  0,  i =  1,  . . ., m  (13)
The resulting “equivalent system”
Geq(s) =  Gd(s) +  gk(s)I,  k  ∈  {1,  2,  .  .  ., m}  (14)
is a diagonal matrix of m  equivalent subsystems Geq(s) =  diag{Geqii (s)}m×m, equivalent subsystems are generated as
follows
G
eq
ik (s) =  Gii(s) +  gk(s),  i =  1,  2,  . .  ., m; k  ∈  {1,  . .  ., m}  (15)Note that transfer functions of decoupled subsystems Gii(s), i  = 1, . .  ., m  are actually eigenfunctions of Gd(s), thus
equivalent subsystems obtained according to (15) can alternatively be called “equivalent eigenfunctions” of G(s) and
related with corresponding “equivalent loci”.
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The most important result on the closed-loop stability under a decentralized controller is the proof of equivalence
between the CLCP and the equivalent CLCPeq:
CLCP(s) =  det[I  +  G(s)R(s)] =  det{I  +  [Gd(s) + Gm(s)]R(s)}  =  det{I  +  [Gd(s) +  P(s)] det R(s)}
= det[I  +  Geq(s)R(s)] =  CLCPeq(s) (16)
Now, CLCPeq(s) is a diagonal matrix of independent equivalent closed-loop polynomials
CLCPeqik (s) =  1 +  [Gii(s) +  gk(s)]Ri(s) (17)
Consequently,
det F (s) =
m∏
i=1
{1 +  [Gii(s) +  gk(s)]Ri(s)}  =
m∏
i=1
[1 +  Geqik (s)Ri(s)]
and closed-loop stability is guaranteed if
N[0,  det F (s)] =
m∑
i=1
N{−1,  [Gii(s) +  gk(s)]Ri(s)}  =
m∑
i=1
N{−1,  Geqik (s)Ri(s)}  =  nq
Theorem  2 (Stability under DC). The closed-loop in Fig. 1 comprising the plant (3) and the decentralized controller
(4) is stable if and only if there exists P(s) =  gk(s)Im×m such that
1. det[gk(s)I  −  Gm(s)] =  0,  k  ∈  {1,  . . ., m};
2. all closed-loop characteristic polynomials of corresponding equivalent subsystems
CLCPeqi =  1 +  Geqik (s)Ri(s) (18)
have roots with Re{s}  <  0.
The ESM resulting from Theorem 2 enables to design the DC by designing local controllers for individual equivalent
subsystems independently, using any SISO frequency-domain design method, e.g. the Neymark D-partition method
(Kozáková et al., 2011), standard Bode design (Bucz et al., 2012), QFT design (Yaniv and Nagurka, 2004), etc. If
local controllers of equivalent subsystems are independently tuned for stability and specified feasible performance,
the resulting decentralized controller guarantees the same performance plant-wide use the relationship between phase
margins of equivalent subsystems
In this paper, performance is given in terms of plant-wide maximum overshoot, which is related with feasible
phase margin in equivalent subsystems. Local PID controllers for equivalent subsystems are tuned using the recently
developed frequency-domain Sine-wave tuning method (Bucz et al., 2012).
3.2.  Sine-wave  method  PID  tuning
The Sine-wave method (Bucz et al., 2012) is a simple PID tuning method for linear stable SISO systems. It allows
achieving specified maximum overshoot and settling time even if the plant model is not available. In such a case, tuning
rules are based on one suitably chosen point of the plant frequency response obtained using sinusoid excitation signal
with specified frequency. A setup for the proposed method is in Fig. 2, G(s) is the transfer function of the SISO plant,
SW is a switch.
Fig. 2. Loop configuration for implementation of the Sine-wave method.
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3.2.1.  Plant  identiﬁcation
When the switch is in position SW = 2, a sinusoidal excitation signal u(t) =  Un sin(ωnt) is injected into G(s); the
plant output y(t) =  Yn sin(ωnt +  ϕ) has the same frequency ωn and a phase lag ϕ  with respect to the excitation signal
u(t). Corresponding point of the plant frequency response is
G(jωn) = |G(jωn)| ejargG(ωn) =  [Yn/Un]ej(ωn) (19)
It is recommended to choose Un = (3 ÷  7)%umax, and consider excitation frequency ωn ∈  〈0.2ωc,  0.95ωc〉 where ωc is
the critical frequency obtained from the known relay experiment (performed when SW = 3).
3.2.2. PID  tuning  by  Sine-wave  method
Consider SW = 1, and the PID controller R(s) in the form
R(s) =  K
[
1 + 1
Tis
+  Tds
]
(20)
In frequency-domain, the closed-loop characteristic equation
1 +  L(jω) =  1 +  G(jω)R(jω) =  0 (21)
can be split into the magnitude and the phase conditions, respectively.
|G(jωn)|  |R(jωn)| =  1
argG(ωn) +  argR(ωn) =  −180◦ +  φM
(22)
Comparing r.h.s. of both frequency domain PID versions
GR(jωn) =  K  +  jK
[
Tdωn − 1
Tiωn
]
GR(jωn) = |GR(jωn)| ejΘ = |GR(jωn)|
[
cos Θ  +  j  sin Θ]
(23)
and substituting for |GR(jωn)|  = 1/|G(jωn)|, the PID tuning rules are obtained (ϕ  = arg G(ωn), Θ  = arg GR(ωn)) (Bucz
et al., 2012):
K  = cos Θ|G(jωn)| ,
Θ  =  −180◦ +  ΦM −  ϕ
Td = tgΘ2ωn +
1
ωn
√
tg2Θ
4
+ 1
β
, β  = Ti
Td
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(24)
The tuning principle is shown in Fig. 3; using the PID controller (20) tuned according to (24), the point G(jωn) of
the plant frequency response is moved into the point L(jωn) on the unit circle, becoming the gain crossover of L(jω))
for which the required phase margin φM is guaranteed.
Required “natural” time-domain performance criteria (maximum overshoot ηmax and settling time ts) are to be
converted into their frequency-domain counterparts; the B-parabolas (Figs. 4 and 5) represent a simple and insightful
tool relating ΦM with ηmax and τs, where τs = ts ωc is relative settling time. The chosen excitation frequency ωn
influences the speed of the response (Bucz et al., 2012). In the B-parabolas, relative excitation frequencies (levels) are
used (each obtained as a ratio of the true excitation frequency ωn and the critical frequency ωc).
3.3.  Decentralized  PID  controller  design  procedure
Implementation of the Sine-wave method into the framework of the ESM yields the design procedure with following
steps:
A) Performance specification in terms of ηmax and ts
(B) Generating equivalent subsystems
A. Kozáková, ˇS. Bucz / Journal of Electrical Systems and Information Technology 1 (2014) 26–35 31
Fig. 3. Principle of the PID tuning according to the Sine wave method.
Fig. 4. B-parabola ηmax = f(φM ,ωn).
Fig. 5. B-parabola τs = ωcts = f(φM ,ωn).
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1. Decomposition of the plant model (3).
2. Plotting characteritic loci gi(s) of Gm(s), i = 1, . .  ., m.
3. Generating equivalent subsystems (15) for one chosen gk(s).
(C) Design of local PID controllers independently for each equivalent subsystem (i.e. steps 4–7 are repeated m-times).
4. Plotting Bode diagrams of equivalent subsystems, finding critical frequencies ωci for each (i  = 1, .  .  ., m).
5. For chosen excitation frequencies ωni finding |G(jωn)| and ϕi, i = 1, .  . ., m.
6. Converting time-domain performance specifications (ηmax,  ts) into the (feasible) value of phase margin φM
using B-parabolas, always using the same excitation level ωn.
7. Calculation of PID controller parameters according to (24).
Remark 2.  There are particular B-parabolas for tuning other PID structures (PI, PD).
The proposed design procedure is verified on a case study in the following section.
4.  Case  study:  drum  boiler  control
The benchmark proposed in Morilla (2012) allows approaching an important control problem in order to test recent
developments in the design of PID controllers.
4.1.  Description  of  the  plant
A schematic picture of a typical drum boiler is in Fig. 6. The water to be evaporated is added to a drum from which
it goes down through the downcomers located outside of the firebox. The water then goes into the risers located in the
hottest part of the furnace where it evaporates, and the steam rises and flows back up to the drum. The fuel is burned
with air in the firebox. The function of a boiler is to deliver steam of a given quality (temperature and pressure) either
to a steam turbine or to a network of many users.
A properly functioning boiler must satisfy the following basic requirements:
(1) The ratio of air to fuel must be carefully controlled in order to obtain good, safe, and efficient combustion.
(2) The level of water in the drum must be controlled at the desired level in order to prevent overheating of drum
components or flooding of steam lines.
(3) A desired steam pressure must be maintained at the outlet of the drum despite variations in the quantity of steam
demanded by users.4.2.  Plant  model
To fulfill the above control objectives, the control system for the drum boiler is usually divided into several sub-
systems. Assuming that air flow rate is regulated properly by the air control subsystem, the boiling process can be
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pproached as the 3 ×  3 system (Fig. 7) where two variables (steam pressure and water level) can be controlled by two
anipulated variables (fuel flow and water flow) taking into account the measured disturbance variable (load level).
he indirect controlled variable (oxygen level) can be used as quality performance variable.
Mathematical model (18) of the plant in Fig. 7 was identified experimentally from step responses measured on the
enchmark plant model (Morilla, 2012).⎡ 0.31
e−7.53s
−0.16
e11.3s
⎤G(s) = ⎢⎢⎣ 18.675s  +  1 79.4s  +  10.91s  −  0.0056
20s2 +  s
0.0108
s
e−10s
⎥⎥⎦ (25)
Fig. 8. Bode plots of Geq11(jω) and G
eq
21(jω).
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Table 1
Results for ΦM = 60◦ and excitation level 0.35.
Eq. subs. ωc (s−1) ωn (s−1) Ri(z)
G
eq
11(z) 0.13 0.045 R1(z) = 3.442−2.584z
−1
1−z−1
G
eq (z) 0.086 0.03 R2(z) = 1.843−1.735z−121 1−z−1
To design digital PID controllers, the model (25) was discretized with a sampling period T  = 10 s:
G(z) =
⎡
⎢⎢⎣
0.06142z−1 +  0.033z−2
1 −  0.850z−1. +  0.0155z−2
−0.00648z−1 −  0.004635z−2
1 −  1.294z−1. +  0.0364z−2
0.3461z−1 −  0.3682z−2
1 −  1.607z−1. +  0.6065z−2
0.0397z−1 +  0.0285z−2
1 −  1.368z−1. +  0.3679z−2
⎤
⎥⎥⎦
In the digital PID design, discrete frequency responses are used and obtained from the discrete transfer function
matrix G(z) =  G(ejωT ). Bode plots of equivalent subsystems generated using g1(s) are depicted in Fig. 8; they are
used to find the critical frequencies ωci, suitable excitation frequencies ωni and corresponding ϕi.
For ωn1 = 0.045 s−1 and ωn2 = 0.03 s−1 corresponding phases are 111◦ and 129◦ respectively. Due to integrating
behavior of individual equivalent subsystems, continuous-time PI controllers were designed using B-parabolas for
integrating plants, subsequently converted to discrete-time controllers using the sampling period T  = 10 s.
Fig. 9. Closed-loop responses to simultaneous step changes in steam pressure (5%) and water level (20%).
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For a PI controller, tuning rules (17) modify as follows (Table 1):
K  = cos Θ|G(jωn)| , Θ  ∈
(
−π
2
,
π
2
)
Ti =  − 1
ωntgΘ
, Θ  ∈
(
−π
2
, 0
) (26)
According to the B-parabola in Fig. 4, the chosen excitation level 0.35 corresponds to ηmax = 40%. Simulations on
he benchmark example (Morilla, 2012) prove that the performance has been achieved (Fig. 9).
.  Conclusion
Implementation of the Sine-wave method (Bucz et al., 2012) into the ESM was presented to design decentralized
igital controller a for the drum-boiler nonlinear simulation model. Obtained results have proved good application
ossibilities, simplicity of use and insightfulness of both methods.
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