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Abstract
In the first part of this article, we present the main tools and defini-
tions of Markov processes’ theory: transition semigroups, Feller pro-
cesses, infinitesimal generator, Kolmogorov’s backward and forward
equations and Feller diffusion. We also give several classical exam-
ples including stochastic differential equations (SDEs) and backward
SDEs (BSDEs). The second part of this article is devoted to the links
between Markov processes and parabolic partial differential equations
(PDEs). In particular, we give Feynman-Kac formula for linear PDEs,
we present Feynman-Kac formula for BSDEs, and we give some exam-
ples of the correspondence between stochastic control problems and
Hamilton-Jacobi-Bellman (HJB) equations and between optimal stop-
ping problems and variational inequalities. Several examples of finan-
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cial applications are given to illustrate each of these results, including
European options, Asian options and American put options.
Keywords: Markov processes; parabolic partial differential equations; semi-
group; Feller processes; strong Markov property; infinitesimal generator; Kol-
mogorov’s backward and forward equations; Fokker-Planck equation; stochastic
differential equations; backward stochastic differential equations; heat equation;
Feynman-Kac formula; Hamilton-Jacobi-Bellman equation; variational inequality.
1 Introduction
We consider a stochastic process (Xt, t ≥ 0) adapted to a filtration (Ft, t ≥ 0).
The σ-field Ft represents the information available at time t: any event that is
determined by the path of Xs for s ∈ [0, t] belongs to Ft.
A Markov process evolves in a memoryless way: its future law depends on
the past only through the present position of the process. In terms of conditional
expectations, this can be written as follows: a process (Xt, t ≥ 0) adapted to the
filtration (Ft)t≥0 is a Markov process if
E(f(Xt+s) | Ft) = E(f(Xt+s) | Xt) (1)
for all s, t ≥ 0 and f bounded and measurable.
The interest of such a process in financial models becomes clear when one
observes that the price of an option, or more generally the value at time t of any
future claim with maturity T , is given by the general formula
value at time t = E(payoff at time T | Ft),
for a convenient probability law. The Markov property is a frequent assumption in
financial models because it provides powerful tools (semigroup, theory of partial
differential equations, or PDEs,. . . ) for the quantitative analysis of such problems.
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This is illustrated by the classical example of the Black-Scholes PDE. Assume
that the price of a stock follows a Black-Scholes model (St, t ≥ 0) with constant
drift r and volatility σ. The price V of a call option on this stock can be char-
acterized by Vt = u(t, St) where the function u(t, x) is differentiable w.r.t. t and
twice differentiable w.r.t. x and solves the Black-Scholes PDE





∂u
∂t + rx
∂u
∂x +
σ2
2 x
2 ∂2u
∂t2
− ru = 0, ∀(t, x) ∈ [0, T ) × (0,+∞)
u(T, x) = (x−K)+, ∀x ∈ (0,+∞).
(2)
The price as defined above can also be characterized in terms of the Markov process
(St, t ≥ 0):
Vt = E(e
−r(T−t)f(ST ) | Ft)
with f(x) = (x − K)+ and, because of the Markov property (1), u(t, St) =
E(e−r(T−t)f(ST ) | St). The equality u(t, x) = E(e−r(T−t)f(ST ) | St = x) is a
consequence of the Markov property of (St, t ≥ 0). The goal of this article is to
clarify and generalize this relation between PDEs and Markov processes and to
illustrate the role of Markovian models in various financial problems..
The natural approach is opposite to the previous example: we start from the
description of the stochastic process and then obtain the PDEs from quantities
related to this process. We give a general overview of the links between Markov
processes and PDEs without coming into all details and we focus on the case of
Markov processes solution to stochastic differential equations (SDEs).
This article is organized as follows. In Section 2, we precisely define Markov
processes and introduce the fundamental tools: their semigroup and infinitesimal
generator. The section ends with classical examples of Markov processes. In
Section 3, we explore in details the links between Markov processes and PDEs:
we give the Feynman-Kac formula for linear PDEs, we explore the links between
backward stochastic differential equations (BSDEs) and quasi-linear and semi-
linear PDEs, and we give the probabilistic interpretation of some Hamilton-Jacobi-
Bellman (HJB) equations and variational inequalities. Finally, Section 4 gives
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concluding remarks on the use and limits of the approach and on simulations.
Main references: [10, 11, 15, 16, 18, 19, 23]
2 Markov processes
2.1 Definition and first properties
We will restrict ourselves to Rd-valued Markov processes. The set of Borel subsets
of Rd is denoted by B. In the following, we will denote Markov processes by
(Xt, t ≥ 0), or simply X when no confusion is possible.
Markov property and transition semigroup
A Markov process retains no memory of where it has been in the past. Only the
current state of the process influences its future dynamics. The following definition
makes this formal.
Definition 2.1 Let (Xt, t ≥ 0) be a stochastic process defined on a probability
filtered space (Ω,Ft,P) with values in Rd. X is a Markov process if
P(Xt+s ∈ Γ | Ft) = P(Xt+s ∈ Γ | Xt) P − a.s. (3)
for all s, t ≥ 0 and Γ ∈ B. Equation (3) is called the Markov property of the
process X. The Markov process is called time-homogeneous if the law of Xt+s
conditionally on Xt = x is independent of t.
Observe that (3) is equivalent to (1) and thatX is a time-homogeneous Markov
process if there exists a positive function P defined on R+ × Rd × B such that
P (s,Xt,Γ) = P(Xt+s ∈ Γ | Ft)
holds P-a.s. for all t, s ≥ 0 and Γ ∈ B. P is called the transition function of the
time homogeneous Markov process X.
For the moment, we restrict ourselves to the time-homogeneous case.
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Proposition 2.2 The transition function P of a time-homogeneous Markov pro-
cess X satisfies
1. P (t, x, ·) is a probability measure on Rd for any t ≥ 0 and x ∈ Rd,
2. P (0, x, ·) = δx (unit mass at x) for any x ∈ Rd,
3. P (·, ·,Γ) is measurable for any Γ ∈ B
and for any s, t ≥ 0, x ∈ Rd, Γ ∈ B, P satisfies the Chapman-Kolmogorv property
P (t+ s, x,Γ) =
∫
Rd
P (s, y,Γ)P (t, x, dy).
From an analytical viewpoint, we can think of the transition function as a
Markov semigroup1 (Pt, t ≥ 0), defined by
Ptf(x) :=
∫
Rd
P (t, x, dy)f(dy) = E(f(Xt) | X0 = x), (4)
in which case the Chapman-Kolmogorov equation becomes the semigroup property
PsPt = Pt+s, s, t ≥ 0. (5)
Conversely, given a Markov semigroup (Pt, t ≥ 0) and a probability measure ν
on Rd, it is always possible to construct a Markov process X with initial law ν that
satisfies (4) (see [10, Th.4.1.1]). The links between PDEs and Markov processes
are based on this equivalence between semigroups and Markov processes. This can
be expressed through a single object: the infinitesimal generator.
Strong Markov property, Feller processes and infinitesimal gener-
ator
Recall that a random time τ is called a Ft-stopping time if {τ ≤ t} ∈ Ft for any
t ≥ 0.
1A Markov semigroup family (Pt, t ≥ 0) on Rd is a family of bounded linear operators
of norm 1 on the set of bounded measurable functions on Rd equipped with the L∞ norm,
that satisfy (5).
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Definition 2.3 A Markov process (Xt, t ≥ 0) with transition function P (t, x,Γ)
is strong Markov if, for any Ft-stopping time τ ,
P(Xτ+t ∈ Γ | Fτ ) = P (t,Xτ ,Γ)
for all t ≥ 0 and Γ ∈ B.
Let C0(R
d) denote the space of bounded continuous functions on Rd which
vanish at infinity, equipped with the L∞ norm denoted by ‖ · ‖.
Definition 2.4 A Feller semigroup2 is a strongly continuous3, positive, Markov
semigroup (Pt, t ≥ 0) such that Pt : C0(Rd) → C0(Rd) and
∀f ∈ C0(Rd), 0 ≤ f ⇒ 0 ≤ Ptf
∀f ∈ C0(Rd), ∀x ∈ Rd, Ptf(x) → f(x) as t→ 0 (6)
For a Feller semigroup, the corresponding Markov process can be conbstructed
as a strong Markov process.
Theorem 2.5 ([10] Th.4.2.7) Given a Feller semigroup (Pt, t ≥ 0) and any
probability measure ν on Rd, there exists a filtered probability space (Ω,Ft,P) and
a strong Markov process (Xt, t ≥ 0) on this space with values in Rd with initial
law ν and with transition function Pt. A strong Markov process whose semigroup
is Feller is called a Feller process.
We are now in a position to introduce the key notion of inifinitesimal generator
of a Feller process.
2This is not the most general definition of Feller semigroups (see [23, Def.III.6.5]). In
our context, because we only introduce analytical objects from stochastic processes, the
semigroup (Pt) is naturally defined on the set of bounded measurable functions.
3The strong continuity of a semigroup is usually defined as ‖Ptf − f‖ −→ 0 as t → 0
for all f ∈ C0(Rd). However, in the case of Feller semigroups, this is equivalent to the
weaker formulation (6) (see [23, Lemma III.6.7]).
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Definition 2.6 For a Feller process (Xt, t ≥ 0), the infinitesimal generator of X
is the (generally unbounded) linear operator L : D(L) → C0(Rd) defined as follows.
We write f ∈ D(L) if, for some g ∈ C0(Rd), we have
E(f(Xt) | X0 = x) − f(x)
t
→ g(x)
when t→ 0 for the norm ‖ · ‖, and we then define Lf = g.
By Theorem 2.5, an equivalent definition can be obtained by replacing X by
its Feller semigroup (Pt, t ≥ 0). In particular, for all f ∈ D(L),
Lf(x) = lim
t→0
Ptf(x) − f(x)
t
= lim
t→0
E(f(Xt) | X0 = x) − f(x)
t
. (7)
An important property of the infinitesimal generator is that it allows one to
construct fundamental martingales associated with a Feller process.
Theorem 2.7 ([23], III.10) Let X be a Feller process on (Ω,Ft,P) with in-
finitesimal generator L such that X0 = x ∈ Rd. For all f ∈ D(L),
f(Xt) − f(x) −
∫ t
0
Lf(Xs)ds
defines a Ft-martingale. In particular,
E(f(Xt)) = f(x) + E
(
∫ t
0
Lf(Xs)ds
)
. (8)
As explained above, the law of a Markov process is characterized by its semi-
group. In most cases, a Feller semigroup can be itself characterized by its infinites-
imal generator (the precise conditions for this to hold are given by the Hille-Yosida
Theorem, see [23, Th.III.5.1]). For almost all Markov financial models, these con-
ditions are well established and always satisfied (see the examples of Section 2.2).
As illustrated by (8), when D(L) is large enough, the infinitesimal generator cap-
tures the law of the whole dynamics of a Markov process and provides an analytical
tool to study the Markov process. The other major mathematical tool used in fi-
nance is the stochastic calculus, which applies to semi-martingales (see [20]). It is
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therefore crucial for applications to characterize under which conditions a Markov
process is a semi-martingale. This question is answered for very general processes
in [6]. We mention that this is always the case for Feller diffusions, defined below.
Feller diffusions
Let us consider the particular case of continuous Markov processes, which include
the solutions of stochastic differential equations (SDEs).
Definition 2.8 A Feller diffusion on Rd is a Feller process X on Rd that has
continuous paths, and such that the domain D(L) of the generator L of X contains
the space C∞K (R
d) of infinitely differentiable functions of compact support.
Feller diffusions are Markov processes admitting a second-order differential
operator as infinitesimal generator.
Theorem 2.9 For any f ∈ C∞K (Rd), the infinitesimal generator L of a Feller
diffusion has the form
Lf(x) =
1
2
d
∑
i,j=1
aij(x)
∂2f
∂xi∂xj
(x) +
d
∑
i=1
bi(x)
∂f
∂xi
(x), (9)
where the functions aij(·) and bi(·), 1 ≤ i, j ≤ d are continuous and the matrix
a = (aij(x))1≤i,j≤d is non-negative definite symmetric for all x ∈ Rd.
Kolmogorov backward and forward equations
Observe by (7) that the semigroup Pt of a Feller process X satisfies the following
differential equation: for all f ∈ D(L),
d
dt
Ptf = LPtf. (10)
This equation is called Kolmogorov’s backward equation. In particular, if L is a
differential operator (for example if X is a Feller diffusion), the function u(t, x) =
8
Ptf(x) is solution of the PDE





∂u
∂t = Lu
u(0, x) = f(x).
(11)
Conversely, if this PDE admits a unique solution, then its solution is given by
u(t, x) = E(f(Xt) | X0 = x). (12)
This is the simplest example of a probabilistic interpretation of the solution of a
PDE in terms of a Markov process.
Moreover, since Feller semigroups are strongly continuous, it is easy to check
that the operators Pt and L commute. Therefore, (10) may be rewritten as
d
dt
Ptf = PtLf.
This equation is known as Kolmogorov’s forward equation. It is the weak formu-
lation of the equation
d
dt
µxt = L
∗µxt ,
where the probability measure µxt on R
d denotes the law of Xt conditionned on
X0 = x and where L
∗ is the adjoint operator of L. In particular, with the notation
of Theorem 2.9, if X is a Feller diffusion and if µxt (dy) admits a density q(x; t, y)
with respect to Lebesgue’s measure on Rd (which holds for example if the functions
bi(x) and aij(x) are bounded and locally Lipschitz, if the functions aij(x) are
globally Hölder and if the matrix a(x) is uniformly positive definite [11, Th.6.5.2]),
the forward Kolmogrov equation is the weak form (in the sense of the distribution
theory) of the PDE
∂
∂t
q(x; t, y) = −
d
∑
i=1
∂
∂yi
(bi(y)q(x; t, y)) +
d
∑
i,j=1
∂2
∂yi∂yj
(aij(y)q(x; t, y)).
This equation is known as Fokker-Planck equation and gives another family of
PDEs which have a probabilistic interpretations. Fokker-Planck equation has ap-
plications in finance for quantiles, value at risk or risk measure computations [24],
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whereas Kolmogorov’s backward equation (10) or (11) is more suited to financial
problems related to the hedging of derivatives products or portfolio allocation (see
Section 3 for examples and for the probabilistic interpretation of more general
PDEs).
Some comments on time-inhomogeneous Markov processes
The law of a time-inhomogeneous Markov process is desribed by the doubly-
indexed family of operators (Ps,t, 0 ≤ s ≤ t) where, for any bounded measurable
f and any x ∈ Rd,
Ps,tf(x) = E(f(Xt) | Xs = x).
Then, the semigroup property becomes, for s ≤ t ≤ r,
Ps,tPt,r = Ps,r.
The Definition 2.4 of Feller semigroups can be generalized to time-inhomogeneous
processes as follows. The time-inhomogeneous Markov process X is called a Feller
time-inhomogeneous process if (Ps,t, 0 ≤ s ≤ t) is a family of positive, Markov
linear operators on C0(R
d) which is strongly continuous in the sense
∀s ≥ 0, x ∈ Rd, f ∈ C0(Rd), ‖Ps,tf − f‖ → 0 as t→ s.
In this case, it is possible to generalize the notion of infinitesimal generator. For
any t, let
Ltf(x) = lim
s→0
Pt,t+sf(x) − f(x)
s
= lim
s→0
E[f(Xt+s) | Xt = x] − f(x)
s
for any f ∈ C0(Rd) such that Ltf ∈ C0(Rd) and the limit above holds in the sense
of the norm ‖ · ‖. The set of such f ∈ C0(Rd) is called the domain D(Lt) of the
operator Lt. (Lt, t ≥ 0) is called the family of time-inhomogeneous infinitesimal
generators of the process X.
All the results on Feller processes stated above can be easily transposed to the
time-inhomogeneous case, observing that, if (Xt, t ≥ 0) is a time-inhomogeneous
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Markov process on Rd, then (X̃t, t ≥ 0) where X̃t = (t,Xt) is a time-homogeneous
Markov process on R+ × Rd. Moreover, if X is time-inhomogeneous Feller, it
is elementary to check that the process X̃ is time-homogeneous Feller as defined
in Definition 2.4. Its semigroup (P̃t, t ≥ 0) is linked to the time-inhomogeneous
semigroup by the relation
P̃tf(s, x) = E[f(s+ t,Xs+t) | Xs = x] =
(
Ps,s+tf(s+ t, ·)
)
(x)
for all bounded and measurable f : R+ × Rd → R. If L̃ denotes the infinitesimal
generator of the process X̃, it is elementary to check that, for any f(t, x) ∈ D(L̃)
which is differentiable w.r.t. t, with derivative uniformly continuous in (t, x), x 7→
f(t, x) belongs to D(Lt) for any t ≥ 0 and
L̃f(t, x) =
∂f
∂t
(t, x) +
(
Ltf(t, ·)
)
(x).
On this observation, it is possible to apply Theorem 2.9 to time-inhomogeneous
Feller diffusions, defined as continuous time-inhomogeneous Feller processes with
infinitesimal generators (Lt, t ≥ 0) such that C∞K (Rd) ⊂ D(Lt) for any t ≥ 0.
For such processes, there exist continuous functions bi and aij , 1 ≤ i, j ≤ d from
R+ × Rd to R such that the matrix a(t, x) = (ai,j(t, x))1≤i,j≤d is symmetric non-
negative definite and
Ltf(x) =
1
2
d
∑
i,j=1
aij(t, x)
∂2f
∂xi∂xj
(x) +
d
∑
i=1
bi(t, x)
∂f
∂xi
(x) (13)
for all t ≥ 0, x ∈ Rd and f ∈ C∞K (Rd).
For more details on time-inhomogeneous Markov processes, we refer to [11].
2.2 Examples
In financial models, the following Markov processes are the most used.
The Brownian motion
The standard one-dimensional Brownian motion (Bt, t ≥ 0) is a Feller diffusion
in R (d = 1) such that B0 = 0 and for which the parameters of Theorem 2.9
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are b = 0 and a = 1. The Brownian motion is the fundamental prototype of
Feller diffusions. Other diffusions are inherited from this process since they can
be expressed as solutions to SDEs driven by independent Brownian motions (see
below). Similarly, the standard d-dimensional Brownian motion is a vector of d
independent standard one-dimensional Brownian motions and corresponds to the
case bi = 0 and aij = δij for 1 ≤ i, j ≤ d, where δij is the Kronecker delta function
(δij = 1 if i = j and 0 otherwise).
The Black-Scholes model
In the Black-Scholes model, the underlying asset price St follows a geometric Brow-
nian motion with constant drift µ and volatility σ.
St = S0 exp
(
(µ− σ2/2)t+ σBt
)
,
where B is a standard Brownian motion. With Itô’s formula, it is easily checked
that S is a Feller diffusion with infinitesimal generator
Lf(x) = µxf ′(x) +
1
2
σ2x2f ′′(x).
Itô’s formula also yields
St = S0 + µ
∫ t
0
Ssds+ σ
∫ t
0
SsdBs
which can be written as the stochastic differential equation (SDE)
dSt = µStdt+ σStdBt. (14)
The correspondance between the SDE and the second-order differential operator
L appears below as a general fact.
Stochastic differential equations
SDEs are probably the most used Markov models in finance. Solutions of SDEs
are particular examples of Feller diffusions. When the parameters bi and aij of
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Theorem 2.9 are sufficiently regular, a Feller process X with generator (9) can be
constructed as the solution of the SDE
dXt = b(Xt)dt+ σ(Xt)dBt, (15)
where b(x) ∈ Rd is (b1(x), . . . , bd(x)), where the d×r matrix σ(x) satisfies aij(x) =
∑r
k=1 σik(x)σjk(x) (i.e. a = σσ
′) and where Bt is a r-dimensional standard Brown-
ian motion. For example, when d = r, one can take for σ(x) the symmetric square
root matrix of the matrix a(x).
The construction of a Markov solutions to the SDE (15) with generator (9)
is possible if the matrix σ can be chosen such that b and σ are globally Lips-
chitz with linear growth [15, Th.5.2.9], or if b and a are bounded and continuous
functions [15, Th.5.4.22]. In the second case, the SDE has a solution in a weaker
sense. Uniqueness (at least in law) and the strong Markov property hold if b and
σ are locally Lipschitz [15, Th.5.2.5], or if b and a are Hölder-continuous and the
matrix a is uniformly positive definite [15, Rmk.5.4.30, Th.5.4.20]. In the one-
dimensional case, existence and uniqueness for the SDE (15) can be proved under
weaker assumptions [15, Sec.5.5].
In all these cases, the Markov property allows one to identify the SDE (15)
with its generator (9). This will allow us to make the link between parabolic PDEs
and the corresponding SDE in the Section 3.
Similarly, one can associate to the time-inhomogeneous SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dBt (16)
the time-inhomogeneous generators (13). Existence for this SDE holds if bi and
σij are globally Lipschitz in x and and locally bounded (uniqueness holds if bi and
σij are only locally Lipschitz in x). As above, in this case, a solution to (16) is
strong Markov. We refer the reader to [18] for more details.
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Backward stochastic differential equations
Backward stochastic differential equations (BSDEs) are solutions of SDEs with
fixed random terminal conditions. Let us motivate the definition of a BSDE by
continuing the study of the elementary example of the introduction of this article.
Consider an asset St modeled by the Black-Scholes SDE (14) and assume that
it is possible to borrow and lend cash at a constant risk-free interest rate r. A
self-financed trading strategy is determined by an initial portfolio value and the
amount πt of the portfolio value placed in the risky asset at time t. Given the
stochastic process (πt, t ≥ 0), the portfolio value Vt at time t solves the SDE
dVt = rVtdt+ πt(µ− r)dt+ σπtdBt, (17)
where B is the Brownian motion driving the dynamics (14) of the risky asset S.
Assume that this portfolio serves to hedge a call option with strike K and
maturity T . This problem can be expressed as finding a couple of processes (Vt, πt)
adapted to the Brownian filtration Ft = σ(Bs, s ≤ t) such that
Vt = (ST −K)+ −
∫ T
t
(rVs + πs(µ− r))ds−
∫ T
t
σπsdBs. (18)
Such SDEs with terminal condition and with unknown process driving the Brow-
nian integral are called BSDEs. This particular BSDE admits a unique solution
(see Section 3.3) and can be explicitely solved. Since V0 is F0-adapted, it is non-
random and therefore V0 is the usual free arbitrage price of the option. In par-
ticular, choosing µ = r, we recover the usual formula for the free arbitrage price
V0 = E[e
−rT (ST − K)+], and the quantity of risky asset πt/St in the portfolio
is given by the Black-Scholes ∆-hedge ∂u∂x(t, St), where u(t, x) is the solution of
the PDE (2). Applying Itô formula to u(t, St), an elementary computation shows
that u(t, St) solves the same SDE (17) as Vt, with the same terminal condition.
Therefore, by uniqueness, Vt = u(t, St).
Usually, for more general BSDEs, (πt, t ≥ 0) is an implicit process given by the
martingale representation theorem. We give in Section 3.3 results on the existence
and uniqueness of solutions of BSDEs, and on their links with non-linear PDEs.
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Non continuous Markov processes
In financial models, it is sometimes natural to consider non-continuous Markov
processes, for examples when one wants to take into account external shocks, such
as earning announcements, changes of interest rates, political assassinations or
currency collapses. This can sometimes be done by adding Poisson processes to
the dynamics, modelling dicrete jumps. This is relevant for example when one
wants to study incomplete markets or credit risk for intensity models (e.g. default
intensity or Cox processes).
In other situations, Markov processes related to Lévy processes must be con-
sidered. In particular, it is possible to define the analogue of SDEs where the
Brownian motion is replaced by a Lévy process. We refer to [14] for an intro-
duction on the topic. Financial applications include the CGMY model, the NIG
model or the generalized hyperbolic model. In a financial context, statistical tests
have been recently developed and experimented on historical price records [1].
About Markov processes and the dimension of the state space
In many pricing/hedging problems, the dimension of the pricing PDE is greater
than the state space of the undelyings. In such cases, the financial problem is
apparently related to non-Markov stochastic processes. However, it can usually be
expressed in terms of Markov processes if one increases the dimension of the pro-
cess considered. For example, in the context of Markov short rates (rt, t ≥ 0), the
pricing of a zero-coupon bond is expressed in terms of the process Rt =
∫ t
0 rsds
which is not Markovian, whereas the couple (rt, Rt) is. For Asian options on a
Markov asset, the couple formed by the asset and its integral is Markovian. If the
asset involves a stochastic volatility solution to a SDE, then the couple formed by
the asset value and its volatility is Markov. As mentionned above, another im-
portant example is given by time-inhomogeneous Markov processes which become
time-homogeneous when one considers the couple formed by the current time and
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the original process.
In some cases, the dimension of the system can be reduced while preserving
the Markovian nature of the problem. In the case of the portfolio management of
multidimensional Black-Scholes prices with deterministic volatility matrix, mean
return vector and interest rate, the dimension of the problem is actually reduced
to one (this is the case, e.g. in Merton’s problem). When the volatility matrix,
the mean return vector and the interest rate are Markov processes of dimension
d′, the dimension of the problem is reduced to d′ + 1.
3 Parabolic PDEs associated to Markov pro-
cesses
Computing the value of any future claim with fixed maturity (for example, the
price of a European option on an asset solution to a SDE), or solving an optimal
portfolio management problem, amounts to solve a parabolic second order PDE,
that is a PDE of the form
∂u
∂t
(t, x) + Ltu(t, x) = f(t, x, u(t, x),∇u(t, x)), (t, x) ∈ R+ × Rd
where ∇u(t, x) is the gradient of u(t, x) w.r.t. x and the linear differential operators
Lt has the form (13).
The goal of this section is to explain the links between these PDEs and the
original diffusion process, or some intermediate Markov process. We will distin-
guish between linear parabolic PDEs, where the function f(t, x, y, z) does not
depend on z and is linear in y, semi-linear parabolic PDEs, where the function
f(t, x, y, z) does not depend on z but is nonlinear in y, and quasi-linear parabolic
PDEs, where the function f(t, x, y, z) is nonlinear in (y, z). We will also discuss
the links between diffusion processes and some fully non-linear PDEs (Hamilton-
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Jacobi-Bellman equations or variational inequalities) of the form
F
(
t,
∂u
∂t
(t, x), u(t, x),∇u(t, x),Hu(t, x)
)
= 0, (t, x) ∈ R+ × Rd
for some non-linear function F , where Hu denotes the Hessian matrix of u w.r.t.
the space variable x.
Such problems involve several notions of solutions discussed in the literature.
In Sections 3.1 and 3.2, we consider classical solutions, i.e. solutions that are contin-
uously differentiable w.r.t. the time variable, and twice continuously differentiable
w.r.t. the space variables. In Sections 3.3 and 3.4, because of the nonlinearity of
the problem, classical solutions may not exist, and one must consider the weaker
notion of viscosity solutions.
In Section 3.1, we consider heat-like equations where the solution can be ex-
plicitely computed. Section 3.2 deals with linear PDEs, Section 3.3 with quasi- and
semilinear PDEs and their links with BSDEs and Section 3.4 deals with optimal
control problems.
3.1 Brownian motion, Black-Scholes model, Ornstein-
Uhlenbeck process and the heat equation
The heat equation is the first example of parabolic PDE with basic probabilistic
interpretation (for which there is no need of stochastic calculus).





∂u
∂t (t, x) =
1
2∆u(t, x), (t, x) ∈ (0,+∞) × Rd
u(0, x) = f(x), x ∈ Rd,
(19)
where ∆ denotes the Laplacian operator of Rd. When f is a bounded measurable
function, it is well-known that the solution of this problem is given by the formula
u(t, x) =
∫
Rd
f(y)g(x; t, y)dy (20)
where
g(x; t, y) =
1
(2πt)d/2
exp
( |x− y|2
2t
)
.
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| · | denotes the Euclidean norm on Rd. g is often called the fundamental solution
of the heat equation. We recognize that g(x; t, y)dy is the law of x+ Bt where B
is a standard d-dimensional Brownian motion. Therefore, (20) may be rewritten
as
u(t, x) = E[f(x+Bt)],
which provides a simple probabilistic interpretation of the solution of the heat
equation in Rd as a particular case of (12). Note that (19) involves the infinitesimal
generator of the Brownian motion (1/2)∆.
Let us mention two other cases where the link between PDEs and stochastic
processes can be done without stochastic calculus. The first one is the Black-sholes
model, solution to the SDE
dSt = St(µdt+ σdBt).
When d = 1, its infinitesimal generator is Lf(x) = µxf ′(x) + (σ2/2)x2f ′′(x) and
its law at time t when S0 = x is l(x; t, y)dy where
l(x; t, y) =
1
σy
√
2πt
exp
[
− 1
2σ2t
(
log
y
x
− (µ− σ2/2)t
)2
]
.
Then, for any bounded and measurable f , elementary computations show that
u(t, x) =
∫ ∞
0
f(y)l(x; t, y)dy
satisfies





∂u
∂t (t, x) = Lu(t, x), (t, x) ∈ (0,+∞)2
u(0, x) = f(x), x ∈ (0,+∞).
Here again, this formula gives immediately the probabilistic interpretation
u(t, x) = E[f(St) | S0 = x].
The last example is the Ornstein-Uhlenbeck process in R
dXt = βXtdt+ σdBt,
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with β ∈ R, σ > 0 and X0 = x. The infinitesimal generator of this process is
Af(x) = βxf ′(x) + (σ2/2)f ′′(x). It can be easily checked that Xt is a Gaussian
random variable with mean x exp(βt) and variance σ2(exp(2βt) − 1)/2β with the
convention that (exp(2βt) − 1)/2β = t if β = 0. Therefore, its probability density
function is given by
h(x; t, y) =
√
β
σ2π(exp(2βt) − 1) exp
[
−2β(y − x exp(βt))
2
σ2(exp(2βt) − 1)
]
.
Then, for any bounded and measurable f ,
u(t, x) =
∫
R
f(y)h(x; t, y)dy = E[f(Xt) | X0 = x]
is solution of





∂u
∂t (t, x) = Au(t, x), (t, x) ∈ (0,+∞) × R
u(0, x) = f(x), x ∈ R.
3.2 Generic linear case: Feynman-Kac formula
The probabilistic interpretations of the previous PDEs can be generalized to a large
class of linear parabolic PDEs with arbitrary second order differential operator,
interpreted as the infinitesimal generator of a Markov process. Assume that the
vector b(t, x) ∈ Rd and the d× r matrix σ(t, x) are uniformly bounded and locally
Lipschitz functions on [0, T ] × Rd and consider the SDE in Rd
dXt = b(t,Xt)dt+ σ(t,Xt)dBt (21)
where B is a standard r-dimensional Brownian motion. Set a = σσ′ and assume
also that the d × d matrix a(t, x) satisfies the uniform ellipticity condition: there
exists γ > 0 such that for all (t, x) ∈ [0, T ] × Rd and ξ ∈ Rd,
d
∑
i,j=1
aij(t, x)ξiξj ≥ γ|ξ|2. (22)
Let (Lt)t≥0 be the family of time-inhomogeneous infinitesimal generators of the
Feller diffusion Xt solution to the SDE (21), given by (13). Consider the Cauchy
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problem





∂u
∂t (t, x) + Ltu(t, x) + c(t, x)u(t, x) = f(t, x), (t, x) ∈ [0, T ) × Rd
u(T, x) = g(x), x ∈ Rd
(23)
where c(t, x) is uniformly bounded and locally Hölder on [0, T ] × Rd, f(t, x) is
locally Hölder on [0, T ] × Rd, g(x) is continuous on Rd and
|f(t, x)| ≤ A exp(a|x|), |g(x)| ≤ A exp(a|x|), ∀(t, x) ∈ [0, T ] × Rd
for some constants A, a > 0. Under these conditions, it follows easily from The-
orems 6.4.5 and 6.4.6 of [11] that (23) admits a unique classical solution u such
that
|u(t, x)| ≤ A′ exp(a|x|), ∀(t, x) ∈ [0, T ] × Rd (24)
for some constant A′ > 0.
The following result is known as Feynman-Kac formula and can be deduced
from (24) using exactly the same method as for [11, Th.6.5.3] and using the fact
that, under our assumptions, Xt has finite exponential moments [11, Th.6.4.5].
Theorem 3.1 Under the previous assumptions, the solution of the Cauchy prob-
lem (23) is given by
u(t, x) =E
[
g(XT ) exp
(
∫ T
t
c(s,Xs)ds
)
| Xt = x
]
− E
[
∫ T
t
f(s,Xs) exp
(
∫ s
t
c(α,Xα)dα
)
ds | Xt = x
]
.
(25)
Let us mention that this result can be extended to parabolic linear PDEs
on bounded domains [11, Th.6.5.2] and to elliptic linear PDEs on bounded do-
mains [11, Th.6.5.1].
Example 1: European options
The Feynman-Kac formula has many applications in finance. Let us consider the
case of a European option on a one-dimensional Markov asset (St, t ≥ 0) with
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payoff g(Su, 0 ≤ u ≤ T ). The free arbitrage value at time t of this option is
Vt = E[e
−r(T−t)g(Su, t ≤ u ≤ T ) | Ft].
By the Markov property (1), this quantity only depends on St and t [11, Th.2.1.2].
The Feynman-Kac formula (25) allows one to characterize V in the case where g
depends only on ST and S is a Feller diffusion.
Most often, the asset SDE
dSt = St(µ(t, Stdt+ σ(t, St)dBt)
cannot satisfy the uniform ellipticity assumption (22) in the neighborhood of 0.
Therefore, Theorem 3.1 does not apply directly. This is a general difficulty for
financial models. However, in most cases (and in all the examples below), it can
be overcome by taking the logarithm of the asset price. In our case, we assume that
the process (logSt, 0 ≤ t ≤ T ) is a Feller diffusion on R with time inhomogeneous
generator
Ltφ(y) =
1
2
a(t, y)φ′′(y) + b(t, y)φ′(y)
that satisfy the assumptions of Theorem 3.1. This holds for example for the
Black-Scholes model (14). This assumption implies in particular that S is a Feller
diffusion on (0,+∞) whose generator takes the form
L̃tφ(x) =
1
2
ã(t, x)x2φ′′(x) + b̃(t, y)xφ′(x)
where ã(t, x) = a(t, log x) and b̃(t, x) = b(t, log x) + a(t, log x)/2.
Assume also that g(x) is continuous on R+ with polynomial growth when
x→ +∞. Then, by Theorem 3.1, the function
v(t, y) = E
[
e−r(T−t)g(ST ) | logSt = y
]
is solution to the Cauchy problem





∂v
∂t (t, y) + Ltv(t, y) − rv(t, y) = 0, (t, y) ∈ [0, T ) × R
v(T, y) = g(exp(y)), y ∈ R.
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Making the change of variable x = exp(y), u(t, x) = v(t, log x) is solution to





∂u
∂t (t, x) + b̃(t, x)x
∂u
∂x(t, x) +
1
2 ã(t, x)x
2 ∂2u
∂x2
(t, x) − rv(t, x) = 0, (t, x) ∈ [0, T ) × (0,+∞)
u(T, x) = g(x), x ∈ (0,+∞)
(26)
and Vt = u(t, St). The Black-Scholes PDE (2) is a particular case of this result.
Example 2: an Asian option
We give an example of a path-dependent option for which the uniform ellipticity
condition of the matrix a does not hold. An Asian option is an option where
the payoff is determined by the average of the underlying price over the period
considered. Consider the Asian call option
(
1
T
∫ T
0
Sudu−K
)+
on a Black-Scholes asset (St, t ≥ 0) following
dSt = rStdt+ σStdBt
where B is a standard one-dimensional Brownian motion. The free arbitrage price
at time t is
E
[
e−r(T−t)
(
1
T
∫ T
0
Sudu−K
)+
| St
]
.
In order to apply the Feynman-Kac formula, one must express this quantity as the
(conditional) expectation of the value at time T of some Markov quantity. This
can be done by introducing the process
At =
∫ t
0
Sudu, 0 ≤ t ≤ T.
It is straightforward to check that (S,A) is a Feller diffusion on (0,+∞)2 with
infinitesimal generator
Lf(x, y) = rx
∂f
∂x
(x, y) +
σ2
2
x2
∂2f
∂x2
(x, y) +
1
T
x
∂f
∂y
(x, y).
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Although considering the change of variable (logS,A), Theorem 3.1 does not apply
to this process because the infinitesimal generator is degenerate (without second-
order derivative in y). Formally, the Feynman-Kac formula would give that
u(t, x, y) := E[e−r(T−t)(AT /T −K)+ | St = x, At = y]
is solution to the PDE





∂u
∂t +
σ2
2 x
2 ∂2u
∂x2
+ rx∂u∂x +
1
T x
∂u
∂y − ru = 0, (t, x, y) ∈ [0, T ) × (0,+∞) × R
u(T, x, y) = (y/T −K)+, (x, y) ∈ (0,+∞) × R.
(27)
Actually, it is possible to justify the previous statement in the specific case of a
one-dimensional Black-Scholes asset: u can be written as
u(t, x, y) = e−r(T−t)x ϕ
(
t,
KT − y
x
)
(see [22]) where ϕ(t, z) is the solution of the one-dimensional parabolic PDE





∂ϕ
∂t (t, z) +
σ2
2 z
2 ∂2ϕ
∂z2
(t, z) −
(
1
T + rz
) ∂ϕ
∂z (t, z) + rϕ(t, z) = 0, (t, z) ∈ [0, T ) × R
ϕ(T, z) = −(z)+/T, z ∈ R.
From this, it is easy to check that u solves (27).
Note that this relies heavily on the fact the underlying asset follows the Black-
Scholes model. As far as we know no rigorous justification of Feynman-Kac formula
is available for Asian options on more general assets.
3.3 Quasi- and semi-linear PDEs and BSDEs
The link between quasi- and semi-linear PDEs and BSDEs is motivated by the
following formal argument. Consider the semi-linear PDE





∂u
∂t (t, x) + Ltu(t, x) = f(u(t, x)) (t, x) ∈ (0, T ) × R
u(T, x) = g(x) x ∈ R
(28)
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where (Lt) is the family of infinitesimal generators of a time-inhomogeneous Feller
diffusion (Xt, t ≥ 0). Assume that this PDE admits a classical solution u(t, x).
Assume also that we can find a unique adapted process (Yt, 0 ≤ t ≤ T ) such that
Yt = E[g(XT ) −
∫ T
t
f(Ys)ds | Ft], ∀t ∈ [0, T ]. (29)
Now, by Itô’s formula applied to u(t,Xt),
u(t,Xt) = E[g(XT ) −
∫ T
t
f(u(s,Xs))ds | Ft].
Therefore, Yt = u(t,Xt) and the stochastic process Y provides a probabilistic inter-
pretation of the solution of the PDE (28). Now, by the martingale decomposition
theorem, if Y satisfies (29), there exists an adapted process (Zt, 0 ≤ t ≤ T ) such
that
Yt = g(XT ) −
∫ T
t
f(Ys)ds−
∫ T
t
ZsdBs, ∀t ∈ [0, T ]
where B is the same Brownian motion as the one driving the Feller diffusion X.
In other words, Y is solution of the SDE dYt = f(Yt)dt + ZtdBt with terminal
condition YT = g(XT ).
The following definition of a BSDE generalizes the previous situation. Given
functions bi(t, x) and σij(t, x) that are globally Lipschitz in x and locally bounded
(1 ≤ i, j ≤ d) and a standard d-dimensional Brownian motion B, consider the
unique solution X of the time-inhomogeneous SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dBt (30)
with initial condition X0 = x. Consider also two functions f : [0, T ] × Rd × Rk ×
R
k×d → Rk and g : Rd → Rk. We say that ((Yt, Zt), t ≥ 0) solve the BSDE
dYt = f(t,Xt, Yt, Zt)dt+ ZtdBt
with terminal condition g(XT ) if Y and Z are progressively measurable processes
with respect to the Brownian filtration Ft = σ(Bs, s ≤ t) such that, for any
0 ≤ t ≤ T ,
Yt = g(XT ) −
∫ T
t
f(s,Xs, Ys, Zs)ds−
∫ T
t
ZsdBs. (31)
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The example of Section 2.2 corresponds to g(x) = (x−K)+, f(t, x, y, z) = −ry +
z(µ− r)/σ and Zt = σπt. Note that the role of the implicit unknown process Z is
to make Y adapted.
The existence and uniqueness of (Y, Z) solving (31) hold under the assumptions
that g(x) is continuous with (at most) polynomial growth in x, f(t, x, y, z) is
continuous with polynomial growth in x and linear growth in y and z, and f is
uniformly Lipschitz in y and z. Let us denote by (A) all these assumptions. We
refer to [19] for the proof of this result and the general theory of BSDEs.
Consider the quasi-linear parabolic PDE





∂u
∂t (t, x) + Ltu(t, x) = f(t, x, u(t, x),∇xu(t, x)σ(t, x)), (t, x) ∈ (0, T ) × Rd
u(T, x) = g(x), x ∈ Rd.
(32)
The following results give the links between the BSDE (31) and the PDE (32).
Theorem 3.2 ([17], Th.4.1) Assume that b(t, x), σ(t, x), f(t, x, y, z) and g(x)
are continuous and differentiable w.r.t. to the space variables x, y, z with uniformly
bounded derivatives. Assume also that b, σ and f are uniformly bounded and that
a = σσ′ is uniformly elliptic. Then (32) admits a unique classical solution u and
Yt = u(t,Xt) and Zt = ∇xu(t,Xt)σ(t,Xt).
Theorem 3.3 ([19], Th.2.4) Assume (A) and that b(t, x) and σ(t, x) are globally
Lipschitz in x and locally bounded. Define the function u(t, x) = Y t,xt , where Y
t,x
is the solution to the BSDE (31) on the time interval [t, T ] where X is solution to
the SDE (30) with initial condition Xt = x. Then u is a viscosity solution of (32).
Theorem 3.2 gives an interpretation of the solution of a BSDE in terms of
the solution of a quasi-linear PDE. In particular, in the example of BSDE of
Section 2.2, it gives the usual interpretation of the hedging strategy πt = Zt/σ
as the ∆-hedge of the option price. Note also that Theorem 3.2 implies that
the process (X,Y, Z) is Markov—a fact which is not obvious from the definition.
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Conversely, Theorem 3.3 shows how to construct a viscosity solution of a quasi-
linear PDE from BSDEs.
BSDEs provide an indirect tool to compute quantities related to a solution X
of a SDE (such as the hedging price and strategy of an option based on the process
X). BSDEs also have links with general stochastic control problems, that we will
not mention. Here we give an example of application to the pricing of an American
put option.
Example: pricing of an American put option
Consider a Black-Scholes underlying asset S and assume for simplicity that the
risk-free interest rate r is zero. The price of an American put option on S with
strike K and maximal exercise policy T is given by
sup
0≤τ≤T
E
∗[(K − Sτ )+]
where τ is a stopping time and where P∗ is the risk-neutral probability measure,
under which the process S is simply a Black-Scholes asset with zero drift.
In the case of a European put option, the price is given by the solution of the
BSDE
Yt = (K − ST )+ −
∫ T
t
ZsdBs, (33)
by a similar argument of Section 2.2. In the case of an American put option,
the price at time t is necessarily bigger than (K − St)+. It is therefore natural
to include this condition by considering the BSDE (33) reflected on the obstacle
(K − St)+. Mathematically, this corresponds to the problem of finding adapted
processes Y, Z and R such that













Yt = (K − ST )+ −
∫ T
t ZsdBs +RT −Rt
Yt ≥ (K − St)+
R is continuous, increasing, R0 = 0 and
∫ T
0 [Yt − (K − St)+]dRt = 0.
(34)
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The process R increases only when Yt = (K − St)+ in such a way that Y cannot
cross this obstacle. The existence of a solution of this problem is a particular
case of general results (see [9]). As a consequence of the following theorem, this
reflected BSDE gives a way to compute the price of the American put option.
Theorem 3.4 ([9], Th.7.2) The American put option has the price Y0, where
(Y, Z,R) solves the reflected BSDE (34).
The essential argument of the proof is the following. Fix t ∈ [0, T ) and a
stopping time τ ∈ [t, T ]. Since
Yτ − Yt = Rt −Rτ +
∫ τ
t
ZsdBs
and since R is increasing, Yt = E
∗[Yτ + Rτ − Rt | Ft] ≥ E∗[(K − Sτ )+ | Ft].
Conversely, if τ∗t = inf{u ∈ [t, T ] : Yu = (K − Su)+} (with the convention inf ∅ =
T ), since Y > (K − S)+ on [t, τ∗t ), R is constant on this interval and
Yt = E
∗[Yτ∗
t
+Rτ∗
t
−Rt | Ft] = E∗[(K − Sτ∗
t
)+].
Therefore,
Yt = ess sup
t≤τ≤T
E
∗[(K − Sτ )+ | Ft] (35)
which gives another interpretation for the solution Y of the relfected BSDE. Ap-
plying this for t = 0 yields Y0 = supτ≤T E
∗[(K − Sτ )+] as stated.
Moreover, as shown by the previous computation, the process Y provides an
interpretation of the optimal exercise policy as the first time where Y hits the
obstacle (K − S)+. This fact is actually natural from (35): the optimal exercise
policy is the first time where the current payoff equals the maximal future expected
payoff.
As it will appear in the next section, as the solution of an optimal stopping
problem, if S0 = x, the price of this American put option is u(0, x) where u is the
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solution of the nonlinear PDE





min
{
u(t, x) − (K − x)+;−∂u∂t (t, x) − σ
2
2 x
2 ∂2u
∂x2
u(t, x)
}
= 0, (t, x) ∈ (0, T ) × (0,+∞)
u(T, x) = (K − x)+, x ∈ (0,+∞).
(36)
Therefore, similarly as in Theorem 3.3, the reflected BSDE (34) provides a prob-
abilistic interpretation of the solution of this PDE.
The (formal) essential argument of the proof of this result can be summarized
as follows (for details, see [16, Sec.V.3.1]). Consider the solution u of (36) and
apply Itô’s formula to u(t, St). Then, for any stopping time τ ∈ [0, T ],
u(0, x) = E[u(τ, Sτ )] − E
[
∫ τ
0
(
∂u
∂t
(t, St) +
σ2
2
S2t
∂2u
∂x2
u(t, St)
)
ds
]
.
Since u is solution of (36), u(0, x) ≥ E[u(τ, Sτ )] ≥ E[(K − Sτ )+]. Hence, u(0, x) ≥
sup0≤τ≤T E[(K − Sτ )+].
Conversely, if τ∗ = inf{0 ≤ t ≤ T : u(s, Ss) = (K − Ss)+}, then
∂u
∂t
(t, St) +
σ2
2
S2t
∂2u
∂x2
u(t, St) = 0 ∀t ∈ [0, τ∗]
and u(τ∗, Sτ∗) = (K − Sτ∗)+. Therefore, for τ = τ∗ all the inequalities in the
previous computation are equalities and u(0, x) = sup0≤τ≤T E[(K − Sτ )+].
3.4 Optimal control, Hamilton-Jacobi-Bellman equa-
tions and variational inequalities
We discuss only two main families of optimal control problems: the problems
with finite horizon and the optimal stopping problems. Other classes of optimal
problems appearing in finance are mentionned in the end of this section.
Finite horizon problems
The study of optimal control problems with finite horizon is motivated, for ex-
ample, by the questions of portfolio management, quadratic hedging of options or
superhedging cost for uncertain volatility models.
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Let us consider a controlled diffusion Xα in Rd solution to the SDE
dXαt = b(X
α
t , αt)dt+ σ(X
α
t )dBt, (37)
where B is a standard r-dimensional Brownian motion and the control α is a
given progressively measurable process taking values in some compact metric space
A. Such a control is called admissible. For simplicity, we consider the time-
homogeneous case and we assume that the control does not act on the diffusion
coefficent σ of the SDE. Assume that b(x, a) is bounded, continuous, and Lipschitz
in the variable x, uniformly in a ∈ A. Assume also that σ is Lipschitz and bounded.
For any a ∈ A, we introduce the linear differential operator
Laϕ =
1
2
d
∑
i,j=1
(
d
∑
k=1
σik(x)σjk(x)
)
∂2ϕ
∂xi∂xj
+
d
∑
i=1
bi(x, a)
∂ϕ
∂xi
,
which is the infinitesimal generator of Xα when α is constant equal to a ∈ A.
A typical form of finite horizon optimal control problems in finance consists in
computing
u(t, x) = inf
α admissible
E
[
e−rT g(XαT ) +
∫ T
t
e−rtf(Xαt , αt)dt | Xαt = x
]
, (38)
where f and g are continuous and bounded functions, and to find an optimal
control α∗ that realizes the minimum. Moreover, it is desirable to find a Markov
optimal control, i.e. an optimal control having the form α∗t = ψ(t,Xt). Indeed, in
this case, the controlled diffusion Xα
∗
is a Markov process.
In the case of non-degenerate diffusion coefficient, we have the following link
between the optimal control problems and a semilinear PDEs.
Theorem 3.5 Under the additional assumption that σ is uniformly elliptic, u
is the unique bounded classical solution of the Hamilton-Jacobi-Bellman (HJB)
equation





∂u
∂t (t, x) + infa∈A{Lau(t, x) + f(x, a)} − ru(t, x) = 0, (t, x) ∈ (0, T ) × Rd
u(T, x) = g(x), x ∈ Rd.
(39)
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Furthermore, a Markov control α∗t = ψ(t,Xt) is optimal for a fixed initial condition
x and initial time t = 0 if and only if
Lψ(t,x)u(t, x) + f(x, ψ(t, x)) = inf
a∈A
{Lau(t, x) + f(x, a)}
for almost every (t, x) ∈ [0, T ] × Rd.
This is Theorem III.2.3 of [4] restricted to the case of precise controls (see below).
Here again, the essential argument of the proof can be easily (at least formally)
written: Consider any admissible control α and the corresponding controlled dif-
fusion Xα with initial condition X0 = x. By Itô’s formula applied to e
−rtv(t,Xαt )
where v is the solution of (39),
E[e−rT v(T,XαT )] = v(0, x) +
∫ T
0
e−rtE
[
∂v
∂t
(t,Xαt ) + L
αtv(t,Xαt ) + rv(t,X
α
t )
]
ds.
Therefore, by (39),
v(0, x) ≤ E
[
e−rT g(XαT ) +
∫ T
t
e−rtf(Xαt , αt)dt | Xαt = x
]
for any admissible control α. Now, for the Markov control α∗ defined in The-
orem 3.5, all the inequalities in the previous computation are equalities. Hence
v = u.
The cases where σ is not uniformly elliptic or where σ also depends of the cur-
rent control αt are much more difficult. In both cases, it is necessary to enlarge the
set of admissible control by considering relaxed controls, i.e. controls that belong to
the set P(A) of probability measures on A. For such a control α, the terms b(x, αt)
and f(x, αt) in (37) and (38) are replaced by
∫
b(x, a)αt(da) and
∫
f(x, a)αt(da),
respectively. The admissible controls of the original problem correspond to relaxed
controls that are Dirac masses at each time. These are called precise controls.
The value ũ of this new problem is defined as in (38), but the infimum is taken
over all progressively measurable processes α taking values in P(A). It is possible
to prove under general assumptions that both problems give the same value: ũ = u
(cf. [4, Cor.I.2.1] or [8, Th.2.3]).
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In these cases, one usually cannot prove the existence of a classical solution
of (39). The weaker notion of viscosity solution is generally the correct one. In
all cases treated in the literature, u = ũ solves the same HJB equation as in
Theorem 3.5, except that the infimum is taken over P(A) instead of A (cf. [4,
Th.IV.2.2] for the case without control on σ). Contrary to the case of Theorem 3.5,
it is not trivial at all in the general case to obtain a result on precise controls from
the result on relaxed controls. This is due to the fact that usually no result is
available on the existence and the caracterization of a Markov relaxed optimal
control. The only examples where it has been done require restrictive assumptions
(cf. [8, Cor.6.8]). However, in most of the financial applications, the value function
u is the most useful information. In practice, one usually only needs to compute
a control that give an expected value arbitrarily close to the optimal one.
Optimal stopping problems
Optimal stopping problems arise in finance for example for the American options
pricing (when to sell a claim, an asset?) or in production models (when to extract
or product a good? when to stop production?).
Let us consider a Feller diffusion X in Rd solution to the SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dBt, (40)
where B is a standard d-dimensional Brownian motion. As in (13), let (Lt)t≥0 de-
note its family of time-inhomogeneous infinitesimal generators. Denote by Π(t, T )
the set of stopping times valued in [t, T ].
A typical form of optimal stopping problems consists in computing
u(t, x) = inf
τ∈Π(t,T )
E
[
e−r(τ−t)g(τ,Xτ ) +
∫ τ
t
e−r(s−t)f(s,Xs)ds | Xt = x
]
, (41)
and to characterize an optimal stopping time.
Assume that b(t, x) is bounded and continuously differentiable with bounded
derivatives and that σ(t, x) is bounded, continuously differentiable w.r.t. t and
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twice continuously differentiable w.r.t. x with bounded derivatives. Assume also
that σ is uniformly elliptic. Finally, assune that g(t, x) is differentiable w.r.t. t and
twice differentiable w.r.t. x and that
|f(t, x)| +
∣
∣
∣
∣
∂g
∂t
(t, x)
∣
∣
∣
∣
+
d
∑
i=1
∣
∣
∣
∣
∂g
∂xi
(t, x)
∣
∣
∣
∣
≤ Ceµ|x|
for positive constants C and µ.
Theorem 3.6 ([3], Sec.III.4.9) Under the previous assumptions, u(t, x) admits
first-order derivatives w.r.t. t and second-order derivatives w.r.t. x that are Lp for
all 1 ≤ p <∞. Moreover, u is solution of the variational inequality





max
{
u(t, x) − g(t, x);−∂u∂t (t, x) − Ltu(t, x) + ru(t, x) − f(t, x)
}
= 0, (t, x) ∈ (0, T ) × Rd
u(T, x) = g(T, x) x ∈ Rd.
The proof of this result is based on a similar (formal) justification as the one we
gave for (36). We refer to [13] for a similar result under weaker assumptions more
suited to financial models when f = 0 (this is in particular the case for American
options).
In some cases (typically with f = 0, see [12]), it can be shown that the infimum
in (41) is attained for the stopping time
τ∗ = inf{t ≤ s ≤ T : u(s,Xt,xs ) = g(s,Xt,xs )}
where Xt,x is the solution of the SDE (40) with initial condition Xt,xt = x.
Generalizations and extensions
An optimal control problem can also be solved through the optimisation of a family
of BSDEs related to the laws of the controlled diffusions. On this question, we
refer to [21].
In the present section, we only considered very specific optimal control prob-
lems. Other important families of optimal control problems are given by impulse
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control problems, where the control may induce a jump of the underlying stochas-
tic process, or ergodic control problems, where the goal is to optimize a quantity
related to the stationary behavior of the controlled diffusion. Impulse control has
applications for example in stock or resource management problems. In the finite
horizon case, when the underlying asset follow a model with stochastic or elastic
volatility, or when the market is incomplete, other optimal control problems can
be considered, such as determining the superhedging cost, or minimizing some risk
measure. Various constraints can be included in the optimal control problem, such
as maximizing the expectation of an utility with the constraint that this utility
has a fixed volatility, or minimizing the volatility for a fixed expected utility. One
can also impose Gamma constraints on the control. Another important extension
of optimal control problems arises when one wants to solve numerically an HJB
equation. Usual discretization methods require to restrict to a bounded domain
and to fix artificial boundary conditions. The numerical solution can be inter-
preted as the solution of an optimal control problem in a bounded domain. In this
situation, a crucial question is to quantify the impact on the discretized solution of
an error on the artificial boundary condition (which usually cannot be computed
exactly).
4 Conclusion
Rewriting a stochastic financial problem in terms of a PDE is a very useful tool
for the analysis and for numerical resolution of the problem. Let us conclude with
some comments on the limitations of this approach and on the use of probabilistic
methods for the numerical resolution of PDEs.
Limitations of the approach
As explained in this article, the stochastic approach to PDEs usually allows one
to prove the existence and give an interpretation of a solution. However, for
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uniqueness, one must generally use analytic approaches.
The theory of PDEs and the stochastic calculus approach to PDEs have been
mostly developed for the equations of physics. However, the equations of finance
usually have some specificity, so that they usually does not enter in many of the
pre-existing developments of the theory. In particular, in physical models, prob-
lems are often posed in bounded domains where the diffusion parameter σ is con-
stant (or piecewise constant) and the difficulties are mainly in nonlinearities or
discontinuities. Conversely, in financial models, the problems are a priori posed
in unbounded domains, or with non-homogeneous boundary conditions, and there
are often degeneracy problems for the σ.
We can give some examples where the existing PDE theory basically does not
apply at all. This is the case of models with elastic volatility (σ(x) = xα, α < 1),
such as SABR model, Heston model or interest rate models with a CIR model for
the volatility. In these situations, the stochastic approach is the only existing one.
About numerical methods
The Feynman-Kac formula for linear PDEs allows one to use Monte Carlo methods
to compute the solution of the PDE. They are especially useful when the solution
of the PDE has to be computed at a small number of points, or when dimension
is large (typically larger or equal to 4), since they provide a rate of convergence
which grows linearly with the dimension.
Concerning quasi- or semi-linear PDEs and some optimal control problems (see
the example of American put options in Section 3.3), interpretations in terms of
BSDEs provide indirect Monte Carlo methods of numerical computation (see [2] for
Monte Carlo methods for American options or [5, 7] for general BSDEs schemes).
These methods have the advantage that they do not require to consider artificial
boundary conditions. However, their speed of convergence to the exact solution is
still largely unknown, and could depend on the dimension of the problem.
For high dimensional HJB equations, the analytical discretization methods
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lead to important numerical problems. First, these methods need to solve an opti-
mization problem at each node of the discretization grid, which can be very costly
in high dimension or difficult depending on the particular constraints imposed on
the control. Moreover, these methods require to localize the problem, i.e. to solve
the problem in a bounded domain with artificial boundary conditions, which are
usually difficult to compute precisely. This localization problem can be solved by
computing the artificial boundary condition with a Monte Carlo method based on
BSDEs. However, the error analysis of this method is based on the probabilistic
interpretation of HJB equations in bounded domains, which is a difficult problem
in general.
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