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1 はじめに
21世紀になり,統計学における多くの著名な学術雑誌の論文が,ベイズ統計学を利用している.迷惑メール
のメールフィルタ等にも使われており,ベイズ統計学は日々の私たちの生活も支えてくれている.ベイズ理
論が様々な分野で活用されている今,ベイズ統計なしではデータ分析を語ることができない.
もともとベイズ統計学は簡単なモデルしか実行できなかったが,高次分積分を近似する数値的方法が次々と
利用されるようになり,複雑な統計モデルの事後分布をシミュレートすることが可能になった.例としてマ
ルコフ連鎖モンテカルロ法,ハミルトニアンモンテカルロ法などが挙げられる.これらはどう解くかの数式
を考えなくて良いため,適用分野のモデル構成に集中できるようになり,統計学が専門でないデータ分析者
にとって,大きなメリットがあった.さらに,確率的プログラミングの進歩や,大規模なデータの入手が可能
になったことなどから,ベイズ統計を扱うプログラムが多く作られた.その中でも Rや Python,Matlab等,
様々な統計ソフトに対応していること,推定したいパラメータの数が多くても,効率的にサンプリングでき
る事などから今人気が上がっている,Stanというフリーソフトに注目した.Stanはハミルトニアンモンテカ
ルロ法が使われており,ベイズ統計モデリングをしたり,回帰分析や階層モデル,状態空間モデルなどの高度
なモデルにも対応している.さらに,ユーザーがそれらのカスタマイズをすることも可能である.この Stan
をMatlabで動かし,ARモデル,STARモデル,GARCHモデル, ST-GARCHモデルと段階を踏んで推定し
ていく.
2 STARモデル
ARモデルに 2つの推移関数を持つ 2状態 STAR(1)モデルは
yt = (φ0,1 + φ1,1yt−1 + ...+ φp,1yt−p)(1−G(st; γ, c))　　　　　　　　　　　
　　　　　　　　　　　　　+ (φ0,2 + φ1,2yt−1 + ...+ φp,2yt−p)G(st; γ, c) + σεt, εt ∼ i.i.d.(0, 1) (1)
で表される.ここで,G(·)は推移関数と呼ばれる関数であり,st は推移変数である.
指数型の推移関数は,
G(st; γ, c) = 1− exp(−γ(st − c)2) , γ > 0 (2)
で定義される.指数型の推移関数の特徴は,推移関数の値が cの値を中心に,対象になっている所である.指
数型の推移関数は,st = cの所で最小値の 0をとり,st の値が cから離れていくにつれて 1に近い値をとる.
次に,ロジスティック型の推移関数は
G(st; γ, c)　 = 1
1 + exp(−γ(st − c)) , γ > 0 (3)
で定義される.ここで,γは推移の速度を決めるパラメータであり,cは推移の中心を決めるパラメータである.
状態の推移は,推移変数によって決まることになるため,stの選択は重要である.なお,理論的には st は時点
t − 1までに観測される変数であれば,どんな変数でもかまわない.典型的な st の選択肢に,dを 1以上の整
1
数として,st = yt−d や,st = |yt−d| とするものがある.
また,st としてよく用いられる推移変数の例としては,時間トレンドもあり,具体的には,T を標本数として
st =
t
T とするものがある.
3 ST-GARCHモデル
GARCHモデルの中でも推移関数を含む GARCH(p,q,d)モデルを ST-GARCHモデルとよび,
σ2t = α10 +
p∑
i=1
α1iε
2
t−i + (
p∑
i=1
α2iε
2
t−i)F (εt−d, γ) +
q∑
i=1
βiσ
2
t−i (4)
で表す.さらに,推移関数 F (εt−d, γ)は,
F (εt−d, γ) =
1
1 + exp(−γεt−d) , γ > 0 (5)
で表される.上記の式 (2.16)の εt−dは推移変数であり,d ≤ p,γである.また,α10 > 0,
∑p
i=1 α1i+
∑p
i=1 α2i+∑q
i=1 βi < 1である.
4 Stan
今は大規模データの入手がしやすくなり,コンピュータの計算速度も向上し,さらにベイズ統計モデリング
に特化したプログラミング言語の開発も進んでいる.このため,現在ではベイズ統計モデリングは極めて有
効なデータ解析手法となっている.ベイズ統計モデリングに特化したプログラミング言語の 1つが Stanで
ある. Stanは Andrew Gelmanらによって,2012年ごろから活発に開発が続けられている.事後分布からの
サンプリングを行っており,Matlabだけでなく,R,Pythonなどのインターフェースも公開されている.Stan
は推定計算のアルゴリズムに,HMC法が使われており,パラメータの数が多い場合でも,効率的にサンプリ
ングできるという強みがある.
5 まとめ
推定は,実際のデータを用いるのではなく,シュミレーションをして作ったデータを用いる.ARなどの簡
単なモデルから Stanを用いてパラメータを推定していき,最終的には ST-GARCHを推定する.
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