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Abstract-It is known from Lie’s works that the only ordinary differential equation of first order 
in which the knowledge of a certain number of particular solutions allows the construction of a 
fundamental set of solutions is, excepting changes of variables, the Riccati equation. For planar 
complex polynomial differential systems, the classical Darboux integrability theory exists based on 
the fact that a sufficient number of invariant algebraic curves permits the construction of a first 
integral or an inverse integrating factor. In thii paper, we present a generalization of the Darboux 
integrability theory based on the definition of generalized cofactors. @  2003 Elsevier Ltd. All rights 
reserved. 
Keywords-Nonlinear differential equations, Nonlinear superposition, Trsscendental solutions, 
Non-Liouvillian first integral. 
1. INTRODUCTION 
By definition, a complex (respectively, real) planar polynomial differential system or simply a 
polynomial system will be a differential system of the form 
dx 
-=ci=P(x,y), & 
dt z = j, = Q(x,Y)> 
in which P, Q  E C[x, y] (respectively, Iw[x, y]) are polynomials in the complex (respectively, real) 
variables x and y and the independent one (the time) t is real. Throughout this paper, we will 
denote by m  = max{deg P, deg Q} the degree of system (1). Obviously, we can also express 
system (1) as the differential equation 
dy Q(x,Y) -= 
0?J ezi’ (2) 
and, moreover, we also associate to system (1) the vector field X defined by X = P(z, y)& + 
Q(GY)$ 
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We say that f(z, y) = 0, with f E C’, is an invariant curve of equation (2) or equivalently of 
system (1) if the orbital derivative f = Xf = P 2 + Q g vanishes on f = 0. 
The polynomial system (1) is integrable on an open subset U of c2 (respectively, R2) if there 
exists a nonconsqant complex (respectively, real) function H defined in U, called the first integral 
of the system in U, which is constant on all solution curves (z(t), y(t)) of system (1) on U; i.e., 
11(5(t), y(t)) is constant for all values of t for which the solution (z(t), y(t)) is defined on U. 
CYearly, H E C’(U) is a first integral of (1) on U if and only if XH = P $$ + Q  g z 0 on U. 
Let either R : U -+ @  or R : U -+ W  be a Ck(U) function with k 1 1 which is not identically 
zero on U. If the vector field RP & + RQ -& is divergence free, i.e., it is Hamiltonian, then R is 
an integrating factor for the complex (respectively, real) system (1) on U. In other words, R is 
an integrating factor if XR = -R div X where div X is the divergence of the vector field X. We 
also define V = R-’ as an inverse integrating factor. 
One interesting question is whether, with a finite number of particular solutions of system (l), 
we can obtain another new solution or even a first integral of it. In [l], Jones and Ames introduced 
the idea of nonlinear superposition principle in order to find new solutions of ordinary and partial 
differential equations. Let C = {y = gl(x), . ,y = gn(5)} b e a set of particular solutions of 
system (1). Then F(y, 91,. . . , gn) is defined as a connecting function for (l), if F = 0 is also a 
particular solution. Formally, a nonlinear superposition principle is an operation F : @  x Fn -+ 6 
where 3 and 4 are function spaces such that the former properties hold. Interesting examples of 
connecting functions arise in the so-called &time-reversible vector fields which verifies 4+(X) = 
-X(4) where 4 is an involution, see [2]. If (~(t),y(t)) is a solution of X, then $(x(-t), y(-t)) is 
also a solution of X. 
Moreover, we will say that C is a fundamental set of solutions of system (1) if a connecting 
function F exists, such that F is a first integral of it or equivalently F = c is the general 
solution of equation (2) where c is an arbitrary constant. The standard example of nonlinear 
first-order differential equation with a fundamental set of solutions is the Riccati equation 2 = 
Ao(x) + AI(~)Y + A2(4y2 f or which the general solution is given in terms of three particular 
solutions y = gl(x), y = 92(x), and y = g3(2) by the cross ratio 
F(y,gl,g2,g3) = (Y - 91 (x1) (93 (x1 - Q2 (x1) 
(Y - Q2 b-1) (93 b) - 91 (x1) 
= c, 
with c an arbitrary constant, see [3], for instance. 
It follows from the work of Lie and Scheffers [4] that real equations (2) with n particular 
solutions belonging to a fundamental set of solutions are associated with f&ite-dimensional Lie 
algebras of vector fields on B. In fact, Lie showed that there is a fundamental set of solutions for 
the differential equation (2) if and only if it can be written in the form 
2 = 2 A(~)&(Y), 
i=O 
where the vector fields Xi = Bi(y) 6, with i = O,l,. . . , s, generate an r-dimensional Lie algebra 
with s+l 5 r 5 n. Unfortunately, no easy way to construct the nonlinear superposition principle 
is known. The next theorem appears in [4]. 
THEOREM 1. LIE. The only ordinary differential equations of form (3) allowing a fundamental 
set ofsolutions are the Riccati equation 2 = Ao(z)+A1(z)y+A2(z)y2 and any equation obtained 
from it by a change of dependent and independent variables $ = 4(y), T =,7(x). 
Equation (3) with s = 3 and Bi(y) = yi is an Abel equation. These differential equations 
appeared in the Abel’s study on the theory of elliptic functions. For more details on such equa- 
tions, see [5]. Moreover, the Abel equation is closely related with planar polynomial differential 
systems (1) of the form 
k = Pl(&Y) + P&,Y), ?j = QI(T Y) + Qmb, Y), (4) 
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where & and &k are homogeneous polynomials of degree Ic and m > 2. In order to be more 
precise, in polar coordinates (T, 0) defined by z = T- cos 8, y = r sin 8, system (4) becomes 
+ = fl(6) ?- + fm (0) Trn, 8, = g1 (e) + gm (e) 7-V (5) 
where fk(e) = COS8Pk(COSf?,Sin8) + SineQk(COS8,Sin8) and &)) = COSeQk(COSe,Sine - 
sine.?‘k(cose, sin 0) are homogeneous trigonometric polynomials. In the region R = {(T, 0) : 
g1 (0) + tha+m-1 > 0}, the differential system (5) is equivalent to the differential equation 
dr .fl (e)r + fn (+-m 
de = gl(e) + gm(ep-l . 
Finally, the transformation (T, 0) -+ (p, 0) with p = T”-l/(gl(B)+g,(e)rm--l) is a diffeomorphism 
from the region R to its image. As far as we know, Cherkas in [6] was the first to use this 
transformation. Such diffeomorphism transforms equation (6) into the following particular case 
of an Abel differential equation g = C%, Ai(B)#, where 
Al (0) = (m - I)$$ - #, 
A2 (e) = (m - I) 
[ 
f,(e) - 2flE)@e)] + g;(gS$$e) - dm, 
A3 (e) = (m - i)gm (e) 
[ 
“~~)(‘) - I,(s)] . 
2. DARBOUX INTEGRABILITY GENERALIZED THEORY 
An invariant curve f(z, y) = 0 of system (1) is an invariant algebraic cume when f E C[Z, y] 
and it is irreducible. It is clear that the orbital derivative Xf should vanish on the algebraic 
curve f(~:, y) = 0. On the other hand, since the ideal (f) is radical, then Xf E (f), and therefore, 
there exists a polynomial K(z, y) E cC[x, y] of d e g ree less than or equal to m - 1, called cofactor 
associated to the invariant algebraic curve f = 0 such that Xf = Kf. 
In 1878, Darboux [7] showed how first integrals of polynomial systems possessing sufficient 
invariant algebraic curves can be constructed. In short, he proved that if a polynomial system of 
degree m has at least q = m(m + I)/2 invariant algebraic curves, then it has a first integral or 
an integrating factor of the form ny==, fZ5’ (z, y)’ f or suitable Xi E @ not all zero and fi(z, y) = 0 
invariant algebraic curves for i = 1,. . . , q. Later, in 1979, Jouanolou [B] showed that if q = 
m(m + 1)/2 + 2, then the polynomial system has a rational first integral, and consequently, all its 
invariant curves are algebraic. In 1983, Prelle and Singer [9] proved that if a polynomial system 
has an elementary first integral, then this first integral can be computed by using the invariant 
algebraic curves of the system. 
Let h,g E @[z, y] b e coprimes in the ring C[Z, y]. Then the function exp(g/h) is called an 
exponential factor of the polynomial system (l), if, for some polynomial K E C[x, y] of degree at 
most m- 1, it satisfies X(exp(g/h)) = K exp(g/h). As before, we say that K is the cofactor of the 
exponential factor exp(g/h). If exp(g/h) is an exponential factor for the polynomial system (1) 
and h is not a constant polynomial, then h = 0 is an invariant algebraic curve, see [lo]. 
In 1992, Singer [ll] proved that, if a polynomial system has a Liouvillian first integral, then 
it can be computed by using the invariant algebraic curves and the exponential factors of 
the system. In fact, the system has a Darboux generalized inverse integrating factor V, i.e., 
V(xc, Y) = Ile, fixi@, Y) IIjp=,bp(g~/~~)l pi, w ere Xi and /+ are complex numbers. For a h 
complete exposition of the Darboux theory of integration, see [lo], where the version presented 
improves Darboux’s one essentially because it is taking into account the exponential factors and 
the independent singular points, see also [12]. 
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3. INTEGRABILITY THEORY 
WITH GENERALIZED COFACTORS 
In the previous section, we have observed that invariant algebraic curves and exponential 
factors are fundamental ingredients in order to obtain a first integral of a polynomial system. In 
fact, from the results of [ll], it follows that the Darboux integrability generalized theory finds 
all Liouvillian first integrals of system (1). But we want to stress that there .are polynomial 
systems (1) with non-Liouvillian first integral, see, for instance, [13]. 
A first approach to a more general integrability theory using trascendental invariant curves to 
find polynomial systems with non-Liouvillian first integral is based on the next definition. 
DEFINITION 2. A generalized cofactor K(z, y) associated to a trascendental invariant curve 
f(Z, y) = 0 of system (1) is a polynomial in C[S, y] of degree less than or equal to m - 1 verifying 
Xf = Kf. 
The above Definition 2 is quite natural since even a formal invariant curve f(z, y) = 0 of 
system (1) must always verify an equation Xf = L f w h ere L(z, y) is also a formal power series, 
see [14,15]. 
THEOREM 3. Suppose that a polynomial system (1) of degree m admits q invariant curves 
f,(z, y) = 0 with generahzed cofactors Ki(z, y) for i = 1,. . . , Q. If we have q = m(m + 1)/2, then 
system (1) has a first integral or an integrating factor of the form ny==, $‘(z, y) where Xi are 
complex numbers not all zero. 
PROOF. Let KO = div X = g + $$ be the diverg ence of the vector field X. Clearly, deg Ko 2 
m-l. F’romDefinition2,degKi<m-lfori=l,... ,q, and therefore, it follows that each 
polynomial Ki has at most m(m + 1)/2 coefficients. But since q = m(m + 1)/2, we have that the 
set {K,,,K1,... , Kp} is linearly dependent, and therefore, there are complex numbers Xi not all 
zero such that C:=‘=, XiKi z 0. Now taking the function F = ny=, fx+;, one has 
We conclude that if Xc = 0 then F is a first integral of system (1). Otherwise, if Xc # 0, then F 
is an integrating factor of (1). I 
EXAMPLE. Let us consider the following polynomial Lienard system: 
s = P(x, y) = -y + x4, ti = Q(x, Y) = 2, (7) 
which is, in addition, &-time-reversible with respect to the involution #c(z,y) = (-Z, y), and 
consequently, it has a center at the origin. From Odani’s result [16], it follows easily that sys- 
tem (7) does not have any invariant algebraic curve. This implies that the only possible Darboux 
generalized inverse integrating factor, if it exists, is an exponential factor of the form exp(h) with 
h E C[z, y]. But from the definition of inverse integrating factor, X exp(h) = div X exp(h), that 
is, 
(-y + x4) g + xz = 4x3, 
aY 
where we have simplified the common factor exp(h). Let h(z, y) = CL0 hi(y)xi, where hi(y) E 
C[Y] with WY) f 0. Equating the highest degree terms in both members of (8) gives 
NhN(y)xN+’ = 0. Th’ is implies N = 0 which gives a contradiction with equation (8). Therefore, 
system (7) does not have any Liouvillian first integral. 
On the other hand, performing into 2 = z/(-y + x4) the change of the dependent and 
independent variables f = -22’~ and z = 4rj3y leads to an Airy differential equation w” = zw 
where the prime denotes derivation with respect to Z. Therefore, see [17], the general solution of 
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it is given by w(z) = clAi(Z) + czBi(z), where cl and c2 are arbitrary constants and Ai and 
Bi(z) are a pair of linearly independent solutions of the Airy equation which have the next integral 
representation Ai = 7r-l sow cos[t3/3 + zt] dt and Bi(z) = 7r-l sow exp[-t3/3 + zt] + sin[t3/3 + 
zt] dt. Finally, from 2x2w + $ = 0, going back through the changes, we obtain that system (7) 
possesses the non-Liouvillian first integral H(x,y) = f1fi-l where fl(x, y) = 2x2Ai(41/3y) + 
Ai’(4113y) = 0 and fz(x, y) = 2x2Bi(41j3y) + Bi’(41j3y) = 0 are invariant curves with associated 
generalized cofactors K1 = Kz = 2x 3. The associated inverse integrating factor P to the above 
first integral H is given by P(x, y) = -x/r%] = fz(x, y)/W{Ai,Bi}. Taking into account 
that the Wronskian W{Ai,Bi} = r-l, see [17], a non-Liouvillian inverse integrating factor V of 
system (7) is V(x, y) = f,“(x, y) with associated generalized cofactor div X = div(P, Q) = 4x3. 
Finally, let us notice that systkm (7) can be written in the form (3) as $ = -y/x + x3. So, 
the vector fields Xl = -(l/x) & and X2 = x3 -& g enerate a three-dimensional Lie algebra since 
[XI,&] = X3 = -4x $, [XI,&] = -8X1, and [&,X3] = 8X2. Therefore, system (7) has a 
fundamental set of solutions with at least three particular solutions. Moreover, recall that Airy 
equation w” = zw is related with the Riccati equation W’ = z - W2 through the change of 
variables W = w’fw which agrees with Theorem 1. 
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