ABSTRACT: We present an autonomous airborne video-aided navigation system that uses video from an onboard camera, data from an IMU, and digitally stored georeferenced landmark images. The system enables self-contained navigation in the absence of GPS. Relative position and motion are tracked by comparing simple mathematical representations of consecutive video frames. Periodically, a single image frame is compared to the landmark image to determine absolute position and correct for any possible drift or bias in calculating the relative motion. This paper describes the computational approach, test flight hardware, and test results obtained using actual flight data. The techniques are designed to be used for UAVs, cruise missiles, or smart munitions, and provide a cost effective system for navigation in GPS-denied environments.
INTRODUCTION
The U.S. Department of Defense relies heavily on GPS for both targeting and navigation, on soldiers, manned and unmanned ground and aerial platforms, and guided munitions. However, GPS signals are susceptible to jamming and can be difficult to utilize in certain locations, such as ''urban canyons.'' A high quality, low-cost backup to GPS is needed so that the targeting and navigation capabilities of the U.S. warfighter are not compromised under adverse conditions. Inertial Navigation Systems (INS), Attitude Heading Reference Systems (AHRS), and Inertial Measurement Units (IMU) use gyros, accelerometers, and magnetometers to track motion and determine heading. While such systems can be used as GPS alternatives, the sensors are known to suffer from drift and random walk errors during long-duration operations. Position and attitude determination via double integration of accelerometers and gyros are particularly susceptible to errors. Errors accumulate over time and can produce relatively large and unacceptable mistakes in navigation. High-end INS devices take great pains to monitor the drift and bias and can do fairly well over short distances, but these systems are prohibitively expensive (cost [ $20k) for use onboard low cost platforms or expendable munitions. In addition, even these higher cost inertial devices do not have a means to make an absolute verification of the location of the platform at any time, and must ''blindly'' trust the dead reckoning calculations.
Because of these limitations, reasonably priced inertial systems alone do not provide a reliable backup solution to GPS. Thus, a reliable, low cost alternative to inertial systems is needed for situations where GPS is jammed or otherwise unavailable. Such an alternative system would allow munitions and other platforms to navigate and target in GPS-denied environments, and would provide an option for lunar and planetary surface explorations where GPS is simply not available.
Our solution to this need is a video-aided navigation system (VANS) that does not rely on GPS and can work with a low cost inertial type device (and appears promising for use without an inertial system altogether). A sequence of video images contains large amounts of information that can be used for vehicle navigation and control, object detection and identification, obstacle avoidance, and many other tasks. Unlike radar-or laser-based systems, computer vision is passive and emits no external signals. As a result, vision systems can operate undetectably in hostile environments. Video camera(s), inertial device(s), batteries, etc., are generally already part of the payload of a typical Unmanned Aerial Vehicle (UAV); therefore, the additional size, weight, power, and cost requirements are minimal. airborne navigation systems. Most of those have focused on feature tracking and optical flow-based methods to estimate platform motion, and they compute the platform positions through the registration of images taken at multiple views (e.g., video sequence or/and landmark images). They usually utilize a variety of sensor systems to take advantage of their coupling effect or to compensate for the weakness of each system.
There have been several studies incorporating imaging systems with IMU or GPS/IMU navigation systems [1] [2] [3] [4] . While some of the previous efforts ( [1] and [2] ) are limited where GPS is not available, other efforts (such as [3] and [4] ) have shown the benefit of fusing imaging and inertial systems in GPS-denied environments for improved performance over inertial-only navigation systems. These efforts use a stochastic feature tracking method, employing a Kalman filter for feature correspondence searches between images. The advantage of this method is that one can track and minimize the INS-navigating error by analyzing the discrepancy between INS-predicted feature-positions and image-coregistered feature-positions where the discrepancy serves in the Kalman filter, as INS errorsamples obtained from a source independent of INS itself.
Other efforts on feature tracking-based methods have been investigated based on well-known solutions for 3-D scene reconstruction [5] , theories in camera calibration and image registration [6] , or motion estimation [7] to provide relative platform positions.
A more accurate absolute position of a platform can also be estimated by tracking/matching the 2-D projections of located landmark features to platform sensor images [8, 9] , or by reconstructing the terrain map from multiple images to compare with reference data such as Digital Elevation Models (DEMs) [10] . These techniques are computationally intensive and limited to navigation only over areas where landmark image or DEM is available.
Compared to previous techniques, our videoaided navigation technique is based on relatively simple and fast processes. Unlike other techniques that rely primarily on inertial measurements, in principle, our technique does not even require an IMU. It can work using only a sequence of video frames, an altimeter, and Digital Terrain Elevation Data (DTED) to estimate camera-pointing positions, where the camera-pointing position is the position on the ground where the extended camera optical axis is intersected. The camera-pointing position may not necessarily match the actual platform track due to the platform attitude such that the camera does not point straight down. Inertial measurements are therefore useful in determining the platform attitude changes enabling conversion of changes in the camera pointing position to changes in ground position. The significance of the use of the INS data in the current technique is that the primary motion calculation is accomplished with the video data, not INS, and only rate values are used from the inertial system, which eliminates the need for an expensive INS.
The technique described here is divided into two basic modes of operation, Relative Navigation (RelNav) and Absolute Navigation (AbsNav). This combined approach overcomes excessive computational time, which would occur when using only absolute position determination, and overcomes potential inaccuracies when using only relative position determination.
RelNav uses video sequences to track camerapointing position and update the current position. This algorithm is computationally fast and can execute in real time at video frame rates; however, this mode may suffer from accumulated errors over a long track due to the resolution of the cameras, the inherent distortions in video imagery, and the use of low cost IMU. Therefore, AbsNav runs periodically to update the platform's position (latitude/longitude/altitude) and attitude (i.e., roll/ pitch/yaw) by correcting errors accumulated by the RelNav, and by providing an absolute reference to landmark imagery. The modes are described in the next two sections, respectively, and results obtained by applying the techniques to actual flight data are presented in the third. The techniques were initially developed under small business innovative research projects in 2002 and more specific details of how the techniques were developed as well as data from progressive tests can be found in the technical reports [11] and [12] .
The goal of the work presented here is to enable the airborne platform to continue navigating without GPS by using an onboard camera, an inexpensive INS (such as an IMU), an altimeter, and an occasional comparison to landmark imagery. The techniques provide autonomous navigation capabilities for small platforms such as UAVs or Micro Air Vehicles (MAVs).
RELATIVE NAVIGATION
The RelNav algorithm, depicted in a block diagram in Figure 1 , is applied to real-time streaming video from an onboard camera. The algorithm compares successive frames in a video sequence and determines the change in the camera-pointing position from one frame to the next as illustrated in Figure 2 . The algorithm uses inertial measurements to remove the perceived change in motion due to changes in the attitude of the platform as opposed to actual changes in platform position.
For example, for the images in Figure 2 the platform is moving primarily in the þy direction and perceived motion in the x direction is actually due to roll motion. The image distortion between successive video frames due to the change of attitude, in principle, can be calculated using a 3D projection from ground to image plane with an Affine Transform. However, the image distortion can also be more simply approximated by rotation and translation, which is the approximation technique that RelNav uses to quickly determine the change in camera-pointing position. The change in the actual platform position is then computed with an attitude correction using IMU rate data.
Rotation Extraction
To calculate relative rotation between frames, a Radon Transformation is applied to subsampled circular portions of the images. This circular sampling method does not suffer from the problem of different edge contents of images encountered when using rectangular images, and thus can avoid such an issue that often occurs with use of a Fourier Transform technique applied to the image data. The Radon Transform [13] is the sum of the pixels along a ray (s) defined by the radius, q, from the origin, at an angle of inclination, h. The Radon operator maps the image domain I(x, y) to the Radon domain, or ray-sum image, R(h, q), in which a point corresponds to the sum of the pixels along a ray in the image domain.
It is noted that two images that are rotated relative to each other produce two ''ray-sum images'' that are different only by a linear shift. The idea can be used to detect the rotation angle between two similar images by transforming them into the Radon domain and then extracting the shift (translation) between the two ray sum images. In practice, the ray-sum signal, R (h,0), is used instead of the full signal to save the processing time, yet still maintain comparable performance. Vol. 57, No. 3
Lee et al.: Autonomous Airborne Video-Aided Navigationtion unit is equivalent to a 308 rotation. In practice, angular sampling can be done at a much higher resolution so that one translation unit would typically be 18, 0.58, or even less if necessary, depending on the spatial resolution of the video images. In a case where the translation unit is 18, the ray sum signal would be a 1-D array consisting of 180 elements represented as (S1, S2, S3, . . . S180) and theoretically, the system would be able to resolve down to 18 rotation between images.
To detect the shift between the two ray sum signals, we assume that two ray sum signals, S(n) and T(n), centered at the same point but rotated from one another, are periodic translations of one another such that T(n) ¼ S(n þ k). Then the Fourier transforms of these two ray sum signals have the same magnitude but different phase. The relationship of Fourier transforms of S and T is described as:
By the shift theorem, the difference k can be detected in terms of delta function as follows:
In practice, it is implemented in terms of fast and simple convolution. To do this, we calculate crosscorrelation scores by iterating over a given range of angles.
If a point in one image does not match the same point in the other image (i.e., not corresponding points), then the correlation between the two ray sum signals has a low score. The correct angular shift between images is determined by finding the maximum cross-correlation score.
Translation Extraction
To find the translation between frames (DX and DY) the cross-correlation score is maximized over an iterative process where the images are translated according to optimal directions. The starting position is found by calculating an estimation of the change of camera pointing position (DX c , DỸ c ) using the plane velocity (V) from a previous calculation, along with Droll, Dpitch from the IMU measurement.
where H is the altitude of previous frame state:
The approximated change can easily be converted into camera pixel units as follows:
where f is a focal length and p is CCD pixel size: ð6Þ Thus, the camera pointing position of the current frame is approximately shifted (DX c , DỸ c ) pixel from the center position of the previous frame. Next, a Downhill Simplex method [14] is employed in an optimal search where the initial shift is used for the starting position of the Simplex run. The score that Simplex produces at a given position is the result of Radon calculation in Eq. (4), and the process is continued over a fixed number of iterations or until a sufficiently high correlation score is found. The matching point in the image that 
Extraction of Camera-Pointing Position and Actual Platform Position
Since the change of camera-pointing position (DX c , DY c ) pixel at the current frame state is in pixel units, the pixel units are converted back into meter units to give the camera-pointing position at the current frame state as follows:
The actual position (X p , Y p ) of the platform is now computed from the camera pointing position by applying a simple roll/pitch/yaw correction using Euler Transform [15] from a coordinate system centered on the platform to one centered on the ground.
x
where h,f,w are the roll, pitch, and yaw at the current frame state. Then, using ray-tracing analysis, the vector (x, y, z) is projected onto the ground, as:
Then the actual position of the platform at the current frame state is:
It is noted that the AGL altitude (H) is determined from pressure altimeter data and updated at video frame rate, which provides above sea level information of the platform, together with DTED, which is a database of ground terrain elevation. Alternatively, AGL altitude can be calculated from a laser altimeter or possibly from triangulation with two platform positions. These techniques will be investigated for future research. In summary, the RelNav continuously tracks the camera pointing positions based on frame-by-frame image analysis along with instantaneous rate values from an IMU; it then estimates actual platform position using the current platform attitude. Though the RelNav calculation utilizes inertial measurements it does not suffer in the same way from accumulated error which occurs in dead reckoning systems relying on the integration of inertial measurements over time. This is because the calculation of current platform position does not depend on previous platform position in an accumulating manner, but is calculated directly from the current camera pointing position. However, to check the position accuracy of RelNav, AbsNav is periodically invoked as described in the next section.
ABSOLUTE NAVIGATION
The AbsNav algorithm compares a single video frame to a portion of a georeferenced landmark archival image (e.g., from a previous flight over the same area or a satellite). A difference in the spatial resolution (or GSD) between the video frame and landmark image is removed before comparison by projecting and resampling the video frame onto the same grid as the landmark image. When a match is found, the position of the platform at the time of the video frame is known. This can be used to correct the RelNav results as needed. The update rate for AbsNav algorithm depends critically on the computational resources available considering the size, weight, and power restrictions of the intended platform. A higher update rate would lead to improved accuracy, but at the cost of a higher processing burden. A typical update rate should be on the order of hundreds of seconds because the drift of the RelNav system requires it to be reset under those rates, but the optimal value depends also on the aircraft speed, the accuracy of the IMU used, and the features (or lack thereof) of the landscape.
The process of the AbsNav algorithm is broken up into two main steps: Global Search and Fine Search, as illustrated in Figure 4 .
Global Search
The purpose of the Global Search is to find an approximate location (lat/lon) to be used as the starting point for a Fine Search. This process drastically
Vol. 57, No. 3
Lee et al.: Autonomous Airborne Video-Aided Navigationsaves computational time by reducing the search bound of the more detailed Fine Search. In the Global Search, the video image is projected onto the ground coordinate system to match the pixel size and orientation of the landmark image. This projection is performed based on best estimates of position (lat/lon/alt), and attitude (roll/pitch/yaw), which come from the RelNav algorithm. In order to create a projection image, we first define the Earth coordinate system (East: þx-axis, North: þy-axis) with an origin point at the lens position. The CCD image plane is then placed in an ideal position so that it is oriented identically to the Earth's x-y coordinates with a nadir viewing geometry. Then the center position of the CCD plane is at (0, 0, f), and the (m, n) th pixel position in the CCD is at (mp, np, f) in the Earth coordinate system where p is the pixel size and f is the focal length of the camera lens. Given an initial set of attitude parameters and altitude (roll, pitch, yaw, and height, or h, u, w, and h), each CCD pixel vector (mp, np, f) is transformed according to the sensor's orientation using the ground projection
Our analysis uses a pinhole model of a camera [5] . In practice, this requires calibration of the camera to determine internal parameters such as the actual location of the image center (optical axis), lens distortions, and so on. Due to the possible errors of estimates of position (lat/lon/alt), and attitude (roll/ pitch/yaw) from the RelNav, the ground projection image of the video frame usually does not exactly match to the portion of landmark image corresponding to the projected area. Around this initial area, the projected video image is ''stepped'' through a designated search area of the larger landmark image to find the portion of the landmark image that best matches the video image. The algorithm uses a cross correlation coefficient [16] to find a matching position.
rðm; nÞ
where V is the video image projected onto the ground, V is the average of V, L is the landmark image, and L is the average of L in the region coincident with V. The correlation coefficient is calculated along with histogram matching, where the histogram matching is used to compensate for differences in the environmental conditions, seasonal changes, and camera parameters between the present video image and the archived landmark image. The position is updated based on the best matches (highest correlation), and they are used as input to the Fine Search algorithm.
Fine Search
The Fine Search uses the updated position and the same roll, pitch, yaw, and altitude initially used in the Global Search. Starting with these initial values, the Fine Search iterates within a local region of the landmark image until it finds an optimal set of all six degrees of freedom (roll/pitch/yaw, lat/lon/alt). For the optimizing process, we once again use the Downhill Simplex method [14] . The algorithm updates all six parameters in its optimal way, creates a rendered video image projected from the landmark image back onto the CCD plane using ray tracing (11) inversely based on the updated parameters, and finds the maximum correlation between the rendered video image and the originally captured video image. In the Global Search, the original video image is projected onto the landmark image (ground), while in the Fine Search, a portion of the landmark image is iteratively projected onto the video images while varying the projection parameters. Table 1 summarizes the two main computational modes in the AbsNav algorithm. 
RESULTS

FLIGHT DATA COLLECTION
Flight collections for testing the video navigation system were conducted over the South Bay region of Los Angeles, California. This region has a variety of terrain providing the opportunity to collect aerial imagery over urban/suburban terrain (Torrance), undeveloped hillsides (Palos Verdes), coastline, oil refineries, industrial developments, and the Port of Los Angeles. The flight system used was comprised of various types of cameras, which were developed to fit into a standard aerial camera mount, shown in Figure 5 .
Imagery was collected with several cameras, and at two different altitudes, approximately 5,000 ft and 10,000 ft above sea level. The data sets taken as a whole can be used to optimize the algorithms for varied conditions and flight equipment, as well as to investigate potential strengths and weakness of different approaches. The cameras used for flight video capture included visible to near infrared (VNIR), a short-wave infrared (SWIR), and a long-wave infrared (LWIR) cameras to investigate different applications including the potential for day/night operations. One issue is that while thermal infrared cameras can be used at night, corresponding satellite imagery is not readily available.
The IMU system used was the Crossbow AHRS400CC [17] with nine-axis measurements, which combines linear accelerometers, rotational rate sensors, and a magnetometer. It uses an onboard DSP with Kalman filter algorithm, and has 60 Hz data rate. Use updated lat/lon values to set a search bound Latitude, longitude, and yaw from Relative Navigation
Step through landmark image on a global scale to find best estimate for lat/lon.
Fine Search
Same 
TEST OF RELATIVE NAVIGATION WITH FLIGHT DATA
The RelNav algorithm was applied to the flight data, and exemplary results are shown in Figure 6 . This particular test represents an extreme case as the flight line included relatively large excursions in pitch/roll/yaw around 658/6108/6108 respectively.
A comparison between calculated and reference camera-pointing tracks is shown in Figure 6 (a). In the figure, the dashed line is the estimation of the camera-pointing track from the video navigation algorithm, and the triangle markers are the reference camera-pointing track obtained from a visual comparison between video image frames and satellite imagery. For the visual comparison, a set of frames was sampled from the video sequence with a gap of 50 frames between samples. Using a ''human eye,'' the locations of the sample frames were found in the georeferenced satellite image, and a set of pixels in the satellite image were picked, which have the best match to the center pixel of each frame. The pixels were then converted to Earth's geo-coordinate system (lat/lon) to provide the reference camera-pointing track. This manual track provides the best test of the image processing algorithms since the results are not dependent on potential errors associated with AHRS inaccuracies and timing issues with GPS data.
The platform's GPS flight track and the calculated roll/pitch corrected position from the RelNav algorithm are compared in Figure 6 (b) where the solid line is the platform's flight track obtained from GPS data, and the dashed line is the estimate from the video navigation algorithm. The video navigation track is calculated by transforming the camera pointing position shown in Figure 6 (a) into an aircraft position using a roll/pitch/yaw transformation based on the angles reported by the AHRS. It is noted that GPS and AHRS (IMU) data were interpolated to synchronize with the video frame rate. Figure 7 shows the error plot between the GPS flight track and the RelNav estimated track shown in Figure 6 (b).
The RelNav results over this approximately 2,500-meter long flight line are summarized in Table 2 , showing the RMS errors between the estimate and reference camera-pointing tracks, and between the estimate and GPS flight tracks. The RelNav position error is less than 50 m with the largest errors occurring during the most extreme maneuvers. We note that the largest source of error is caused by the use of AHRS angles to convert from camera pointing position to aircraft position, and is not due to errors with the image analysis portion of the algorithm (as evident by the close agreement between calculated and reference camera pointing position shown in Figure 6 (a)).
TEST OF ABSOLUTE NAVIGATION WITH FLIGHT DATA
The AbsNav algorithm was also tested using similar flight data. In Figure 8 (a), a video frame is shown, and in Figure 8(b) , the portion of the IKONOS image used for the Global Search is shown. This landmark image represents a relatively large search region. In practice, the location of the aircraft prior to execution of the AbsNav code should be accurate enough that the search area can be much smaller.
At various steps in the AbsNav code, one can calculate the camera pointing position (i.e., center of the field of view) and platform location. Results of these calculations are shown in Table 3 . The camera pointing position was compared to the reference camera pointing position visually determined on a 1 m 3 1 m coordinate system defined by the IKONOS image. The results show that the code calculations agree very well with the visual comparison results. In other words, the algorithm correctly locates a match between an input video frame and a portion of the satellite image. In comparison, a calculation of the camera pointing position using the GPS location, along with the camera-pointing angle reported by the AHRS, differs from the actual camera pointing position by more than 200 m. Thus the combination of GPS þ AHRS data do not provide an adequate reference for comparing the results of the calculation; we believe this is due to errors in the AHRS angle data on the order of 618. In fact, Table 3 lists precisely how The image was resampled to 2,300 3 2,000 pixels with a GSD $ 2 m for input to the algorithm. angles determined by the AbsNav algorithm differ from those reported by the AHRS. Viewed another way, the AbsNav algorithm can be used to check the accuracy of the AHRS and potentially correct for errors due to gyro bias or other sources. Figure 9 shows a visual representation of the results presented in Table 3 . Figure 9 (a) shows the video frame (i.e., the same image as in Figure  8 Table 3 .
The image corresponding to the output from the Fine Search, Figure 9 ure 9(a), showing a visual demonstration of the success of the AbsNav technique. The approximate ''error'' in the match is less than 5 m, as shown in Table 3 (between Fine Search and Visual Determination). Note that there are subtle differences between the two images due to differences in the cameras used, a difference in the time of day, and actual changes to the scene from the date of the IKONOS image to the date of the flight.
One can see that the image generated using the actual GPS and AHRS measurements, Figure 9 (b), is noticeably different from the actual video frame, Figure 9 (a). This difference is due to a combination of inadequate time resolution of the GPS data and errors with the AHRS data (as discussed above). This difference illustrates the unreliable targeting and positioning that were obtained using the relatively inexpensive GPS and INS systems used in the test flights.
CONCLUSION
This paper presents navigation techniques for UAVs, cruise missiles, and other platforms that use video imagery. The system does not rely on GPS and provides an autonomous image-based navigation system using inertial measurements and landmark imagery to reduce positioning error. The algorithms have been developed, tested, and optimized, and brass-board hardware has been used to collect extensive data sets for further development. The next step needed to transition the technology is the further development of a realtime system. Following this, an embedded prototype system can be produced and tested.
