The Riemann zeta function ζ(s) is defined by ζ(s) = ∞ n=1 1 n s for ℜ(s) > 1 and may be extended to a regular function on the whole complex plane excluding its unique pole at s = 1. The Riemann hypothesis is a conjecture made by Riemann in 1859 asserting that all non-trivial zeros for ζ(s) lie on the line ℜ(s) = 1 2 , which has a broad application in every branch of mathematics. The density hypothesis is a related "weaker" conjecture about the estimate of the number of zeros for the Riemann zeta function in the so-called critical strip 0 ≤ ℜ(s) ≤ 1. In this article, we give a proof for the density hypothesis 1 .
Introduction.
Throughout this article, we shall use notations P for the set of all prime numbers, N that of whole numbers, Z that of integers, R that of real numbers, and, C that of complex numbers. The notation g(x) = h(x) + O f (x) describes the fact that |g(x) − h(x)| ≤ Bf (x) with some absolute constant B > 0 whenever x is sufficiently large or x ≥ x 0 for some fixed number x 0 . Here g(x) and h(x) are a complex function of the real variable x and f (x) is a positive function of x for x ≥ x 0 . For convenience, we also use the notation f (x) = h(x) ≤≥ g(x) for the statement |f (x) − h(x)| ≤ g(x).
The Riemann hypothesis is a conjecture made by Bernard Riemann in 1859 in his epoch-making memoir [12] about the distribution of the non-trivial zeros for the Riemann zeta function, which plays a central role in prime number theory as well as almost every other branch of mathematics.
We start with the Riemann zeta function. The Riemann zeta function is a regular complex-valued function, denoted by ζ(s), with respect to a complex variable customarily written as s = σ + it, on C\{1} with s = 1 being its simple pole, at which the Riemann zeta function has the residue 1. In fact, the studies of the Riemann zeta function dates back at least to the time of Leonard Euler, who in 1737 gave the now-called Euler product formula for the Riemann zeta function as the second equality in (1.1). For σ > 1, we have
For σ > 0, the Riemann zeta function may be defined by
where {x} = x − ⌊x⌋ is the fractional part of x. One may show that the definition in (1.1) and (1.2) are identical for σ > 1 by partial summation method. The analytic continuation of ζ(s) to the whole complex plane may be done in a couple of ways; for instance, we mention two of them. The first one is in the form of
for all s ∈ C\{1}. In (1.3), the zero at s = 1 for 1 − 2 1−s = 0 corresponds to the unique pole of ζ(s) and every other zero in the form of 1 + 2πmi with m ∈ Z\{0} of which is cancelled with that of the sum over the set of natural numbers in (1.3). The second one is done with the functional equation for ζ(s) in the form of
for s ∈ C\{1}, where Γ(s) is the generalized complex-valued factorial function of the complex variable s with Γ(n + 1) = n! for every n ∈ N. In fact, Γ(s) is a meromorphic function of s with simple pole at every point in −(N − 1) and residues (−1) n n!
, and,
it may be defined by
Then, the xi-function ξ(s) is an entire function while ξ G (s) and ξ Z (s) are regular functions for σ > −2 since s cancels with the pole of Γ(s) at the point s = 0 and s − 1 cancels with that of ζ(s) at s = 1. The coefficient 1 2 in the definition of ξ G (s) normalizes its value at s = 0 with ξ G (0) = lim s→0
On the other hand, we know that lim s→1 (s − 1)ζ(s) = 1 from (1.2). The relation (1.4) can be rewritten as
Actually, by the Schwarz reflection principle
for meromorphic functions F (s) such that F (s) ∈ R whenever s ∈ R, we also have ξ(s) = ξ(s). All functions related to ζ(s) in (1.4), (1.7), (1.8), and, (3.11) later on, are such meromorphic functions, as inherited from the regularities and reflection properties of ζ(s) and Γ(s). Since the set of all the non-trivial zeros for the Riemann zeta function is the same set of all zeros for the xi-function, we see that these zeros are symmetric about the real axis t = 0 from (1.9). Also, from (1.8) and (1.9), we acquire that
which means that xi-function is also symmetric about the half line s = . Thus, zeros for the xi-function or the non-trivial zeros for the Riemann zeta function must be located symmetrically about the line s = 1 2 from (1.10). Corresponding to each pole s = −n for Γ(s), the Riemann zeta function has a zero at s = −2n for every n ∈ N.
The Riemann hypothesis states that all non-trivial zeros for ζ(s) are located on the line σ = . It is not very difficult to prove that all non-trivial zeros for ζ(s) lie in the so-called critical strip 0 < σ < 1. Other results in this direction show that there is no zero in the domain along the line s = 1 with the width tending to 0 as t tends to infinity. At the point we do not even know whether all the non-trivial zeros lie in the strip ǫ < σ < 1 − ǫ for arbitrarily small ǫ ∈ R + . On the other hand, we had "almost" the best possible result in the estimate on the number N(T ) of zeros in the critical strip long time ago in 1905 by the Riemann-von Mangoldt Theorem in the form of
Here, by "almost" I mean that we need to consider its differences too, see [7] . A related direction along this line is the density hypothesis, which states that
where N(λ, T ) is the number of zeros for ζ(s) in the domain such that ℜ(s) ≥ λ and 0 ≤ ℑ(s) ≤ T . It is known that N(1, T ) = 0, recalling the remark between (1.9) and (1.11); therefore, (1.12) may be proved if only one can somehow show that N(λ, T ) is a convex function of λ with (1.11). The key of this work is a neat scheme in transforming the Backlund's proof in 1918 for the Riemann-von Mangoldt Theorem into a proof for the density hypothesis by a certain form of the Phramén-Lindelöf principle in Lemma 4. Actually, our main result in this work is slightly stronger than (1.12).
Theorem 1. The Density Hypothesis is valid. In fact, we have
2. The function Γ(s), ξ(s), ζ(s), and, La(s).
With respect to the Gamma function, we first state three forms of Stirling's formula as follows. The first one is
where the constant in the O notation depends on the values of λ 1 and λ 2 and the lower bound of |t|. The second one says
where the constant in the O notation replies on the value of the lower bound of |s|. The last one asserts that
where the constant inside O relates to the lower bound of |t|. From (2.2) we get
From (2.1), we acquire that
The xi-function may be represented by
where γ 0 = lim n→∞ 1 + 
Logarithmic differentiation of (1.7) gives
Combining (2.8) and (2.9) and noting the functional equation for the Γ function in the form of
, we see that
One sees that the Gamma term in (2.10) is bounded by A log t from (2.3) for some positive constant A whenever −1 ≤ σ ≤ 2 and |t| ≥ 2, which implies
with some positive constant B. In this formula, we take s = 2 + it. Noting that 
Using (2.9) again with s and 2 + it and subtracting the resulted values, we obtain (2.14)
for −1 ≤ σ ≤ 2 and |t| ≥ 2, noting that ρ∈Z: |γ−T |>1
= O(log t) and |2 + it − ρ| ≥ 1. Now, applying (2.8) at s and 2 + it and substracting the resulted equations yields
Similarly to (2.14), one gets
= O(log t) from (2.10) with (2.3).
A proof for the Density Hypothesis.
Recall that ξ(s) is an entire function whose zero set is the same as the non-trivial zero set for ζ(s) so that ξ(s) = 0 for s ∈ R. Also from the remarks between (1.9) and (1.10), we know that ξ(s) ∈ R does not change its sign for s ∈ R. Therefore, we may let log ξ(s) be the principal branch such that log ξ(s) is real-valued and defined for all s ∈ R.
We apply the argument principle with respect to the function ξ(s). It is well-known that there are at most finitely many zeros for any entire function in any bounded region. Hence, we may let 
It follows that
In the last step, we have used the reflection properties (1.9) for ξ(s) about the real axis and the reflection property in (1.10) about the half line s = 1 2 in getting (3.4). For the same reason, one sees that
where M V is that part of the boundary of S which runs from the point s = 2 to the point s = 2 + i T + and the union of all these open strips by Q. Note that the route N is inside the region and the principal branch of log ξ(s) is uniquely defined on N and there exist no zeros for ζ(s) and ξ(s) in the region Q. Therefore, the principal branch log ξ(s) is a well-defined regular function in Q and the equality (3.5) becomes (3.6) N(λ, T ) = 1 2πi
where (3.7)
ε ,
ε − log ξ(2),
We have the following Proposition 2.
Proposition 2. Suppose that
Proof. For any s 1 ∈ Q and s 2 ∈ Q, it is easy to see that
recalling (2.16) with (2.13) and noting that arg(s 2 − ρ) − arg(s 1 − ρ) < 2π so that
We finish the proof of Proposition 2 by letting ǫ tend to 0. Now, we have log ζ(λ + iT ) − log ζ(2 + iT ) = O(log T ) from (2.14). Recalling (2.9), one gets
With this, we see ℑ log Γ + O(T log T ). We recall (2.6) and utilize (3.8) and (3.10), getting the following proposition. ) + O(log T ).
Our proof for Theorem 1 is given by considering the following La-function
which is a well-defined regular function in the region ℜ(s) > ǫ ∈ R + . We state the Phragmén-Lindelöf principle in the form of Lemma 4 directly from [11] , see A.9. Hadamard Three-Circle Theorem on page 493, or, [13] . It is proved directly from the maximum modulus theorem, see page 275 in [13] . Then, for any σ 1 ≤ σ ≤ σ 2 , we have
Finally, it is almost trivial to prove Theorem 1, since one concludes La(λ + iT ) = O(1) from La 
