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ABSTRAKT
Cílem této práce je seznámení se s metodami rozpoznávání izolovaných slov.
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ABSTRACT
Main purpose of the thesis is to study the processes and methods of isolated words
recognition.
In the theoretical part a basic principals are explained. The practical part is about
the program creating using these principles in practice.
For isolated words recognition Hidden Markov Models (HMM) are used, for obtaining
decision symptoms cepstral analysis is chosen.
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ÚVOD
Pro komunikaci s počítači se v dnešní době používá několik způsobů. Mezi nejrozší-
řenější patří klávesnice a myš, dále různé dotykové plochy, senzory snímající pohyb
rukou nebo očí a v neposlední řadě detektory hlasu.
Při rozeznávání hlasové komunikace existuje několik úskalí, se kterými je nutné pře-
dem počítat. Je důležité si uvědomit, že stejná promluva od různých lidí, ale i od jed-
noho člověka bude s velkou pravděpodobností po digitálním zpracování obsahovat
jiná data.
Existují různé odchylky ve výslovnosti slov (nářečí), což znamená odlišnou výslov-
nost (důraz, intonace), jiné hlásky.
Dále je to vázanost na řečníka. Každý člověk má jinak posazenou výšku hlasu (muž-
ský hlas se pohybuje v jiném frekvenčním pásmu než ženský), může se lišit délka
vyslovovaného slova nebo jeho intonace.
Je třeba vzít v úvahu i skutečnost, že slovo použité ve větě, kterému předchází jiné
slovo a další slovo následuje, bude mít počáteční a koncová data těmito slovy ovliv-
něna oproti slovu, které je vysloveno samostatně.
Jedním z posledních faktorů, který může ovlivnit kvalitu rozpoznávání, je šum v po-
zadí nahrávky.
Tato diplomová práce je zaměřena na samostatně vyslovená slova, čímž se do jisté
míry eliminují problémy při zpracování a rozpoznávání slov.
Vytvořený program prakticky demonstruje teoretické poznatky.
V první kapitole je popsáno, jak lze nahrávku slova dělit.
V druhé jsou již zmíněny konkrétní metody a jejich princip.
Ve třetí kapitole jsou popsány principy jednotlivých funkcí programu.
Čtvrtá kapitola je návod, jak v přiloženém programu pracovat. V závěru této kapi-
toly je vyhodnocení funkčnosti programu.
V závěru je shrnutí výsledků této práce.
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1 MOŽNOSTI ZPRACOVÁNÍ NAHRÁVKY
1.1 Lidské vnímání
Vnímání zvuků člověkem ještě není z lékařského ani technického hlediska teoreticky
dostatečně objasněno. Skutečnost, že lidské vnímání je mimořádné v tom, že v ko-
munikaci několika lidí současně se dokáže soustředit jen na jednoho řečníka, stejně
tak se v hudební nahrávce dokážeme soustředit na hlas zpěváka nebo na nějaký hu-
dební nástroj, se nepodařilo spolehlivě přenést do žádného technického systému.
Zpracování nahraného slova lze provést několika způsoby.
1.2 Fonémy
Jedna z možností zpracování nahrávky je rozdělit ji na úseky, které reprezentují
jednotlivé hlásky neboli fonémy. Použití této metody však vyžaduje, aby byla k dis-
pozici „kódová kniha“ , která by obsahovala jednotlivé fonémy pro daný jazykový
model. Pro rozdělení jednotlivě nahraných slov, protože, jak bylo zmíněno, žádné
slovo nikdy nebude mít přesně stejné hodnoty, by bylo potřeba každé projít a roz-
dělit po fonémech.
Pro větší úspěch v rozpoznávání slov se zavádí ještě shluky více hlásek tzv. slabiky.
Slabiky mohou být reprezentovány i více než dvěma fonémy.
1.3 Stejně dlouhé úseky
U této metody je zadané slovo rozděleno do stejně dlouhých úseků (každý úsek obsa-
huje stejný počet dat). Jednotlivé úseky se mohou nepatrně překrývat, což by mělo
vést k většímu vyhlazení časových průběhů parametrů signálu.
Délka jednoho úseku musí být dostatečně malá, aby bylo možné naměřené hodnoty
aproximovat konstantními hodnotami, ale dostatečně velká, aby požadované para-
metry byly bezchybně změřeny.
Těmto požadavkům odpovídá délka úseku velká 10 až 25 ms, protože změny nasta-
vení lidského hlasového ústrojí se v nejkratších úsecích pohybují také okolo 10 až 25 ms.
Setkáváme se zde s jevem, že se daný úsek může během jednoho slova i několikrát
opakovat za sebou např. při dlouhé samohlásce.
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1.4 Názorná ukázka rozdělení slova
Obě metody jsou pro názornost postupně zobrazeny na příkladu s vařečkou.
Na prvním obrázku 1.1 je zobrazena vařečka, která je rozdělena na jednotlivé celky
tzn. „hlavu“ a „držátko“ . Zatímco na dalším obrázku 1.2 je vařečka rozdělena na stejně
dlouhé části. Je zde také dobře vidět situace, kdy se část f několikrát opakuje.
Obr. 1.1: Rozdělení vařečky na jednotlivé celky.
Obr. 1.2: Rozdělení vařečky na stejně dlouhé části.
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2 ROZPOZNÁVACÍ METODY
Pro rozpoznávání se používají dvě nejčastější metody.
1. Nelineární časová transformace DTW (Dynamic Time Warping)
• Hledání minimální vzdálenosti od vzorů reprezentovaných časovým sle-
dem příznakových vektorů.
2. Skryté Markovovy modely HMM (Hidden Markov Model)
• Hledání modelu slova, který by s největší pravděpodobností vygeneroval
testované slovo.
2.1 Princip Markovova řetězce [4]
Markovovův řetězec popisuje diskrétní (stochastický nebo pravděpodobnostní) sys-
tém. Hlavní myšlenka spočívá v tom, že pravděpodobnost přechodu z aktuálního
stavu do stavu následujícího záleží pouze na aktuálním stavu. To, jakým způsobem
se systém do tohoto stavu dostal, Markovovův řetězec nepopisuje. Je tedy možné
v každém dosaženém stavu vymazat údaje o historii (posloupnost předcházejících
stavů).
Jednoduché zobrazení tzv. Markovova diagramu je znázorněno na obrázku 2.1, který
popisuje s jakou pravděpodobností se systém z aktuálního bodu (uzlu) dostane
do bodu následujícího, popřípadě setrvá v daném bodě. Je zde vidět, že každé hraně
je přiřazena hodnota pravděpodobnosti taková, že součet hodnot všech hran vychá-
zejících z jednoho bodu je roven 1.
Obr. 2.1: Pravděpodobnostní Markovovův systém dvou stavů [5].
Markovovy řetězce se dělí podle toho, zda jsou závislé na počtu kroků a tedy i na čase,
na homogenní (nezávislé) a nehomogenní (závislé).
16
2.2 Skryté Markovovy modely (HMM)
Skryté Markovovy modely ve své podstatě využívají princip Markovova řetězce.
Každé slovo je rozděleno na úseky stejné velikosti. Je tedy reprezentováno časo-
vým sledem vektorů 𝑂 = 𝑜1, 𝑜2, ..., 𝑜𝑇 , kde 𝑂 je celkový vektor slova, 𝑜𝑡 jsou dílčí
vektory jednotlivých úseků. 𝑇 značí poslední úsek respektive délku slova. Rozpozná-
vací algoritmus musí vybrat z kódové knihy slovo, které je reprezentováno vektorem
𝑊 = 𝑤1, 𝑤2 , ..., 𝑤𝑚 obsahujících 𝑚 vzorových slov:
argmax
𝑤
{𝑃 (𝑤𝑖|𝑂)}, (2.1)
to znamená vybrat slovo 𝑤𝑖, které je s největší pravděpodobností nejblíže zkouma-
nému slovu 𝑂.
Tuto pravděpodobnost nelze bohužel vypočítat přímo, ale lze použít Bayesova vztahu
𝑃 (𝑤𝑖|𝑂) = 𝑃 (𝑂|𝑤𝑖)𝑃 (𝑤𝑖)
𝑃 (𝑂)
=
𝑃 (𝑂|𝑤𝑖)∑︀
𝑤
𝑃 (𝑂|𝑤𝑖)𝑃 (𝑤𝑖)
𝑃 (𝑤𝑖). (2.2)
Vztah (2.2) vyjadřuje, že pravděpodobnost 𝑃 (𝑂) je 𝑎 𝑝𝑟𝑖𝑜𝑟𝑖, 𝑃 (𝑤i) je 𝑎 𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑖.
Pro optimalizaci vztahu zbývá člen v čitateli 𝑃 (𝑂|𝑤i), tzv. věrohodnostní funkce
(likehood function). Místo toho, aby při pozorování 𝑂 bylo hledáno nejpravděpo-
dobnější 𝑤i , je hledána nejpravděpodobnější sekvence vektorů 𝑂, která by vygene-
rovala slovo 𝑤i . Zde však nastává problém s rozměrem zadané sekvence 𝑂 a pří-
mém výpočtu podmíněné pravděpodobnosti, který není prakticky realizovatelný.
Jestliže je však parametrický model slova nahrazen jiným typem modelu (skrytým
Markovovým modelem), je problém řešitelný. Odhad pravděpodobnosti 𝑃 (𝑂|𝑤𝑖)
se stane mnohem jednodušším problémem odhadu parametrů Markovova modelu
𝑃 (𝑂|𝑤𝑖) = 𝑃 (𝑂|𝜆𝑖), kde 𝜆i jsou jednotlivé parametry modelu. Předpoklad řešení je,
že každé vzorové slovo 𝑤i je reprezentováno skrytým Markovovým modelem o para-
metrech 𝜆i . Existuje několik typů Markovových modelů, v oblasti rozpoznávání řeči
se upřednostňuje tzv. levo-pravý Markovův model (left-to-right HMM) (obr. 2.2).
Takovýto model je využíván hlavně v oblastech, kde je proces spojen s postupujícím
časem, z čehož lze odvodit specifický tvar pravděpodobnostní matice A (2.3),
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 𝑎12 0 0 0
0 𝑎22 𝑎23 𝑎24 0
0 0 𝑎33 𝑎34 0
0 0 0 𝑎44 𝑎45
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.3)
jejíž prvky 𝑎ij splňují fakt, že pro 𝑗 < 𝑖 jsou rovny nule => nelze postupovat proti
časové ose. Nenulové prvky matice leží pouze na hlavní diagonále a nad ní.
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Obr. 2.2: Levo-pravý Markovovův model.[7]
Mohou být pouze tři typy přechodu:
𝑎𝑖,𝑖 - setrvání ve stavu
𝑎𝑖,𝑖+1 - přechod do následujícího stavu
𝑎𝑖,𝑖+2 - přeskočení následujícího stavu
Skrytý Markovův model je dvojitý náhodný proces, kdy systém v diskrétním čase
prochází stavy podle matice přechodů A (2.3), přičemž v čase 𝑡 se nachází ve stavu
𝑗 a s určitou pravděpodobností generuje výstupní vektor 𝑜𝑡, 𝑏𝑗(𝑜𝑡) = 𝑃 (𝑜𝑡|𝑞𝑡 = 𝑆𝑗).
Z toho plyne, že určitý stav 𝑞𝑡 generuje vektor 𝑜𝑡.
2.3 Příznaky pro rozpoznávání
Pro určení jednotlivých pravděpodobností zadaného úseku je potřeba získat několik
specifických příznaků, které tento úsek budou reprezentovat. Existuje několik metod:
1. Lineární prediktivní kódování (LPC)
2. Kepstrum
2.3.1 Lineární prediktivní kódování
Lineární prediktivní kódování (Linear Predictive Coding - LPC) je jednou z neje-
fektivnějších metod analýzy akustického signálu. Je to metoda, jež se snaží na krát-
kodobém základu odhadnout přímo z řečového signálu příznaky modelu vytváření
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řeči. Krátký úsek řečového signálu lze tedy popsat 6 - 18 koeficienty, jak je vidět
na obrázku 2.3.
Obr. 2.3: Závislost chyby předpovědi na počtu použitých LPC koeficientů.[5]
Použití většího počtu koeficientů než 𝐾 = 18, již nemá na úspěšnost rozpoznávání
vliv.
2.3.2 Kepstrum
Kepstrální analýza patří do homomorfní skupiny metod nelineárního zpracování
řečových signálů. Tyto metody se používají pro oddělování signálů, které vznikly
konvolucí nebo násobením více složek.
Hlasivky vytvářejí kvaziperiodickou nebo šumovou budící funkci 𝑔[𝑛] a hlasový trakt
s impulsní odezvou ℎ[𝑛] tuto funkci moduluje. Na výstupu hlasového traktu vzniká
řečový signál 𝑠[𝑛] konvolucí 𝑔[𝑛] a ℎ[𝑛], což v kmitočtové oblasti odpovídá násobení
obou funkcí po Fourierově transformaci.
Dekonvoluce řečových signálů spočívá v logaritmování součinu spektrálních funkcí 2.4.
log|𝑆(𝑓)| = log[|𝐺(𝑓)||𝐻(𝑓)|] = log|𝐺(𝑓)|+ log|𝐻(𝑓)| (2.4)
Po logaritmování jsou logaritmované součinové složky k dispozici jako součet. Ope-
race logaritmování mění amplitudu spektra, ale ne jeho charakteristiku. Inverzní
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transformace vrátí složky zpět do časové oblasti. Tyto složky jsou i nadále brány
jako součet, protože Fourierova transformace součet zachovává.
𝐹−1{log|𝑆(𝑓)|} = 𝐹−1{log|𝐺(𝑓)|}+ 𝐹−1{log|𝐻(𝑓)|} (2.5)
Vyjádření jako časové funkce
𝑐𝑠[𝜏 ] = 𝑐𝑔[𝜏 ] + 𝑐ℎ[𝜏 ] (2.6)
Výstupní signál 𝑐𝑠[𝜏 ] je označován jako kepstrum signálu 𝑠[𝑛].
Komplexní kepstrum představuje inverzní Fourierovu transformaci logaritmu Fou-
rierova obrazu výstupního signálu.
𝑐𝑠[𝜏 ] = 𝐹
−1{log|𝐹{𝑠[𝑛]}|} (2.7)
Graficky je tento postup s jednotlivými formami signálu znázorněn na obrázku 2.4
Obr. 2.4: Systém k určení kepstra řečového signálu.[5]
Komplexní kepstrum buzení je složeno z pulzů, které se objevují v intervalech odpo-
vídajících periodě základního hlasivkového tónu. Protože komplexní kepstrum im-
pulsní odezvy hlasového traktu je soustředěno kolem 𝑛 = 0 a komplexní kepstrum
buzení jsou pulsy v intervalech úměrných periodě základního hlasivkového tónu, lze
kepstrální hodnoty reprezentující hlasový trakt extrahovat z úplného kepstra po-
mocí lineárního systému, v němž jsou složky kepstra pro malé hodnoty |𝑛| násobeny
jedničkou a ostatní složky nulou.
Na obrázku 2.5 je v horní části zobrazeno kepstrum znělého segmentu řeči. Špička
v oblasti kolem 5 ms představuje základní periodu a nepravidelná funkce v okolí po-
čátku odráží tvar kmitočtové charakteristiky hlasového traktu a tedy i tvar obálky
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Obr. 2.5: Spektrální analýza znělého a neznělého zvuku.[2]
spektra, které také charakterizují mluvčího.
Pro určení kmitočtu základního tónu řeči stačí zjistit pouze polohu špičky vyjadřující
periodu základního tónu. Pakliže je špička špatně čitelná, lze použít kvadrát veli-
kosti kepstra 𝑐2[𝜏 ]. V případě neznělého segmentu řeči, který je zobrazen na obrázku
2.5 ve spodní části, má budící funkce šumový charakter, je neperiodická a v kepstru
nevzniká žádná výrazná špička.
Z těchto poznatků se dá určit, pomocí jednoduchého prahového rozhodnutí, zda
je řeč znělá nebo neznělá.
I zde jsou tedy důležité příznaky pro další analýzu zhruba do 20. prvku a další již
nemají na rozpoznávací funkce nijak velký vliv.
2.4 Trénování
Každé slovo je nahráno v několika 𝑀 záznamech. Tyto záznamy jsou jednotlivě
zpracovány podle předchozích pravidel, tzn. slova jsou rozděleny na úseky. Z těchto
úseků je vytvořeno kepstrum. Z kepstra je použito několik prvních příznaků, jež jsou
vyhodnoceny pro dané slovo a je sestaven vektor 𝜆 znázorňující dané slovo (obr. 2.6).
Z vektoru 𝜆 je sestavena matice přechodů, podle níž bude rozpoznáváno neznámé
slovo.
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Obr. 2.6: Zjištění parametrů 𝜆 z jednotlivých vzorových nahrávek.[5]
2.5 Rozpoznávání
Na obrázku 2.7 je znázorněn postup rozpoznávání příznaků neznámého slova s jed-
notlivými příznaky známých slov. Podle maximální shody a následných pravděpo-
dobností v matici přechodů je určeno výsledné slovo.
Obr. 2.7: Princip rozpoznávání podle pravděpodobností parametrů 𝜆.[5]
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3 PRAKTICKÁ IMPLEMENTACE
3.1 Počáteční úpravy
3.1.1 Externí odstranění ruchů
Při namluvení jednotlivých slov obsahuje nahrávka část před slovem i za slovem, kde
jsou nahrány šumy a okolní ruchy. Bylo by velice obtížné spouštět nahrávání sou-
časně se začátkem promluvy a opačný proces provést při dokončení slova. Je proto
důležité tyto přebytečnosti odstranit, aby bylo jednoznačné, kde začínají data, která
se budou dále zpracovávat.
Pro určení začátku a konce slova je nutné prohlédnout průběh nahrávky a ručně od-
stranit opticky viditelné ruchy (např. klapnutí, zvuk při nádechu nebo při výdechu),
jenž by ovlivnily další zpracování (obr. 3.1).
Obr. 3.1: Nahrávka s vyznačenou přebytečnou částí.
Na obrázku 3.2 je zobrazena praktická ukázka slova „jeden“ , kde jsou ruchy odstra-
něny v externím programu manuálně.
3.1.2 Odstranění šumu
Úroveň šumu v nahrávce není opticky vidět, ale pohybuje se řádově v hodnotách
okolo 10−4. Na tuto hodnotu je nastaven parametr pro odstranění šumu z nahrávky
výpočtem střední energie (3.1). Hodnotu parametru lze v programu změnit.
𝑒𝑠𝑡𝑟 =
1
𝑁
𝑁∑︁
𝑛=1
|𝑠𝑛|2, (3.1)
kde 𝑁 je délka úseku pro určování střední energie, je v programu také nastavitelná,
a 𝑠𝑛 jsou jednotlivé vzorky signálu nahraného slova.
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Obr. 3.2: Nahrávka slova „jeden“ s manuálně ořezanými ruchy.
Algoritmus postupně prochází nahraná data a testuje úseky o délce 80 vzorků. Pokud
je hodnota střední energie takového vzorku menší než nastavený parametr, je celý
tento úsek z nahrávky vymazán (obr. 3.3). Respektive není takový úsek při přepočtu
signálu použit, což má za následek, že na konci signálu vznikne část, která má nu-
lovou hodnotu (obr. 3.4).
Obr. 3.3: Střední hodnota energie nahrávky slova „jeden“ s vyznačenou hladinou
pro ořezání.
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Obr. 3.4: Nahrávka slova „jeden“ s odstraněnými úseky s nízkou hodnotou střední
energie.
V další fázi jsou jednotlivé vzorky nahrávky opět procházeny a při zjištění začátku
nahrávky, jsou předešlá data odstraněna. Hodnota vzorku, považovaná za mluvu
a ne jen za šum, je stanovena na 0,001. Cokoliv pod touto hodnotou je vymazáno.
Tento proces se opakuje ještě jednou, jen vstupní data jsou čtena od konce, čímž
se odstraní i prázdná data za nahrávkou. Tímto procesem nahraná data zkrátí, tzn.
zmenší se počet vzorků, ale pouze o šum. První hodnota vzniklého vektoru obsahuje
začátek nahrávky, poslední hodnota její konec (obr. 3.5).
Výpočet střední energie a následné odstranění nevyhovujících úseků je v programu
realizován skriptem energie.m. Smazání přebytečných dat ze začátku a konce na-
hrávky provádí skript orezani_sumu.m.
3.1.3 Preemfáze
Preemfáze znamená zdůrazňování amplitud spektrálních složek s jejich vzrůstající
frekvencí. Staticky zjištěné dlouhodobé spektrum řečového signálu ukazuje, že střední
část spektra klesá se sklonem 6 dB na oktávu. Preemfáze tento pokles v jisté míře
kompenzuje, takže dojde k relativnímu vyrovnání energetického spektra celého pře-
nášeného pásma. Amplitudy všech složek tak budou dosahovat řádově stejných
úrovní. To může mít pozitivní vliv na přenos a další zpracování takto upraveného
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Obr. 3.5: Nahrávka slova „jeden“ ořezaná o šum.
signálu. Preemfázi lze realizovat číslicovým filtrem s charakteristikou horní propusti:
𝐻(𝑧) = 1− 𝛼𝑧−1. (3.2)
𝑦(𝑛) = 𝑥(𝑛)− 𝛼𝑥(𝑛− 1). (3.3)
Koeficient preemfáze 𝛼 leží obvykle na intervalu od 0.9 do 1.0.
Za použití Matlabovské funkce fvtool byla stanovena hodnota parametru 𝛼 na 0.98.
Vytvořený program pro tuto funkci používá skript preemfaze.m, hodnotu parametru
𝛼 lze v programu změnit.
3.1.4 Pásmová propust
Jako další filtr pro zlepšení výpočtů je použita pásmová propust, nastavená od 150 Hz
do 3600 Hz. Hodnota rozsahu pásmové propusti byla stanovena podle teorie, že ač-
koliv lidské ucho dokáže vnímat zvuky ve frekvenčním rozsahu zhruba od 20 Hz
do 20 kHz, užitečný řečový signál se pohybuje v rozmezí od 300 Hz do 3400 Hz (te-
lefonní přenos analogového signálu). Pásmová propust je záměrně nastavena s rezer-
vou, aby nedošlo k odstranění užitečného signálu (obr. 3.7), a v programu je spouš-
těna skriptem pasmova_propust.m.
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Obr. 3.6: Nahrávka slova „jeden“ s preemfází.
Obr. 3.7: Nahrávka slova „jeden“ po pásmové propusti nastavené od 150 Hz
do 3600 Hz.
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3.2 Rozdělení na úseky vzorků
Data zvukového signálu jsou rozdělena do stejně dlouhých úseků po 320 vzorcích
plus 10 vzorků vpředu a vzadu, kterými je úsek rozšířen. Jednotlivé úseky se tímto
překrývají 20 vzorky. První úsek je o 10 prvních vzorků kratší, tyto jsou dopl-
něny nulovými hodnotami. Poslední úsek je 10 vzorky překryt z předchozího vzorku
a za daty signálu je doplněn nulami na požadovanou velikost 340 vzorků. Hodnotu
délky úseku 320 vzorků lze v programu měnit.
Z těchto jednotlivých úseků je vypočítáno kepstrum, ze kterého je zaznamenáno
25 příznaků. První hodnota je záměrně „zahozena“ , protože se jedná o stejnosměr-
nou složku. Hodnota počtu příznaků byla stanovena při zpětném výpočtu obálky
spektra. Na následujících třech obrázcích jsou znázorněny čtyři po sobě jdoucí úseky,
kdy výpočet obálky spektra je proveden s různou hodnotou kepstrálních příznaků.
Na obrázku 3.8 je použito 18 příznaků, na obrázku 3.9 25 příznaků a na obrázku
3.10 45 příznaků kepstra.
Obr. 3.8: Obálka spektra z 18 příznaků.
Právě při hodnotě 25 příznaků jsou si křivky nejvíce podobny. Pro zpětný převod
je využito toho, že koeficienty spektra i kepstra jsou zrcadlově otočeny (obr. 3.11).
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Obr. 3.9: Obálka spektra z 25 příznaků.
Obr. 3.10: Obálka spektra ze 45 příznaků.
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Obr. 3.11: Spektrum a obálka spektra pro jeden úsek signálu.
Jak již bylo zmíněno pro zpětný převod bylo použito 25 příznaků kepstra čtyř po sobě
jdoucích úseků signálu. Tyto úseky jsou zobrazeny na obrázku 3.12, kde v každém
z jednotlivých oken je zobrazen úsek signálu, jeho spektrum a kepstrum. Na dal-
ším obrázku 3.13 je pak detail na prvních 50 koeficientů spektra a obálka spektra
těchto signálů. I když je spektrum různé, obálka spektra má velice podobné průběhy
(obr. 3.9).
V programovacím jazyce Matlab existuje několik způsobů, jak kepstrum vypočítat.
Dají se použít vnitřní funkce Matlabu cceps, pro určení komplexního kepstra, nebo
rceps, pro výpočet reálného kepstra. Dále lze použít sekvenci jednotlivých příkazů,
které přímo kopírují postup na obrázku (obr. 2.4). V programu je tento postup re-
prezentován nejprve výpočtem spektra a z něj následným výpočtem kepstra,
spektrum = abs ( fft (signal));
kepstrum = real ( ifft ( log ( spektrum )));
kde signal je označení jednoho úseku.
Aby byl výpočet použitelný pro další zpracování, je každý signál před zpracováním
nejprve vynásoben Hammingovým oknem stejné velikosti jako aktuální vzorek.
delka = length(signal);
signal = signal.*hamming(delka);
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Obr. 3.12: Čtyři úseky signálu, jejich spektrum a kepstrum.
Obr. 3.13: Spektrum a obálka spektra pro čtyři úseky signálu.
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Hammingovo okno se používá kvůli schopnosti potlačit postranní laloky ve spektru.
Existují i jiné často používané váhovací okna (obr. 3.14), např. pravoúhlé, von Han-
novo, Blackmanovo, Dolphovo-Čebyševovo okno.
Pravoúhlé okno má nejmenší potlačení nepropustného pásma a velmi úzké propustné
pásmo. Z toho plyne, že spektrální rozlišení je při použití pravoúhlého okna velmi
dobré. Přesto se používá Hammingovo okno, protože potlačuje vzorky na okrajích
segmentů, čímž se zvyšuje stabilita některých výpočtů, a má téměř konstantní potla-
čení v celém nepropustném pásmu. Potlačení Hannova okna roste, ale za cenu dvoj-
násobné šířky nepropustného pásma (oproti pravoúhlému) a tudíž i horšího spek-
trálního rozlišení. Blackmanovo okno má největší potlačení nepropustného pásma,
avšak nejhorší spektrální rozlišení. Dolphova-Čebyševova okna mají rovnoměrnou
aproximaci nepropustného pásma, ale oproti ostatním oknům zde není šířka hlav-
ního laloku určena délkou okna N.
Obr. 3.14: Porovnání použití jednotlivých váhovacích oken na dvou blízkých sinu-
sovkách a jejich spektrální rozlišení [1].
K rozdělení na úseky, k výpočtu kepstrálních příznaků i k váhování Hammingovým
oknem je v programu určen skript vzorkovani.m.
3.3 Pravděpodobnostní matice přechodů
a trénovací databáze
Pro určení pravděpodobnostní matice je použito 25 příznaků kepstra jednotlivých
úseků.
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Při vytváření programu jsem postupně vyzkoušel tři různé metody natrénování na-
hrávky.
1. Součet stejných sloupců kepstra.
2. Výpočet vzdáleností křivek.
3. Metoda nejbližších středů.
3.3.1 Součet stejných sloupců kepstra
Tato metoda byla založena na tom, že program načetl první sloupec příznaků kepstra
a uložil jej do matice na pozici prvního sloupce. Poté načetl další sloupec kepstrál-
ních příznaků a srovnal jej s předešlým. Pokud se hodnoty shodovaly, respektive
vyhovovaly toleranci, byl z daných hodnot vypočítán průměr a uložen na místo
původních hodnot prvního sloupce příznaků. Srovnávání a matematické operace
se dělaly pro každý sloupec po řádcích jednotlivě, musely tedy vyhovovat všechny
řádky daného sloupce. V případě, že byly hodnoty mimo toleranci, byl nový sloupec
příznaků uložen do matice na pozici druhého sloupce. V dalším kroku byl třetí slou-
pec srovnáván s posledním uloženým sloupcem. Takto byly postupně zpracovány
všechny hodnoty sloupců, čímž byla vytvořena matice, kde byly uloženy hodnoty
sloupců charakterizující danou nahrávku. Pokud se totiž nějaký úsek opakoval, např.
byla vyslovena dlouhá samohláska, program tuto skutečnost vyhodnotil již při zís-
kávání kepstra a v této fázi se takové úseky zaznamenaly do jediného sloupce matice
(obr. 3.15). Jednotlivé sloupce matice reprezentují stavy Markovova modelu.
S předešlou maticí se zároveň vytvářela pravděpodobností matice přechodů. Byla
zaznamenávána hodnota, kolikrát se sloupce kepstrálních příznaků sečetly. Z těchto
dat byla vypočítána pravděpodobnost zůstat v daném stavu nebo přejít do stavu
následujícího. Hodnota setrvání ve stavu byla uložena do prvního řádku stejného
sloupce, souřadnice [1, i]. Výpočet pravděpodobnosti je stanoven poměrem pozi-
tivních jevů ku všem jevům v daném sloupci matice (3.4). Pravděpodobnost přejít
na další sloupec, která se ukládala do buňky matice na souřadnicích [2, i], čili do dru-
hého řádku (obr. 3.15), se počítala jako rozdíl jedničky a předešlé pravděpodobnosti
(3.5).
𝑃[1,𝑖] =
𝑝𝑜𝑐𝑒𝑡 𝑘𝑙𝑎𝑑𝑛𝑦𝑐ℎ 𝑗𝑒𝑣𝑢
𝑝𝑜𝑐𝑒𝑡 𝑣𝑠𝑒𝑐ℎ 𝑗𝑒𝑣𝑢
, (3.4)
𝑃[2,𝑖] = 1− 𝑃[1,𝑖]. (3.5)
Z matice přechodů lze vyčíst, že některé úseky byly zopakovány i více než dvakrát.
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Obr. 3.15: Shora vyobrazeno několik sloupců matice kepstra reprezentujících na-
hrávku s vyznačenými sloupci, které se sčítaly, matice stavů Markovova modelu
a k ní pravděpodobnostní matice přechodů.
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U této metody vznikaly pro různé nahrávky jednoho slova matice s rozlišným počtem
stavů Markovova modelu. Například pro nahrávku slova „jeden“ se tato hodnota
pohybovala od 6 do 13, což komplikovalo algoritmus natrénovat databázi daného
slova.
3.3.2 Výpočet vzdáleností křivek
Do jisté míry tento algoritmus vychází z metody výpočtu vzdáleností Itakura-Sai
to kritéria. Z jednotlivých sloupců příznaků kepstra byla vypočtena jejich obálka,
tzn. křivka reprezentující tyto příznaky. Metoda jednotlivé křivky srovnávala mezi
sebou a obdobně jako v předchozím případě byly příznaky kepstra, podle vyhovující
tolerance při srovnání křivek, průměrovány a zaznamenávány do matice stavů.
Výpočet pravděpodobnosti pak byl prováděn úplně stejně jako u předchozí metody.
Bohužel i u této metody vznikal stejný problém s rozdílným počtem výsledných
stavů Markovova modelu.
3.3.3 Metoda nejbližších středů [6]
Jedná se o algoritmus pro shlukovou analýzu dat. Každý shluk je reprezentován
středem (centroidem) - 𝜇 a množinou bodů 𝑋, které se v okolí těchto středů vysky-
tují. Podstatou této metody je nalezení vektorů 𝜇1, ..., 𝜇𝑘 pro danou množinu dat
𝑋 = {𝑥1, ..., 𝑥𝑛}, kde (𝑘 < 𝑛), takových, že je minimalizována střední kvadratická
odchylka množiny 𝑋 od vektorů 𝜇1, ..., 𝜇𝑘 (obr. 3.16).
Obr. 3.16: Dvourozměrný příklad nalezených vektorů 𝜇1, ..., 𝜇𝑘 [6].
V programovacím jazyce Matlab je pro tento algoritmus vnitřní funkce kmeans.
Funkce hledá 𝑘 vektorů, které dobře aproximují danou množinu dat, tedy hledá
takové vektory, k nimž je vzdálenost dat co nejmenší. Vstupem je množina dat
𝑋 = {𝑥1, ..., 𝑥𝑛} a číslo 𝑘 udávající počet vektorů 𝜇𝑗. Na začátku se inicializují
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vektory 𝜇𝑗, 𝑗 = 1, ..., 𝑘 na náhodně zvolenou hodnotu. Po inicializaci se začnou ite-
rativně opakovat následující dva kroky:
1. Klasifikace: Všechna data 𝑥𝑖, 𝑖 = 1, ..., 𝑛 se klasifikují do tříd určených vek-
tory 𝜇𝑗, 𝑗 = 1, ..., 𝑘 podle minima vzdálenosti (klasifikace podle nejbližšího
souseda, 𝑛𝑒𝑎𝑟𝑒𝑠𝑡−𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛). Tedy vzor 𝑥𝑖 je přiřazen do třídy
𝑦𝑖 = 𝑎𝑟𝑔 min
𝑗=1,...,𝑘
||𝑥𝑖 − 𝜇𝑗||2. (3.6)
2. Učení: Vypočítají se nové hodnoty vektorů 𝜇𝑗 jako střední hodnoty dat 𝑥𝑖,
které byly klasifikovány do třídy určené příslušným vektorem 𝜇𝑗. Tedy, nová
hodnota 𝜇𝑗, se vypočte podle vztahu
𝜇𝑗 =
1
𝑛𝑗
∑︁
𝑖∈{𝑖:𝑦𝑖=𝑗}
𝑥𝑖, (3.7)
kde 𝑛𝑗 je počet vzorů 𝑥𝑖 klasifikovaných v prvním kroku do třídy určené vek-
torem 𝜇𝑗.
Kroky 1 a 2 se opakují do té doby, dokud se alespoň jeden vektor 𝑥𝑖 klasifikuje
do jiné třídy, než byl klasifikován v předcházejícím kroku.
Syntaxe příkazu v programu je:
[kepidx, keptrs] = kmeans( kepstra, stavy, ’Replicates’, 100,...
’Distance’, ’cityblock’);
kde 𝑘𝑒𝑝𝑠𝑡𝑟𝑎 je matice kepstrálních příznaků vytvořená ze všech nahrávek jednoho
slova. Proměnná 𝑠𝑡𝑎𝑣𝑦 udává počet požadovaných shlukových středů, v našem pří-
padě je to počet hlásek obsažených v nahrávce jednoho daného slova. Parametr
funkce cityblock změní defaultní nastavení výpočtu vzdáleností vektoru z Euklidov-
ské tak, že vzdálenost je počítána jako součet absolutních odchylek. Každý centroid
je logický medián shluku bodů. S tímto nastavením funkce mnohem lépe rozeznala
jednotlivé hlásky. Na obrázku (obr. 3.17) je graficky znázorněn výstup v proměnné
𝑘𝑒𝑝𝑖𝑑𝑥 pro jedno slovo nahrávky slova „jeden“ . Je zde vidět, že při přechodu mezi
hláskami je rozhodnutí nejednoznačné a proto program tento výstup překontroluje
a jednobodové odchylky vyhladí, ponechá původní hodnotu (obr. 3.18).
Jak je na obrázku 3.19 vidět, i když má slovo „jeden“ 5 písmen, 4 hlásky a jedna
se opakuje, výsledek má 6 poloh. U této metody se výsledné matice Markovova mo-
delu liší o jeden maximálně dva stavy.
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Obr. 3.17: Grafické znázornění nahrávky slova „jeden“ funkcí kmeans bez úprav.
Obr. 3.18: Grafické znázornění nahrávky slova „jeden“ funkcí kmeans s odstraněnými
jednobodovými odchylkami.
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Obr. 3.19: Grafické znázornění nahrávky slova „jeden“ funkcí kmeans pro všechna
slova sloučeno do jednoho grafu.
Program postupně prochází výsledky pro nahrávky slov a určuje pravděpodobnosti
přechodů na další stav, popřípadě setrvání v aktuálním stejným způsobem jako
v předchozích případech.
Matice přechodů určená pro rozpoznávání slov je vytvářena z těchto dílčích ma-
tic tak, že se srovnávají vždy dvě matice mezi sebou. Matice jsou nejprve překon-
trolovány, zda mají stejný počet prvků. Jestliže ne je na pozici pravděpodobnosti
sloupce, který v jedné matici chybí, nastavena hodnota 0 na setrvání ve stavu a hod-
nota 1 na skok na následující stav. U předchozího sloupce je pravděpodobnost skoku
na následující stav nastavena na 0 a původní pravděpodobnost je nastavena na po-
zici přeskočení následujícího stavu. Nyní již jsou matice stejného rozměru a výsledná
matice přechodů je vypočtena jednoduchým zprůměrováním těchto matic.
V poslední fázi je tato matice ještě jednou zkontrolována a pokud je pravděpodob-
nost setrvání ve stavu menší než 0.25, je tento sloupec z matice odstraněn.
Matice stavů Markovova modelu je určena právě z výsledné pravděpodobnostní ma-
tice přechodů tak, že k jednotlivým hodnotám v proměnné 𝑘𝑒𝑝𝑖𝑑𝑥 jsou přiřazeny
jim náležející hodnoty centroidů z proměnné 𝑘𝑒𝑝𝑡𝑟𝑠.
Matice přechodů a matice stavů Markovových modelů jsou vloženy do jedné i s nu-
merickou hodnotou reprezentující název slova, které bylo trénováno (obr. 3.20). Tato
matice je uložena do souboru „číslo“matlab.dat, kde číslo je počítáno od jedničky
a každá další databáze má hodnotu o jedna větší.
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Obr. 3.20: Výsledná matice reprezentující slovo „jeden“ , která v této podobě bude
uložena do souboru pro vyhledávání.
3.4 Vyhledávací funkce
Pro určení správnosti slova jsou použity dva algoritmy, které se vzájemně doplňují.
Na začátku funkce pro nalezení daného slova je nahrávka postupně upravena stej-
ným způsobem jako při vytváření trénovací databáze. Z nahraných dat je také stejně
vytvořena matice kepstrálních příznaků. Dále funkce provede následující tři kroky,
dokud neprojde všechny databáze natrénovaných slov.
1. Načtení souboru s natrénovaným slovem.
2. Algoritmus srovnání pravděpodobnostních matic.
3. Algoritmus srovnání kepstrálních příznaků.
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3.4.1 Načtení souboru s natrénovaným slovem
Z načteného souboru jsou rekonstruovány pravděpodobnostní matice přechodů, ma-
tice stavů Markovova modelu a slovo tyto matice reprezentující.
3.4.2 Algoritmus srovnání pravděpodobnostních matic
Tato metoda vychází z principu skrytých Markovových modelů. Nejprve je u hleda-
ného slova, na základě kepstrálních příznaků reprezentujících toto slovo a kepstrál-
ních příznaků natrénovaného slova, kde jsou uloženy centroidy, vytvořena pravdě-
podobnostní matice. Tento výpočet je prováděn pomocí Matlabovské funkce norm,
která počítá euklidovskou vzdálenost mezi jednotlivými kepstrálními příznaky.
Poté jsou srovnány položky pravděpodobnostních matic. Srovnání je provedeno po-
rovnáním indexů centroidů (řádek 5.) a k nim přiřazených pravděpodobností setrvání
ve stavu (řádek 1.). Hodnota je určena jako vyhovující v případě, že je v toleranci
0,1, hodnota tohoto parametru se dá v programu upravovat.
Na obrázku 3.21 je zobrazeno slovo ze souboru jeden_16m8.wav podle pravděpodob-
nostní matice a na dalším obrázku 3.22, pak jeho pravděpodobnostní matice spolu
s pravděpodobnostní maticí natrénovaného slova „jeden“ . Zde je vidět, že slovo
se shoduje.
Obr. 3.21: Grafické znázornění nahrávky slova ze souboru jeden_16m8.wav, podle
jeho pravděpodobnostní matice.
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Obr. 3.22: Porovnání pravděpodobnostních matic. Horní ze souboru natrénovaného
slova „jeden“ a spodní hledaného slova ze souboru jeden_16m8.wav.
Pokud je ale slovo ze souboru jeden_16m8.wav srovnáno s natrénovanou databází
pro slovo „deset“ (obr. 3.23), tak podle indexů centroidů vyhovují pouze 2 pozice.
Na základě tohoto výsledku lze říci, že slovo ze souboru jeden_16m8.wav není s na-
trénovanou maticí shodné.
Bohužel některá slova nevyhovují natrénované matici, i když by měla, proto je použit
ještě jeden algoritmus.
3.4.3 Algoritmus srovnání kepstrálních příznaků
Tento algoritmus postupně srovnává sloupce kepstrálních příznaků hledaného slova
s kepstrálními příznaky centroidů natrénovaného slova. Srovnání je prováděno jed-
noduchým odečtem jednotlivých příznaků od sebe. Pokud rozdíl matic vyhovuje
hodnotě 0,2, uložené v parametru 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒, hodnotu parametru lze v programu
změnit, je uložena do proměnné 𝑠𝑟𝑜𝑣𝑛𝑎𝑛𝑖, na pozici kepstrálních příznaků hleda-
ného slova, jednička, pokud nevyhovuje, otestuje se, zda aktuální pozice kepstrálních
příznaků hledaného slova vyhovuje následující pozici kepstrálních příznaků natréno-
vaného slova. Pokud ano, je posunuta pozice pro srovnávání kepstrálních příznaků
natrénovaného slova a do proměnné 𝑠𝑟𝑜𝑣𝑛𝑎𝑛𝑖 je uložena jednička. Pokud ani tu ne-
vyhovuje, je do proměnné 𝑠𝑟𝑜𝑣𝑛𝑎𝑛𝑖 uložena nula.
Grafické srovnání slova ze souboru jeden_16m8.wav je znázorněno na obrázku 3.24.
Vlevo je zobrazena shoda s natrénovaným slovem „jeden“ a vpravo se slovem „deset“ .
Z těchto grafů je vidět, že v prvním případě byla shoda větší.
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Obr. 3.23: Porovnání pravděpodobnostních matic. Horní ze souboru natrénovaného
slova „deset“ a spodní hledaného slova ze souboru jeden_16m8.wav.
Obr. 3.24: Grafické srovnání slova ze souboru jeden_16m8.wav. Vlevo je zobrazena
shoda s natrénovaným slovem „jeden“ a vpravo se slovem „deset“ .
3.4.4 Vyhodnocovací funkce
Výsledné vyhodnocení hledaného slova je provedeno porovnáním výstupu z 1. algo-
ritmu srovnávání pravděpodobnostních matic. Jestliže je tato hodnota vyšší než 50 %,
je použit tento výsledek. V případě, že tomu tak není a hodnota je menší, je použit
výsledek z 2. algoritmu srovnávání kepstrálních příznaků hledaného slova s centroidy
natrénovaných slov.
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4 POPIS ROZHRANÍ,
VYHODNOCENÍ ÚSPĚŠNOSTI
4.1 Spuštění programu
Program je složen z několika skriptů, aby byl do budoucna flexibilní a dal se jed-
noduše editovat. Vzhledem k tomu, že se za běhu používá ukládání proměnných
na disk, pro správný chod je nutné skripty zkopírovat na médium, které tuto funkci
umožňuje (pevný disk, USB disk).
Spuštění programu se provede z prostředí programovacího jazyka Matlab voláním
skriptu diplom_menu. Tento „hlavní“ skript pak spouští jednotlivé funkce.
Po spuštění je zobrazeno okno programu, kde se myší vybírají jednotlivé funkce pro-
gramu (obr. 4.1).
Obr. 4.1: Hlavní okno programu.
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4.1.1 Natrénování nového slova
Natrénování nového slova se provádí klikem levého tlačítka myši nad oknem Nová
databáze. Tato funkce vyvolá informační okno (obr. 4.2), kde je nutno zadat název
slova, jaké bude trénováno. Tento název bude použit při ukládání databáze. Dále
je potřeba zadat počet hlásek ve slově. Pozor počet písmen nemusí být počet hlásek,
jako je vidět v přednastavené hodnotě 𝑠𝑙𝑜𝑣𝑜, které má 5 písmen, ale jen 4 hlásky.
Existují i písmena, jež mají více hlásek např. „x“ a nebo písmena s menším počtem
hlásek než znaků např. „ch“ . Pokud jsou tyto hodnoty nezadány, je na místo názvu
uložen text „neznámé slovo“ a na místo počtu hlásek hodnota 4.
Obr. 4.2: Informační okno pro zadání názvu slova a počtu hlásek. Vlevo přenastaveny
výchozí hodnoty a vpravo hodnoty vyplněny na trénování slova „jeden“ .
Po potvrzení informativní tabulky je uživatel vyzván k vybrání zvukového souboru
nahrávky slova (obr. 4.3). Parametry zvukového souboru jsou 16 kHz, 16 bitů, mono.
Výběr souborů se opakuje, dokud uživatel neodmítne zadávání dalších slov do da-
tabáze v dotazovacím okně (obr. 4.4). Jednotlivě vybraná slova jsou vypisována
do hlavního okna do 5 sloupců vedle sebe, kde každý sloupec obsahuje 29 slov,
tzn. vypíše se zde maximálně 145 slov pro jedno trénování (může se zadat i větší
počet, ale již se nebudou vypisovat).
Výsledná pravděpodobnostní matice spolu s názvem trénovaného slova a s hod-
notami centroidů (obr. 3.20) jsou uloženy do souboru „číslo“matlab.dat aktuál-
ního adresáře, kde „číslo“ je pořadové číslo již vytvořených databází natrénovaných
slov. O tom jaké slovo do jakého souboru se ukládá, je sděleno informačním oknem
(obr. 4.5).
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Obr. 4.3: Okno pro vybrání zvukového souboru z disku.
Obr. 4.4: V popředí dotazovací okno, zda se bude přidávat další slovo do databáze,
v pozadí výpis, již vybraných slov.
Obr. 4.5: Informační okno o uloženém slovu.
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4.1.2 Výpis natrénovaných slov
Seznam již natrénovaných databází slov lze vyvolat kliknutím levého tlačítka myši
nad položkou v menu Seznam databází. Pod menu je pak vypsáno jméno souboru
s databází a v něm uložené slovo (obr. 4.6). Lze vypsat maximálně dva sloupce
po 29 položkách, tedy 58 natrénovaných databází. V případě, že není žádná databáze
nalezena, je zobrazeno informační okno (obr. 4.7).
Obr. 4.6: Výpis natrénovaných slov, vlevo název souboru a vpravo název trénovaného
slova, které je v daném souboru.
Obr. 4.7: Chybové hlášení při nenalezení žádné databáze natrénovaného slova.
4.1.3 Vyhledávání slov
Vyhledávání jednotlivých slov se spouští klikem na položku menu Vyhledání slova.
Po spuštění je proveden test, zda je vytvořena alespoň jedna natrénovaná data-
báze. Pokud nebyla žádná vytvořena, je opět zobrazeno vyskakovací okno (obr. 4.7).
V opačném případě je uživatel vyzván k zadání hledaného slova z disku stejně jako
při trénování jednotlivých slov (obr. 4.3).
Program provede vyhledávací algoritmy a o výsledku informuje jedním ze tří uve-
dených informačních oken (obr. 4.8). V názvu informačního okna je napsáno, jakou
metodou byla nahrávka slova vyhodnocena. Použijí se obě metody, ale když výsle-
dek z metody porovnání pravděpodobnostních matic nedosáhne 50 %, tak se použije
výsledek metody rozdílu kepstrálních příznaků. Dále je v informačním okně uveden
název souboru, který byl hledán, a informace na kolik procent se nahrávka slova
shoduje s natrénovaným slovem v databázi pro danou metodu.
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Jestliže má více porovnávaných databází stejnou pravděpodobnost s uvedenou na-
hrávkou je zobrazeno okno vpravo, jež informuje, že není možné určit, jaké slovo
bylo rozpoznáváno.
Obr. 4.8: Informační okna vyhodnocující nahrávku hledaného slova. Vlevo výsledek
z porovnání pravděpodobnostních matic, uprostřed rozdílem kepstrálních příznaků.
Vpravo varianta, kdy není možné jednoznačně určit natrénovanou databázi.
4.1.4 Změna parametrů
V této sekci programu lze změnit přednastavené hodnoty některých parametrů, které
mohou značně ovlivnit výsledky. Na obrázku 4.9 je zobrazeno „Hlavní okno“ pro-
gramu při této volbě. V tabulce 4.1 jsou tyto parametry jeden po druhém popsány.
Změna parametru se provede buď tažením posuvníku na požadovanou hodnotu, ak-
tuální hodnota parametru je vpravo od posuvníku, nebo klikem na šipku po stranách
posuvníku. Vedle posuvníku jsou po obou stranách zobrazeny mezní hodnoty para-
metrů.
Menu „Hlavního okna“ má jiné možnosti:
1. Původní hodnoty: Při kliknutí na toto pole menu, jsou všem parametrům
nastaveny defaultní hodnoty.
• Velikost úseku: 320.
• Parametr alfa > preemfáze: 0.98.
• Délka úseku energie: 80.
• Velikost úrovně energie: 0.0001.
• Tolerance porovnání kepstrálních příznaků: 0.2.
• Tolerance porovnání pravděpodobnostních matic: 0.1.
2. Uložit změny: Tato volba uloží provedené změny s hodnotami parametrů
do souboru parametr.mat
3. Zavřít (bez uložení): Tlačítko slouží k návratu na původní „Hlavní okno“ .
Provedené změny parametrů nebudou uloženy.
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Obr. 4.9: Hlavní okno po stisknutí tlačítka Změna parametrů.
Název parametru Popis parametru
Velikost úseku Změní velikost úseku při rozdělování slova.
Z těchto úseků jsou pak počítány kepstrální
příznaky.
Parametr alfa > preemfáze Ovlivňuje charakteristiku preemfázového filtru.
Délka úseku energie Změní velikost úseků, které jsou v případě ma-
lé střední hodnoty z nahrávky vymazány.
Velikost úrovně energie Nastavuje, jak velká musí být střední hodnota
úseku, aby nebyl vymazán.
Tolerance porovnání Jedná se o maximální hodnotu, podle které bu-
kepstrálních příznaků dou kepstrální příznaky hodnoceny jako stejné.
Tolerance porovnání Určuje, o kolik se mohou lišit pravděpodobnosti
pravděpodobnostních matic setrvání ve stavu při jejich porovnání, aby byly
ohodnoceny jako stejně velké.
Tab. 4.1: Přehled a popis měnitelných parametrů programu.
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4.1.5 Konec
Tato volba ukončí program. Stejnou funkci má i pokud je zvolena během změny
parametrů programu.
4.1.6 Použité prostředky
Pro programování a testování programu pro rozpoznávání izolovaných slov jsem po-
užil notebook Asus řady A6000 (Intel Pentium M procesor 1.8GHz, 1.5GB RAM)
s operačním systémem MS Windows XP.
Zvukové nahrávky do počítače a následnou úpravu zvukového signálu jsem dělal
pomocí aplikace Free Audio Editor verze: 2012 8.5.1. A vlastního programu jsem
programoval v jazyk MATLAB verze: 7.10.0(R2010a).
4.2 Vyhodnocení úspěšnosti programu
K vyhodnocení funkčnosti vytvořeného programu jsem nejdříve vytvořil několik da-
tabází různých slov. Pro vytvoření databáze bylo použito 15 slov. Při nahrávání
slov do počítače je potřeba dbát na intonaci, protože jakékoliv zadrhnutí, zakoktání
nebo zahuhlání může negativně ovlivnit celou databázi a následně i rozpoznávání
jednotlivých slov.
V první tabulce 4.2 je vyhodnocení slov od stejného mluvčího, jako byly vytvořeny
databáze. Pro zjištění účinnosti rozpoznávání bylo použito vždy 10 slov, 5 z nichž
bylo použito i při vytváření databáze. Z této tabulky vyplývá výsledná účinnost
48,33 %. Takto malá účínnost je způsobena velmi malým procentem úspěšnosti hle-
daného slova „malování“ a nulovým procentem u slov „deset“ a „muzika“ .
V další srovnávací tabulce 4.3 jsou natrénované databáze otestovány na nahrávku
slova jiného mluvčího. Úspěšnost těchto výsledků byla pouze 33,33 %.
Obě tabulky ukazují, že výstup z programu není nikterak uspokojivý a je potřeba
něco upravit. Otestoval jsem různou kombinaci hodnot u parametrů Tolerance po-
rovnání kepstrálních příznaků a Tolerance porovnání pravděpodobnostních matic, ale
výsledek se téměř nezměnil.
Dalším krokem bylo kompletní přemluvení jednotlivých nahrávek a odstranění ruchů
v externím programu, ale ani tento postup neměl žádný úspěch.
Zkusil jsem tedy změnit kód programu a vypustit úpravu pásmovou propustí, pro-
tože po této úpravě se změnila hodnota amplitudy signálu (obr. 3.6), (obr. 3.7).
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Hledané slovo Určené databáze Úspěšnost
„deset“ „deset“ 0 %
„internet“ 30 %
„jeden“ 20 %
„tabulka“ 40 %
„nelze určit“ 10 %
„internet“ „internet“ 80 %
„jeden“ 20 %
„jeden“ „jeden“ 100 %
„malování“ „malování“ 30 %
„internet“ 30 %
„tabulka“ 10 %
„nelze určit“ 30 %
„muzika“ „muzika“ 0 %
„internet“ 50 %
„jeden“ 20 %
„tabulka“ 20 %
„nelze určit“ 10 %
„tabulka“ „tabulka“ 80 %
„internet“ 20 %
Tab. 4.2: Úspěšnost nahrávek jednotlivých slov pro jednoho mluvčího.
Mluvčí
Slovo „1. dítě“ „2. dítě“ „1. muž“ „2. muž“ „1. žena“ „2. žena“
„deset“ ne ne ne ne ne ne
„jedna“ ne ne ne ne ano ano
„tabulka“ ano ne ne ano ano ne
„text“ ano ano ano ne ne ne
Tab. 4.3: Úspěšnost nahrávek jednotlivých slov pro různé mluvčí.
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V následujících tabulkách jsou uvedeny výsledky za stejných předpokladů jako v před-
chozím případě. Tedy tabulka 4.4 vyhodnocuje slova od stejného řečníka, jako byly
vytvořeny databáze a tabulka 4.5 od jiných řečníků.
Pásmová propust tedy měla negativní vliv na výslednou úspěšnost programu. Je-
jím použitím pravděpodobně dochází k odstranění užitečného signálu, a proto jsem
funkci pásmové propusti z programu odstranil.
Hledané slovo Určené databáze Úspěšnost
„deset“ „deset“ 90 %
„internet“ 10 %
„internet“ „internet“ 80 %
„deset“ 20 %
„jeden“ „jeden“ 100 %
„malování“ „malování“ 60 %
„internet“ 10 %
„deset“ 10 %
„nelze určit“ 20 %
„muzika“ „muzika“ 90 %
„deset“ 10 %
„tabulka“ „tabulka“ 80 %
„internet“ 20 %
„text“ „text“ 100 %
Tab. 4.4: Úspěšnost nahrávek jednotlivých slov pro jednoho mluvčího pro konečnou
verzi programu.
Mluvčí
Slovo „1. dítě“ „2. dítě“ „1. muž“ „2. muž“ „1. žena“ „2. žena“
„deset“ ne ne ne ano ne ne
„jedna“ ne ne ne ne ne ano
„tabulka“ ne ne ano ano ne ne
„text“ ne ne ne ne ne ne
Tab. 4.5: Úspěšnost nahrávek jednotlivých slov pro různé mluvčí pro konečnou verzi
programu.
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Úspěšnost rozpoznávání nahrávek jednotlivých slov od jednoho řečníka je nyní 85,71 %
(pro stejná slova 83,33 %). Tato hodnota je natolik vysoká, že pokud by se program
rozšířil o vstup jednotlivých slov z mikrofonu a patřičně upravil výstup programu,
daly by se pomocí něj spouštět různé aplikace. Záměrně jsem testoval nahrávky
slov „internet“ , „malování“ , „muzika“ , „tabulka“ a „text“ , které by se daly využít
pro jednotlivé aplikace (webový prohlížeč, grafický editor, zvukový přehrávač, tabul-
kový editor a textový editor).
Je velká pravděpodobnost, že s rostoucím počtem databází jednotlivých slov, by úspěš-
nost programu klesala.
Rozpoznávání jednotlivých slov od různých řečníku je pouze 25%. Při trénování da-
tabáze slova z nahrávek od více mluvčích, funkce kmeans špatně vyhodnotila některé
slova a přiřadila jim chybné hodnoty centroidů (obr. 4.10).
Obr. 4.10: Grafické znázornění nahrávky slova „jeden“ funkcí kmeans vlevo při pou-
žití jedné nahrávky dětského mluvčího do databáze jiného mluvčího, vpravo uvedené
jedno ze slov od tohoto mluvčího v dané databázi.
Použítí programu pro více osob je tedy nedostačující. Snad by se tato skutečnost
dala kompenzovat tím, že by si každý uživatel namluvil vlasní databázi slov.
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5 ZÁVĚR
V první části diplomové práce jsem teoreticky popsal téma rozpoznávání izolovaných
slov. Podrobněji jsem se zaměřil na metodu skrytých Markovových modelů při vyu-
žití kepstrálních příznaků nahrávaných slov.
V druhé části jsem nastínil funkci algoritmu programu od počátečních úprav na-
hrávek, přes vytvoření pravděpodobnostní matice přechodů, až po funkci nalezení
neznámého slova.
V poslední části je návod, jak v programu pracovat a podrobné vyhodnocení úspěš-
nosti rozpoznávání izolovaných slov.
Výsledky programu pro více mluvčích jsou velmi slabé. Nepovedlo se mi upravit
vstupní signál natolik, aby nebyl na mluvčím závislý.
Povedlo se mi udělat program, který má dobré výsledky pro jednoho mluvčího.
Úspěšnost rozpoznávání jednotlivých slov je závislá na tom, do jaké míry jsou si slova
podobna a kolik databází je vytvořeno. Program by se dal dále rozšířit o funkci
na kontrolu znělých a neznělých hlásek, což by mělo vést k ještě lepším výsledkům.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
FFT rychlá Fourierova transformace – Fast Fourier Transformation
DFT diskrétní Fourierova transformace – Discrete Fourier Transformation
DTW nelineární časová transformace – Dynamic Time Warping
HMM skryté Markovovy modely – Hidden Markov Model
IFFT inverzní rychlá Fourierova transformace – Inverse Discrete Fourier
Transformation
IDFT inverzní diskrétní Fourierova transformace – Inverse Discrete Fourier
Transformation
LPC lineární prediktivní kódování – Linear Predictive Coding
𝑐s[𝜏 ] kepstrum řečového signálu
𝑒𝑠𝑡𝑟 střední energie řečového signálu
𝑔[𝑛] kvaziperiodická nebo šumová budící funkce
ℎ[𝑛] impulsní odezva
𝑂 celkový vektor nahraného slova
𝑜t dílčí vektory nahraného slova
𝑠𝑛 vzorky signálu nahraného slova
𝑠[𝑛] řečový signál
𝑊 celkový vektor slova z kódové knihy
𝑤i dílčí vektory slova z kódové knihy
𝛼 parametr preemfáze
𝜆i parametry dílčích vektorů slova z kódové knihy
𝜇𝑗 centroidy funkce kmeans
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A SEZNAM PŘILOŽENÝCH SOUBORŮ NA CD
Soubor Popis
diplom_menu.m hlavní spouštěcí skript
energie.m skript pro výpočet střední energie
a odstranění nevyhovujících úseků
fun_parametr.m skript pro změnu parametrů programu
matice_A.m skript pro sestavení matice stavů Markovových modelů
matice_P.m skript pro sestavení pravděpodobnostní matice přechodů
nacteni_zvuku.m skript pro načtení souboru a ořezání šumu
nalezeni.m skript pro určení hledaného slova z daných databází
nova_databaze.m skript pro změnu parametrů programu
odskoky.m skript pro odstranění jednobodových odskoků
u funkce kmeans
orezani_sumu.m skript pro odstranění šumů ze signálu
pasmova_propust.m skript pro úpravu signálu pásmovou propustí > nepoužit
pravdepodobnost.m skript pro výpočet pravděpodobnostní matice přechodů
preemfaze.m skript pro úpravu signálu preemfází
seznam.m skript pro zobrazení seznamu natrénovaných databází
sjednoceni_matic.m skript pro sjednocení délky matic přechodů
stredy.m skript pro přiřazení označení centroidů
kepstrálním příznakům hledaného slova
ulozeni.m skript pro uložení souboru
vzorkovani.m skript pro rozdělení signálu na úseky
a výpočet jejich kepstra
zesileni.m skript pro zesílení signálu po úpravách
1matlab.dat databáze slova „jeden“
2matlab.dat databáze slova „deset“
3matlab.dat databáze slova „text“
4matlab.dat databáze slova „tabulka“
5matlab.dat databáze slova „malování“
6matlab.dat databáze slova „muzika“
7matlab.dat databáze slova „internet“
parametr.mat uložené hodnoty měnitelných parametrů programu
nahravky adresář s nahrávkami slov: „jeden“ , „deset“ ,
„internet“ , „malování“ , „muzika“ , „tabulka“ , „text“
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