Abstract: Stochastic global optimization methods are used to nd con gurations of n point charges on a circular disk such that the potential energy is minimized. Previously such optimal or conjecturally optimal con gurations have been published for n 23 and n = 29; 30; 50. In this work con gurations for n 80 are presented.
Introduction
The question what is the minimum-energy con guration of n equal point charges on a circular disk was raised in 1985 by A. A. Berezin 7] . To his surprise it appeared that in the optimal con guration not all the charges are located on the circle boundary when n 12 (for proofs of this fact, see 28, 33, 43, 49] ). In his opinion, the charges on a circular disk behaved di erently from those in a conducting sphere, where all charges are on the surface in optimal con gurations 16]. Berezin's conclusion This may lead to some modi cation of usual theorems of electrostatic stability : : : 7] got many replies where this statement was refuted, although some of these replies based their argumentation on Earnshaw's theorem, which probably should not be used any more in scienti c literature 4, 5] . MacGowan 32] pointed out that when Berezin's example is interpreted correctly as a thin three-dimensional disk, the charges actually are on the surface; now the charge in the center of the disk is necessarily on one of the two at sides of the disk. If one wants to develop a theory of two-dimensional electrostatics, a di erent potential must be used 29, 32] , for example that between in nitely long parallel charged lines, in which case the charges will lie on the circle boundary 16]. Berezin's original note was further criticized in 37]. In 15, 16] it was shown that a (non-optimal) con guration of 17 charges where two charges are placed in the interior of the circle has lower energy than the con guration with 16 charges evenly spaced on the circle boundary and one in the center of the circle. When the number of charges approaches in nity, the problem tends to the well-known problem of charge distribution over a conducting disk 38] . On a conducting circular disk of unit radius the charge density is proportional to (1 ?r 2 ) ?1=2 , where r is the distance from the center of the disk 41]. This is also the limit charge density, when a conducting ellipsoid is attened to a thin circular disk 19].
Earlier Results
The rst calculations to nd the globally optimal, least energy con gurations for n > 12 were performed in 35] (n 20) , 41] (n 17, n = 29; 30), and 58] (n 23, n = 50). Wille and Vennik 58] used a simulated annealing algorithm (see also 54, 56] ) and failed to nd the globally optimal con gurations for n = 16; 17; 18; 21; 22; 23, c.f. 59], which partly re ects the di culty of this problem when n grows. Munera 35] failed to nd the optimal solutions for n = 17; 19; 20 and the energy for n = 18 was inaccurate.
Since 59] no more tables or gures of (conjecturally) optimal charge con gurations have been published. In this work we will partially ll that gap in the literature by presenting a number of conjecturally optimal, or conjectural ground-state, con gurations of up to 37 charges and the best con gurations found of up to 80 charges. We expect the vast majority of these con gurations to be optimal, too. The optimization methods that we have used can be classi ed as probabilistic global optimization methods 47], which cannot guarantee that the best solutions found are globally optimal. We must keep in mind that the number of variables in many problem instances of this paper is relatively high, thus we cannot expect that the current deterministic global optimization methods can solve this problem completely. It appears that when the number of charges is increased there are many local optima with high potential barriers between them. An outline for a catastrophe theoretical model relating di erent locally optimal con gurations has been presented in 11].
Related Problems
A related problem of packing charges on the surface of a sphere (or equivalently, in the sphere 16]) has been studied for a longer time, and it is known as Thomson's problem 53]. It is interesting to note that Berezin 7] , incorrectly, considered it probable that similar ejection of a charge into the center of the sphere will occur when n is large enough, c.f. 6, 9] . A system, where one test charge is placed in the center of the conducting ball and the rest of the charges on the surface, is not stable and a slightest perturbation will result in a con guration where all the charges are on the surface 42]. For Thomson's problem many extensive tables exist in the literature. The rst computer search for stable con gurations was performed in the 50's by H. Cohn 17] 46] . It is possible to consider other than Coulombic potentials when searching for optimal con gurations in a sphere or on a circular disk 8, 10, 12, 15, 16, 48] . Leech 31] showed that on the surface of the sphere the only con gurations which are in equilibrium under all laws of repulsion forces are those that have a rotational symmetry about every diameter through particles of the system, see also 34] . Other related problems are those of packing circles in a circle 26] or on a sphere 18, 30, 39] , also in higher dimensions 55]. Packing equal circles can be thought of as nding optimal con gurations for sets of points with a repulsion force which increases very rapidly as the distance decreases, i.e. the shortest distance determines the potential energy of the system. Physical experiments have been made with equal parallel cylindrical bar magnets on an air table 40] , where the potential is slightly di erent, because instead of d ?2 the repulsion force is proportional (to a considerable degree of accuracy) to 1
; where h is the distance between the point poles of the supposedly rigid magnetic dipole and d is the distance between the magnets. As noted in 40], this problem was studied experimentally already in the last century by A. M. Mayer. Experiments with small charged conductive balls were made in 13].
The Optimization Methods Used in This Work
We denote a point charge con guration by C = fp 1 ; p 2 ; : : : ; p n g, where the points are con ned into the unit circle, i.e. j jp i j j 1. The energy function to be minimized is
This corresponds to minimizing the potential energy when there is a Coulombic repulsion force between each pair of equal point charges.
Because (1) is a nonlinear, nonconvex function, the problem of nding global optima can be very hard. A related more general problem of determining the ground states of atom clusters with arti cial central-body forces is NP-hard 57].
All the optimization algorithms that we have used in this work select a suitable set of initial solutions and then apply a local optimization algorithm to each solution. The algorithms described below can be regarded as probabilistic global optimization algorithms and they di er only in the selection of the initial solutions. In all the computations we have used a truncated Newton method TN/TNBC 36] as a local optimizer.
Algorithm A1: Multistart with Initial Solutions from the In nite Case
In the rst approach we simply take random initial solutions and perform a local optimization run for each solution; then we take the best solution found. This is the multistart algorithm. When the number of charges n tends to in nity (it is assumed that the total charge is constant), the limit density of charges when the potential energy is minimized is
where K is the total charge on the disk and r is the distance from the center of the unit radius disk 41]. In the rst approach we take the random initial solutions from the distribution de ned by f (r). Even this simple approach was able to nd most of the con gurations in Section 3, including all of those in 59] that were not found in 58].
Using the results found with this approach we can further develop the selection of initial solutions. When selecting the initial solutions, the number of points near the disk boundary is crucial, because if a charge is caught on the boundary, a strictly descent 44] local optimization algorithm cannot push it back inside the circle. In our opinion the failures in 58] (c.f. 59]) were caused mainly by high potential barriers between solutions with di erent number of points on the circle boundary.
If we manage to estimate reasonably well the number of charges on the boundary in the optimal con guration, we can use an initial solution with that number of charges on the boundary, thus reducing the number of variables and speeding up the optimization process considerably.
Algorithm A2: Multistart with Heuristic Initial Solutions
In the second approach we take the best con guration of n charges found so far and assume that the number of charges on the circle boundary (denote this 5. Apply local optimization from each sample in the reduced sample except if there exists another sample with higher function value at a distance which is less than or equal to the threshold r k . 6. If the stopping condition is not satis ed, repeat from 2. by e n 0 ) is approximately the same as in the (possibly still unknown) optimal con guration. Now we form the initial solutions rst by putting b, e n 0 ? b e n 0 + , charges evenly spaced on the disk boundary, where is an integer constant re ecting our con dence in the quality of the solutions found so far. Then we distribute the remaining charges according to (2) , when the number of the charges on the boundary is taken into account. In the computations we used = 6; in no case the best con guration found (see Section 3) had a greater deviation from e n 0 than 2.
Algorithm A3: Multi-level Single Linkage
One weakness of the multistart algorithm is that it repeatedly performs optimization runs with samples that are in the same region of attraction 44]. One way of overcoming this problem is to store the samples and start a new optimization run only if no better sample has been sampled in the neighborhood of the new sample. This idea has been developed into the multi-level single linkage algorithm 45], hereafter MLSL.
As the third optimization approach in this paper we have used the reduced sample version of MLSL. The algorithm is depicted in Figure 1 . The threshold value r k for deciding whether a sample is near another sample is gradually decreased during the optimization run as the number of samples is increased. Note that even if at one time a local optimization run is not started from a certain sample, this decision may be revoked later when the threshold value has become smaller. It is necessary to store the results of the local optimization runs so that no more than one optimization run is applied to a single initial solution.
When using standard Euclidean vector norm as the distance function between solutions, we can get very high distances between solutions that are essentially the same, obtained from each other by permuting the points and rotating or re ecting the con guration. The key idea in our adaptation of MLSL is a special heuristic distance function that tries to compensate the di culties caused by di erent orientations of the solutions and di erent permutations of the points. Let us rst consider di erent permutations of the points. We take two con gurations, denote these by S and T , and for each point of the con gurations we nd the nearest neighbor in the other con guration. We get the distance function which clearly equals 0 if S and T are obtained from each other by just permuting the points. Now two initial solutions (samples) S and T with the same number b of points on the circle boundary are compared by calculating the b rotations of S that make the boundary points coincide with those of T . Then we calculate the re ection of S, and after another n rotations we select the smallest distance between T and the rotations and re ections of S. Clearly, this approach gives distance 0 whenever S is a (possibly re ected) rotation of T . If S and T have di erent number of points on the circle boundary, they are considered having in nite mutual distance and thus the distance function partitions the solution space into disjoint subsets in nitely far from each other. Unfortunately, with our heuristic distance function the critical distance r k of 45] cannot be used. As the critical distance r between two solutions S and T we have used r = c log p
where u is the number of variables and a suitable value for the constant c is determined experimentally. The number of sampled initial solutions in the solution space partition containing S and T is denoted by p we keep a separate critical distance for each partition. If S and T are in di erent partitions, then they are considered having in nite mutual distance and the value of r does not matter. Our method can be seen as if we were running an MLSL algorithm on each solution space partition in parallel, giving the computing resources to the most promising samples. The problem of determining a suitable stopping criterion is a very hard problem in global optimization. We have simply limited the number of samples and the number of local optimization runs; the algorithm stops when either of these limits are reached.
Results
The lowest-energy con gurations of 12 to 80 charges found during this research are depicted in Figures 2 through 7 . The energies of the con gurations are tabulated in Table 1 , where E is the energy of the con guration. The best previously published energies for congurations with n 23, n = 29; 30 35, 41, 58, 59] the energy was not given. By visual inspection the con guration looks similar to the one in Figure 5 . No results have been previously published for other values of n. Many of the con gurations seem to have some kind of symmetries. However, since the optimization process can provide the coordinates of the points only with limited accuracy, the symmetries cannot be determined directly from the numerical results. It would be very interesting to see how our MLSL approach works when the charges are con ned in a sphere instead of a circular disk, but unfortunately the heuristic initial solutions and distance function cannot be easily extended to the case of a sphere. When comparing the optimization algorithms of this paper we note that the multistart algorithm with heuristic initial solutions worked so well that it found all the con gurations in Figures 2 through 7 except the con guration of 55 charges, which was found only by MLSL. However, fewer local optimization runs were needed when using MLSL, so it is clear that MLSL with a heuristic distance function is better when only a limited number of optimization runs can be performed. Our initial approach using multistart with initial solutions from the in nite case is clearly inferior to both of the more advanced approaches, but it is needed to provide an estimate for the number of charges on the disk boundary in the optimal case. If the plane is lled with point charges with constant charge density, hexagonal lattice is the lowest-energy con guration 14]. However, when the charges are con ned to a bounded area, the shape of the area determines the structure of the optimal con gurations. It has been supposed that the optimal con gurations on a circular disk consist of charges arranged in concentric rings, charges spaced evenly on each ring 41, 58] . Approximately, this seems to be the case in the con gurations of this work, too. This observation can be used to construct special initial solutions consisting of a few concentric rings of charges 41, 59] . We have deliberately avoided this structure in the initial solutions, since it is not known how well this structure is preserved when n is increased. It is interesting to nd out which con gurations in Figures 2 through 7 are in equilibrium under any law of repulsion. To do this we prove a theorem analogous to that in 31]. By law of repulsion we mean a repulsive force between two points that only depends on the distance between the points, i.e. Theorem 1 The con gurations of n 2 points on a circular disk that are in equilibrium under any law of repulsion are exactly 1. n points evenly spaced on the disk boundary, and 2. n ? 1 points evenly spaced on the disk boundary and one point in the center of the disk. In this case we require n > 2.
Proof: A con guration is in equilibrium if and only if each of the points is in equilibrium, i.e. the resultant of the repulsive forces on the point is zero, or the point is on the circle boundary and the resultant is perpendicular to the tangent of the disk boundary at that point. Assume for the rest of the proof that we have a con guration that is in equilibrium under any law of repulsion and thus all points are in equilibrium whatever the repulsion law may be. The rst part of the proof will show that there can be at most one point in the interior of the disk and if it exists, it must be located in the center of the disk. Let us assume that there is a point p not on the disk boundary. Now all the other points must be on one or more concentric circles centered in p, we call these circles shells.
We can take the shell s with the greatest radius r around p. This shell must clearly contain at least two points, because otherwise p would not be in equilibrium (take a potential function v(d) = 1, if d = r and v(d) = 0 otherwise). Furthermore, if we take any 180 arc of the shell, it must contain at least one point. Now, suppose there were another shell around p apart from s, denote this shell by s 0 . This shell s 0 contains by de nition at least one point p 0 , see Figure 8 . As noted before, there must be at least one point on the 180 arc of s directly across p 0 (shown bold in Figure 8 ). It follows that p 0 must have a shell s 00 with radius r 00 such that r 00 > r, and because all the points are con ned in s, there must be an empty arc greater than 180 on s 00 ; thus p 0 is not in equilibrium under all repulsion laws. Hence if there is a point p in the interior of the disk, then there must be at least 2 other points and they all must lie on a single circle whose center coincides with p. Furthermore, this circle must coincide with the disk boundary, otherwise the points on it could not be in equilibrium under Coulombic repulsion force.
As the second step we show that the points on the disk boundary must be evenly spaced. As shown before, there must be at least two points on the boundary. We take two points on the boundary with the smallest mutual distance, let them be b 1 We have now shown that no such con guration that is in equilibrium under all repulsion laws exists except possibly the two types mentioned in Theorem 1. By symmetry considerations it is clear that all those con gurations are in equilibrium under any potential that depends only on the distance between points.
Using the theorem we nd out that the best con gurations of n 16 charges are equilibrium con gurations under any law of repulsion. They are also locally optimal circle packings, but of them only the con gurations of up to 6 charges, all of type 1 in Theorem 1, are at the same time globally optimal circle packings (see 26] and its references). When n = 6 there exists another globally optimal packing of circles that is not a globally optimal charge con guration. We conjecture that the optimal circle packings and charge con gurations are di erent for all n > 6.
