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SOMMAIRE
L'objectif poursuivi dans ce memoire est de presenter une methode d'analyse de donnees
multidimensionnelles developpee en s'inspirant de la methode d'analyse factorielle
d'operateurs et qui en constitue une extension. On notera que cette methode d'analyse ne se
veut en aucun cas etre une methode alternative a STATIS mais plutot une methode
complementaire a cette demiere permettant d'accroitre la quantite d'mfonnations qu'il est
possible d'extraire d'un ensemble de donnees multidimensionnelles.
Afin d'effectuer une presentation adequate de cette methode, trois chapitres seront necessaires.
Le premier chapitre presentera 1'ensemble des outils mathematiques qui se trouvent a la base
de F analyse factorielle d'operateurs. Nous y passerons en revue certains resultats sur les
espaces de Hilbert, les operateurs lineaires. Ie produit scalaire entre operateurs pour finalement
terminer avec la presentation des principaux operateurs de F analyse des donnees. Les concepts
de base ayant ete definis, Ie second chapitre abordera 1'ensemble de la theorie entourant
F analyse factorielle d'operateurs. Nous y decrirons les differentes phases de 1'analyse
complete d'une serie de tableaux de donnees portant sur les memes individus ou les memes
variables (interstmcture, intrastructure et trajectoires) pour ensuite enchainer avec une
presentation detaillee du prolongement de 1'analyse factorielle d'operateurs que nous
proposons. Enfin, puisqu'apres les deux premiers chapitres nous aurons expose
essentiellement la theorie, nous terminerons ce memoire avec un chapitre ayant un caractere
beaucoup plus concret. Ainsi, Ie troisieme chapitre sera consacre a la presentation de deux
etudes de cas concemant 1'evolution economique mondiale des trois demieres decemiies. Cette
etude nous permettra alors de mettre en application 1'analyse factorielle d'operateurs et
1'extension de 1'analyse factorielle d'operateurs que nous proposons.
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INTRODUCTION
Depuis une trentaine d'annees, les methodes d'analyse de domiees multidimensionnelles ont
largement demontre leur efficacite dans 1'etude de grandes masses complexes d'infonnation.
Elles pennettent d'obtenir des representations graphiques qui constituent Ie meilleur resume
possible de 1'information contenue dans de grands tableaux de donnees. Pour cela. Ie
statisticien consent a une "perte" d'mformation afin de gagner en lisibilite. De donnees trop
nombreuses pour etre apprehendees directement, ces methodes extraient les tendances les plus
marquantes, les hierarchisent, et eliminent les effets marginaux ou ponctuels qui perturbent la
perception globale des faits.
Contrairement a une idee tres repandue, les methodes d'analyse des donnees ont ete elaborees
depuis fort longtemps. En fait, Karl Pearson, dans son article On lines and planes of closest fit
to systems of points in space pam en 1901 dans Ie Philosophical Magazine, et Charles
Spearman, dans son article General intelligence, objectively determined and measured pam en
1904 dans 1'American Journal of Psychology, ont ete les premiers a introduire les methodes
statistiques que 1'on a reunies aujourd'hui sous 1'appellation commune d'analyse factorielle.
Dans les annees 1930, H. Hotelling en developpant les travaux de K. Pearson a pose les
premiers fondements de 1'analyse en composantes principales dans son article Analysis of a
complex of statistical variables into principal components pam en 1933 dans Journal of
Educational Psychology. Par ailleurs, pour faire suite a 1'article de S. Spearman, H. Hotelling
developpa dans son article Relations between two set of variates paru en 1936 dans
Biometrika, les fondements d'une methode qui englobera par la suite la plupart des methodes
d'analyse de domiees et qui en plus sera reconnue pour son interet theorique essentiel :
1' analyse canonique.
Les annees qui ont suivi ont ete des aimees de perfectionnement et d'enrichissement des
methodes de diverses variantes tout en restant inabordables pour les praticiens a cause des
nombreux calculs qu'elles necessitaient.
L'apparition et surtout Ie developpement des ordinateurs dans les amiees 1960 ont pennis la
vulgarisation et 1'accessibilite des techniques d'analyse de donnees multidimensionnelles dans
Ie traitement de grandes masses complexes d'infonnation provenant de n'importe quel
domaine. Le debut d'une ere nouvelle en statistique venait d'etre lance. Depuis, ces methodes
n'ont cesse d'evoluer et Ie chercheur ou Ie praticien a augmente sans arret 1'arsenal de
methodes et de programmes lui permettant d'analyser d'importants volumes de donnees qui Ie
laissaientjadis desarme.
Notons cependant que ces techniques d'analyse des donnees ne pennettaient de ne traiter
qu'un seul tableau de mesure, de contmgence ou de similarite a la fois. C'est vers les annees
soixante-dix et quatre-vingt qu'appamrent de nouvelles techniques permettant d'analyser
conjointement plusieurs tableaux du meme type.
C'est ainsi qu'a ete introduite la double analyse en composantes principales en 1975 par J.M.
Bouroche dans sa these qui s'intitulait Analyse des donnees ternaires : la double analyse en
composantes principales. Par la suite, une seconde methode sumommee STATIS a ete
introduite par Y. Escoufier et H. L'Hermier des Plantes en 1976. Elle a ete exposee dans la
these de H. L'Hermier des Plantes Structuration des tableaux a trois indices de la statistique.
Cette methode est aujourd'hui developpee en detail dans Ie volume de C. Lavit Analyse
conjointe de tableaux quantitatifs pam en 1988. Finalement, on ne peut passer sous silence
1' analyse factorielle multiple introduite en 1982 par B. Escofier et J. Pages et dont on peut
obtenir une excellente description dans leur volume Analyses factorielles simples et multiples :
objectifs, methodes et interpretation pam en 1988.
Notons enfin qu'il existe d'autres methodes d'analyse conjointe de plusieurs tableaux de
donnees. Ainsi, les statisticiens anglo-saxons en ont developpe plusieurs basees sur 1'existence
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d'un modele sous-jacent aux tableaux de donnees. Parmi les plus connues, on retrouve
INDSCAL, IDIOSCAL et PARAFAC. Pour un recensement complet des modeles existant, Ie
lecteur peut consulter Three-mode principal component analysis ecrit par P.M.
KROONENBERG [9].
Maintenant que nous avons effectue un survol historique de 1'analyse des donnees
multidimensioimelles, notre attention se portera plus particulierement sur la methode
d'analyse conjointe de tableaux quantitatifs introduite par Y. ESCOUFIER et H. L'HERMIER
DES PLANTES et developpee par C. LAVIT ([11] et [12]). En fait, 1'objectifde ce memoire
est de presenter une nouvelle methode statistique que nous avons developpee a la suite d'une
idee qui nous est venue a 1'esprit en examinant la conception de la methode STATIS. Cette
nouvelle technique, que nous avons nommee "Extension de 1'analyse factorielle d'operateurs",
se veut etre une methode complementaire a la methode STATIS. L'utilisation de cette
nouvelle methode nous permettra alors de decouvrir de nouvelles facettes a 1'ensemble de
donnees considere.
Afin de rendre la presentation de cette methode plus accessible, nous aliens consacrer Ie
premier chapitre de ce memoire a la presentation des outils mathematiques qui se trouvent a la
base de 1'analyse factorielle d'operateurs. Ainsi, nous passerons en revue certains resultats sur
les espaces de Hilbert, les operateurs lineaires et sur Ie produit scalaire entre operateurs. Nous
terminerons ce premier chapitre en presentant les principaux operateurs de 1'analyse des
donnees.
Les concepts de base etant definis, nous presenterons dans la premiere partie du second
chapitre toute la theorie entourant 1'analyse factorielle d'operateurs. Ceci nous amenera alors a
decrire les differentes phases de 1'analyse complete d'une serie de tableaux de donnees portant
sur les memes individus ou les memes variables : 1'analyse globale (interstmcture), 1'analyse
detaillee des differents tableaux (intrastructure) et 1'evolution des individus et des variables a
travers chacmi des tableaux (trajectoire). Une fois cette premiere partie terminee, nous aurons
alors tous les outils necessaires afin d'effectuer une presentation adequate de 1'extension de
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Fanalyse factorielle d'operateurs que nous proposons. Cette presentation se deroulera en deux
phases : la premiere phase nous permettra d'etablir, sans trop de details. Ie concept general de
la methode tandis que dans la seconde nous aborderons 1'aspect theorique necessaire a la
formalisation de ce concept.
Finalement, puisqu'apres les deux premiers chapitres nous aurons expose essentiellement la
theorie, il nous a semble indispensable de terminer ce memoire dans un contexte plus concret.
Ainsi, nous consacrerons Ie demier chapitre a la presentation de deux etudes de cas utilisant
1'analyse factorielle d'operateurs et 1'extension de 1'analyse factorielle d'operateurs. Ces
etudes de cas porteront sur 1'analyse comparative de 1'evolution economique, sur une periode
de 26 annees, de quarante pays a travers Ie monde representant a eux seuls un peu plus des
quatre-cinquiemes de la production mondiale.
CHAPITRE 1
LES OPERATEURS DE L'ANALYSE DES DONNEES
La statistique est un domaine possedant une immense diversite. Ainsi, selon la problematique
a laquelle on desire s'attaquer, on privilegiera une partie de la statistique plutot qu'une autre.
C'est pour cette raison que la premiere etape a franchir est de cemer plus precisement la
methode statistique appropriee a 1'objectifpoursuivi ainsi qu'aux donnees disponibles.
En ce qui nous conceme, nous nous interessons a des donnees economiques echelonnees sur
plusieurs amiees. II est alors judicieux d'opter pour les methodes statistiques non-
parametriques. Ce choix nous semble naturel dans la mesure ou il est delicat de supposer une
quelconque loi regissant 1'evolution des variables considerees. De plus, puisque nous
considerons un grand nombre d'individus (pays) et de variables, 1'approche exploratoire de
1'analyse des dormees s'avere etre la plus appropriee. En effet, 1'objectif principal de 1'analyse
des donnees consiste a extraire, d'un ensemble souvent vaste d'observations et de variables. Ie
maximum d'information afm de representer et d'interpreter les donnees dans les espaces
euclidiens de faibles dimensions.
Comme nous 1'avons mentionne dans 1'introduction, plusieurs techniques d'analyse de
domiees multidimensionnelles out ete introduites a travers Ie temps. On n'a qu'a penser a
1'analyse canonique, 1'analyse en composantes principales, 1'analyse des correspondances ou
encore 1'analyse discriminante. Notons que, par la suite, nous supposerons ces methodes
connues puisque notre objectif est d'approfondir une methode d'analyse factorielle
d'operateurs qui est une extension de ces demieres.
Pour ce faire, nous nous devons de consacrer ce premier chapitre a la presentation des outils
mathematiques qui se retrouvent a la base de 1'analyse factorielle d'operateurs. Ainsi, nous
debuterons ce demier en definissant les notions d'espace de Hilbert, d'operateurs lineaires et
de produit scalaire entre operateurs. Une section sera consacree aux operateurs de projection
avant de mettre un terme a ce chapitre en developpant les principaux operateurs associes a
chacune des methodes classiques de 1'analyse des donnees multidimensionnelles.
1.1 Espaces de Hilbert
Cette section est consacree a 1'introduction de la notion d'espace de Hilbert en se limitant
essentiellement a 1'enonce des proprietes des applications lineaires entre ces espaces qui seront
utiles par la suite. Certains auteurs preferent debuter avec la presentation des espaces
euclidiens puisque dans la pratique les donnees sont toujours de dimension finie, mais ce
choix demeure arbitmire lorsque I5 on obserye que tout espace euclidien est en fait un espace
de Hilbert de dimension finie.
Soit E un espace vectoriel quelconque defini sur Ie corps des complexes C. On appelle alors
produit scalaire defini sur ExE une fonne hermitienne definie positive que 1'on note de 1'une
des fa9ons suivantes :
V(;c, y) e £'x£' (^c, y) ou x'y
En d'autres termes un produit scalaire est une application n de ExE dans C qui fait
correspondre au couple (x,y) de ExE Ie nombre {x,y} tel que Vx,yeE et ^eC on a :
{x,y}^ = (y,x)^ symetrie
ou (y,x) represente Ie conjugue de {x,y)
(lx,y) = ^{x,y)
linearite en x et done en y par symetrie
{x+z'y).=^y).+{z'y).
(x,x) -0 <^> ^=0
ive
(x,x}^0
Deux vecteurs x et y de E sont dits Ti-orthogonaux si leur produit scalaire est nul: (x, y) =0.
Cette definition de 1'orthogonalite nous permettra alors d'etablir la notion d'independance
lineaire entre vecteurs.
On appelle norme induite par Ie produit scalaire n 1'application || • || de E dans R qui associe a
tout vecteur x de E Ie nombre reel || x ||^.= (x,x) . L'application || • || est effectivement une
nonne puisqu'elle satisfait les proprietes suivantes :
INI > o
\7t
N1 =0 <^> x=0
\n
Ux\\ = W\\x\\_ VX-GC
\7C I I II \\7C
\\x+y\i ^ IHL+M.
On dit qu'un espace vectoriel nomie E est complet si toute suite de Cauchy dans E converge
vers un element xeE. Ainsi, un espace vectoriel nonne complet E dont la norme est deduite
d'un produit scalaire est appele un espace de Hilbert (ou un espace prehilbertien complet). On
dit de plus qu'il est separable s'il admet un sous-ensemble denombrable dense dans E. Ce que
nous supposerons par la suite.
Par ailleurs, un ensemble fini ou denombrable de vecteur (ei, 62, ...) d'un espace de Hilbert E
dans lequel deux vecteurs quelconques sont Ti-orthogonaux ((e.,e,) = 0 Vz ^ j) est appele
ft
un systeme Ti-orthogonal. Si de plus chaque vecteur du systeme est de nonne unite, on dit alors
que Ie systeme est Ti-orthonorme.
Soient (ei, 62, ..., en) n vecteurs Ti-orthogonaux deux a deux formant une base de E (E de
dimension finie), alors cette base est dite Ti-orthogonale. Si, de plus, chaque vecteur ei est de
nonne 1, la base (ei, 62, ..., en) est dite Ti-orthonormee. Tout espace de Hilbert de dimension
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Voici maintenant quelques identites bien coimues qui s'avereront tres utiles dans la suite de
cet expose. Soient x et y deux elements d'un espace de Hilbert E, on a:
Inegalite de Cauchy-Schwarz
\{x'y). ^ N1 Ml
Inegalite du triangle (ou theoreme de Minkowski)
1^+A < IWI.+11);
Theoreme de Pythagore
x et y sont n — orthogonaux <=> \\x + y [" = \\x _ + \\y
\n 11-^ \\TC
Inegalite de Bessel
Soit x un vecteur de 1'espace de Hilbert E de dimension fmie ou infinie. Les composantes
{x,e^ de x sur un systeme orthonomie S de k vecteurs (ei, 62, ..., ek), k inferieur ou egal a la





Soit (ei, 62, ..., en) une base orthononnee de E de dimension finie n, alors pour tout x et y
appartenant a E on a :
(x'y). = T,{x'ei){y'ei)
;=1
Les demonstrations de ces resultats se trouvent dans de nombreux ouvrages dont ceux de
HALMOS [7] etRIESZ [14].
A tout espace vectoriel E muni d'un produit scalaire n on peut associer un espace vectoriel
dual E qui est 1'ensemble des applications Uneaires de E dans R, appelees formes lineaires
definies sur E : E = £-(E, R). On note (x,u) , la valeur de la forme lineaire u de E appliquee
au vecteur x de E. D'autre part, on sait que lorsque E est de dimension finie, E a la meme
dimension que E. Ainsi, a toute base (ei, 62, ..., en) de E on peut associer une base
\e[, e\,..., e\ ) de E"', appelee base duale de (ei, ei, ..., en), de la maniere suivante :
\/i=l,2,...,n i ,\ ^ 11 si i=j
ona {e,,e,) =(),; =<; _
y/=l,2,..,n """ v'^j/ vij |0 sinon
Puisque E est un espace de Hilbert, Ie produit scalaire n pennet de definir un isomorphisme
canonique entre E et son dual E . En effet, il suffit d'associer au produit scalaire n




On montre alors que % est un isomorphisme de E surE .
Dans la suite de cet expose on portera notre attention plus particulierement sur 1'espace de
Hilbert I/(^,T,J^) ou Q designe un ensemble quelconque, T une o-algebre de parties de Q et [i
une mesure de probabilite sur T. L^(Q,T,n) est en fait 1'espace des fonctions complexes
mesurables f sur Q, jLi-egales presque partout et de carre integrable (c'est-a-dire
[<»)| dju{Q)) <+ oo ). L'espace L (Q,T,|^) est ainsi 1'espace des classes d'equivalence pour
la relation "egalite jLi-presque partout" (c'est-a-dire qu'une fonction f est egale a une fonction g
en tous points excepte sur un ensemble de p-mesm-e nulle). Afin de simplifier la notation on
utilisera I/(0) pour representer L^(Q,T,^i). Finalement, on munira V(Q) d'un produit scalaire,
a valeur dans Ie corps C des nombres complexes, que 1'on definit par :
V^eZ2(Q)
'^,y)= L x{Q))y{Q)}djLi{co}v"/ J,^1—-^-^ V^GZ2(Q)
ou y(o)) represente Ie conjugue de y((o).
1.2 Operateurs lineaires sur les espaces de Hilbert
La section precedente nous a permis d'introduire la notion d'espace de Hilbert. Nous
presentons maintenant 1'un des principaux outils utilise dans ce memoire : les operateurs
lineaires. ( En effet, tout au long de ce texte nous utiliserons 1'appellation d'operateur pour
definir certains objets.) Ainsi, afin de familiariser Ie lecteur a cette notion, nous allons
consacrer une premiere sous-section a la definition d'un operateur ainsi qu'aux proprietes
generales qui en decoulent. Les sous-sections presenteront la theorie concemant les valeurs
propres, les vecteurs propres, les sous-espaces propres, Ie spectre d'un operateur et finalement,
la theorie entourant les operateurs d'Hilbert-Schmidt.
1.2.1 Definition d?un operateur et proprietes generales
Cette section a pour objectif la definition des principaux types d'operateurs utilises dans ce
memoire ainsi que 1'enonce des differents theoremes et proprietes rattaches a chacun d'eux.
Definition 1.1 (Operateur)
Soient E et F deux espaces de Hilbert. On dit que 1'application T est un operateur de E dans F
si T est une application lineaire et continue de E dans F. De plus, on defmit la norme de




Dans la suite de ce memoire on notera ^(E) 1'ensemble des operateurs definis sur 1'espace de
Hilbert E dans lui-meme.
Theoreme 1.1
Soient E un espace de Hilbert et deux operateurs S et T de ^(E). Si pour tout vecteur x et pour
tout nombre complexe a on pose (aT)(x)= aT(x), (S+T)(x)=S(x)+T(x) et (S°T)(x)=S(T(x)),
alors aT, S+T et SoT sont des operateurs de <£(E) tels que
||aT|| = \a\\\T\\
ll^+Tll^ll^ll+liril
115' oT\\<: \\S\\- ||r||
Le lecteur pourra se referer a SCHWARTZ [16] pour la demonstration de ces resultats.
Definition 1.2 (Operateur adjoint)
Soit T un operateur d'un espace de Hilbert E de dimension finie dans lui-meme. Un operateur
T satisfaisant:
{u,T(v)) = (T\u),v) \/ueE et Vv e E
est dit adjoint de T.
Le theoreme qui suit prend alors tout son sens en assurant 1'existence d'un T* unique.
Theoreme 1.2
Si T est un operateur d'un espace de Hilbert E de dimension fmie dans lui-meme, alors il
existe un unique operateur adjoint T defmi sur E.
Le lecteur peut consulter D.P. LACHAT [10] pour la demonstration de ce theoreme.
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Puisque la notion d'operateur adjoint conduit a celle d'operateur symetrique (il fera 1'objet de
notre prochaine definition) et qu'elle est utilisee pour definir un produit scalaire sur £(E), on
enoncera, sans demonstration, quelques proprietes concemant les operateurs adjoints.
Considerons deux operateurs dans un espace de Hilbert E de dimension finie ainsi qu'un
scalaire a. On obtient alors les proprietes suivantes :
a) (S+T)' =S' +T*
b) (aTY=aT' Va e C
c) (SoT^=T'eoS#
d) (T*)*=T
Definition 1.3 (Operateur symetrique)
Soit T un operateur defmi sur un espace de Hilbert E de dimension fmie. On dit que T est un
operateur auto-adjoint ou symetrique dans Ie cas reel lorsque : T = T
Definition 1.4 (Operateur inversible)
Soit T un operateur defini sur un espace de Hilbert E de dimension finie. On dit que T est un
operateur inversible s'il existe un operateur S (aussi note T ) de <£(E) tel que :
TaS=SoT=I
Definition 1.5 (Operateur orthogonal)
Soit T un operateur defini sur un espace de Hilbert E de dimension finie. On dit que T est un
operateur orthogonal lorsque :
{T(u),T(v))={u,v) \fueE et Vv e E
Autrement dit, un operateur orthogonal conserve Ie produit scalaire. De fa9on equivalente, on
dit que T est un operateur orthogonal lorsque : T = T-l
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Theoreme 1.3
Une condition necessaire et suffisante pour qu'im operateur soit orthogonal est que les images
des vecteurs d'une base orthonormee de E constituent une base orthonormee de E.
Demonstration:
La condition est evidemment necessaire.
Si (uj) j=l,2,...,p est une base orthonormee, (T(uj)) j=l,2,...,p 1'est egalement puisque
Vi=l,2,.,petVj=l,2,..,pona:
{T(Ui),T(u^ = (u,,u^ = §y




ou(uj) j=l,2,...,p et (T(M/))j=l,2,...,p sont des bases orthonormees.
Alors on peut ecrire
(T(4T(v))=^>,/?,=(»,v)
M
Done 1'operateur T est orthogonal.
D
Notons par ailleurs qu'un operateur T orthogonal possede la propriete de preserver les





Definition 1.6 (operateur positif)
Soit T un operateur defini sur un espace de Hilbert E de dimension finie. On dit que T est un
operateur positiflorsque : (T(u),u) ^0 \/u e E
1.2.2 Valeurs propres, vecteurs propres et sous-espaces propres.
Definition 1.7
Soit T un operateur d'un espace de Hilbert dans lui-meme (c'est-a-dire Te<£(E)). On dit que
XeC est une valeur propre de T s'il existe un vecteur non nul UGE, appele vecteur propre
associe a la valeur propre X, tel que T(u)=Xu.
Theoreme 1.4
Un operateur symetrique defmi sur un espace euclidien de dimension fmie p possede p valeurs
propres reelles qui peuvent etre distmctes ou non et p vecteurs propres orthogonaux deux a
deux.
Le lecteur trouvera une demonstration de ce theoreme dans M. QUEYSANNE [13].
Definition 1.8
L'ensemble des vecteurs propres associes a la meme valeur propre ^, forme un sous-espace
vectoriel de E, appele sous-espace propre, que 1'on note de la fa9on suivante :
E^ (T) = ker(T -Al) = {x e E|T(^) = Ax}
ou ker(T-?J) represente Ie noyau de T-XI
Void maintenant les enonces de quelques proprietes d'un operateur Te£(E) concemant les
valeurs propres, vecteurs propres et sous-espaces propres qui en decoulent.
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• Les valeurs propres d'un operateur T sont les racines du polynome caracteristique
PT(X)=det(T-U).
• Deux vecteurs propres associes a deux valeurs propres distinctes d'un operateur T sont
lineairement independants. De plus, deux vecteurs propres independants peuvent etre
associes a la meme valeur propre multiple.
• Les valeurs propres d'un operateur orthogonal sont necessairement egales a ± 1.
• Les valeurs propres d'un operateur symetrique positif sont toutes positives ou nulles.
• Soit T un operateur auto-adjoint ou symetrique dans Ie cas reel, alors les valeurs propres
sont toutes reelles.
• Si on considere un operateur T auto-adjoint ou orthogonal ainsi que deux vecteurs propres
Ui,U2 associes a deux valeurs propres ^1,^2 distmctes, alors les vecteurs propres ui et U2 sont
orthogonaux.
• Soit une suite de p sous-espaces propres E^,E^,...,E^ associes a p valeurs propres non
nulles distinctes ?Li,X2,...,^p, alors les sous-espaces propres E^,E^,...,E^ sont
orthogonaux et la somme des dimensions de ces sous-espaces propres est egale a la
dimension de E.
• Un operateur auto-adjoint est diagonalisable, c'est-a-dire qu'il existe une base orthononnee
de vecteurs propres.
1.2.3 Spectre d'un operateur
Definition 1.9
Soit T un operateur auto-adjoint defini sur un espace de Hilbert E. On appelle spectre de T
note ^(r) ou Sp(T), 1'ensemble des valeurs K telles que T-XI ne soit pas inversible.
On note que, dans Ie cas fini. Ie spectre n'est autre que 1'ensemble des valeurs propres. Par
centre, dans Ie cas infini, il se peut que Ie spectre contienne des elements autre que les valeurs
propres.
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1.2.4 Operateur de Hilbert-Schmidt
Theoreme 1.6
Soit T un operateur d'un espace de Hilbert E de dimension finie dans lui-meme (c'est-a-dire
Te £(E)) et soit (ei,e2,...,ep) une base orthonormee de E. La quantite suivante :
_p_£?
/=1
est alors independante de la base orthonormee choisie et ne depend que de T.
Demonstration:
Soit (81, E2,...,Sp) une autre base hilbertienne.
En vertu de 1'egalite de Parseval il vient:
^-.,. , . ,.Q _^f-£.l, . . .122:Wr=E|S|(^
7=1 /=1 V /=1/=1 \J=\
=t\t\{^^}}
j=i v /=i
=Sl^M2 V(4-u..... ./ V(.,^
7=1
Ainsi Ie theoreme est verifie puisque cette egalite ne depend pas des bases choisies.
D
Un operateur T est dit de Hilbert-Schmidt si ^||'^(e,)|| <°°- On appelle alors norme de
iel






Les operateurs de Hilbert-Schmidt de E dans lui-meme, que 1'on note L2(E), forment ainsi un
espace vectoriel norme complet. Autrement dit, un espace de Banach. Le lecteur peut trouver
la demonstration de ce dernier resultat dans SCHWARTZ [13].
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1.3 Produit scalaire entre operateurs
L'objectifde cette section est de definir Ie produit scalaire de Hilbert-Schmidt entre operateurs
ainsi que les proprietes qui en decoulent. On presentera d'abord la notion de trace d'un
operateur ainsi que certaines de ses proprietes. Par la suite on introduira la notion de produit
scalaire defmi sur 1'espace des operateurs symetriques. Get interet vient du fait que ce produit
scalaire est a 1'origine de la plupart des methodes d'analyse d'operateurs.
1.3.1 Trace d9un operateur
Definition 1.10
Considerons un operateur Te<£(E). Soit (ei,e2,...,ep) une base de E et designons par
\e[,e^,...,ep) la base duale correspondante dans E*. La trace de 1'operateur T est, par
definition. Ie nombre suivant:
tr(T)=-Z{T{e,),e:}
(=1
La trace de 1'operateur ne depend pas de la base dans laquelle les vecteurs sont representes.








= ^ (T(£j), Sj) puisque (^., 8j) est la coordonnee de £•* sur ^*.
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Voici maintenant quelques proprietes elementaires de la trace enoncees sans demonstration.
Soient S et T deux operateurs de £(E) et ^ un scalaire quelconque.
• tr(S+T)=tr(S)+tr(T)
• tr (n) =X tr (T)
• tr(T)=tr(tT)
Si S e ^(E,F) et si Te £(F,E) alors S ° T e £(F,F) et T° ^ e £(E,E) et on a
• iT(SoT)=ir(ToS)
Le lecteur peut consulter C. LAVIT [11] pour la demonstration de ces proprietes.
1.3.2 Produit scalaire de Hilbert-Schmidt
Definition 1.11
Soient S et T deux operateurs definis sur un espace de Hilbert de dimension p et soit
(ei,e2,...,€p) une base orthonormee quelconque. Le produit scalaire de Hilbert-Schmidt entre S
et T est defmi par 1'expression suivante :
<^L.,.=E<4M,))
y=i
En utilisant les proprietes des operateurs adjoints on peut reecrire Ie produit scalaire de






Le coefficient (^T oS)(e.), e.) represente la j coordonnee de \T oS)(e.) dans la base
(ei,e2,...,€p). Par definition, la somme de ces coefficients est la trace de T" o S . Dans Ie cas ou
les operateurs S et T sont symetriques, il est aise de voir que 1'expression de leur produit
scalaire n'est autre que la trace de T o S (ou de S o T ). D'ou 1'enonce suivant:
Theoreme 1.7
Considerons deux operateurs S et T dans 1'espace des operateurs symetriques de E. Le produit
scalaire de Hilbert-Schmidt est alors egal a la trace du produit de composition:
{S,T)^=tr{S.T)=tr(T.S)
On peut egalement exprimer Ie produit scalaire en fonction du spectre des operateurs. En
effet, la consideration des bases orthononnees de E (ui,U2,...,Up) et (vi,V2,...,Vp) constituees des





Par ailleurs, pour faire suite a la section 2.4 ainsi qu'au theoreme precedent, la norme de
Hilbert-Schmidt d'un operateur symetrique est egale a:
IMIL.=E^
)=1
Enfln, la propriete suivante est particuliere aux operateurs symetriques positifs.
Theoreme 1.8
Si S et T sont deux operateurs symetriques positifs de E, alors leur produit scalaire est positif
ou nul.
Demonstration:
La demonstration est evidente lorsque 1'on considere 1'expression du produit scalaire des






Etant donne que les valeurs propres /lyj==l,2,...,p et jUk k=l,2,...,p sont positives ou nulles, il
s'ensuit que Ie produit scalaire des operateurs S et T est egalement positifou nul.
D
En terminant, notons que 1'on doit porter une attention particuliere au fait que la trace du
produit de composition ne definit Ie produit scalaire de Hilbert-Schmidt que dans 1'espace des
operateurs symetriques (ce qui est suppose dans Ie cadre de ce memoire).
1.4 Les projecteurs
Nous consacrons cette quatrieme section a 1'etude d'une classe particuliere d'operateurs
symetriques : les projecteurs. L'importance des projecteurs vient du fait qu'ils sont tres
frequemment utilises en analyse des donnees. Ainsi, nous nous proposons dans cette section
d'etablir leurs principales proprietes, d'exposer Ie theoreme de decomposition spectrale qui en
decoule et de terminer avec la presentation de certains theoremes concernant la composition de
deux projecteurs.
1.4.1 Definitions et proprietes generales
Definition 1.12
Soit E un espace de Hilbert. On dit que P est un projecteur de £ (E) si P est un operateur
symetrique positif et idempotent (P =P). Un projecteur est done un operateur de projection
orthogonale.
Considerons un espace E de dimension p ainsi qu'un projecteur P de rang r (dim (Im P) = r).
Dans ce cas un projecteur P possede r valeurs propres egales a 1 etp -r valeurs propres egales
aO. Ainsi,
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VUG Im P on a P(u) = u
Vve Ker P on a P(v) = 0
Done Ker P = (Im P) ou (Im P)1 represente Ie sous-espace orthogonal a Im P. Cette demiere
propriete entraine evidemment que : E =ImP ® Ker P. Puisqu'il n'existe pas d'autre valeur
propre, on en deduit que la nonne de Hilbert-Schmidt du projecteur P est:
Ml ...=^
H.S.
1.4.2 Theoreme de decomposition spectrale d'un operateur symetrique
Theoreme 1.5
Soit T un operateur symetrique de E. Designons par ^^—^p ses valeurs propres
ordonnees (distinctes ou non) et soit (ej,e2,...,ep) une base orthonormee de vecteurs propres
associes. Soit A/ la valeur propre associee a ei et soit Pi Ie projecteur sur la droite vectorielle
engendree par ei. Alors si p est Ie rang de 1'operateur T, ce demier admet la decomposition
spectrale suivante :
p
\/xeE T=^A,J5. ou P,(x)=(x,e,)e,
(=1
Demonstration:
Soit x un vecteur quelconque de E.










puisque Ie nombre de valeurs propres non nulles est egal au rang de 1'operateur.
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Le vecteur (x, e^) e, etant 1'image du vecteur x par Pi, on en deduit la relation enoncee.
D
1.4.3 Composition de deux projecteurs
L'etablissement de certains resultats concernant la composition de deux projecteurs nous
permettra par la suite de resoudre Ie probleme pose par 1'analyse canonique ainsi que par les
methodes qui en decoulent: par exemple 1'analyse des correspondances et 1'analyse
discriminante. Considerons Pp et PG les projecteurs sur deux sous-espaces F et G ainsi que les
compositions de ces deux projecteurs : Pp ° PG et PQ o pp.
Theoreme 1.10
Les vecteurs propres associes aux valeurs propres non nulles de Pp o P^ appartiennent a F et
la restriction de Pp o P a F est symetrique.
Demonstration:
En effet on a :
• (Pp ° Pc) (x) = ^x => xeF puisque ^0
• VxeFetVyeF
((Pp o P^ )(x), ^) = (PQ (x), Pp (y}) puisque Pp est symetrique
= {PQ (x), y) puisque y e F
= (x, PQ (y)) puisque Pg est symetrique
= (Pp (x). Pc (y)) puisque x e F
= (x, (Pp o PQ )(y)) puisque Pp est symetrique




Les valeurs propres non nulles de Pp op et deP^ op sont egales et les vecteurs propres
correspondants se deduisent 1'un de 1'autre par projection.
Demonstration:
Soient X^O et xeF tels que :
(P^OP^X)=^C
On en deduit que :
(P^o P, o P^x) = yiP^x)
c'est-a-dire (P^ ° Pp )(P^ (x)) = AP^ (x)
La valeur propre K etant non nulle. Ie vecteur Po(x) est different de 0 et c'est un vecteur propre
de PQ o P associe a la valeur propre X.
D
1.5. Les principaux operateurs de I9 analyse des donnees
Les sections precedentes nous ont permis de definir les proprietes generales des espaces de
Hilbert et de developper une partie de la theorie concemant les operateurs lineaires.
Cependant, tout ceci s'est fait sans pour autant etablir un lien quelconque avec les analyses de
donnees multidimensionnelles. Aussi, 1'objectifde cette cinquieme et derniere section est de
montrer que chacune des methodes d'analyse des donnees revient simplement a faire 1'etude
d'operateurs particuliers. Pour ce faire, nous effectuons un bref retour sur les differents
espaces de base mis enjeu en analyse des donnees.
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1.5.1 Les espaces de base de Panalyse des donnees
En analyse des donnees, on dispose en general de plusieurs mesures (quantitatives ou
qualitatives) sur une population "d'individus". Par exemple, supposons que 1'on s'interesse a
un echantillon de proprietaires d'automobiles. A chaque proprietaire on demande son age, son
sexe, sa categorie socio-professionnelle (C.S.P.), son nombre d'enfants, etc. On a done un
tableau de domiees avec, par exemple, en colonne les differentes variables mesurees (age,
sexe, C.S.P., nombre d'enfants, etc.) et en lignes les individus interroges. A 1'intersection
d'une ligne et d'une colonne, on a la valeur d'une caracteristique pour un individu.
Soient x , ..., xj, ..., xp les variables mesurees sur une population de n individus. Un individu
ie {1,2, .. .,n} a donne la reponse x7 a la question (variable) xj. On dispose done d'un tableau











1.5.1.1 Representation des individus dans /RP
On suppose que chaque individu ie {1,2,.. .,n} est muni d'un poids pi > 0 et que ^P{ = 1. Par
i'=l
exemple, si tous les individus ont Ie meme poids, on a P{ =- Vz e {l,2,...,n}. Chaque
individu est alors represente, dans Ie cas ou les mesures sont quantitatives, par un vecteur de






On designe par N Ie nuage de points de Rp defini comme suit:
N=\{x,,p,) | x,eRP, p,>0, ^>,=1, Vz=l,2,...,?z
i'=l
Suivant les methodes, IRP est muni d'un produit scalaire TI associe a une quelconque matrice
symetrique definie positive A (A est la representation matricielle de 71). On note alors
(x,y) =xAy Vxetye Rp.
1.5.1.2 Representation des variables dans Rp
L'espace dual de Rp, note Rp , est 1'espace vectoriel des fonnes lineaires de IRP dans R. On
munit Rp de la base \e[,e\,...,ep) duale de la base canomque [e^ ,e^,..., ^) de Rp et puisque
10 si i ^ j
e.(e^=e^el'=\l sinon
on a
ej (xi) = ^ 11>^ I = S x^; (^) =x/
k=\ ) k=l
Ainsi, on peut identifier de fa9on naturelle les variables (x ,x ,...,xp) a la base duale
(e[,e^...,etp) dans la mesure ou xj(x^)= xj\ ^x^e^ = x{ est bien la valeur de laje variable
A=l
sur Ie ie individu. Dans la suite de cet expose, au lieu de \e[,e^,...,e ), on notera
[x ,x2,...,xp) la base de Rp duale de [e^,e^,...,e ).
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Par ailleurs, toute combinaison lineaire des variables est ainsi assimilee a un element
p
quelconque a de Rp defini par ^a^.x-' . Ainsi, sur un individu XieRP, la variable a prend la
M
p \ p p
valeur a(x^) = ^a^x-' \(xj)= ^<2^y(^,)= ^a^.x-l , ce qui represente bien une combinaison
.y=i ) 7=1 7=i
p_
lineaire des variables initiales. Done, toute nouvelle variable de la forme a =^a^xk sera
/c=l
consideree comme un element de Rp . Enfin, Ie produit scalaire n; permet de definir un
isomorphisme canonique (independant de toute base) entre Rp et son dual Rp . Pour ce faire on
definit, pour un vecteur u fixe, la forme lineaire Tin par:
VveR^ 7T,(v)=7T(u,v)
Par la suite, on peut considerer 1'application ft de IRP dans Rp definie par :
VM e R^ ;r(M) = ^
Cette application, dont la matrice associee dans les bases canoniques de Rp et Rp n'est autre
que A, est un isomorphisme entre Rp et Rp . De plus, 1'introduction du produit scalaire n
associe a la matrice A dans Rp permet de munir naturellement 1'espace Rp du produit scalaire
n associe a la matrice A .
1.5.1.3 Representation des variables dans R
Considerons 1'application lineaire de IRP dans R associee a la matrice X:
iRp*__,r
















ou ^ est Ie vecteur de R associe a la je variable et ou xj est Ie vecteur des coordonnees de xj
dans la base (x ,x ,...,xp). Autrement dit, la matrice des donnees Xn,p fait correspondre aux
vecteurs de la base de Rp les p vecteurs ^ , ^2,..., ^p eRn representant les variables dans R".







Le choix de cette metrique, en dehors de la simplicite des calculs qu'elle engendre, permet de
donner dans R un sens geometrique aux notions de variance, covariance et coefficient de
correlation lorsque les variables sont centrees sur la population totale. Dans ces conditions on











Ainsi, si ^p^ = 0 \/j =l,2,...,p on verifie aisement que la variance empirique de xj est
;'=1
egale au carre de la nonne de ^ e R:
Var(xJ)^p,(x^='^D^=yj\\
(=1
Par ailleurs, Ie produit scalaire entre ^ et ^ e IR" est egal a la covariance empirique entre les
variables xj et x sur la population:
Cov(xJ,xt)=^p,x{x;='^D^ ={fj^}^
(=1
Finalement, la correlation entre xj et x est egale au cosinus entre ^ et ^ e Rn:
^l)= ,c7(x::xl].=t&=^^)
^Var(x')Var[x1') \\fj\\\\f
1.5.1.4 Schema de dualite
D'apres les sections precedentes, dans 1'espace Rp, un individu i est represente par un vecteur
xi muni du poids pi. De plus, Rp est muni d'un produit scalaire TT associe a une matrice A
symetrique definie positive. D'autre part, dans 1'espace Rp , une variable xj est assimilee a
une forme lineaire et les p variables (x ,x ,...,xp) forment une base de Rp . On a aussi que Rp
est muni du produit scalaire TV associe a la matrice A . La matrice A (respectivement A )
defmit done de maniere naturelle un isomorphisme de Rp sur Rp (respectivement de Rp sur
Rp). Alors :
|R^—>R^
I u \—> a = Au
et
|R^ A-l >RP
a \-> u= A a
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Figure 2 : Relation entre les espaces /RP et /RP
D'autre part, dans Pespace R une variable est representee par un vecteur £,J et R est muni du
produit scalaire associe a la matrice diagonale des poids D. Comme on 1'a defini dans la
section precedente, il existe une application lineaire de IRP dans IRn associee a la matrice de
donnees Xn,p. Alors,
R^—>IR"
xj ^ ^ = Zxy
a \-> a = Xa
L'illustration de cette relation entre les espaces Rp et R est representee dans la figure 1.
Par symetrie, on peut egalement definir 1'espace R des formes lineaires sur IR . On peut
alors montrer, de la meme fa9on que precedemment, qu'il existe un isomorphisme entre IR et
R associe a la matrice D. Ainsi, a une base D-orthonormee de Rn, correspond une base duale
D -orthonormee de R .
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Par ailleurs, on peut finalement definir une application de R dans IRP en faisant correspondre
a ye R Ie vecteur z = Xy eRP. Cette application fait correspondre aux vecteurs de base de
R les vecteurs (xi,X2,...,Xn)eRP, c'est-a-dire les n vecteurs de Rp associes aux n individus.
Enfm, on resume habituellement ces relations entre ces differents espaces a 1'interieur d'un












Figure 3 : Schema de dualite
^
(Rn',D-1)
Notons que 1'on passe de Rp a Rp par 1'intermediaire de la matrice A tandis que 1'on passe
directement de IRP a Rp par Ie produit de composition : V= XDX ou V represente la matrice de
variance-co variance empirique lorsque les variables sont centrees.
De meme on passe de R a R par la matrice D tandis que 1'on passe directement de R a R
par Ie produit de composition : M=XAX ou M represente la matrice des produits scalaires
entre les individus.
1.5.2 Les operateurs de V analyse en composantes principales
L'analyse en composantes principales est 1'etude d'un vecteur aleatoire X centre et de carre
integrable defmi sur un espace probabilise (Q,T,(J-). Ce vecteur est a valeurs dans un espace
euclidien E, de dimension p, que 1'on identifiera a Rp muni d'un produit scalaire n et dont A
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represente la matrice associee par rapport a la base canonique. On peut caracteriser ce vecteur
aleatoire par deux operateurs : 1'operateur de covariance, defini sur Rp et 1'operateur de
produit scalaire defini sur 1'espace hilbertien des variables aleatoires reelles de carre integrable
L (Q) que 1'on a introduit au debut de ce chapitre.
1.5.2.1 Operateur de covariance
Definition 1.13
Soit u== (ui, U2..., Up) un vecteur de E==RP et soit X= t(Xi, X2,..., Xp) Ie vecteur aleatoire
considere. On definit la variable aleatoire notee u • X par:
V 69 e Q (u • ^)(6)) = M • Z(fi)) = ^, ^(60))
Considerons 1'application G de ExE dans R defmie par :
\/(u,v)eExE G(u,v)=E[{u-X){vX)]
Puisque les variables aleatoires u-Xei v'Xsoni centrees, G(u,v) est egal a leur covariance. De
plus, on verifle facilement que G est une forme bilineaire symetrique semi-definie positive.
On en deduit alors que 1'application Gu :
VveE G^(v) = G^v)
est une forme lineaire sur E. L'espace E et son dual etant isomorphes par 71 (voir section
1.5.1), on peut considerer 7T~1 (Gu), et 1'on a :
Vv e E 7T~1 (G, ) • v = G, (v) = G(u,v)
Au vecteur u de E on lui associe ainsi un autre vecteur de E donne par TC (Gy).
Definition 1.14
On appelle operateur de covariance du vecteur aleatoire X 1'operateur r deflni sur E par :
\/ueE r(u)=7T~'(G,)
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Notons que 1'operateur de covariance possede la propriete caracteristique suivante :
\fueE et \/veE r{u)-v = E[(u • X)(v • X}]
II en resulte done la propriete ci-dessous :
L'operateur de co variance F est symetrique semi-defini positif.
II est maintenant interessant d'utiliser cette propriete caracteristique afm d'associer a
1'operateur de covariance F une representation matricielle. Soit A une matrice defmissant
dans Rp un produit scalaire A-symetrique et semi-defini positif ainsi que deux vecteurs u et v
de E. II vient:
u-X=={u,X)=uAX=XAu






= VA(u) -v ou V = E[Z'^J est la matrice de variance - covariance
On en deduit alors que 1'operateur de covariance peut s'ecrire sous la fonne matricielle :
F=VA.
1.5.2.2 Analyse en composantes principales et operateurs de covariance
On se propose dans cette sous-section de montrer que 1'analyse en composantes principales
d'un vecteur centre X revient a 1'etude des elements propres de 1'operateur de covariance F.
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L'analyse en composantes principales d'un vecteur centre X consiste a detenniner une suite de
variables aleatoires non correlees deux a deux, combinaisons Uneaires des variables aleatoires
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initiales Xj- (done de la fonne u-X) et de variance maximale sous la contrainte \\u\\' =1.
L'operateur Y etant symetrique semi-defmi positif, il existe une base orthonormee constituee
par les p vecteurs propres ui, U2, ...Up associes aux valeurs propres ^1,^2, •••,^p ^ 0. Ainsi, en
vertu du theoreme de decomposition spectrale il vient:
p_
r = ^ 2^. P^ ou P,, designe 1' operateur de proj ection orthogonale sur Uj.
y=l
Chercher la premiere composante principale revient a determiner Ie vecteur u tel que
T(u)-u = E(u-X) = Var(M-JO soit maximale. Soit u un vecteur unitaire de Rp et soit ui, U2, ...Up





r(u) = T,ajr(uj) = Z aj/ijuj
M 7=1
_p_ } I p
F{u)-u=\^a^u, |.| ^a,u, |=S^2A,
.M ; \k=i } M





L'egalite a A? ay ant lieu pour u=ui. Ie vecteur unitaire u de Rp qui maximise la variance de M-JT
n'est autre que Ie vecteur propre ui de 1'operateur Y associe a la plus grande valeur propre /I;.
Le vecteur ui de E porte Ie nom de 1 axe principal d'inertie et ci=urXportG Ie nom de lre
composante principale.
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Dans un second temps on cherche une nouvelle combinaison lineaire u-X des variables
Xi,X2,...,Xp non correlees a U7-^(c'est-a-dire E[(ui 'X)(u •X)]==0 et de variance maximale sous
la contrainte IMJ = 1 . Alors,
E[(u^ • X)(u • X)} = T(u^ )-u = ^(u^ • u) => u^-u =0
Ainsi, la solution du probleme doit se chercher dans Ie sous-espace orthogonal a ui, que 1'on
note uf~.
On peut alors iterer Ie procede en se pla9ant dans 1'orthogonal de ui et U2, de ui, U2 et us, etc.
II apparait que Ie vecteur cherche est a chaque fois Ie vecteur propre suivant et que la variance
de la composante principale est egale a la valeur propre correspondante. Le processus s'arrete
lorsque 1'on decouvre la premiere valeur propre nulle, les composantes principales etant alors
de variance nulle, done constantes et egales a 0 puisque centrees avec probabilite 1.
On peut done resumer cette methode iterative a 1'interieur du theoreme qui suit:
Theoreme 1.12
Les composantes principales d'un vecteur aleatoire centre X= (Xi,X2,...,Xp) sont egales aux
variables aleatoires C<=u^X £=l,2,...,p ou les vecteurs u^ appeles vecteurs principaux, sont
les vecteurs propres unitaires de 1'operateur de covariance Y de X associes a la t valeur
propre X^ non nulle (Xi>^2^...^^p). De plus, la composante principale C^ est de variance ^
^1,2,...,p.
1.5.2.3 Operateur deproduit scalaire
Comme on 1'a mentionne au debut de cette sous-section concemant 1'analyse en composantes
principales, deux types d'operateurs peuvent etre utilises afm de caracteriser un vecteur
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aleatoire X. Le premier etant 1'operateur de covariance, on abordera ici Ie second a savoir
1'operateur de produit scalaire. Cette approche de F analyse en composantes principales
consiste a etudier la population sur laquelle sont definies les variables aleatoires Xj. En
general, on se place dans Ie cas d'un nombre fmi d'individus, ce qui pemiet d'identifier L (Q)
avec R et 1'operateur de produit scalaire est alors appele operateur d'ESCOUFIER [5].
Definition 1.15
On appelle operateur de produit scalaire associe a Y, 1'operateur T de L2(Q) (ou de Rn) tel
que :
VYeL2(Q) VF(Y) = E(YX)-X ou E(YX) = t(E(YXi), E(YX2),..., E(YXp))
et X represente un vecteur aleatoire centre
On defmit alors la variable aleatoire E(YX)-X de la £09011 suivante :
Vo G 0 (E(YX).X) (co) = E(YX)-X (co)
De plus, la variable aleatoire T(Y) est centree et de carre integrable et, tout comme dans Ie cas
de 1'operateur de covariance, 1'operateur IF de L (Q) est symetrique semi-defmi positif.
Par ailleurs, afin de faciliter 1'interpretation de 1'operateur de produit scalaire IF, on peut,
comme pour 1'operateur de covariance, lui associer une representation matricielle dans Ie cas
ou L (^)«Rn. Soit A une matrice definissant dans Rp un produit scalaire A-symetrique et
semi-defini positif. L'espace R , repere par rapport a sa base canonique, est muni de la
metrique diagonale des poids suivante :
D=\ 0 p,
0 ... 0 p,
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La variable aleatoire VF(Y) a pour expression:
p p
f{Y)= E[YX\X = Y^E\YX,}a^,
j=\ k=\
ou fljk represente Ie terme de la matrice A situe a 1'intersection de la je ligne et de la ke colonne.
Ainsi, la valeur de la variable aleatoire IF(Y) pour la ie observation est donnee par :
>W)=EZ|E^^bA







On remarque que ^^X^a^X^ est Ie produit scalaire entre les obseryations t et i du
7=1 k=\
vecteur aleatoire X. En designant par M la matrice de format nxn des produits scalaires entre




ou MI( est 1'element de la matrice M situe a 1'intersection de la i ligne et de la t colonne et





On en deduit alors que 1'operateur de produit scalaire peut s'ecrire sous la forme matricielle
IF=MD ou M represente la matrice des produits scalaires entre les observations.
1.5.2.4 Relation entre I'operateur de covariance et I'operateur deproduit scalaire
Cette demiere sous-section concemant 1'analyse en composantes principales a comme objectif
d'enoncer et demontrer un theoreme qui relie les elements propres de ces deux operateurs.
Theoreme 1.13
L'operateur de produit scalaire XF defini sur L2(Q) (Rn ) et 1'operateur de covariance r defini
sur E (Rp) admettent les memes valeurs propres non nulles et les vecteurs propres C de VP se
deduisent des vecteurs propres u de F par la relation : C = u-X
Demonstration:
Soit u un vecteur propre de Y associe a une valeur propre ^ non nulle : F(u)=?iu. On considere
Y=u-X. L'image de Y par VF est alors VF(Y)=E[YX]-X. Le recours a une base orthonormee




















La variance de Y=u-X etant egale a K^O, Y n'est pas egal au vecteur nul. C'est done un
vecteur propre de IF associe a la valeur propre X. Reciproquement, soit Y un vecteur propre de




On montre alors que u = E[YX] est un vecteur propre de F associe a la valeur propre ^.

















Le vecteur u est non nul puisque, par hypothese, Y est non nul.
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Notons, en terminant, qu'une consequence immediate de ce theoreme est que les composantes
principales d'un vecteur aleatoire X sont les vecteurs propres de Poperateur de produit scalaire
normes par la racine carree de la valeur propre associee.
1.5.3 Les operateurs de I5 analyse canonique
L'analyse canonique est une methode d'analyse factorielle permettant de comparer deux
ensembles de variables definies sur Ie meme espace probabilise. Comme nous 1'avons
mentionne dans 1'introduction, 1'analyse canonique mise au point par Hotelling en 1936 est
Pune des premieres methodes a voir Ie jour. Malheureusement, on trouve peu d'applications
pratiques de cette methode en raison surtout de la difficulte d'interpretation des resultats
qu'elle donne. Cependant, plusieurs methodes plus utilisees, comme 1'analyse des
correspondances et 1'analyse discriminante, peuvent etre considerees comme des cas
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particuliers de 1'analyse canonique. D'ailleurs, les deux prochaines sous-sections sont
consacrees exclusivement a ces deux methodes.
1.5.3.1 Aper^u de la demarche
Soit (CI,T,^) un espace probabilise sur lequel on considere deux ensembles de variables
aleatoires (Xi,X2,...,Xp) et (Yi,Y2,...,Yq). On suppose que les variables aleatoires Xi i=l,2,...,p
et Yj j=l,2,...,q sont centrees et de carre integrable. Autrement dit, Xi i=l,2,...,p et Yj
j=l,2,...,q appartiennent a L (Q) qui est en general associe a Rn. On appelle F (respectivement
G) Ie sous-espace de I/(Q) engendre par les Xi (respectivement les Yj).
L'analyse canonique se propose d'etudier les positions respectives des sous-espaces F et G de
L (^). II est intuitivement clair que F et G seront "proches" si Pp et PG se "ressemblent". Afm
de donner un sens a cette remarque, designons par 3(E) 1'ensemble des operateurs
symetriques definis sur un espace euclidien quelconque E de dimension finie. On utilise alors
Ie produit scalaire de Hilbert-Schmidt que 1'on a introduit a la section 1.3.2 et qui se definit,
pour deux elements *S' et T de e5(E), de la fa9on suivante :
{S,T)^=tr(S.T)=tr(T.S)
Rappelons que la consideration des bases orthononnees de E (ui,U2,...,Up) et (vi,V2,...,Vp)
constituees des vecteurs propres de S et T associes aux valeurs propres (^1,^2, •••>^p) et











On dispose done d'un instrument pour mesurer la proximite entre deux projecteurs S et T de
meme qu'entre Im(S) et Im(T).
En analyse canonique on cherche les couples (Uk,Vk) de FxG de correlation maximale
(p^(Uic,Vk) maximum) sous les contraintes d'orthonormalite ci-dessous :
E(U,U,)=E(V,V,)=Sl,=\\ "J^' k=l,2,...,min(p,q)
smon
La premiere iteration revient a resoudre Ie probleme de maximisation qui suit:
maxE{U^)
M2=r,r=i
U, e F, V, e G
Par la suite, les autres iterations prennent en compte comme contraintes supplementaires la
non-correlation aux variables aleatoires deja calculees.
D'autre part, precisons que les variables Uk et Vie determinees par la resolution du programme
precedent presentent une correlation positive. En effet, soit CUr,Vr) Ie demier couple de
correlation strictement positive, on a :
E{U^,V^O ^ E(-U^,V^O
Les variables aleatoires -\Jr+\ et Vr+i etant non correlees aux precedentes, on en deduit par
definition de r que : E(U,.+^, V^ ) = 0.
Enfin, notons qu'il est possible d'exprimer Ie probleme pose par 1'analyse canonique en
termes d'operateurs de projection orthogonale. Le coefficient de correlation entre Ui et Vi
etant positif, il revient au meme de maximiser son carre. Designons par Py etPylGS











-J- ^ T^lNotons que Uf~ et V^~ sont sous-espaces propres associes a la valeur propre ^=0 des operateurs
P^etP^.
Le probleme revient done a determiner une suite de couples de projecteurs Py ,etPy, de
cosinus maximal telle que :
{pu,. pu,. )g^. = {p^ ' PVk- IH.S. = 5k
1.5.3.2 Resolution mathematique
Rappelons que 1'objectifpoursuivi consiste a determiner les vecteurs UieF et VieG tels que
Ui et Vi soient les vecteurs propres des operateurs de projection. Designons par F+G 1'espace
defini par {x+y | xeF et yeG} et notons par Pp et Po les restrictions des projecteurs sur F et G
au sous-espace F+G de I/(0). On salt que les restrictions des operateurs Pp o P^ et Py0 Pp a
G et F sont symetriques et positives.
On suppose Ie probleme resolu, a savoir que Ui et Vi sont unitaires et de covariance
maximale. On complete {Vi} par q-1 vecteurs orthonormes {V2,V3,...,Vq} de G de sorte que













L'inegalite stricte ne peut avoir lieu car (Ui,Vi) est solution du probleme et non (Ui,Po(Ui)).
Par consequent, les variables aleatoires Ui et V^ -^=2,3,...,q sont non correlees (c'est-a-dire
W=2,3,...,q E(UiV^)=0) et on a :
P,(U,)=E(U^)^
Le probleme etant symetrique, on peut completer Ui par p-1 elements de F afm d'obtenir une
base orthonormee {Ui,U2,...,Up} de F et on obtient suivant la procedure precedente :
E(V,U,)=0 \/k=2,3,...,p
P,(V,)=E(U^)U,
On aboutit enfin au resultat suivant:
(^ ° PO \U,) = E(U^ ~}P, (V, ) = (£([/,F, ))2 0,
{PO ° PF \^) = £(^F, )P, ([/,) = (E(uy, ))2 r,
La demarche presentee ci-dessus a etc effectuee dans Ie cas particulier du premier couple de
variables aleatoires (Ui,Vi). Notons cependant que cette resolution peut facilement se
generaliser afin de determiner les couples (Uk,Vk) subsequents. Le theoreme qui suit presente
les resultats principaux permettant de resoudre Ie probleme portant sur un couple de variables
aleatoires (Uic,Vk) quelconque.
Theoreme 1.14
Les variables aleatoires Uk et Vk k=l,2,...,min(p,q) centrees reduites, de correlation maximale
et non correlees deux a deux sont vecteurs propres des operateurs Pp o P^ et Py o py associes
aux valeurs propres Xk k=:l,2,...,min(p,q) ordonnees par valeurs decroissantes. Les carres des
coefflcients de correlation sont egaux aux valeurs propres correspondantes.
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Definition 1.16
Les variables Uic et Vk sont appelees caracteres canoniques. Le coefficient E(UkVk) est appele
coefficient de correlation canonique.
Enfin, on termine cette section avec un theoreme qui permet d'exprimer Ie produit scalaire
entre les operateurs de projection Pp et Po en fonction des valeurs propres associees aux
caracteres canomques.
Theoreme 1.15
Soient Pp et PG les operateurs de projection orthogonale sur les sous-espaces F et G engendres
par les variables aleatoires (Xi,X2,..,Xp) et (Yi,Y2,..,Yq). Soient (Ui,Vi),(U2,V2),..,(Ur,Vr)
r=min(p,q) les paires de variables canoniques associees aux valeurs propres Xi^X2^...^^0-
Alors, Ie produit scalaire des projecteurs sur F et G est egal a la somme des carres des
coefficients de correlation canonique. En d'autres termes :
r
{PF . PG )n.s. = Z ^ ou r = min (P'^)
k=l
Demonstration:
Le produit scalaire entre les operateurs de projection Pp et PG est donne par 1'expression
smvante :
p _g_
(^pp, PQ ^ ^ = s s aj^t {^j' ^ ) ou aJ e^ P^ son^ ^es valeurs propres de Pp et Po.
7=1 t=\
Or, par construction des Uj et V<, on a :






















(^,7^)^ = ^A^ OM r = minfo^)
k=l
D
Nous nous proposons dans les deux prochaines sections d'etudier les operateurs
caracteristiques de deux methodes considerees comme des cas particuliers de 1'analyse
canonique : 1'analyse factorielle discriminante et 1'analyse factorielle des correspondances. La
presentation de ces methodes nous amene cependant a munir les espaces Rp et Rq d'une
metrique particuliere appelee metrique de Mahalanobis. La sous-section qui suit a done pour
objectif d'exposer la theorie relative a cette nouvelle metrique afin de faciliter la
comprehension des sections subsequentes.
1.5.3.3 Metrique de M^ahalanobis
Soit X=(Xi,X2,...,Xp) un vecteur aleatoire a valeurs dans Pespace E=RP muni du produit
scalaire TT. On note F Ie sous-espace de I/(Q) engendre par les variables aleatoires Xj
j=l,2,...,p supposees lineairement independantes.
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Definition 1.17
On appelle metrique de Mahalanobis Ie produit scalaire 71 defini sur E tel que :
V(u,v) eExE 7T(u,v) = u -v = ^[(^ . ^) (y • ^)]
On peut done considerer la metrique de Mahalanobis sur Rp comme induite par Ie produit
scalaire defini sur I/(Q). En particulier, la contrainte E(u • XY =1 dans L^(Q) correspond a
= 1 dans Rp. L'operateur de covariance F du vecteur X verifle par definition :
r(u)-v=E[(u-X)(vX)]
L'operateur de covariance est done egal a 1'identite. Ceci revient done a choisir dans Rp la
metrique associee a V-l (F=VA=I).
1.5.4 Les operateurs de I5 analyse discriminante
Comme nous 1'avons mentionne dans la section precedente, 1'analyse discriminante peut etre
consideree comme etant un cas particulier de 1'analyse canonique. En fait, elle consiste a
effectuer une analyse canonique entre un ensemble de variables quantitatives et 1'ensemble de
variables indicatrices d'une seule variable qualitative qui dans la pratique represente chacune
des modalites d'appartenance a une classe ou un groupe. La procedure revient done a etudier
les operateurs de projection de I/(Q) sur Ie sous-espace F engendre par les variables
quantitatives (Xi,X2,...,Xp) et sur Ie sous-espace G engendre par les variables indicatrices
(Yi,Y2,...,Yq).
En prmcipe, les deux vecteurs aleatoires doivent etre centres. Dans Ie cas particulier de
1'analyse discriminante, il suffit de centrer uniquement les variables quantitatives en vertu du
fait que la variable aleatoire 1 est orthogonale au sous-espace F (E(lXj)=0 Vj=l,2,...,p).
D'autre part. Ie sous-espace G contenant la variable aleatoire 1 qui est la somme des variables
indicatrices, les variables canoniques de G sont aussi centrees.
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Si on designe par (Ui,Vi) la premiere paire de variables canoniques (Ui GF et Vi eG) et par Pp
et PG les operateurs de projection sur les sous-espaces F et G on obtient que :
PG(Ui)=E(UiVi)Vi
PF(Vi)=E(UiVi)Ui
Les espaces IRP et Rq etant munis des metriques de Mahalanobis on a:
Ui==urX |kf=l
Vi=vrY |kf=l
On considere les variables aleatoires Y^ de G qui se definissent comme suit:
Y.
\/£=l,2,...,q 7,= ou ps = E(Y^)
Ainsi, en considerant les proprietes de Y^ [\\Y^ = E(Y^)=E{Y^)= p^ Ie systeme {^'





E(U,Y,) = E[E{U, Y. \Y,)] = ^,£[[7, |y< = l]
pM)=^4piE[U^Y<=l}Yi
t=\






On reconnait ici la variance interclasse de Ui, egale au carre du coefficient de correlation
canonique ^i. La variance totale de Ui etant egale a 1, on retrouve Ie critere classique de
1' analyse discriminante qui est la maximisation du rapport de la variance interclasse a la
variance totale (ici egale a 1).
1.5.5 Les operateurs de 1'analyse des correspondances
Tout comme 1'analyse discriminante, 1'analyse des correspondances peut etre consideree
comme un cas particulier de 1'analyse canonique. En fait, 1'analyse des correspondances
donne la repartition d'une population suivant les modalites de deux variables qualitatives X et
Y. II est done naturel, atm de comparer ces deux variables, d'effectuer 1'analyse canonique
des vecteurs definis par les variables indicatrices de leurs modalites.
Soient F et G les sous-espaces de L^(C1) engendres respectivement par les variables aleatoires
reelles Xj j=l,2,...,p et Y^ ^=1,2,...,q. Les domiees initiales se presentent sous la fomie d'un
tableau de contingence exprime de la fa9on suivante :













ou ny represente Ie nombre d'individus possedant a la fois Ie caractere i et Ie caractere j.
Generalement, on effectue une transformation de ce tableau atm d'obtenir une nouvelle
stmcture des donnees que 1'on appelle : codage disjonctif complet des donnees. Le tableau
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logique ou disjonctifcomplet est un tableau compose de donnees lineaires, c'est-a-dire codees
0 ou 1. La donnee situee sur la ligne i et dans la colonne j vaut 1 ou 0, selon que Ie caractere i
est present ou non dans Ie caractere j. Cette nouvelle stmcture peut etre representee, a titre





































000 0 0 1
= Tableau disjonctif complet
ou X et Y sont des matrices de formats respectifs nxp et nxq lorsque n est Ie
nombre d'individus total
Ainsi, F analyse des correspondances consiste en 1'analyse canonique des variables Xj-
j=l,2,...,p et Y(, ^=1,2,...,q. En prmcipe, 1'analyse canonique doit etre effectuee sur des
variables centrees. Dans Ie cas particulier de 1'analyse des correspondances, cette remarque
n'a pas d'importance puisque la variable aleatoire 1 est la somme des Xj- j=l,2,...,p et est
egalement la somme des Y^ ^=1,2,...,q. 1 appartient done a FnG et Ie couple (1,1) est Ie
premier couple canonique avec un coefficient de correlation canonique egal a 1 :
PF°PG(I)=PF(I)=I
On retrouve ici la notion de vecteur trivial et de valeur propre triviale egale a 1. Les autres
caracteres canoniques etant orthogonaux a 1, il vient:
V k= 2,3,.,min(p,q) E(Ukl) = E(Vkl) = 0
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Us sont evidemment centres et 1'esperance de leur produit est egale a leur coefficient de
correlation (E(lJ^)= p(u^,V^)). Les espaces Rp et Rq etant munis des metriques de
Mahalanobis on a:
^
U^ =u^ -X \\uAV =1
v.=v.-Y ikir=i
k - wk
^ = vk' ^ \\v  |
Les caracteres canoniques donnent des bases orthonormees de F et G les plus proches 1'une de
1'autre au sens de I/(0). II est done naturel de vouloir comparer les deux representations de F
et de G.
Afin de representer la modalite Y^ dans 1'espace F engendre par les Xj- j=l,2,...,p, on utilise la
base des caracteres canoniques Uk de F. II s'ensuit que les coordonnees de Y^ sont les
covariances E(Y^Uk). Or Ie sous-espace G se decompose en somme directe :
G=Gr@G^
ou Gr est Ie sous-espace de G engendre par les Vie k=l,2,...,p=min(p,q).
Suivant cette decomposition et en utilisant des notations evidentes on a:










ou 2^ est la ke valeur propre de 1'operateur Pp o PQ
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Les coordonnees dans Ie systeme orthonorme (Uk) k=l,2,,...,r de la projection de Y^ sur F sont
done egales aux produits de ses coordonnees dans Ie systeme orthonorme (Vie) k=l,2,...,r par Ie
coefficient de correlation canonique correspondant. On justifie ainsi la procedure de
representation simultanee utilisee en analyse des correspondances.







p -t = s ^7,^ (poids de la modaliteY^)
7=1
Les systemes r^/_i j=l,2,.,p et
sous-espaces F et G.
II s'ensuit que :
?=l,2,...,q sont des bases orthononnees des
p 1
(p.'p.}»..=ttaA( '/^'y^-) °" a,=1 v/'=iA...,p


















Finalement on retrouve une propriete connue de 1'analyse des correspondances. Le produit
scalaire des operateurs Pp et PG est egal au ^ de Yule (c'est-a-dire Ie ^ de contingence divise
par n) auquel s'ajoute la constante 1. On peut done interpreter ce ^ en terme de somme des
coefficients de correlation canonique (les valeurs propres), la constante 1 correspondant a la
valeur propre triviale.
Cette section cloture Ie premier chapitre de ce memoire qui consistait a faire un survol des
methodes classiques en analyse des donnees tout en etablissant les liens etroits avec la notion
d'operateur. II s'avere maintenant interessant de generaliser ces methodes afin d'effectuer
1' analyse simultanee de plusieurs tableaux de donnees caracterises par les operateurs qui leur
sont associes. C'est en fait ce que nous nous proposons de faire dans Ie prochain chapitre qui





Dans Ie chapitre precedent, nous avons presente les outils mathematiques utilises en analyse
des donnees et precise les differents types d'operateurs utilises dans les methodes classiques
d'analyse de donnees. Cependant, il arrive frequemment qu'en pratique on soit confronte non
pas a un seul tableau de donnees, mais bien a une suite de tableaux souvent indices par Ie
temps comme nous Ie presente la figure 4 suivante :
Figure 4 : Concept de I'analyse factorielle d'operateurs
A titre d'exemple, on peut considerer Ie cas d'une etude economique ou 1'on pourrait analyser
Ie comportement de certaines actions boursieres par rapport a certaines variables telles Ie
volume des transactions. Ie prix de Faction, la variation lors de la derniere periode, etc. Par
ailleurs, on peut aussi considerer Ie cas d'une etude sur 1'efficacite de differents traitements
medicaux ou 1'on pourrait analyser les reactions et Ie retablissement des patients a travers des
controles periodiques caracterises par un certain nombre de variables. Dans ces deux cas, les
methodes classiques decrites au chapitre precedent s'averent inadequates. II convient alors de
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generaliser ces methodes afin de pennettre 1'etude simultanee de plusieurs tableaux de
donnees. Connaissant les techniques portant sur un seul tableau, 1'idee principale de cette
generalisation consiste a resumer 1'ensemble des tableaux de donnees par un unique tableau
sur lequel on effectue 1'analyse en s'inspirant des techniques traditionnelles. Dans cette
perspective, on represente chaque tableau de donnees par un operateur contenant toute
1'information incluse dans ce demier. Ainsi, les notions introduites dans Ie premier chapitre
s'avereront tres utiles dans Ie developpement qui va suivre.
Comme nous 1'avons mentionne dans 1'introduction, il existe plusieurs methodes d'analyse des
donnees permettant de resoudre ce type de probleme. En ce qui nous conceme, notre attention
se portera plus particulierement sur la methode d'analyse conjointe de tableaux quantitatifs
nommee STATIS [17] (Stmcturation des Tableaux A Trois Indices de la Statistique).
Cependant, en tant que statisticien, nous cherchons toujours une nouvelle fa9on d'analyser les
donnees atm de decouvrir certains elements qui nous auraient echappes. L'extension de
Fanalyse factorielle d'operateurs que nous proposons est une nouvelle technique qui nous
permet justement de recuperer une certaine quantite de cette information qui etait jadis
consideree comme perdue. Notons par contre que cette nouvelle analyse ne se veut en aucun
point etre une methode alternative a STATIS. Au contraire, 1'extension de 1'analyse factorielle
d'operateurs est tout simplement une methode complementaire.
Alors, puisque les fondements de cette nouvelle technique reposent sur la methode d'analyse
conjointe de tableaux quantitatifs, nous nous proposons de scinder Ie contenu de ce chapitre en
deux parties. La premiere partie nous pemiettra alors d'exposer la theorie entourant la
methode d'analyse factorielle d'operateurs, tandis que la seconde sera utilisee afin de definir Ie
concept de 1'extension de 1'analyse factorielle d'operateurs que nous proposons ainsi que la
theorie sous-jacente a cette demiere.
Notons enfm qu'a 1'interieur de ce chapitre nous allons illustrer les principaux objectifs de ces
methodes en faisant reference a 1'exemple pratique suivant: on considere 1'etude du
comportement de cinquante actions boursieres d'entreprises canadiennes sur une periode de
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quinze ans. Les actions boursieres representent les "individus" tandis que les variables sont Ie
volume annuel des transactions, Ie prix moyen de 1'action, la variation lors de la demiere
periode, etc. Un tableau resume alors, pour une annee donnee, la ventilation des differents
criteres boursiers (variables) de chaque action (individus).
2.1 Analyse factorielle d'operateurs
La methode d'analyse des donnees STATIS nous propose trois types d'approches :
1'interstmcture, Fmtrastmcture et les trajectoires. L'interstmcture analyse 1'evolution globale
du phenomene de 1'etude en tenant compte de tous les tableaux. L'intrastmcture analyse la
structure des individus a 1'interieur d'un meme tableau. Afin d'effectuer cette analyse, nous
nous devons d'avoir un individu representatif. Nous allons done etudier 1'individu
"barometre" d'un tableau, un individu qui represente la tendance moyenne. Le tableau
comprenant cet individu "imaginaire" ainsi que les autres individus "moyens" est appele Ie
compromis. Une fois cette etape effectuee, nous pourrons analyser 1'intrastmcture.
Finalement, les trajectoires nous amene a suivre un individu a travers les tableaux et par Ie fait
meme, de predire quel pourrait etre son "etat" au prochain tableau. En resume, la methode
STATIS est une extension de 1'analyse des donnees a un ensemble plus general que peuvent
1'etre des ensembles d'individus ou de variables.
Nous nous proposons done dans la suite de cette premiere partie de presenter chacun de ces
principaux aspects de la methode STATIS de fa9on plus detaillee.
2.1.1 Interstructure ~ Operateur caracteristique
L'objectif de Finterstmcture est de comparer globalement les T tableaux de donnees en les
representant par T points dans une (ou plusieurs) image(s) euclidienne(s) plane(s). Son
utilisation nous pennet alors de deceler les proximites et les differences entre les tableaux,
sans cependant pouvoir donner de description fine des elements qui les differencient. Afin de
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concretiser ce que represente cette analyse, reprenons 1'exemple introduit precedemment
concemant les actions boursieres d'entreprises canadiennes. Cette etude economique porte sur
quinze tableaux croisant les cinquante actions boursieres et les differentes variables et ou
chaque tableau represente une annee particuliere. L'interstmcture permet alors de reperer
quelles sont les annees dont Ie portrait boursier est similaire ainsi que celles ou Ie portrait
differe. De plus, par 1'entremise de cette analyse on peut verifier si 1'evolution des tableaux au
cours des annees est reguliere ou non. Bref, 1'interstmcture permet de faire une analyse
globale de 1'etude en question.
Nous allons maintenant faire 1'etude de 1'interstructure en utilisant la notion d'operateur que
nous avons introduite au chapitre precedent. On considere tout d'abord une famille {Fi}
i=l,2,...,lc d'operateurs symetriques definis sur un meme espace hilbertien E et soit
u=(ui,U2,...,Uk) un vecteur de R . On definit Foperateur u • F de E de la fa^on suivante :
k
\/x e E (u • r)(x) = ^ «,r; (x)
;=1
uT est symetrique. En effet :
k






On defmit 1'application F : Rk xRk ->R par :
VM e Rk, Vv e Rk F(u,v} = (u • F,v. F}
•, • ) ^ p est defini a la section 1.3.2)
Cette application est evidemment une application bilineaire symetrique.
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Ainsi, si on precede comme en analyse en composantes principales, on peut definir pour un
uelRk donne la fonne lineaire Fu comme suit:
VveRk Fu(v)=F(M,v)
Les espaces Rk et Rk* etant isomorphes, il existe un vecteur unique o(u) e Rk tel que:
Vv e RA o-(u) • v = F(u, v) = {u -r,v • r)^
Definition 2.1
L'application a definie ci-dessus porte Ie nom d'operateur caracteristique de la famille {Fi}
i=l,2,...,k et conduit a la notion d'interstmcture de celle-ci.
En raison du fait que : a(u)-v = F(u,v) = F(v,u) = a(v)-u et que : a(u)-v = F(u,v) > 0, il est aise
de voir que 1'operateur caracteristique est un operateur symetrique defini positifde IR .
Comme en analyse en composantes principales, on cherchera les vecteurs propres et les
valeurs propres de a qui nous pennettront de mettre en evidence les operateurs prmcipaux qui
jouent Ie role des composantes prmcipales introduites dans Ie premier chapitre. Les operateurs
principaux peuvent etre detennines en resolvant, de maniere iterative et sous contraintes
d'orthogonalites. Ie probleme d'optimisation suivant :
max || u-F ||^
Hull'=1
Cette procedure correspond, de fa9on analogue, a la recherche des composantes principales
d'un vecteur aleatoire. En consequence, elle donne lieu a la recherche des vecteurs propres




On appelle operateurs principaux les operateurs Oh h=l,2,...q (q ^ 1c) definis sur E par :
Oh = uh-r
ou Ie vecteur u, = (u, ,u\ ,...,uf) est Ie vecteur propre unitaire de 1'operateur CT associe a la
valeur propre ^ ou ^1^2^ ... ^h^ ...^k>0.
Theoreme2.1
Les operateurs \0, ,/-^A, ^ fonnent une base orthonomiee du sous-espace de ^(E) engendre
par la famille {Fi} i=l,2,...,k.
Demonstration:
Considerons deux operateurs principaux Oh et 0^. On a :
<o».o<L..=("*-I'.i<<'rL.,.
••o-(u,)-u,
Puisque Uh est un vecteur propre de 1'operateur a associe a la valeur propre Xh, il s'ensuit que
c?(uh)= XhUh et done :
{oh'Oe)H.s.=/ihuh-u,
On obtient alors, en vertu de 1'orthononnalite des vecteurs propres Uh h=l,2,...q que :
A, si h = i
<o'"o^.=lo* :»:n-
Ainsi les operateurs Oh h=l,2,...q constituent une famille orthogonale (done lineairement
independante) dont la nomie de chacun des elements est donnee par:
\\°h\\H.S.=^/ih ^=1,2,.,^.
On en deduit done que les operateurs \0^ /-J/L^ } fonnent une base orthononnee.
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II faut maintenant montrer que les operateurs Oh forment une base du sous-espace engendre
parlesFi i=l,2,...,k.
La famille \0^/ '^^ ] etant orthonormee, Fi s'exprime sous la forme d'une combinaison
lineaire (non nulle) de ses elements. Puisque O^/^A,^ est de norme unite, la projection de F;
sur ce dernier est donnee par :

















On appelle interstructure de la famille {Fi} i=l,2,.....,k Ie spectre de son operateur
caractenstique.
L'etude de 1'interstmcture que nous avons definie dans les paragraphes precedents est en fait
1'etude de Pmterstmcture non centree puisque nous n'avons fait aucune hypothese sur
1'operateur caracteristique CT. Par consequent, il est interessant de noter que les resultats etablis
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precedemment demeurent valables lorsque 1'operateur CT est centre. En effet, en centrant
1'operateur caracteristique on obtient une image euclidienne dans laquelle I'origme est Ie
centre de gravite des operateurs ri^i,...,^. Cette technique, que 1'on appelle aussi
interstructure centree, possede ainsi 1'avantage de faire apparaitre les proximites et les
oppositions entre les operateurs r\,r2,"-,^k-
Ceci termine cette premiere section consacree a 1'analyse globale de 1'ensemble des tableaux.
L'analyse de I'mterstmcture ayant mis en evidence, sans les expliquer, les ressemblances et
les differences entre les tableaux etudies, il s'avere maintenant interessant de poursuivre notre
etude de la methode STATIS en portant notre attention a 1'etude d'un tableau specifique. Pour
ce faire, il importe de detenniner un tableau "moyen" qui pourrait bien representer 1'ensemble
des tableaux. Ce tableau, que 1'on appelle Ie tableau compromis ou encore plus simplement
"compromis", est 1'objet de laprochaine section.
2.1.2 Compromis
II est classique d'associer a un unique tableau de donnees un ensemble de representations
graphiques, en utilisant des methodes d'analyse des donnees decrites au chapitre precedent,
qui pemiettent de reconnaitre et de montrer des tendances essentielles des phenomenes
etudies. Par ailleurs, si on dispose de plusieurs tableaux de donnees, on peut envisager dans
un premier temps de les analyser independamment les uns des autres. Cependant, on risque
d'etre rapidement submerge par les nombreux ensembles de representations a analyser. C'est
pourquoi nous sommes amenes a chercher un ensemble unique de representations dont on dira
qu'il constitue un resume global, ou encore un "compromis" de 1'ensemble des tableaux.
Le calcul du compromis est en fait une etape essentielle dans 1'etude des individus a 1'interieur
d'un meme tableau, que 1'on appelle aussi intrastmcture. Ainsi, 1'objectifde cette section est
de definir brievement ce que represente Ie compromis afin de faciliter la comprehension des
deux prochaines sections qui introduiront deux cas specifiques de ce demier.
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Comme on Ie verra plus tard. Ie compromis est 1'equivalent de la premiere composante
principale en analyse factorielle d'operateurs. De plus, etant donne qu'a partir de maintenant
on considerera la famille {Fi} i=l,2,.....,k comme etant constituee d'operateurs symetriques
semi-definis et positifs, cela lui confere une propriete supplementaire qui est donnee par Ie
theoreme suivant:
Theoreme 2.2
Si les operateurs {T\} i=l,2,.....,k sont symetriques et positifs. Ie premier operateur principal
peut etre choisi symetrique et positif. (Resultat plus coimu sous Ie nom de theoreme de
Frobenius)
Demonstration:
La demonstration relative a la symetrie etant simple, nous n'aliens demontrer que la positivite
du premier operateur principal.
La demonstration que nous en donnons repose sur une propriete des operateurs symetriques
positifs:
Vz = 1,2,...,/f et \/j = i,2,...,k (r^r^ ^ o (voir theoreme 1.8)
Soit ui Ie vecteur propre unitaire de R associe a la plus grande valeur propre ^,1 de 1'operateur
caractenstique a, on a :
0, = ^>;T,
(=1
En considerant la norme Hilbert-Schmidt il vient:
:Z(";i)211r.lL+EU;"i'{r"r'y),,H<,.=Z?,L, E^{^
;'=1 i^j
On considere Ie vecteur vi de Rk defini de la fa9on suivante :
Vz" =1,2,..., A: v; =|M^|
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D'apres la definition du vecteur vi, on a:
Vz=l,2,.,^ et Vy=l,2,.,yl v;v/ = u\u{ ^ u\ui










Or 1'operateur Oi etant de norme maximale sous la contrainte \\u-^\\ = 1, les vecteurs ui et vi
sont egaux au signe pres si ^i est une valeur propre simple et done toutes les composantes de
ui sont de meme signe. Dans Ie cas ou ?^i est une valeur propre multiple, vi est un vecteur
propre associe. On peut done considerer ui = vi. II apparait alors que 1'operateur Oi est une
combinaison lineaire des operateurs Fi dont les coefflcients sont positifs ou nuls. Par
consequent, Oi estpositifpuisque les operateurs Fi i=l,2,...,k Ie sont.
D
Definition 2.4
On appelle operateur compromis de la famille {F-i} i=l,2,.....,k 1'operateur
r,=u..r=^>:r,
;=1
ou u^ = u^ ^u[ est Ie vecteur propre associe a la plus grande valeur propre de 1'operateur
)=1
caracteristique, dont les coordonnees sont positives ou nulles et de somme 1.
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Le coefficient de nonnalisation ^^u[ est choisi afin que Ie compromis soit un objet de meme
;=1
nature que les objets intervenants dans sa construction. En particulier, si les Fi sont egaux, il
est logique de penser que Fc doit etre egal a 1'un des Fi quelconques. II existe d'autres fa9ons
de nonnaliser pour obtenir 1'operateur compromis dont, entre autres, celle d'imposer que la
nonne du compromis soit la moyenne des normes des Fc. C'est cette demiere methode qui
sera utilisee dans Ie prochain chapitre.
Ayant defmi 1'operateur compromis de fa9on generale, il s'avere maintenant plus aise
d'aborder la prochaine section concemant 1'analyse de 1'intrastructure.
2.1.3 Infrastructure
L'idee essentielle de la methode STATIS est la recherche d'une stmcture commune aux
tableaux. En fait, 1'analyse de 1'interstmcture ne suffit pas puisqu'elle ne pennet d'expliquer
ni les ressemblances, ni les differences entre les tableaux. Get objectif est atteint grace a une
procedure que 1'on appelle analyse ou etude de 1'intrastmcture.
Le compromis que 1'on a defini a la section precedente va nous permettre de representer les
positions-compromis des individus tels qu'ils sont decrits par 1'ensemble des tableaux. On
obtient alors 1'image euclidiemie compromis. Les positions-compromis correspondent a des
positions moyennes des individus sur la periode consideree.
Lorsque les distances entre tableaux detenninees dans Fmterstructure sont faibles, on est en
mesure d'affinner qu'il existe effectivement une structure des individus commune aux
tableaux. Cette structure est alors decrite par les distances compromis entre individus.
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Comme dans Ie cas d'une analyse en composantes principales, les axes du plan principal
compromis seront interpretes en etudiant les correlations des variables avec les axes du
compromis. Les positions-compromis des individus pourront alors etre interpretees.
Afin de mieux illustrer ce que represente 1'analyse de 1'mtrastmcture, reprenons notre exemple
introductif concemant les actions boursieres d'entreprises canadiennes. Cette etude
economique porte sur quinze tableaux croisant les cinquante actions boursieres et les
differentes variables et ou chaque tableau represente une annee particuliere. L'intrastmcture
permet alors de faire 1'etude du comportement d'une action boursiere pour une annee donnee
par rapport a "1'action moyenne". De plus, elle nous pennet de reperer quelles sont les actions
boursieres qui sont proches ou eloignees par rapport aux variables correspondantes des
differentes annees (tableaux). Bref, 1'intrastmcture nous permet de faire une analyse plus fine
de 1'etude en question.
Nous nous proposons alors de presenter dans cette troisieme section 1'etude de 1'intrastructure
selon deux approches differentes. On debutera la premiere sous-section en adoptant 1'optique
de 1'operateur de covariance. Ceci nous permettra de definir Ie compromis comme un
operateur de covariance, de developper 1'mtrastmcture proprement dite et de tenniner avec
1'etude des composantes principales de 1'operateur compromis. Par la suite, on utilisera une
approche similaire dans la deuxieme sous-section afln de developper la theorie concemant
1'intrastmcture mats cette fois-ci, base sur 1'operateur de produit scalaire.
2.1.3.1 Operateurs de covariance
On suppose a 1'interieur de cette sous-section que nous sommes dans Ie cas particulier ou les
operateurs {Fi} i==l,2,.....,k sont les operateurs de covariance d'un meme vecteur aleatoire
X=(Xi,...,,Xj,...,Xp) defmi sur des populations differentes {Ii} i=l,2,.....,k que nous
supposerons finies. Notons que ce type d'operateur est utilise lorsque 1'on est en presence
d'un meme groupe de variables portant sur des groupes differents d'obseryations.
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2.1.3.1.1 Compromis
Nous allons interpreter Ie compromis comme 1'operateur de covariance du vecteur aleatoire X
defini sur un espace probabilise particulier. A cette fin posons :
k
I = Ijj, avec Vz = l,2,...,k et V^. e /, P(^.) = P(^. el)=u', P,(^.)
M
ou P,(<»j) est la probabilite que 1'individu coj appartienne a la population Ii supposee finie.
En ayant recours a la representation matricielle des operateurs de covariance (F==VM) et en se
rappelant que la matrice de variance-covariance totale VT (variables centrees sur I) est egale a
la somme des matrices de variance-covariance interclasse VG et de variance-covariance
k





Ce resultat nous permet done d'enoncer Ie theoreme suivant:
Theoreme 2.3
Le compromis Fc est egal a 1'operateur de covariance intraclasse du vecteur aleatoire X defini
sur 1'espace probabilise (/,^?(J),P) ou ^?(7) represente 1'ensemble des parties de I et P la
mesure de probabilite definie sur ce meme ensemble.
2.1.3.1.2 Intrastmcture
On se propose de representer les variables aleatoires Xj j=l,2,...,p par k+1 points. Ie premier
correspondant a 1'operateur compromis Fc et a Fespace (7,^(J),P) et les suivants aux
operateurs Y{ et aux espaces (J,,^(Z,),P;).
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La simple superposition des representations graphiques obtenues en effectuant les analyses en
composantes principales des operateurs Fc et F{ i=l,2,...,k est difficilement interpretable : la
difficulte est due au fait que les axes ne sont pas necessairement les memes. II est done
necessaire de mettre au point une procedure conduisant a une representation simultanee.
Les variables aleatoires Xj j=l,2,...,p engendrent un sous-espace F de L (Q). Les composantes
principales de 1'operateur Yc constituent une base de F et 1'on note :
Ch h=l,2,...,q : composantes principales du compromis
Uh h=l,2,...,q : vecteurs propres (ou axes principaux d'inertie) ou q ^ p
Xh h=l,2,...,q : valeurs propres
L'espace Rp etant muni de la metrique n, on a Vh=l,2,...,q Ch==Uh-X. Dans 1'analyse en
composantes principales du compromis, les coordonnees des variables Xj sont leurs
covariances avec les composantes principales normalisees, ainsi:
V/ = 1,2,...,^ X, = ^ Cov(x,, C;) C[ oil C,, = C,, /^I,,
,1=1
Afm de particulariser les variables Xj suivant les populations Ii,l2,...,Ik, on determine leurs
covariances avec les composantes principales C', en considerant leurs restrictions aux
populations Ii i=l,2,...,k. Onposealors:
\/i=l,2,...,k et y/=l,2,..,^ ^•=E<^,(^^)^
/)=!
ou Cov,{x,,C\~)=Cov,{e, -X,(u,, •X)/^,,)=-^-T,(e,)-u,
h
Ainsi dans Ie meme repere [C,,} h=l,2,...,q (q ^ p) on peut representer Xj et X1. i=l,2,...,k
afin de nous pennettre de comparer les populations entre elles. La proximite des points
representatifs d'une meme variable pour deux populations differentes signifie que les
covariances avec les composantes principales ne varient guere d'une population a 1'autre. On
peut d'ailleurs enoncer Ie resultat suivant:
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Theoreme 2.4
La variable Xj est la moyenne des variables X^ i=l,2,...,k ponderee par les coefficients u[ .
Demonstration:
k


























La demarche precedente peut etre utilisee pour representer toute combinaison lineaire des
variables Xj j=l,2,...,p, et done en particulier les composantes principales du compromis.
Cette representation peut etre interessante puisqu'elle peut mettre en evidence leur
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stabilite eventuelle : 1'interpretation des proximites entre deux points X^. et X1^ peut en etre
facilitee. En effet, reprenons 1'expression definissant X'^ '.
^=zcov,(c;,^)c»-
La stabilite des covariances mise en evidence par la proximite de deux points X1^ et X^
depend de celle de la composante principale C\ et de la variable Xj. II est done indispensable
d'etudier la stabilite des composantes principales. En notant par C la m composante




On appelle intrastmcture d'une famille d'operateurs de covariance {Ti} i=l,2,...,k 1'ensemble
des variables et des composantes principales du compromis et leurs restrictions a chaque
population Ii i=l,2,... ,k.
2.1.3.2 Operateurs deproduit scalaire
Dans Ie cadre de cette deuxieme sous-section, on suppose que la famille etudiee est constituee
d'operateurs de produits scalaires ^ h=l,2,...,k definis a partir des vecteurs aleatoires X
h=l,2,...,k a valeurs dans les espaces euclidiens (RP",7Ch) h=l,2,...,k. L'espace probabilise est
Ie meme pour tous les vecteurs aleatoires et les operateurs lFh h= l,2,...,k sont done defmis
sur L2(0). Ce type d'operateur est utilise lorsque 1'on est en presence d'un meme ensemble
d'individus portant sur des groupes de variables differents.
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2.1.3.2.1 Compromis












ou Tih represente Ie produit scalaire entre uh et vh defini sur Rp".
Theoreme 2.5
L'operateur compromis lFc = Uc-lP est 1'operateur de produit scalaire du vecteur aleatoire Z a
valeurs dans Rp muni de la metrique n.
Demonstration:
En designant par VE/z 1'operateur de produit scalaire du vecteur aleatoire Z on a :










Done, on en deduit que VE/z= ^c.
D
Nous sommes maintenant en mesure d'enoncer Ie parallele existant entre Ie cas de 1'operateur
de covariance et celui de 1'operateur de produit scalaire.
A la juxtaposition des individus reperes par les memes variables accompagnee d'une





A la juxtaposition des variables accompagnee d'une definition appropriee d'une metrique
sur Rp correspond 1'operateur de produit scalaire :
k
lh ^..Yc = 2X 
A=l
2.1.3.2.2 Intrastructure
De fa^on similaire a ce que 1'on a fait dans Ie cas des operateurs de covariance, on cherche une
representation simultanee des individus de la population. Pour ce faire, on se propose de
reconstruire les composantes prmcipales C^ ^=1,2,. ..,q du compromis par chaque vecteur X
h=l,2,...,k et evidemment par Ie vecteur Z. Ainsi, pour chaque individu, on obtiendra k+1
points. A cette fin on propose trois procedures.
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i) lere methode
On reconstruit la composante principale C^ du compromis par sa projection sur les





Notons cependant que 1'on ne peut esperer obtenir une reconstitution exacte, meme lorsque
toutes les composantes principales €„,,, du vecteur X sont prises en consideration. En effet,
on n'a qu'a remarquer que C^ est combinaison lineaire de toutes les variables X ^ h=l,2,...,k
jh=l,2,...,ph alors que €,„/, est uniquement combinaison lineaire des variables
/) v/i vh
.1 ,^2 '•••'^pi, •
Par ailleurs, on observe que cette procedure est analogue a celle utilisee en regression pour
comparer la valeur de la variable expliquee pour chaque individu (ici C^) a la valeur
reconstmite (C^) a 1'aide des variables explicatives (C,',, /, ).
Afin de representer les individus on utilise les memes techniques qu'en analyse en
composantes principales. Ainsi, en designant par q Ie nombre de composantes prmcipales
retenues du compromis, on associe k+1 vecteurs de Rq a chaque individu CD. Ces vecteurs sont
obtenus comme suit:
Le premier est obtenu directement a 1'aide de 1'operateur compromis :
(Ci(^), C2(6y),..,Cq(f9))
Les k suivants donnent la reconstitution de ce vecteur pour chaque vecteur aleatoire X :
(c,'(ffl),C^),...,C,t(®))
71
On obtient ainsi pour chaque individu des trajectoires permettant d'apprecier la "stabilite" de
celui-ci par rapport a un "individu moyen" obtenu a 1'aide du compromis.
ii) 2 methode
Une autre fa9on de proceder consiste a considerer Ie fait que la composante principale C,, est
vecteur propre associe a la valeur propre X^ de 1'operateur compromis :
W=l,2,...,q C.=^(C,)
^




Or, on sait que 1'operateur VFh est la somme des projecteurs sur ces vecteurs propres ponderes
par les valeurs propres associees :
1h
T,, = ^ ^,n,/,^n,/, OU P^ ^ designe Ie projecteur sur la droite engendree par Ie
m=l
vecteur propre de lPh associe a la valeur propre /l, ,, .
On a alors :
^(c,)=S/l«.»cov(c'.C.JC.,,»
m=l
ou C,,;, est la m composante prmcipale reduite de VFh.




Cette seconde procedure nous permet d'introduire une nouvelle interpretation de Cg par Ie
biais du theoreme qui suit.
Theoreme 2.6
La composante principale C^ du compromis lFc est la moyenne des variables C^ ponderee par
les coefficients u^ h=l,2,...,k.
Demonstration:























Une demiere procedure envisagee est la methode classique utilisee dans Ie programme
STATIS (programme que nous utiliserons dans Ie prochain chapitre). Par cette methode, on
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cherche simplement a juxtaposer les points en effectuant des changements de base. Pour ce
faire, on pose :
C<» =^Corr(c,,C,,,,)c,,,,
m=\
ou Corr(C^,Cm,h) represente les coordonnees des projections des C,, sur la
nouvelle base Cm.h.
Cette demarche nous interesse particulierement puisqu'elle nous permet de comparer les
structures de la population definies par les operateurs de produits scalaires.
Enfin ceci met un terme a cette troisieme section consacree a 1'analyse fine des differents
tableaux a 1'etude que 1'on a appele intrastmcture. Comme on 1'a constate, 1'analyse de
1'intrastmcture nous permet d'etudier les ressemblances ou les differences entre les elements
correspondants des differents tableaux. Par ailleurs, lorsque les differents tableaux etudies
sont indexes sur Ie temps, il est interessant de decrire 1'evolution du phenomene. Cet objectif
peut etre limite a une description de "1'evolution globale" du phenomene ou, au contraire, 11
peut consister en 1'etude de 1'evolution de chacun des elements composant les tableaux. On
parlera alors de "1'analyse des trajectoires" de ces elements. Cette demiere analyse est en fait
1'objet principal de la prochaine section.
2.1.4 Trajectoires
Lorsque 1'on dispose d'une suite de tableaux de doimees qui, plus souvent qu'autrement, sont
indices par Ie temps, nous sommes conduits a decrire 1'evolution du phenomene etudie.
L'etude de 1'interstmcture a mis en evidence les ecarts entre les tableaux sans cependant les
expliquer. C'est pour cette raison que 1'on doit avoir recours a la technique des trajectoires
afin de deceler quels sont les individus ou les variables responsables de ces ecarts.
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II existe deux types de trajectoires nous permettant de faire 1'analyse de chacun des elements
composant les tableaux : les trajectoires des individus et les trajectoires des variables. On
utilise les trajectoires d'individus lorsque les T tableaux de mesure ont etc recueillis en
differentes occasions et sur les memes individus. D'autre part, les trajectoires des variables
sont utilisees lorsque les memes variables ont ete mesurees sur T groupes d'individus
differents.
Dans la plupart des cas, nous sommes en presence des memes variables mesurees sur les
memes individus en differentes occasions (Ie plus souvent a differentes dates). Alors, selon
qu'on s'interesse aux individus ou aux variables, on considere 1'une ou 1'autre des trajectoires
presentees ci-dessus.
Afin de concretiser la notion de trajectoire, reprenons notre exemple introductif concemant les
cinquante actions boursieres d'entreprises canadiennes etudiees sur une periode de quinze
amiees. Dans ce cas, la trajectoire d'un individu est la position d'une entreprise pour les
quinze annees par rapport a 1'entreprise fictive "moyenne" qui est en fait Ie compromis. Cette
etude nous pennet alors de constater quelles sont les entreprises qui ont eu une evolution
"moyenne" au cours des quinze demieres annees et quelles sont celles qui se sont demarquees
de la tendance generale. De plus, lorsque la distribution des points de la trajectoire presente
certaines structures specifiques, il est possible d'expliquer les axes du compromis et alors,
d'interpreter de £09011 plus detaillee 1'evolution d'une entreprise a travers les annees par
rapport a ces axes dont on connait la signification. Par ailleurs, puisque cette etude porte sur
des variables mesurees sur les memes entreprises et ce, annuellement, on peut faire une
interpretation similaire en considerant les variables au lieu des entreprises et ainsi obtenir une
analyse des trajectoires des variables. Bref, 1'analyse des trajectoires nous permet de decrire
les ecarts entre les tableaux en identifiant les individus ou les variables qui en sont
responsables.
Nous nous proposons alors dans cette demiere section de presenter de fa9on generale certains
elements qui entourent les trajectoires ainsi que les diverses interpretations qui peuvent en
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decouler. Etant donne que les deux types de trajectoires introduits precedemment se traitent
de fa^on tres similaire, nous avons choisi d'exposer uniquement 1'analyse des trajectoires des
individus, 1'extrapolation a 1'analyse des trajectoires des variables etant relativement simple.
Le lecteur qui desire approfondir cette etude de 1'analyse des trajectoires pourra consulter
LAVIT[11].
2.1.4.1 Generalites
On a pris 1'habitude d'utiliser Ie tenne "trajectoire" car Ie plus souvent, les donnees decrivent
un phenomene evolutif. Notons cependant que cette technique s'applique tout aussi bien a des
donnees non temporelles.
La representation des trajectoires se fait dans 1'image euclidienne compromis qui, en general,
est limitee aux deux premieres dimensions. L'objectif est de representer sur cette meme
image les T images d'individus (respectivement les variables), Ie ie nuage etant defmi par les
variables (respectivement les individus) du i tableau. On aura ainsi une representation de nT
points, soit n trajectoires de T points puisque n est Ie nombre d'individus. Les differentes
positions d'un individu definissent sa trajectoire. La methode utilisee rappelle la technique
des points supplementaires, telle qu'habituellement utilisee en analyse des donnees
multidimensionnelle. Pour de plus amples informations a ce sujet Ie lecteur pourra consulter
BENZECRI [2].
2.1.4.2 Interpretation du sens deparcours d'une trajectoire
Les trajectoires s'interpretent par rapport a 1'evolution moyenne, c'est-a-dire par rapport a
1'evolution d'un individu fictifmoyen qui aurait pour valeurs les moyennes des variables de
chaque tableau. Les variables etant centrees dans chaque tableau, la trajectoire de cet mdividu
moyen est reduite a un point qui est a 1'origine du plan.
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En ce qui conceme la forme des trajectoires, il est possible de distinguer deux types : une
trajectoire peu etendue, concentree pres du compromis ou une trajectoire de grande amplitude.
Dans Ie premier cas, ce type de trajectoire correspond a un individu dont 1'evolution suit
revolution moyenne. Cela signifie que, pour chaque variable, 1'ecart entre la variable pour cet
individu et la moyenne est regulier d'une periode donnee a 1'autre. A 1'inverse, une trajectoire
de grande amplitude reflete un changement de structure de 1'individu au cours des periodes,
different de 1'evolution moyenne.
D'autre part, on peut interpreter de £09011 plus detaillee les trajectoires des individus lorsque
les points se regroupent nettement par variable sur Ie graphique des correlations des variables
avec les axes du compromis. Ce cas se rencontre frequemment puisque les variables sont
souvent fortement auto-correlees dans les differentes etudes. II est alors facile, en general,
d'expliquer les axes du compromis en fonction des variables et d'interpreter Ie sens de
parcours d'une trajectoire Ie long d'un axe dont on connait la signification.
A 1'oppose, lorsque les correlations entre les variables a 1'interieur d'un meme tableau sont
fortes, les points du graphique des correlations se regroupent plutot par etude que par variable.
II est alors difficile de decrire les axes en fonction des variables et d'interpreter les trajectoires.
2.1.4.3 Individus supplementaires
Les eventuels individus places en supplementaire n'interviemient pas, par definition, dans la
determination de 1'intrastmcture ni dans la definition du compromis. Ainsi, leur position
n'existepas.
Si un individu est absent de certaines etudes, on peut Ie placer tout de meme dans 1'image
euclidienne compromis. Pour cela, on Ie traite comme un individu supplementaire et on
calcule les coordonnees des points de sa trajectoire correspondant aux etudes dans lesquelles il
est present.
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C'est sur cette demiere remarque que se termine la premiere partie de ce second chapitre.
Celle-ci nous ayant permis de couvrir 1'essentiel de la theorie entourant la methode d'analyse
des donnees evolutives STATIS, nous allons maintenant presenter Ie resultat principal de ce
memoire. Nous nous proposons alors, dans la deuxieme partie de ce chapitre, de presenter une
extension de 1'analyse factorielle d'operateurs.
2.2 Extension de I9 analyse factorielle cToperateurs
Jusqu'a present nous avons presente un ensemble de methodes statistiques que 1'on peut
retrouver dans les manuels d'analyse de donnees multidimensionnelles tels que SAPORTA
[15], DAZY et LE BARZIC [3], FOUCART [6] et LAVIT [11].
Afin de decrire adequatement Ie concept ainsi que la theorie se rattachant a cette extension,
nous avons subdivise cette deuxieme partie en deux sections. La premiere section nous
permettra d'etablir Ie concept general de la methode tandis que la seconde section seryira a la
presentation de la theorie necessaire a la fonnalisation de ce concept.
2.2.1 Conceptualisation de la methode
L'extension de 1'analyse factorielle d'operateurs a conune principal objectifde nous pennettre
d'augmenter la richesse de 1'infonnation que 1'on peut extraire d'un ensemble de donnees
multidimensionnelles. La conceptualisation de ce prolongement est considerablement




























































































Figure 5 : Structure des donnees dans Vextension de Vanalyse
factorielle d'operateur
Remarquons tout d'abord qu'en faisant abstraction des Xy i=l,2,...,m j=l,2,...,n dans la
figure 5 on obtient une suite de tableaux ^j j=l,2,...,n croisant individus et variables. La
structure de ces n tableaux ^ est en fait exactement celle a laquelle nous nous sommes
attardes lors de la presentation de 1'analyse factorielle d'operateurs a la section precedente.
Nous supposerons alors dans la suite de cette section que les tableaux Xij,X2j,...,Xmj
j=l,2,...,n presentent les memes groupes de variables mesurees sur des groupes d'individus
differents.
Par ailleurs, mentiomions que dans la figure 5 nous avons decrit une structure ou toutes les
suites de tableaux Xii,Xi2,...,Xm i=l,2,...,m ont la meme "dimension temporelle". Cependant,
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il est important de souligner que Ie cas plus general, ou les "dimensions temporelles" different,
peut etre traite de fa9on tout a fait identique. En fait, nous avons choisi de presenter Ie cas de
la dimension temporelle identique tout simplement afin d'alleger la notation necessaire.
Le point de depart de cette extension est la partition des individus de chacun des tableaux %j-
j=l,2,...,n selon une variable qualitative a m modalites dont on aimerait analyser Ie
comportement. De cette fa9on nous obtenons m series de tableaux portant sur les individus
caracterises par la i modalite i=l,2,...,m. On applique alors la methode STATIS duale a
chacune de ces series afin de calculer 1'operateur compromis associe aux tableaux
Xii,Xi2,...,Xm i=l,2,...,m. Finalement, on effectue une analyse transversale (interstructure) a
F aide de la methode STATIS duale sur les m operateurs compromis calcules afin d'analyser Ie
comportement des variables selon les diverses modalites de la variable qualitative consideree.
Reprenons 1'exemple introductif concemant Ie comportement de cinquante actions boursieres
d'entreprises canadiennes sur une periode de quinze annees pour mieux illustrer ce concept.
L'utilisation de la methode STATIS permet d'analyser 1'interstmcture, 1'intrastmcture et les
trajectoires de ces cinquante actions d'une fa9on tout a fait individuelle 1'une par rapport a
1'autre. L'extension que nous proposons pennet, entre autres, d'effectuer 1'analyse de
1'interstmcture de ces memes actions, mais ces demieres pourraient etre regroupees selon une
variable qualitative representant, par intervalle de cinq ans. Ie nombre d'annees d'existence de
1'action. Ainsi, cette methode nous permettrait probablement de constater comment les
variables a 1'etude ont evolue selon Ie nombre d'annees d'existence des diverses actions.
Nous venons de presenter Ie concept du prolongement de 1? analyse factorielle d'operateurs
d'une fa9on infonnelle. Dans la sous-section qui suit, nous aliens donner Ie formalisme
necessaire a sa mise en ceuvre.
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2.2.2 Formalisation theorique de la methode
Afin de mieux visualiser les differents operateurs que nous utiliserons avec cette nouvelle
stmcture des donnees, la notation des indices sera identique a celle exposee dans la figure 5
presentee precedemment
2.2.2.1 Description des objets
Comme nous 1'avons expose dans la figure 5, nous sommes en presence de m series de
tableaux Xn,Xi2,...,Xin (que nous avons suppose ayant tous la meme "dimension temporelle")
chacune etant caracterisee par une des modalites de la variable qualitative consideree. Ainsi,
puisque ces m series portent toutes sur les memes groupes de p variables mesurees sur des
groupes d'individus differents, nous aliens naturellement utiliser les operateurs de covariance
que nous noterons {Fy} i=l,2,...,m j=l,2,...,n. D'autre part, nous definissons par
X=(Xi,X2,...,Xp) Ie vecteur aleatoire defini sur des populations differentes {ly} 1=1,2,...,m
j=l,2,...,n que nous supposerons finies. Ainsi, les operateurs {Fy} i=l,2,...,m j=l,2,...,n sont
les operateurs de covariance d'un meme vecteur aleatoire X=(Xi,X2,...,Xp) deflni sur un meme
espace hilbertien E.
2.2.2.2 Premiere phase
La premiere etape a franchir dans 1'application de cette methode consiste a calculer les
operateurs compromis de chacune des m series de tableaux (Xn,Xi2,...,Xin). Pour ce faire, nous
allons interpreter Ie ie compromis r,c i=l,2,...,m comme 1'operateur de covariance du vecteur
aleatoire X defini sur un espace probabilise particulier. A cette fin considerons [Iy,^)(Iy),Py
i=l,2,...,m j=l,2,...,n etposons :
I,=[Jl, avecy/=l,2,...,n et Vo,,e/, P,(<o,) =P,((», e/,)=«,; P,(ffl,)
7=1
ou Pij(o)ij) est la probabilite pour que Pindividu (Dij appartienne a
la population Iy supposee fmie.
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On obtient alors les m operateurs compromis associes aux families d'operateurs {^1,^2,...,^}
i=l,2,...,m que 1'on definit comme suit:
pc ^c .p =^^cr..
(• ~ wl L i ~ /^wij ^ ij
y=i
ou MC = "/_ est Ie vecteur propre associe a la plus grande valeur propre de
Z4
y=i
1'operateur caracteristique, dont les coordonnees sont positives ou nulles et
de somme 1.
Le coefficient de normalisation ^u^ est choisi afm que Ie compromis soit un objet de meme
7=1
nature que les objets inter^enant dans sa construction.
Ainsi, en s'appuyant sur la representation matricielle des operateurs consideres, on peut
facilement verifier que 1'operateur de covariance totale (note Ff) est egal a la somme de
1'operateur de covariance interclasse (note F0) et de 1'operateur de covariance intraclasse
(note rj) pour tout i=l,2,...,m :
r,r=rc+r/ ou r^^r,
M
Bref, on interprete Ie i operateur compromis r;c i=l,2,...,m comme un operateur de
covariance intraclasse du vecteur aleatoire X defini sur Pespace probabilise (/,,^(J.),^.) ou




Dans Ie cadre de cette deuxieme et demiere phase nous allons considerer comme objet
representatif de chacune des etudes les operateurs compromis y^,F^,...,r^ ,} calcules
precedemment. Ainsi, etant donne que les operateurs Ff i=l,2,...,m sont les operateurs de
covariance, nous allons utiliser a nouveau la methode STATIS duale. Notons cependant que
les operateurs r,c i=l,2,...,m ne doivent pas etre consideres comme des tableaux de donnees
initiales lors de I'utilisation du logiciel STATIS de LAVIT[11]. En effet, les operateurs
compromis sont deja des matrices de variance-covariance resumant I'mfonnation de chacune
des etudes associees aux m modalites de la variable qualitative de segmentation. Ainsi, nous
pouvons utiliser Ie logiciel STATIS seulement apres avoir effectue les modifications
permettant de lui integrer cette variante.
La demarche qui suit etant pratiquement la meme que celle que nous avons decrite dans la
premiere section de ce chapitre, nous allons, dans un souci de ne pas alourdir inutilement Ie
texte, presenter brievement les prmcipaux resultats.
Considerons tout d'abord la famille y^,T^,...,r^ d'operateurs compromis definis sur un
meme espace hilbertien E avec Ie produit scalaire canonique u •v = ^M;.V, . Etant donne un
(
vecteur u=(ui,U2,...,Um)<=IR , nous definissons 1'operateur u-TC de la fa9on suivante :
m
\fx e E [u -rc)(x) = J^u, r,c(x)
(=1
Puisque 1'operateur F^ i=l,2,...,m est un operateur de covariance, il est evident que ce demier
est symetrique. II est alors facile de verifier que 1'operateur u-YC 1'est egalement. Par
consequent, 1'application F : R'" x Rm —> R definie par :
\fu G Rm,Vv e Rm F(u,v) = (u •r,v-r;
H.S.
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est une application bilineaire symetrique. Ainsi, il est possible, comme c'est usuel en analyse
des composantes principales, d'avoir un unique operateur c(u) de R dans lui-meme associe a
F tel que :
VveR'" a(u)-v=F(u,v)
Par construction, 1'operateur a est un operateur symetrique semi-defini positif de R appele
operateur caracteristique de la famille {r,c} i=l,2,...,m. Get operateur doime alors







nous donne 1'operateur caracteristique. Notons cependant que cette procedure doit etre iteree
sous les contraintes d'orthonormalites. Comme nous pouvons Ie voir, cette procedure est tout a
fait similaire a celle des composantes principales et conduit aux vecteurs propres et aux
valeurs propres de a. Nous arrivons naturellement a la definition suivante :
Definition 2.6





ou Ie vecteur u^ = (u\ ,u^,...,u^') e IRm est Ie vecteur propre unitaire (|^ = 1) de 1'operateur a
associe a la valeur propre non nulle X^. Les vecteurs propres ui,U2,...,Uq sont associes aux
valeurs propres Xi>:X2>:...^q>:0 rangees par ordre decroissant
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Nous avons demontre au theoreme2.1 que les operateurs 0^ -^=1,2,. ..,q constituent une





Done, 1'interstructure de la famille (F^ ,F^,...,r^ ] d'operateurs de covariance n'est autre que
Ie spectre de Foperateur caracteristique o. Cette analyse nous permettra alors de deceler les
proximites et les differences entre les differents operateurs resumant I'mfonnation de chaque
modalite de la variable qualitative de segmentation.
En terminant, il est interessant de remarquer que les operateurs ^,r^,...,F^] ne sont rien
d'autre que des operateurs de covariance "moyens" d'un meme vecteur aleatoire
X=(Xi,X2,...,Xp) defini sur des populations differentes {Ii} i=l,2,...,m que nous avons suppose
finies. Nous pouvons alors interpreter 1'operateur compromis des operateurs compromis \TC
comme etant 1'operateur de covariance intraclasse du vecteur aleatoire X deflni sur 1'espace
in n
probabilise (/,^?(7),P) ou I = IJIJ^y • Cet operateur compromis "generalise" est done defini
/=l M
sur un espace probabilise identique a celui que nous avons decrit a la section 1.3.1.1 dans Ie
cadre de la presentation de la methode STATIS traditionnelle.
C'est ainsi que se termine cette demiere section de ce deuxieme chapitre consacre au
developpement de la theorie pennettant de fonnaliser 1'extension de 1'analyse factorielle
d'operateurs que nous avons proposee. Les deux premiers chapitres ayant etc consacres
essentiellement a une presentation theorique, il nous a semble interessant de terminer ce
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memoire dans un contexte un peu plus concret. Nous nous proposons alors dans Ie prochain
chapitre d'utiliser ces deux methodes (STATIS et Extension de 1'analyse factorielle
d'operateurs) afin d'analyser 1'evolution economique de certains pays a travers Ie monde au
cours des demieres annees.
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CHAPITRE 3
ANALYSE COMPARATIVE DE L'EVOLUTION
ECONOMIQUE DE CERTAINS PAYS A TRAVERS LE MONDE
Nous avons developpe dans les deux premiers chapitres 1'essentiel de la theorie necessaire a la
comprehension de 1'analyse factorielle de tableaux multiples nous permettant de justifier
1' extension proposee. Cependant, puisque la theorie prend tout son sens dans la pratique, nous
nous proposons d'effectuer, dans Ie cadre de ce demier chapitre, certaines analyses nous
permettant d'illustrer les principales methodes statistiques etudiees dans ce memoire.
Dans une premiere section nous nous proposons d'effectuer une analyse comparative de la
structure de 1'economie de divers pays a travers Ie monde. Naturellement, cette analyse, qui
s'effectuera a 1'aide de la methode STATIS, a pour simple objectif de sensibiliser Ie lecteur
aux diverses interpretations que 1'on peut tirer de ce genre d'analyse de plus en plus utilisee.
Par la suite, nous utiliserons la seconde section afin de presenter, a titre d'illustration, les
resultats issus d'une analyse basee sur 1'extension de 1'analyse factorielle d'operateurs
proposee dans la seconde partie du deuxieme chapitre.
3.1 Analyse comparative de la structure de Peconomie de divers pays
Comme nous 1'avons mentionne precedemment nous utiliserons la methode d'analyse
factorielle d'operateurs STATIS pour effectuer cette analyse comparative. Ainsi, nous
debuterons cette section par une presentation des donnees pour ensuite poursuivre avec
1'interpretation des resultats des diverses analyses qui composent la methode STATIS :
interstmcture, intrastructure et representation des trajectoires.
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3.1.1 Presentation des donnees
L'accumulation systematique de donnees normalisees a beaucoup progresse ces cinquante
demieres annees, mais il subsiste d'importantes lacunes et des ecarts notables dans la qualite
de I'information. Cela dit, sachant que la Banque mondiale possedait une excellente
reputation concemant la fiabilite de ses donnees intemationales de nature economique, nous
avons decide de puiser nos donnees dans la seconde edition annuelle de sa plus importante
reference statistique intitulee : "World development indicators 1998".
L'etude que nous nous sommes proposes d'effectuer couvre la periode, d'une duree de 26 ans,
debutant en 1970 pour se terminer en 1995. Chaque annee formera un tableau de donnees
croisant les individus et les variables choisies. Le logiciel utilise pour faire nos analyses
juxtapose Ie premier caractere de chaque nom de tableau avec les 3 premiers caracteres du
nom de chaque variable pour construire Ie graphique des correlations des variables avec les
axes du compromis dans 1'intrastmcture. C'est pour cette raison que nous noterons A70 Ie
tableau de domiees de 1'annee 1970, B71 Ie tableau de donnees de 1'amiee 1971 et ainsi de
suite jusqu'a Z95 pour Ie tableau de donnees de I'annee 1995. Par ailleurs, nous avons
selectionne un echantillon de 40 pays representant un peu plus des quatre cinquiemes de la
production mondiale. Ainsi, ce demier englobe probablement toute 1'experience de la periode
consideree en matiere economique. De plus, mentionnons que tous les pays membres de
1' Organisation de Cooperation et de Developpement Economiques (OCDE) en 1998, a
1'exception de 1'Allemagne dont les donnees n'etaient pas disponibles, ont ete selectionnes.
Afm de prendre connaissance de cet echantillon, on trouvera ci-dessous la liste des quarante
pays accompagnes de leur abreviation utilisee dans 1'etude et nous ajouterons egalement, a
titre informatif, leur continent d'appartenance ainsi qu'une mention disant si Ie pays est
membre ou non de 1'OCDE en 1998.









































































































































































D'autre part, pour chacun des pays selectionnes nous avons recueilli des donnees relativement
a huit variables ayant un caractere economique. Nous avons utilise comme unite monetaire
comparable Ie dollar americain constant de 1987 puisque nous nous interessons davantage aux
variations des variables au fil des annees plutot qu'a leur valeur nominale. Enfin, certaines
variables sont exprimees en dollars par habitant pour ainsi faciliter 1'interpretation des
resultats. Le tableau qui suit presente les definitions caracterisant chacune des variables
selectionnees, 1'unite de mesure correspondante ainsi que 1'abreviation utilisee dans 1'etude.
Tableau 2 : Liste dos variables selectionnees
Definitions
Le produit int6rieur brut aulpnx du marcti6 est la somme des valeurs ajout6es de tous les
produdelirs residents et non residents plus touteslestaros et moms to^
qui he sont pas inchises dans la valeur de la productions^ H






































valeurde la monnaie locale c6nstante]parrapp6rti a: 1987,
HPIB LeproduitmterieurbmtparhabitantesttoutsimplementleP
par la population tdtale du pays consid6r6.
CGGV La consommation g6n6rale du gouvemetnent inclus; toutes leS| depenses courantes pour
1'achat de bienset services (mcluantlessalaires) par tpuslesni^
exduant les entreprises gouvemementales. Elle inclut aussi les idepettses :pour lai securite
et la defense nationale, On divise par la population totale pour avoirl!> unite voulue,
EXPT Les exportations de bienset services ^qir6sentent^l^
prodwts sur lie temtoiredu pays |et eiw





IMPT ;Les importations de bieriset services irepresentent la valeur de tous^lesbiCT services
produits^l'exteneurdupaysetamenesal'interieiffdecedelTHer.Ellesm
desmarchandises, ^transports, assurances, voyages les transactions ri'impU^
transfertde biens^Les trarisferts de biens etrevenus de proprietes|(^m^
revenusassoci6siai1nen)telsqueles:revenusd'investissement,:dHiit6retS!et^^
professionrielssontexclus. On divise par la population totale pour ayoirl^
INFL L'inflatipn est mesuree par.le taux de croissance annuel du deflateur implicite du^^I^
deflateur irnpHcite du PIB mesure Ie taux.moyen annuel <iu changemenf des prixi dans
lfensemble4u;payspourlaperiodeiccmcemee^^
BGOM La balance commerciale est egale aux exportations de biens et services rnoins | les
importations de'bienset services. pn;divise^^^
voulue.
Les variables concemant 1'exportation et 1'importation de biens et services par habitant sont
evidemment interreliees a la variable concemant la balance commerciale par habitant. En
effet, la balance commerciale n'est autre que la soustraction de 1'exportation et de
1'importation. Ainsi, afm de ne pas influencer les resultats de 1'analyse nous avons decide de
presenter cette variable en supplementaire. Etant donne que cette variable n'est pas incluse
dans les variables actives, elle a un poids nul et n'intervient done pas dans Ie calcul des axes.
Nous pouvons tout de meme situer cette variable par rapport aux autres.
Enfin, avant de presenter une serie de tableaux sur les donnees a 1'etude ainsi que certaines
statistiques elementaires les concemant, notons que cette etude presente un interet particulier
puisqu'elle couvre la demiere periode de recession en Amerique du nord, soit de 1989 a 1991.
Ainsi, ceci nous pennettra d'observer 1'influence d'une telle situation sur Ie comportement des
autres pays dans Ie monde.
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Etant donne les differences importantes de dispersion des variables ainsi que 1'heterogeneite
de ces demieres, nous avons choisi de travailler sur des donnees centrees et reduites a
1'interieur de chaque tableau. Nous affecterons Ie meme poids aux quarante individus et
chacun des 26 tableaux aura la meme importance. Finalement, nos analyses s'effectueront sur
des tableaux normalises.
3.1.2 Analyse de Pinterstructure
L'analyse de 1'interstmcture est 1'etude des relations entre les differents tableaux. Elle
consiste en une comparaison globale de la structure de T tableaux de donnees en les
representant par T points dans une (ou plusieurs) image(s) euclidienne(s) plane(s).
En ce qui nous conceme on considere 26 tableaux de domiees centrees et reduites que 1'on
notera Xi,X2,...,X26. De plus, nous caracterisons chaque etude (X^,I^,-^I^) t=l,2,...,26 par
une matrice de produit scalaires entre individus que 1'on definit comme suit:
W.=X,I,'X.
En fait, Wt est la representation matricielle de 1'operateur de produit scalaire Tf que F on a
defmi au chapitre 2. Par ailleurs, atm d'equilibrer I5 influence des differents tableaux dans
F analyse, nous utiliserons les objets nonnes t/\w.\\ pour caracteriser chaque etude.
1'1\\H.S.
Puisque nous effectuons 1'analyse globale des 26 tableaux de dormees (interstmcture), c'est
une analyse en composantes principales de la matrice des produits scalaires entre les tableaux





Debutons cette analyse par une interpretation des resultats de 1'interstmcture non centree.
117
3.1.2.1 Analyse de I'interstructure non centree
Le tableau 4 nous presente les coefficients RV entre les differentes annees a 1'etude. On
remarque que les coefficients RV entre les annees sont particulierement eleves, ce qui signifie
qu'on a la meme structure des pays a 1'interieur des differents tableaux et que, par consequent,
les positions mutuelles des pays evoluent peu d'une annee a 1'autre.
Tableau 4 : Matrice des coefficients RV












































































































































































































































































































0,897 0,932. : I
0,881 0,93 0,968 I
0,931 : 0,M5 0^)68 1
;0,879..: 0,9UC: 0,935 0,938 0,926 : ; : 1
La similitude entre les tableaux est representee par Pmterstmcture. Ainsi, la diagonalisation de
la matrice des coefflcients RV fournit un systeme d'axes associe aux 26 valeurs propres du
tableaux 5.
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Tableau 5 : Valeurs propres de Vinterstructwre non














































































































Les deux premiers axes expliquent 91,66% de Pinertie totale. Ceci est largement suffisant
pour conclure qu'une representation dans Ie plan des deux premiers axes principaux suffit.
Ainsi, on retrouvera dans Ie tableau 6 qui suit les coordonnees de tous les tableaux sur les deux
premiers axes.




























































































D'autre part, lorsque 1'on regarde la figure 6 concemant la representation des 26 tableaux dans
Ie plan des axes 1 et 2 ainsi que Ie tableau 7 presentant les coefficients de la combinaison
lineaire dormant Ie compromis, on remarque que Ie compromis est un bon resume de
1'ensemble des tableaux. En effet, les valeurs tres similaires des coefficients de la combinaison
lineaire donnant Ie compromis refletent les valeurs elevees des coefficient RV et Ie
resserrement des faisceaux formes dans 1'image euclidienne des annees.





















































Cependant, on note dans la figure 6 un changement de structure avec les annees. En effet, la
decennie 70 se retrouve regroupee au-dessus du compromis WD, la majeure partie de la
decennie 80 se regroupe pres du compromis et fmalement, la fin de la decennie 80 et la
premiere moitie de la decennie 90 se rassemble en dessous du compromis. En fait, on peut
remarquer deux grandes periodes de changement: la premiere survient entre les annees 1977
et 1978 et la seconde entre les annees 1987 et 1988. Par centre, de fa9on generale, nous
assistons dans la figure 6 a une evolution naturelle des tableaux avec les annees. Ceci s'avere
120
tout a fait normal etant donne que les variables economiques etudiees sont majoritairement des
variables qui tendent a prendre de 1'ampleur avec les annees. L? analyse de 1'intrastructure
nous permettra de mettre en evidence les variables responsables de cette evolution et de ces








































Figure 6 : Representation des 26 tableaux dans Ie plan des axes principaux (non centres)
let 2
Enfm, la qualite de la representation ci-dessus se mesure par la nonne des tableaux en
projection. Ainsi, Ie tableau 8 nous montre qu'il y a tres peu de differences entire les nonnes
projetees et les normes exactes. Les valeurs des cosinus carres sont comprises entre 0,887 et
0,947 pour les axes 1 et 2. On en deduit alors que les 26 tableaux sont bien representes etant
donne qu'un cosinus carre eleve signifle que Ie point represente est presque dans Ie plan.
121





















































































































Avant d'analyser plus en profondeur les ecarts entre les tableaux, nous allons examiner les
resultats produits par Pmterstmcture centree.
3.1.2.2 Analyse de I'interstructure centree
L'interstmcture centree a 1'avantage de faire apparaitre les proximites et les oppositions entre
les differents tableaux etudies.














































































































En recourant aux trois premiers axes principaux on parvient a expliquer pres de 48% de
Pinertie totale. Cela demeure quand meme suffisant pour conclure a une representation selon
les trois premiers axes. Ainsi, on retrouvera dans Ie tableau 10 qui suit les coordonnees de tous
les tableaux sur les trois premiers axes.
Tableau 10 : Coordonnees des tableaux sur les axes principaux (centres) 1, 2 et 3
















































































































Comme nous 1'avions remarque precedemment, la figure 7 nous montre de fa9on plus nette les
ecarts importants entre les tableaux H77 et 178 ainsi qu'entre les tableaux R87 et S 8 8. Ce










LISTE DES POINTS SUEEREOSES
Figure 7 : Representation des 26 tableaux dans Ie plan des axes principaux (centres)
let2
La figure 8, quant a elle, nous fait voir une nouvelle facette de la relation entre les tableaux.
Cette demiere met en evidence quelque chose de particulier pour les annees 1987 a 1992. En
effet, on remarque que, si on suit la chronologie des annees, a partir de 1987 les tableaux vont
partir du deuxieme quadrant et descendre jusque dans Ie coin inferieur gauche du troisieme
quadrant pour fmalement revenir dans Ie coin superieur gauche du second quadrant. Ce
changement majeur dans 1'evolution de 1'economie mondiale semble refleter 1'influence qu'a
eue la recession nord americaine de 1989 a 1991 sur Ie plan international. La figure 8 nous













d F75 EN 33 !
Figure 8 : Representation des 26 tableaux dans Ie plan des axes principaux (centres)
let 3
Ainsi, nous pouvons constater que les premiers bouleversements de cette recession se sont fait
sentir au cours de 1'annee 1988, autrement dit, avant meme que celle-ci soit officiellement
declaree. Les annees subsequentes ont done contribue a 1'accroissement continu des
repercussions pour finalement atteindre Ie creux des changements provoques par la recession
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nord americaine en 1989. L'annee 1989 a done ete 1'annee ou 1'economie mondiale s'est
reprise et a entame son redressement. II est interessant de remarquer que cette periode
correspond exactement a la periode ou il a ete annonce officiellement que 1'Amerique du nord
etait en recession et done qu'elle tenterait par tous les moyens de s'en sortir. Nous remarquons
alors que dans les annees qui ont suivi, nous assistons au redressement de 1'economie
mondiale et, d'apres la figure 8, nous constatons que 1'economie mondiale s'est remise de ce
bouleversement economique en 1992, soit a la meme periode ou 1'Amerique du nord s'est
sortie de la recession. Bref, nous pouvons pretendre que la recession qui s'est abattue sur
1'Amerique du nord de 1989 a 1991 est un evenement marquant dans 1'histoire de 1'economie
mondiale puisqu'elle s'est fait sentir de fa9on tres prononcee dans plusieurs pays en
provoquant bon nombre de changements economiques.
Enfin, contrairement aux resultats de 1'interstmcture non centree, la qualite de la
representation n'est pas tres bonne autant pour Ie plan des axes 1 et 2 que pour Ie plan des axes
1 et 3. En effet, comme nous Ie montre Ie tableau 11, les valeurs des cosinus carres varient
entre 0,005 et 0,778 pour Ie plan des axes 1 et 3.



































































































































































































En bref, cette analyse de 1'interstmcture ne nous donne qu'un aper9u global et general de
1'etude. Afin d'identifier ou d'analyser les causes de ces ecarts plus ou moins grands, nous
allons faire 1'etude de 1'intrastmcture ainsi que de son compromis.
3.1.3 Analyse de Pintrastructure
L'idee essentielle de cette analyse est la recherche d'une structure commune aux tableaux.
Cette recherche peut se reformuler ainsi: les distances entre les pays sont-elles stables d'une
annee a 1'autre ?
Le compromis etant determine au cours de la section precedente, nous allons representer les
positions-compromis des pays telles qu'elles sont decrites par 1'ensemble des tableaux. On
obtiendra alors 1'image euclidienne compromis. Notons que les positions-compromis des
individus correspondent a des positions moyennes des individus sur la periode. Bref, ce genre
d'analyse nous pennettra d'identifier les pays responsables des ecarts plus ou moins
importants constates dans 1'analyse de 1'interstructure.
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3.1.3.1 Interpretation des axes de I'image euclidienne compromis
L'image euclidienne compromis s'obtient en determinant les elements propres de la matrice
WD ou W est Pobjet compromis. Le tableau 12 fournit les dix premieres valeurs propres de
WD ainsi que Pinertie expliquee par chaque axe. Les trois premiers axes expliquant pres de
75% de 1'inertie totale, nous nous limiterons a 1'examen et 1'interpretation de ces demiers.
Tableau 12 : Valeurs propres de I infrastructure
Valeurs propres % d'inertie \ % ciimule
































L'interpretation des axes est possible grace a 1'examen de leurs correlations avec les variables
initiales. Le tableau 13 nous permet de decouvrir quelles sont les variables qui expliquent les
axes du compromis. Afin de mettre en evidence les variables explicatives de chaque axe, nous
avons doublement souligne les correlations p telles que |p| > 0,8 et souligne les correlations p
telles que 0,6 < |p| < 0,8. Notons que pour 1'axe numero 3 nous avons doublement souligne la
variable INFL pour chaque tableau (meme si les correlations etaient comprises dans
1'intervalle [-0,8 , 0,8]) puisqu'elle etait la variable la plus correlee.
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Tableau 13 : Correlations des variables avec les 3 premiers axes
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CGGG EXPO IMPC
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^0,3254::; ^ 0,0844:::: -0,9391 , , -0,2047'i '0,2475: 0,1404::
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:i0,0758
CGGX EXPX IMPX INFX PIBX HPIX CPIX BCOX
OJ944 -0,1616 ^a5&L:; 0,2523 ^6498;
0,3201. :,,0.6389 :=Q^M&^ -0,1951,; 1:0.1866: 03355,
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0,3240;
i;0,0751;
CGGZ EXPZ IMPZ .INFZ PIBZ HPIZ CPIZ BCOZ
;Q^fllL :;,ASS2a::.^S244: : '0,5054, -0,1569 ;fl^52i i:0,2421 -0,5954
-0,1481 , 0,31421 0,3002 0,1116 ,AS2SS -0,1864 0,1366 : 0,2838
-0,1391::: : \0,0779:, -0,0637 ::AMLZ;': 0,0152 ::-0,03971:: ::0,0770 ; 0,1207:
Notons par ailleurs que la representation graphique de ces correlations s'avere tout aussi
interessante puisqu'elle nous donne un aper9u global du phenomene des correlations axes-
variables. Puisque nous avons decide de considerer imiquement les trois premiers axes, les
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figures 9 et 10 nous exposent, respectivement, les representations graphiques des correlations
des variables avec les axes 1 et 2 du compromis ainsi qu'avec les axes 1 et 3 du compromis.
Debutons avec 1'interpretation de 1'axe numero un, qui explique pres de 50% de 1'inertie
totale. Apres une simple observation du graphique des correlations, on remarque que ce sont
les variables CGGV, EXPT, IMPT et HPIB qui expliquent majoritairement 1'axe 1. Toutes ces
variables possedent de fortes correlations negatives avec cet axe. Par contre, Ie tableau des
correlations nous affinne que c'est la variable HPIB qui s'avere expliquer de fa^on la plus
imposante ce premier axe. Ainsi, nous pouvons interpreter 1'axe 1 comme etant un axe
mesurant Ie niveau d'activite economique d'un pays par habitant. Done, plus un pays possede
une grande activite economique par habitant, plus il devrait se projeter du cote negatif de
Faxel.
Considerons maintenant 1'axe deux, qui explique 17% environ de Finertie totale. En ce qui
conceme cet axe, que 1'on regarde Ie tableau ou Ie graphique des correlations, on ne peut faire
autrement que de constater que c'est la variable PIBM qui explique pratiquement toute
1'inertie de 1'axe 2. En effet, toutes les correlations de cette variable sont negatives et plus
petites ou egales a -0,9344. Ainsi, il ne fait aucun doute que 1'axe 2 s'interprete comme un axe
qui distingue les pays ayant un petit PIB de ceux ayant un PIB gigantesque. Done, plus un
pays possede un gros PIB, plus ce pays se situera du cote negatifdu second axe.
Terminons avec 1'interpretation de I5 axe trois, qui explique quant a lui pres de 8% de I'mertie
totale. Bien qu'elle ne franchisse qu'a 1'occasion Ie seuil de correlation que nous avions fixe a
-0,6, c'est la variable WFL qui nous semble expliquer Ie plus adequatement 1'axe 3. De plus,
la figure 10 confinne cette impression en nous presentant 1'ensemble des variables JNFL
regroupees pres du troisieme axe. Ainsi, 1'axe 3 nous permet de distinguer les pays tres
inflationnistes de ceux qui Ie sont moins ou meme deflationnistes. Done, plus un pays a des
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Enfin, avant de passer a la representation des individus actifs compromis, resumons en
quelques mots la signification de chacun des axes de 1'image euclidienne compromis. Nous
sommes arrives a la conclusion que 1'axe 1 represente Ie niveau d'activite economique d'un
pays par habitant, 1'axe 2 represente la taille du PIB d'un pays et finalement. Ie troisieme axe
s'identifie au caractere mflationniste de celui-ci.
3.1.3.2 Representation des positions-compromis des individus
Nous nous interessons maintenant aux individus par rapport aux axes du compromis. Le
compromis etant centre pour les poids des individus, 1'image euclidiemie compromis 1'est
aussi. II est done possible d'interpreter les positions-compromis des individus par rapport a un
axe quelconque. Le tableau 14 qui suit nous indique les contributions absolues, les cosinus
carres ainsi que les coordonnees des individus-compromis par rapport aux trois premiers axes.
Tableau 14: : Contributions absolues, cosinus carres et coordonnees des individus-






























































































































































































































































































































































































































Commen9ons par examiner les pays ou groupes de pays qui contribuent Ie plus a la formation
de chacun des axes. En ce qui conceme Ie premier axe, on constate que c'est Ie Luxembourg et
la Suisse qui contribuent Ie plus a 1'axe numero 1 avec respectivement 17,60% et 8,84%. En
regroupant les pays par continent, on s'aper9oit que c'est 1'Europe qui s'avere etre celui qui
represente Ie mieux Ie premier axe avec une contribution de 58,33%. Mentionnons que les
pays membres de 1'OCDE, quant a eux, obtiennent 62,77% de contribution absolue.
Les resultats du second axe sont beaucoup plus remarquables. En effet, les Etats-Unis, Ie
Japon et Ie Luxembourg obtiennent respectivement une contribution a 1'axe numero 2 de
60,24%, 15,63% et 11,76%. De plus, lorsque 1'on considere les pays membres de 1'OCDE
nous obtenons une immense contribution absolue atteignant 97,18%.
Enfin, Ie troisieme axe est, quant a lui, caracterise par Ie Bresil, Ie Perou et 1'Israel puisque
leur contribution absolue jumelee s'eleve a 68,54%. Cependant, contrairement aux deux
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premiers axes, ce sont les pays non membres de 1'OCDE qui obtiennent la plus grande
contribution absolue avec 87,38%.
Analysons maintenant la representation des pays par rapport aux axes 1, 2 et 3 de 1'image
euclidienne compromis. Commen^ons par effectuer 1'analyse selon les deux premiers axes. La
figure 11 montre clairement une opposition, selonl'axe 1, entre les pays membres et non
membres de 1'OCDE. Puisque les pays membres de 1'OCDE se projettent du cote negatif du
premier axe, cela nous confirme que ce sont des pays qui possedent une tres grande activite
economique par habitant. Panni ces demiers, on remarque la position particuliere du
Luxembourg. En effet, ce pays se retrouve dans Ie coin superieur gauche du second quadrant.
Ainsi, on peut affinner que Ie Luxembourg est un pays possedant une tres grande activite
economique par habitant tout en possedant un tres petit PIB. Par ailleurs, on retrouve
evidemment les deux leaders economiques mondiaux, en 1'occurrence les Etats-Unis et Ie
Japon, a 1'extreme negatif de 1'axe 2 : 1'axe representant la taille du PIB. Finalement, en
elargissant notre vision aux sept pays les plus industrialises du monde, autrement dit Ie G7
(Allemagne, Canada, Etats-Unis, France, Grande-Bretagne, Italie et Japon), on s'aper9oit
qu'ils sont tous regroupes, comme nous pouvions Ie prevoir, du cote negatifdu deuxieme axe.
Effectuons a present 1'analyse de la representation des pays par rapport aux axes 1 et 3 de
1'image euclidienne compromis. La figure 12 nous apporte les memes commentaires que
precedemment en ce qui conceme 1'axe numero 1. Cependant, Ie troisieme axe met en
evidence trois pays que 1'on pourrait caracteriser comme etant de nature tres inflationniste.
Ces pays sont en fait Ie Bresil, Ie Perou et 1'Israel puisque tous les trois sont projetes tres loin
du cote negatif de 1'axe numero 3. De plus, la figure 12 nous pennet d'affinner que les pays
(etudies) d'Amerique du Sud et d'Amerique Centrale sont des pays ayant une faible activite
economique par habitant et possedant un enonne taux d'inflation. Cette affirmation vient du
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Figure 12 : Representation des individus-compromis dans Ie plan des axes 1 et 3
Cela etant dit, c'est ici que se termine cette troisieme sous-section consacree a 1'analyse fine
des differents tableaux a 1'etude que 1'on a appelee intrastmcture. Nous allons maintenant nous
interesser a 1'evolution d'un meme pays au fil des annees. Cette analyse de 1'evolution se fera
par 1'entremise des trajectoires de chaque pays. C'est en fait 1'objet de notre prochaine sous-
section.
3.1.4 Representation des trajectoires
L'etude de 1'interstmcture a mis en evidence, sans les expliquer, les ecarts et les
ressemblances des objets entre eux et avec Ie compromis. L'observation des trajectoires va
nous pennettre d'expliquer ces ecarts au niveau individuel.
Comme nous 1'avons mentionne dans Ie second chapitre, la representation des trajectoires se
fait dans 1'image euclidienne compromis. Alors, puisque nous sommes en presence des memes
variables mesurees sur les memes individus chaque annee, nous sommes portes,
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instinctivement, a s'interesser autant aux trajectoires des individus qu'a celles des variables.
Cependant, apres avoir effectue 1'analyse des trajectoires des variables, nous en sommes venus
a la conclusion qu'elles nous apportaient tres peu d'infonnations supplementaires. En effet,
toutes les variables, a 1'exception du taux d'inflation aimuel et de la croissance annuelle du
PEB, avaient une tres faible evolution. Tant qu'aux variables concemant Ie taux d'inflation et
la croissance du PIB, elles possedaient des projections similaires a celles des graphiques des
correlations des variables avec les axes du compromis (figure 9 et 10) que nous avons
presentes a la section 3.1.3.1 du present chapitre. C'est pour cette raison que nous allons
effectuer uniquement F interpretation des trajectoires des pays de 1'etude.
3.1.4.1 Representation des trajectoires des pays
Les trajectoires des pays s'interpretent par rapport a 1'evolution moyenne, c'est-a-dire par
rapport a 1'evolution d'un individu fictif moyen qui aurait pour valeurs les moyennes des
variables par annees. Puisque nous avons centre les variables par annee, la trajectoire de cet
individu moyen est reduite a un point qui est a 1'origine du plan etudie. Par ailleurs, 1'analyse
de 1'intrastmcture nous a permis d'attribuer une signification a chacun des axes. II nous est
alors possible d'interpreter Ie sens de parcours d'une trajectoire Ie long de ces axes.
Etant donne Ie nombre eleve de pays etudies, la representation de toutes les trajectoires
provoque inevitablement la superposition de plusieurs d'entre elles et il en resulte une lisibilite
quasi inexistante. Pour contrer ce probleme nous avons decide de selectionner les pays qui,
dans un plan ou Fautre, ont eu une evolution tres differente de 1'evolution moyenne. En fait,
nous avons observe sept pays parmi les quarante, pour chacun des plans factoriels, qui
meritent une attention particuliere. Le tableau 15 nous presente les coordonnees des points de
ces trajectoires pour les pays selectionnes par rapport aux deux premiers axes tandis que la
figure 13 nous expose graphiquement les trajectoires associees. Notons que, dans la figure 13,
1'etoile pres de la lettre representant Ie pays correspond a la position compromis du pays en
question. La position du compromis est la position du pays represente precedemment dans la
figure 11 de Fmtrastmcture.
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En observant la figure 13 on constate que, meme parmi les trajectoires les plus etendues,
1'evolution des pays par rapport a Pactivite economique par habitant et a 1'ampleur du PIB
s'avere tres discrete. En effet, que 1'on regarde les pays ayant, des Ie debut des annees 70, une
tres grande activite economique par habitant comme Ie Luxembourg, un tres gros PIB comme
les Etats-Unis et Ie Japon ou meme les pays plus pauvres comme Ie Chili, tous possedent une
evolution a travers les annees des plus constante. Toutefois, avec un bref survol des
trajectoires on peut constater quelques changements isoles dans 1'evolution de certains pays.
Par exemple, on remarque facilement qu'en 1974 (D5) Ie Gabon a subi une bmsque chute de
son PIB tandis que la Finlande, qui suivait 1'evolution moyenne jusqu'en 1990, a connu une
augmentation ephemere de son PIB en 1991 (C22). D'autre part, il est interessant de
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remarquer Ie parcours des deux leaders economiques mondiaux : les Etats-Unis et Ie Japon. En
fait, ces deux pays out une evolution opposee : Ie Japon tend a augmenter son PIB et son
activite economique par habitant tandis que les Etats-Unis semblent faire tout Ie contraire.
Ceci laisse peut-etre presager un changement eventuel de leader economique dans Ie monde.
Finalement, mentionnons que la trajectoire tres peu etendue de 1'Australie et sa proximite de
1'individu fictif moyen suggere qu'il pourrait bien etre Ie pays barometre de 1'economie





Figure 13 : Trajectoires de sept pays dans leplanfactoriel 1 et2
Lors de 1'analyse de 1'mtrastructure nous avons reussi a decrire les trois premiers axes. II est
alors interessant d'examiner les trajectoires marquantes sur les axes 1 et 3. Le tableau 16
contient les coordonnees des points des sept trajectoires qui nous semblaient se demarquer des
autres tandis que la figure 14 nous presente Ie graphique de ces demieres.
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Contrairement aux trajectoires dans Ie plan des deux premiers axes, les trajectoires de la figure
14 possedent une amplitude beaucoup plus prononcee. De plus, on remarque que les pays
representes ont des trajectoires plutot verticales. Ainsi, cela laisse presager que les pays ayant






Figure 14 : Trajectoires de sept pays dans leplanfactoriel 1 et3
Une simple observation de la figure 14 nous permet de constater que ce sont les pays de
FAmerique du Sud qui semblent avoir Ie plus de difficultes a gerer leur inflation. En fait. Ie
pays ayant Famplitude de trajectoire la plus prononcee est sans aucun doute Ie Perou. Lorsque
Fon examine de plus pres son evolution on constate que ce pays a connu deux decennie, soit
de 1970 a 1989, de hausse du taux d'inflation avant cTatteindre son point cuhninant en 1990.
Ce n'est qu'a partir de 1990 que 1'on assiste a une diminution de 1'inflation pour ainsi revenir
sensiblement a celle de 1970. Le Bresil a, quant a lui, resiste a cette hausse jusqu'en 1976,
mais il a vite sombre dans cette periode d'inflation elevee sans pour autant reussir a s'en sortir,
du mo ins pas avant 1995. Enfin, Ie Chili semble etre celui qui s'est sorti Ie mieux de cette
vague d'inflation qui planait sur 1'Amerique du Sud. En effet, ce demier n'a pas connu de
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hausse continuelle du taux d'inflation. Au contraire, 1'evolution de son taux d'inflation s'etale
plutot selon deux plateaux. De 1970 a 1977 Ie Chili a maintenu un taux d'inflation assez eleve
mais relativement stable. Par centre, les annees 1978, 1979, 1980et 1981 ont contribuees a
Pabaissement significatifdu taux d'inflation pour finalement se stabiliser jusqu'en 1995 a un
niveau respectable et comparable a celui des autres pays a travers Ie monde.
Par ailleurs, la figure 14 nous fait prendre conscience qu'il n'y a pas seulement que les pays
d'Amerique du Sud qui sont touches par la volatilite des taux d'inflation, il y a egalement
1'Israel. Ce demier semble suivre Ie meme parcours que Ie Bresil. En effet, a partir de 1975
1'augmentation de I'inflation en Israel est remarquable et ce, jusqu'en 1984. Cependant, nous
assistons a un revirement exceptionnel a partir de 1984 : Ie taux d'inflation diminue d'annee
en annee avec la meme rapidite avec laquelle il avait augmente jusque la pour finalement se
stabiliser dans les annees 90 a un taux moins eleve qu'en 1970.
A F oppose, on peut remarquer sur la figure 14 des pays comme les Etats-Unis et Ie
Luxembourg qui possedent des trajectoires beaucoup moins etendues. Ainsi, a 1'exception du
debut des annees 70, ces deux pays possedent un taux d'inflation tres faible et surtout
relativement stable.
Enfin, il existe d'autres pays comme Ie Gabon pour lesquels il nous semble pratiquement
impossible de predire I'inflation d'une annee a 1'autre puisqu'elle s'avere particulierement
fluctuante. En effet, un simple regard a la trajectoire du Gabon suffit pour nous en convaincre.
Mentionnons en terminant que les autres pays dont nous avons decide de ne pas representer la
trajectoire dans les figures 13 et 14 ne sont pas depourvus d'interet. Au contraire, il pourrait
etre tres interessant de les analyser un a un et meme d'effectuer une classification de leur
trajectoire. Cependant, etant donne que 1'objectif de ce memoire n'est pas d'effectuer une
analyse economique en profondeur, nous avons decide de ne representer que les pays ayant
des trajectoires exceptionnelles.
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C'est ainsi que se termine cette premiere section concemant 1'application de la methode de
statistique descriptive STATIS. Cette methode nous a permis d'analyser de fa9on globale et
plus detaillee 1'etude de 40 pays a travers Ie monde sur Ie plan economique et ce, sur une
periode de 26 ans. Le moment est maintenant venu de passer a la deuxieme section afin de
presenter les resultats d'une analyse basee sur 1'extension de 1'analyse factorielle d'operateurs
proposee dans la deuxieme partie du second chapitre.
3.2 Illustration de Pextension de Panalyse factorielle d'operateurs a I'aide
de donnees sur I9 economic mondiale
La section precedente nous a pennis de presenter les resultats d'une analyse sur 1'economie
mondiale effectuee a 1'aide de la methode d'analyse factorielle d'operateurs STATIS. Cette
analyse s'avere complete en soi. Cependant, en tant que statisticien, nous cherchons toujours
une nouvelle fa9on d'analyser les donnees afin de decouvrir certains elements qui nous
auraient echappe. C'est en fait 1'objectif poursuivi par 1'extension de 1'analyse factorielle
d'operateurs que nous avons proposee dans la seconde partie du deuxieme chapitre. Rappelons
par contre que cette nouvelle analyse ne se veut en aucun point etre une methode alternative a
STATIS. Au contraire, 1'extension de 1'analyse factorielle d'operateurs est tout simplement
une methode complementaire a STATIS nous pennettant d'augmenter la quantite
d'informations extraites des donnees a 1'etude.
Cela etant dit, 1'application que nous proposons dans la presente section est donnee
simplement a titre illustratif. Ainsi, il est bien evident qu'il nous await ete possible, en
modifiant certains parametres comme la variable qualitative de segmentation, d'obtenir des
resultats beaucoup plus remarquables que ceux qui vont suivre. Cependant, 1'objectif etant
uniquement de proposer au lecteur une demarche a suivre afin d'analyser les resultats produits
par cette methode, cet aspect est demeure secondaire dans notre esprit.
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L'extension de 1'analyse factorielle d'operateurs s'effectue, comme nous 1'avons presente au
chapitre 2, selon deux phases. Nous avons done juge interessant de preserver cette subdivision
afin de decrire 1'application qui lui est associee. Ainsi, la premiere sous-section nous permettra
de presenter les donnees a 1'etude, leur structure par rapport a la variable qualitative de
segmentation ainsi que les matrices compromis resultantes de la premiere phase de cette
analyse. Par ailleurs, nous utiliserons la deuxieme sous-section afm d'interpreter les resultats
obtenus lors de 1'analyse de 1'interstmcture tel que nous 1'avons decrit a la section 2.2 du
second chapitre.
3.2.1 Presentation des donnees, variable qualitative de segmentation et matrices
compromis resultantes
Nous avons mentiomie precedemment que 1'extension que nous proposons se veut etre une
methode complementaire de la methode STATIS. Dans la premiere section de ce chapitre nous
avons decrit une application de la methode STATIS en utilisant des donnees sur 1'economie
mondiale. II est alors naturel d'opter pour ces memes donnees afin de presenter une
application de cette extension et ainsi decouvrir de nouvelles facettes a 1'economie mondiale.
L'etude que nous nous proposons done d'effectuer, couvre la periode de 26 ans debutant en
1970 pour se terminer en 1995. Chaque annee fonnera un tableau de donnees croisant les
memes individus et les memes variables actives selectionnees lors de 1'analyse comparative de
la structure de 1'economic de divers pays effectuee precedemment. Le lecteur peut se referer
aux tableaux 1, 2 et 3 pour de plus amples informations.
L'extension de 1'analyse factorielle d'operateurs est basee sur la partition des individus selon
une variable qualitative a plusieurs modalites. En ce qui nous conceme, nous avons opte pour
une variable caracterisant chacun des pays par son continent d'appartenance. Notons qu'etant
donne Ie nombre restreint de pays appartenant a 1'Oceanie, nous avons decide de fusionner ces
demiers a 1'Asie pour ainsi former un seul continent que nous nommerons : Asie-Oceanie.
Ainsi, FAfhque est represente par 5 pays, PAmerique par 7 pays, 1'Asie-Oceanie par 11 pays
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et finalement, FEurope est represente par 17 pays. Nous nous retrouvons alors avec quatre
series de tableaux Xy,Xi,2,...,X^26 i=l,2,3,4 chacune contenant les pays associes au continent
approprie comme nous Ie presente la figure 15.
AFRIQUE AMERIQUE ASIE-OCEANIE EUROPE
Figure 15 : Structure des donnees de Villustration de I'extension de lf analyse factorielle
d'operateurs
Les pays etant naturellement differents d'une serie a 1'autre, il convient d'appliquer la
methode STATIS duale a chacune des series afin d'obtenir quatre matrices compromis ayant
la meme structure. Ainsi, 1'application integrale de cette methode nous permettra d'obtenir une
matrice de variance-covariance entre les sept variables et resumant toute 1'information
contenue dans les 26 tableaux de chacun des continents. A 1'interieur de cette premiere phase,
aucune interpretation n'est necessaire. En fait. Ie seul objectif poursuivi est de calculer les
matrices compromis correspondant a chacune des modalites de la variable qualitative de
segmentation. Le tableau 17 nous presente les quatre matrices compromis resultant de cette
premiere etape.
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Tableau 17 : M^atrices compromis resultant de la premiere phase de I'application de











































































































































































































L'objectifde cette premiere phase ayant ete atteint, la prochaine sous-section portera done sur
1' analyse de 1'interstructure de ces compromis.
3.2.2 Analyse de Pinterstructure
Nous considerons dans cette sous-section 1'analyse de Fmterstmcture comme etant 1'etude des
relations entre les differentes matrices compromis calculees precedemment. En fait, nous
effectuons une comparaison globale de la stmcture de T matrices de variance-covariance en
les representant par T points dans une (ou plusieurs) image(s) euclidienne(s) plane(s).
En ce qui nous conceme, on considere quatre matrices de variance-covariance representant les
compromis de chacun des continents. Ainsi, contrairement a 1'application de la methode
STATIS, ces quatre matrices seront notees Vi, ¥2, Vs et ¥4 au lieu de Xi, X2, Xs et X4. En
fait, de par leur construction, ces matrices correspondent deja a Poperateur de covariance Ft
que 1'on a defini au chapitre 2. Par ailleurs, afin d'equilibrer 1'influence des differents tableaux
dans 1'analyse, nous utiliserons une fois de plus les objets normes vt/\v\\ pour caracteriser
1\\H.S.
chaque etude.
Nous allons debuter cette analyse par une interpretation des resultats de 1'interstmcture non
centree pour ensuite enchainer avec celle de 1'interstmcture centree. Notons cependant que la
fa9on d'interpreter les resultats qui en decoulent est pratiquement la meme que lorsque 1'on
utilise la methode STATIS. C'est pour cette raison que nous allons abreger au maximum Ie
texte qui va suivre en nous attardant essentiellement aux elements plus importants de
1'analyse.
3.2.2.1 Analyse de Vinterstructure non centree
Le degre d'association entre les etudes est mesure, en pratique, par Ie coefficient de correlation
vectorielle entre les etudes, plus communement appele coefficient RV. Le tableau 18 presente
ces coefficients entre chacun des quatre continents. On remarque que les coefficients RV sont
148
particulierement eleves, nous pouvons alors en deduire que 1'on a la meme structure des
variables a Pinterieur des differents continents et que, par consequent, les positions mutuelles
des variables evoluent peu d'une annee a 1'autre.
Tableau 18 : Matrices des coefficients RVentre les continents
Continents Afriqiie \ Amerique \ Asie-Oceanie Europe
:Y4//^Mei::;:;-l;l:lr:;!::,;,':^::l^:l:
Amerique 0,8328221037 1
Asie-Oceahie 0,8831695993 0,8990550691 1
mrop^ 0,892'7569290 0,8437932505! 0,811475Q981i
La proximite entre les continents est representee par 1'interstructure. Ainsi, la diagonalisation
de la matrice des coefficients RV nous fournit un systeme d'axes associe aux quatre valeurs
propres du tableau 19.
Tableau 19 : Valeurs propres de Pinterstructure non centree de Vextension de I'analyse
factorielle d'operateurs













Les deux premiers axes expliquent pres de 95% de la variabilite totale tandis que 1'ensemble
des trois premiers axes explique 98,50% de la variabilite totale. Puisque nous considerons une
etude ayant quatre dimensions, il est amplement suffisant de ne considerer que les deux
premiers axes. Ainsi, Ie tableau 20 nous dresse la liste des coordonnees de tous les continents
pour les deux premiers axes principaux.
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Tableau 20 : Coordonnees des continents sur les axes principaux (non centres) 1 et2





Par ailleurs, lorsque 1'on regarde Ie tableau 21 presentant les coefficients de la combinaison
lineaire donnant Ie compromis des compromis ainsi que la figure 16 concemant la
representation des quatre continents dans Ie plan des axes 1 et 2, on en deduit que Ie
compromis general est un bon resume de 1'ensemble des tableaux.
Tableau 21 : Coefficients de la combinaison lineaire caracterisant Ie compromis des
compromis
= CCiul 11^ II ' ^2 UK II ' ^3 UK II ' ^4





Nous pouvons remarquer sur la figure 16 que 1'Europe et 1'Afrique s'opposent clairement a
1'Amerique et PAsie-Oceanie par rapport au premier axe. D'autre part, nous constatons sans
peine que 1'Amerique semble avoir une structure tres similaire a 1'Asie-Oceanie puisque ces














Figure 16: Representation des quatre continents dans Ie plan des axes
principaux (non centres) 1 et2
Finalement, la qualite de la representation ci-dessus est excellente puisque les valeurs des
cosinus carres sont eleves et il y a tres peu de differences entre les normes projetees et les
normes exactes. En effet. Ie tableau 22 nous presente des valeurs du cosinus carre comprises
entre 0,935 et 0,964 ainsi que des normes exactes et projetees pratiquement identiques.
Tableau 22 : Qualite de la representation des quatre continents selon les axes principaux
(non centres) 1 et2









II ne nous reste maintenant qu'a interpreter les resultats produits par 1'interstructure centree.
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3.2.2.2 Analyse de Uinterstructure centree
Afin d'avoir une idee plus precise des proximites et oppositions entre les differentes matrices
compromis, on effectue une analyse de 1'interstmcture centree. Le tableau 23 nous presente les
quatre valeurs propres qui decoulent de ce type d'analyse.
Tableau 23 : Valeurs propres de I'interstructure centree de Vextension de Vanalyse
factorielle d'operateurs
Vuleurs propres % tl'inertie % cumule
1 0,2146056271 51,28 51,28
2 0,14317152506 34,34 85,65
J 0,06014309698 14,37 100,00
La representation de cette etude dans Ie plan des deux premiers axes nous permet d'expliquer
85,62% de Pinertie totale. En ajoutant Ie troisieme axe nous expliquons alors pratiquement
toute 1'inertie de 1'etude. Cependant, comme nous 1'avons mentionne dans 1'analyse de
1'interstructure non centree, nous sommes en presence d'une etude comportant seulement
quatre dimensions. Ainsi, nous nous contenterons de 1'analyse des deux premiers axes
prmcipaux. Le tableau 24 nous dresse les coordonnees de tous les continents sur ces deux
premiers axes.






Comme nous Pavions remarque precedemment, la figure 17 met en evidence les ecarts
importants entre les stmctures de 1'Afrique et 1'Europe par rapport a celles de 1'Asie-Oceanie
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et 1'Amerique. De plus, cette figure nous permet de constater une nouvelle facette de la
relation entre les continents. En effet, cette derniere affiche une nette opposition entre la
structure de PEurope et celle de 1'Asie-Oceanie. Une opposition tout aussi importante se
dessine entre la stmcture de 1'Afrique et celle de 1'Amerique. Finalement, il est interessant de












Figure 17 : Representation des quatre continents dans Ie plan des axes
principaux (centres) 1 et2
Enfin, contrairement aux resultats obtenus lors de Pinterstructure non centree, la qualite de la
representation pour Ie plan des axes 1 et 2 n'est pas tres bonne. En effet, comme nous pouvons
Ie constater dans Ie tableau 25, les valeurs des cosinus carres sont comprises entre 0,800 et
0,912 pour Ie plan des axes 1 et 2.
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Tableau 25 : Qualite de la representation des quatre continents selon les axes principawc
(centres) 1 et2
Continents Nonne exacte \ Norme projetee Cos it 1000
Afrique 0,3016781225 0,2698738214 800,2651124
^mm^ue 0,3279463291 0,3095379191 89^
^^Oc^n^ 0,31390145^8 0,2&^W^^
(Europe 0,3483 839363 0,3327180168 912,08?2686
En bref, 1'analyse de Pinterstructure nous a permis de positionner les continents les uns par
rapport aux autres au point de vue economique. Rappelons que cet exemple a ete presente dans
1'unique but d'illustrer 1'extension de 1'analyse factorielle d'operateurs que nous avons
proposee. Naturellement, Ie choix d'une variable qualitative de segmentation possedant un
nombre plus eleve de modalites nous aurait probablement permis d'apprecier davantage cette
nouvelle methode. Cependant, notre objectif etait de dormer une description la plus juste
possible, tant theorique que pratique, de 1'idee que nous avons ose approfondir et presenter
dans ce memoire. Nous laissons done Ie soin au lecteur d'utiliser diverses variantes possibles
afin de rendre cette methode plus optimale.
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CONCLUSION
Les methodes d'analyse de donnees multidimensionnelles se sont enonnement developpees au
cours des trente demieres annees et leur efflcacite a ete largement demontree.
Malheureusement, lorsque 1'on consulte les banques de publications recentes, nous sommes
forces d'admettre que Ie developpement de ces techniques stagne depuis Ie milieu de la
decennie 90. Ainsi, dans 1'espoir de revitaliser Ie developpement de ces techniques, nous
avons propose a 1'interieur de ce memoire une nouvelle techaique statistique nous permettant
d'accroitre la quantite d'infomiations qui est possible d'extraire d'un ensemble de donnees
multidimensionnelles. Etant donne la conception generale de cette nouvelle methode et Ie fait
que ses fondements reposent essentiellement sur la methode d'analyse factorielle d'operateurs
STATIS, nous avons opte pour 1'appellation : Extension de Fanalyse factorielle d'operateurs.
Ce memoire nous a done pennis de definir Ie concept de 1'extension de 1'analyse factorielle
d'operateurs ainsi que toute la theorie nous pemiettant de formaliser cette methode. Atm
d'atteindre cet objectif, nous avons du prealablement defmir 1'ensemble des outils
mathematiques sous-jacents aux methodes d'analyse de donnees multidimensionnelles. Une
description theorique detaillee de la methode d'analyse factorielle d'operateurs STATIS nous
a permis de mieux synthetiser 1'extension de 1'analyse factorielle d'operateurs et ainsi mettre
1'accent sur ses propres particularites. Finalement, puisque la theorie prend tout son sens dans
la pratique. Ie demier chapitre de ce memoire nous a permis de concretiser ces methodes en les
appliquant a une etude de cas sur 1'economie mondiale. En plus d'apporter un aspect pratique
a ce memoire, ce demier chapitre nous a permis de formuler certaines conclusions quant au
comportement de certains pays et continents et a leur relation avec Ie reste du monde par
rapport a differentes variables economiques.
D'autre part, mentionnons que les applications de 1'analyse factorielle d'operateurs et de
1 extension de 1'analyse factorielle d'operateurs que nous avons proposee ont ete presentees
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beaucoup plus afin d'illustrer les methodes qu'a obtenir des interpretations economiques tres
techniques. En fait, notre objectifen presentant ces applications, etait uniquement de proposer
au lecteur une demarche a suivre dans 1'interpretation des resultats qui en decoulaient. II est
done bien evident que, dans Ie cas de 1'application de 1'extension de 1'analyse factorielle
d'operateurs, une variable qualitative de segmentation choisie plus judicieusement nous aurait
permis d'obtenir des resultats ayant une saveur economique beaucoup plus attrayante.
Enfm, puisque dans ce memoire nous avons etabli et applique les fondements theoriques de
1' extension de 1'analyse factorielle d'operateurs, il serait interessant que 1'on puisse
eventuellement poursuivre son developpement afm de la rendre plus optimale. On pourrait
done exiger que la variable qualitative de segmentation ait un nombre plus eleve de modalites.
Ainsi, cette contrainte pourrait nous pennettre d'effectuer une classification ou meme une
analyse discriminante sur les differentes projections des tableaux compromis correspondant a
chacune des modalites de la variable qualitative de segmentation. Ce developpement de
1'extension de 1'analyse factorielle d'operateurs nous permettrait alors d'etablir clairement de
nouvelles relations entre les groupes d'individus a 1'etude caracterises par les modalites de la
variable qualitative qui nous interesse.
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