Abstract. In this paper, we introduce the notion of characteristic functions for commuting tuples of m-hypercontractions on Hilbert spaces and investigate some properties. We prove that the characteristic function is a complete unitary invariant. We also offer some factorization properties of characteristic functions.
Introduction
We denote the Euclidean unit ball by B n = {z ∈ C n : z < 1}. For any positive integer ℓ ≥ 0 and a complex Hilbert space E, we denote by H ℓ (B n , E) the E-valued weighted Bergman space with domain B n , that is
where ρ ℓ (α) = (ℓ+|α|−1)! α!(ℓ−1)! , |α| = α 1 + · · · + α n and α! = α 1 ! · · · α n !. It is also a reproducing kernel Hilbert space with kernel
In particular, if ℓ = 1, H 1 (B n , E) is known as the Drury-Arveson space and we use H For an n-tuple of commuting bounded linear operators T = (T 1 , . . . , T n ) ∈ B(H) n , we say T is a row contraction if the operator
T i h i is a contraction. That is, the operator viewed as a row operator T : H n → H is a contraction and therefore its adjoint T * : H → H n is also a contraction where
. . . Using the map σ T , for each k ∈ N, the defect operators of different orders of T are defined as follows. First consider the operator
where γ α = |α|! α! for α ∈ N n . Note that T is a row contraction if and only if ∆
T ≥ 0. Using the above notation, T is said to be a m-hypercontraction if ∆ . This is also well-known that for a m-hypercontraction T , ∆ (k)
n is said to be pure if
In [8] , it has shown that a pure m-hypercontraction can be dilated to weighted-shift operators on H m (B n , D m,T * ). More precisely, given a pure m-hypercontraction T ∈ B(H) n , there is an isometric map π m :
. In other words, given a m-hypercontraction we can associate a co-invariant subspace Q of H m (B n , D m,T * ), which we call as the model space of T , such that T ∼ = (P Q M z 1 | Q , . . . , P Q M zn | Q ). On the other hand, a Beurling-Lax-Halmos type theorem (see [12, Theorem 4.4 
Combining above two results we have that given a m-hypercontraction T there exists a Hilbert space E and a partial isometric multiplier Φ ∈ Mul(H 2 n (E), H m (B n , E * )) such that the model space of T is (ΦH 2 n (E)) ⊥ . But the partial isometric multiplier Φ is not unique and description of these partial isometric multipliers are not known explicitly in general. Recently, in [7] , the author find a method to construct such a partial isometric multiplier. In this article, we find a general, explicit and simpler recipe to construct such partial isometric multipliers and study them by considering their factorization and by finding relations with classical characteristic functions.
The plan of the paper is as follows. In Section 2, we find a general recipe to construct characteristic functions for m-hypercontractions. In Section 3, we have considered factorization of multipliers from vector valued Durry-Arveson spaces to weighted reproducing kernel Hilbert spaces on B n and find some uniqueness result when the multipliers are K-inner. In last section, we apply results from the previous sections and obtain factorization of characteristic functions of m-hypercontractions. We also find some relation with the classical characteristic function.
Characteristic Functions for Hypercontrctions
In this section, we describe an explicit general recipe to construct characteristic functions of commuting m-hypercontractions. To begin with, we define some useful operators and study their properties which will be used to obtain the characteristic functions explicitly. Recall that for a m-hypercontraction T , D m,T * and D m,T * are the defect operator and defect space of T of order m respectively. Consider the operator C m,T :
. In other words, C m,T has the following column matrix representation
Since the dilation map π m is an isometry, we have
Also, by an elementary calculation, we have the following relation among multi-variable coefficients ρ ℓ (α) for α ∈ N n and ℓ > 1 :
where for 1 ≤ i ≤ n, α − e i = (α 1 , . . . , α i−1 , α i − 1, α i+1 , . . . , α n ). Then note that,
is an isometry. Then by adding a suitable
Hilbert space E, we can find
is a co-isometry. Such a co-isometry plays a crucial role in what follows and we make the following definition to refer such a co-isometry. 
is a co-isometry.
Since the corresponding block operator matrix is a co-isometry, we have the following relations:
Now we define an operator-valued analytic function Φ :
Therefore,
Using the above relations (a),(b),(c) and (d) we calculate:
And therefore,
Thus we have find a general recipe of constructing characteristic functions of m-hypercontractions as follows. 
Theorem 2.2. Let T be a pure m-hypercontraction on H, and let
Two row contractions T = (T 1 , · · · , T n ) and R = (R 1 , . . . , R n ) on H are said to be unitary equivalent if there exist a unitary U on H such that T i = UR i U * , for all i = 1, . . . , n. 
By applying Douglas lemma, there exist a unitary Γ :
For the only if part by definition we have two unitary, τ :
Combining these we have
and therefore T ∼ = R. Next we find factorization of a characteristic function of a pure m-hypercontraction corresponding to an invariant subspace of the m-hypercontraction. This is analogous to the Sz.-Nagy-Foias factorization result for a single contraction obtained in [9] . We use the following factorization result to obtain the factorization in our context. The result is true for more general class of reproducing kernel Hilbert space but we sate it only for Drury-Arveson space as the present situation demands. For a proof, we refer the interested reader to [1] . 
The factorization result in the present context is as follows. 
where Φ T is the characteristic function of T corresponding to (E T , B, D).
Proof. Let π m : H → H m (B n , D m,T * ) be the canonical dilation of the pure m-hyper contraction T , and let Q = π m H is the model space of T . Then we know that
by invoking Theorem 4.4 of ([12]), we have a Hilbert space E and a partial isometric multiplier Φ
n (E). By construction,
Here, π m H 1 is a RKHS with the kernel function
Therefore, from the above Theorem 2.6, we have a multiplier
Hence, it completes the proof.
Factorization of Multipliers in S β (H, K)
Multipliers from a Drury-Arveson space to a weighted reproducing kernel Hilbert space always factors through contractive multipliers between Drury-Arveson spaces. We establish such factorization in this section and also consider analogous factorization in the case of K-inner functions.
For this section, we fix a weight β = {β j } ∞ j=0 such that β is a decreasing sequence of positive numbers and
defines a kernel on B n , for some Hilbert space E. For a fixed such weight and Hilbert spaces H and K, we denote by S β (H, K) the space of Schur multipliers from H 2 n (H) to H 2 n (β, K). We also denote by S(H, K) the space of Schur multipliers from H 2 n (H) to H 2 n (K). We show that any element S ∈ S β (H, K) can be factorized as S = Ψ βS for some contractive multiplier S ∈ S(H, l 2 (N n , K)) and a fixed multiplier Ψ β ∈ S β (l 2 (N n , K), K). The multiplier Ψ β appears in the above factorization only depends on the weight β. To begin with, we describe this fixed factor. Define, a sequence γ = {γ n } ∞ n=0 such that γ 0 = 1 and γ n = (β
−1 for all n ≥ 1 and an operator-valued function Ψ β :
where z ∈ B n and {k α } α∈N n ∈ l 2 (N n , K). The following simple calculation shows that Ψ β is well-defined:
where K γ is a kernel on B n with weight γ. For each z ∈ B n , one can represent Ψ β (z) as the row operator
Also it follows from the definition of Ψ β that
is an isometry. We collect further property of Ψ β in the next lemma.
Proof: Note that, for z, w ∈ B n ,
and therefore,
and the proof follows. The above introduced factorization Theorem 2.6 need to be invoked to obtain the following factorization result. We now state the main theorem of this section.
Theorem 3.2. Let β be as in (3.1). Then S ∈ S β (H, K) if and only if there is a contractive multiplierS
Proof: First assume that S(z) = Ψ β (z)S(z) for all z ∈ B n , whereS ∈ S(H, l 2 (N n , K)) is a contractive multiplier. Then, using (3.3), we have for z, w ∈ B n ,
defines a kernel on B n , and therefore S ∈ S β (H, K). K) is bounded operator. Then, using (3.3) again, we have
The proof now follows from Theorem 2.6.
Remark 3.3. For n = 1, the above factorization results recovers the result of Ball and Bolotnikov [5] .
Next we restrict ourselves to the subclass of K-inner functions (defined below) in S β (H, K) and show that, in this case, the above factorization becomes unique.
The notion of K-inner function has been introduced recently in [6] . The multiplication of a K-inner functionS ∈ S(H, l 2 (N n , K)) with the above defined operator Ψ β is a K-inner function. The unique factorization of K-inner functions in S β (H, K) is given next.
thatS is a K-inner function and
Proof. Suppose S ∈ S β (H, K) is a K-inner function. By Theorem 3.2, let
follows from that of S and the fact that M Ψ β is an isometry on RanS ′ (H). Hence S ′ is a K-inner function and S ′ (H) ⊥ KerM Ψ β . For the uniqueness part, suppose S = Ψ β S ′′ is an another factorization of S for some contractive multiplier S ′′ ∈ S(H, l 2 (N n , K)). Then by the above argument S ′′ is a K-inner function and S ′′ (H) ⊥ KerM Ψ β . Then for all h ∈ H,
and the uniqueness follows.
Factorization of Characteristic Functions
We combine results obtained in the previous sections and find explicit factorization of characteristic functions of m-hypercontractions. Recall that a characteristic function for an m-hypercontraction T corresponds to a triple (E, D, B) as in Definition 2.1. In such a case, the characteristic function of T is given by
then S ∈ S β (E, D m,T * ) and by Theorem 3.2 S = Ψ βS for some contractive multiplierS ∈ S(E, , l 2 (N n , D m,T * )). Also note that, in this case, the sequence γ = {γ j } ∞ j=0 has the following form:
The next theorem describe the factorS explicitly as a transfer function of some associated co-isometry.
Theorem 4.1. Let T be a m-hypercontraction, and let
ZB is the transfer function of the canonical co-isometry
associated to the triple (E, B, D).
Proof. The factorS(z) can be expanded as
where e i is the n-tuple in N n with 1 in the i-th place and 0 elsewhere. Again using the definition of the operator C m,T as defined earlier, we can further simplify and viewS(z) as a column operator as follows:
Also recall that Ψ β has the representation as a row operator
Now for z ∈ B n , we compute the product
This completes the proof Now let T be a pure m 2 -hypercontraction. Then for 1 ≤ m 1 ≤ m 2 , T is also a m 1 -hypercontraction. Suppose that (E 1 , B 1 , D 1 ) and (E 2 , B 2 , D 2 ) are characteristic triples of T considered as a m 1 -hypercontraction and m 2 -hypercontraction, respectively. Then by the previous theorem the corresponding characteristic functions have factorsS 1 andS 2 which are the transfer function of the co-isometries
respectively. We find a relationship betweenS 1 andS 2 next.
To this end, we first note the following identities which follows from the co-isometric property of the above two block-matrices. For all i = 1, 2,
is an isometry for i = 1, 2, we also have
2 , where the second identity follows from (ii). In both the cases, Douglas lemma guarantees the existence of two isometries Y ∈ B(ran C m 2 ,T ; l 2 (N n , D m 1 ,T * )) and X ∈ B(ran B *
2 . Now note the chain of identity, using (iii) and (4.1),
Finally, using the above identities we have the following relation between the corresponding transfer functions:
Thus we have proved the following result. As a special case of the above result, we exhibit relations between Sz.-Nagy Foias characteristic function and transfer function corresponding to a characteristic triple of a m-hyper contraction. Let T be a pure m-hypercontraction (m ≥ 2). Then T is also a row contraction, and by Sz. Then a simple calculation shows that
is a unitary, and therefore (D T ⊕E, B 1 , D 1 ) is a characteristic triple for T when it is considered as a row contraction. Also note that ifS 1 is the transfer function corresponding to the triple then for all z ∈ B n , Θ T (z) =S 1 (z)| D T .
By applying theorem 4.2, forS 1 and S, we get isometries Y ∈ B(ran C m,T ; l 2 (N n , D T * )) and X ∈ B(D T ; E m ) such thatS 1 (z)| (KerB 1 ) ⊥ = YS(z)X, for all z ∈ B n . Since T is a strict row contraction, (KerB 1 ) ⊥ = D T . This completes the proof.
