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Il progetto EasyGov (abbreviazione per Easy Government), di cui questo lavoro fa parte, è 
nato a inizio 2004 da una collaborazione tra 3 diverse facoltà dell’Università di Pisa e altri 
enti esterni con il finanziamento della Cassa di Risparmio di Pisa. 
Il progetto EasyGov è nato per cercare di fornire alle Pubbliche Amministrazioni una 
soluzione, in termini di infrastruttura web, che sia il più possibile economica, usabile (sia 
per gli utenti finali sia per il personale interno) e integrabile con i principali sistemi 
informativi oggi conosciuti. 
L’usabilità è un concetto strettamente legato sia a quello di “ergonomia”, che è una 
disciplina che persegue la progettazione di prodotti rispondenti alle necessità dell’utente 
migliorando sicurezza, salute, comfort, benessere e prestazione umana, che a quello di 
“psicologia cognitiva”, che ha come obiettivo quello di illustrare i processi mediante i quali 
le informazioni vengono: acquisite, trasformate, elaborate, immagazzinate e recuperate. 
L’utente naviga con difficoltà se deve ricordare troppe informazioni o affrontare un 
ambiente inusuale e ostile. Secondo quest’accezione se un sito richiede troppo sforzo 
cognitivo da parte dell’utente perde usabilità. Affinchè ciò non accada bisogna sfruttare 
quello che è considerato un filtro per evitare il sovraccarico: l’attenzione. 
Grazie ad essa l’utente può “selezionare” ciò che è più importante e dedicargli più risorse 
cognitive. Evidenze sperimentali hanno dimostrato che la selezione avviene o in base ad un 
partizionamento spaziale della scena osservata,selezione attentiva basata sulle coordinate 
spaziali, o in base ad una segmentazione dovuta al riconoscimento di oggetti, selezione 
attentiva object-based.  
Secondo Donald A. Norman esistono due tipi di memoria, quella a breve termine,che è una 
sorta di cache per il nostro cervello, e quella a lungo termine , molto più capiente e meglio 
organizzata ma che richiede un maggiore sforzo cognitivo per accedervi. Bisogna fare in 
modo che l’utente sfrutti la memoria a breve termine evitando così sforzi cerebrali inutili e 
per far ciò bisogna evitare che l’utente si distragga. 
Per evitare distrazioni l’utente deve essere in grado immediatamente di capire cosa  
propone un sito,  in base a questo eventualmente si da uno scopo, quindi esegue le azioni 
che ritiene necessarie al raggiungimento del suo obiettivo, infine valuta se l’operazione è 
stata portata a termine con successo.  
Questo processo è graficamente spiegato secondo il modello dei 2 Golfi dell’Usabilità: 
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• “Golfo dell’esecuzione”: misura della differenza tra le intenzioni e le azioni 
possibili.Creare una relazione tra le proprie intenzioni e le azioni sul mondo fisico 
può essere un problema 
• “Golfo della Valutazione”: misura dello sforzo necessario per interpretare lo stato 




                                                             
 Figura 1. Golfo dell’ esecuzione   Figura 2. Golfo della valutazione  
 
“Per garantire una esperienza di navigazione soddisfacente, così come in generale per 
ogni sequenza d’azione, i due “golfi” devono essere “attraversati da ponti sicuri” che 
possono essere costruiti prestando attenzione ai principi del buon design e alla ingegneria 
dell’usabilità”  
 
In particolare il lavoro svolto tratterà l’argomento dal punto di vista della selezione 
attentiva object-based orientandosi verso sviluppatori Web che vogliono aggiungere 
assistenti virtuali su un Website.  
Gli assistenti virtuali nascono dopo numerosi studi sulla comunicazione multimodale e 
sull’efficacia della stessa di supporto agli utenti nella navigazione su Web .  
In questa tesi saranno analizzate nuove tecnologie per progettare e includere facce animate 
(AFs) e dotate di voce, grazie ad un software per il Text-To-Speech, su Web. 
Per prima cosa saranno presentati i principali prodotti software per Text-To-Speech e 
affronteremo l’argomento “morphing”. Considerando che il processo per arricchire pagine 
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Web con AFs è complesso e noioso verrà presentato lo strumento  Click-To-Speech (CTS) 
per gestire assistenti virtuali sul web. CTS semplifica estremamente le attività per 
sviluppatori di contenuti Web e assicura tempi di sviluppo e amministrazione molto più 
brevi. CTS permette di arricchire rapidamente pagine web con AFs, senza codificare. Il suo 




























1. Il concetto di Multi-Modalità 
 
La modalità, all'interno della comunicazione uomo computer, può essere definita come un 
processo percettivo attraverso uno dei tre canali di percezione umani. Si possono 
distinguere tre modalità: visiva, uditiva e tattile.  
La modalità visiva umana è appunto l'uso della vista, rispetto alla modalità ottica del 
computer. La modalità uditiva è correlata al senso dell'udito, rispetto alla modalità acustica 
del computer. La modalità tattile, viene messa in atto col senso del tatto. Dal punto di vista 
del computer, le modalità utilizzate sono appunto: la modalità ottica; la modalità acustica. 
La modalità tattile per il computer non viene distinta rispetto a quella umana. Le tre 
modalità presentate sono quelle che hanno rilevanza nelle interfacce multimodali, anche se 
esistono altre modalità percettive, come il senso del gusto, dell'olfatto e dell'equilibrio, che 
non saranno trattati in questa sede. Il senso dell'equilibrio sembra essere interessante in 
applicazioni di realtà virtuale. Quando più di due di queste modalità sono coinvolte in un 
processo di interazione, si parlerà di multimodalità. Per essere più precisi, in alcuni casi, si 
userà anche il termine bimodale o bimodalità per denotare l'uso esatto di due differenti 
modalità. In questa accezione larga, ogni interazione uomo-computer può essere 
considerata multimodale in quanto l'utente guarda il monitor, batte sulla tastiera dei 
comandi e muove il mouse (o un altro strumento), "clicca" in certe posizioni e sente le 
reazioni del computer (i suoni di avvertimento, il rumore dei tasti, ecc.). Così, per esempio, 
la combinazione di feed-back visivo, uditivo e tattile nell'inserire parole da una tastiera è 
esplicitamente esclusa dalla multimodalità, mentre la combinazione di output visivi e 
uditivi prodotti dal monitor e da un sintetizzatore vocale, quando per esempio il sistema 
avverte l'utente che ha compiuto un errore, è realmente un evento multimodale (in questo 
caso, bimodale). 
Una definizione di multimodalità è la seguente: "In senso generale, un sistema 
multimodale realizza la comunicazione con l'utente attraverso differenti modalità tali come 
voce, gesti e testo scritto (typing). Letteralmente, 'multi' si riferisce a 'più di una' e il 
termine 'modale' può coprire la nozione di modalità così come quello di 'modo'. Per cui 
"modalità" si riferisce al tipo di canale di comunicazione usato per veicolare o acquisire 
informazioni. Tale termine ha anche il significato del modo in cui una idea è espressa o 
percepita, o il modo in cui una azione è eseguita. "Modo" si riferisce allo stato che 
determina come l'informazione è interpretata per estrarre o veicolare significato. In un atto 
comunicativo, sia esso fra umani o fra umani e sistemi computerizzati, sia la modalità che 
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il modo giocano un ruolo determinante. La modalità definisce il tipo di scambi di dati 
mentre il modo determina il contesto in cui i dati sono interpretati. Se si considera un 
sistema centrato sulla visione, la multimodalità è la capacità del sistema di comunicare con 
un utente attraverso differenti tipi di canali di comunicazione e di estrarre e veicolare 
significato automaticamente. Da questa definizione si può desumere che sia i sistemi 
multimediali che quelli multimodali usano canali di comunicazione multipli. Ma, in 
aggiunta, un sistema multimodale è capace di modellare automaticamente il contenuto 
dell'informazione ad un alto livello di astrazione”. 
 
1.2 La comunicazione vocale 
 
La comunicazione vocale è il trasferimento di informazione da una persona all'altra 
attraverso il parlato. La concatenazione di eventi che vanno dal concepimento del 
messaggio nel cervello del parlante, all'arrivo del messaggio alle orecchie dell'ascoltatore è 
chiamata catena del parlato. La generazione di parlato sintetico, attraverso un computer, 
può giocare il ruolo del parlante, e avviene normalmente attraverso un testo e un motore 
software capace di riconoscere le frasi dettate. 
La comunicazione vocale tra umani e computer include la sintesi del parlato dal testo(Text-
To-Speech) e il riconoscimento automatico del parlato (Automatic Speech Recognition, 
ASR). La progettazione di algoritmi per eseguire questi due compiti è stata più efficace per 
la sintesi che per il riconoscimento, a causa delle asimmetrie nella produzione e 
nell'interpretazione del parlato umano. Attualmente esistono in commercio sintetizzatori 
che riescono a riprodurre quasi perfettamente la voce umana di cui ne vedremo le 
caratteristiche nei paragrafi successivi. 
 
1.3 La comunicazione visiva 
 
La vista è il più importante sistema sensoriale dell'uomo, dal quale otteniamo il maggior 
numero di informazioni sull'ambiente che ci circonda. Lo studio di questo settore 
rappresenta uno degli argomenti più importanti delle Scienze Cognitive e dell'Intelligenza 
Artificiale in quanto, per poter costruire macchine artificiali capaci di eseguire compiti 
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adattivi complessi, in ambienti in continuo mutamento, sicuramente devono essere dotate 
di capacità visive. 
Il volto è il luogo dove si concentra la maggior parte delle informazioni sensoriali sia che 
un soggetto le esibisca come emittente o che le "legga" sul volto dell'altra persona, come 
ricevente, all'interno di un processo comunicativo. 
Inoltre il volto è l'area di maggiore interesse per lo studio delle emozioni principali: 
sorpresa, paura, dolore, disgusto, disprezzo, tristezza e felicità sono registrate da 
cambiamenti dei muscoli della fronte, delle sopracciglia, delle palpebre, delle guance, del 
naso, delle labbra e del mento. Per cui il volto e le sue espressioni hanno un ruolo 
fondamentale nella comunicazione. L'espressione del volto muta col mutare della 
posizione degli occhi, del naso, della bocca, delle sopracciglia, dei movimenti dei muscoli 
facciali. Tale segnale è usato per comunicare atteggiamenti ed emozioni e si adopera anche 
in stretta combinazione con il linguaggio verbale, in entrambi gli interlocutori. Il parlante 
accompagna il suo discorso con alcune espressioni facciali che servono a interpretare, 
inquadrare, modificare, e attribuire valore a ciò che sta dicendo. L'ascoltatore esprime le 
sue reazioni a ciò che gli viene detto con piccoli movimenti delle sopracciglia, delle labbra, 
della fronte, che indicano l'atteggiamento (positivo o negativo) verso quello che il suo 
interlocutore sta dicendo: si possono manifestare accordo o disaccordo e una gamma molto 
varia di emozioni che vanno dalla sorpresa all'incredulità, dolore, indifferenza, 
soddisfazione, gioia, paura, ecc. Alcuni studiosi ritengono che il viso è la parte più 









In conclusione possiamo dire che vista e udito sono i sensi che meglio eplicano il concetto 
di multimodalità nella comunicazione uomo-macchina. Nei capitoli successivi vedremo 
quali strumenti sono stati utilizzati per la realizzazione di una interfaccia multimodale.
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2.  Interfacce Multimodali 
 
Integrando le potenzialità di uno speech engine a quelle di una faccia animata si può 
raggiungere un’esperienza comunicativa più ricca al punto di poter sostituire l’essere 
umano con un assistente virtuale. 
Ad occuparsi dello studio di nuove tecnologie che possano migliorare l’interazione fra 
uomo e macchina è l’HCI (Human Computer Interaction). HCI è una disciplina che si 
occupa dei problemi connessi alla progettazione di interfacce uomo-macchina, cercando di 
offrire utili strategie e suggerimenti nel tentativo di rendere possibile un’efficace 
interazione fra l’utente ed il computer. Più che una vera e propria disciplina costituisce un 
ambito interdisciplinare di ricerca. I ricercatori si sono resi conto che i problemi relativi 
all’organizzazione e alla gestione del lavoro, la salute, i fattori neuro fisiologici e i fattori 
ambientali possono influenzare l’interazione uomo-computer. Ma analizzando la 
comunicazione umana si vede come l’approccio vocale venga integrato da altri canali 
come la tonalità di voce, le espressioni facciali, la postura e i gesti per trasportare 
emozioni, atteggiamenti e tratti personali. L’affective computing, l’interazione emozionale, 
è una delle aree di ricerca della HCI e si occupa  di “Creare un’interfaccia capace di 
trasmettere emozioni ”. 
Il meccanismo utilizzato per trasmettere emozioni si basa sull’utilizzo di Interfacce 
Multimodali. 
L’essere umano percepisce il mondo attraverso i cinque sensi,tre di questi(vista,udito,tatto) 
sono indispensabili nella comunicazione.La comunicazione attraverso un senso è definita 
come “modo”(di comunicazione).Le Interfacce Multimodali,come dice il termine 
stesso,integrano più modi di comunicazione,esattamente come fa l’uomo nella sua vita 
quotidiana.Un esempio di Interfacce Multimodali sono le facce animate,capaci di emulare 
il comportamento di un essere umano. Da un punto di vista grafico sono rappresentate 
come persone umane, generalmente come mezzo busto, in grado di parlare, muoversi, 
ridere, piangere, ecc.. Lo scopo è chiaro: trasportare su web le emozioni e le interazioni 
derivate da una conversazione diretta fra due persone, rendere cioè un’operazione su un 
sito il più simile possibile a quella eseguita normalmente senza per questo perdere i 





2.1 Funzionamento delle Interfacce Multimodali 
 
Le facce animate sono rappresentate come persone in grado di sostenere una conversazione 
unilaterale con l’utente.Con la loro voce e con i loro movimenti possono indicare all’utente 
la strada corretta per portare a termine una determinata operazione.Dunque la grande 
innovazione delle Interfacce Multimodali è data dall’interazione voce/animazione.Difatti la 
faccia può emulare il comportamento di un essere umano,può ridere,piangere,arrabbiarsi 
etc. 
Ovviamente le varie espressioni che la faccia assume devono essere contestualizzate 
correttamente con le operazioni che l’utente compie(ad es. arrabbiarsi in caso di errore o 
sorridere in caso di operazione corretta). 
Dal punto di vista grafico la faccia è rappresentata da un mezzo busto all’interno di un 
rettangolo che ne definisce il confine visivo.Con opportuni comandi è possibile far 
muovere il collo,le spalle,gli occhi,il mento,la bocca,il naso e le sopracciglia. 
Analizziamo le varie situazioni: 
• movimento delle spalle e del collo: vengono usati per fornire movimento laterale 
alla interfaccia. È possibili, infatti, far ruotare la faccia di qualche grado a sinistra 
o a destra e conseguentemente di piegare la testa in basso o in alto. Con questa 
possibilità si cerca di aiutare l’utente indicandogli una sezione del sito, una scritta 
(un collegamento) o un’immagine; 
• movimento degli occhi e delle sopracciglia: insieme al movimento delle spalle e 
del collo forniscono un’indicazione spaziale all’interno della pagina web. Inoltre 
occhi e sopracciglia sono gli elementi fondamentali per imprimere un’espressione 
facciale particolare all’interfaccia. Ad esempio occhi molto aperti possono fornire 
un’espressione di sorpresa, oppure sopracciglia molto strette possono simulare un 
momento di rabbia; 
• movimento della bocca, del naso e del mento: questi tre elementi sono utilizzati in 
modo particolare in presenza di uno script audio. Il movimento della bocca e del 
mento simula l’evento della conversazione, il naso invece fornisce un’espressione 
più realistica; 
In figura è riportato un esempio di interfaccia multimodale: come si può vedere 
l’animazione mostra solo il volto insieme a spalle e collo.Le linee continue nere 
rappresentano invece i contorni degli elementi descritti in precedenza: queste informazioni 
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devono essere fornite preventivamente al programma che esegue l’animazione 
dell’interfaccia. I punti bianchi consentono allo sviluppatore di modificare il percorso delle 
linee. Come si può notare la densità maggiore di punti è negli occhi e nella bocca, proprio 
perché il movimento delle labbra e delle palpebre sono fondamentali per imprimere una 
certa espressione facciale.  
 
 
      Figura 4. Tratti somatici IM 
 
2.2 Le espressioni facciali e le emozioni 
 










Secondo uno studio condotto nel 1980 da Plutchik le emozioni presenti nell’elenco sono 
dette primarie e vengono rappresentate per mezzo di un cerchio diviso in tante sezioni: 
ognuno di esse individua la zona di un’emozione fondamentale. Tutte le altre emozioni 




Figura 5. Cerchio delle Emozioni 
 
Le Interfacce Multimodali rappresentano le varie emozioni per mezzo delle espressioni 
facciali e della tonalità di voce.Per quanto riguarda le espressioni facciali vediamo due 
esempi.  
 
                                  
Figura 6. Espressione triste           Figura 7. Espressione felice 
 
Nelle due figure sopra sono rappresentante le due situazioni limite: dispiacere e gioia. 
Nella figura di sinistra gli occhi semichiusi e le labbra rivolte verso il basso indicano un 
senso di tristezza, mentre nell’immagine di destra si possono notare gli occhi molto aperti e 







2.3 Test precedenti 
Per dimostrare l’efficacia delle Interfacce Multimodali all’interno di pagine web sono stati 
effettuati due tipi di analisi: 
• Analisi dell’usabilità; 
• Analisi fisiologica. 
Di seguito verrano esposti i risultati ottenuti. 
 
2.3.1 Analisi dell’usabilità 
 
Per l’analisi dell’usabilità è stato sviluppato un prototipo di sito di un comune, battezzato 
Comune Dimostrativo, in cui gli utenti testati dovevano effettuare alcune operazioni. Il sito 
è stato realizzato in due versioni, una contenente l’interfaccia multimodale, l’altra 
sprovvista di questa funzionalità. Le due versioni sono identiche sia per grafica sia per 
contenuti. Agli utenti è stato, dunque, chiesto di svolgere alcune operazioni e 
alternativamente è stato scelta una versione oppure l’altra.  
La valutazione delle interfacce è stata fatta sulla base dei dati prelevati da un file di log in 
cui sono stati registrati tempi e azioni di ogni utente. A conclusione del test l’utente è stato 
sottoposto ad un questionario composto da 14 domande, alcune di tipo generico ed altre 
riferite, in particolare, all’uso dell’interfaccia multimodale.   
Dai risultati ottenuti dal test si evince che: 
• L’IM deve essere utilizzata solo dove si prevede che l’utente possa avere delle 
difficoltà senza provocare fastidio nell’esecuzione delle operazioni; 
• L’IM deve fornire delle informazioni essenziali senza però essere troppo prolissa; 
• L’IM è uno strumento di supporto particolarmente indicato per gli utenti meno 
esperti; 
• L’IM induce l’utente a commettere meno errori. 
 
 
2.3.2 Analisi fisiologica (GSR - Galvanic Skin Response) 
 
La GSR, acronimo di Galvanic Skin Response, consiste nella misurazione della variazione 
di resistenza elettrica della pelle di un individuo, e viene misurata ponendo due elettrodi a 
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contatto della pelle del soggetto che vogliamo studiare. Il dispositivo di misurazione 
applicherà una leggerissima tensione agli elettrodi, consentendo la rilevazione di eventuali 
variazioni nella resistenza elettrica. 
Recenti ricerche hanno mostrato che la conduttanza della pelle varia linearmente col livello 
globale di coinvolgimento mentale, viene incrementata dall’ansia e dallo stress, e può 
riflettere sia lo stato emotivo che lo stato cognitivo del soggetto sotto misurazione.  
Dopo aver effettuato un test su un range di 44 persone si è giunti al seguente risultato: 
• Il livello di coinvolgimento emotivo rimane più alto in presenza della faccia 
animata. 
• La faccia animata riduce  lo stress percepito dagli utenti. 




Dai risultati ottenuti dai due test si è potuta constatare l’efficacia che ha un assistente 
virtuale in una pagina web ragion per cui si è deciso di sviluppare un tool per la gestione di 










In questo capitolo anallizzeremo gli strumenti che sono stati utilizzati per sviluppare 
l’applicazione. 
 
3.1 Speech Engine 
 
La possibilità di convertire la voce in comandi, dati e testo può ridurre l’interfaccia 
uomo/macchina a pochi elementi visuali. Anche se tali tecnologie sono presenti sul 
mercato da diversi anni, il loro uso all’interno delle applicazioni software è rimasto 
limitato. Uno speech engine(spesso chiamato Text-to-Speech in virtù della sua capacità di 
tramutare il testo scritto in audio) è un motore di sintesi e riconoscimento vocale. 
Uno speech engine è composto da due parti: una detta front-end, l’altra back-end. La parte 
front-end prende l’ingresso in forma di testo e fornisce in uscita una rappresentazione 
linguistica simbolica. La back-end prende la rappresentazione linguistica simbolica in 
ingresso e fornisce in uscita la voce sintetizzata. 
Esistono diverse tecniche per realizzare le operazioni sopra descritte, ma in linea generale 
tutte seguono i seguenti passi: 
• il front-end prende il testo grezzo e converte simboli come numeri e abbreviazioni 
in termini specifici equivalenti. Questo processo è spesso chiamato text-
normalization o pre-processing. Quindi assegna le trascrizioni fonetiche a ciascuna 
parola e divide il testo in periodi e frasi; 
• il back-end prende in ingresso l’uscita del front-end e produce in uscita la 
rappresentazione sonora del testo inserito; 
 Un engine non deve essere necessariamente locale, cioè sulla macchina su cui si sta 
operando; infatti è possibile abilitarlo remotamente su di un server ed interagire con esso 
attraverso una rete. 
 I passi da compiere per utilizzare uno speech engine all’interno di una applicazione sono:  
 
1.      identificare le funzionalità necessarie dall’applicazione, come ad esempio la lingua;  
2.  localizzare e creare un engine che possieda le caratteristiche richieste;  
3. rendere disponibili le risorse per l’engine e configurarlo. 
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Naturalmente dopo l’uso è necessario rilasciare le risorse impiegate per consentirne l’uso 
in altre applicazioni. 
Un’applicazione deve essere sviluppata in modo che possa identificare in modo automatico 
le proprietà da richiedere a uno speech engine, ad esempio essere in grado di riconoscere il 
parlato nella lingua locale e di riprodurre un testo usando una voce femminile. Le proprietà 
di un engine possono variare in funzione della sua progettazione e di come è stato 
implementato: è possibile fare in modo che sia in grado di operare in diverse modalità, 
ciascuna identificata da un unico set di proprietà incapsulate in speciali oggetti detti “mode 
descriptor”. In questo modo, l’applicazione è in grado di selezionare un dato engine 
basandosi proprio sulle proprietà rese disponibili che corrispondono con quelle richieste. 
Questa tecnologia è ormai in uno stadio avanzato e sono molti gli speech engine che si 
trovano in rete,alcuni meno efficienti(voce robotica) ma gratuiti,altri molto simili ad un 
umano ma molto costosi. 
 
Dalla tabella che segue possiamo vedere le varie funzionalità di vari software di sintesi 




Tabella 1. Tabella comparativa Software di sintesi vocale. 
 
Analizziamo in dettaglio le caratteristiche dei vari software(non tutti hanno delle API 
proprietarie per il text-to-speech per cui alcuni hanno solo l’interfaccia ma utilizzano le 
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Mandarin; Portuguese +; Spanish +; 
Dutch; Greek; Italian; Polish; Swedish 
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US English for American English and 
includes both a male and a female 
voice. Latin American, Spanish 
female, German male and female, UK 
English male and female, and Parisian 



















Acapela si distingue per i suoi tre software creati per tre differenti aree di utilizzo:Acapela 
Telecom,Acapela Multimedia e Acapela Onboard. (Multiple languages and voices: Arabic, 
Czech, Danish, Dutch (NL), Dutch (B), English (UK), English (US), Faroe, French, 
Finnish, German, Greek, Icelandic, Italian, Norwegian, Polish, Portuguese, Portuguese 
(Brazil), Russian, Spanish, Spanish (South America), Swedish and Turkish are already part 
of the multilingual Acapela family in High quality or High Density versions.) 
Acapela Telecom, componente software TTS multi-lingue per applicazioni telefoniche che 
unisce i motori Sayso e BrightSpeech. Questa tecnologia è stata sviluppata per dare voce 
ad applicazioni e servizi telefonici come ad esempio messagistica unificata, call center, 
post-operatore automatico, SMS to voice, accesso a db, portali vocali e qualsi soluzione in 
ambiente VoiceXML.Ha delle API proprietarie ed inoltre supporta SAPI4 e SAPI5,Nuance 
8.5 e Native Java Client(supporta JSAPI/JSML).Sviluppato in ambiente C,C++,VB 
(Trough ActiveX),Delphi,Java.Può leggere testi di qualsiasi dimensione ed ha un 
vocabolario illimitato.Può salvare i testi in file audio in formato Wav.  
Acapela Multimedia è una tecnologia TTS che genera una voce naturale, fornendo 
informazioni chiare all'ascoltatore per mezzo di una particolare tecnica di concatenazione 
sviluppata da Acapela. L'intonazione automatica riflette il significato del testo, 
considerando le pause, punteggiatura e contesto. Il TTS può essere integrato sia in 
applicazione Windows che applicazioni Mac OS. Supporta 19 lingue diverse e genera voci 
chiare e naturali,i testi possono essere letti con qualità PCM/Wav 16 bits o salvati come 
file audio in formato Wav. 
Acapela Onboard TTS offre il miglior rapporto memoria/qualità, permettendo di avere la 
qualità della voce più appropriata alle esigenze del progetto. Le API sono semplici da 
integrare e l'integratore può scegliere una versione High Density o High Quality. La 
tecnologia supporta applicazioni in ambiente Windows ma anche in Linux e Symbian. Ha 
un set di 24 voci e un vocabolario illimitato.La versione HQ ha una fonetica compatibile 
con applicazioni per la navigazione(città,strade mappe etc.).Come gli altri software 






IBM con il software ViaVoice si è concentrata maggiormente sull’ ASR (Automatic 
speech Recognition) grazie alla quale è possibile convertire il parlato in testo scritto, ma 
provvede anche alle fuzionalità di Text-To-Speech. Questo software molto potente ha una 
qualità di sintesi molto buona e permette di interfacciarsi sfruttando JSAPI, SSML, C/C++. 
I file audio possono essere salvati in formato PCM e WAV e le lingue supportate sono 
molteplici.( English, American English, Latin American, Spanish, German, Parisian 





AT&T ha creato un software in grado di clonare perfettamente qualunque voce umana. I 
campi applicativi di questa tecnologia sono innumerevoli, ma tanti sono pure i possibili usi 
illegali.  
Il software è stato chiamato "Natural Voices Text-to-Speech Engine". Il funzionamento di 
questo programma è semplice: traduce un testo scritto in un discorso pronunciato da una 
voce umana naturale. Non sembrerebbe niente d'innovativo, ma non è così. Il software è in 
grado di replicare le voci reali con una precisione tale da rendere praticamente impossibile 
distinguere l'originale dal duplicato. 
Da la possibilità di interfacciarsi tramite SAPI 4 e 5, Java, SSML e  C++  e permette di 
salvare il prompt creato in formato µ/a Law o WAV. 
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Le voci supportate sono US English for American English uomo e donna. Latin American, 






Con voci sintetiche Cepstral Text-To-Speech (TTS) permette di far parlare le nostre 
applicazioni. Cepstral progetta, costruisce e adatta voci di alta qualità che permettono 
comunicazione naturale e chiara. Le voci possono essere totalmente gestite dall’utente, si 
possono settare tonalità, velocità, volume etc.. 
Cepstral permette di salvare i testi in formato WAV e permette di interfacciarsi con SAPI,  
SSML, VXML. 
Le voci supportate sono English, American English, Latin American, Spanish, German, 





La soluzione software NeoSpeech Voice Text è in grado di convertire il testo in suoni 
naturali. VoiceText è disponibile per vari device, desktop ed applicazioni network/server, 
ed è una delle migliori soluzioni presenti sul mercato. VoiceText è disponibile in Inglese, 
Coreano, Giapponese e Cinese Mandarino.E’ disponibile una raccolta di undici voci native 
che sfruttano le lingue citate prima.Centinaia di migliaia di pronunce sono incluse nel 
dizionario di default di ognuna di queste lingue. VoiceText supporta l’adattamento del 
dizionario in modo che gli sviluppatori possano adattare pronunce di simboli, 
abbreviazioni e nuovi termini.Imoltre è possibile adattare sia dinamicamente che per 
default i valori del pitch,della velocità e del volume. VoiceText tratta automaticamente 
input speciali come date, ore, abbreviazioni trovate in indirizzi e frasi con lingue miste. 
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Nuovi casi possono essere aggiunti utilizzando regole personalizzabili.Supporta inoltre vari 
formati di output audio 8kHz/16kHz sampling rates, linear 8-bit/16-bit PCM, 8-bit mu-
law/a-law, ADPCM, Windows .wav,ed altri.Inoltre supporta SAPI5, C/C++, COM, e Java-





La scelta per la realizzazione dell’applicazione è caduta su Loquendo. Il motore di sintesi 
di Loquendo offre voci estremamente naturali, capaci di leggere qualunque tipo di dati e di 
messaggi nei servizi telefonici, nelle applicazioni multimediali, embedded e multimodali.  
La metodologia di sintesi vocale è così affidabile ed efficiente da garantire a Loquendo una 
leadership di mercato in termini di qualità, portabilità, efficienza, naturalezza timbrica e 
intonativa e accuratezza di pronuncia.  
Le voci Loquendo sono espressive, chiare, naturali e fluenti: sono state arricchite con un 
repertorio di termini ed eventi paralinguistici che permettono enunciati espressivi ed 
emozionali. 
Loquendo TTS Director è un ambiente di sviluppo Java multi-piattaforma nato con 
l'obiettivo di agevolare gli utenti nella creazione di prompt per le loro applicazioni. I testi 
possono essere scritti direttamente all'interno della edit-box e immediatamente ascoltati, in 
modo da poter essere ulteriormente perfezionati fino al raggiungimento dell'effetto 
desiderato. 
L’applicazione interagisce con il tts sfruttarndo l’API Java di Loquendo TTSDirector con 
la quale si possono fissare i parametri acustici e prosodici (ad esempio la frequenza di 
campionatura, la tonalità, la velocità di lettura e il volume) e salvare il prompt creato sia in 
formato testo, che in formato audio ma è possibile interfacciarsi al tts utilizzando C 
Loquendo API (Win32, Linux32), C++ Loquendo API (Win32),SAPI4e5(Win32),W3C 
SSML1.0,Loquendo TTS ActiveX (Win 32). 
Loquendo TTS offre i più alti livelli di flessibilità, scalabilità, performance e robustezza; la 
propria configurazione multi-thread  e multi-processo permette lo sviluppo di applicazioni 
in qualunque architettura software e di soddisfare ogni requisito tecnico e commerciale. 
Loquendo TTS implementa un algoritmo molto accurato ed efficiente che garantisce una 
risposta estremamente rapida. Il software vocale può sintetizzare differenti lingue e voci 
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simultaneamente, passando da una all'altra in qualunque momento su qualunque canale. E' 
stato progettato per essere utilizzato in qualunque tipo di applicazione vocale, inclusi gli 
usi intensivi del TTS. 
Il lessico di pronuncia assicura che i vocabolari specialistici, le abbreviazioni, gli acronimi 
e le flessioni regionali siano realizzate secondo l'intenzione dello sviluppatore. Le 
caratteristiche di ciascuna voce (ad esempio il tono, la velocità di eloquio e il volume) 
possono essere ottimizzate e controllate in ogni aspetto. Inoltre sono pronunciati 
correttamente anche i formati speciali, quali numeri telefonici, valute e indirizzi e-mail.Ha 
frequenza in output variabile, codificabile fino a 48 kHz in formato Mp3 o Wav. 
Le tecnologie Loquendo vengono proposte in 20 lingue, tra le quali: Inglese e Americano, 
Francese per il Canada, Castigliano, Catalano, Valenziano, Messicano, Cileno e Argentino, 
Latino Americano, Italiano, Tedesco, Francese, Greco, Cinese Mandarino, Olandese, 
Brasiliano, Portoghese e Svedese ,sia nella voce femminile che in quella maschile. 
Loquendo TTS è disponibile nelle versioni Telefonica, Multimedia e Embedded, 
garantendo lo stesso ampio spettro di voci e lingue e lo stesso algoritmo nei vari ambienti. 
In conclusione dotando il sistema di una implementazione dello speech engine è possibile 
sfruttare le sue funzioni di sintesi e riproduzione vocale. In questo modo, come è stato 
mostrato, è semplice inserire le potenzialità che questa tecnologia offre nelle proprie 
applicazioni, per rendere più user-friendly le interfacce utenti. 
 
3.2 Avatar animati 
 
.Il termine avatar ha origini lontanissime(deriva da avatara) che designa le diverse 
incarnazioni degli dei in India. Per intenderci, Buddha è un avatara.. Gli avatar sono delle 
"incarnazioni" virtuali dei loro creatori. L’utente plasma il suo alter ego virtuale  
specificando un nome, di esclusive caratteristiche "somatiche" - per estensione, di una 
personalità – e può interagire, spesso via Web, con altri avatar. 
Dunque grazie agli avatar la comunicazione è “incarnata” in qualcosa che la esprime 
visivamente,per cui essi servono ad interagire con altri individui su spazi virtuali(in genere 
ciò avviene su Internet).Questa tecnologia tecnologia si è molto raffinata, e vengono 
utilizzati anche da utenti che non sono in grado di programmare. 
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Questi esseri virtuali, che ci rappresenteranno nella quotidianità digitalizzata, saranno in 
grado di interagire tra loro e di sbrigare, in nostra vece, molte di quelle faccende che ora 
angustiano la nostra esistenza. 
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Oddcast è un ottimo sintetizzatore vocale molto semplice da utilizzare. Accedendo alla 
pagina si fa la conoscenza di una simpatica signora. Passandole il mouse sul volto inizierà 
a muovere gli occhi verso il puntatore con fare bizzarro. In basso, invece, si troverà la 
casella dove inserire il testo da farle pronunciare. Si può scegliere tra numerose lingue. 
Oltre all’italiano, si troverà inglese, francese, tedesco, americano, spagnolo, cinese e altre. 
Per la lingua italiana, pronunciata piuttosto bene, è possibile scegliere tra ben 9 personaggi, 
ognuno con cadenza e tonalità diversa. Il software più potente è VHost Studio che 
comprende un software di TTS per dare la voce agli avatar creati. 
VHost Studio è uno strumento di authoring facile da usare che permette agli utenti di 
creare e inserire avatar animati adattati all'interno di pagine HTML, di banners e filmati 
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FLASH. Qualsiasi utente non tecnico può creare facilmente e aggiornare caratteri, 
background e messaggi audio senza toccare il codice. I programmatori HTML e JavaScript 
possono utilizzare le API di VHost Studio per creare interazioni avanzate con utenti 
basandosi sui loro rollovers, sui loro clicks e sui  cookies del browser. VHost Studio 
permette anche agli operatori di creare avatar che leggono testo per creare un discorso 
dinamico. Le funzionalità TTS permettono al VHost di dire qualsiasi testo, dinamicamente, 
in tempo reale, con sincronizzazione labiale precisa. Queste funzionalità rappresentano 
un'alternativa, o meglio un completamento delle funzionalità esistenti di VHost , che 
permettono agli utenti di caricare audio pre-recorded(formato Wav o Mp3) affinché il 
VHost lo parli. Il VHost TTS ha un insieme di API, che permettono di collegare facilmente 
il VHost a qualsiasi database, per dare esperienza di carattere conversazionale 
effettivamente dinamica. 
Anche in questo caso però manca la funzionalità di import di immagini personali e di 






Blaxxun2 è la piattaforma 3D multi-utente più conosciuta e utilizzata cheimpiega il 
linguaggio VRML per descrivere i mondi tridimensionali. La rappresentazione degli utenti 
nella scena 3D avviene, come già detto in precedenza, attraverso avatar. Alla prima 
connessione in un mondo Blaxxun viene assegnato un avatar di default, questo può essere 
sostituito con quelli predefiniti presenti nella piattaforma o con avatar personalizzati. 
Infatti è possibile costruire degli avatar esclusivi definendoli semplicemente come un 
qualsiasi altro oggetto VRML. La comunicazione tra gli utenti viene realizzata per mezzo 
di messaggi testuali, esiste anche un modulatore di voce che legge i messaggi scritti per 
dare alla conversazione un effetto più realistico. Pur essendo possibile scegliere l’età e il 
genere della voce (femminile o maschile, bambino o vecchio, ecc), il modulatore  è 
centrato sulla lingua inglese generando purtroppo un accento irreale quando riproduce frasi 
in italiano.  
La navigazione e l’interazione tra gli utenti nei mondi Blaxxun è facilitata da alcune 
funzioni. Gli avatar, ad esempio, possono eseguire delle azioni predefinite, come salutare, 
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acconsentire, o anche mostrare sdegno nei confronti di qualche altro utente. Un’opzione 
importante è il comando beam, grazie a questa funzione basta selezionare il nome di un 
utente dal menù per essere trasportati nella posizione in cui si trova il relativo avatar. Un 
altro aspetto molto interessante introdotto dalla Blaxxun è la presenza dei bot nelle scene 
tridimensionali, questi sono avatar senza utente che 
navigano perennemente in maniera autonoma nel mondo virtuale. Blaxxun, pur essendo 
un’azienda commerciale, concede un server di prova, al quale è possibile collegarsi, per 
creare una chat 3D pubblica con un nostro scenario tridimensionale precedentemente 
costruito. L'architettura della piattaforma Blaxxun è un classico modello client-server che 
permette la comunicazione in real-time e la multi-utenza in ambienti tridimensionali. I 
Client della Blaxxun sono dei web browser (come Blaxxun Contact) che permettono di 
connettersi al Blaxxun Communication Server. 
Mondi virtuali condivisi: sebbene la condivisione di mondi sia ancora un obiettivo da 
raggiungere e non viene ancora standardizzato dalle specifiche VRML, lo scopo ultimo è la 
definizione di un linguaggio che consenta la creazione di ambienti virtuali nei quali più 
utenti connessi possono interagire in diverso modo (tipicamente attraverso gli avatar, 
rappresentazione fisica dell'utente all'interno dell'ambiente).  
La realizzazione di tali ambienti è già possibile, sia attraverso l'utilizzo di particolari 
applicazioni esterne che sfruttano VRML (come nel caso dei client della Blaxxun o di 
Onlive), sia attraverso l'interfaccia VRML verso Java (sottoposta a standardizzazione), 
come nel caso di MultiDream, ambiente in multi-utenza sviluppato dal nostro gruppo. 
VRML non è un linguaggio di programmazione (come C++); non è un linguaggio di script 
(come JavaScript) e non è neppure un linguaggio di Markup (come HTML).  
VRML è un linguaggio di descrizione di scene tridimensionali (e questo consente di 
rappresentare la parte statica dell'ambiente) con l'aggiunta di particolari meccanismi 
attraverso i quali implementare animazioni e interazioni con l'utente.  
Le capacità elaborative necessarie per poter realizzare applicazioni complesse sono 
garantite da una opportuna interfaccia verso i linguaggi di programmazione (al momento 







L’agente Microsoft è stato il primo avatar parlante utilizzato nei software di casa Microsoft 
come help per gli utenti.Esso può essere utilizzato anche in applicazioni o su pagine 
web.Microsoft agent è in grado di parlare abbinandolo ad un text-to-speech o 
assegnandogli un audio pre-recorded. 
L’agente Microsoft è non solo versatile dal punto di vista dell’utilizzo ma anche dal punto 
di vista dello sviluppo.Gli sviluppatori possono scegliere dei tools di vari linguaggi che 
supportano le tecnologie ActiveX come il Microsoft Visual Basic , i sistemi di sviluppo in 
Visual C++ e  molti altri. Gli autori Web possono incorporare velocemente Microsoft 
Agent nelle loro pagine  HTML sutilizzando Visual Basic Scripting Edition (VBScript) e 
software di sviluppo JScript. Le soluzioni di sviluppo possono integrare Agente Microsoft 
con Microsoft Office e altre applicazioni che supportano Visual Basic for Application 






Per la creazione della faccia è stato utilizzato il software Crazy Talk le cui funzionalità,che 
illustreremo nei paragrafi successivi, si sono rivelate più efficienti e complete rispetto agli 
altri software soprattutto per la possibilità che da il software di interfacciarsi con gli avatar 




3.2.1 Il plugin Crazy Talk 
 
Le interfacce multimodali sono inserite all’interno delle pagina web come plug-in.  
Il plugin utilizzato in questa situazione per realizzare l’interfaccia multimodale all’interno 
di una pagina web, è stato sviluppato dalla società Reallusion e prende il nome di Crazy 
Talk (CT).  
La potenza di questo prodotto risiede soprattutto nella capacità di integrare le interfacce 
multimodali all’interno delle pagine: una volta fornita la foto del personaggio da animare e 
dopo aver selezionato correttamente i contorni degli elementi principali costituenti il volto, 
Crazy Talk è in grado di animare in maniera del tutto naturale la faccia, imprimendo così 
espressioni facciali sempre diverse.Il software CT si compone di due parti: il crazytalk web 
player e il crazytalk TTS. Il primo consente di effettuare l’animazione del personaggio 
scelto, il secondo di produrre l’audio. 
 
3.2.2 Crazy Talk web player 
 






<PARAM Name='LifeMode' Value='1'> 
<PARAM Name='StretchMode' Value='1'> 
<PARAM Name='ModelName' Value='./esempio.ctm'> 
<PARAM Name='ScriptName' Value=''> 
<PARAM Name="ControlStyle" Value="0"> 
<PARAM Name="BorderStyle" Value="0"> 
<PARAM Name="MenuStyle" Value="0"> 
<PARAM Name="AutoPlay" Value="1"> 
</OBJECT> 
Il tag OBJECT consente di inserire all’interno delle pagine web file multimediali (audio e 
video), oppure effetti grafici particolari scritti in qualche linguaggio di programmazione.  
Gli attributi principali di questo tag sono: 
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nome attributi descrizione 
Id il nome del file multimediale inserito 
classid dà indicazioni sul percorso dell'oggetto, 
ed è utile per identificare il tipo di 
plugin con cui eseguire l'oggetto 
codebase indica l’URL e la versione del player 
Width Indica la larghezza della finestra 
contenente il player 
Height Indica l’altezza delle finestra 
contenente il player  
     Tabella 3. Attributi del Tag Object 
 
 
Il tag PARAM specifica le proprietà del player inserito all’interno della pagina.  
Il plugin crazytalk, inserito all’interno della pagina, è caratterizzato da: 
• proprietà; 
• metodi; 
Le prime consentono di modificare le caratteristiche visive e sonore della faccia animata e 
sono specificate nei campi del tag param; i secondi vengono utilizzati per modificare le 
proprietà.  
Inoltre, esistono dei particolari messaggi che vengono inviati dal crazytalk web player al 
browser in presenza di alcune particolari azioni. Questi messaggi vengono chiamati eventi. 
È possibile catturarli e manipolarli a piacimento. 
 
 
3.2.3 Crazy Talk TTS 
 
Il crazytalk TTS è un oggetto che può essere inserito all’interno delle pagine web 
esattamente come nel caso del crazytalk web player. L’utilizzo di questo plugin consente 
di: 
1. visualizzare il testo che il web player sta producendo come audio (quindi come dei 
sottotitoli); 
2. comandare il web player direttamente sul client; 
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La visualizzazione del testo consente di migliorare le prestazioni del crazytalk, in quanto 
permette all’utente di seguire lo script audio all’interno della casella testuale che realizza la 
grafica del plugin. I vantaggi di questa soluzione sono molti: ad esempio in presenza di un 
termine audio poco chiaro è possibile utilizzare la versione testuale per decifrarlo, oppure 
se il terminale utente è sprovvisto di una scheda audio si può pensare di utilizzare il testo 





          Figura 8. Crazy Talk web player + TTS 
 
L’utilizzo principale che si può fare, però, del TTS è quello di comandare dal browser, 
tramite funzioni javascript, il comportamento del player. Gli script audio (e le relative  
espressioni facciali) possono essere, infatti, generati in due modi: 
• staticamente; 
• dinamicamente; 
Nella prima soluzione si utilizza il software Crazy Talk 4. Una volta definito il testo da 
riprodurre, l’applicazione genera il file con estensione .cts che deve inserito all’interno 
della proprietà ScriptName.  
La seconda soluzione, quella utilizzata nella nostra applicazione, consente di generare 
dinamicamente il testo in funzione delle operazioni svolte dall’utente. Ad esempio si può 
utilizzare per far ripetere all’interfaccia i valori inseriti in fase di registrazione.  
In sostanza la prima soluzione crea degli script fissi, che non variano da utente a utente. La 
seconda soluzione può essere utilizzata per far ripetere all’interfaccia termini inseriti 
dall’utente.  
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Ovviamente in entrambe le situazioni ci sono svantaggi e vantaggi che andiamo ad 




soluzione statica soluzione dinamica 
lo script è prodotto staticamente sul server 
e non può variare 
lo script varia dinamicamente in funzione 
delle operazioni svolte dall’utente 
lo script è costituito da un file con 
estensione .cts e prima di poterlo 
utilizzare deve essere scaricato dal server 
lo script viene generato sul client (anche 
in stato offline) e non occupa, quindi, in 
alcun modo la connessione. 
per poter limitare i tempi di risposta 
dell’interfaccia le dimensioni dello script 
non possono essere elevate 
lo script può essere di qualsiasi 
dimensione 
lo script è indipendente dalla 
configurazione del browser utilizzato dal 
client 
per funzionare correttamente il browser 
utente deve avere abilitato l’uso del 
javascript 
per generare il file .cts il software Crazy 
Talk ha bisogno di un TTS engine 
installato solo sulla macchina su cui si 
effettua lo sviluppo del sito web   
il TTS engine deve essere installato su 
tutti i pc client. 
Tabella 4. Vantaggi e svantaggi del CrazyTalk TTS 
 
Come si può notare anche dalla tabella 2, la principale limitazione del crazytalk TTS è la 
necessità di avere un TTS engine installato sulla macchina dove vengono prodotti gli 
script, indipendentemente dalla modalità di creazione (dinamica o statica). In commercio 
sono molti i TTS engine disponibili, alcuni gratuiti, altri a pagamento. I più comuni sono: 
microsoft SAPI 4.0 (gratuito) e Loquendo TTS (a pagamento),ma ultimamente se ne sono 
sviluppati molti altri(Cepstral, AT&T, Acapela ecc...). 
Il codice necessario ad inserire il crazytalk TTS all’interno di una pagina web è simile a 
quello già analizzato per il crazytalk web player: 
 
<OBJECT classid="clsid:B7A59580-B39D-4BF9-B968-1BFA25156691"  
id="RLTTSPlayer" codebase="http://www.reallusion.com/plug-
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in/rltts.cab#version=1,0,1409,1" style="visibility:hidden" > 
<param name="TTSEngine" value="Microsoft SAPI 5.1"> 
<param name="Speed" value="50"> 
<param name="Volume" value="0"> 
<param name="AutoLoop" value="0"> 
<param name="ShowControl" value="0"> 
<param name="AutoPlay" value="1"> 




Come si può notare manca il file di Script (.cts) nel web player mentre nel TTS compare un 
parametro aggiuntivo:”Text Content”.Questo perchè avendo adottato una soluzione 
dinamica la gestione delle frasi da far pronunciare avviene tramite il parametro Text 
Content nel quale viene appunto inserito il testo da pronunciare.Dunque il file di script 
essendo una soluzione statica non compare tra i parametri da specificare. 
Per poter utilizzare la funzionalità di creazione dinamica degli script occorre legare il TTS 







Dove i termini id_TTS e id_player sono i valori inseriti nel campo id del tag object. 
 
 
3.3 Web Application Server - Java Server Page - HTMLParser 
 
Per scrivere un’applicazione web vengono integrate le potenzialità di un web server a 
quelle di un linguaggio di scripting (ad es. Php o il più evoluto Java ).L’applicazione è 
stata realizzata utilizzando la tecnologia JSP. Una pagina JSP è un documento di testo, 
scritto con una sintassi specifica, che rappresenta una pagina Web di contenuto 
parzialmente o totalmente dinamico. Elaborando la pagina JSP, il motore JSP produce 
dinamicamente la pagina HTML finale che verrà presentata all'utente. In sostanza 
 35 
integrando le potenzialità di un Web Application Server a quelle di Java è possibile 
realizzare applicazioni web in grado di generare contenuto dinamico in formato HTML o 
XML.  
Sfruttando le potenzialità di Java e Jsp e integrando queste ultime con l’API HTMLParser 
è stato realizzato un parser per documenti HTML molto potente. 
Un parser è un analizzatore sintattico di un linguaggio e si occupa di analizzare uno stream 
continuo in input (letto per esempio da un file o una tastiera) in modo da determinarne la 
sua struttura grammaticale grazie ad una data grammatica formale. 
HTMLParser ha una serie di metodi, istanze e oggetti che identificano e gestiscon i Tag 
all’interno di documenti HTML. E’ possibile effettuare operazioni di Data Extraction, per 
estrarre dati da pagine web, o operazioni di Transformation, per l’editing e la creazione di 
Tag.  
Sfruttando la potenza di questo strumento è stato possibile lavorare dinamicamente sui 
documenti sottoposti ad analisi ottenendo risultati stupefacenti. Difatti il parser è il cuore di 
questo tool e grazie alle API utilizzate l’analisi dei documenti è risultata meno laboriosa.  
 
 
                    









3.4 Stato dell’arte sugli ambienti di sviluppo per l’utilizzo di AF 
 
Oggi per poter integrare delle “Animated Faces” in applicazioni web bisogna essere 
alquanto esperti in materia informatica,ma soprattutto c’è bisogno di una conoscenza 
specifica di alcuni linguaggi legati al web. 
I passi da compiere sono: 
• Creare il modello usando il software Crazy Talk o simili e esportarne il codice 
HTML relativo; 
• Creare il file javascript contenente le funzioni che controllano l’AF; 
• Interagire con lo speech engine per creare i file audio di interesse;  
• Inserire il codice nella pagina e associarlo a un file css per posizionare la faccia 
parlante in una zona ben precisa della pagina ; 
• Legare via javascript (tag embed dinamici) i file audio ai rispettivi tag; 
• Gestire gli eventi via javascript; 
 
 
Figura 10. Stato dell’arte sugli ambienti di sviluppo per animated faces 
 
Dunque un’Interfaccia Multimodale implica una conoscenza avanzata di HTML, 
Javascript, fogli di stile (css) e del funzionamento degli speech engine. 
Tutto ciò  per un utente non esperto è molto difficile da realizzare,e quantificando il lavoro 
dal punto di vista temporale si è potuto constatare che anche per un utente esperto le 
difficoltà non sono poche, ragion per cui si è deciso di creare un tool che faciliti questo 
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compito attraverso un’interfaccia user-friendly che richiede la sola interazione con mouse e 
tastiera e nessuna conoscenza di base. 
                 
Figura 11. Stato dell’arte del tool sviluppato 
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4. IL Tool 
 
Il tool realizzato ha lo scopo di migliorare l’usabilità di applicazioni web attraverso 
l’utilizzo di Interfacce Multimodali.In particolare,sfruttando le potenzialità della tecnologia 
JSP(Java Server Page), è stato realizzato un tool che renda possibile la modifica di siti web 
generici rendendoli più “usabili” grazie all’integrazione di un’Interfaccia Multimodale 
totalmente controllata dall’amministratore dell’applicazione. 
 
4.1 IL Funzionamento 
 
Il tool realizzato prevede 4 passi fondamentali la cui interfaccia utente è costituita da 
altrettante pagine jsp che svolgono i seguenti compiti: 
 
• Inserimento del  path dove risiedono i file (pagine web well formed) da modificare; 
 
• Scelta della pagina da Modificare; 
 
• Upload su server della Pagina,modifica della copia per renderla 
interattiva,visualizzazione della pagina sulla quale si vogliono effettuare le modifiche                
(cliccando sui tag ai quali si vogliono associare le frasi che l’Interfaccia Multimodale 
dovrà pronunciare si apre un popup jsp che permette l’inserimento della frase); 
 
• Creazione del file audio relativo alla frase inserita e modifica della pagina  
web(aggiunta di chiamate a funzioni JavaScript per la gestione audio/IM,aggiunta del 
codice relativo all’Interfaccia Multimodale,aggiunta dei tag per importare il file di 
script e di css). 
 






4.1.1 Scelta path 
 
Prima di tutto l’amministratore del sito dovrà indicare la directory dove risiedono i file 
html da modificare per cui si troverà di fronte una JSP (index.jsp) costituita da un semplice 
Tag di input text nel quale dovrà appunto indicare il path della suddetta directory.Una volta 
confermata la scelta una funzione Java si occuperà di ricercare tutti i file html che 
risiedono all’interno della directory inserita.A questo punto una funzione si occuperà 
dell’upload su server dell’intero sito(directory e subdirectory a partire dal path 
inserito),mentre un’altra funzione Java si occuperà della copia, nel path inserito, dei file 
necessari per il corretto funzionamento dell’Interfaccia Multimodale(un File css per il 
foglio di stile,un File js per le funzioni Javascript,un File ctm per il modello 
dell’Interfaccia Multimodale e i file immagine dei pulsanti play e stop).Infine alcune 
funzioni si occuperanno della modifica della copia in modo da renderla interattiva. 
 
 






4.1.2 Scelta del file da modificare 
 
Questo passaggio,breve ma di fondamentale importanza, genera un parametro 
importantissimo quale è il path del file scelto indispensabile nelle JSP che seguono per il 
proseguimento del lavoro di modifica. 
In pratica l’amministratore si troverà di fronte una JSP (path.jsp) costituita da un elenco di 
file  e, con un semplice click, potrà scegliere quale dei file in elenco vuole modificare. 
Al click il file sarà visualizzato a video(in realtà ciò che si vedrà e la copia del file 
opportunamente modificata per potervi interagire),inoltre si aprirà un popup di modifica 
nel quale sarà possibile inserire la frase da far pronunciare all’Interfaccia Multimodale 
all’apertura della pagina(Il primo Tag da modificare sarà il Tag Body). 
 
 




Figura 14. Pagina web da modificare 
 
4.1.3 Analisi del file e ricerca Tag 
 
A questo punto le cose si complicano un pò dal punto di vista realizzativo ma restano 
estremamente semplici per quel che riguarda l’interfaccia utente. 
Difatti entra in gioco la classe Java più importante del progetto (Parse.java) nella quale 
sono state implementate tutte le funzioni che si occupano del’analisi e della modifica del 
file scelto nel passo precedente. 
Nei dettagli  il file scelto verrà opportunamente parserato utilizzando il metodo cercatag e 
saranno identificati tutti i Tag che compongono il file stesso. 
Di ogni Tag identificato saranno salvati il TagName e gli attributi Name e Type,parametri 
fondamentali per rendere l’interfaccia utente semplice e chiara. 
L’amministratore avrà  quindi di fronte a se la pagina che vuole modificare e potrà 
interagire con i Tag che compongono la stessa. 
In questa fase del progetto ha grande importanza la funzione Java che si occupa di 
parserare il file e ne scova tutti i tag che lo compongono.Questa funzione è stata realizzata 
sfruttando l’API HtmlParser 2.1 la quale si compone di numerosi metodi e interfacce 
appositamente create per interagire con i componenti di un generico file html.Il parser non 
fa altro che analizzare riga per riga il file html e permette di salvarne il contenuto in oggetti 
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di tipo Vector (contenitori di dati simili agli array ma che hanno maggiore dinamicità in 
quanto sono dimensionalmente elastici).Nel nostro caso i Vector conterrano 
TagName,Name e Type di ogni tag che compone il file e grazie a questi attributi sarà 
possibile identificare univocamente i tag che compongono il file.Cosi facendo l’utente che 
cliccherà su un generico tag che compone il file potrà interagirvi, grazie alle modifiche da 
me apportate, e nel nostro caso specifico l’interazione avverrà appunto attraverso dei 
popup che si apriranno al click dell’utente.I popup di modifica(InsertSentence.jsp) 
mostreranno il Tag cliccato  identificandolo tramite il Tagname e gli attributi Name e 
Type.Nel popup verrà inoltre visualizzato un Tag di input text il cui scopo è quello di 
tenere in memoria la frase che sarà inserita dall’amministratore stesso per permettere la 
creazione del rispettivo file audio che sarà poi utilizzato per dare la voce all’Interfaccia 
Multimodale.Cliccando sul pulsante OK si procederà con la modifica. 
 
 






4.1.4 Creazione dei file audio e modifica della pagina web 
 
Una volta raccolti tutti i parametri che servono per poter effettuare l’effettiva modifica del 
Tag scelto si giunge al secondo popup JSP  (modifica.jsp). 
Una volta associata la frase da far pronunciare all’Interfaccia Multimodale, saranno 
effettuate le seguenti operazioni: 
• Creazione della Directory dove salvare i file audio da generare; 
• Aggiunta del Tag Script per importare il file Javascript precedentemente copiato; 
• Aggiunta del Tag Link per importare il file del foglio di stile (css) precedentemente 
copiato . 
• Aggiunta del codice dell’Interfaccia Multimodale all’interno della pagina web scelta 
precedentemente; 
• Creazione del File audio relativio alla frase inserita; 
• Modifica della pagina web con l’aggiunta di oppportune chiamate a funzioni 
javascript per la gestione dell’audio e dell’Interfaccia Multimodale. 
Analizziamo più in dettaglio come vengono effettuate le operazioni precedentemente 
descritte. 
 
4.1.4.1 Creazione Directory 
 
Sfruttando il metodo mkdirs(String) dell’API Java.io.File viene creata la directory per 
contenere i file audio generati successivamente,l’unico parametro rappresenta il path della 
directory in questione.Il nome di ogni directory creata sarà del tipo “nomefilehtml-audio” 
.In questo modo si evitano errori dovuti a omonimie dei Tag in pagine web differenti,in 
quanto ogni pagina web avrà la sua directory con i suoi file audio,evitando quindi 
sovrascritture non volute.  
 
4.1.4.2 Aggiunta del Tag Script 
 
Sfruttando le grandi potenzialità dell’API org.htmlparser viene aggiunto un Tag di script 
alla pagina web scelta per la modifica in modo da poter importare il file .js contenente 
l’implementazione delle funzioni JavaScript usate per la gestione di audio e Interfaccia 
Multimodale. 
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In pratica una volta chiamata la funzione addscript(String),il cui parametro rappresenta il 
path assoluto della pagina web da modificare, la pagina viene parserata,viene controllata in 
modo da essere certi che il Tag Script non è già presente all’interno della stessa e se non 
presente viene aggiunto. 
 
4.1.4.3 Aggiunta del Tag Link 
 
Sfruttando la stessa tecnica utilizzata per il Tag Script,viene chiamata la funzione 
addcss(String) il cui unico parametro rappresenta il path assoluto della pagina web da 
modificare, e il cui scopo è quello di aggiungere il Tag Link necessario per importare il file 
css che determina lo stile dell’Interfaccia Multimodale.Anche in questo caso viene 
effettuato un controllo preventivo per vedere se nella pagina web è già presente il Tag Link 




4.1.4.4 Aggiunta del Modello facciale 
 
Sfruttando le API di lettura e scrittura su file messe a disposizione da Java si aggiunge alla 
pagina web il codice relativo all’Interfaccia Multimodale. 
Viene invocata la funzione addface(String) della classe Parse.java il cui unico parametro 
rappresenta il path assoluto che identifica la pagina web a cui aggiungere la faccia.Questa 
funzione apre in lettura un file di testo (code.txt) contenente il codice html che genera 
l’Interfaccia Multimodale e in scrittura il file della pagina web a cui aggiungere la faccia 
parlante e sfruttando una tecnica di lettura/scrittura in parallelo si occupa di scrivere il 
suddetto codice subito dopo il tag body della pagina web stessa. 
 
4.1.4.5 Creazione del File audio 
 
Una volta associata la frase al Tag scelto, verrà chiamata la funzione 
creaaudio(String,String) della classe Speech.java i cui parametri sono il testo da 
trasformare in audio e il path assoluto dove salvare il file audio creato. 
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Questa funzione sfruttando l’API loquendo.tts, creata per interfacciarsi tramite Java con lo 
Speech engine Loquendo, si occuperà della creazione dei file audio relativi alle frasi 
inserite dall’amministratore.Ogni file audio generato sarà salvato nella directory 
“nomefilehtml-audio” precedentemente creata e verrà salvato come 
“TagName+Name.wav” in modo da identificare univocamente il file ed evitare 
sovrascritture non volute. 
 
 
4.1.4.6 Modifica della Pagina web 
 
Il passo finale da compiere è quello di associare ad ogni Tag la chiamata alla funzione 
Javascript che si occupa del controllo dell’audio e dell’Interfaccia Multimodale. 
Della modifica se ne occuperà la funzione parsera(String,String,String,String,String,String) 
della classe Parse.java, i cui parametri sono rispettivamente: 
• Il path assoluto della pagina da modificare; 
• La directory dove risiedono i file audio creati; 
• Il testo che la faccia deve pronunciare; 
• TagName; 
• Attributo Name; 
• Attributo Type. 
  
Questa funzione quando viene invocata controlla che sia stata inserita una frase, in caso 
positivo parsera la pagina web da modificare in modo da trovare il Tag in questione e vi 
aggiunge la chiamata di funzione associata ad un evento Javascript(tipicamente un 
onclick).  
La funzione Javascript in questione è la PlayAll(testo,file) i cui parametri sono una stringa 
che rappresenta il testo che dovrà dire la faccia parlante e un’altra che rappresenta il path 














Figura 18. Risultato finale 
 
4.2  KLM : Keystroke Level Model 
Il Keystroke Level Mode è un algoritmo utilizzato per effettuare stime temporali di 
processi basandosi su un modello psicologico. 
Con il KLM l’utente è modellato come un insieme di processi cognitivi,in pratica  
l’esecuzione di un compito da parte di un utente è descrivibile in termini di operatori 
fisico-motori e mentali. 
Esso può essere usato definendo gli operatori a diversi livelli di astrazione. 
Il modello considera che l’esecuzione di un compito può essere descritta in termini di 4 
operatori fisico-motori: 
• Keystroking (K); 
• Pointing (P); 
• Homing (H); 
• Drawing (D) 
 
e 1’operatore mentale M e un operatore di risposta R. 
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Considerando due utenti di diverso grado di conoscenza(un utente tipico ed un utente 
esperto) che devono effettuare la modifica di una pagina web per integrarvi un assistente 
virtuale si  è giunti al seguente risultato: 
 
Task User Usual process 
CTS assisted 
process 
Intermediate ~ 500 s ~ 15 s 
1 
Expert ~ 242 s ~ 11 s 
Intermediate ~ 40 s ~ 15 s 
2 
Expert ~ 26 s ~ 11 s 
Tabella 5. Risultati del Keystroke Level Model 
 
4.3 Le innovazioni e i possibili sviluppi 
L’applicazione creata è di notevole interesse in quanto supera dei limiti software e 
tecnologici che finora erano presenti sul mercato.Non necessita di nessuno speech engine 
installato sul client per poter dare voce alla faccia, ma sfrutta lo speech installato su un 
server per generare i file audio relativi alle frasi abbinate alla faccia. 
Portando l’applicazione su un server web e permettendo l’upload dei file creati e della 
pagina modificata si può semplificare la gestione di un sito Web con faccia parlante. Uno 
sviluppo ulteriore alle funzionalità già realizzate è la creazione di un parser per pagine web  
di ogni genere non limitando l’applicazione alle pagine statiche( htm e html).Infatti si 
potrebbero parserare e modificare pagine web dinamiche come jsp,asp,php ecc... 
Inoltre grazie ad un’interfaccia di semplice utilizzo l’applicazione è alla portata di 






In conclusione con questa tesi è stata realizzata un’applicazione che permette di integrare e 
gesitre semplicemente un’interfaccia multimodale all’interno di pagine web. Dai risultati 
ottenuti utilizzando il KLM si è potuta evidenziare l’efficacia del tool sviluppato visto 
l’evidente risparmio in termini di tempo. Inoltre è stato superato il problema legato alla 
necessità di installare uno speech engine su ogni pc client. Difatti sfruttando un unico 
speech engine installato sul server si creano i file audio necessari direttamente sulla 
macchina server, in modo che sul client a dare voce alla faccia sono i file creati e non il 
relativo speech engine installato garantendo così una qualità di speech di alto livello. 
Questo tool è solo il primo passo verso la facile integrazione di interfacce multimodali e i 
suoi sviluppi futuri saranno sicuramente di grande interesse per gli sviluppatori che 
sentono sempre più il bisogno di multimodalità per andare incontro agli utenti meno 
esperti. 
Inoltre il "bisogno" di multimodalità è accresciuto dalla tendenza attuale che tenta di 
miniaturizzare tutti i sistemi computerizzati (computer, palmari, telefoni cellulari etc.). Si 
pensi ai sistemi wireless, con schermi sempre più piccoli e più comodi da trasportare: la 
tastiera, il classico sistema di input, dovrà trovare un valido sostituto in grado di offrire le 
stesse funzioni in dimensioni molto ridotte. 
Sussiste comunque il desiderio di creare un ambiente intelligente: una situazione in cui gli 
utenti potranno comunicare con reti e sistemi come se stessero parlando con altri esseri 
umani. Per raggiungere un tale obiettivo, l’interfaccia tra l’utente e l’ambiente intelligente 
dovrebbe essere completamente trasparente e la comunicazione dovrebbe essere 
multimodale come quella tra esseri umani.  
Nnel tentativo di "umanizzare" le interfacce, gli studi si stanno muovendo per renderle più 
facili e piacevoli da usare, in grado di parlare, di provare emozioni e di riconoscere i volti 
delle persone.  
Uno tra i problemi tecnici emergenti nell’interazione con un sistema multimodale, è 




















Nelle tabelle sottostanti sono presenti le proprietà, i metodi e gli eventi associati al plugin 
crazytalk web player e le relative descrizioni. 
 
Proprietà Descrizione 
ModelName Indica il percorso del model file usato nel  crazytalk     web player   
ScriptName Indica il percorso dello script file usato nel crazytalk web player 
BorderStyle Specifica se visualizzare il bordo del crazytalk web player  
ControlStyle Specifica se visualizzare la barra di controllo 
MenuStyle Specifica se e come visualizzare il right-click menù  
BackColor Specifica il colore di sfondo del crazytalk web player 
BackImage Specifica l’immagina di sfondo del crazytalk web player  
BackMode Specifica la modalità di visualizzazione dell’immagine di sfondo 
LifeMode Specifica se attivare o meno la modalità life 
AutoPlay 
Specifica se il crazytalk web player deve iniziare a parlare subito dopo il 
caricamento di file 
 
Tabella 6 – Proprietà di Crazy Talk 
 
Nome del metodo Descrizione 
Play Avvia lo script audio 
Stop Ferma lo script audio  
Pause Sospende lo script audio  
Position Seleziona un punto di partenza dentro lo script audio                
Shoulder Controlla i movimenti delle spalle 
Head Controlla i movimenti della testa 
Eyeball Controlla i movimenti degli occhi 
 
Tabella 7 – Metodi di Crazy Talk 
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Nome evento Descrizione 
Click 
Si verifica quando l’utente preme con il mouse all’interno della 
finestra di crazytalk 
DblClick 
Si verifica quando un utente preme due volte con il mouse 
all’interno della finestra di crazytalk 
MouseDown 
Si verifica alla pressione del mouse all’interno della finestra di 
crazytalk . 
MouseUp Si verifica quando al rilascio del bottone del mouse. 
MouseEnter 
Si verifica quando il puntatore del mouse entra all’interno della 
finestra di crazytalk. 
MouseLeave 
Si verifica quando il puntatore del mouse esce dalla finestra di 
crazytalk. 
Play Si verifica quando il player inizia a parlare. 
Pause Si verifica quando crazytalk viene sospeso. 
Stop Si verifica quando crazytalk viene fermato. 
Eof 
Si verifica quando viene raggiunta la fine dello script audio 
corrente. 
 



















Nelle tabelle sottostanti sono presenti le proprietà, i metodi e gli eventi associati al plugin 
crazytalk TTS e le relative descrizioni. 
 
 
Nome della proprietà Descrizione 
AutoLoop Abilita l’outoloop 
BackColor Specifica il colore di sfondo  
FontName Specifica il font della scritta 
FontSize Specifica la dimensione del font 
FontStyle Specifica lo stile del font 
ForeColor Specifica il colore del font del display 
Pitch Specifica il tono della voce 
Speed Specifica la velocità dell’audio 
TextContent Specifica il testo da leggere 
TTSEngine Specifica quale TTS engine usare 
VoiceID Specifica il tipo di voce 
Volume Specifica il volume della voce 
 















Nome del metodo Descrizione 
AboutBox Mostra informazioni sui controlli activex 
AttachCtrl Collega il web player con il TTS 
DetachCtrl Separa il web player dal TTS 
GetVoiceString Restituisce il nome della voce 
Pause Pauses play. 
Play Starts play. 
SetVoiceByName Setta la voce assegnandole un nome 
Stop Stops play. 
 
Tabella 10 – Metodi di Crazy Talk TTS 
 
 
Nome evento Descrizione 
Play Si verifica quando il TTS inizia a parlare 
Pause Si verifica quando il TTS è messo in pausa 
Stop Si verifica quando il TTS è interrotto 
WordPositionChange Si verifica quando la frase corrente è riprodotta 
EOF Si verifica quando il TTS raggiunge la fine della frase 
 













Classe Metodo Descrizione 
Parse cancelladir (File) 
Pulisce la directory d’appoggio usata per le copie 
dei siti web 
Parse cercatag(String) 
Ricerca i Tag all’interno di un file html e ne salva 
gli attributi(tagname,name e type) 
Parse addface(String) Aggiunge il codice del modello  
Parse addcss(String) 
Aggiunge il tag link per richiamare il file del foglio 
di stile 
Parse addscript(String) 
Aggiunge il tag script per richiamare il file delle 
funzioni javascript 




Parsera un file html e setta gli eventi javascript 
(onload,onclick) 




Aggiunge la onclick per l’apertura dei popup di 
modifica 
 





Classe Metodo Descrizione 
CercaFiles popolapath(String) Setta un oggeto File sul path specificato 
CercaFiles esplorafile(File) Ricerca i file html nel path specificato 
 








Classe Metodo Descrizione 
CopiaDirectory copyDirectory(File,File) Copia una directory da origine a destinazione 
CopiaDirectory copyFile(File,File) Copia un file da origine a destinazione 
 




Classe Metodo Descrizione 
Copia Copiafile(String,String) Copia un file da origine a destinazione 
 




Classe Metodo Descrizione 
Speech Creaaudio(String,String) 
Crea un file audio interfacciandosi con lo 
speech engine 
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