Complex assignments are open-ended question with varying content irrespective of diversity of course and mode of communication. With sheer scale comes issue of reviews that are incomplete and lack details leading to high regrading requests. As such to automatically relate the contents of assignments to scoring rubric, in this work we present a very first work on keyphraserubric relationship classification i.e. we will try to relate the contents to rubrics by solving it as classification problem. In this study, we analyze both supervised and unsupervised methods to find that supervised approaches outperform unsupervised approaches and topic modelling approaches, despite data limitation with supervised approaches producing maximum results of 0.48 F1-Score and unsupervised approach producing best result of 0.31 F1-Score.
INTRODUCTION
Peer Feedback and Expert Feedback are inherent parts of Graduate Programs with MOOC form of delivery (Joyner, 2017) . While on one hand expert feedback provides valuable and reliable assessment, on the other side peer feedback presents inherent pedagogical benefits. Typically, many of these programs are done at scale with more than hundreds of students enrolled per class, resulting in two side effects first of which is the assignment of multiple students to a single expert owing to high monetary costs to students (Joyner, 2017) . On the other hand, peer feedback suffers from a wide variety of issues notably inconsistent grading (Geigle, Zhai, and Ferguson, 2016) , despite explicit rubric due to inherent problems of dishonesty, retaliation, competition or laziness (Kulkarni, Bernstein, and Klemmer, 2015) .
Automatic Peer Assessment and Automatic Grading Systems are key in addressing the previously mentioned problems across both Peer Feedback and Expert Feedback, where these systems are restricted to addressing one or more of these problems across multiple stages of feedback. More specifically, we have an automatic scoring system, which directly scores large textual essays or short answers, grading accuracy improvement tools that either adjust the scores based on certain aggregation (Reily, Finnerty, and Terveen, 2009) , modeling, calibration and ranking strategies. While all these works show positive outcomes on multiple academic datasets (Xiong, Litman, and Schunn, 2010) , the net relationship between the score and content is still a hidden factor.
Yet there are still some remaining systematic problems (Geigle, Zhai, and Ferguson, 2016) . These include i) changes in reviewers rating with time and length of assignments leading to lack of effective response by the expert ii) discrepancy between rating expected by the author to that of expert and the peer iii) random fluctuations of scores etc. iv) lack of descriptive reviews owing to scale in both peer and expert feedback. These previously mentioned problems worsen further in the context of complex assignments -Assignment with open-ended questions commonly seen in MOOC based graduate programs with large and diverse content.
As such in this study, we propose to solve the previously mentioned problems with a series of AI-based systems. In this milestone, we hypothesize that explicitly relating the written contents of the assignment to rubric is useful for both peer and expert feedback, thereby could solve the issue of score fluctuation & rating discrepancy.
For example, in the case of complex long assignments, if we can extract and relate the contents to the scoring rubric it would reduce time spent on the assignment regrading and in turn lead to the smoother review process. Hence in this work, we propose to relate the important phrases of complex assignments.
However, there are plenty of approaches for the relationship classification of educational texts, with varying coverage of accuracy and training benefits. As such, we propose to empirically evaluate the following open research questions. its relationship to rubrics, novel dataset, and present exhaustive experimental results. Additionally in line with prior analyses of classification problems in educational technology we carry out corpus analysis and introduce briefly the methods used for experimentation. Unlike prior efforts, however, our main objectives are to uncover the impact of content and algorithmic diversity on performance (measured primarily by F1 score and another additional metric including cluster homogeneity, Rand Index, etc.), and also to study the benefits of pre-trained language models over topic modeling approaches both from the perspective of accuracy and reliability (quantified through F1-Score). The rest of the paper is organized as follows, in section 2 we present literature on classification problems and complex assignments, following by datasets and methods used in section 3. Section 4 presents experiments and results. Finally in section 5 we conclude overall findings with some possible implications on future work.
RELATED WORK

Text Classification & Complex Assignments
Text classification is a long-standing problem in educational technology, which has gone rapid increase with the advent of large scale MOOCs. The works vary according to their final intended goal itself, resulting in a diverse range of datasets, features, and algorithms. The earliest works use a classification approach on click stream datasets (Yang et al., 2015) . Then there is works include that of Scott et al. Huzefa, 2018), speech act prediction (Jaime and Kyle, 2015) . Finally, some works focus on using classification towards peer feedback, much of which focuses on scaffolding the review comments themselves (Xiong, Litman, and Schunn, 2010), (Nguyen, Xiong, and Litman, 2016) , (Ramachandran, Gehringer, and Yadav, 2016) , (Cho, 2008) .
Similar to above works, we focus on the classification of educational text, however, there is two major difference in our work. First of all being, we focus on complex assignment text, rather than posts which is predominant. Second, being the criteria and end application of classification is peer feedback. Thirdly we focus on classification based on predefined rubric classes both using supervised and unsupervised clustering approaches. Finally there are works on complex assignment namely works of (Ravikiran, 2020), however not in the context of phrase-rubric relationship.
DATASET, ANNOTATION AND METHODS
In this section, the annotation scheme used for creating the dataset is presented along with algorithms that are used for the experiments.
Annotation Scheme
According to the cognitive theory of writing process (Flower and Hayes, 1981) , humans exhibit characteristics of hierarchical writing with the multilevel embedded organization of content where the process is distinctive focusing on goals with continual change, where the writing changes and improves as it progresses.
While the original works (Flower and Hayes, 1981) , was developed based on general writing, we hypothesize such an observation should be true for complex assignment as well. Further based according to (Hattie and Timperley, 2007) feedbacks are expected to answer major questions that are required from student perspectives including Where am I going? (What are the goals?), How am I going?
(What progress is being made toward the goal?), and Where to next? (What activities need to be undertaken to make better progress?) (Hattie and Timperley, 2007) Hence, we use this characteristics (Flower and Hayes, 1981 ) & (Hattie and Timperley, 2007) to decompose large complex assignments into a series of short important phrases needed for peer review. As such we propose to use the following annotation scheme in Table 1 which consists of four different categories of important phrases that could be extracted from complex assignments. The four different types of phrases include • Task -Representing activity done by the author.
• Findings -Indicating the output of activity.
• Reasons -Showing reasons behind the findings.
• Intuition -Showing background on why the task was executed. Table 2 shows relationship between the dataset, annotation scheme, rubrics and KBAI course as example. We will be using this relationship between the classes of coding schemes and rubrics of KBAI for our evaluation. 
Dataset
The dataset in this work was developed using the corpus of the KBAI report of Fall 2019. The overall dataset statistics are as shown in Table 3 below. The data consists of 791 phrases divided into train and test sets respectively. Further, the dataset consists of 2443 unique words with occurrences with minimal occurrence of 1 and a maximum occurrence of 800. The combined word statistics are as shown in Figure 1 and words that occur the least amount of time are shown in Figure 2 . 
Metrics
We use the following evaluation metrics for phrase classification in this work.
• Precision (P), Recall (R) and F1-Score (F1): Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. The recall is the ratio of correctly predicted positive observations to all observations in the actual class. F1 Score is the harmonic mean of Precision and Recall.
• Cluster Homogeneity (HOMO): Homogeneity is computed by assigning each cluster to the class which is most frequent in the cluster, and then the accuracy of this assignment is measured by counting the number of correctly assigned phrases and dividing by N.
where Ω = { ω 1 , ω 2 , . . . , ω K } is the set of clusters and C = {c 1 , c 2 , . . . , c J } is the set of classes. We interpret ω k as the set of phrases and c j as the set of input phrases which are classified. 
Algorithms
In this section, we shall present the feature extraction and supervised/unsupervised algorithms used for classification.
Feature Extraction
In this work, we use three different approaches for feature extraction namely BERT, TF-IDF and Latent Dirichlet Allocation (Blei, Ng, and Jordan, 2003) coupled with the former two. 
Here, D is the total number of sentences. Intuitively, the inverse document frequency of a word is low if it occurs in many documents and is highest if the word occurs in only one. The so-called weight d(i) of word w i in sentence d i is then given as
This word weighting heuristic says that a word w i is an important indexing term for document d if it occurs frequently in it (the term frequency is high).
On the other hand, words that occur in many documents are rated less important indexing terms due to their low inverse document frequency. In this work, we use TF-IDF with Bi-Grams of words. x are assigned to their nearest center-point (see equation 6). In the standard algorithm, only one assignment to one center is possible. If multiple centers have the same distance to the observation, a random one would be chosen.
assigned observations to the respective center-points (see Equation 7) .
The update process reoccurs until all observations remain at the assigned center-points and therefore the center-points would not be updated anymore.
This means that the k-means algorithm tries to optimize the objective function 8. As there is only a finite number of possible assignments for the number of centroids and observations available and each iteration has to result in a better solution, the algorithm always ends in a local minimum.
The main problem of k-means is its dependency on the initially chosen centroids. The centroids could end up in splitting common data points whilst other, separated points get grouped if some of the centroids are more attracted by outliers. These points will get pulled to the same group of data points.
Hence we test three different types of initialization namely K-Means++, Random and PCA components with maximal variance 2. Aggolomerative Hierarchical Clustering: This algorithm works by grouping the data one by one based on the nearest distance measure of all the pairwise distance between the data point. Again distance between the data point is recalculated but which distance to consider when the groups have been formed?
For this, there are many available methods. Some of them are:
-Single-nearest distance or single linkage.
-Complete-farthest distance or complete linkage.
-Average-average distance or average linkage.
-Centroid distance -Ward's method -Sum of squared Euclidean distance is minimized.
In this work, we use the ward's method and group the data until one cluster is formed. We further use three methods for affinity (distance computation for linkage approaches) namely Euclidean, Cosine & City Block Distance.
Spectral Clustering:
Given an enumerated set of data points, the similarity matrix may be defined as a symmetric matrix A, where A ij 0 represents a measure of the similarity between data points with indices i and j. The general approach to spectral clustering is to use a standard clustering method such as K-Means on relevant eigenvectors of a Laplacian matrix of A. There are many different ways to define a Laplacian which have different mathematical interpretations, and so the clustering will also have different interpretations.
The relevant eigenvectors are the ones that correspond to the smallest several eigenvalues of the Laplacian except for the smallest eigenvalue which will have a value of 0. For computational efficiency, these eigenvectors are often computed as the eigenvectors corresponding to the largest several eigenvalues of a function of the Laplacian.
RESULTS, EXPERIMENTS & DISCUSSIONS
In this section, we present each of the research questions are presented in brief along with their results.
RQ 1.1: Unsupervised Phrase-Rubric Relationship Classification
Originally, clustering makes use of labeled phrases to capture the context of From tables 4 and 5 comparing all the results we can see that K-Means produces the best result, followed by Spectral clustering and then Agglomerative. More specifically, K-Means produces the best result of 0.32 F1-Score. While Agglomerative clustering produces high precision and recalls with Euclidean of 0.48 the macro F1 is lower than 0.2 F1. Further, the behavior is consistent across both the folds. Further, we see high precision in Fold-2 and has a balanced P and R in Fold-1, which can be explained by the nature of folds-1, predominantly through our results we observe that the fold-2 is simpler due to similarity in vocabulary compared to that of Fold-1. Further for Fold-1, we see high accuracy with Spectral clustering with a score of 0.451. Further in fold-1, we can see the results of
Agglomerative & Spectral approaches are very far from those of K-Means. Coming to feature extractors we can see two major findings. Firstly, TF-IDF produces the top results in the case of all the algorithms with an average difference of 0.5
F1.
We tested with three different initialization namely K-Means++, Random & PCA based initialization. We hypothesize that with multiple random tests the random initialization would produce results similar to K-Means++ and principal components with maximum variance indeed produce useful results. Results so obtained across both the folds are again shown in Tables 4 and 5. We can see that K-means++ produces results higher than the Random and PCA based initialization. Additionally, we can also see that random initialization, produces results similar to that of K-Means++. Meanwhile, the maximal variance components are indeed weak and biased on the identification of the phrase level classes.
In the case of Agglomerative Clustering, we used ward distance for linkage and multiple affinity measure namely cosine, euclidean and city block distance metrics. Among the three we can see that Euclidean Distance produces the best results (similar to original wards computation). Cosine distance produces similar results like that of Euclidean under TF-IDF feature extractor but in rest, the of the case euclidean outperforms the rest. City block distance produces the worst performance. Overall agglomerative clustering produces best results of 0.18 F1 using Euclidean affinity on BERT features.
Finally, coming to spectral clustering the behavior is similar to that of K-Means, most because internally spectral clustering, in turn, uses K-means. The best performing spectral clustering approach gives an F1-Score of 0.28 with BERT features similar results could be seen even with TF-IDF feature extraction. K-Means sample selection produces an accuracy score of 0.451 F1 while discretized hierar-chical clustering produces the best result of 0.16 F1.
The results of cluster analysis are as shown in the cluster metrics including homogeneity, rand index, etc. We can see that across all the metrics the clusters are not so good. Much of the cluster doesn't satisfy homogeneity as all of its clusters don't contain only data points which are members of a single class. This is visible through P, R and F1 measures as well. Meanwhile, we can further see the average mutual information is very low indicating the clusters are completely mixed.
Additionally, we can see that the silhouette is very low for all the experiments this shows that clusters are extremely overlapping again validated by P, R and F1 metrics. To summarise, our findings are:
• F1 is highest for K-Means with K-Means++ initialization. The findings hold for spectral clustering as well.
• BERT representation produces the highest results across all the clusters with higher F1 compared to TF-IDF.
• Agglomerative clustering produces the least results. The same is true with spectral clustering.
• Compared to both the Folds, fold-1 shows better performance than fold-2.
• From cluster analysis, we can see that clusters are overlapping with near-zero silhouette score and homogeneity.
RQ 1.2: Supervised v/s Topic Modeling for Phrase-Rubric Relationship
Classification
Previously in section 4.1 we saw a performance of unsupervised models on phrase-rubric relationship extraction. We could see that among the results BERT features with K-Means dominated the performance visible by F1 across both K-Means with K-Means++ and Spectral Clustering. However typically textual content is expected to contain multiple topics which in our case is Task, Reasoning, Intuition, Findings. Hence in this research question, we will exploit topic modeling to see if these methods are indeed useful for the process of relationship classification. Generally, a topic model is a type of statistical model for discovering the abstract "topics" that occur in a collection of documents. In this work, we use latent Dirichlet's allocation which predominantly dominated NLP tasks involving topic modeling. More specifically we use version specified by the works of Blei, Ng, and Jordan, 2003. We further compare performance to straight forward supervised classification models involving SVM with TF-IDF and BERT. with the drop in F1-Score of 0.08.
In the case of agglomerative clustering, the results are very similar to K-Means, where the accuracy is improved by 0.07 accuracy with similar F1-Score as shown in section 4.1 for agglomerative clustering. However, we can also see that the city block distance shows higher accuracy compared to cosine affinity.
Coming to spectral clustering we see that results are similar to K-Means, however, there is surprising finding where the results for spectral clustering with K-Means sampling are lower than that of Discretized Sample selection process.
The difference in results is 0.1 in accuracy and 0.08 F1-Score. Overall with LDA discretized sampling shows the best results for Spectral clustering. We observe all the analyses mentioned previously even in Fold-2 except K-Means on spectral clustering producing higher results than fold-1.
Overall with LDA, we see two major benefits firstly we can see an improvement in accuracy score. Otherwise overall results are significantly lower. This is because of two major reasons firstly are several topics, in this work we used total as four topics during LDA computation. However we believe the semantic cate-gories are significantly higher, hence the drop in performance. The supervised results are as shown in Table 6 . We can supervise results significantly outperform the unsupervised approaches almost by an average of 0.15 F1.
Finally, coming to cluster analysis we can see that the cluster overall is significantly reduced as evident by the silhouette score of 0.9 with K-Means, 0.3 with Hierarchical and 0.4 with spectral clustering. Yet the cluster uniqueness is fairly limited as evident with homogeneity metrics and rand index where the values are close to zero.
To summarise, our findings are:
• Firstly, LDA improves overall accuracy across all the unsupervised algorithms. Further the results are similar to that of section 4.1. The maximum F1 in fold-1 is 0.25 and in fold-2 is 0.29 with spectral clustering.
• Further, spectral clustering shows a unique behavior where the results flip between discrete and K-Means sample selection. However, the overall performance is significantly lower compared to section 4.1.
• Supervised approaches inherently produce higher results compared to that of unsupervised approaches. Effectively we think because of the forced boundary which is calculated.
• With LDA we can see the clusters don't overlap as evident by silhouette score. However individual clusters are extremely mixed with varying class elements.
CONCLUSION
This paper investigated the capacity of both clustering and topic modeling for the task of classification of phrases-rubrics from complex assignments. Firstly, by developing a new corpus and annotation scheme, we demonstrated that datasets in complex assignments are harder to create: in terms of annotation and size; the balance of classes; the proportion of words; and how often tokens are repeated. The dataset so created is imbalanced with the domination of Task and Finding classes. This is similar, to the dataset of twitter and web corpora which are traditionally noisy. More interestingly, however, despite imbalance, the task is inherently harder as the cues are very limited with lower information density as the classification is fine-grained.
Our second set of findings relates to the traditional approaches studied. In this work, we studied three clustering approaches involving K-Means, Agglomerative and Spectral clustering. We find that K-Means dominates the results with both TF-IDF and BERT against the rest followed by spectral clustering with K-Means based sampling. Agglomerative clustering performs the worst across the three.
However the best traditional methods results are significantly lower than that of supervised approaches which we can see by comparing Tables 4,5 and 6 .
Thirdly, we find that with LDA the performance is significantly higher without LDA especially across the three models. The LDA model improves performance however the net improvement is fairly limited. The best result of LDA is lower than the best result without LDA. Further, we find that K-Means++ dominating the performance throughout. We argue the net improvement is lower in LDA because of the noisy data and number of topics so present in the dataset. We leave this investigation for the future. Through this preliminary study, we conclude LDA improves accuracy, but the net F1-score is lowered.
Fourth, our experiments also confirmed that supervised models are still reliable as far as phrase-rubric relationship classification is concerned. Where we can see that the top-performing supervised model has an F1 score of 0.48 which 0.16
higher than best performing supervised model.
Finally, by studying performance with the weighted average, it becomes clear that there is also a big difference in performance on corpora with the balanced and imbalanced dataset. This indicates that annotating more training examples for diverse classes would likely lead to a dramatic increase in F1 which in turn is expected to improve performance across all the explored RQ's. Further lower unsupervised performance warrants significant improvements in features.
