Learning and adaptivity will play a large role in robotics in the future. Two questions are open: (1) in principle, how much it is possible to learn; and (2) in practice, how much should an agent be able to learn. The bootstrapping scenario describes the extreme case in which agents need to learn ''everything'' from scratch, including a torque-to-pixels model for its robotic body. This paper considers the bootstrapping problem for a subset of the set of all robots. The Simple Vehicles are an idealization of mobile robots equipped with a set of ''canonical'' exteroceptive sensors: the camera, the range finder and the field sampler. The sensorimotor dynamics of these sensors are derived and shown to be surprising similar. These sensorimotor dynamics are well approximated by a class of nonlinear systems that assume an instantaneous bilinear relation among observations, commands, and changes in the observations. The bilinear approximation is sufficient to guarantee success in the task of generalized ''servoing'': driving the observations to a given goal snapshot.
Introduction
The discipline of robotics collects the heritage of fields such as mechanical engineering, computer science, and control theory, whose basic methodology is based on explicit modeling and systematic design procedures. However, as robots are equipped with richer sensors, inhabit populated unstructured environments, and perform more complex behaviors, explicit modeling and design is too costly, thus motivating the use of adaptive and learning systems. While it is clear that some learning is needed, two open questions are: (1) how much learning is possible, in principle; how little prior knowledge can we get away with? and (2) how much learning is desirable? The latter question is easier to answer, the answer being: it depends. Learning is a trade-off of performance (running cost) versus prior knowledge (design cost). The main challenge for learning in robotics is guaranteeing safety and performance, in contrast with other applications of learning techniques that might have small cost for failures. For example, a mistake of a recommender system is only an inopportune suggestion.
The question of how much learning is possible requires more qualification. Biology gives us a proof of existence that, in some sense, ''everything'' can be learned in relatively large domains. Most cognitive processing in the mammalian brain happens in the neocortex, which is a sixlayered sheet of uniform neurons, initially ''blank'' at birth. During development the cortex adapts to work with different sensor modalities. A classical example of this adaptability is the case of the visual cortex repurposed to process tactile information in blind subjects (Cohen et al., 1997) . In other experiments it has been shown that it is possible to learn to use completely new sensing modalities that are not present in nature (Thomson et al., 2013) . Reproducing the same adaptability and generality in artificial systems will make us able to create more reliable robots.
A formalization of the problem of learning ''everything'' has been proposed by Kuipers and colleagues (Pierce and Kuipers, 1997; Kuipers, 2008a) . In the bootstrapping scenario an agent starts its life connected to a (robotic) body with no prior information about its sensors and actuators. The agent has access to a stream of uninterpreted observations and commands. The commands and observations are ''uninterpreted'' in the sense that their semantics is unknown. For such an agent, the world is the series of the unknown actuators, the external environment, and the unknown sensors ( Figure 1 ). The agent's only assumption is that it is connected to a physical robotic body. The central problem of bootstrapping is obtaining a predictive model that explains the observations as a function of the commands and then using such a model to perform useful tasks.
This problem can be seen as an extreme form of calibration as more and more assumptions on the system are removed. Calibration techniques for robotics are numerous. For manipulators, the goal is to identify the geometric Denavit-Hartenberg parameters, which describe the interconnection of the joint, as well as the inertial parameters for each joint. These techniques are mature and deployed in industry. For a recent review, see Hollerbach et al. (2008) . For mobile robots, the parameters to identify can be typically divided in three sets: the set of odometric parameters (e.g. the wheels radii); the set of extrinsic parameters, which describe the relative transformation reference frames (e.g. the base-to-sensor transform); and the set of each sensor's intrinsic parameters (e.g. a camera's focal length). For a recent overview of calibration techniques for mobile robots, see Censi et al. (2013a) . These techniques assume to know the type of sensors and actuators being calibrated, which define the family of models being considered. The family of models is typically indexed by a finite-dimensional parameter vector. For example, the set of pin-hole cameras is parametrized by the focal length. In the bootstrapping scenario there is no assumption of knowing the type of sensor and actuators in advance. Furthermore, the agent starts with the uninterpreted raw observations and commands vectors. In contrast, traditional calibration techniques usually assume that the semantics of the data is already known. For example, one might assume that the relation between the motion of the sensor and the variation in the range data is already known, and this relation can be inverted to obtain the motion of the sensor through a scan-matching procedure (Censi et al., 2013a) .
There are different motivations for working in such a challenging scenario. We know that neural processes do have similar abilities. This is both an encouraging proof of existence as well as a motivation for inquiring on how it might be achieved. The other motivation is of purely engineering nature.
The engineering value of approaching the problem from the bootstrapping perspective is that it leads to ultimately more robust agents that work with fewer assumptions. Consider the case of camera calibration as an example. There are many optical systems that do not follow the pinhole model. By adding parameters, one can enlarge the family of models. A more general model for a camera, valid in the case of fish-eye cameras, parametrizes the optics by the polynomial profiles of the lens curvature. More parameters can account for irregularities in the lens shape. What is the limit of this process? In the limit, we drop all assumptions on the shape of the lens and consider calibration of optical systems in which the direction of each pixel is arbitrary, so that for a sensor with n pixels there are 2n parameters to estimate (Censi and Scaramuzza, 2013) . The price one needs need pay for this flexibility is twofold: first, more data is needed to identify the model; second, performance is lower, measured for example by reconstruction accuracy. These are two unavoidable consequences of choosing a more relaxed prior for the model. But when we buy flexibility robustness comes for free. For example, consider a camera which has one dead pixel. Is that device still a camera? A traditional calibration technique relying on feature extraction or continuity assumptions might fail catastrophically. A technique that considers all pixels as independent will be robust to a single pixel being dead, because it does not violate any of its assumption. The techniques that we consider in this paper, which learn directly the sensorimotor dynamics rather than the sensor's intrinsic calibration, share the same spirit of achieving robustness by removing assumptions, to the point of not even assuming to know the type of sensor. An agent's ability of learning and Fig. 1 . For a bootstrapping agent connected to an unknown body, the ''world'' is the series of the unknown actuators, the external environment, and the unknown sensors. One ability that a bootstrapping agent needs is the ability to estimate a predictive model of the observations y as a function of the commands u. This can be posed as a system identification problem, where the universe of models is the ''set of all robots''.
Set of all Robots
All systems Simple Vehicles field sampler range-finder vision sensor Fig. 2 . In this paper we consider the sensorimotor dynamics learning problem for a subset of the ''set of all robots''. The Simple Vehicles are the idealization of mobile robots equipped with one of the three exteroceptive sensors: field-sampler, vision sensor, and range finder, which are indicated by the icons shown in the figure.
testing all of the models on which its operation relies was called verification principle by Stoytchev (2009) . In learning research there is a trade-off of results strength versus generality. In a small domain it is possible to prove strong results. For example, system identification has produced a complete rigorous theory for identification of linear, time-invariant dynamical systems (Van Overschee and De Moor, 1996; Ljung, 1999) . At the other end of the spectrum, there is also value in studying completely generic learning techniques, that are evaluated experimentally, without many theoretical guarantees. This is the case of deep learning (Bengio, 2009) . In fields such as robotics, where failures are potentially dangerous, it is important to keep track of the assumptions and provide guarantees on the closed-loop behavior of the system (Aswani et al., 2013) . The approach we use in this paper is considering a simpler instance of the bootstrapping scenario, where, instead of assuming that the agent is connected to any element in the ''set of all possible robots'', the assumption is that the body is one of the ''Simple Vehicles'', which can be imagined as wheeled mobile robots equipped with any of the common exteroceptive sensors used in robotics. This setting still preserves the fundamental challenges of finding ''torque-to-pixels'' models, while being simple enough for an analytical tractability.
1.1. Related work 1.1.1. Supervised and unsupervised learning. The first rigorous formalization of learning is due to Vapnik (1995) . In supervised learning the goal is to learn the relation between two variables for the purpose of predicting one from the other. Unsupervised learning refers to techniques, such as manifold learning and autoencoders (Bengio, 2009, Section 4.6) , that learn compact representations of the data, often used as a preliminary step in supervised learning.
In the interactive setting the agent interacts with the world; this introduces the problem of exploration and issues such as the exploration-versus-exploitation tradeoff. In the embodied setting the agent lives in a (robotic) body and it has to deal with high-dimensional data streams and an unobservable world too complex to be modeled exactly. There are four things that one might learn in the context of interactive agent-world settings: (a) statistical regularities in the observations, what is the agent likely to experience in a particular setting; (b) the input-output dynamics of the system, how the commands influence state and observations; (c) policies, how to choose commands that obtain a desired behavior; (d) ''values'', what are desired behaviors or states. There are thus manifold variations of the learning problem, depending on the prior knowledge assumed for each of these components.
1.1.2. System identification. System identification techniques (Ljung, 1999) have been successfully deployed in industrial applications since a few decades. There is a complete theory for linear systems (Van Overschee and De Moor, 1996; Katayama, 1999) as well as for some limited classes of nonlinear systems, such as linear systems followed by a static nonlinearity (Giri and Bai, 2010) and Volterra series (Franz and Schölkopf, 2006) . Adaptive control (Ioannou, 2006) is concerned with what happens when closing the loop, such as guaranteeing the stability and the performance of the learned controller.
1.1.3. Learning dynamics in computer science. Many works in computer science aim to learn the dynamics of a system, just like in system identification. In general, most work in computer science focuses on more general models with fewer assumptions on the system dynamics. (Hidden) Markov models and (partially observable) Markov decisions processes (MDPs) are discrete-time dynamical systems with a discrete state space that evolves according to arbitrary probability transitions. Their dynamics can be learned with spectral methods (Siddiqi et al., 2010; Hsu et al., 2012) . There are also alternative black-box-style models for dynamical systems, such as predictive state representations, in which the dynamics is represented by a series of tests, which are observable functions of the state (Littman et al., 2001; Singh and James, 2004; Boots and Gordon, 2011) . These methods can potentially approximate any dynamics, although they suffer from the curse of dimensionality, which makes them unsuitable to use for generic high-dimensional data streams.
Our approach is in the spirit of system identification, in the sense that we strive to give formal results, if in ideal conditions (e.g. asymptotical results, local convergence); for some other aspects it is more inspired to computer science (e.g. the style of our definitions for constructing the set of Vehicles) or machine learning (e.g. simple algorithms on large datasets).
1.1.4. Deep learning. Deep belief networks (DBNs) have the same ambition of learning everything from scratch. In contrast to ''classic'' neural networks that are mostly understood as fitting a nonlinear function between input and output (Bishop, 1995) , the learned weights of a DBN encode a low-dimensional representation of a probability distribution generating the data (Hinton et al., 2006; Bengio, 2009 ). The computational structure of DBNs gives them an ''universal approximator'' property, but at this time it is not clear how this potential is limited by the heuristic approximations that practitioners find necessary to make the problem computationally tractable. The primary domain in which DBNs have been shown to be superior to competing approaches are detection and classification problems on static images. In addition to static images, DBNs have been used to describe dynamical data (Sutskever et al., 2008; Taylor et al., 2010a,b) . Extensions using three-way interactions have been used to represent motions and transformations at the pixel level (Memisevic and Hinton, 2007; Larochelle and Hinton, 2010; Memisevic and Hinton, 2010; Ranzato and Hinton, 2010; Yu et al., 2011; Hutchinson et al., 2013) . Other extensions have been used to model the statistics of multimodal sources of data (Ngiam et al., 2011; Srivastava and Salakhutdinov, 2012) , but not the dynamics of those data, as of interest here. There is no DBN-based work that considers signals with the semantics of ''observations'' and ''commands'' and that can synthesize a control signal given the observations and a task.
1.1.5. Learning in robotics. Most recent work on learning in robotics leans towards the structured learning of policies to obtain specific behaviors, either in the unsupervised setting, for example according to the reinforcement learning framework (Sutton and Barto, 1998; Kober et al., 2013) , or in the supervised setting, for example using apprenticeship learning (Kolter and Abbeel, 2008) . In this paper we are concerned with learning models of the dynamics at the sensorimotor level; once we have models, policies are manually derived. In the long term, as complexity of tasks increase, it is inevitable that an agent must have a model of the world (Conant and Ross Ashby, 1970; Francis and Wonham, 1976) .
1.1.6. Developmental robotics. Developmental robotics is interested specifically in design embodied agents that autonomously acquire knowledge about themselves in the world, often informed by developmental stages observed in humans (Lungarella et al., 2003; Asada et al., 2009) . For example, one of the issues is learning the ''body schema'' (Hoffmann et al., 2010) for which the approach can be either parametric (Hersch et al., 2008; Martinez-Cantin et al., 2010) or non-parametric (Sturm et al., 2009 ) using tools such as Gaussian processes (Rasmussen, 2006; Ko and Fox, 2010) . None of these techniques can deal with raw high-dimensional sensorimotor data.
1.1.7. Kuipers' work. Our work was directly inspired by the work of Kuipers' and colleagues. Pierce and Kuipers describe how an agent can build successively more abstract levels of representation for its sensors and actuators that can be used for prediction and various navigation tasks (Pierce and Kuipers, 1997) . The spatial semantic hierarchy (Kuipers and Levitt, 1988; Kuipers and Byun, 1991; Kuipers, 2000; Remolina and Kuipers, 2004; Kuipers, 2008b ) is a model that describes how cognitive knowledge of space and motion can be organized into four hierarchical ontology levels. At the sensorimotor level the agent learns the structure of the sensors; the topological or metric organization of sensels can be recovered by computing statistics of the sensory streams; several variations of the same idea have been developed (Boerlin et al., 2009; Stober et al., 2009b; Grossmann et al., 2010; Modayil, 2010; Censi and Scaramuzza, 2013) . Understanding the structure of the sensors is a necessary preliminary step before modeling sensorimotor interaction (Stober et al., 2009a) . The agent must learn how actions influence the observations, and in particular what action have a reproducible effect. At the control level, the agent learns to perform simple spatial tasks, such as homing to a given position. Some of the developed control laws induce a discretization of the continuous sensorimotor experiences by mapping a set of initial states to a final state. This bootstraps a concept of ''place'', and the agent can create a topological map by mapping which control laws moves from one place to another (Provost and Kuipers, 2007) . Further work by Kuipers and colleagues focused on other ways to find a symbolization of the uninterpreted streams of data, through the abstraction of objects (Kuipers et al., 2006; Modayil and Kuipers, 2008; Xu, 2010) . The ultimate goal is to have a generic bootstrapping architecture integrated with more traditional learning approaches that is able to go ''from pixels to policies'' (Stober and Kuipers, 2008) .
With respect to the work of Kuipers and colleagues, our contribution is a rigorous definition of the assumptions on the robot, the environment, and the task, and mathematical proofs that give some theoretical guarantees on the agent performance. For example, we provide a mathematical construction of the subset of robots to which our results apply. On the other hand, we consider simpler tasks, such as ''servoing'', which can be placed in at the bottom two levels of Kuiper's hierarchy (the sensorimotor and the control level). To perform the servoing task the agent must only estimate a model of the instantaneous sensorimotor dynamics, but does not need to create complex internal representations of the world, including the environment's topology, of the existence of ''objects''.
Outline
The end result of this paper is the first instance of an agent that can learn a model of the sensorimotor dynamics of a relatively large subset of the set of all robots systems, which we call the ''Simple Vehicles'', and use the knowledge of that dynamics to solve well-defined motion tasks, without manual tuning or features design, and with some theoretical guarantees.
Section 2 formally constructs the set of Idealized Simple Vehicles ISV. These vehicles are the idealization of mobile robots equipped with exteroceptive sensors.
Section 3 describes the idealized version of three ''canonical'' exteroceptive sensors (field-sampler, range finder, vision sensor) and derives their sensorimotor dynamics.
Section 4 describes a family of models with bilinear dynamics. These models assume that there is an instantaneous bilinear relation between the changes in the observations, the observations themselves, and the commands. Section 5 describes a method for learning bilinear dynamics based on computing Hebbian-style statistics.
Section 6 discusses in what sense the bilinear dynamics approximates the dynamics of canonical exteroceptive sensors.
Section 7 evaluates the results of learning in simulations and experiments.
Section 8 describes the problem of generalized servoing (driving the current observations to some goal observations) and how it can be solved for BDS models. Section 9 proves that the servoing strategy for the BDS models works also for the dynamics of the vehicles, under certain assumptions. Section 10 shows experiments for servoing and servoingbased navigation.
Finally, Section 11 discusses open questions and future work.
Additional materials. Source code and datasets are available at http://purl.org/censi/2013/jbds. The page includes a video that shows further details about the experiments.
Notation. Our notation is standard, with a few exceptions.
Here R þ 8 are the positive reals, and R þ = R þ 8 [ f0g. We use Measures (A) to denote all probability measures on a set A.
Given three sets Y, U, X, let D(Y; X; U) be the set that contains all continuous-time control systems with observations y in Y, state x in X, and commands u in U. D(Y; U) is a shortcut for D(Y; Y; U). Here D(Y; X; U; D) is the set of all discrete-time dynamical systems with sampling interval D.
Modeling the Vehicles universe
Consider the set of all robots Robots, which contains all possible systems obtained by pairing every combination of robotic actuators and robotic sensors. Each point in Robots is a different black box, a different input-output relation between observations and commands. The goal of bootstrapping is to create agents that can work with any system in Robots. As a starting point, this paper considers a smaller set, the set of Simple Vehicles, which contains particularly simple robots. The inspiration is Braitenberg's classical work (Braitenberg, 1984) . The commands are assumed to be kinematic velocities, as it is the case for wheeled mobile robots. The vehicles are equipped with any combination of a set of ''canonical'' exteroceptive sensors: range finder, field sampler, and vision sensors.
(De)Constructing the set of robots
This section describes a formal construction of the set of Idealized Simple Vehicles. To describe a robot, we must describe its sensors, its dynamics, and the environment: It is perhaps unusual to consider the environment as part of the ''robot'', yet this makes sense in the context of learning: in fact, would a robot learn it has a camera if it spends its life in the dark? We use the word ''body'' to refer to the sensors and actuators separately from the environment.
We follow the same scheme to describe the set of vehicles: The vehicles dynamics is assumed to be such that the commands are equivalent to kinematic velocities are described in Section 2.2. The sensor is assumed to be a ''relative exteroceptive sensor'', whose properties are described in Section 2.4. The ''environment'' is formally defined in Section 2.3 as a probability distribution over geometric maps. Section 3 gives the concrete definition of the three ''canonical robotic sensor'' (field-sampler, range finder, and vision sensor).
Vehicle kinematics
The pose of a rigid body in SE(3) can be described using a position t 2 R 3 and an attitude R 2 SO(3). The linear velocity v 2 R 3 is a three-dimensional vector expressed in the body frame. The angular velocity v 2 R 3 is also a threedimensional vector giving the instantaneous angular velocities around the three principal axes in the body frame. Using the hat map, the vector v is mapped to an antisym-
With this notation, the dynamics of a rigid body controlled in velocity are
Let Q be the configuration space in which the robot moves. We assume that Q is a subgroup of SE(3) and its Lie algebra is q. Possible choices for Q are SE(3) itself, Q = SE(2) for describing planar motion, Q = R 3 for describing pure translations, and Q = SO(2) for describing pure planar rotations.
Definition 1. A vehicle kinematics is a left-invariant dynamical system defined on a subgroup Q SE(3) such that _ q = qA(u) where A : U ! q maps commands to instantaneous velocities.
The control results given in this paper (34) are limited to the holonomic case, where A spans the tangent space q.
Maps and environments
The definition of ''map'' depends on what the sensors can perceive. We use simple sensors so the map will be simple as well. For range finders, we need to describe the geometry of the obstacles. For a vision sensor, following a Lambertian model, we need the reflectance of the obstacles. For a field-sampler, we need to define a spatial field.
is a compact subset of the threedimensional space representing obstacles, the function T : ∂O ! R defined on the boundary ∂O is the reflectance of the obstacles, and F : R 3 ! R is a spatial field. We assume that ∂O, T , and F are all smooth. The set of all maps is indicated as Maps.
This definition can be extended in trivial ways. If there are multiple field samplers sampling different fields, then the codomain of F should be R × Á Á Á × R rather than R. For RGB cameras, the codomain of T should be R 3 rather than R. The definition can also be restricted to the planar case by letting R 2 instead of R 3 in the definition, and using the planar Euclidean group SE(2) instead of SE(3) whenever it appears in the following discussion.
A relatively strong assumption is that the map is static. The methods developed here are robust to slight deviations from this assumptions.
We assume that the agent experiences the world in episodes. At the beginning of each episode, the agent wakes up in the same body but in a possibly different map. We call environment the mechanism that generates these maps.
Definition 3. The environment is a probability distribution on Maps that generates the map seen at each episode.
Relative exteroceptive robot sensors
The sensors we consider are composed of a set of sensory elements (sensels) that are physically related to one another and belonging to the sensel space S, which is assumed to be a differentiable manifold. Real robots have discrete sensors with a finite number of sensels, but at first we pretend that the sensel space S is continuous. At each time, the sensor returns the observations as a function from S to an output space, here assumed for simplicity to be R. Independently of the sensor, this function is called ''image'', and the set of all functions from S to R is written as Im(S). We write the observations as y = fy s g s2V , where s is the sensel position ranging over the viewport V, which is a connected compact subset of the sensel space S.
Example 4. For a central camera, S is the visual sphere S 2 ; the viewport V is a rectanguloid carved into S 2 ; s 2 S is a pixel's direction, and y s is the measured luminance.
A relative exteroceptive sensor is characterized by two properties: relativity and exteroceptivity. To formally state these properties, we need to define an action of the configuration space Q on the sensel space S and on the space of maps Maps.
Definition 5. There is an action of the configuration space Q defined on the sensel space S: for every q 2 Q and s 2 S, we can define the element q Á s 2 S, and q 1 Á(q 2 Ás) = (q 1 q 2 )Ás.
Example 6. For a pan-tilt-roll camera, S = S 2 , Q = SO(3), and qÁs corresponds to applying the rotation q to s 2 S 2 .
Likewise, using a construction typical of stochastic geometry (Le and Kendall, 1993; Michor and Mumford, 2006) , we define an action of the group SE(3) on Maps. Given an element g 2 SE(3), the map gÁm corresponds to rototranslating the world according to the motion g.
Definition 7. Given g 2 SE(3) and m 2 Maps, then the
.
Relativity. For all q, g 2 Q:
This describes the fact that there is an intrinsic ambiguity in choosing the frame of reference. The world and the robot have both a pose with respect to some fixed coordinate frame, but the output of the sensor depends only of the relative pose.
Exteroceptivity. For all q, g 2 Q:
This describes the fact that the robot is ''carrying'' the sensor: ultimately the output at sensel s depends only on qÁs, therefore it is invariant if we apply g to s and multiply q by g 21 .
Vehicles body
We first describe the ''vehicle body'' suspended in a vacuum, and then, to obtain a ''vehicle'', we pair a body with an environment.
where U is the command space, K 2 D(Q; U) is the vehicle kinematics (Definition 1), S is the sensel space, V & S is the viewport, the function c : Maps × Q × S ! O describes an exteroceptive sensor (Definition 8), and r 2 Q is the relative pose of the sensor with respect to the vehicle's reference frame.
Definition 10. A vehicle is a tuple hB, ei where B is a vehicle body (Definition 9) and e is an environment
The observations of a vehicles are constructed as follows. At the start of episode k, one samples a map m k 2 Maps from the environment. We index time-dependent quantities with both the episode k and the time t. The pose q k,t is the output of the kinematics K from q k,0 = Id. The observations y k,t for episode k and time t are a function from V to R such that y s k, t = c(m k , rq k, t , s).
Idealized Simple Vehicles
Finally, we can define exactly the class of systems that are used for this paper. The set ISV & Robots of idealized simple vehicles are defined by choosing a subset of vehicles and a subset of environments.
Definition 11 (Idealized Simple Vehicles). The set of Idealized Simple Vehicles ISV is created by assembling every combination of vehicle body B and environment e such that:
the vehicle body's kinematics has commands that can be interpreted as kinematic velocities; the command space U is R n u and the map A in Definition 1 is linear; the sensors are chosen from the three ''canonical sensors'' classes RF(S), VS(S), FS(S), which are defined later in Section 2.4; the environment e satisfies certain observability properties, defined later in Definition 31.
The set of Ideal Simple Vehicles ISV & Robots is a large set, but still small with respect to the ''set of all robots'' Robots. Enlarging the set to include Robots is the broad goal of our future work.
Dynamics of canonical exteroceptive sensors
This section derives the models for three ''canonical'' robot sensors: field-samplers, range finders, and vision sensors (Table 1) . For each sensor, we define the observations y s t , where t is time and s 2 S is the sensel, as a function of the map and the robot pose. Depending on the sensor, the interpretation of y s t changes from distance reading (range finder), luminance (vision sensor), intensity (field-sampler). We then derive the sensor dynamics, which is an expression for _ y s t as a function of the sensor velocities. The models derived here are idealized, as they are noiseless, defined in continuous time (t 2 R) and in continuous space (s 2 S). Additive noise, finite spatial sampling, and finite temporal discretization are modeled as nuisances applied to the ideal system (Section 9.4).
Ideal field-samplers
A field-sampler, indicated by the icon on the side, is a sensor that samples a spatial field F : R 3 ! R, defined as part of the map (Definition 2). This is an idealization of devices such as sensors of chemical concentration, sensors of wi-fi strength, and other sensors that transduce the intensity of a local spatially-varying field. (Lochmatter and Martinoli, 2009; Gutmann et al., 2010) .
The set of all field-samplers is FS(S) & D(Im(S); Maps; se(3)).
The dynamics of a field sampler are particularly simple and can be written compactly using a tensor notation. The derivative _ y depends on the spatial gradient. Given a function y 2 Im(S), the symbol ry is the spatial gradient with respect to s. The gradient is a (0, dim (S)) tensor at each point of S. Because the gradient is a linear operator, it can be written as a (1, 2) tensor field r s vi , so that r s vi y v is the ith component of the gradient at point s. This notation is valid both in the Euclidean case (s 2 R n ) and in the manifold case (e.g. s 2 S 2 ).
Proposition 13. The dynamics of a field-sampler are bilinear inyand the sensor velocitiesv, v:
Proof. Fix a sensel s 2 R 3 . Let z = t + Rs so that y(s) = F (z). The values z, t, and R depend on time but we omit the time subscript for clarity. We can compute the derivative from _
k and rearranging gives (4). h
Ideal range finders
The readings of an ideal range finder measure the distance from a reference point (in R 3 ) to the closest obstacle in a certain direction (in S 2 ). The yellow icon we use is a tribute to the SICK PLS-201, which was the first range finder to be used for implementing practical localization and SLAM algorithms in the early 2000s.
To define the sensorimotor dynamics of the range finder we first define the ''ray-tracing'' function, which depends on the obstacles O & R 3 .
Definition 14 (Ray-tracing function). The ray-tracing function
is the minimum value of a such that the ray of length a shot in direction s from point p hits the obstacles O. Let
be the values of a for which the ray hits. Then the raytracing function can be written as 
These equations are valid for sensels far from discontinuities (Definition 16). Note that the dynamics of the three sensors is formally the same for rotations, albeit the gradient operator is on R 3 in the first case and on S 2 in the others.
The following is the formal definition of a range finder as a relative sensor in the form required by Definition 8.
Definition 15. An ideal range finder is a relative exteroceptive sensor with sensel space S & S 2 defined by
The set of all range finders is RF(S) & D(Im (S); Maps; se (3)).
The dynamics of a range finder are differentiable only where the ray tracing function itself is differentiable.
Proposition 17. The dynamics of an ideal range finder are defined forfsjRs 2 S dif t gand given by
The '' À s Ã i '' term in (5) means that if the velocity v is in the direction on s, then the range decreases. The remaining nonlinear term r i log s s does not have an intuitive interpretation.
Proof. (This proof is due to our colleague Shuo Han.) The dynamics for rotation (the first term in (5)) is the same as the field sampler; hence we are only concerned in proving the result for translation assuming zero rotation. Write s = s(s, t) as a function of the direction s and the robot position t 2 R 3 . Then we have to prove that
Without loss of generality, we can assume we are computing the derivative at t = 0. In a neighborhood of 0, it holds that
as can be seen by geometric inspection. The proof is based on the implicit function theorem applied to the relation (7). Define the function n(v) : R 3 ! R 3 as the vector v normalized by its module: n(v) bv/||v||. Then (7) can be rewritten as the implicit function
The derivative ∂s(s, t)/∂t can be computed using the implicit function theorem applied to F, which states that ∂s/∂t = (∂F/∂s) 21 ∂F/∂t. Define P :
We use the shortcut x = t + s(s)s, and s 0 (s) = s(s, 0).
For ∂F/∂s we simply obtain ∂F ∂s = ∂F ∂p s. For ∂s ∂t we obtain
This expression is valid in a neighborhood of t = 0. As t! 0, x!s(s)s, ||x||!s(s), and n(x) !s. Substituting all of these, we obtain
Using the fact that P(s)s = 0 and r s s 0 (s)P(s) = r s s 0 (s) (the gradient is tangent to s), we simplify it to (6) is easily obtained. Vision sensors configurations can be quite exotic (Neumann et al., 2003; Grossberg and Nayar, 2005) . We consider a central camera with one focus point, so that the sensel space is the visual sphere S 2 (in general, the sensel space should be R 3 × S 2 ). We also ignore all complications in the physics of light scattering. The following definition is applicable only if the surfaces have a Lambertian light model, far from occlusions, and considering a static world. See Soatto (2011) for a formal definition that takes into account occlusions and shading. The output of an ideal vision sensor depends on the texture T : ∂O ! R defined on the border of the obstacles ∂O. Given the ray-tracing function
Ideal vision sensors
The set of all vision sensors is VS(S) & D(Im(S); Maps; se (3)).
The dynamics depends on the inverse of the distance to the obstacles, called nearness and indicated by m = 1/s. Proposition 19. The dynamics of an ideal vision sensor are defined for fs j Rs 2 S dif t g and given by
For a proof, see Han et al. (2010) . Note that if the nearness m is 0, then the obstacles are at infinity and the change in luminance does not depend on linear velocity.
Remark 20. Equation (8) is the dynamics of the luminance signal seen by a fixed pixel s 2 S 2 . It is not the dynamics of the position of a point feature that moves in the visual field, which is commonly used in other contexts, such as structure from motion/visual SLAM. Using our notation,
Bilinear dynamics sensors
This section introduces the class of bilinear dynamics sensors (BDS), which can be used as an instantaneous approximation of the dynamics the canonical sensors. The following sections will then describe learning and control algorithms.
Why using bilinear dynamics
One reason to use bilinear dynamics as a generic model is that the dynamics of the canonical sensors is approximately bilinear (Table 1) ; indeed, the field-sampler dynamics is exactly bilinear. Ignoring those results, we can also justify the bilinear guess from first principles. Suppose we want to model the observations dynamics _ y = g(y, u, x), where g is, in general, nonlinear and dependent on an inaccessible hidden state x. If we ignore this dependence, we are left with models of the form _ y = g(y, u). Because the agent has access to y, _ y, and u, learning the map g from the data is a well-defined problem. Rather than trying to learn a generic nonlinear g, which appears to be a daunting task, especially for cases where y consists of thousands of elements (pixels of a camera), one can keep simplifying the model until it is computational tractable. A second-order linearization of g leads to the expression
Here A and B are linear operators, but C, D, E are tensors (later we make the tensor notation more precise). If y and u have dimensions n y and n u , then C, D, E have dimensions, respectively, n y × n y × n y , n y × n y × n u , and n y × n u × n u . We can neglect some terms in (9) by using some assumptions regarding the set of simple vehicles. If u represents a ''movement'' or ''velocity'' command, in the sense that if u is 0, then the pose does not change, and y does not change as well (u = 0 ) _ y = 0), we can omit the terms a, Ay and C(y, y). If we assume that u is a symmetric velocity commands, in the sense that applying + u gives the opposite effect of applying 2u, then we can get rid of the E(u, u) term as well. In conclusion, our ansatz to capture the dynamics of the vehicles is a model of the form _ y = Bu + D(y, u).
Discrete and continuous BDS models
We describe two types of bilinear dynamics. The BDS class (Definition 21) assumes that the observations are a vector of a real numbers, while the CBDS class (Definition 22) assumes that the observations are a function on a manifold.
Definition 21. A system is a bilinear dynamics sensor (BDS), if y 2 R n y , u 2 R n u and there exist a (1, 2) tensor M and a (1, 1) tensor N such that
Here BDS(n; k) & D(R n ; R k ) is the set of all such systems.
We will be using the Einstein conventions for tensor calculus, in which repeated upper and lower indices are summed over, so that the explicit '' P ''symbol can be omitted. Equation (10) does not include any noise term. Later, we will see that all results are robust to additive white Gaussian noise.
In the continuous-space case, the formalization is entirely similar: the only change is that the index s, rather than an integer, is a point in a manifold S.
Definition 22. A system is a continuous-space BDS system (CBDS) if y t 2 Im(S), u 2 R n u , and there exists a (1, 2) tensor field M and a (1, 1) tensor field N such that
Here CBDS(S; k) & D(Im(S); R k ) is the set of all such systems. Note that the difference between (10) and (11) are formally the same when a discrete sum over the sensel indices is replaced with an integral over the manifold S.
Remark 23. The literature includes similar models, but not quite equivalent, for the finite-dimensional case. Elliott (2009) calls bilinear control system a generalization of (10) which includes also a linear term Ay. The particular case of (10) where N s i = 0 is called a symmetric bilinear control system.
Spatial sampling preserves bilinearity
The BDS model is defined for a discrete set of sensels, while the models for the canonical sensors were defined for continuous time and space. A natural question is whether the properties of the system (bilinearity) are preserved for discretely sampled systems, both in time and space. As for space discretization, is we assume that the continuous function y s t , s 2 S, is sampled at a dense enough set of points to allow precise reconstruction, then the sampled system has bilinear dynamics. If the sampling is uniform, sampling needs to be higher than the Nyquist frequency. However, this is not a necessary condition; see (Margolis, 2004, Chapter 3) for an elementary exposition on non-uniform sampling.
Proposition 24. Suppose that y t 2 Im(S) has bilinear dynamics described by a system in CBDS (S; n u ). Let fs 1 , . . . , s n y g 2 S be a sufficient sampling sequence and e y t = fy s 1 t , . . . , y s ny t g 2 R n y be the sampled signal. Then the dynamics of e y t is described by a system in BDS(n y ; n u ).
Proof. (Sketch) Because the sampling is sufficient, it is possible to reconstruct all values fy s t g s2S as a linear combination of values of e y t : there exist kernels u i (s) such that y s t = P i u i (s)ỹ i t . From this the result follows easily. h
Temporal sampling preserves bilinearity to first order
Suppose the dynamics of y is bilinear: _ y = Muy (for simplicity, we ignore the affine part of the dynamics), and that the dynamics is discretized at intervals of length T. The value of y at the (k + 1)th instant is given by
Assuming that the commands take the constant value u k in the interval [kT, kT + T], the solution can be written using the matrix exponential as y k + 1 = mexp(T(Mu k ))y k . Using the series expansion of the matrix exponential, the first few terms are mexp(T(Mu k ) = I + TMu k + o(T 2 ).
The difference Dy k = 1 T (y k + 1 À y k ) is then linear with respect to u only to first order:
Learning bilinear dynamics
This section describes an identification algorithm for the class of BDS/CBDS systems which can be implemented using simple parallelizable operations that compute Hebbian-style statistics (Algorithm 1).
A streaming algorithm for learning BDS
The agent is summarized as Algorithm 1. During the exploration phase, the commands u t are sampled from any zero-mean distribution with a positive-definite covariance. (Alternatively, the agent observes a stream of commands chosen by another entity.) As the agent observes the stream of data y t , _ y t , u t h i , it estimates the following statistics, described by (12)-(16): the mean of the observations and the (2, 0) covariance tensor P; the (2, 0) covariance tensor Q for the commands; a (3, 0) tensor T, and a (2, 0) tensor U. For simplicity, the analysis is done in the continuoustime case (the agent observes _ y), and in the asymptotic regime, so that we assume that all sample averages converge to the expectations and the operators E, cov are used for either. We use the following relation between the estimated P, Q, T, U and the unknown model parameters M, N.
Lemma 25. Let P, Q be the covariance of y and u. Then the tensors T and U tend asymptotically to
Proof. The computation for T is as follows:
The analogous computation for U is
Following this result, M and N are obtained using (17)-(18). if the covariance is full rank. If it is not (e.g. a dead sensel, or two sensels giving the same), then the model is unobservable in a certain subspace corresponding to the kernel of P and those operations are to be projected in on the complement of the kernel.
Effect of additive noise
Suppose that instead of y, _ y we observe e y t = y t + e t and _ y = _ y + n t ; and the commands seen by the robot arẽ u t = u t + j t , where e, j, n are zero-mean white independent stochastic processes. Then running Algorithm 1 with the perturbed values would give the same tensors M, N, Algorithm 1. A streaming algorithm for learning BDS.
The agent generates commands u t using a random sequence with positive-definite covariance matrix. (Alternatively, it observes commands chosen by another entity.)
The agent observes the stream of data y t , _ y t , u t h i , and from these data it computes the following statistics:
The parameters for a BDS model are recovered using
because all noise terms cancel when computing expected values of mixed products, such as in Ef_ y s y v À y v ð Þu i g. One particular case in which the noise is not independent depends on how the derivative _ y is approximated. Suppose that ft k g k2Z is the sequence of timestamps for the data available to the agent. If one uses a two-tap approximation to compute the derivative ( _ y t k ' (y t k + 1 À y t kÀ1 )= (t k + 1 À t kÀ1 )), then the noise on _ y t k is independent of the noise on y tk . If, however, a simple Euler approximation is used, by computing _ y t k ' (y t k À y t kÀ1 )=(t k À t kÀ1 ), then the noise is dependent and the formulas given are no longer valid.
Influence of the environment
A general pattern can be observed in (19) . Every quantity that the agent learns ultimately depends on three factors.
1. The agent's body dynamics. In this case, the tensor M. 2. The environment statistics. In this case, the covariance P, which depends on the statistics of the environment. For example, for a camera, the learned covariance depends on the environment texture T . 3. The experience the agent had in such environment. In this case, the covariance Q summarizes the variation of the robot's trajectories in the environment.
If the agent wants to learn its body dynamics, the environment other two factors are nuisances to be removed. The model learned by the agent must be invariant to the environment and trajectory statistics. In the bilinear case, this invariance is obtained by learning and inverting the covariances P and Q, as described in (17)-(18).
Implementation notes
The statistics (12)-(16) can be computed recursively without storing data. For example, the mean of a sensel can be computed recursively as y s k + 1 = k k + 1 y s k + 1 k + 1 y s k . The computation (15) is similar to three-way Hebbian learning between y, _ y, and u. The expectation of the product can be thought as an approximation of the frequency that the three signals are active together. There is also a computational similarity with deep learning methods using threeway interactions (Memisevic and Hinton, 2007; Larochelle and Hinton, 2010; Memisevic and Hinton, 2010; Ranzato and Hinton, 2010) , as well as subspace approaches in the system identification literature for learning bilinear systems (Favoreel et al., 1999; Verdult and Verhaegen, 2005; van Wingerden and Verhaegen, 2009) .
When implementing the operations (12)-(16), it is easy to get confused with the order of the indices. For the vehicles, we will see that the tensors T are antisymmetric. In that case, if two indices are swapped, the robot moves in the opposite direction as expected. Therefore, getting the order right is particularly important. Numerical packages usually offer some shortcuts to define complex operations on tensors. For example, in Python's library Numpy, the sum operation (17) can be implemented using the userfriendly einsum function as follows: M = einsum (''svi, sx, ij-.vxj'', T, P_inv, Q_inv) 6 Bilinear approximations of canonical sensors
We now know how to learn bilinear dynamics. However, the dynamics of the vehicles is not precisely bilinear (Table 1) . We now need to prove what is the bilinear approximation to the vehicles dynamics that will be learned. The results are summarized in Table 2 .
Conditions on environment and exploration
In identification it is often necessary to impose certain observability conditions on the data that make the system identifiable. The analogous concept in this context are the symmetries of the distribution over maps seen by the agent. Let the training distribution p T 2 Measures(Maps × Q) be the distribution over maps/poses experienced by the agent during learning. This distribution depends on the environment e and the exploration strategy. If m k is the map at episode k and q k,t is the pose, the subjective map, which is the map from the point of view of the robot, is given by
Its distribution p m 0 2 Measures(Maps) is found from p T by marginalization. The symmetries of such distribution describe whether the agent has explored ''enough''.
Definition 26. Sym (p m 0 ) is the subgroup of Q to which the distribution p m 0 is invariant:
Example 27. A planar robot (Q = SE(2)) lives in a basement lab that is always kept extremely tidy: the map m 0 2 Maps never changes across episodes. At the beginning of each episode the robot is turned on at a random pose, not necessarily uniformly distributed. The robot spins in place in a random direction until the batteries die. In this case, the group Sym(p m 0 ) is the group of planar rotations SO(2), because of the motion. Whether the symmetry is ''symmetric enough'' depends on the sensor. For example, Sym(p m 0 ) = SO(2) is enough for making the statistics of a two-dimensional range-finder uniform across the viewport V & S 1 , but it would not be 
The symbol m denotes the average nearness (inverse of distance); a is a positive scalar. sufficient if the sensor was a camera for which S = S 2 . What we need is a way to measure the viewport V using group actions.
Definition 28. Let Sym(V) be the minimal subgroup of Q such that there exists a s 0 2 V for which any s 2 V can be written as g s Ás 0 for some g s 2 Sym(V).
Example 29. For a planar range finder with V & S 1 , Sym(V) = SO(2). For a camera with V & S 2 , Sym(V) = SO(3). For a field sampler with V & R 2 , Sym(V) = SE(2).
After these technical preliminaries, we can state elegantly a uniformity result.
Proposition 30. If Sym(p m 0 ) Sym(V) the expected value of the observations of any relative exteroceptive sensor c is the same for all sensels s : E p T fc(m, q, s)g = c.
Proof. The result depends on algebraic manipulation based on (2), (3), and the definition (23):
which is independent of the sensel s.
h To make the following development simple, we group together all assumptions on the environment and training data.
Definition 31 (Conditions on environment and exploration). We make the following assumptions on the environment and exploration:
1. Q ij = cov(u i , u j ) is positive definite; 2. P sv = cov(y s , y v ) is positive definite; 3. Sym(p m 0 ) Sym(V); 4. u t was chosen independently of y t ; 5. the distance to the obstacles in direction s and the reflectance of the obstacle are independent.
The first three are essentially excitability conditions: for example, the second assures that a robot with a camera is not kept in the dark. Assumption 4 is very convenient in the derivations (one correlation less to take into account); it holds if the exploration uses random babbling, but not if the robot is guided along trajectories based on the observations. The last assumption is very mild; it is satisfied for example if the robot's exploration covers the whole environment, as eventually it will see any texture from every distance.
Bilinear approximations
Field-samplers: The dynamics is exactly bilinear. The set FS(S) is a subset of CBDS(S; R n u ). In this case, the approximation is exact.
Vision sensors: The dynamics of vision sensors contains a hidden state, the nearness m s t . The best bilinear approximant in CBDS(S; R n u ) uses the uniform average nearness m.
Proposition 32. Assuming the conditions of Definition 31, the projection of an element of VS(S) in CBDS(S; R n u ), in the sense of finding the best mean-square error approximant is
We give the proof for the bilinear part (M) of the BDS dynamics ignoring the affine part (N) which is easily seen to be 0 in this case. The real dynamics of the camera is of the form y s t = R s iv (t)y v t u i t where R s iv (t) = m s t r s iv contains the nearness as hidden state. We want to approximate this using the BDS dynamics _ y s t = M s iv y v t u i t . The mean squared error between the two is
If y and u are independent, letting E t fy q t y v t g = P qv , E t fu j t u i t g = Q ij , we get
If R s jq (t) is independent of y, which is verified in the case of the camera because nearness and color are independent, then EfR s jq (t)y q t y v t g = EfR s jq (t)gP qv = R s jq P qv , which implies 
where a is a positive constant. (In our experiments a is close to 1 but this is not supported by theory.)
As in the previous proof, we focus on the dynamics of the translation part, which is _
This means that the The International Journal of Robotics Research 34 (8) range-finder is instantaneously approximated by BDS, with R s jq (t) = 1 y s t r s jv . Again, we encounter the nearness. We write R s jq (t) = m s t r s jv . The proof is the same as for the camera, up until (24), where there is a slight complication. For both sensors, the term R s jq (t) is the same. However, for the camera, the observations y are the luminance, which is independent of the nearness. Hence the expectation can be split as follows: E t fR s jq (t q t y v t g = E t fR s jq (t)gE t fy q t y v t g. However, for the range finder, the observations y are the distance, which is the inverse of the nearness, so they are not independent. Rewrite everything with the distance: y = s, m = 1/s. Then, in general, the expectation cannot be split:
However, for our scenario, it is true that, for some positive value a,
for some positive value a. To see this, rewrite the expectation as E t r s jv log s v t s q t n o . The gradient is a linear operator that commutes with expectation. We then need to evaluate r s jv E t log s v t s q t È É . Based on Bussgang's theorem, the crosscovariance of log s and s is a linear function of the autocovariance of s; for some a.0, b 2 R,
Here, 1 vq is the tensor with elements equal to 1. Taking into account that r s jv 1 vq = 0 sq j , we obtain (25).
Learning experiments
This section shows the results of learning BDS models in simulation and on real robots. Simulations implement the ideal sensor models described in the previous sections. Real experiments are used to check whether the results are robust with respect to unmodelled phenomena.
Simulations setup
It is impossible to simulate the entire set of Simple Vehicles, because there is an extremely large parameter space to explore. For the environment, not only do we need to choose a map, but an entire probability distribution on maps. For the vehicles themselves, there are many details in specifying the actuators and sensors, such as the spatial discretization, the intensity of sensor noise, and the arrangement of sensels. Every small detail influences the results quantitatively. The findings presented here are qualitatively valid for a large range of parameters.
7.1.1. Environment. The vehicles inhabit procedurally generated random maps.
The obstacles set O is a set of randomly generated circles. Their position is uniformly random with density 0.15 circles/m 2 . Each circle's radius is distributed according to a uniform distribution on [1 m, 3 m]. Choosing different shapes does not change the result qualitatively.
The textures T are generated using ''smoothed random checkerboards'', which look like this:
Let t be a uni-dimensional parametrization of the boundary ∂O so that one can write the texture as a function T (t). Then T (t) is equal to the convolution of a Gaussian kernel with s = 0.1 m and a random process t(t) that takes values in {0, 1}. It is defined as t(t) = d i (t) mod 2 where d i (t) is a Poisson process with intensity l = 10 events/m. The field F (p) for the field sampler is generated as a sum of randomly placed sources. Each source's position p i 2 R 2 is randomly sampled with a density of 0.5 sources/ m 2 . The intensity of the field is F The length of the simulated logs is~1000 episodes for a total of~800,000 total observations. 7.2. Experiments setup 7.2.1. Hardware.
IDFS
The robotic platform used is a Kuka Youbot. The four omnidirectional wheels allow to command any velocity on se(2). Two Hokuyo URG-04LX range-finders (Kneip et al., 2009 ) (FOV:~270°; resolution: 2 rays/°; frequency 10 Hz) are mounted at the platform sides, approximately at the poses h0.3 m, 60.15 m, 690°i with respect to the platform's center. A Logitech Orbit camera (FOV:~60°; resolution: 320 × 240; frame rate: 10 Hz) is mounted at h0.02 m, 0 m, 0i with respect to the center. Another camera (FOV:~50°, resolution: 320 × 240; frame rate: 10 Hz) is mounted on the arm, fixed in such a way that the camera points upwards with the axis orthogonal to the floor (Figure 3a) .
Configurations. The
Youbot data was used in different configurations that emulate the three canonical sensors. Formally one can think of the Youbot as one point in the large set Robots, and these three configurations as three projections of that point on the set ISV. For all configurations, the commands u = hv 1 , v 2 , v 3 i are the kinematic velocities of the base. YHL YHL: The observations y 2 [0, 1] 180 are the normalized ranges of the left Hokuyo. The field of view includes fixtures on the robot. The data corresponding to occlusions due to fixtures on the robot as well as outof-range data (returned as ''0'' by the driver) are censored before learning. The YHLR configuration contains the concatenated readings from both range finders subsampled to have 180 sensels in total.
YVS YCF: A one-dimensional vision sensor is simulated by taking the values of the pixels corresponding to a middle band (rows 100-140 in a 320 × 240 image) in the image returned by the Orbit camera. The signal used is the luminance, which is given by y s t = 0:299 r s t + 0:587 g s t + 0:114 b s t , where r s t , g s t , b s t are the red, green, and blue color components.
YFS: This configuration simulates a field sampler by using a camera pointed upwards parallel to the ceiling. In the experiments the ceiling is always level, so there was no perspective effect. Therefore, the value reported by each pixel can be understood as sampling a planar function, which is the brightness of the ceiling. The area sampled is approximately 2 m × 2 m. The luminance signal is first smoothed with a Gaussian kernel (s = 0.1 m) and then sampled with a grid of 12 × 12 pixels.
YFS

LDR:
The other platform used is an iRobot Landroid (prototype). The Landroid has two tracks controlled in velocity and a Hokuyo on board approximately mounted at pose h5 mm, 0, 0i relative to the center.
The Youbot started always from the same position at the center of an arena of area approximately 12 m × 12 m and ceiling height~9 m (Figure 4) . The laboratory clutter was periodically rearranged every few logs. The Landroid data was taken in nearby corridors.
LDR
The datasets contain a few deviations from the ideal conditions, such as moving people, occasional slippage, hardware faults, out-of-battery faults, and bugs-related collisions with the environment. Learning is robust to such occasional nuisances.
The logs were recorded in ROS ''Bag'' format. All data from the Youbot's ROS computation graph were recorded; for saving disk space, images were compressed to JPG. The total size of the data is~10 GB for a length of~6 hours. For the Landroid, the data is~1 hour. 7.2.3. Exploration strategy. The trajectories are generated using ''motor babbling'', by sampling a random sequence of commands. This satisfies the hypotheses of Corollary 30 and ensure uniform exploration of the environment. The simplest choice for the commands would be to sample a random command at each time step. The resulting trajectory would be a Brownian motion if the configuration space is Euclidean space, or an appropriate generalization if the configuration is a Lie group (Chirikjian, 2009 ). However, beside the fact that there is some inertia in the platform so that it is impossible to realize in practice, Brownian motion is not an efficient way to explore environments because it tends to revisit the same places. A better alternative is to Fig. 3 . Bootstrapping agents should be able to deal with any robotic body. Our experimental platform is designed to simulate the three ''canonical sensors'' described in this paper. An upward-facing camera simulates an ideal field-sampler (Definition 12); the intensity values from the central band of a front-facing camera simulates an ideal one-dimensional vision sensor (Definition 18); finally, two Hokuyo sensors are used as representatives of ideal range finders (Definition 15).
use a Levy flight. These random processes are thought to describe the behavior of foraging animals (Benhamou, 2008) . The value of u t is a realization of a stochastic process, which depends on a probability distribution p u 2 Measures(U) from which commands are sampled, and a probability distribution p D 2 Measures(R þ 8 ) from which the switching intervals are sampled. At the beginning of the kth interval at time t (k) , one samples a command u (k)~p u and an interval D (k)~p D . The commands are set to u t = u (k) for the interval t 2 [t (k) , t (k) + D (k) ]. Then the process is repeated at t (k + 1) = t (k) + D (k) . The probability distribution p D was set to a uniform distribution on the interval [1 s, 60 s]. The probability distribution p u was set to be a discrete set of values, so that each component of the velocity vector could get the values {20.1, 0, + 0.1} (m/s or rad/s).
7.2.4. Safety supervisor. As a safety precaution, the bootstrapping agent does not have direct access to the robot velocities. Rather, the commands are filtered by a supervisor.
The supervisor knows the robotic platform and the map between uninterpreted commands u and the platform velocities. Based on the range-finder data, the supervisor judges a command unsafe if it would make the robot collide with an obstacle. An unsafe command is ignored and the platform is stopped until a safe command is received.
In principle, we would want the agent to learn that certain actions are unsafe based on some ''pain'' feedback signal, but, with our current setup, neither the robot nor the lab would survive more than a handful of learning experiences. The covariance tensors P are displayed as images (Figure 5a ). Positive entries are red, according to the mnemonics ''red = hot = positive''. Negative entries are blue, and zero values are white. For each figure, the values are scaled so that the most positive values are pure red, so these figures only show the relative values and not the scale.
Data visualization
When displaying the tensors the ordering of the sensels is important, although the agents are indifferent to a permutation of the sensels. The covariance shows whether the ordering of the sensels is correlated with the distance in the sensel space. For example, the covariance matrix of the range finder (Figure 6a ) encodes the fact that the sensels are ordered in sensel space like they are in the vector y, while the covariance of the field sampler reflects the fact that the sensels have a two-dimensional grid disposition and are ordered by rows (Figure 11a) .
The tensors M and T are shown in two-dimensional slices, each slice M Á Ái and T ÁÁi corresponding to the ith command. The colors use the same convention as the tensor P. The tensors N and U are also represented using onedimensional slices. Each slice is a one-dimensional function of s so it is plotted as a function of s. For example, the learned dynamics of the range finder considering only the first command can be written as 7.4. Findings 7.4.1 Uniform representation. The learned tensors are qualitatively similar for the ideal sensor in simulation (e.g. figre 5b) and the corresponding real sensor (e.g. figre 6b); this is a confirmation that the simple models introduced in Section 3 capture the dominant phenomena for real sensors even if some others phenomena were neglected, such as finite temporal and spatial sampling. 7.4.2. Robustness. Sensels that do not follow the bilinear model are simply ignored. For example, for the Landroid data, two antennas partially occlude the sensor, generating out-of-range or extremely noisy data. In the corresponding tensor T the entries corresponding to the occluded sensels have very small values. These are the white stripes in Figure 10b and Figure 10c . 7.4.3. Sensitivity. These models exhibit sensitiveness to very subtle effects. For example, the covariance of the simulate camera (Figure 8a) is a Toeplitz matrix whose entries are constant for each diagonal, because the pixels are equidistant on the visual sphere and the covariance is a function of the distance (Censi and Scaramuzza, 2013) . The covariance of the real camera (Figure 9a ) does not have this property: because of the perspective transform, pixels that are equidistant in image space are not exactly equidistant on the visual sphere, and the learned tensors are sensitive enough to pick up this effect.
7.4.4. Influence of environment and exploration statistics. The pictures confirm visually that the learned tensor T is equal to the product of M and P (Lemma 25). For the case of the range finder (Figure 6) , the relation T = MPQ, assuming a diagonal Q, can be visualized as follows:
The estimation step (17) in Algorithm 1 can be interpreted as removing the influence of the world statistics (covariance P) and the exploration statistics (covariance Q). 7.4.5. Composability. Data from multiple sensors can be used together just by concatenating the observations together. If the two sensors observations are uncorrelated, then there is nothing to gain. For example, luminance and distance are not predictive of each other on average. If the data from a camera and a range finder are combined, the resulting tensors T is a block tensor where the diagonal blocks are for the two original sensors, and the off-diagonal mixed blocks are zeros. If the data is correlated, then there are off-diagonal blocks. For example, the FOV of the two range finders used in our setup overlap for some readings, as can be seen from the covariance matrix (Figure 7a ). This overlap is automatically taken into account in the learned model as is shown by the off-diagonal patterns of the tensor T (Figure 7b) . 7.4.6. Invariance to the reference frame. The dynamics of the canonical robotic sensors (Table 1) were derived assuming that the commands are kinematic velocities relative to the sensor frame. If the sensors are off-centered, like in the case of the Hokuyo on the Youbot, the BDS approximation works just as well. The velocities of two reference frames which are linked together are related by a linear transform: if g r , g s 2 se(3) are the velocity of the robot and the sensor, respectively, then there exists a matrix A such that g r = Ag s . This corresponds to a linear transform of the commands u7 !Au. The BDS model family is invariant to linear transformations of the commands. Therefore, the model is able to represent just as well the sensor for any reference frame. The resulting tensors are a linear combination of the tensors that would be obtained for canonical commands. For example, in the case of range finders, the slice Fig. 7 . Learning results for the robot YHLR(Youbot, using the data from both range finders). Fig. 8 . Learning results for the robot IDVS (omnidirectional kinematics plus ideal vision sensors). From the corners of the covariance in (a) it is easy to see that the sensor has 360°FOV. The expected value of the tensors U and N is 0; here the values are noisy estimates of 0. Fig. 9 . Learning results for the robot YCF (Youbot, using data from the front-facing camera). From the ''hourglass'' shape of the covariance in (a) it is easy to see that the sensels are not equispaced on the visual sphere. In fact, they are equispaced in image space, and there is a nonlinear projection from image space to the visual sphere described by the pinhole equation. N s 2 of N corresponding to the angular velocity should be 0, as for the simulated vehicle (Figure 5m ), but in the case of the Youbot, slice N s 2 is not identically zero, because a rotation of the platform also gives a slight translation of the sensor (Figure 6m ).
Servoing tasks
Models are only as good as the decisions they allow us to make. To evaluate whether the model is useful we need to decide on a task. In the bootstrapping scenario, there is a stumbling block, because we should decide on a task before knowing what the robot is. Fortunately, the task of ''servoing'' can be stated independently of the robot.
Let y + be some given ''goal'' observations. We define servoing as moving as to minimize ||y 2 y + ||. This task is sometimes called homing. It is a convenient task to consider in the bootstrapping scenario because it makes sense for all combinations of sensors and actuators. In addition to being a task in itself, it is a basic skill for embodied agent, which can use servoing as a building block to derive more complex spatial behaviors. In this paper we will consider servoing and then navigation solved as sequence of servoing problem.
This section describes two ways to solve the problem of servoing when the learned dynamics is represented as a bilinear system of the type described in the previous sections. While cameras are one of the sensors that can be sufficiently approximated by the bilinear dynamics, the solutions discussed here are not competitive with traditional visual servoing techniques that are specific to that particular sensory modality, such as those based on feature Fig. 10 . Learning results for the robot IDFS (omnidirectional kinematics plus ideal field-sampler). The correlation between sensels is close to 1 due to the fact that the sources are sparse in the environment. Fig. 11 . Learning results for the robot YCF (Youbot, using data from the upward-looking camera emulating a field-sampler). extraction (Chaumette and Hutchinson, 2006) and more recent approaches that work with the raw pixel luminance (Collewet et al., 2008; Caron et al., 2013) . Specifically, at this level of abstraction, where the bilinear dynamics can represent any of the three canonical exteroceptive sensors (field-sampler, range finder, vision sensor) we will be able to prove only local convergence. In contrast, traditional visual servoing techniques are able to characterize the transient and work with manipulators with more complex dynamics.
Gradient-descent-based servoing for BDS models
A relatively simple to implement gradient-descent control law that minimizes ||y 2 y + || can be derived for bilinear dynamics and is given by (26) in 34 below. It is computationally simple to implement because it is a bilinear function of the current observations y and the current error y 2 y + .
A gradient-descent control law can work only in the holonomic case. In general, there exists no smooth controller that stabilizes a goal state asymptotically for nonholonomic systems (Brockett, 1983) .
Proposition 34. Given the goal observations y + , a positive defined metric m rs for y and r ij for u, the control law Defining a vector g i = e t m ts (M s vi y v + N s i ) gives _ V = Àg i r ij g j 0, which shows that V never increases. If g is never 0 in a neighborhood of y + , then _ V \0, and V is then a Lyapunov function, making y + asymptotically stable. Using Philip Hall coordinates (Sastry, 1999 Chapter 11, page 540) b = {b 1 ,.,b j ,.,b s }, any reachable y can be written as
where {H 1 ,.,H s } is the corresponding Philip Hall basis and exp is the exponential of a linear operator. If the system is holonomic then the basis is given by the input control field direction. Near y + , this gives
The error is then e s = (M s vj y v
. Substituting in the definition of g i one obtains
In a neighborhood of y + , but not precisely at y + , the vector b is non-zero. The vector g above is obtained by multiplying b by a matrix A ij given by M s vi y v 8 + N s i m rs (M r qj y q 8 + N r j ). If M s vi y v 8 + N s i is full rank, then g is non-zero near the origin. h
Servoing based on longer-horizon prediction
The gradient descent strategy is myopic: the agent might be trapped in local minima of the cost function. In our experimental setup, this happens for the vision sensor (configuration YCF), because the environment texture has much higher frequencies than the geometry: the change of the observations for a small motion is much larger than the change of the observations of a range finder. One way to avoid myopia is to use receding-horizon control: we choose the command that minimize the dissimilarity between goal and prediction over a time step D. Gradient descent is the limit as D! 0. Let u(y, u, D) be the predicted observations after an interval D for a constant command u. We choose the command that achieves the minimum dissimilarity with the goal observations:
In the case of the BDS models we can compute the prediction in closed form if the commands are kept constant. In fact, suppose that the commands are fixed to u t = u for an interval [t, t + D] . During that interval the dynamics become _ y s t = (M s vi y v t + N s i ) u i . Rearranging we can write it as _ y s t = (M s vi u i )y v t + (N s i u i ), which is of the form _ x = Ax + b for A = M s vi u i and b = N s i u i . This is a lineartime-invariant dynamics with fixed input, hence the solution is
The minimum of (28) can be found by simply iterating over a representative subset of the possible commands sequences; the complexity is exponential in the horizon. For long horizons, a more efficient solution to the problem can obtained by formulating a graph search problem in the space of the observations (Censi et al., 2013b) .
Robustness to model approximations
The previous section derived servoing control laws for the bilinear dynamics. However, the dynamics of the vehicles is not precisely bilinear, therefore, an agent will learn only an approximation to the true dynamics, as described in Section 6. This section shows that those approximations are close enough to the real dynamics for the purpose of servoing. The approach is to show that if the approximated dynamics are close enough to the real dynamics then a control strategy that works for the learned system will work for the real system. Sufficient conditions for convergence are obtained as a function of the statistics of the environment.
A sufficient condition for convergence
The bilinear dynamics as in (10) is an instantaneous model of the form
However, the real dynamics of y is different fromf , mostly because it depends on an unknown hidden state x that is not modeled, and has dynamics of its own:
We look at the dynamicsf as a projection on the space Y of the real dynamics f that exists in the space Y × X (Figure 13a ). When a point y is fixed, the real dynamics f(y, x, u) is different from the approximated dynamicsf as the hidden state x varies (Figure 13b ). Intuitively, if the two dynamics are close, then a control strategy for one should work for the other as well. Closeness is defined using the relative error between the norm off and the norm of f Àf . 
If this condition is satisfied, then the control law for the approximated system works also for the real system. Proof. Close the loop and consider the dynamics of the autonomous system:
By assumption, y + is asymptotically stable, sô f (y8, u H (y 8 , y 8 )) = 0 and from (31) it follows that y + is an equilibrium point also for the real dynamics.
Asymptotical stability can be proved using a Lyapunov argument. Because y is stable for the approximated dynamics, there exists a corresponding Lyapunov function (actually, many). We construct one which is convenient for our goals. Let N be a small compact neighborhood around y + . We construct a Lyapunov function for the set N (Lin et al., 1996) . Because y + is asymptotically stable, for any point outside N, it takes a finite amount of time to arrive in N (while it could take infinite time to get to the goal). Consider the function V(y), defined as the time it takes for the solution of (32) to arrive in N:
Here, Ff (y; t) is the flow of the dynamicsf . This function is differentiable because the control law and the dynamics are smooth. Moreover, this function satisfies _ V (y) = À 1, which means, geometrically, that the floŵ f (y, u H ) is exactly perpendicular to the level sets of V:
For any three vectors a, b, c, the constraints ha, bi = 21 and ||b 2 c|| \ ||c|| implies that ha, ci \ 0. Applying this to the vectors a = ∂V/∂ y, b =f (y, u H ), c = f(y, x, u w ) and using (34) and (31) Fig. 13 . The learned dynamics _ y =f (y, u) is defined on the space of observations Y and neglects the dependence on the hidden state x 2 X . The learned dynamics can be seen as the projection (in the maximum likelihood sense) of the true dynamics in the space Y × X to the observations space Y .
As the spatial sampling tends to zero, the dynamics of the sampled system tends to the ideal system. Therefore, there exists a minimum sampling for which there is convergence. As the temporal sampling tends to zero, the dynamics of the zero-order hold system tends to the ideal system. Therefore, there exists a minimum sampling for which there is convergence.
For the noise, instead, completely different results should be used: the concept of asymptotical stability does not apply, and must be replaced with appropriate stochastic equivalents. In our case, where we have proved stability with a Lyapunov argument, it is easy to adapt the statement to the case of small additive noise on observations and commands and prove positive recurrence of a neighborhood of y + , meaning that the robot is attracted and remains around in a neighborhood of what was the asymptotical equilibrium (Foss and Konstantopoulos, 2004) .
Servoing and navigation experiments
This section describes experimental results for the servoing control laws derived in the previous sections. The purpose of this paper is not to solve the servoing problem better than existing traditional approaches, but rather to demonstrate that it is possible to control a vehicle without detailed prior knowledge of the vehicle sensor or dynamics. The same agent is able to do the same task with different sensor configurations, but the performance depends on the sensor. Figure 14 shows the convergence basin of the control laws for each of the sensor configurations. The control laws are tested in three environments whose geometry is different from the training environment. The first two environments, one of which is shown in Figure 3 , have convex profile and have no occlusions. The third has several occlusions.
Evaluation of convergence basins
To create these figures, the robot was programmed to move in a grid with fixed heading. A circle indicates the goal position at which the goal observations y + were taken. Figure 14(a) and similar show the dissimilarity function ||y(q) 2 y + || as a function of the pose q. More precise sensors, like the range finder (Figure 14(a) ) have more peaked response than the others (Figure 14(m) and (u)). Figure  14 (b) and similar show the velocities generated by the control law (26) in the plane; green arrows correspond to actions that lead to smaller dissimilarity. YHL YHL: The range-finder configuration has global convergence in the two convex environments (Figure 14(b) and (d) ), while the occlusions results in local minima (Figure 14(f) ). Using both range finders one has better convergence and the local minima disappear (Figure 14(l) ): a bootstrapping agent does better with more data thrown at it, with no extra design effort required.
YVS YCF: For this configuration the dissimilarity has many local minima (Figure 14 (m) and (n)). The gradient descent law (26) gets trapped in local minima (Figure 14(n) , (o), and (q)). The prediction-based control (28), with U discretized in 32 values and planning horizon D = 2 s has larger convergence basin (Figure 14(r) , (s), and (t)). These two controllers use the same learned models, but one is much more complex: the trade-off of complexity versus performance exists but is independent of the issues of learning.
YFS
YFS:
The field sampler data has larger convergence basin (Figure 14(x) ), mostly limited by the sensor's FOV. The wrong directions generated near the goal ( Figure  14 (v)) are due to sensor noise.
The figures do not show the convergence basin for rotations. For range-finder data (YHL), the basin size is~40°, limited by local minima of the cost function. For the camera data (YCF) the convergence is lower, in the order of~30°, and limited by the sensor's field of view (60°). For the field sampler (YFS), the convergence is as high as 80°, because the rotation does not make the scene exit the field of view.
The question of exactly how much data is needed for learning does not find a complete answer in this paper: all theoretical results are for asymptotic regime. To given an empirical investigation, Figure 16 shows the convergence basins for configuration YHLR as a function of the size of the training data. The task is successful long before the model itself converges, i.e. far from the asymptotic regime.
Navigation experiments
The accompanying video shows several experiments of servoing. The behavior is in line with the expectations for a gradient-descent strategy, such as tolerance to slight disturbances such as partial sensor occlusions and moving objects. Here, we comment on other experiments that use servoing as a building block to create the more complex behavior of navigation. Navigation in observations space is achieved by solving a repeated sequence of servoing problems on a map of observation snapshots. This task has been demonstrated in the past only for one sensor modality and with a known model (Pradalier and Bessiere, 2004; Fontanelli et al., 2009) .
In an offline phase, the robot is driven along a closed trajectory. The trajectory is sampled at poses q j , j 2 {1,.,N}, corresponding to the observations m j . The task is thus specified by the sequence of observations vectors: fm j g N j = 1 . Figure 3 shows the approximate trajectory used for the experiments and the resulting waypoints map for the three configurations. The heading is kept fixed, but during execution the agent can also rotate. The distance between snapshots is~0.1 m.
The navigation controller works by setting the goal observations y + to be a few steps ahead in the map, so that the agent executes the navigation task by trying to converge to a goal which is constantly moving. More in detail, the navigation controller keeps as part of the state an index j t indicating the current ''position'' in the map. At the beginning, the index j t 0 is set to be the closest map point in observations space: j t 0 = arg min j y t 0 À m j . During operation, the goal observations y + are set to the value y + = m g , where g = (j t + d) mod N is the index of the waypoint which is d ! 1 steps ahead. If the observations are closer than a threshold c to the next observations in the sequence Fig. 14. Attraction regions for the servoing task for different configurations and environments. The colormap in (a), (c), (e), etc. show the dissimilarity ||y 2 y + ||, which is different for each sensor. The arrows in (b), (d), (f), etc. show the directions according to the control law (26), except for r, s, t which are for the prediction-based control law (28). Arrows are green if the corresponding motion minimizes the dissimilarity, and red otherwise. Fig. 15 . Navigation experiments based on repeated servoing tasks. The robot is taken along the rectangular trajectory (shown in Figure 3 ); the data is recorded and used as waypoints ((b), (f), and (j)). In a separate experiment with each configuration the agent follows the trajectory based on the raw observations. At some point in the experiments the observations have been perturbed (here indicated by red markers). The trajectories ((a), (e), and (i)) do not follow exactly the original trajectory because (1) the goal is advanced along, so that the robot cuts corners; (2) the agent is controlling in observations space. The colormaps show the dissimilarity between the current observations and the map observations ((d), (h), and (l)). Regions with relatively ambiguous observations (l) correspond to regions where the trajectory is not tracked well (i). m j + 1 , the index j is incremented (modulo N). This ensures that the overall trajectory is smoothly executed, because the agent never converges: once it is close enough, the goal is advanced.
To make the results easier to compare across configurations, the commands generated were scaled linearly up to a maximum linear and angular velocity, respectively 0.1 m/s and 0.1 rad/s.
In the experiments we used d = 3. The convergence threshold c was slightly different for each configuration, to make the different experiments take approximately the same time in spite of the different sensor noise levels for the three configurations. Figure 3(b) , (f), and (j) show the observations used as waypoints. Figure 3(c) , (g), and (k) show the observations y s t (horizontal axis: time t, vertical axis, sensel s). The red bar marks when the system was perturbed by occluding the sensors. Figure 3(d) , (h), and (l) show the dissimilarity ||m j 2 y t || between the observations y t and all waypoints. The dissimilarity shows which part of the trajectory are more or less constrained. YHLR YHLR: The trajectory for this configuration was the most repeatable ( Figure 15(a) ) because of the sensor precision, as seen by the peaked dissimilarity. Note that the actual trajectory differs from the original square; the robot ''cuts corners'' because the goal is set d waypoints away. YCF YCF: The dissimilarity is much less peaked for the camera observations (Figure 3(h) ). In fact, the pose is almost unobservable, especially on the sides of the trajectory. Therefore, the trajectory is much less repeatable in pose space, especially following the perturbation of the system.
YFS
YFS: Also the field sampler has large uncertainty towards the end of the trajectory (large blue bands in Figure 3(k) ). This unconstrained area causes the oscillations seen in the configuration space (Figure 3(i) ).
Conclusions and future work
In this paper we have considered the problem of designing bootstrapping agents that can be embodied in any robotic body. The analysis focused on the set of Simple Vehicles, idealized models of mobile robots equipped with exteroceptive sensors, inspired by the work of Braitenberg. We derived the dynamics of three ''canonical'' exteroceptive robotic sensors (field sampler, range finders, and camera). We described the class of BDS systems, whose bilinear dynamics can be learned easily using streaming algorithms computing Hebbian-like statistics. Moreover, their dynamics approximates the dynamics of the Simple Vehicles well enough to perform simple spatial tasks such as servoing and navigation in observations space. We presented theoretical analysis of the learning algorithm as well as theoretical guarantees for the task. The properties of these agents were validated with simulations and experiments. It is the first time that the same learning agent, with no additional tuning or hand-designed features, is shown to work with multiple systems belonging to a reasonable large family, and able to perform a task (in this case, servoing/ navigation in observations space), with theoretical guarantees both on what approximated models are learned, and the performance of a task. We regard these results as evidence that formal/control-theoretical approaches is possible for learning in robotics and other large domains. We now look at some open issues.
Covering the set of all robots
The first concern is to enlarge the set of dynamical systems considered from the set of Idealized Simple Vehicles ISV to a larger subset of Robots. This implies dealing with second-order dynamics and with articulated bodies with kinematic hidden states that cannot be ignored. There are other sensors of interest not captured by the three discussed here, both proprioceptive (e.g. IMUs) and exteroceptive (e.g. touch sensors). These extensions make both the problem of learning and control more challenging. The contrast between generalizability and tractability is a wellknown problem of learning. The solution is thought to be modularity and hierarchical representations (Bengio, 2009 ).
Assumptions on training data
We made several limiting technical assumptions that we observe not needed in practice and that we aim to relax. For example, using the motor babbling exploration makes commands and observations independent, an assumption used in the proofs. Yet, further experiments, not reported here, show that the models are learned just as well using non-random and stereotypical trajectories. Fig. 16 . The task is successful before the model has converged. The top row show the velocities chosen by the gradient descent control law (same convention as in Figure 14 ). The bottom row shows the learned tensor U s 0 .
Non-asymptotic results
All analysis is for the asymptotic regime (the sample average is the expectation), but better bounds are possible, because the agent is successful in the task even when the model has not converged yet (Figure 16 ).
Invariance to representations
A rather important technical issue that we have not had the space to treat is invariance to representation nuisances acting on the data. It is easy to see that a bootstrapping agent using BDS models would be able to tolerate a linear transformation y7 !Ay of the observations. But what would happen if the data was processed by an invertible nonlinear transformation of the type y7 !f(y) with f invertible? This transformation does not change the observability or controllability of the system yet with a particularly evil choice of f the performance of the agent will be abysmal. Invariance to transformations can be interpreted as previous knowledge or assumptions about the system (Censi, 2012, Chapter 2): the agents described here not only assume that the robot belongs to a certain class of physical systems but also that the data is represented in a particular way. Different agents have different assumptions quantified by the group of transformations that they tolerate. A partial order of agents can be defined according to the groups to which they are invariant. One way to achieve invariance is by creating canonization operators (Censi, Part 3), in fact, it has been argued that canonization is the dominant aspect of the brain computation for problems such as pattern recognition (Poggio, 2011) .
