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Abstract
We consider the point process of signal strengths emitted from transmitters
in a wireless network and observed at a fixed position. In our model, transmit-
ters are placed deterministically or randomly according to a hard core or Poisson
point process and signals are subjected to power law propagation loss and random
propagation effects that may be correlated between transmitters.
We provide bounds on the distance between the point process of signal strengths
and a Poisson process with the same mean measure, assuming correlated log-normal
shadowing. For “strong shadowing” and moderate correlations, we find that the
signal strengths are close to a Poisson process, generalizing a recently shown anal-
ogous result for independent shadowing.
1 Introduction
In a wireless network, transmitters are placed in some configuration and emit signals to
users of the system (e.g., Wi-Fi or mobile phone). Understanding the spectrum of signal
strengths received at a fixed location in such networks is crucial for analysis and design. A
main approach to this problem is to study the behavior of the signal spectrum in realistic
mathematical models of such networks. (We use the term signal spectrum to mean the
point process of signal strengths; the exact nature of the signals, e.g., interference or
propagation, is not important to our results.)
Due to the increasing prevalence of wireless signal technologies, there is a vast and
increasing body of literature devoted to studying key performance metrics derived from
the signal spectrum. A significant thread of this research stems from modeling the posi-
tions of transmitters, receivers, or users as points of a random (typically Poisson) point
process, and then computing quantities of interest using the tools of stochastic geome-
try; some key references are [Andrews et al., 2010] [Andrews et al., 2011] [Baccelli and
B laszczyszyn, 2008] [Haenggi and Ganti, 2008] [Renzo et al., 2013] and see also the recent
works [Di Renzo et al., 2016] [George et al., 2016] and their references and discussion.
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1.1 The standard model
The generally accepted “standard” model in this setting is that discussed in [Win et al.,
2009] (going back to [Baccelli et al., 1997] [Brown, 2000]) where transmitters are placed
according to a homogeneous Poisson process in the plane R2 with the receiver at the origin
(justifiable by thinking of the “fixed” receiver location as being randomly chosen over the
area of a large network), and the signal strength at the receiver from a transmitter at
location x ∈ R2 is given by `(x)Sx, where `(x) is a non-increasing function representing
the deterministic propagation loss of the signal over distance, and the Sx are i.i.d. positive
random variables representing random shadow-fading effects, e.g., from signals traveling
through large obstacles (shadowing) and same signal interactions (multi-path fading). If
the Poisson transmitter placements are denoted by Ξ ⊂ R2\{0}, then the signal spectrum
is just the collection of points Π := {`(x)Sx}x∈Ξ.
In the standard model, the signal spectrum is easy to understand since basic theory
says (x, Sx)x∈Ξ is a Poisson point process on R2 × R≥0 and Π is a deterministic function
of this point process, hence it is also a Poisson point process, now on R≥0, with mean
measure read from the density of Ξ, the distribution of Sx, and the function ` [Keeler
et al., 2014, (2.8) of Proposition 2.9] and c.f. [B laszczyszyn et al., 2013, Lemma 1]. The
importance of this result is that if you believe the standard model, then the distribution of
the signal spectrum only depends on the mean measure, which can be estimated from the
empirical signal spectrum in a number of ways, see [Reynaud-Bouret, 2003] and references
there.
1.2 Universality results
The standard model can be generalized to allow for the transmitters to be placed deter-
ministically, such as (historically and unrealistically) on a grid, or according to a (not
necessarily Poisson) point process [Miyoshi and Shirai, 2014]. In these cases, the ar-
guments of the previous paragraph do not apply and moreover analytic or numerical
computations for quantities of interest are not always feasible. Much work has gone
into understanding the signal spectrum for various choices of transmitter configurations,
shadow-fading distributions, and propagation loss functions. In general, features of the
signal spectrum may depend on model details, but we can ask: are there some (weak)
hypotheses on the parameters of the model such that a few measurable quantities ap-
proximately determine the distribution of signal strengths? For the generalized standard
model this question has been answered in the affirmative by [Keeler et al., 2014] where
it is shown that if the density of transmitters in the plane is asymptotically regular and
the shadow variables are large in mean but small in probability – typically referred to
as a “strong” shadowing regime [B laszczyszyn et al., 2015] – then the spectrum of sig-
nal strengths can be well-approximated by a Poisson process on R≥0 with intensity read
from the parameters of the model (this general result built on the work of [B laszczyszyn
et al., 2013] where the same thing is shown for a particular family of shadow-fading
variables and propagation loss functions). The importance of this result is that under
the hypotheses above, the signal spectrum behaves approximately as if the transmitters
were placed according to a Poisson process and so again, the distribution of the signal
spectrum is (approximately) determined by the mean measure which can be estimated
from the empirical signal spectrum.
Having such universal results for the standard model is a positive development (though
there is still work to be done in developing tests for determining when the results of
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[Keeler et al., 2014] can be safely applied in practice), but there is one serious issue with
this story that stems from the standard model itself: it is clearly unrealistic to assume
that the shadow-fading variables associated to different transmitters are independent
[Gudmundson, 1991] [Baccelli and Zhang, 2015]. If two transmitters are close to one
another, or close to the same path to the origin, then there should be correlation between
the shadowing effects for those transmitters; see the very nice survey [Szyszkowicz et al.,
2010] and references there.
1.3 Dependent shadowing
Similar to the standard model, there has been much work around studying the signal
spectrum for different choices of transmitter configurations, propagation loss functions,
and correlation schemes for different shadow-fading variables. However, as discussed in
[Szyszkowicz et al., 2010], many of these schemes have fundamental consistency issues and
moreover, even where tractable analysis is possible, the behaviour of the signal spectrum
under different models can vary considerably.
Extrapolating just a bit beyond the summary judgement of [Szyszkowicz et al., 2010],
we argue that the right models to consider in the current climate is that of the generalized
standard model with the added feature that the variables (Sx)x∈Ξ are values of a log-
Gaussian field with correlation function ρ defined on R2 × R2. That is, Sx = eaZx+b
where for any collection of points x1, . . . , xk of Ξ ⊂ R2, the vector (Zx1 , . . . , Zxk) is
centered multivariate Gaussian with covariance matrix (ρ(xi, xj))
k
i,j=1 and a, b are some
parameters. (This construction is well-defined if ρ is a symmetric and positive semidefinite
function.) Moreover, ρ(x, y) should have a reasonably fast rate of decay in the distance
of x and y and ideally will have an angular component accounting for the difference of
the angles between the lines from x and y to the origin. The qualities on ρ are direct
recommendations from [Klingenbrunn and Mogensen, 1999] [Szyszkowicz et al., 2010], and
as observed by [Gudmundson, 1991], [Catrein and Mathar, 2008], modeling the shadowing
effects by a log-Gaussian field is empirically justified.
1.4 Paper contribution
We take a first step in generalizing the universality results of [Keeler et al., 2014] to more
realistic models, by extending the results of [B laszczyszyn et al., 2013] to the case where
the shadowing variables are correlated. In particular, we show that if in the standard
model
• the transmitters are placed according to either 1) a deterministic or random pattern
with certain regularity conditions, or 2) a homogeneous Poisson process,
• the propagation loss function decays like the norm to the power −β for β > 2, and
• the shadow-fading variables satisfy Sx := exp(σZx−σ2/β), where σ > 0 and the Zx
are generated from a Gaussian field with correlation function with reasonable decay
to zero and a technical condition given later (note that the conditions are satisfied
by most statistically tractable correlation functions appearing in the literature,
reviewed below),
then the signal spectrum converges in distribution to a Poisson process with explicit
mean measure. The result of [B laszczyszyn et al., 2013] is precisely the case above with
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independent shadow variables. We actually prove much stronger results in Theorems 5.2
and 5.7 where we provide rates of convergence for this limit theorem in total variation
distance and a specialized point process metric. The rate of convergence quantifies the
quality of Poisson approximation and we also provide simulations for finite configurations
to indicate parameter values where the approximation is good.
There are a number of studies of wireless signal strengths for correlated shadow vari-
ables, see references in [Szyszkowicz et al., 2010], but general results of the type pre-
sented here are virtually unprecedented. Perhaps closest to our limit results are those
of [Szyszkowicz and Yanikomeroglu, 2014] where a limit theorem is shown for the sum of
the signal spectrum from a finite (but large) collection of transmitters assuming a specific
transmitter layout and shadowing correlation function that is much less general than our
setting.
1.5 Layout of the paper
In the next section we define the model more precisely, state our convergence results
in greater detail, and discuss their applicability, including a brief overview of relevant
correlation functions (a more significant survey is in Appendix A). In Section 3 we provide
simulation results for a finite network where transmitters are placed according to a Poisson
process and a hexagonal grid and then in Section 4 we provide a discussion of results and
future work. We precisely state and prove our approximation results in Section 5. Finally
in Appendix A we survey correlation functions relevant to our results, and Appendix B
contains some technical results, including the proof of a new general Poisson point process
approximation, Theorem 5.1.
2 Model definition and convergence results
We first discuss the generalization of the standard model we will use throughout the
paper. As is typically done, we actually study N := {g(x)/Sx)}x∈Ξ := {1/(`(x)Sx)}x∈Ξ,
the spectrum of inverse signal strengths since there tend to be many weak signals which
cause the approximating Poisson process to have a singularity at zero.
2.1 Correlated lognormal model
It is convenient to identify countable sets {yi : i ∈ I} of distinct points with the counting
measures
∑
i∈I δyi where δy is the Dirac measure at y. Also we identify locally finite
measures M on R◦+ = (0,∞) with non-decreasing, right-continuous functions M˜ : R◦+ →
R+ satisfying limt→0 M˜(t) = 0, via M((0, t]) = M˜(t), t > 0.
Setup 2.1. Let ξ⊂ R2/{0} be a deterministic locally finite collection of points in R2
representing the transmitter locations, and g(x) = h(‖x‖) = (K‖x‖)β for some K > 0
and β > 2. Write ξ = {xi : i ∈ Iξ} where Iξ is a finite or countable index set.
Let {Zx, x ∈ R2} be a Gaussian field with correlation function ρ, standardized so that
EZx = 0 and Var(Zx) = 1. Suppose that ρ is radially dominated by a non-increasing
function %˜ : R+ → [0, 1], i.e., ρ(x, y) ≤ %˜(‖x− y‖) for all x, y ∈ R2, and that %˜(r) < 1 for
r > 0. Let σ > 0 and Sx = exp(σZx − σ2/β), the shadow random variable associated to
location x.
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Set Yi = g(xi)/Si, where we write Si = Sxi, and let N := N
(ξ,σ) be the signal spec-
trum generated by the collection {Yi}i∈Iξ , that is, N =
∑
i∈Iξ δYi. Let p
(x)(t) = P(0 <
g(x)/Sx ≤ t), x ∈ R2, pi(t) = p(xi)(t), and M(t) := M (ξ,σ)(t) :=
∑
i∈Iξ pi(t) = EN(t).
If the transmitter locations are random, we write Ξ := {Xi : i ∈ IΞ} in place of ξ
and assume that Ξ is independent of the Gaussian field {Zx, x ∈ R2}. Note that (the
cardinality of) the set IΞ is also random, although for most situations it is enough to set
IΞ = N. We assume that Ξ has a mean measure λ, which means that λ(A) = EΞ(A) <∞
for every bounded Borel set A ⊂ R2. The signal spectrum N = N (Ξ,σ) = ∑i∈IΞ δYi
is constructed in the same way as above, but based on Ξ now instead of ξ. Note that
M(t) := M (Ξ,σ)(t) :=
∫
R2 P(g(x)/Sx ≤ t)λ(dx) = EN(t); see Equation (5.34) below.
For deterministic or random transmitters we assume that ρ and the bounding function
%˜ have the following properties.
P1. (Uniform positive definiteness, u.p.d.) For every ε > 0 there exists a δ = δ(ε) > 0
such that for all n ∈ N, for all x˜1, . . . , x˜n ∈ Rd with mini 6=j ‖x˜i − x˜j‖ ≥ ε, and for
all v ∈ Rn, we have
n∑
i,j=1
vivjρ(x˜i, x˜j) ≥ δ‖v‖2.
P2. There is an R > 0 such that the function r 7→ r%˜2(R+√3R(r−1)) is non-increasing
for r ≥ 1.
Except for Properties P1 and P2, the setup is easily understood from the discussion
in the introduction. Property P2 is satisfied for any reasonable correlation function, and
essentially requires that r%˜(r) is non-increasing eventually, but is stated in a specific
way to simplify the proof of our upcoming results. The u.p.d. Property P1 ensures that
the spectral norm of the inverse of the covariance matrix induced by the Gaussian field
observed at any finite subset of points is uniformly upper bounded (by 1/δ if the minimal
distance is ε). Our method requires that we compare the distribution of Zx to that of Zx
given the value of the field at a finite collection of points and this is where the inverse
covariance matrix appears, see (5.21) in the proof of Theorem 5.2 and Lemma 5.4. In
terms of practical applicability, P2 is satisfied for a wide choice of isotropic correlation
functions, i.e., ρ of the form ρ(x, y) = ρ0(‖x − y‖), such as any exponential, Mate´rn or
Gaussian correlation function, as well as certain finite range correlation functions. It is
also satisfied for certain variations of such functions, e.g., ρ(x, y) = ρ0(‖A(x − y)‖) for
A a regular matrix, or convolutions and convex combinations of such functions. In all of
these cases δ can be computed explicitly (at varying cost); see Appendix A for further
discussion.
Property P1 also resonates well with avoiding numerical problems when applying
statistical methods based on wireless network data. Many procedures concerned with
statements about the shadowing random field {Sx, x ∈ R2}, such as maximum likelihood
estimation of its parameters or Kriging prediction of its values at unobserved locations
involve inverting the correlation matrix C = (ρ(xi, xj))1≤i,j≤n of the data x1, . . . , xn.
So for feasability of the procedure it is necessary that C is invertible (i.e., ρ is strictly
positive definite). For numerical stability of the procedure, it is important that C is
well-conditioned, which (since C is a correlation matrix) amounts essentially to saying
that the smallest eigenvalue, i.e., the maximal δ in the definition of uniform positive
definiteness, is not too close to zero.
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Further, considering the list of correlation functions used previously in wireless net-
work models given as Table 1 in [Szyszkowicz et al., 2010], after ruling out those functions
that are not positive semidefinite (which do not produce feasible collections of shadowing
variables), all of the isotropic correlation functions are u.p.d. with the possible exception
of the powered exponential ρ(x, y) = exp(‖x− y‖ν), 0 < ν ≤ 2, which is not well-studied
in the literature since it is similar to but less natural than the Mate´rn model because the
parameter ν does not interpolate nicely, e.g., there is fundamentally different behaviour
for ν = 2 than for other ν. For correlation functions that incorporate both distance
and angle, the question of u.p.d. is not so easily answered and therefore we postpone
addressing it to later study.
2.2 Convergence results
We study the limit as σ →∞ of N (ξ,σ) and N (Ξ,σ) under Setup 2.1. For our convergence
results, we additionally assume that deterministic transmitter placements ξ have the
asymptotic homogeneity property: for some κ > 0,
ξ(B¯(0, r))/(pir2)→ κ, (2.1)
and that random placements Ξ are homogeneous with intensity κ: for some κ > 0 and
all A ⊂ R2,
EΞ(A) = κ|A|, (2.2)
where |A| denotes the (Lebesgue) area of A.
Under these assumptions, the following result about the mean measure established
in [B laszczyszyn et al., 2013] and [Keeler et al., 2014], remains obviously valid in our
correlated setting.
Theorem 2.2. Let ξ, N := N (ξ,σ), and M := M (ξ,σ) be defined as in Setup 2.1 with ξ
satisfying (2.1). Then for each t > 0,
lim
σ→∞
M (ξ,σ)(t) = κpit2/β/K2.
If we replace ξ by a random Ξ satisfying (2.2), then for every σ > 0 and each t > 0,
M(t) = κpit2/β/K2.
Before stating a convergence implication of our main results, we need some termi-
nology to define one of the classes of transmitter configurations we study. Call a point
process Ξ a hard core process with (minimal) distance ε∗ > 0 if P(infi,j∈IΞ,i 6=j ‖Xi−Xj‖ ≥
ε∗) = 1. We call a homogeneous point process Ξ second-order stationary if for any
bounded Borel sets A,B ⊂ R2 the “second moments” E(Ξ(A)Ξ(B)) are finite and re-
main the same if we shift the whole point process by an arbitrary vector x ∈ R2. Our
convergence result for the hard core setting also requires a mild “B+2 -mixing” condition
(existence of a reduced covariance measure with values in [−∞,∞)) described in detail
around (5.50). Intuitively B+2 -mixing says that the potential of a point of the process to
excite further points at some distance ≥ r decreases to zero as r →∞.
To explain these conditions: having a hard core distance is intuitive from an engineer-
ing point of view and the second order stationarity and mixing conditions are mild from
a modeling perspective and are satisfied by almost all models currently used in the en-
gineering literature. For example the Poisson process, many cluster point processes, and
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all determinantal point process are B+2 -mixing, when used in their stationary variants.
In any of these models we can introduce a hard core distance in a number of ways with-
out destroying the mixing and stationarity properties; see the more detailed discussion
after (5.50).
To state a convergence implication of our main results, denote convergence in distri-
bution of point processes by D−→ (technically this is weak convergence of point process
distributions with respect to the vague topology on the space N of locally finite counting
measures on R), and note that the convergences N D−→ Υ below imply convergence in
distribution of any continuous statistical function of the point processes as well as joint
convergence in distribution of vectors
(
N((s1, t1]), . . . , N((sn, tn])
)
for any n ∈ N and any
si, ti ∈ R◦+ with si < ti for 1 ≤ i ≤ n.
Theorem 2.3. Assume Setup 2.1 and let Υ be a Poisson process on (0,∞) with mean
measure given by the function L(t) = κpit2/β/K2.
(i) Suppose that the deterministic transmitter configuration ξ satisfies (2.1) and is such
that minx∈ξ ‖x‖ > 0 and infx,y∈ξ ‖x− y‖ > 0.
If %˜(r) = O(r−(1+a)) for some a > 0, then as σ →∞,
N (ξ,σ) D−→ Υ.
(ii) Suppose that the random transmitter configuration Ξ is a second-order stationary
hard core process on R2 with intensity κ that satisfies the B+2 -mixing condition.
If %˜(r) = O(r−(1+a)) for some a > 0, then as σ →∞,
N (Ξ,σ) D−→ Υ,
(iii) Suppose that the random transmitter configuration Ξ is a homogeneous Poisson
point process with intensity κ. If for some c > 0, we have that the constant δ of P1
satisfies δ = δ(ε) = Ω(εc) as ε→ 0, and for some a > 0 we have that %˜(r) = O(e−ar)
as r →∞, then as σ →∞,
N (Ξ,σ) D−→ Υ.
The theorem says that if σ is large, the correlation between shadow-fading variables
is only moderate, the correlation function is u.p.d., and the transmitter placements have
reasonable properties, then the spectrum of signal strengths will look Poisson. In fact our
quantitative approximation results in Section 5 show that it is fine to approximate N by
a Poisson process with mean measure given by M (or more realistically, an empirically
observed measure) rather than the limiting L of Theorem 2.2 even in the deterministic
case.
Our approximation theorems below imply that the rates of convergence in σ for the
statements of Theorem 2.3 are polynomial, and in certain cases exponential. The latter
occurs for example in the hard core process case if the decay of the correlation function is
exponential. Numerically, our error bounds are quite conservative due to their generality,
but they are important for the rates of convergence and because they indicate parameter
relationships where the signal spectrum will be close to Poisson.
To comment on the three different situations of the theorem, it is not clear what is the
most appropriate model for transmitter locations [Chiaraviglio et al., 2016] [Lee et al.,
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2013] [Zhou et al., 2015]. Placing transmitters according to a Poisson process is tractable
and can be heuristically justified by thinking of the user positioned “randomly” in a large
network, but in fact this heuristic is better captured by Item (ii) which seems like the
most useful model for thinking about robust network architecture. However, we state all
three versions to show that the result and our methods are robust.
2.3 Method of proof
The convergence result follows from first deriving approximation bounds in a certain
metric d¯2 between point processes restricted to [0, t], see Theorems 5.2 and 5.7, and
then use these to show convergence of the restricted point process in d¯2, Theorems 5.3
and 5.8, and hence also in distribution. This then implies convergence in distribution of
the unrestricted point processes.
To show the approximation bounds, our main tool is Stein’s method for distributional
approximation; introductions to Stein’s method from different perspectives are found
in [Barbour et al., 1992] [Chen et al., 2011] [Barbour and Chen, 2005] [Ross, 2011].
Our needs do not quite fit into existing results for Poisson process approximation, so we
provide a new general approximation result using Stein’s method, Theorem 5.1.
3 Simulation results for marginal counts
Our simulations were run in R [R Core Team, 2016] (using the packages listed in the
acknowledgments below). We have strived to use parameters that are reasonably realistic
in a mobile phone setting without fixating too much on a specific technology or scenario.
Our transmitters were placed in two configurations: at the center of the cells of a
hexagonal grid and according to a homogeneous Poisson process (resampled for each run of
the simulation), both on a disc with radius 30 km and having average density κ = 5 km−2.
In view of the data analyzed in [Lee et al., 2013] and [Zhou et al., 2015], noting that the
former counted base stations regardless of network operator and technology used, this
choice is near the upper limit. For the deterministic propagation loss function we chose
β = 3.6 andK = 4000 km−1, which is very similar to the parameters used in [B laszczyszyn
et al., 2013], Subsection B5; for the choice of β see also Section 2.6 in [Goldsmith, 2005].
A crucial quantity for the quality of approximation is the logarithmic standard deviation
of shadowing σ. In applications this quantity is customarily expressed as 10 sd(log10(S))
dB and referred to as σdB, such that σ = σdB · log(10)/10. Typical values for σdB
from empirical studies range from 4 to 13 dB; see Section 2.7 in [Goldsmith, 2005]. In
[B laszczyszyn et al., 2013] values from 8 to 12 dB are considered. We use 10 dB, which
translates to σ = log(10) ≈ 2.30. We choose for ρ the exponential correlation function,
i.e., ρ(x, y) = exp{−‖x− y‖/s}, which has been often used in the literature before. The
scale parameter s is known as decorrelation distance in this context and often takes values
between 50 and 250 m, corresponding to the order of magnitude of typical obstacles; see
Subsection VI.B in [Szyszkowicz et al., 2010] and the references given there. We chose
s = 0.1, 0.2, 0.5 km, the last value to also include a setting where correlation is stronger
than might be usual.
In the rest of the paper we implicitly normalize signal strengths to multiples of a
constant transmitter power P , whereas the absolute received signal strengths from a
transmitter at location x would be (Sx/g(x))P . In view of the rather high transmitter
density, we choose P = 40 mW, which is a realistic power for a small cell, but too low
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for a macrocell. However, with this choice we obtain realistic strongest signal strengths
in the range of mostly −110 to −60 dBm (i.e., 10−11 to 10−6 mW) at the receiver. Note
that other choices of P or K will just result in scaling the received powers, but not in
any other way alter the outcomes.
For the simulation study we generate 104 realizations of the signal spectrum and
compute the count statistics for the number of signals (reciprocals of the powers in mW)
falling in the interval [0, t], where t = 106, 107, 108. This corresponds to counting signals
with power at least −60 dBm,−70 dBm,−80 dBm, respectively, at the receiver.
The outcome is summarized in Table 1. The first row of the table records the the-
oretical numerically computed mean values M(t) for transmitters placed according to a
Poisson process, while the second and third row are the empirical mean and variance
of N(t) for this case. The fourth and fifth row of values are the empirical mean and
variance for the hexagonal transmitter arrangement. Figures 1 and 2 show the empiri-
cal CDF of N(t) for Poisson process and hexagonal transmitter placement, respectively,
plotted against the appropriate Poisson CDF for s = 0.1, 0.2, 0.5 (P-P plot).
s = 0.1 s = 0.2 s = 0.5
t = 106 t = 107 t = 108 t = 106 t = 107 t = 108 t = 106 t = 107 t = 108
Poiss
mean 0.35 1.27 4.56 0.35 1.27 4.56 0.35 1.27 4.56
sim mean 0.35 1.28 4.52 0.35 1.27 4.58 0.35 1.27 4.56
sim var 0.38 1.37 4.87 0.41 1.60 6.20 0.49 2.33 10.62
Hex
sim mean 0.35 1.25 4.53 0.35 1.24 4.48 0.35 1.25 4.52
sim var 0.27 0.83 2.84 0.28 0.93 3.50 0.33 1.50 7.53
Table 1: Simulation results for the signal spectrum with K = 4000 km−1, β = 3.6, σ = log(10),
ρ(x, y) = exp{−‖x − y‖/s}. Transmitters are placed on a disc of radius 30 km according to a
Poisson process and at the centers of the cells of a hexagonal tiling, both with average density
5 km−2 (see text for discussion of the realism of these parameters).
In Figure 1 we notice, as expected, that with increasing scale s of the correlation the
approximation becomes worse. Note that for s = 0 (no correlation) it would be clear
by the Poisson process transformation theorem that the signal counts follow the exact
Poisson distribution (and correspondingly also satisfy mean = variance with regard to
Table 1); see Lemma 1 in [B laszczyszyn et al., 2013]. For s = 0.1 the approximation
is still very close to exact. With increasing s it deviates towards a more and more
overdispersed distribution, as can be seen from the “flipped S”-shape in the plots and
from the high variances in Table 1. Having an overdispersed distribution corresponds well
to the intuition that under strongly positively correlated shadowing, we get clusters of
signals in our interval [0, t] and thus higher probabilities for both very low and very high
counts. In such situations the signal spectrum for the given σ may be better approximated
by a Poisson cluster process or a more general Cox process; see [Keeler et al., 2014].
Turning now to Figure 2, we notice that for smaller s the signal counts are under-
dispersed as seen from the “proper S”-shape in the plots. Only for s = 0.5 we are in
the situation of overdispersed signal counts again. The same is reflected in the relations
of means and variances in Table 1. The underdispersion of signals at smaller s can be
attributed to the regularity of the hexagonal grid and the fact that in view of the limit
theorem the σ considered is too small. This is partly compensated by the correlated shad-
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owing, and as s becomes larger, the shadowing effect takes over. What is remarkable is
that for correlated shadowing, there is an intermediate range of parameter settings (that
are more or less realistic for a mobile network context) in which the Poisson approxi-
mation for the signal spectrum in the hexagonal configuration is actually more accurate
than in the case of transmitters distributed according to a Poisson process.
We see from the above considerations that the difference between the mean and the
variance read from Table 1 is a useful proxy for the quality of Poisson approximation.
Further analysis (not presented here) shows as expected that approximation gets better as
σ increases, but worse as t increases beyond the values given in the table; see also [Keeler
et al., 2016].
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(a) s = 0.1, t = 107
0.4
0.6
0.8
1.0
0.4 0.6 0.8 1.0
(b) s = 0.2, t = 107
0.4
0.6
0.8
1.0
0.4 0.6 0.8 1.0
(c) s = 0.5, t = 107
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
(d) s = 0.1, t = 108
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
(e) s = 0.2, t = 108
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
(f) s = 0.5, t = 108
Figure 1: For transmitters placed according to a Poisson process with indicated parameters,
the black points have vertical coordinate the integer evaluations of the empirical CDF of the
spectrum and horizontal coordinate the relevant Poisson CDF.
4 Discussion and future work
We have shown that the spectrum of signal strengths in a wireless network with mod-
erately correlated strong shadowing is well approximated by a Poisson point process,
generalizing the same result for the uncorrelated case. This holds true under a wide
choice of probability distributions for the transmitter point process, in particular for vir-
tually any second-order stationary distribution that includes a hard core, i.e. holds the
transmitters at a minimal distance from each other.
Note that cellular networks would usually be designed to hold transmitters serving
overlapping areas a certain distance apart. Alternatively such transmitters would operate
at different frequencies to keep interference at a tolerable level, with frequencies being
reused many times at transmitters that are somewhat farther apart; see [Goldsmith,
2005], Chapter 15. This means that even in networks where transmitters are strongly
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Figure 2: For transmitters placed according to a hexagonal configuration with indicated param-
eters, the black points have vertical coordinate the integer evaluations of the empirical CDF of
the spectrum and horizontal coordinate the relevant Poisson CDF.
clustered, our theorem should still be valid if applied to the strengths of signals received
at a certain frequency.
We have provided a first simulation study for our result using appropriate model
parameters for a mobile phone setting. This study indicates that the Poisson process limit
can become relevant for realistic correlation settings if σ is reasonably high (σdB = 10 dB
or above). It is an important avenue for future research to determine the applicability of
our result more closely using data available from given networks, and to investigate its
robustness across different scenarios.
The importance of our result comes from the fact that in networks where it is appli-
cable, we can essentially treat the signal spectrum as an inhomogeneous Poisson process,
which is a point process that is well understood and relatively easy to handle. In par-
ticular, it is completely determined by its mean measure, which then can be estimated
from the empirical spectrum in a number of ways. Also it has a number of important
derived quantities that are mathematically tractable, such as coverage probabilities; see
e.g. [B laszczyszyn and Keeler, 2015] and the references in its introduction.
Some important questions related to our work that we leave open for future study are
1. We expect our results to extend beyond the lognormal shadow-fading setting to
shadow variables that are other functions of the value of a Gaussian field at the
transmitter location in a similar way as [Keeler et al., 2014] generalizes [B laszczyszyn
et al., 2013] in the independent case.
2. We have not taken into account fast-fading effects, which are frequently modelled
by multiplying the shadow variable by another non-negative random variable, inde-
pendent between transmitters. Apart from the fact that additional computations
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are necessary to adapt our proofs to the new distributions of shadowing and fad-
ing combined, we expect that the fast-fading effects would only help the Poisson
convergence by adding a discontinuity in the correlation function at zero.
3. To confidently apply our results in practice, it would be good to develop simple sta-
tistical tests to determine when the hypotheses of strong shadowing under moderate
correlation are satisfied; in particular to conclude when it is appropriate to assume
the signal spectrum is approximately Poisson. Note that the analogous question
assuming independent shadowing is not even well-addressed.
4. Many times we are interested in functions of the signal spectrum such as the signal-
to-interference ratio. Understanding such statistics via our results would be useful.
5. Of the many empirical questions left untouched by our study, it would be good
to better understand which correlation functions and transmitter placements, or
which properties of such are most appropriate for modelling purposes.
5 Approximation results
In this section we bound distances between the distribution L(N |[0,t]) of our signal spec-
trum restricted to [0, t] and a suitable Poisson process distribution in all of the three
transmitter settings considered in Theorem 2.3, i.e., deterministic, Poisson or hard core.
Note that the results obtained here are much stronger than statements of convergence
since they give concrete rates of convergence in terms of σ and the other model param-
eters. The results also provide computable upper bounds, which, due to the generality
and the technicality of our setting, are typically too conservative to be of practical use.
The main metric we use for measuring distances between point process distributions
is the Wasserstein metric d¯2 with respect to the optimal subpattern assignment (OSPA)
metric d¯1 between point configurations. We denote by N the space of finite point config-
urations ψ = {s1, . . . , sn} =
∑n
i=1 δsi (by the identification at the beginning of Subsec-
tion 2.1) on [0, t] ⊂ R. (Note that all considerations about d¯1 and d¯2 below remain valid
for a compact subset of Rd for arbitrary d ∈ N.)
The OSPA distance d¯1(ψ, υ) between point configurations ψ, υ ∈ N can be roughly
defined as the average Euclidean distance truncated at 1 between points in an optimal
pairing, where unpaired points (in the larger point configuration) count as paired at
distance 1. See [Schuhmacher et al., 2008] for a precise definition (Equation (3), where
p = c = 1) and a great deal of additional information. Since its introduction the OSPA
metric has been abundantly used in signal processing and sometimes other disciplines of
engineering, and has together with certain modifications become a standard evaluation
tool for multi-object filtering and tracking algorithms; see [Ristic, 2013].
We can define the Wasserstein metric between distributions of point processes Ψ and Υ
on [0, t] by coupling the two point processes in such a way that their expected d¯1-distance
is as small as possible, more precisely
d¯2
(L(Ψ),L(Υ)) = min
Ψ′,Υ′
E d¯1(Ψ′,Υ′),
where the minimum is taken over all pairs of point processes Ψ′, Υ′ that have the same
individual distributions as Ψ and Υ, respectively. This metric was studied in detail
in [Schuhmacher and Xia, 2008]. Proposition 2.3(iii) in that article shows that d¯2 describes
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the right topology for probability distributions of point processes in the sense that point
processes Ψ, Ψ1,Ψ2, . . . satisfy
Ψn
D−→ Ψ if and only if d¯2(L(Ψn),L(Ψ))→ 0 (5.1)
as n→∞. Also in that article, Proposition 2.3(i) shows the equivalence of the following
“dual” definition:
d¯2
(L(Ψ),L(Υ)) = sup
f∈F
∣∣Ef(Ψ)− Ef(Υ)∣∣, (5.2)
where
F = FW =
{
f˜ : N→ R ; |f˜(ψ)− f˜(υ)| ≤ d¯1(ψ, υ) for all ψ, υ ∈ N
}
is the set of 1-Lipschitz-continuous functions with respect to d¯1.
From this dual form one can see that upper bounds on the d¯2-distance are upper
bounds on
∣∣Ef(Ψ) − Ef(Υ)∣∣ for many useful point process statistics f , such as the
average nearest neighbour distance between points and many U -statistics; see Section 3
in [Schuhmacher and Xia, 2008]. However, f must be Lipschitz continuous and thus we
do not directly get upper bounds for terms of the form∣∣P(Ψ ∈ A)− P(Υ ∈ A)∣∣
for general (measurable) sets A ⊂ N. Therefore we present below also results in the total
variation metric dTV given by
dTV(L(Ψ),L(Υ)) = sup
A∈N
∣∣P(Ψ ∈ A)− P(Υ ∈ A)∣∣ = min
Ψ′,Υ′
P(Ψ′ 6= Υ′),
where conveniently possible. The supremum above is taken over all measurable subsets
of N (technically, with respect to the Borel σ-algebra N generated by the vague topology
on N). See [Barbour et al., 1992, Appendix A.1] for the second equality above and further
results.
Since dTV can also be expressed as a supremum of the form (5.2) over the class F
of all measurable [0, 1]-valued functions, which by d¯1 ≤ 1 contains in particular the
class FW , we obtain that d¯2 ≤ dTV. On the other hand, in general Ψn D−→ Ψ does
not imply dTV(L(Ψn),L(Ψ)) → 0, so dTV is a strictly stronger metric. Taking for
Ψn one deterministic point at 1/n and for Ψ one deterministic point at 0, we obtain
dTV(L(Ψn),L(Ψ)) = 1 6→ 0 and see that the total variation metric is in some cases too
strong to be useful.
We use the following general theorem about Poisson process approximation which
uses the same ideas as results already proved in the literature (e.g., [Barbour et al.,
1992, Section 10.2] or [Schuhmacher, 2005, Theorem 2.1]), but is geared towards our
application. A proof can be found in Appendix B. Denote by ‖ · ‖TV the total variation
norm on the space of finite signed measures and Pop(Λ) the law of a Poisson process with
mean measure Λ. For a measure λ on R, we use λ|t as short hand notation for λ|[0,t] and
continue to use λ(t) for λ([0, t]).
Theorem 5.1. Let I be a finite index set, and let λi be a probability distribution on R+ for
each i ∈ I. Suppose that Yi ∼ λi are real valued random variables and set Ψ =
∑
i∈I δYi
and λ =
∑
i∈I λi. For every i ∈ I, choose Ai ⊂ I with i ∈ Ai. Then, for any t > 0,
setting Ii = I[Yi ≤ t], pi = EIi = λi(t), pij = E(IiIj),
d¯2
(L(Ψ|t),Pop(λ|t))
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≤ min
(
1,
1 + 2 log+(λ(t))
λ(t)
)[ ∑
i∈I,j∈Ai
pipj +
∑
i∈I,j∈Ai
i 6=j
pij +
∑
i∈I
E |E [Ii|Fi]− pi| (5.3)
+
∑
i∈I
∫ t
0
E
∣∣P(Yi ≤ s | Fi)− P(Yi ≤ s)∣∣ ds], (5.4)
and
dTV
(L(Ψ|t),Pop(λ|t))
≤
[ ∑
i∈I,j∈Ai
pipj +
∑
i∈I,j∈Ai
i 6=j
pij
]
+
∑
i∈I
E
∥∥∥L(Yi | Fi)∣∣t − L(Yi)∣∣t∥∥∥TV. (5.5)
where Fi is any σ-field containing σ(Ij, YjIj : j 6∈ Ai), in particular any σ-field containing
σ(Yj : j 6∈ Ai).
5.1 Deterministic transmitter placements
Using Theorem 5.1, we first address the case of fixed transmitter placements. Denote by
B¯(x, r) and B˚(x, r) the closed and open balls of radius r centered at x, respectively.
Theorem 5.2. Let t > 0 and σ, ξ, and N := N (ξ,σ) be defined as in the Setup 2.1. Let
Π := Π(ξ,σ) be a Poisson process on R+ with the same mean measure M (ξ,σ) as N . Let
R > 0 be as in P2 and define for r > 0,
Tr(R) = max
x:‖x‖≤r
ξ(B¯(x,R)),
where ξ(B¯(x,R)) denotes the number of points in ξ ∩ B¯(x,R). For C ≥ R, let d∗ :=
minx∈ξ ‖x‖ > 0, b∗ := 1σ log
(h(d∗)
t
)
+ σ
β
, BC :=
1
σ
log
(h(C)
t
)
+ σ
β
, εC = inf{‖x−y‖ : x, y ∈ ξ,
0 < ‖x− y‖ < C} > 0, and δC be the uniform positive definite constant of P1 for ε = εC.
Furthermore, let
F = F (R,C) =
1
δC
(4pi + 1)TC(R)
(
%˜2(R) +
1√
3R2
∫ ∞
R
s%˜2(s) ds
)
.
Then, requiring σ2 > −β log(h(d∗)/t) (i.e., b∗ > 0), and also BC > 1 and B2CF ≤ 1,
d¯2(L(N |t),L(Π|t))
≤ 2
∫
‖x‖>C
P(tS ≥ g(x)) ξ(dx)
+ min
(
M(t), 1 + 2 log+(M(t))
)[
TC(R)
[
P(tS ≥ h(d∗)) + 5e−b2∗(1−%˜(εC))/4
]
+
8(t+ 1)√
1− F 2
(
BC + σ
−1)√F + (t+ 1)(1 + b−2∗ )√Fe−b2∗(F−1−1)/2
]
.
Requiring only σ2 > −β log(h(d∗)/t),
dTV(L(N |t),L(Π|t))
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≤ 2
∫
‖x‖>C
P(tS ≥ g(x)) ξ(dx) +M(t)TC(R)
[
P(tS ≥ h(d∗)) + 5e−b2∗(1−%˜(εC))/4
]
+
4
3
(
pi
C2
R2
+ (5pi + 3)
C
R
)
TC(R)(
√
F + 2F ).
Before proving the theorem, we show how it implies that for σ large and moderate
correlation, N |t is approximately Poisson.
Theorem 5.3. Let t > 0 and σ, ξ, and N := N (ξ,σ) be defined as in the Setup 2.1. Let
Π := Π(ξ,σ) be a Poisson process on R+ with the same mean measure M (ξ,σ) as N . Assume
ξ is such that minx∈ξ ‖x‖ > 0 and ε := infx,y∈ξ ‖x− y‖ > 0.
1. If %˜(r) = O(r−(1+a)) for some a > 0, then as σ →∞,
d¯2(L(N |t),L(Π|t))→ 0.
2. If %˜(r) = O(r−(1+a)) for some a > 16/(1− %˜(ε)), then
dTV(L(N |t),L(Π|t))→ 0.
Proof. We apply the bounds of Theorem 5.2. Set C = exp{σ2/β2 + σ1.1}, let d∗ :=
minx∈ξ ‖x‖ > 0, εC = ε := minx,y∈ξ ‖x− y‖ > 0, and recall the notation of Theorem 5.2.
For the first term appearing in both bounds, we claim
∫
‖x‖>C P(tS ≥ g(x)) ξ(dx)→ 0,
as long as ∫
r>C
P(tS ≥ h(r))r dr → 0. (5.6)
This is because∫
‖x‖>C
P(tS ≥ g(x)) ξ(dx) = E
∫
‖x‖>C
I[tS ≥ g(x)] ξ(dx)
= E ξ
({
x : C < ‖x‖ ≤ S1/βt1/β
K
})
.
Since ξ(B¯(0, r))/(κpir2) → 1, we have that for any ι > 0, if C is large enough, then we
can bound this last term
E ξ
({
x : C < ‖x‖ ≤ S1/βt1/β
K
})
≤ κpiE
[(
(1 + ι)
(
S1/βt1/β
K
)2
− (1− ι)C2
)
I[tS ≥ h(C)]
]
,
which, up to a constant factor (of 2κpi) and the terms with the factors of ι, can be
rewritten as the left hand side of (5.6). To take care of the ι terms, bound
ιE
(
S1/βt1/β
K
)2
I[tS ≥ h(C)] ≤ ιE
(
S1/βt1/β
K
)2
= ι
t2/β
K2
,
using the moment generating function of a Gaussian random variable. Since we can take
ι→ 0 as C →∞, and the right hand side of the inequality is independent of C, the left
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hand side goes to zero as σ →∞. For the other ι term, we use the usual Gaussian Mills
ratio bound. If r > 0, then
max
{
1
r + 1
,
r2
r2 + 1
1
r
}
≤
∫∞
r
e−u
2/2du
e−r2/2
≤ min
{√
pi
2
,
1
r
}
. (5.7)
Combining the upper bound with
BC =
β
σ
log(C) +
σ
β
+ Θ(σ−1)
=
2σ
β
+ βσ0.1 + Θ(σ−1),
(5.8)
we find ιC2P(tS ≥ h(C))→ 0 since
ι exp{2σ2/β2 + 2σ1.1 − (2σ/β + βσ0.1)2/2} → 0.
Now, to show (5.6), note that the Mills ratio bound implies that it is enough to show∫ ∞
C
exp{−(β/σ log(r) + σ/β)2)/2}rdr → 0.
Now making the change of variable u = (β/σ) log(r) − σ/β, we find that the previous
integral equals
σ
β
∫ ∞
βσ0.1
e−u
2/2 du→ 0,
as desired.
For the next term appearing in both bounds:
TC(R)
[
P(tS ≥ h(d∗)) + (5/2)e−b2∗(1−%˜(εC))/4
]
, (5.9)
note that because ε > 0, TC(R) = O(R
2) not depending on C, and because d∗ > 0 that
b∗ = σ/β + Θ(σ−1), so we find
P(tS ≥ h(d∗)) ≤ e−b2∗/2 ≤ e−b2∗(1−%˜(ε))/4 = O
(
e−σ
2(1−%˜(ε))/(4β2)
)
.
For the convergence in d¯2 we set R = σ
2/a and for the convergence in dTV we set R =
exp{2σ2/(aβ2) + 2σ1.1/a} and in both cases (5.9) tends to zero (using the inequality
b > 16/(1− %˜(ε)) for dTV).
The tail condition on %˜ implies F = O(R−2a), and so in both cases it is easy to see
that the final remaining term in the bound of Theorem 5.2 tends to zero.
Proof of Theorem 5.2. We first truncate in order to be able to work with a finite sum.
Let ξC = ξ|B¯(0,C), IξC = {i ∈ Iξ; xi ∈ ξC}, NC :=
∑
i∈IξC δYi and define ΠC to be the
Poisson process on R◦+ having mean given by MC(t) = ENC(t). Writing d for either d¯2
or dTV, we may split up the initial distance as
d(L(N |t),L(Π|t)) ≤ d(L(N |t),L(NC |t)) + d(L(ΠC |t),L(Π|t)) (5.10)
+ d(L(NC |t),L(ΠC |t)). (5.11)
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We can bound the first two summands by using direct couplings,
d¯2(L(N |t),L(NC |t)) ≤ dTV(L(N |t),L(NC |t)) ≤ P(N |t 6= NC |t)
= P(∃i ∈ Iξ \ IξC : tSxi ≥ g(xi))
≤
∫
‖x‖>C
P(tS ≥ g(x)) ξ(dx) (5.12)
(note that
∫
f(x) ξ(dx) =
∑
i∈Iξ f(xi) for measurable f : R2 → R+), and
d¯2(L(Π|t),L(ΠC |t)) ≤ dTV(L(Π|t),L(ΠC |t)) ≤ P(Π|t 6= ΠC |t)
= P
(
Π(t)− ΠC(t) > 0
)
≤M(t)−MC(t)
=
∫
‖x‖>C
P(tS ≥ g(x)) ξ(dx). (5.13)
We apply Theorem 5.1 to get an upper bound for the summand d(L(NC |t),L(ΠC |t)).
For i ∈ IξC (6= ∅ w.l.o.g.), set Ai = {j ∈ IξC : ‖xj − xi‖ ≤ R} and Fi = σ(Zxj : j ∈ Aci),
where Aci = IξC \ Ai. The first two terms appearing in (5.3) and (5.5) are the same up
to prefactors. We bound them as follows.
Term 1 of both. We find∑
i∈IξC
j∈Ai
pi(t)pj(t) =
∫
R2
∫
B¯(x,R)
P(tSy ≥ g(y))P(tSx ≥ g(x)) ξC(dy) ξC(dx)
≤
∫
R2
T‖x‖(R)P(tS ≥ h(d∗))P(tS ≥ g(x)) ξC(dx)
≤M(t)TC(R)P(tS ≥ h(d∗)).
(5.14)
Term 2 of both. We have∑
i∈IξC
j∈Ai,j 6=i
pij ≤ 2
∫
R2
∫
B¯(x,R)\{x}
‖y‖≥‖x‖
P(tSx ≥ g(x), tSy ≥ g(y)) ξC(dy) ξC(dx). (5.15)
Write
bx = bx(σ) :=
1
σ
log
(g(x)
t
)
+
σ
β
(5.16)
and note that we are assuming σ is large enough so that bx > 0 for all x ∈ ξ (i.e.,
β log
(
h(d∗)/t
)
> −σ2). We use the Gaussian Mills ratio bounds (5.7) to find
P(tSx ≥g(x), tSy ≥ g(y)) = P(Zx > bx, Zy > by)
≤ P(Zx + Zy > bx + by)
P(Zx > bx)
P(Zx > bx)
≤
exp(− (bx+by)2
4(1+ρ(x,y))
)
exp(− b2x
2
)
min
{
2bx
bx + by
b2x + 1
b2x
,
√
pi
2
(1 + bx)
}
P(Zx > bx), (5.17)
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here we have used that ρ(x, y) ≤ 1. Now note that since ‖y‖ ≥ ‖x‖ and g is non-
decreasing in the norm of its argument, bx + by ≥ 2bx, so that (5.17) is bounded above
by
exp
{
−b
2
x(1− ρ(x, y))
2(1 + ρ(x, y))
}
min
{
b2x + 1
b2x
,
√
pi
2
(1 + bx)
}
P(Zx > bx). (5.18)
Note that the minimum appearing in (5.18) is of an increasing and decreasing function
in bx and so is bounded by the maximum of the functions evaluated at a common point.
Choosing bx = 5/
√
2pi − 1, we find that the minimum appearing in (5.18) is bounded by
5/2 (numerically the minimum can be found to be around 2.34). To bound the remaining
terms in (5.18), we use that bx ≥ b∗ and that for ‖x‖ ≤ C, ‖y‖ ≤ C, ρ(x, y) ≤ %˜(εC) < 1,
which implies
exp
{
−b
2
x(1− ρ(x, y))
2(1 + ρ(x, y))
}
min
{
b2x + 1
b2x
,
√
pi
2
(1 + bx)
}
≤ 5
2
exp
{
−b
2
∗(1− %˜(εC))
4
}
.
(5.19)
Noting that ∫
R2
∫
B¯(x,R)\{x}
P(Zx > bx) ξC(dy) ξC(dx) ≤ TC(R)M(t),
we obtain from (5.15) and (5.17)–(5.19) that∑
i∈IξC
j∈Ai,j 6=i
pij ≤M(t)TC(R)5e−b2∗(1−%˜(εC))/4.
Term 3 of d¯2. We obtain∑
i∈IξC
E
∣∣E[Ii | Fi]− pi∣∣ = ∑
i∈IξC
E
∣∣P(tSxi ≥ g(xi) ∣∣ (Zxj)j∈Aci )− P(tSxi ≥ g(xi))∣∣
=
∑
i∈IξC
E
∣∣P(Zxi ≥ bi ∣∣ (Zxj)j∈Aci )− P(Zxi ≥ bi)∣∣ , (5.20)
where
bi := bxi =
1
σ
log
(g(xi)
t
)
+
σ
β
.
Write Z˜i = (Zxj)j∈Aci , which is interpreted as a column vector of length ni := #A
c
i . Since
Zxi , Z˜i are jointly (1 + ni)-variate normally distributed with mean vector 0 ∈ R1+ni and
(1 + ni)× (1 + ni) covariance matrix (
1 γ>
γ Γ
)
,
where
γ =
(
ρ(xi, xj)
)
j∈Aci
, and Γ =
(
ρ(xj, xk)
)
j,k∈Aci
,
we obtain by a standard result that L(Zxi ∣∣ (Zxj)j∈Aci = z˜) = N (µi(z˜), τ 2i ), where
µi(z˜) = γ
>Γ−1z˜ and τ 2i = 1− γ>Γ−1γ. (5.21)
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Note that Γ is invertible because it is positive definite by Property P2. Also τ 2i ∈ (0, 1],
because Γ−1 is also positive definite and τ 2i is the conditional normal variance, which by
ρ(x, y) < 1 for x 6= y may not be zero.
Thus, from (5.20), for a standard normally distributed random variable Z that is
independent from Z˜i, we have∑
i∈IξC
E
∣∣E[Ii | Fi]− pi∣∣ = ∑
i∈IξC
E
∣∣∣PZ˜i(Z > bi−µi(Z˜i)τi )− P(Z > bi)∣∣∣ , (5.22)
where PZ˜i denotes the conditional probability given Z˜i. Write b˜i = b˜i(Z˜i) =
bi−µi(Z˜i)
τi
, and
recall that σ is large enough so that bi > 0. We then have∣∣∣PZ˜i(Z > bi−µi(Z˜i)τi )− P(Z > bi)∣∣∣
≤ e
−b2i /2√
2pi
(˜bi − bi)I[˜bi > bi] + e
−b˜2i /2√
2pi
(bi − b˜i)I[0 ≤ b˜i < bi] + I[˜bi < 0]
≤ e
−b2i /2√
2pi
(˜bi − bi)I[˜bi > bi](1 + e−(˜b2i−b2i )/2) + e
−b˜2i /2√
2pi
(bi − b˜i) + I[˜bi < 0]
≤ 2e
−b2i /2√
2pi
(˜bi − bi)I[˜bi > bi] + e
−b˜2i /2√
2pi
(bi − b˜i) + I[˜bi < 0]. (5.23)
We take the expectation of (5.23) against Z˜i, using that b˜i is normal with mean bi/τi
and variance s2i /τ
2
i , where s
2
i := γ
>Γ−1γ = 1 − τ 2i . The following Gaussian expectation
formulas can be checked by straightforward calculation: if X is normal mean m and
variance v2, then
Ee−X2/2 =
1
v
√
2pi
∫ ∞
−∞
e−u
2/2e−(u−m)
2/(2v2) du = (v2 + 1)−1/2e−
m2
2(1+v2) ,
EXe−X2/2 =
1
v
√
2pi
∫ ∞
−∞
ue−u
2/2e−(u−m)
2/(2v2) du = m(v2 + 1)−3/2e−
m2
2(1+v2) ,
EXI[X > 0] ≤
√
v2 +m2.
We then find that the expectation of (5.23) against Z˜i is bounded above by
e−b
2
i /2√
2pi
[
2
τi
√
s2i + b
2
i (1− τi)2 +
τibi(s
2
i + τi(τi − 1))
(s2i + τ
2
i )
3/2
e
b2i (s
2
i+τ
2
i −1)
2(τ2
i
+s2
i
)
]
+ P
(
Z >
bi
si
)
≤ e
−b2i /2√
2pi
[
2
τi
√
s2i (b
2
i s
2
i + 1) + τibi
(
s2i − τi(1− τi)
)]
+ P
(
Z >
bi
si
)
,
since s2i + τ
2
i = 1 and (1− τi) ≤ (1− τ 2i ) = s2i . Now combining this bound with the fact
that b∗ ≤ bi ≤ BC , the Mills ratio inequalities of (5.7) to find
e−b
2
i /2√
2pi
≤ (bi + 1)P(Z > bi) ≤ (BC + 1)P(Z > bi),
P (Z > bi/si) ≤ si(1 + b−2∗ )e−b
2∗(s
−2
i −1)/2P(Z > bi),
and that from (5.29) of Lemma 5.4,
0 ≤ s2i ≤
4pi + 1
δC
TC(R)
(
%˜2(R) +
1√
3R2
∫ ∞
R
s%˜2(s) ds
)
=: F (R,C) = F,
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we find that (5.22) is bounded above by
M(t)(BC + 1)
[
2
τ(R,C)
√
F (B2CF + 1) +BCF
]
+M(t)(1 + b−2∗ )
√
F exp
(−1
2
b2∗(F
−1 − 1)),
where τ(R,C) = mini τi. Note that because 1 < BC and B
2
CF ≤ 1,
(BC + 1)
[
2
τ(R,C)
√
F (B2CF + 1) +BCF
]
≤ 4
√
2
τ(R,C)
BC
√
F + 2B2CF
≤ 8
τ(R,C)
BC
√
F
≤ 8√
1− F 2BC
√
F
by (5.29), since by the above conditions also F < 1.
Thus we obtain for (5.20) the total bound of
M(t)
(
8√
1− F 2BC
√
F + (1 + b−2∗ )
√
Fe−b
2∗(F−1−1)/2
)
(5.24)
Term 4 of d¯2. To bound the final term (5.4), we only have to integrate the bound (5.24)
coming from the third term of (5.3). Writing explicitly the dependence of BC and b∗
on t, replacing t by s and integrating, noting that F is independent of s and M(s) is
non-decreasing in s, we obtain∑
i∈IξC
∫ t
0
E
∣∣P(Yi ≤ s | Fi)− P(Yi ≤ s)∣∣ ds
≤M(t)
(
8√
1− F 2
√
F
∫ t
0
BC(s) ds+
∫ t
0
(1 + b∗(s)−2)
√
Fe−b
2∗(s)(F−1−1)/2 ds
)
.
(5.25)
Since ∫ t
0
BC(s) ds =
1
σ
∫ t
0
log
(h(C)
s
)
ds+ t
σ
β
=
1
σ
[
s+ s log
(h(C)
s
)]t
s=0
+ t
σ
β
=
t
σ
+ tBC(t),
and b∗ is non-increasing in s, we can upper bound (5.25) by
M(t)
(
8t√
1− F 2
(
BC(t) + σ
−1)√F + t(1 + b∗(t)−2)√Fe−b2∗(t)(F−1−1)/2). (5.26)
Term 3 of dTV. Turning to d = dTV now, it remains to estimate the term∑
i∈IξC
E
∥∥∥L(Yi | Fi)∣∣t − L(Yi)∣∣t∥∥∥TV = ∑
i∈IξC
E
∥∥∥L(Yi | (Zxj)j∈Aci )∣∣t − L(Yi)∣∣t∥∥∥TV (5.27)
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in (5.5). Note that for a finite signed measure µ and a bimeasurable bijection g : R →
im(g) ⊂ R we have
‖µg−1‖TV = sup
B∈B
µ(g−1(B))− inf
B∈B
µ(g−1(B)) = sup
B∈B
µ(B)− inf
B∈B
µ(B) = ‖µ‖TV.
Therefore∥∥∥L(Yi | (Zxj)j∈Aci )∣∣t − L(Yi)∣∣t∥∥∥TV = ∥∥∥L(Zxi | (Zxj)j∈Aci )∣∣t − L(Zxi)∣∣t∥∥∥TV
≤ 2dTV
(N (µi(Z˜), τ 2i ),N (0, 1))
≤ 4∣∣1− τ 2i ∣∣+√2pi|µi(Z˜)|, (5.28)
where the last inequality follows from Lemma 5.5 below.
Note that 1 − τ 2i = s2i ≤ F and µi(Z˜) ∼ N (0, s2i ), so that E|µi(Z˜)| = si
√
2/pi. We
bound the number of points of ξC in B¯(0, C) by covering B¯(0, C) by B¯(0, R) and the annuli
Bk = {x ∈ R2 : R + (k − 1)
√
3R < ‖x‖ ≤ R + k√3R}, 1 ≤ k ≤ d(C − R)/(√3R)e =: A.
By Lemma 5.6 below, Bk contains no more than d4pikeTC(R) points of ξC . Therefore
#IξC/TC(R) ≤ 1 +
A∑
k=1
(4pik + 1)
= 2piA2 + (2pi + 1)A+ 1
≤ 2pi
3
C2
R2
+
10pi + 6
3
C
R
,
since C ≥ R. Thus we can bound (5.27) by(2pi
3
C2
R2
+
10pi + 6
3
C
R
)
TC(R)(4F + 2
√
F ).
The following lemma and its use in the proof of Theorem 5.2 above clarifies the form
of Property P2 of ρ in Setup 2.1.
Lemma 5.4. Let ρ be a correlation function radially dominated by %˜ : R+ → [0, 1] and
satisfying P1 and P2 above. Let x0 ∈ R2 and ε > 0 be fixed, δ = δ(ε) > 0 as in
Property P1, and R > 0 large enough to apply Property P2. For arbitrary n ∈ N let
x1, . . . , xn ∈ B¯(x,R)c with min1≤i,j≤n ‖xi − xj‖ ≥ ε. Define T (R) to be the maximum
number of the xi in a ball of radius R,
γ =
(
ρ(x0, xj)
)
1≤j≤n, and Γ =
(
ρ(xj, xk)
)
1≤j,k≤n.
Then
0 ≤ γ>Γ−1γ ≤ 1
δ
(4pi + 1)T (R)
(
%˜2(R) +
1√
3R2
∫ ∞
R
s%˜2(s) ds
)
. (5.29)
Proof. Note that the uniform positive definiteness of ρ yields δ > 0 as a lower bound on
the smallest eigenvalue of the correlation matrix Γ (cf. the proof of Theorem A.1 in the
appendix). Hence the spectral norm of Γ−1/2 is bounded above by 1/
√
δ. Thus
‖Γ−1/2γ‖ ≤ 1√
δ
‖γ‖.
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To bound the norm of γ we subdivide B¯(x0, R)
c
into the annuli Bk = {x ∈ R2 : R +
(k − 1)√3R < ‖x − x0‖ ≤ R + k
√
3R}, k ∈ N. By Lemma 5.6 the annulus Bk contains
no more than d4pikeT (R) points of x1, . . . , xn. Therefore
‖γ‖2 =
n∑
j=1
γ2j =
∞∑
k=1
∑
j : xj∈Bk
γ2j
≤
∞∑
k=1
d4pikeT (R)%˜2((1 + (k − 1)√3)R)
≤ (4pi + 1)T (R)
∞∑
k=1
k%˜2
(
R +
√
3R(k − 1))
≤ (4pi + 1)T (R)
(
%˜2(R) +
∫ ∞
1
r%˜2
(
R +
√
3R(r − 1)) dr)
= (4pi + 1)T (R)
(
%˜2(R) +
1√
3R
∫ ∞
R
(s−R√
3R
+ 1
)
%˜2(s) ds
)
≤ (4pi + 1)T (R)
(
%˜2(R) +
1√
3R2
∫ ∞
R
s%˜2(s) ds
)
,
where the third inequality holds because of P2.
The following lemma is a technical result used in the proof of Theorem 5.2 which
bounds the total variation distance between two normal distributions.
Lemma 5.5. For m ∈ R and s > 0,
dTV(N (m, s2),N (0, 1)) ≤ 2|1− s2|+
√
pi/2 |m|
Proof. According to [Chen et al., 2011, (2.12) of Lemma 2.4], if W is a random variable
and Z ∼ N (0, 1), then for any Borel set A,
|P(W ∈ A)− P(Z ∈ A)| = |E[f ′(W )−Wf(W )]|, (5.30)
where f = fA satisfies |f(z)| ≤
√
pi/2 and |f ′(z)| ≤ 2. Stein’s lemma (or direct compu-
tation) says that if W ∼ N (m, s2), then for any bounded f with bounded derivative we
have
s2Ef ′(W )− E(W −m)f(W ) = 0.
Subtracting this inside of the absolute value of (5.30), we have
|P(W ∈ A)− P(Z ∈ A)| = |E[f ′(W )(1− s2)−mf(W )]|
≤ |1− s2|E|f ′(W )|+ |m|E|f(W )|,
≤ 2|1− s2|+
√
pi/2 |m|,
where we used the bounds on f, f ′. Since this holds uniformly in A, the lemma follows.
The following elementary lemma used in the proofs of Theorem 5.2 and Lemma 5.4
allows to control the maximal number of points of ξ in a set by subdividing it into annuli.
Lemma 5.6. Let η ⊂ R2 be a locally finite set and T (R) = maxx∈R2 η(B¯(x,R)). Then
for any x0 ∈ R2, the annulus Bk = {x ∈ R2 : R + (k − 1)
√
3R < ‖x− x0‖ ≤ R + k
√
3R}
contains no more than d4pikeT (R) points of η.
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Proof. We may clearly set x0 = 0 without loss of generality. Note that the annulus
B = {x ∈ R2 : r0−
√
3
2
R < ‖x‖ ≤ r0 +
√
3
2
R} can be completely covered by ⌈2pi/ψ⌉ closed
balls of radius R with centers placed at (r˜ cos(mψ), (r˜ sin(mψ)), 0 ≤ m ≤ ⌈2pi/ψ⌉ − 1,
where r˜ = (r20 +(R/2)
2)1/2 and ψ = 2 arctan(R/(2r0)). Therefore Bk can be covered with⌈
2pi
/
ψ
⌉
closed R-balls, where r0 = R + (k − 12)
√
3R. By the fact that arctan is concave
on [0,∞) with arctan(0) = 0, we obtain for any a, b > 0 that
arctan((a+ bk)−1) ≥ (a+ bk)−1 arctan((a+ b)
−1)
(a+ b)−1
≥ arctan((a+ b)−1)k−1,
and hence
ψ = 2 arctan
( R
2(1 + (k − 1/2)√3)R
)
≥ 1
2k
for any k ≥ 1. Thus Bk can be covered with d4pike closed R-balls, and therefore cannot
contain more than d4pikeT (R) points of η.
5.2 Random transmitter positions
Say now the transmitter positions form a point process Ξ = {Xi : i ∈ IΞ} =
∑
i∈IΞ δXi
(by the identification at the beginning of Section 2.1) as described in Setup 2.1. Suppose
that in addition to the mean measure λ the second factorial moment measure λ[2] exists,
meaning that
λ(A) = EΞ(A) <∞ for every bounded Borel set A ⊂ R2
λ[2](B) = EΞ[2](B) <∞ for every bounded Borel set B ⊂ R4,
where Ξ[2] =
∑
i 6=j δ(Xi,Xj).
For a Poisson process with mean measure λ it is easily checked that λ[2] = λ⊗ λ; see
Example 9.5(d) in [Daley and Vere-Jones, 2008, Section 9.5]. For a hard core process with
minimal distance ε∗, the maximal number of points that can lie in a fixed bounded set
is bounded, so the second factorial moment measure always exists; it is readily checked
that
λ[2]({(x, y) ∈ R2 × R2 : ‖y − x‖ < ε∗}) = 0. (5.31)
A direct consequence of the definition of these moment measures is that for general Ξ
and non-negative measurable functions h1, h2,
E
∫
R2
h1(x)Ξ(dx) =
∫
R2
h1(x) λ(dx), (5.32)
E
∫
R2×R2
h2(x, y)Ξ(dx)Ξ(dy) =
∫
R2×R2
h2(x, y) λ[2](dx× dy) +
∫
R2
h2(x, x) λ(dx); (5.33)
see for example [Daley and Vere-Jones, 2008, Section 9.5]. The first expression (5.32) is
sometimes called Campbell’s theorem.
Denote now by N = N (Ξ,σ) and Π the corresponding processes based on Ξ instead of
the fixed ξ, where the signal strengths {Sx, x ∈ R2} are assumed to be independent of Ξ.
Note that N(t) =
∫
R2 I[g(x)/Sx ≤ t] Ξ(dx) and by independence and (5.32),
M(t) = EN(t) = E
∫
R2
P(g(x)/Sx ≤ t |Ξ) Ξ(dx) =
∫
R2
P(g(x)/Sx ≤ t) λ(dx). (5.34)
Theorem 2.2 implies that M(t) = L(t) = κpit2/β/K2, which does not depend on σ.
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Theorem 5.7. Let t > 0 and σ,Ξ and N := N (Ξ,σ) be defined as in Setup 2.1. Use Π to
denote the Poisson process on R+ that has the same mean measure M as N . Denote the
conditional mean measure of N given Ξ by MΞ. Let R > 0 be large enough to apply P2.
Fix positive constants C ≥ R, d ≤ C such that b := b(d) = 1
σ
log(h(d)/t) + σ
β
> 0. Also
set BC =
1
σ
log(h(C)/t) + σ
β
and δ(ε) to be the uniform positive definite constant of P1
for ε > 0. Furthermore for any T ∗ > 0, set
FT ∗,ε := F (R, T
∗, ε) =
1
δ(ε)
(4pi + 1)T ∗
(
%˜2(R) +
1√
3R2
∫ ∞
R
s%˜2(s) ds
)
,
and assume that BC > 1, and B
2
CF ≤ 1.
(i) Let Ξ be a homogeneous Poisson process with intensity κ, assume that T ∗ ≥ 16κR2,
choose further constants ε0, εC > 0, and set F := FT ∗,εC . Then
d¯2(L(N |t),L(Π|t)
≤ 2κ
∫
‖x‖>C
P(tS ≥ g(x)) dx+ E ∣∣MΞ(t)−M(t)∣∣+ E∫ t
0
∣∣MΞ(s)−M(s)∣∣ ds
+M(t)
[
(κpiR2 + 1)P(tS ≥ h(d)) + 5κpi
(
ε20 +R
2e−b
2(1−%˜(ε0))/4
)]
+ (t+ 1)M(t)
[
8(BC + σ
−1)
√
F√
1− F 2 + (1 + b
−2)
√
Fe−b
2(F−1−1)/2
]
+ κpid2 + (C/R + 1)2 exp
{
−T ∗
(
log
(
T ∗
16κR2
)
− 1
)
− 16κR2
}
+ (2C/εC + 1)
2(4κε2C)
2.
(ii) Let Ξ be an intensity κ second order stationary hard core process with distance
ε∗ > 0, fix T ∗ := 4
(R+ε∗/2
ε∗
)2
, and set F := FT ∗,ε∗. Then,
d¯2(L(N |t),L(Π|t)
≤ 2κ
∫
‖x‖>C
P(tS ≥ g(x)) dx+ E ∣∣MΞ(t)−M(t)∣∣+ E∫ t
0
∣∣MΞ(s)−M(s)∣∣ ds
+M(t)T ∗
[
P(tS ≥ h(d)) + 5e−b2(1−%˜(ε∗))/4
]
+ κpid2
+ (t+ 1)M(t)
[
8(BC + σ
−1)
√
F√
1− F 2 + (1 + b
−2)
√
Fe−b
2(F−1−1)/2
]
.
We defer the discussion about convergence as σ →∞ until after the proof; see Theo-
rem 5.8 below.
Proof. For the initial estimates the nature of the process Ξ (Poisson or hard core) is not
important.
Note that (5.2) implies d¯2 can be written as a supremum of absolute differences of
expectations over a class of functions F , so that for any point processes A and B,
d¯2(L(A),L(B)) = sup
f∈F
∣∣Ef(A)− Ef(B)∣∣
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= sup
f∈F
∣∣E(E(f(A) |Ξ)− E(f(B) |Ξ))∣∣
≤ E sup
f∈F
∣∣E(f(A) |Ξ)− E(f(B) |Ξ)∣∣
= Ed¯2(L(A |Ξ),L(B |Ξ)).
Denote by ΠΞ the point process which conditionally on Ξ is a Poisson process with
(conditional) mean measure MΞ. Thus, ΠΞ is a so-called Cox process, a mixture of
Poisson processes.
Split up the original distance as
d¯2(L(N |t),L(Π|t)) ≤ d¯2(L(N |t),L(ΠΞ|t)) + d¯2(L(ΠΞ|t),L(Π|t)) (5.35)
We upper bound the second term by conditioning on Ξ and using Lemma B.1 in
Appendix B below, which bounds the d¯2 distance between two Poisson point processes
on [0, t]. Thus
d¯2(L(ΠΞ|t),L(Π|t)) ≤ Ed¯2(L(ΠΞ|t |Ξ),L(Π|t))
≤ E
∫ t
0
∣∣MΞ(s)−M(s)∣∣ ds+ E∣∣MΞ(t)−M(t)∣∣. (5.36)
Conditioning the first term also on Ξ yields
d¯2(L(N |t),L(ΠΞ|t)) ≤ Ed¯2(L(N |t |Ξ),L(ΠΞ|t |Ξ)).
The term inside the mean corresponds precisely to the term bounded in Theorem 5.2,
except that not every transmitter configuration Ξ satisfies all of the minimal distance
and maximal point count requirements imposed for the deterministic configuration ξ
in Theorem 5.2. Following the proof of that theorem we truncate the configurations
to B¯(0, C), which did not use any conditions. Set ΞC = Ξ|B¯(0,C), NC = N (ΞC ,σ), and
ΠΞC = Π
ΞC . Since
E
∫
‖x‖>C
P(tS ≥ g(x)) Ξ(dx) =
∫
‖x‖>C
P(tS ≥ g(x)) λ(dx) (5.37)
in the same way as (5.34), we obtain
Ed¯2(L(N |t |Ξ),L(ΠΞ|t |Ξ)) ≤ 2
∫
‖x‖>C
P(tS ≥ g(x)) λ(dx)
+ Ed¯2
(L(NC |t |Ξ),L(ΠΞC |t |Ξ)). (5.38)
We may now apply Theorem 5.1 to the term inside the mean on the good event that the
transmitters are not too close to each other or the origin and then bound the probability
that the good event does not occur.
To this end, let DΞC = minx∈ΞC ‖x‖, EΞC = infx,y∈ΞC ,x 6=y ‖x − y‖, and TΞC (R) =
maxx∈ΞC ΞC(B¯(x,R)). For the positive constants d, T
∗, and setting ε = εC in the Poisson
case and ε = ε∗ in the hard core case, define the events
D = {DΞC ≥ d}, E = {EΞC ≥ ε}, T = {TΞC (R) ≤ T ∗}.
We first bound
Ed¯2
(L(NC |t |Ξ),L(ΠΞC |t |Ξ))
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≤ E
(
d¯2
(L(NC |t |Ξ),L(ΠΞC |t |Ξ)) I[D ∩ T ∩ E ])+ P(Dc) + P(Ec) + P(T c).
Note that
P(Dc) = P(Ξ(B˚(0, d)) > 0) ≤ E(Ξ(B˚(0, d))) = κpid2; (5.39)
the remaining two probabilities are bounded further below, because we have to distinguish
whether Ξ is Poisson or hard core.
For the d¯2 term, conditional on Ξ and under the good event, we apply Theorem 5.1
with Ai = {j ∈ IΞ : ‖Xi −Xj‖ ≤ R} and bound the four terms in (5.3) and (5.4) in the
analogous way as in Theorem 5.2 taking always the 1 in the minimum in the prefactor.
For the first and second terms of (5.3) we have to distinguish whether Ξ is Poisson
or hard core, so we postpone this part to further below. For the third term of (5.3) and
the term (5.4), we obtain immediately from (5.24) and (5.26) (noting that the M(t) =
M (ξ,σ)(t) in those formulae are integrals with respect to ξ)
(t+ 1)
∫
R2
P(Z > bx) Ξ(dx)
[
8(BC + σ
−1)
√
F√
1− F 2 + (1 + b
−2)
√
Fe−b
2(F−1−1)/2
]
, (5.40)
and after taking expectations this yields the required bound.
It remains to bound the first and second term of (5.3) and also P(Ec) and P(T c).
(i) The Poisson process case.
For the first term in (5.3), we obtain
I[D ∩ E ∩ T ]
∫
R2
∫
B¯(x,R)
P(tS ≥ g(y))P(tS ≥ g(x)) ΞC(dy) ΞC(dx)
≤ P(tS ≥ h(d))
∫
R2
∫
B¯(x,R)
P(tS ≥ g(x)) Ξ(dy) Ξ(dx).
After taking expectation, using (5.33), this yields an upper bound of
P(tS ≥ h(d))
(∫
R2
∫
B¯(x,R)
P(tS ≥ g(x))κ2 dy dx+
∫
R2
P(tS ≥ g(x))κ dx
)
= (κpiR2 + 1)M(t)P(tS ≥ h(d)). (5.41)
For the second term in (5.3), we first note that the arguments in the proof of The-
orem 5.2 from (5.17) to (5.19) imply that, for x, y ∈ R2 with ‖y‖ ≥ ‖x‖ ≥ d (so that
by ≥ bx ≥ b > 0),
P(tSx ≥ g(x), tSy ≥ g(y)) ≤ 5
2
exp
{
−b
2(1− ρ(x, y))
4
}
P(tS ≥ g(x)), (5.42)
where b = b(d) = 1
σ
log
(
h(d)
t
)
+ σ
β
. Thus, similarly to the argument starting from (5.15),
I[D ∩ E ∩ T ]
∫
R2
∫
B¯(x,R)\{x}
P(tSx ≥ g(x), tSy ≥ g(y)) ΞC(dy) ΞC(dx)
≤ 2 I[D]
∫
R2
∫
B¯(x,R)\{x}
‖y‖≥‖x‖
P(tSx ≥ g(x), tSy ≥ g(y)) Ξ(dy) Ξ(dx)
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≤ 5
∫
R2
∫
B¯(x,R)\{x}
exp
{
−b
2(1− ρ(x, y))
4
}
P(tS ≥ g(x)) Ξ(dy) Ξ(dx)
≤ 5
(∫
R2
∫
B¯(x,R)\B¯(x,ε0)
exp
{
−b
2(1− %˜(ε0))
4
}
P(tS ≥ g(x)) Ξ(dy) Ξ(dx)
+
∫
R2
∫
B¯(x,ε0)\{x}
P(tS ≥ g(x)) Ξ(dy) Ξ(dx)
)
.
After taking expectations using (5.33), this yields as an upper bound of the second term
5
(∫
R2
∫
B¯(x,R)\B¯(x,ε0)
exp
{
−b
2(1− %˜(ε0))
4
}
P(tS ≥ g(x))κ2 dy dx
+
∫
R2
∫
B¯(x,ε0)
P(tS ≥ g(x))κ2 dy dx
)
≤ 5κpiR2M(t)e−b2(1−%˜(ε0))/4 + 5κpiε20M(t). (5.43)
For the remaining terms, note that
P(Ec) = P(EΞC < εC) = P(TΞC (εC/2) ≥ 2),
P(T c) = P(TΞC (R) > T ∗).
In general, if TΞC (r) ≥M then at least one of the set of (2dC/(2r)e−1)2 squares with side
length 4r and centers at the points {(2ri, 2rj) : i, j = −dC/(2r)e+ 1, . . . , dC/(2r)e − 1}
must have at least M points in it. This is because for any disc D of radius r the set
D∩ B¯(0, C) is completely contained in one of the squares in the set (since it intersects at
most four of the 2r × 2r squares formed by overlap which must have a common corner).
Thus if  denotes the 4r × 4r square with center at the origin, then
P(TΞC (r) ≥M) ≤ (C/r + 1)2P(ΞC() ≥M).
For Ec, we then have
P(TΞC (εC/2) ≥ 2) ≤ (2C/εC + 1)2(1− exp{−4κε2C}(1 + 4κε2C))
≤ (2C/εC + 1)2(4κε2C)2. (5.44)
For T c, let Xµ denote a Poisson variable with mean µ. Then since T ∗ ≥ 16κR2,
P(TΞC (R) > T
∗) ≤ (C/R + 1)2P(X16κR2 ≥ T ∗)
≤ (C/R + 1)2 exp
{
−T ∗
(
log
(
T ∗
16κR2
)
− 1
)
− 16κR2
}
, (5.45)
where we have used the Poisson Chernoff bound, for s ≥ µ,
P(Xµ ≥ s) ≤ exp{−s(log(s/µ)− 1)} − µ}.
Collecting (5.36), (5.37), (5.41), (5.43), the expectation of (5.40), as well as (5.39),
(5.44), and (5.45) yields the required upper bound.
(ii) The hard core process case.
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Note first that the maximum number of points of Ξ contained in any ball of radius R can
be bounded by the maximum number of non-overlapping balls of radius ε∗/2 that can be
placed into a ball of radius R + ε∗/2. By comparing the areas of the balls we obtain
TΞ(R) = max
x∈Ξ
Ξ(B¯(x,R)) ≤ 4
(
R + ε∗/2
ε∗
)2
= T ∗, (5.46)
For the first term in (5.3), we argue similarly to the Poisson process case to find, after
taking expectation, an upper bound of
E
∫
R2
∫
B¯(x,R)
P(tS ≥ h(d))P(tS ≥ g(x)) Ξ(dy) Ξ(dx)
= P(tS ≥ h(d))E
∫
R2
Ξ(B¯(x,R))P(tS ≥ g(x)) Ξ(dx)
≤ P(tS ≥ h(d))T ∗E
∫
R2
P(tS ≥ g(x)) Ξ(dx)
= M(t)T ∗P(tS ≥ h(d)). (5.47)
For the second term in (5.3), we obtain in the analogous way as for the Poisson process
case
I[D ∩ E ∩ T ]
∫
R2
∫
B¯(x,R)\{x}
P(tSx ≥ g(x), tSy ≥ g(y)) ΞC(dy) ΞC(dx)
≤ 2 I[D]
∫
R2
∫
B¯(x,R)\{x}
‖y‖≥‖x‖
P(tSx ≥ g(x), tSy ≥ g(y)) Ξ(dy) Ξ(dx)
≤ 5
∫
R2
∫
B¯(x,R)\{x}
exp
{
−b
2(1− %˜(ε∗))
4
}
P(tS ≥ g(x)) Ξ(dy) Ξ(dx)
≤ 5M(t)T ∗e−b2(1−%˜(ε∗))/4, (5.48)
where we used (5.46) again for the last inequality.
For the remaining terms, note that
P(Ec) ≤ P(EΞ < ε∗) = 0,
P(T c) ≤ P(TΞ(R) > T ∗) = 0.
Collecting (5.36), (5.37), (5.47), (5.48), the expectation of (5.40), as well as (5.39)
yields the required upper bound.
In order to use Theorem 5.7 to show a convergence result for the hard core process,
we assume a mild “B+2 -mixing” condition which we now describe.
For a second-order stationary point process with intensity κ, [Daley and Vere-Jones,
2008, Proposition 12.6.III] yields that there exists a “reduced” measure λ˘[2] on R2 satis-
fying ∫
R2×R2
h(x, y) λ[2](dx× dy) =
∫
R2
∫
R2
h(x, x+ y)κ dx λ˘[2](dy) (5.49)
for every measurable function h : R2 × R2 → R+ (note that we normalize differently
than [Daley and Vere-Jones, 2008]). As can be seen from [Daley and Vere-Jones, 2008,
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Proposition 13.2.VI] and the discussion following it, we may interpret λ˘[2](B) as the
expected number of other transmitters in the set x+B given there is a transmitter at x.
We assume that there exists a (necessarily locally finite) signed measure γ˘[2] on R2,
called the reduced covariance measure, which satisfies
γ˘[2](B) = λ˘[2](B)− λ(B) (5.50)
for any bounded Borel set B ⊂ R2. Furthermore we assume that γ˘[2] is [−∞,∞)-valued,
which is the same as saying that the positive variation γ˘+[2] (the positive part in the Jordan
decomposition of γ˘[2]) is finite. We refer to the existence of a reduced covariance measure
of finite positive variation as B+2 -mixing, with regard to the frequently used stronger
concept of B2-mixing, which means that γ˘[2] (or equivalently its variation |γ˘[2]|) is finite;
see e.g. [Heinrich and Pawlas, 2013].
Second order stationary hard core point processes with B2- (hence also B
+
2 -) mixing
form a rich family which covers most reasonable models of transmitter configurations with
minimal distance. If we thin a B2-mixing process according to a stationary (and typically
dependent) thinning procedure given by a random field {pix, x ∈ R2} of retention prob-
abilites satisfying
∫
R2 Cov(pi0, pix) dx < ∞, then the thinned process is still B2-mixing;
see [Heinrich and Pawlas, 2013, Example 4, Section 6]. Likewise, if we start from a B2-
mixing process of cluster centers and replace each center c by a random number of i.i.d.
points distributed according to a fixed distribution that is shifted to c, then the result is
B2-mixing again if the distribution of the cluster sizes has second moment; see [Heinrich,
2013, Example 4.1]. The possibility of using either or both of these operations on any
of the known stationary B2-mixing processes, such as the homogeneous Poisson process,
any stationary log-Gaussian Cox process with integrable covariance function of the un-
derlying random field (seen from [Møller and Waagepetersen, 2004, Proposition 5.4]),
or any stationary determinantal point process [Biscio and Lavancier, 2016], gives us a
wide choice of possible models. As long as the last thinning step leaves the model with
a hard core, item (ii) of the theorem below is applicable. Arguably the easiest natural
way to introduce a hard core is by the Mate´rn “type II” thinning procedure described
in [Stoyan et al., 1987, Section 5.4]: The points are equipped with i.i.d. marks that can be
interpreted as “virtual birth (or construction) times” of the points; the thinned process
consists then of those points of the original process that are older than any other points
within a pre-specified hard core distance ε∗ > 0.
To understand both B2- and B
+
2 -mixing intuitively, note that for disjoint bounded
Borel sets A,B ⊂ R2, we have by (5.49) and the translation invariance of Lebesgue
measure
Cov(Ξ(A),Ξ(B)) = λ[2](A×B)− κ2|A| |B| =
∫
R2
∫
R2
I[x ∈ A] I[x+ y ∈ B]κ dx γ˘[2](dy).
Thus, for any bounded Borel set A ⊂ R2 with diam(A) := supx,y∈A ‖x− y‖ and any (not
necessarily bounded) Borel sets Bn ⊂ B¯(0, n)c, n ∈ N, we have as n→∞∣∣Cov(Ξ(A),Ξ(Bn))∣∣ ≤ κ · |A| · |γ˘[2]|(B¯(0, n− diam(A))c)→ 0
under B2-mixing since ‖γ˘[2]‖TV = |γ˘[2]|(R2) <∞, and(
Cov(Ξ(A),Ξ(Bn))
)+ ≤ κ · |A| · γ˘+[2](B¯(0, n− diam(A))c)→ 0
under B+2 -mixing since γ˘
+
[2](R
2) <∞.
We state our convergence result.
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Theorem 5.8. Let t > 0 and σ,Ξ and N := NΞ,σ be defined as in Setup 2.1. Use Π to
denote the Poisson process on R+ that has the same mean measure M as N . Denote the
conditional mean measure of N given Ξ by MΞ. If either
(i) Ξ is a homogeneous Poisson process with intensity κ > 0, and for some c > 0,
we may take for the uniform positive definite constant of P1: δ = δ(ε) = Ω(εc) as
ε→ 0, and for some a > 0, we have that %˜(r) = O(e−ar) as r →∞, or
(ii) Ξ is a B+2 -mixing second order stationary hard core process with distance ε∗ > 0
and intensity κ > 0, and %˜(r) = O(r−(1+a)) for some a > 0,
then as σ →∞,
d¯2(L(N |t),L(Π|t))→ 0.
Proof. We apply Theorem 5.7. For both cases, set C = exp{σ2/β2 + σ1.1} so that,
following the proof of Theorem 5.3, the first term in the bound goes to zero. For σ large
enough, we can set d = σ−2 and the condition that b = b(d) > 0 is satisfied. Note that
b = b(d) = Θ(σ). Using that for any γ > 0,
P(tS ≥ h(γ)) ≤ t
1/βES1/β
Kγ
=
t1/βe−σ
2/(2β2)
Kγ
, (5.51)
we find that for any p > 0, if R = σp, then
R2P(tS ≥ h(d)) ≤ σ2+2p t
1/βe−σ
2/(2β2)
K
→ 0.
For the Poisson case (i), set εC = exp{−σ2/β2 − 2σ1.1} so that CεC → 0 and set
T ∗ = 16eκR2. Then note that the conditions on %˜ imply F = O(ε−cC R
2e−2aR) and set
R = σ3 so that BC
√
F → 0 (since BC = O(σ)). We further set ε0 := σ−1 + sup{ε ≥ 0 :
1−%˜(ε) ≤ σ−1} which is well-defined and tends to zero as σ →∞ since %˜ is non-increasing
to zero with %˜(r) = 1 if and only if r = 0.
For the hard core case (ii), the tail conditions on %˜ imply that F = O(R−2a), so
choosing R = σ2/a ensures BC
√
F → 0.
With these choices of parameters, it is straightforward to see that for both cases,
almost all of the terms from Theorem 5.7 tend to zero as σ → ∞; the exceptions are
E
∣∣MΞ(t)−M(t)∣∣ and
E
∫ t
0
∣∣MΞ(s)−M(s)∣∣ ds. (5.52)
Note that by Cauchy–Schwarz E|MΞ(s)−M(s)| ≤√Var(MΞ(s)) for 0 ≤ s ≤ t. We
show Var(MΞ(s))→ 0 uniformly in s ∈ [0, t] (and note the calculations below justify the
finiteness of the second moment of MΞ(s)), which by applying Fubini shows that (5.52)
tends to zero.
For both the Poisson and the hard core case, use (5.33) to find
Var(MΞ(s)) = EMΞ(s)2 −M(s)2
= E
∫
R2×R2
P(sS ≥ g(x))P(sS ≥ g(y)) Ξ(dx) Ξ(dy)−M(s)2
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=∫
R2
P(sS ≥ g(x))2λ(dx)
+
∫
R2×R2
P(sS ≥ g(x))P(sS ≥ g(y)) λ[2](dx× dy)
−
∫
R2×R2
P(sS ≥ g(x))P(sS ≥ g(y)) λ(dx)λ(dy).
(5.53)
In the Poisson case (i), we have λ[2] = λ⊗ λ, so that
Var(MΞ(s)) =
∫
R2
P(sS ≥ g(x))2 λ(dx)
≤
∫
‖x‖≤σ−1
P(sS ≥ g(x))2 λ(dx) +
∫
‖x‖>σ−1
P(sS ≥ g(x))2 λ(dx)
≤ κpiσ−2 +M(s)P(sS ≥ h(σ−1))
≤ κpiσ−2 +M(s)K−1s1/βσe−σ2/(2β2)
≤ κpiσ−2 +M(t)K−1t1/βσe−σ2/(2β2) σ→∞−→ 0,
where in the second last inequality we use (5.51).
In the hard core case (ii), we note that the first term in (5.53) is the same as in the
Poisson case and thus goes to zero uniformly in s ∈ [0, t]. By B+2 -mixing the positive
variation γ˘+[2] of γ˘[2] is a finite measure. Assume σ > 2/ε∗ and note that Dσ := {(x, y) ∈
R2 × R2 : ‖x‖ ≤ 1/σ, ‖y‖ ≤ 1/σ} ⊂ {(x, y) ∈ R2 × R2 : ‖y − x‖ < ε∗} on which λ[2] is
zero. Write furthermore D˜σ := {(x, y) ∈ R2 × R2 : ‖x‖ ≤ 1/σ, ‖x+ y‖ ≤ 1/σ}.
Using (5.49) and the fact that λ(dx) = κ dx is translation invariant, we obtain as an
upper bound of the remaining terms of (5.53), showing for the equality below first that
it holds when integrating over D˜cσ ∩
(
R2 × B¯(0, n)) for arbitrary n ∈ N,∫
D˜cσ
P(sS ≥ g(x))P(sS ≥ g(x+ y)) λ(dx) λ˘[2](dy)
−
∫
D˜cσ
P(sS ≥ g(x))P(sS ≥ g(x+ y)) λ(dx)λ(dy)
=
∫
D˜cσ
P(sS ≥ g(x))P(sS ≥ g(x+ y)) λ(dx) γ˘[2](dy)
≤
∫
(x,y) : ‖x‖>1/σ
P(sS ≥ g(x))P(sS ≥ g(x+ y)) λ(dx) γ˘+[2](dy)
+
∫
(x,y) : ‖x+y‖>1/σ
P(sS ≥ g(x))P(sS ≥ g(x+ y)) λ(dx) γ˘+[2](dy)
≤ P(sS ≥ h(1/σ))
∫
R2
∫
R2
P(sS ≥ g(x+ y)) λ(dx) γ˘+[2](dy)
+ P(sS ≥ h(1/σ))
∫
R2
P(sS ≥ g(x)) λ(dx)
∫
R2
γ˘+[2](dy)
≤ 2 γ˘+[2](R2)M(s)P(sS ≥ h(1/σ))
≤ 2 γ˘+[2](R2)M(t)K−1t1/βσe−σ
2/(2β2) σ→∞−→ 0,
where the second last inequality uses again the translation invariance of λ.
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Proof of Theorem 2.3. The convergence results Theorems 5.3 and 5.8 combined with
Lemma B.1 in Appendix B and the mean convergence result Theorem 2.2 show that
for each item, N |t converges in distribution to a Poisson process with the appropriate
mean measure. The process convergence follows from [Keeler et al., 2014, Lemma 4.1],
read from [Kallenberg, 1983].
A Uniformly positive definite correlation functions
We provide a number of tools for establishing uniform positive definiteness of correlation
functions and give examples. For later reference, we consider correlation functions ρ on
general d-dimensional space here. Assume first that ρ is continuous and stationary, i.e.,
ρ(x, y) = ρ(x−y) depends only on the difference of its arguments x, y ∈ Rd. By Bochner’s
Theorem there is then a unique symmetric probability measure M on Rd such that
ρ(z) =
∫
Rd
eix
>z M(dx) =
∫
Rd
cos(x>z) M(dx), z ∈ Rd.
Recall that the density f (if it exists) of M with respect to Lebesgue measure, is called
the spectral density. If ρ is integrable, then f can be obtained by the inverse Fourier
transform
f(x) =
1
(2pi)d
∫
Rd
e−ix
>zρ(z) dz =
1
(2pi)d
∫
Rd
cos(x>z)ρ(z) dz, x ∈ Rd. (A.1)
The following theorem gives sufficient conditions for uniform positive definiteness.
Theorem A.1. Let ρ : Rd → R be a correlation function (i.e., symmetric and positive
semidefinite) that is continuous and integrable. Assume that ρ has a spectral density f
that is bounded away from 0 on every ball B¯(0, H), H > 0. Then ρ is uniformly positive
definite. The parameter δ in the definition can be chosen as
δ = δ(ε) =
pid/2
2d+1Γ(d
2
+ 1)
Hdf0(H) (A.2)
for arbitrary
H ≥ 24
ε
(
piΓ2(d/2 + 1)
9
)1/(d+1)
,
where f0(H) = infx∈B¯(0,2H) f(x).
Proof. Let ε > 0, n ∈ N and x˜1, . . . , x˜n ∈ Rd with mini 6=j ‖x˜i − x˜j‖ ≥ ε. For all v ∈ Rn
we have by spectral decomposition
n∑
i,j=1
vivjρ(x˜i, x˜j) ≥ λx˜‖v‖2,
where λx˜ is the smallest eigenvalue of the matrix (ρ(x˜i, x˜j))1≤i,j≤n. By [Wendland, 2005,
Theorem 12.3] the δ given in (A.2) is a (uniform) lower bound on λx˜. To see this note
that by (A.1) the Fourier transform Φ̂ in [Wendland, 2005] is just (2pi)d/2f . Since δ is
positive by the condition on f , the claim is shown.
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As examples we give two very general classes of isotropic (i.e. rotationally invariant)
correlation functions that can be shown to be u.p.d. by the above theorem. We refer
to [Gelfand et al., 2010, Sections 2.7 and 5.2] for more details on these and other examples.
Example A.2 (The Mate´rn class of correlation functions and its boundaries). This is
arguably the most popular class in spatial statistics nowadays. We have
ρ(z) =
1
2ν−1Γ(ν)
(‖z‖
θ
)ν
Kν(‖z‖/θ),
where Kν is the modified Bessel function of the second kind, defined in [Abramowitz and
Stegun, 1964, (9.6.1)]. Explicit formulae exist for ν ∈ {k − 1
2
: k ∈ N}. For example, for
ν = 1
2
we obtain the popular exponential correlation function, ρ(z) = exp(−‖z‖/θ). The
parameter ν > 0 controls the regularity of the paths of a Gaussian random field with
correlation function ρ, while θ > 0 controls the spatial scale on which there is substantial
correlation. Various other parametrizations for the Mate´rn class exist. For general ν > 0
the spectral density is given by
f(x) =
Γ(ν + d/2)θd
Γ(ν)pid/2
(
1 + θ2‖x‖2)−(ν+d/2).
So by Theorem A.1 ρ is uniformly positive definite and the factor δ can be computed
explicitly. In particular note that δ(ε) = Ω(ε2ν) as ε→ 0.
Furthermore, according to [Abramowitz and Stegun, 1964, 9.7.2],
lim
r→∞
Kν(r)√
pi
2r
e−r
= 1,
and so for our results above, we can take
%˜(r) = O
(
rν−1/2e−r/θ
)
,
as r →∞. Thus Theorem 2.3 applies for these correlation functions.
Letting ν → 0, we obtain the so-called nugget correlation function ρ(z) = 1{z =
0}, which is trivially u.p.d. with constant δ = 1. In our setting, this corresponds to
the case where the shadowing variables are independent which is already understood.
From an applied point of view it is sometimes useful to replace θ by θ′/
√
2ν, which
stabilizes ρ as ν → ∞. Letting ν → ∞ in this parameterization, we obtain the squared
exponential (or Gaussian) correlation function ρ(z) = exp(−‖z‖2/(2θ′2)) and we can set
%˜(r) = exp(−r2/(2θ′2)). The spectral density is given by
f(x) =
(
θ′√
2pi
)d
exp(−θ′2‖x‖2/2)
and thus ρ is u.p.d. again by Theorem A.1 and δ can be taken to be Θ(ε−d exp{−Cθ′/ε2})
for some positive constant Cθ′ , which is not Ω(ε
c) as ε→ 0 for any c > 0.
Example A.3 (Compactly supported polynomials of minimal degree). [Wendland,
2005], Section 9.3–9.4, studies isotropic positive semidefinite functions ρ(z) = ρ0(‖z‖),
z ∈ Rd, where ρ0 : R → R is continuous, a polynomial on [0, 1], constant zero on [1,∞],
and symmetrically extended to R (for the question of differentiability at zero). In partic-
ular the author constructs functions φd,k that satisfy the property that they have minimal
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degree among all ρ0 of the above form that are in C
2k(R). See [Wendland, 2005], Sec-
tion 9.4, for concrete formulae.
Corollary 12.8 of [Wendland, 2005] together with the considerations from the proof of
Theorem A.1 yield that for k ∈ N, d ∈ N and for k = 0, d ≥ 3 the correlation function
ρ : Rd → R, given by
ρ(z) =
φd,k(‖z‖)
φd,k(0)
,
is uniformly positive definite with δ = Cd,k ε
2k+1, where Cd.k is a positive constant that
can be computed in principle. Moreover, since the ρ is only supported on a compact
set, Theorem 2.3 applies for these correlation functions. Note also there is an analogous
discussion and conclusion where the interval [0, 1] is replaced by [0, θ] for θ > 0.
B Technical Poisson Convergence Results
Proof of Theorem 5.1. Set X = [0, t] and recall that we denote by N the set of finite
point configurations on X equipped with the usual σ-algebra N . Let Υ ∼ Pop(λ).
Note that both metrics considered are of the form
d
(L(Ψ|t),L(Υ|t)) = sup
f∈F
∣∣Ef(Ψ|t)− Ef(Υ|t)∣∣,
where F = FTV = {1A : A ∈ N} is the set of measurable indicators if d = dTV and
F = FW =
{
f˜ : N→ R ; |f˜(ψ)− f˜(υ)| ≤ d¯1(ψ, υ) for all ψ, υ ∈ N
}
is the set of 1-Lipschitz-continuous functions with respect to the OSPA metric d¯1 if d = d¯2.
We use Stein’s method for Poisson process approximation as presented in [Barbour
and Brown, 1992] (see e.g. the proof of Theorem 2.4 in that paper). For any function
f ∈ F there is a function h = hf : N→ R so that we can equate f(·)−Ef(Υ|t) = (Ahf )(·),
where A is the generator of a spatial immigration-death process on X with immigration
measure λ|t and unit per-capita death rate. Write
‖∆1h‖ = sup
x∈X
ξ∈N
∣∣h(ξ + δx)− h(ξ)∣∣,
‖∆2h‖ = sup
x,y∈X
ξ∈N
∣∣h(ξ + δx + δy)− h(ξ + δx)− h(ξ + δy) + h(ξ)∣∣.
By [Barbour and Brown, 1992, Lemma 2.2] we obtain ‖∆1h‖, ‖∆2h‖ ≤ 1 if f ∈ FTV, and
by [Schuhmacher and Xia, 2008, Proposition 4.1] ‖∆1h‖, ‖∆2h‖ ≤ min
(
1, 1+2 log
+(λ(t))
λ(t)
)
=:
c(λ) if f ∈ FW. The finiteness of these bounds justifies the integrability in the various
statements below.
Noting that Ψ|t =
∑
i∈I IiδYi , we obtain
Ef(Ψ|t)− Ef(Υ|t) = EAh(Ψ|t)
= E
∫ t
0
[
h(Ψ|t + δs)− h(Ψ|t)
]
λ(ds) + E
∫ t
0
[
h(Ψ|t − δs)− h(Ψ|t)
]
Ψ|t(ds)
= E
∑
i∈I
∫ t
0
[
h(Ψ|t + δs)− h(Ψ|t)
]
λi(ds) + E
∑
i∈I
Ii
[
h(Ψ|t − δYi)− h(Ψ|t)
]
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= E
∑
i∈I
∫ t
0
([
h(Ψ|t + δs)− h(Ψ|t)
]− [h(Ψ(i)|t + δs)− h(Ψ(i)|t)]) λi(ds) (B.1)
+ E
∑
i∈I
∫ t
0
[
h(Ψ(i)|t + δs)− h(Ψ(i)|t)
]
λi(ds)− E
∑
i∈I
Ii
[
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
]
(B.2)
+ E
∑
i∈I
(
Ii
[
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
]− Ii[h(Ψ|t)− h(Ψ|t − δYi)]), (B.3)
where Ψ(i)|t =
∑
j∈Aci IiδYi . We bound the absolute values of the three terms on the right
hand side. For the absolute value of (B.1), we obtain∣∣∣∣E∑
i∈I
∫ t
0
([
h(Ψ|t + δs)− h(Ψ|t)
]− [h(Ψ(i)|t + δs)− h(Ψ(i)|t)]) λi(ds)∣∣∣∣
≤ E
(∑
i∈I
∫ t
0
‖∆2h‖
(∑
j∈Ai
Ij
)
λi(ds)
)
= ‖∆2h‖
∑
i∈I,j∈Ai
pipj,
where the inequality follows by adding the points of Ψ|t − Ψ(i)|t individually. In much
the same way, the absolute value of (B.3) is bounded as∣∣∣∣E∑
i∈I
Ii
([
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
]− Ii[h(Ψ|t)− h(Ψ|t − δYi)])∣∣∣∣
≤ E
(∑
i∈I
Ii ‖∆2h‖
∑
j∈Ai\{i}
Ij
)
= ‖∆2h‖
∑
i∈I,j∈Ai
i 6=j
pij.
In order to estimate the absolute value of (B.2), write λi(· | Fi) for the regular con-
ditional distribution of Yi given Fi. By disintegration (e.g. Theorem 6.4 in [Kallenberg,
2002]), since Ψ(i)|t is Fi-measurable,
E
(
Ii
[
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
])
= E
(
E
(
I[Yi ≤ t]
[
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
] ∣∣∣ Fi))
= E
∫ ∞
0
I[s ≤ t][h(Ψ(i)|t + δs)− h(Ψ(i)|t)] λi(ds | Fi)
= E
∫ t
0
[
h(Ψ(i)|t + δs)− h(Ψ(i)|t)
]
λi(ds | Fi).
For any ξ ∈ N define gξ : X → R by gξ(s) = h(ξ + δs) − h(ξ), s ∈ X . Note that
|gξ(s)| ≤ ‖∆1h‖ for all s ∈ X . If f ∈ FW (and in fact for a somewhat larger class
of functions) it was shown in [Schuhmacher, 2005] in the argument that leads up to
Inequality (2.3) that gξ is Lipschitz continuous with constant
(
1, 1+log
+(λ(t))
λ(t)
) ≤ c(λ).
In summary we obtain for the absolute value of (B.2) and general f ∈ F ,∣∣∣∣E∑
i∈I
∫ t
0
[
h(Ψ(i)|t + δs)− h(Ψ(i)|t)
]
λi(ds)− E
∑
i∈I
Ii
[
h(Ψ(i)|t + δYi)− h(Ψ(i)|t)
]∣∣∣∣
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=∣∣∣∣E∑
i∈I
(∫ t
0
gΨ(i)|t(s) λi(ds)−
∫ t
0
gΨ(i)|t(s) λi(ds | Fi)
)∣∣∣∣ (B.4)
If F = FTV, we simply have∣∣∣∣∫ t
0
gΨ(i)|t(s) λi(ds)−
∫ t
0
gΨ(i)|t(s) λi(ds | Fi)
∣∣∣∣
≤
∫ t
0
∣∣gΨ(i)|t(s)∣∣ ∣∣∣λi(·)− λi(· | Fi)∣∣∣(ds)
≤ ∥∥λi|t(·)− λi|t(· | Fi)∥∥TV,
where the long absolute value bars in the second line denote the variation of the signed
measure.
If F = FW, we base the upper bound on a somewhat more general result. Let
g : [0, t] → R be a Lipschitz continuous function with constant c2 and ‖g‖∞ ≤ c1. For
arbitrary probability measures λ1, λ2 on R+ with c.d.f.s F1, F2, we let (X, Y ) be a quantile
coupling of λ1 and λ2, i.e., let U ∼ U [0, 1] and set X = F−11 (U), Y = F−12 (U), where
F−1k (u) = inf{x ∈ R+ : Fk(x) ≥ u} is the generalized inverse. Assuming F1(t) ≤ F2(t)
(otherwise switch F1 and F2), we have P(X ≤ t, Y > t) = 0 and thus∣∣∣∣∫ t
0
g(s) λ1(ds)−
∫ t
0
g(s) λ2(ds)
∣∣∣∣
=
∣∣E(g(X)I[X ≤ t]− g(Y )I[Y ≤ t])∣∣
=
∣∣E((g(X)− g(Y ))I[X ≤ t, Y ≤ t])− E(g(Y )I[X > t, Y ≤ t])∣∣
≤ c2E
(|X − Y | I[U ≤ F1(t)])+ c1P(F1(t) < U ≤ F2(t))
≤ c2
∫ t
0
|F1(s)− F2(s)| ds+ c1|F1(t)− F2(t)|, (B.5)
where the last inequality holds because we see by comparing the areas between the quan-
tile functions and the distribution functions and using F1(t) ≤ F2(t) that∫ F1(t)
0
∣∣F−11 (u)− F−12 (u)∣∣ du ≤ ∫ t
0
∣∣F1(s)− F2(s)∣∣ ds.
Applying Inequality (B.5) to the right hand side of (B.4) yields the last two summands
of the upper bound claimed.
Lemma B.1. If Υ1,Υ2 are two finite Poisson point processes on [0, t] with intensity
measures defined by non-decreasing, right-continuous functions Λ1,Λ2, such that Λ1(0) =
Λ2(0) = 0, then
d¯2(L(Υ1),L(Υ2)) ≤
∫ t
0
∣∣Λ1(s)− Λ2(s)∣∣ ds+ ∣∣Λ1(t)− Λ2(t)∣∣.
Proof. Following the first part of the proof of Theorem 5.1, we have that for an appro-
priate family H of functions h : N→ R,
d¯2(L(Υ1),L(Υ2))
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= sup
h∈H
∣∣∣∣E∫ t
0
[h(Υ2 + δs)− h(Υ2)] Λ1(ds) + E
∫ t
0
[h(Υ2 − δs)− h(Υ2)] Υ2(ds)
∣∣∣∣
= sup
h∈H
∣∣∣∣E∫ t
0
[h(Υ2 + δs)− h(Υ2)] Λ1(ds)− E
∫ t
0
[h(Υ2 + δs)− h(Υ2)] Λ2(ds)
∣∣∣∣ ,
where we have used that Υ2 has the stationary distribution of a spatial immigration-death
process with immigration measure Λ2 and unit per-capita death rate. As in the proof of
Theorem 5.1, for each h ∈ H, we can write
h(Υ2 + δs)− h(Υ2) = gΥ2(s) =: g(s),
where the gΥ2 is bounded by 1 with Lipschitz constant 1, uniform over Υ2. Thus for
h ∈ H, denoting generalized inverses by Λ−1i , assuming without loss that Λ2(t) ≥ Λ1(t),
and using standard results about the Lebesgue–Stieltjes integral, we have∣∣∣∣E∫ t
0
[h(Υ2 + δs)− h(Υ2)] Λ1(ds)− E
∫ t
0
[h(Υ2 + δs)− h(Υ2)] Λ2(ds)
∣∣∣∣
=
∣∣∣∣E [∫ t
0
g(s) Λ1(ds)−
∫ t
0
g(s) Λ2(ds)
]∣∣∣∣
=
∣∣∣∣∣E
[∫ Λ1(t)
0
g(Λ−11 (u)) du−
∫ Λ2(t)
0
g(Λ−12 (u)) du
]∣∣∣∣∣
≤
∣∣∣∣∣E
[∫ Λ1(t)
0
[g(Λ−11 (u))− g(Λ−12 (u))] du
]∣∣∣∣∣+
∣∣∣∣∣E
[∫ Λ2(t)
Λ1(t)
g(Λ−12 (u)) du
]∣∣∣∣∣
≤
∫ Λ1(t)
0
∣∣Λ−11 (u)− Λ−12 (u)∣∣ du+ |Λ2(t)− Λ1(t)| ,
which is bounded by what is claimed.
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