We address the count of isolated and embedded eigenvalues in a generalized eigenvalue problem defined by two self-adjoint operators with a positive essential spectrum and a finite number of isolated eigenvalues. The generalized eigenvalue problem determines spectral stability of nonlinear waves in a Hamiltonian dynamical system. The theory is based on the Pontryagin's Invariant Subspace theorem in an indefinite inner product space but it extends beyond the scope of earlier papers of Pontryagin, Krein, Grillakis, and others. Our main results are (i) the number of unstable and potentially unstable eigenvalues equals the number of negative eigenvalues of the self-adjoint operators, (ii) the total number of isolated eigenvalues of the generalized eigenvalue problem is bounded from above by the total number of isolated eigenvalues of the self-adjoint operators, and (iii) the quadratic form defined by the indefinite inner product is strictly positive on the subspace related to the absolutely continuous part of the spectrum of the generalized eigenvalue problem. Applications to solitons and vortices of the nonlinear Schrödinger equations and solitons of the Korteweg-De Vries equations are developed from the general theory.
Introduction
Stability of equilibrium points in a Hamiltonian system of finitely many interacting particles is defined by the eigenvalues of the generalized eigenvalue problem [GK02] ,
where A and K are symmetric matrices in R n×n which define the quadratic forms for potential and kinetic energies, respectively. The eigenvalue γ corresponds to the normal frequency λ = iω of the normal mode of the linearized Hamiltonian system near the equilibrium point, such that γ = −λ 2 = ω 2 . The linearized
Hamiltonian system is said to have an unstable eigenvalue γ if γ < 0 or Im(γ) = 0. Otherwise, the system is weakly spectrally stable. Moreover, the equilibrium point is a minimizer of the Hamiltonian if all eigenvalues γ are positive and semi-simple and the quadratic forms for potential and kinetic energies evaluated at eigenvectors of (1.1) are strictly positive.
When the matrix K is positive definite, all eigenvalues γ are real and semi-simple (that is the geometric and algebraic multiplicities coincide). By the Sylvester's Inertia Law theorem [G61] , the numbers of positive, zero and negative eigenvalues of the generalized eigenvalue problem (1.1) equal to the numbers of positive, zero and negative eigenvalues of the matrix A. When K is not positive definite, a complete classification of eigenvalues γ in terms of real eigenvalues of A and K has been developed with the use of the Pontryagin's Invariant Subspace theorem [P44] , which generalizes the Sylvester' Inertia Law theorem.
We are concerned with spectral stability of spatially localized solutions in a Hamiltonian infinite-dimensional dynamical system. In many problems, a linearization of the nonlinear system at the spatially localized solution results in the generalized eigenvalue problem of the form (1.1) but A and K −1 are now self-adjoint operators on a complete infinite-dimensional metric space. There has been recently a rapidly growing sequence of publications on mathematical analysis of the spectral stability problem in the context of non- and blow-up of solutions in nonlinear equations [P01] .
It is the purpose of this article to develop analysis of the generalized eigenvalue problem in infinite dimensions by using the Pontryagin space decomposition [P44] . The theory of Pontryagin spaces was developed by M.D. Krein and his students (see books [AI86, GK69, IKL82] ) and partly used in the context of spectral stability of solitary waves by MacKay [M87] , Grillakis [G90] , and Buslaev & Perelman [BP93] (see also a recent application in [GKP04] ). We shall give an elegant geometric proof of the Pontryagin's Invariant Subspace theorem. An application of the theorem recovers the main results obtained in [CPV05, KKS04, P05] . Moreover, we obtain a new inequality on the number of positive eigenvalues of the linearized Hamiltonian that extends the count of eigenvalues of the generalized eigenvalue problem.
The structure of the paper is as follows. Main formalism of the generalized eigenvalue problem is de- 
Formalism
Let L + and L − be two self-adjoint operators defined on the Hilbert space X with the inner product (·, ·).
Our main assumptions are listed below.
P1 The essential spectrum of L ± in X includes the absolute continuous part σ c (L ± ) bounded from below by ω + ≥ 0 and ω − > 0 and finitely many embedded eigenvalues of finite multiplicities.
P2 The discrete spectrum of L ± in X includes finitely many isolated eigenvalues of finite multiplicities with p(L ± ) positive, z(L ± ) zero, and n(L ± ) negative eigenvalues.
We shall consider the linearized Hamiltonian problem defined by the self-adjoint operators L ± in X ,
where λ ∈ C and (u, w) ∈ X × X . By assumption P1, the kernel of L − is isolated from the essential spectrum. Let H be the constrained Hilbert space,
and let P be the orthogonal projection from X to H. The linearized Hamiltonian problem (2.1) for nonzero eigenvalues λ = 0 is rewritten as the generalized eigenvalue problem
where A = PL + P, K = PL −1 − P, and γ = −λ 2 . We note that K is a bounded invertible self-adjoint operator on H, while properties of A follow from those of L + . Finitely many isolated eigenvalues of the operators A and K −1 in H are distributed between negative, zero and positive eigenvalues away of σ c (L ± ). By the spectral theory of the self-adjoint operators, the Hilbert space H can be equivalently decomposed into two orthogonal sums of subspaces which are invariant with respect to the operators K and A: 
4)
Proposition 2.1 Let ω + > 0. There exist n 0 ≥ 0, z 0 ≥ 0, and z 1 ≥ 0, such that
.., v n } ∈ X and define the matrix-valued function A(µ):
for all µ not in the spectrum of L + . When z(L + ) = 0, the first two equalities (2.6) follow by the abstract Lemma 3.4 in [CPV05] , where n 0 is the number of nonnegative eigenvalues of A(0), z 0 = 0, and z 1 is the number of zero eigenvalues of A(0). When z(L + ) = 0, the same proof is extended for A 0 = lim
where z 0 is the number of eigenvectors in the kernel of L + in X which do not belong to the space H (see proof of Theorem 2.9 in [CPV05] ). The last inequality in (2.6) is obtained by extending the analysis of [CPV05] from µ = 0 to µ = ω + > 0, where the upper bound is achieved if all eigenvalues of
Since A has finitely many negative eigenvalues and K has no kernel in H, there exists a small number δ > 0 in the gap 0 < δ < |σ −1 |, where σ −1 is the smallest (in absolute value) negative eigenvalue of K −1 A. The operator A + δK is continuously invertible in H and the generalized eigenvalue problem (2.3) is rewritten in the shifted form,
By the spectral theory, an alternative decomposition of the Hilbert space H exists for 0 < δ < |σ −1 |:
where σ e (A + δK) belongs to the interval [ω A+δK , ∞) and ω A+δK is the minimum of σ c (A + δK). We will assume that ω A+δK > 0 for δ > 0 even if ω + = 0.
Proposition 2.2 Let the number of negative (positive) eigenvalues of A + δK bifurcating from the zero
eigenvalues of A as δ > 0 be denoted as n − (n + ). When ω + > 0, the splitting is complete so that
When ω + = 0 and dim(H 0 A ) = 1, the statement remains valid provided that the bifurcating eigenvalue of A + δK is smaller than ω A+δK > 0.
Proof. For any δ ∈ (0, |σ −1 |), the operator A + δK has no zero eigenvalues in H. The equality (2.9) follows from the definition of n − and n + . The Pontryagin's Invariant Subspace theorem can be applied to the product of two bounded invertible self-adjoint operators (A + δK) −1 and K in H.
The proof of the Pontryagin's Invariant Subspace theorem
We shall develop an abstract theory of Pontryagin spaces with sign-indefinite metric, where the main result is the Pontryagin's Invariant Subspace theorem. 
Remark 3.2
We shall write components of an element x in the Pontryagin space Π κ as a vector x = {x − , x + }. The orthogonal sum (3.1) implies that any non-zero element x = 0 is represented by two terms,
and Π + ∩ Π − = ∅.
Definition 3.3 We say that Π is a non-positive subspace of
We say that the non-positive subspace Π has the maximal dimension κ if any subspace of Π κ of dimension higher than κ is not a non-positive subspace of 
There exists a T -invariant non-positive subspace of Π κ of the maximal dimension κ. Proof. Let Π be a finite-dimensional invariant subspace of the operator T in Π κ . It follows from z ∈ ρ(T )
Π be an invariant subspace of the operator U . It follows from
, where g ∈ dom(U ), by the explicit computation:
where we have introduced f ∈ dom(T ) such that f = (T − z) −1 g. Proof. Let Π = {x − , x + } be a κ-dimensional non-positive subspace of Π κ . We will show that there exist a contraction map K : Π − → Π + such that Π is a graph of K. Indeed, the subspace Π is a graph of a linear operator K if and only if it follows from {0, x + } ∈ Π that x + = 0. Since Π is non-positive with respect
and if x − = 0 then x + = 0. Moreover, for any x − ∈ Π − , it is true that Kx − ≤ x − such that K is a contraction map. Conversely, let K be a contraction map K : Π − → Π + . The graph of K belongs to the non-positive subspace of Π κ as
Proof of Theorem 1. Let z ∈ C and Im(z) > 0. Then, z is a regular point of the self-adjoint operator T in Π κ . Let U = (T −z)(T − z) −1 be the Cayley transform of T . By Corollary 3.6, U is a unitary operator in Π κ . By Lemma 3.5, T and U have the same invariant subspaces in Π κ . Therefore, the existence of the maximal non-positive invariant subspace for the self-adjoint operator T can be proved from the existence of such a subspace for the unitary operator U . Let x = {x − , x + } and
be the matrix representation of the operator U with respect to the decomposition (3.1). Let Π denote a κ-dimensional non-positive subspace in Π κ . Since U has an empty kernel in Π κ and U is unitary in
By Lemma 3.7, there exist two contraction mappings K andK for subspaces Π andΠ, respectively.
Therefore, the assignmentΠ = U Π is equivalent to the system,
We shall prove that the operator (U 11 + U 12 K) is invertible. By contradiction, we assume that there exists
T is an eigenvector in the kernel of U . However, U has an empty kernel in Π κ such that
be an operator-valued function in the form,
. By Lemma 3.7, the operator F (K) maps the operator unit ball K ≤ 1 to itself.
Since U is a continuous operator and U 12 is a finite-dimensional operator, then U 12 is a compact operator.
Hence the operator ball K ≤ 1 is a weakly compact set and the function F (K) is continuous with respect to weak topology. By the Schauder's Fixed-Point Principle, there exists a fixed point K 0 such that F (K 0 ) = K 0 and K 0 ≤ 1. By Lemma 3.7, the graph of K 0 defines the κ-dimensional non-positive subspace Π, which is invariant with respect to U .
It remains to prove that the κ-dimensional non-positive subspace Π has the maximal dimension that a nonpositive subspace of Π κ can have. By contradiction, we assume that there exists a (κ + 1)-dimensional non-positive subspaceΠ. Let {e 1 , e 2 , ..., e κ } be a basis in Π − in the canonical decomposition (3.2). We fix two elements y 1 , y 2 ∈Π with the same projections to {e 1 , e 2 , ..., e κ }, such that y 1 = α 1 e 1 + α 2 e 2 + ... + α κ e κ + y 1p ,
where y 1p , y 2p ∈ Π + . It is clear that
On the other hand, y 1 − y 2 ∈Π, such that [y 1 − y 2 , y 1 − y 2 ] ≤ 0. Hence y 1p = y 2p and then y 1 = y 2 .
We proved that any vector inΠ is uniquely determined by the κ-dimensional basis {e 1 , e 2 , ..., e κ } and the non-positive subspaceΠ is hence κ-dimensional.
Bounds on eigenvalues of the generalized eigenvalue problem
We shall apply Theorem 1 to the product of two bounded invertible self-adjoint operators B = (A+δK) −1
and K, where δ ∈ (0, |σ −1 |) and σ −1 is the smallest negative eigenvalue of K −1 A. Properties of selfadjoint operators A and K −1 in H follow from properties of self-adjoint operators L ± in X , which are summarized in the main assumptions P1-P2. With a slight abuse of notations, we shall denote eigenvalues of the operator T = BK by λ, which is expressed in terms of the eigenvalue γ of the shifted generalized eigenvalue problem (2.7) by λ = (γ + δ) −1 . We note that λ here does not correspond to λ used in the linearized Hamiltonian problem (2.1). 
Lemma 4.1 Let H be a Hilbert space with the inner product (·,
Existence of the κ-dimensional non-positive T -invariant subspace of Π κ follows from Theorem 1.
Remark 4.2
The decomposition (3.1) of the Pontryagin space Π κ is canonical in the sense that Π + ∩ Π − = ∅. We will now consider various sign-definite subspaces of Π κ which are invariant with respect to the self-adjoint operator T = BK in Π κ . In general, these invariant sign-definite subspaces do not provide a canonical decomposition of Π κ . Let us denote the invariant subspace of T associated with complex eigenvalues in the upper (lower) half-plane as H c + (H c − ) and the non-positive (non-negative) invariant subspace of T associated with real eigenvalues as H n (H p ). The invariant subspace H n , prescribed by Lemma 4.1, may include both isolated and embedded eigenvalues of T in Π κ . We will show that this subspace does not include the residual and absolutely continuous parts of the spectrum of T in Π κ .
Residual and absolutely continuous spectra of T in Π κ

Definition 4.3 We say that λ is a point of the residual spectrum of
T in Π κ if Ker(T − λI) = ∅ but Range(T − λI) = Π κ and λ is a point of the continuous spectrum of T in Π κ if Ker(T − λI) = ∅ but Range(T − λI) = Range(T − λI) = Π κ .
Lemma 4.4 No residual part of the spectrum of T in Π κ exists.
Proof. By a contradiction, assume that λ belongs to the residual part of the spectrum of T in Π κ such that
Therefore, (T −λI)g = 0, that isλ is an eigenvalue of T . By symmetry of eigenvalues, λ is also an eigenvalue of T and hence it can not be in the residual part of the spectrum of T .
Remark 4.5
It is assumed in [G90] that the residual part of spectrum is empty and that the kernels of operators A and K are empty. The first assumption is now proved in Lemma 4.4 and the second assumption is removed with the use of the shifted generalized eigenvalue problem (2.7).
Lemma 4.6
The absolutely continuous part of the spectrum of T in Π κ is real.
Proof. Let P + and P − be orthogonal projectors to Π + and Π − respectively, such that I = P + + P − .
Since Π ± are defined by (·, K·), the self-adjoint operator K admits the polar decomposition K = J|K|, where J = P + − P − and |K| is a positive operator. The operator T = BK is similar to the operator
Since P − is a projection to a finite-dimension subspace, the operator |K| 1/2 BJ|K| 1/2 is the finitedimensional perturbation of the self-adjoint operator |K| 1/2 B|K| 1/2 . By perturbation theory [K76] , the absolutely continuous part of the spectrum of the self-adjoint operator |K| 1/2 B|K| 1/2 is the same as that of |K| 1/2 BJ|K| 1/2 . By similarity transformation, it is the same as that of T .
Lemma 4.7 (Cauchy-Schwartz) Let Π be either non-positive or non-negative subspace of Π κ . Then,
Proof. The proof resembles that of the standard Cauchy-Schwartz inequality. Let Π be a non-positive subspace of Π κ , Then, for any f, g ∈ Π and any α, β ∈ C, we have [αf + βg, αf + βg] ≤ 0 and
such that
The last condition is satisfied if the discriminant of the quadratic equation is non-positive such that
, that is (4.1). Let Π be a non-negative subspace of Π κ . Then, for any f, g ∈ Π and any α, β ∈ C, we have [αf + βg, αf + βg] ≥ 0 and the same arguments result in the same inequality (4.1).
Corollary 4.8 Let Π be either non-positive or non-negative subspace of
Proof. The proof follows from (4.1) since 0
Lemma 4.9 Let Π be an invariant subspace of Π κ with respect to operator T and Π ⊥ be the orthogonal
Theorem 2 Let Π c be a subspace related to the absolute continuous spectrum of
Proof. By contradiction, assume that there exists
for the absolutely continuous spectrum, there exists a continuous family of functions f α ∈ Π c such that
[f α , f α ] < 0 and hence f α ∈ Π − in the decomposition (3.1). However, this contradicts to the fact that dim(Π − ) = κ < ∞. Therefore, Π c is a non-negative subspace of Π κ . Assume that there exists an element
Therefore, f 0 is an element of a finite-dimensional invariant subspace of Π κ , which is a contradiction to the fact that f 0 ∈ Π c .
Isolated and embedded eigenvalues of T in Π κ
Definition 4.10 We say that λ is an eigenvalue of T in Π κ if Ker(T − λI) = ∅. The eigenvalue of
T is said to be semi-simple if it is not simple and the algebraic and geometric multiplicities coincide.
Otherwise, the non-simple eigenvalue is said to be multiple. Let λ 0 be an eigenvalue of T with algebraic multiplicity n and geometric multiplicity one. The canonical basis for the corresponding n-dimensional eigenspace of T is defined by the Jordan chain of eigenvectors,
where f 0 = 0. Proof. Let n and m be dimensions of H λ and H µ , respectively, such that n ≥ 1 and m ≥ 1. By Definition 4.10, it is clear that
We should prove that [f, g] = 0 by induction for n + m ≥ 2. If n + m = 2 (n = m = 1), then it follows from the system (4.4)-(4.5) that
for λ =μ. Let us assume that subspaces H λ and H µ are orthogonal for 2 ≤ n+m ≤ k and prove that extended subspacesH λ andH µ remain orthogonal forñ = n + 1,m = m andñ = n, m = m + 1. In either case, we definef = (T − λI)f andg = (T − µI)g, such that
By the inductive assumption, we have [f , g] = 0 and [f,g] = 0 in either case, such that
By using the system (4.4)-(4.5) and the relations (4.6), we obtain that
from which the statement follows by the induction method.
Lemma 4.12
Let H λ 0 be eigenspace of a multiple real isolated eigenvalue λ 0 of T in Π κ and {f 1 , f 2 , ...f n } be the Jordan chain of eigenvectors. Let H 0 = span{f 1 , f 2 , ..., f k } ⊂ H λ 0 , where k = round(n/2), and
• If n is even (n = 2k), the neutral subspace H 0 is the maximal sign-definite subspace of H λ 0 .
• If n is odd (n = 2k+1), the subspaceH 0 is the maximal non-negative subspace of
and the maximal non-positive subspace of
Proof. Without loss of generality we will consider the case λ 0 = 0 (if λ 0 = 0 the same argument is applied to the shifted self-adjoint operatorT = T − λ 0 I). We will show that [f, f ] = 0 ∀f ∈ H 0 . By a decomposition over the basis in H 0 , we obtain
We use that
In case of odd n = 2k + 1, we have
H 0 is a neutral subspace of H λ 0 . To show that it is actually the maximal neutral subspace of H λ 0 , let
Since f n+1 does not exist in the Jordan chain (4.3) (otherwise, the algebraic multiplicity is n + 1) and λ 0 is an isolated eigenvalue, then [f 1 , f n ] = 0 by the Fredholm theory. It follows from the Jordan chain (4.3) that
When n = 2k, we have 1 ≤ n − k 0 + 1 ≤ k, such that [f k 0 , f n−k 0 +1 ] = 0 and the subspace H ′ 0 is signindefinite in the decomposition (4.7). When n = 2k + 1, we have 1 ≤ n − k 0 + 1 ≤ k for k 0 ≥ k + 2 and n−k 0 +1 = k+1 for k 0 = k+1. In either case, [f k 0 , f n−k 0 +1 ] = 0 and the subspace H ′ 0 is sign-indefinite in the decomposition (4.7) unless k 0 = k + 1. In the latter case, we have [ Proof. By Lemma 4.11 with λ = µ = λ 0 , the eigenspace H λ 0 is orthogonal to itself with respect to [·, ·], such that H λ 0 is a neutral subspace ofH λ 0 . It remains to prove that H λ 0 is the maximal signdefinite subspace inH λ . Let H λ 0 == span{f 1 , f 2 , ..., f n }, where {f 1 , f 2 , ..., f n } is the Jordan chain of 3 The Fredholm theory gives a necessary but not a sufficient condition for existence of the solution fn+1 in the Jordan chain (4.3) if the eigenvalue λ0 is embedded into the continuous spectrum. eigenvectors (4.3). Consider a subspaceH 0 = span{f 1 , f 2 , ..., f n ,f j }, where 1 ≤ j ≤ n and construct a linear combination of f n+1−j andf j :
By 
Remark 4.18
The statement holds for the case ω + = 0 provided that n = 1, [f 1 , f 1 ] = 0, and µ(δ) < ω A+δK , where ω A+δK > 0 is defined below the decomposition (2.8).
Remark 4.19
We are concerned here in the bounds on the numbers of eigenvalues in the generalized eigenvalue problem (2.3) in terms of the numbers of isolated eigenvalues of self-adjoint operators A and and N n (λ 0 ) is obvious for each semi-simple isolated eigenvalue λ 0 in Corollary 4.13. In the case of a multiple real isolated eigenvalue λ 0 of algebraic multiplicity n, the same splitting is prescribed in Lemma 4.12:
In the case of a simple real embedded eigenvalue λ 0 , the numbers N p (λ 0 ) and N n (λ 0 ) for a onedimensional subspace H λ 0 are prescribed in Remark 4.14 as follows:
In the case (iii), the sum N p (λ 0 )+N n (λ 0 ) exceeds the dimension of H λ 0 . Let N c + (N c − ) be the number of complex eigenvalues in the upper half plane γ ∈ C, Im(γ) > 0 (Im(γ) < 0). The maximal sign-definite subspace of Π κ associated to complex eigenvalues is prescribed by Lemma 4.16.
Theorem 3 Let assumptions P1-P2 be satisfied. Eigenvalues of the generalized eigenvalue problem (2.3) satisfy the pair of equalities:
Proof. We use the shifted eigenvalue problem (2.7) with sufficiently small δ > 0 and consider the 
(4.12)
Proof. The equality (4.12) follows by the sum of (4.10) and (4.11).
Theorem 4 Let assumptions P1-P2 be satisfied and ω
+ > 0. Let N A = dim(H − A ⊕ H 0 A ⊕ H + A ) be the total number of isolated eigenvalues of A. Let N K = dim(H − K ⊕ H + K ) be
the total number of isolated eigenvalues of K. Assume that no embedded eigenvalues of the generalized eigenvalue problem (2.3) exist. Isolated eigenvalues of the generalized eigenvalue problem (2.3) satisfy the inequality:
(4.13)
Proof. We prove this theorem by contradiction. Let Π be a subspace in Π κ spanned by eigenvectors of the generalized eigenvalue problem (2.3) which belong to N − p negative eigenvalues γ < 0, N 0 p zero eigenvalues γ = 0, N + p positive isolated eigenvalues 0 < γ < ω + ω − , and N c + complex eigenvalues
and
On the other hand, since h ∈ Π, we represent h by a linear combination of the eigenvectors in the corresponding subspaces of Π, such that
where we have used Lemma 4.11 and Corollary 4.16. By Lemma 4.12, the non-zero values in (Ah i , h j )
occur only for eigenvalues with odd algebraic multiplicity n = 2k + 1 for eigenvectors (Af k+1 , f k+1 ),
where f k+1 is the generalized eigenvector in the basis forH 0 . Since all these cases are similar to the case of simple eigenvalues, we obtain
where we have used the fact that (Kh j , h j ) ≥ 0 in Π. On the other hand,
Therefore, (Ah, h) < ω + ω − (Kh, h), which is a contradiction.
Corollary 4.21 Let N total = N A + N K be the total number of isolated eigenvalues of operators A and
the total number of isolated eigenvalues of the generalized eigenvalue problem (2.3). Under the assumptions of Theorem 4, it is true that
(4.14)
Proof. The inequality (4.14) follows by the sum of (4.11) and (4.12). 
Applications
We shall describe three applications of the general analysis which are related to recent studies of stability of solitons and vortices in the nonlinear Schrödinger equation and solitons in the Korteweg-de Vries equation.
Solitons of the scalar nonlinear Schrödinger equation
Consider a scalar nonlinear Schrödinger (NLS) equation,
where (x, t) ∈ R d × R and ψ ∈ C. For a suitable nonlinear function F (|ψ| 2 ), where F is C ∞ and 
where λ ∈ C and (u, w) ∈ C 2 , results in the linearized Hamiltonian problem (2.1), where L ± are Schrödinger operators,
We note that L ± are unbounded operators and σ c (L ± ) = [ω, ∞) with ω + = ω − = ω > 0. The kernel of L − includes at least one eigenvector φ(x) and the kernel of L + includes at least d eigenvectors ∂ x j φ(x), j = 1, ..., d. The Hilbert space X is defined as X = H 1 (R d , C) and the main assumptions P1-P2 are satisfied due to exponential decay of the potential functions F (φ 2 ) and φ 2 F ′ (φ 2 ). Theorems 3 and 4
give precise count of eigenvalues of the stability problem L − L + u = −λ 2 u, provided that the numbers
, N K and N A can be computed from the count of isolated eigenvalues of L ± . We shall illustrate these computations with two examples. Example 1. Let φ(x) be the ground state solution such that φ(x) > 0 on x ∈ R d . By spectral theory, Ker(L − ) = {φ(x)} is one-dimensional and the subspace H − K in (2.4) is empty, such that the corresponding Pontryagin space is Π 0 with κ = 0.
• By the equality (4.11), it follows immediately that N − n = N 0 n = N + n = N c + = 0 such that the spectrum of the problem (2.3) is real-valued and all eigenvalues are semi-simple.
• Since eigenvectors of Ker(A) are in the positive subspace of K, the number of zero eigenvalues of the problem (2.3) is given by N 0
• By the equality (4.10), the number of negative eigenvalues of the problem (2.3) is given by N − p = dim(H −
L 2 > 0 and n 0 = 0 otherwise.
• By the inequality (4.13), the number of positive eigenvalues of the problem (2.3) are bounded from Example 2. Let the scalar NLS equation (5.1) with F = |ψ| 2 be discretized with ∆ ≡ ǫ∆ disc , where ∆ disc is the second-order discrete Laplacian and ǫ is a small parameter. We note that ∆ disc is a bounded operator and σ c (−∆ disc ) ∈ [0, 4d]. By the Lyapunov-Schmidt reduction method, the solution ψ = φe iωt with ω > 0 bifurcates from the limit ǫ = 0 with N non-zero lattice nodes to ǫ = 0, such that d dω φ 2 l 2 > 0, ker(L + ) = ∅, and ker(L − ) = {φ} is one-dimensional for 0 < |ǫ| < ǫ 0 with ǫ 0 > 0 (see [PKF06a] for d = 1 and [PKF06b] for d = 2). By the equalities (4.10) and (4.11), we have
Remark 5.1 Under the assumptions that n(L
where n(L + ) = N and n(L − ) ≤ N − 1 in the domain 0 < |ǫ| < ǫ 0 . When small positive eigenvalues of L − are simple for ǫ = 0, it is true that
. It is clear that the Lyapunov-Schmidt reduction method gives a more precise information on numbers N ± n , N − p , and N c + , compared to the general equalities above. Similarly, by the inequality (4.13) and the counts above for 0 < |ǫ| < ǫ 0 , we have
When 0 < |ǫ| < ǫ 0 , the numbers N + p and dim(H 
Vortices of the scalar nonlinear Schrödinger equation
Consider the scalar two-dimensional NLS equation (5.1) with d = 2 in polar coordinates (r, θ): 
where λ ∈ C and (ϕ + , ϕ − ) ∈ C 2 , results in the stability problem,
where ϕ = (ϕ + , ϕ − ) T , σ 3 = diag(1, −1), and
Expand ϕ(r, θ) in the Fourier series
and reduce the problem to a sequence of spectral problems for ODEs: 
When n = 0, the stability problem (5.8) transforms to the linearized Hamiltonian system (2.1), where ). When n ∈ N, the stability problem (5.8) transforms to the linearized Hamiltonian system (2.1) with L + = H n and L − = σ 3 H n σ 3 , where
and (u, w) are given by u = ϕ n and w = −iσ 3 ϕ n . When −n ∈ N, the spectrum of the stability problem (5.8) can be obtained from that for n ∈ N by the correspondence H −n = σ 1 H n σ 1 .
Let us introduce the weighted inner product for functions on r ≥ 0:
In all cases n = 0, n ∈ N and −n ∈ N, L ± are unbounded self-adjoint differential operators and
The kernel of H n includes at least one eigenvector for
and at least one eigenvector for n = 0: φ 0 = φ(r)σ 3 1. The Hilbert space X associated with the weighted inner product is defined as X = H 1 (R + , C) for n = 0 and X = H 1 (R + , C 2 ) for ±n ∈ N. In all cases, the main assumptions P1-P2 are satisfied due to exponential decay of the potential functions F (φ 2 ) and
The case n = 0 is the same as for solitons (see Section 5.1). We shall hence consider adjustments in the count of eigenvalues in the case ±n ∈ N, when the stability problem (5.8) is rewritten in the form,
Let L + be a diagonal composition of H n and H −n and L − be a diagonal composition of σ 3 H n σ 3 and
Lemma 5.4 Let λ be an eigenvalue of the stability problem (5.9) with the eigenvector (ϕ n , 0). Then there exists another eigenvalue −λ with the linearly independent eigenvector (0, σ 1 ϕ n ). If Re(λ) > 0, there exist two more eigenvaluesλ,−λ with the linearly independent eigenvectors (0, σ 1φn ), (φ n , 0).
Proof. We note that σ 1 σ 3 = −σ 3 σ 1 and σ 2 1 = σ 2 3 = σ 0 , where σ 0 = diag(1, 1). Therefore, each eigenvalue λ of H n with the eigenvector ϕ n generates eigenvalue −λ of H −n with the eigenvector ϕ −n = σ 1 ϕ n . When Re(λ) = 0, each eigenvalue λ of H n generates also eigenvalue −λ of H n with the eigenvectorφ n and eigenvalueλ of H −n with the eigenvector ϕ −n = σ 1φn . 
where N real is even. Moreover, n 0 = n − , where n 0 and n − are defined by Propositions 2.1 and 2.2.
Proof. By Lemma 5.4, a pair of real eigenvalues of σ 3 H n ϕ n = iλϕ n corresponds to two linearly independent eigenvectors ϕ n andφ n . Because (H n ϕ n , ϕ n ) is real-valued and hence zero for λ ∈ R, we have (H n (ϕ n ±φ n ), (ϕ n ±φ n )) = ±2Re(H n ϕ n ,φ n ).
By counting multiplicities of the real negative and complex eigenvalues of the problem (2.3) associated to the stability problem (5.9), we have N − n = N − p = N real and N c + = 2N comp . By Lemma 5.4, a pair of purely imaginary and zero eigenvalues of the stability problem (5.9) corresponds to two linearly independent eigenvectors (ϕ n , 0) and (0, ϕ −n ), where ϕ −n = σ 1 ϕ n and (H −n ϕ −n , ϕ −n ) = (H n ϕ n , ϕ n ). By counting multiplicities of the real positive and zero eigenvalues of the problem (2.3) associated to the stability problem (5.9), we have N 0 n = 2N − zero and N + n = 2N − imag . Since the spectra of H n , σ 1 H n σ 1 , and σ 3 H n σ 3 coincide, we have n(L + ) = n(L − ) = 2n(H n ). As a result, the equality (5.10) follows by the equality (4.11) of Theorem 3. By Lemma 5.4, the multiplicity of N real is even in the stability problem (5.9). The other equality (4.10) of Theorem 3 recovers the same answer provided that
Example 3. Let φ(r) be the fundamental charge-m vortex solution such that φ(r) > 0 for r > 0 and φ(0) = 0. By spectral theory, Ker(H 0 ) is one-dimensional with the eigenvector φ 0 . The analysis of n = 0 is similar to Example 1. In the case n ∈ N, we shall assume that Ker(H 1 ) = {φ 1 } and Ker(H n ) = ∅ for n ≥ 2.
• Since (σ 3 φ 1 , φ 1 ) = 0 and Ker(σ 3 H 1 σ 3 ) = {σ 3 φ 1 }, then φ 1 ∈ H, such that z 0 = 0.
• By direct computation, (σ 3 H 1 σ 3 ) −1 φ 1 = − 1 2 rφ(r)1 and
By Lemma 4.17, we have N 0 n = n − = 0 for n = 1, as well as for n ≥ 2. By Proposition 2.1, we have A(0) < 0 such that n 0 = z 1 = 0 for all n ∈ N.
• By Theorem 5, we have
If all purely imaginary eigenvalues are semi-simple and isolated, N − imag gives the total number of eigenvalues in the stability problem (5.9) with Re(λ) = 0, Im(λ) > 0, and negative Krein signature
Remark 5.5 Stability of vortices was considered numerically in [PW02] , where Lemma 5.4 was also obtained. The closure relation (5.11) was also discussed in [KKS04] in a more general context. Detailed comparison of numerical results and the closure relation (5.11) can be found in [K05] . Vortices in the discretized scalar NLS equation were considered with the Lyapunov-Schmidt reduction method in [PKF06b] . Although the reduced eigenvalue problems were found in a much more complicated form compared to the reduced eigenvalue problem for solitons, the relation (5.11) was confirmed in all particular vortex configurations considered in [PKF06b] .
Remark 5.6 Since N real is even, splitting of simple complex eigenvalues N comp into double real eigenvalues N real is prohibited by the closure relation (5.11). Simple complex eigenvalues may either coalesce into a double real eigenvalue that persists or reappear again as simple complex eigenvalues.
Solitons of the fifth-order Korteweg-De Vries equation
Consider a general fifth-order KdV equation,
where (a 1 , a 2 , a 3 ) and (b 1 , b 2 , b 3 ) are real-valued coefficients for linear and nonlinear terms, respectively.
Without loss of generality, we assume that a 3 > 0 and 
where L − is an unbounded fourth-order operator,
With the account of the condition (5.13), the continuous spectrum of
, the eigenfunction w(x) ∈ L 1 (R) for λ = 0 satisfies the constraint:
The continuous spectrum of 
where ω A+δK is defined below the decomposition (2.8). Theorem 3 can be applied after appropriate adjustments in the count of isolated and embedded eigenvalues in the stability problem (5.14). Since 
Proof. Since φ(−x) = φ(x), the self-adjoint operator L − is invariant with respect to the transformation x → −x. The functions w j (x) and w j (−x) are linearly independent since w j (x) has both symmetric and anti-symmetric parts provided that λ j = 0. Under the same constraint, Proof. Since operator L − is real-valued, the eigenvector w j (x) of the problem (5.14) with Im(λ j ) > 0 has both real and imaginary parts, which are linearly independent. Under the constraint λ j = 0, (L − w j ,w j ) = λ Example 4. Let φ(x) be a single-pulse solution on x ∈ R (which does not have to be positive). Assume that the operator L − has a one-dimensional kernel in X with the eigenvector φ ′ (x). Then the kernel of L + is one-dimensional in X with the eigenvector φ(x), such that z(L + ) = 1.
• Since (φ, φ ′ ) = 0, then Ker(L + ) ∈ H and z 0 = 0. Since L − ∂ c φ(x) = −φ(x), we have z 1 = 1 if d dc φ 2 L 2 = 0. Since the latter case violates the assumption that the embedded kernel is simple in H, we shall consider the case d dc φ 2 L 2 = 0, such that z 1 = 0.
• Since (Kφ, φ) = −(∂ c φ, φ) = − [KP05] . Further progress on the same topic will appear soon in [BCD06, S06] .
