Abstract-Actor-critic algorithms solve dynamic decision making problems by optimizing a performance metric of interest over a user-specified parametric class of policies. They employ a combination of an actor, making policy improvement steps, and a critic, computing policy improvement directions. Many existing algorithms use a steepest ascent method to improve the policy, which is known to suffer from slow convergence for ill-conditioned problems. In this paper, we first develop an estimate of the (Hessian) matrix containing the second derivatives of the performance metric with respect to policy parameters. Using this estimate, we introduce a new second-order policy improvement method and couple it with a critic using a second-order learning method. We establish almost sure convergence of the new method to a neighborhood of a policy parameter stationary point. We compare the new algorithm with some existing algorithms in two applications and demonstrate that it leads to significantly faster convergence.
I. INTRODUCTION

M
ARKOV Decision Processes (MDPs) provide a general framework for sequential decision making problems. Although MDPs can be solved using dynamic programming, the well-known "curse of dimensionality" becomes an impediment for larger instances [1] . In addition, dynamic programming in a standard implementation requires explicit transition probabilities among states under each control, which are not available for many applications. To address these limitations, a number of approximate dynamic programming techniques have been developed, including reinforcement learning methods [2] , a variety of techniques involving value function and policy approximations (neuro-dynamic programming [3] ) and actor-critic algorithms [4] . This paper focuses on the latter actor-critic algorithms. They optimize a parametric user-designed Randomized Stationary Policy (RSP) using policy gradient estimation. RSPs are policies parameterized by a parsimonious set of parameters. To optimize the RSPs with respect to these parameters, actor-critic algorithms estimate policy gradients using learning methods that are much more efficient than computing a cost-to-go function over the entire state-action space. Many different variants of actor-critic algorithms have been proposed and shown to be effective for many applications such as robotics [5] , biology [6] , navigation [7] , and optimal bidding for electricity generation [8] .
In an attractive type of an actor-critic algorithm introduced in [4] , a critic is used to estimate the policy gradient from observations on a single sample path and an actor is using this gradient to update the policy at a slower time-scale [4] . The estimate of the critic tracks the slowly-varying policy asymptotically, using first-order variants of the Temporal Difference (TD) learning algorithms (TD (1) and TD(λ)). However, it has been shown that second-order learning methods-Least Squares TD (LSTD)-are superior in terms of rate of convergence (see [9] - [14] ). LSTD was first proposed for discounted cost problems in [11] and was shown to have the optimal rate of convergence in [12] . In [14] , LSTD is used in the critic of an actor-critic algorithm, resulting in the LSTD Actor-Critic algorithm (LSTD-AC). Later, this algorithm was applied to applications of robot motion control with temporal specifications [15] - [17] . Despite faster convergence than TD-based methods, LSTD-AC exhibits slow convergence for ill-conditioned problems in which the performance metric is more sensitive to some parameters in the RSPs than others. The reason is that it uses a first order actor with an "unscaled" gradient, commonly known as steepest ascent, to update the policy. This often leads to a "zig-zagging" behavior in order to converge to a stationary point.
Several algorithms have been introduced which use a secondorder method in the actor. The "natural" gradient method was originally proposed for stochastic learning [18] , [19] . [20] proposed a different estimate of the natural gradient but its accuracy can be influenced by the choice of basis functions; an episodic algorithm was then proposed to guarantee the unbiasedness of the estimate. These methods use the inverse of the Fisher information matrix to scale the gradient. [21] suggested several incremental methods using the natural policy gradient. [22] presented an online natural actor-critic algorithm using a natural gradient and applied it to a road traffic optimization problem. Based on [20] , [23] proposes three fully incremental natural actor-critic 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
algorithms. It also describes a method that is based on a "vanilla" gradient and provides extensive empirical comparison of all algorithms in test problems (so called Generic Average Reward Non-stationary Environment Testbed-GARNET problems [23] ). Although natural gradients are very effective in stochastic learning, there are alternative ways to scale gradients. The Hessian matrix of the performance metric with respect to the parameters is commonly used to improve the rate of convergence. [24] proposes an estimate of the Hessian matrix for a discounted reward problem using a sample path of an MDP. Although the relationship between the Fisher information matrix and the Hessian matrix has been briefly discussed in [19] and [25] , it is still not fully clear how they are related in the actor-critic framework and why natural actor-critic algorithms work well in practice.
In this work, we develop a more general estimate of the Hessian matrix for actor-critic algorithms. In Section V-C, we demonstrate that our Hessian estimate degenerates to the Fisher information matrix used in natural actor-critic algorithms if we assume no knowledge of the state-action value function and ignore second derivatives with respect to the parameter vector. In this light, natural actor-critic algorithms can be seen as equivalent to quasi-Newton methods that assume no knowledge of the state-action value function when approximating the Hessian matrix. In fact, [12] proposes a quasi-Newton actor-critic algorithm that is very similar to the methods in [20] .
This paper proposes a method that uses LSTD-based critics to provide estimates of both the gradient and the Hessian and utilizes the Hessian estimate in the actor to update policy parameters.
We establish almost sure convergence in the neighborhood of a stationary point (with respect to policy parameters) of the performance metric. We remark that a subset of the results appeared in a preliminary conference paper in [1] . The present paper contains all proofs concerning the Hessian estimate, the convergence analysis which was absent from [1] , and a much more extensive numerical evaluation of our method both in GARNET problems and in an application from robotics.
The remainder of the paper is organized as follows: Section II provides background on MDPs and establishes some of our notation. Section III presents the estimation of the policy gradient. Section IV develops the estimate of the policy Hessian, which is the foundation of the new algorithm. Section V describes our method and Section VI proves its convergence. Section VII presents two case studies.
Notation: Bold letters are used to denote vectors and matrices; typically vectors are lower case and matrices upper case. Vectors are column vectors, unless explicitly stated otherwise. Prime denotes transpose. For the column vector x ∈ R n we write x = (x 1 , . . . , x n ) for economy of space, while x denotes the Euclidean norm. The expressions 0 and 0 denote positivedefiniteness and positive-semi-definiteness, respectively. Vectors or matrices with all zeroes are written as 0 and the identity matrix as I. For any set S , |S | denotes its cardinality. θ denotes the parameters in parameterized policies. If not explicitly specified, ∇ and ∇ 2 denote the gradient and Hessian w.r.t. θ. To simplify the notation, a lot of equations in this paper are represented using functional notation and the domain of these functions is assumed to be X × U , where X and U are the state and the action space, respectively, of the MDP. Vector-valued functions are denoted using bold letters while scalar-valued functions are denoted using normal letters. 0 and 1 are functions that assign the value 0 and 1 to all state-action pairs, respectively.
II. MARKOV DECISION PROCESSES
Consider a discrete-time Markov Decision Process (MDP) with a finite state space X and an action space U . Let x k ∈ X and u k ∈ U be the state of the system and the action taken at time k, respectively. Let g(x k , u k ) be the one-step reward of applying action u k when the system is at state x k . We will use x 0 to denote the initial state and p(x k +1 |x k , u k ) for the state transition probabilities, which are typically not explicitly known. We assume that {x k } and {x k , u k } are ergodic Markov chains [12] .
This paper considers policies that belong to a parameterized family of RSPs {μ θ : θ ∈ R n }. That is, given a state x ∈ X and an n-dimensional parameter vector θ, the policy applies action u ∈ U with probability μ θ (u|x). Given a fixed policy μ θ (u|x), the history of g(x k , u k ) can be represented by a random process. Let E θ {·} be the expectation with respect to this random process; the long-term average reward for a policy μ θ isᾱ(θ) = E θ {lim T →∞
In average reward MDP optimization problems, the performance metric is the long-term average rewardᾱ(θ) and the objective is to optimizeᾱ(θ). Similar problems can be defined by using discounted reward or total reward as performance metrics [12] . Note that the discounted reward and the total reward can be treated as the average reward of an artificial MDP (See Chapter 2 of [12] ). Without loss of generality, this paper focuses on the average reward case. Corresponding results for the other cases can be obtained with modifications similar to Sec. 2.4 and 2.5 of [12] .
III. ESTIMATION OF POLICY GRADIENT
The state-action value function Q θ : X × U → R (sometimes referred to as the Q-value function) of a policy μ θ is defined as the expected future reward given the current state x and the action u. Q θ is the unique solution of the Poisson equation with parameter θ [26] , [12] (written as a functional relationship)
where P θ is the operator of taking expectation after one transition. More precisely, for any real-valued or vector-valued function f defined on X × U ,
for all (x, u) ∈ X × U . Let now
where ψ θ (x, u) = 0 when x, u are such that μ θ (u|x) ≡ 0 for all θ's. It is assumed that ψ θ (x, u) is bounded and continuously differentiable. Since μ θ (u|x) is the probability of action u at state x for θ, ψ θ (x, u) is the gradient of the log-likelihood ln μ θ (u|x).
We write
where n is the dimensionality of θ.
For each θ ∈ R n , let η θ (x, u) be the stationary probability of state-action pair (x, u) in the Markov chain {x k , u k }. For any θ ∈ R n , we define the inner product operator ·, · θ of two real-valued or vector-valued functions Q 1 , Q 2 on X × U by
A key fact underlying actor-critic algorithms is that the policy gradient ofᾱ(θ) can be expressed as [27] , [12] 
IV. ESTIMATION OF THE POLICY HESSIAN
Earlier work in actor-critic methods has used critics based on TD(1), TD(λ), and LSTD methods to estimate the policy gradient ∇ᾱ(θ) [4] , [28] . Since we are interested in a Newtonlike gradient ascent update in the actor, in this section we develop an estimate for the policy Hessian matrix ∇ 2ᾱ (θ). Applying the operator ∇ on the real-valued function g θ (x, u) parameterized by θ, we obtain a vector-valued function, abbreviated as ∇g θ , which maps (x, u) to ∇g θ (x, u). 
Proof: For all state-action pairs (x, u) ∈ X × U , we have
In the above, μ θ (ν|y)f θ (y, ν) is a function defined on X × U , which is abbreviated as μ θ f θ . Using the chain rule and the definition of ψ θ , we obtain
The lemma can be proved by substituting (7) to (6) . Lemma IV.1 provides a way to interchange the P θ and ∇ operators. Similar to the definition of ψ θ , we define
where ϕ θ (x, u) = 0 when x, u are such that μ θ (u|x) ≡ 0 for all θ. ϕ θ is the Hessian matrix of the log-likelihood ln μ θ (u|x). (x, u) . The second-order partial derivative ofᾱ(θ) with respect to θ can be represented as:
for all i, j = 1, . . . , n, where ·, · θ is the inner product operator defined in (4) . Proof: Applying the ∇ operator on both sides of (1) and using Lemma IV.1 with f θ being the scalar function Q θ , we obtain
Defining the vector-valued function f θ = ψ θ Q θ + ∇Q θ and applying again the ∇ operator on both sides of (10), we have
which due to Lemma IV.1 implies
Take now the inner product with 1 on both sides of (11) and notice that because η θ (x, u) is the stationary probability under θ, it holds 1, h θ = 1, P θ h θ for any function h defined on X × U . We have
Using the definition of f θ and the fact ∇f
Applying the chain rule, noticing that ∇ψ θ = ϕ θ , and reorganizing the terms in (12) it follows
Corresponding results for the discounted reward and the total reward cases can be derived based on the relationship between these three problems we discussed earlier. Intuitively, the discounted and total rewards can be considered as average rewards in some artificial MDPs. More detailed information about constructing the artificial MDPs is available at Sec. 2.4 and Sec. 2.5 of [12] .
Theorem IV.2 states that the Hessian matrix ∇ 2ᾱ (θ) can be decomposed into four terms, all of which take the form of inner products. The first two terms are the inner products of the stateaction value function Q θ with ψ i θ ψ j θ and ϕ ij θ . Because of the similarity between the first two terms and (5), we can use similar techniques as in the LSTD-AC to estimate them.
For the last two terms in (13) we need an estimate of ∇Q θ . Note that (10) is the counterpart of the Poisson equation (1) for ∇Q θ , where P θ (ψ θ Q θ ) plays the role of the one-step reward. However, this equation can not be directly used to estimate ∇Q θ because it is quite hard to obtain P θ (ψ θ Q θ ). To address this problem, we present the following theorem.
Theorem IV.3: Let the functionQ θ : X × U → R n be the solution of the equation
and ∇Q θ : X × U → R n be the solution of (10) . Then,
Proof: Applying the P θ operator on both sides of (14) and using the fact that P θ 1 = 1, we obtain
Comparing (10) and (16), it follows P θQθ = ∇Q θ . As a result,
where the third equality above used (14) . Let now π θ (·) be the stationary probability of the Markov chain {x k } under RSP θ. Then, η θ (x, u) = π θ (x)μ θ (u|x), and
where in the second equality we used (3) and the last equality follows from the fact that u μ θ (u|x) = 1 for all θ. Eq. (15) follows by combining (17) and (18) . By symmetry to Eq. (15), it also holds that
Substituting (15) and (19) into (13), we obtain a new estimate of the Hessian matrix ∇ 2ᾱ (θ) given in the following Corollary.
Corollary IV.4: WithQ θ being a solution of (14), the Hessian matrix ∇ 2ᾱ (θ) can be expressed as:
A. Function Approximation
We can calculate Q θ andQ θ by solving (1) and (14). However, when X × U is very large, the computational cost becomes prohibitive. This problem can be addressed using function approximation techniques. One popular type of function approximation is to express Q θ and each component ofQ θ with a linear combination of feature functions. We choose a set of feature functions
and n being the dimensionality of θ. Similar to other actor-critic algorithms, the basis functions φ θ need to be uniformly linearly independent [4] , [12] , which can be enforced by choosing a suitable structure of policies. Some additional features can be added depending on the particular application. This added flexibility could be useful in a number of ways as it has been discussed in [4] .
Similar to [12] , we consider the following linear approxima-
Let us now view the inner product operator in (4) for realvalued functions in X × U as an inner product between vectors in R |X||U| and denote by · θ the induced norm. Also denote by Φ θ the low-dimensional subspace spanned by φ θ . If we define 
Equations (23) and (26) state that the projections of Q θ and Q θ on the low-dimensional space Φ θ are sufficient for estimating (20) . This reduces the computational cost for obtaining Q θ andQ θ since we only have to compute the relative parsimonious vectors r * and t i * , i = 1, . . . , n, while it does not alter the inner products needed to compute the gradient ∇ᾱ(θ) (cf. (5)) and the Hessian ∇ 2ᾱ (θ) (cf. (20)).
V. A SECOND-ORDER ACTOR-CRITIC ALGORITHM
A. Critic Step
We use the Least Squares Temporal Difference (LSTD) (see, e.g., [14] ) with parameter λ to estimate r * and t i * , i = 1 . . . , n, defined in (22) and (25), respectively. Recall that x k and u k denote the state and the action of the system at time k, respectively. Let α k denote an estimate of the average reward at time k. z k ∈ R N denotes Sutton's eligibility trace and A k ∈ R N ×N a sample estimate of the matrix formed by
, which can be viewed as a sample observation of the scaled difference of the features between time k and time k + 1. b k ∈ R N refers to a statistical estimate of the single period relative reward with eligibility trace z k . Let also use the initial values: A 0 is an identity matrix, α 0 is zero, and b 0 and z 0 are column vectors with all zeros. To estimate r * , we use the following Q-critic update
where
and γ k is a stepsize. Let r k be the estimate of r * at time k; we set
where is a small positive constant used to judge whether A k +1 is "ill-conditioned" or not. A k should be invertible when k is large enough [29] , [30] . Our Q-critic (27) is the same with the critic update of the LSTD-AC algorithm in [14] and (28) estimates the same r * . In addition, we add another critic, named asQ-critic, to estimate t i * , ∀i. (25), we use the following LSTDQ-critic update
is an estimate of the ith component of ψ θ Q θ which plays the role of the one-step reward in (14) . ζ k is the stepsize of theQ-critic and Γ(r k ) is a function that restricts the influence of the error in the estimate r k . Let t i k be the estimate of t i * at time k. Similar to the Q-critic, we set
for i = 1, . . . , n. Note that the Sherman-Morrison update of a matrix inverse [22] and the matrix determinant lemma [31] can be applied to reduce the computational cost of calculating A
−1 k +1
and det(A k +1 ) in (28) and (30) .
B. Actor
Step
) be our estimates for Q θ andQ i θ given r and t i , i = 1, . . . , n. As mentioned above, the function Γ(·) restricts the influence of the error in r and t i , respectively (cf. (21) and (24)). For convenience of notation, let T = (t 1 , . . . , t n ) and denote bỹ
Motivated by (20) and using just a single sample to estimate the expectation (in a standard stochastic approximation fashion), we also definê U θ,r,T to be an n × n matrix-valued function defined on X × U and parameterized by (θ, r, T) as followŝ
Let H k be the estimate of −∇ 2ᾱ (θ) at time k with initial condition H 0 = I. The update rule for H k is:
Note that H k 0 because it is updated only when U k 0. Let χ k be the number of times the top branch in (32) is executed by iteration k and definê
which will be used to avoid a noisy estimate in the initial updates. The actor update takes the form:
where β k is a stepsize.
In the update (32), we make sure that our scaling matrix is always positive definite. Notice that H k is the estimate of the negative Hessian matrix because we are dealing with a maximization problem. In particular, the Hessian matrix will generally be negative definite in the vicinity of a local maximum and we expect that the upper branch of the update (32) will be used as we approach such a point. The iteration (34) takes a scaled gradient ascent step, with the scaling matrix being positive definite.
The sequences {γ k } and {ζ k } correspond to the stepsizes used by the critics, while β k and Γ(r k ) control the stepsize for the actor. The function Γ(r k ) is selected such that for some positive constants C 1 < C 2 :
An example that satisfies these requirements is Γ(r) = min(1, D/ r ) for some positive constant D. We say a stepsize sequence {f k } is Square Summable but Not
For the algorithm to converge, {ζ k }, {γ k }, and {β k } should be SSNS and satisfy
The relationships between the two critics and the actor are shown in Fig. 1 . The Q-critic and theQ-critic generate estimates r k and T k = (t 1 k , . . . , t n k ) which yield linear approximations of Q θ andQ θ , respectively. Both critics need to converge faster than the actor in order to track the changes in θ. Moreover, because the observed derivative q i k used in theQ-critic depends on r k , theQ-critic is updated faster than the Q-critic so that it can track changes in r k . We next present a result establishing a relationship between the stepsize sequences.
Proposition V.1: Suppose {ζ k } and {β k } are two SSNS stepsize sequences that satisfy
Proof: Due to the assumption in (37), lim k →∞ (β k /ζ k ) = 0, which implies that there exists a positive constant K such that
and due to (37) we have
Proposition V.1 simplifies the selection of stepsizes. We just need to select β k and ζ k first and let γ k = (ζ k β k ) 1/2 . An example of {ζ k }, {γ k }, and {β k } that are SSNS and satisfy (36) is: ζ k = 1/k, β k = c/(k ln k), where k > 1 and c > 0, and
C. Relationship With Natural Actor-Critic Algorithms
In our approach, we use the Hessian matrix to scale the gradient in order to improve the convergence rate. A similar idea is to use the Fisher information matrix to scale the gradient. It was first proposed by [19] and several related algorithms followed [20] , [23] , [21] . This section discusses the relationship of the Fisher information matrix with the Hessian matrix for actor-critic algorithms.
Suppose η θ (x, u) is the stationary state-action distribution when the RSP parameter equals θ. [20] states that the Fisher information matrix is equal to
which can also be written as 1, ψ θ ψ θ θ , where ψ θ = ∇ ln μ θ (u|x) (cf. (3)).
Let us now compare this expression with the true Hessian matrix (cf. (9)). If we set Q θ ≡ 1, hence, ∇Q θ ≡ 0, and ignore second derivatives with respect to θ, then the Hessian matrix degenerates to the Fisher information matrix in (38). In this sense, natural actor-critic algorithms are quasi-Newton methods that approximate the Hessian without utilizing the state-action value function Q θ . In contrast, our method takes advantage of the state-action value function.
VI. CONVERGENCE
A. Linear Stochastic Approximation Driven by a Slowly Varying Markov Chain
Our Q-critic in (27) has the same form as in [14] so its convergence can be proved in a similar way. In theQ-critic (29), the increment q i k depends on the parameter vector r k . To facilitate the convergence proof of theQ-critic, this section generalizes the theory of linear stochastic approximation driven by a slowly varying Markov chain developed in [12] to the case where the objective is affected by some additional parameters r.
Let {y k } be a finite Markov chain whose transition probabilities depend on a parameter θ ∈ R n . Let {h θ,r (·) : θ ∈ R n , r ∈ R N } be a family of m-vector-valued functions parameterized by θ ∈ R n and r ∈ R N . Let Ξ k be some m × m matrix. Consider the following iteration to update a vector s ∈ R m :
In the above iteration, s k ∈ R m is the approximation vector. h θ,r (·) and G θ (·) are m-vector-valued and m × m-matrixvalued functions parameterized by θ, r and θ, respectively. Let E [·] denote expectation. In order to establish the convergence results, we make the following assumptions.
Assumption A:
1) The sequence {ζ k } is deterministic, non-increasing and SSNS.
2) The random sequence {θ k } satisfies θ k +1 − θ k ≤ β k F k for some process {F k } with bounded moments, where {β k } is a positive deterministic sequence such 
, and g θ,r (·) represents h θ,r (·) and h θ,r (·). 9) (Lipschitz continuity.) For some constant C > 0, and for all θ,θ ∈ R n , Ḡ (θ) −Ḡ(θ) ≤ C θ −θ . For all θ,θ ∈ R n and r,r ∈ R N , h (θ, r) −h(θ,r) ≤ C( θ −θ + r −r ). 10) (Lipschitz continuity in expectation.) There exists a positive measurable function C(·) such that for ev-
, where g θ,r (·) represents h θ,r (·) and h θ,r (·). 11) There exists a > 0 such that for all s ∈ R m and θ ∈ R n ,
Proof: We have
Due to Assumption A. (9), we have
where C is a constant. Combining the above, we have
where the second inequality follows from Lemma VI.1 and the equality is due to Assumption A. (5) . We conclude that
B. Critic Convergence
In this section, we will use the results in Section VI-A to prove the convergence of the Q-critic and theQ-critic presented in Section V-A. Before presenting the convergence results, we first state the following assumptions and definitions.
Assumption B: There exists a functionL :
where E θ,x [·] denotes expectation under θ with initial state x, I x * (·) is the indicator function for the initial state x * being equal to the argument of the function, and x 1 is the (random) state of the MDP after one transition from the initial state.
The assumption above is identical to [12, Assumption 2.5]. We call a function satisfying the inequality (40) a stochastic Lyapunov function. Let L : X × U → [1, ∞) be a function that satisfies the following assumption.
Assumption C:
where U 0 is the random variable of the action at state x. Note that if any function is upper bounded by a function L as described in Assumption C, then all its steady-state moments are finite.
Proof: For any two random variables A and B, E[AB] ≤ (1/2)(E[A 2 ] + E[B 2 ]). As a result, we have
where K f 2d and K g 2d are the bounding constants of f and g appearing in Assumption C.
Definition 1: We define D (2) to be the family of all functions f θ (x, u) that satisfy: for all x ∈ X and u ∈ U , there exists a constant K > 0 such that
where the bounding function L satisfies Assumption C. Lemma VI.4: If f θ , g θ ∈ D (2) , then f θ + g θ ∈ D (2) and f θ g θ ∈ D (2) . Proof: The proof for f θ + g θ is immediate; we focus on f θ g θ . Inequality (41) can be proved using Lemma 4.3(f) of [4] . To prove inequality (42),
where K f and L f are the bounding constant and the bounding function for f in (41) and (42), while K g and L g are the corresponding quantities for g. According to Lemma VI.3, L f L g also satisfies Assumption C, which completes the proof.
We assume φ θ ∈ D (2) , which is the same with Assumption 4.1 of [12] . This assumption ensures that the feature vector
, as a function of the policy parameter θ, is "well behaved." Given our feature vector definition, notice that this assumption requires that the RSP function family μ θ is twice continuously differentiable for all θ with bounded first and second derivatives that belong to D (2) . We also assume that the one-step reward function g ∈ D (2) . The critic consists of two parts: a Q-critic that estimates Q θ (cf. (27) , (28) ) and aQ-critic that estimatesQ θ (cf. (29) , (30) ). The Q-critic is exactly the same with the LSTD-AC algorithm [14] , whose convergence has already been proved in [14] under the assumptions imposed. For theQ-critic, denote by V(A) a column vector stacking all columns in a matrix A. TheQ-critic can be written as in (39) if we let x, u) ) ,
where diag(z, . . . , z) denotes an nN × n block diagonal matrix with every diagonal element being equal to z, y = (x, u, z) , M is an arbitrary (large) positive constant whose role is to facilitate the convergence proof, and at any iteration k of (39) r k iterates as in (28) . The stochastic process {z k } is the eligibility trace iterating as in (27) .
To prove the convergence of theQ-critic, we just need to verify Assumptions A. (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) . It is easy to verify that
. First, we establish the following lemma.
Lemma VI.5:
is a bounded function that satisfies Assumption C.
Proof: According to the triangle inequality, we have
for some bounded function L 1 that satisfies Assumption C and some positive constant K 1 , where the last inequality is due to φ θ k ∈ D (2) . In addition, we can multiply with L(x k , u k ) d and take expectation on both sides of the above, which yields
Similar to the proof of Lemma VI.3,
Combining (44) and (45), we establish that E[L(x
Theorem VI.6: Under iterations (27) and (28),
for some random sequence {F r k } that has bounded moments, where {γ k } is the stepsize in (27) .
Proof: SeeAppendix B. Using SSNS stepsizes according to (36), Assumptions A.(1) and (4) will be satisfied because of Theorem VI.6. Now, r Γ(r) is bounded because of (35). According to (31) , U k has bounded moments because ψ θ (x, u) , φ θ (x, u) , Q θ , andQ i θ , ∀i, have bounded moments. H k andĤ k should also have bounded moments because the update in (32) is applied only when U k is positive definite. As a result, (6) should be satisfied with appropriately defined average steadystate quantitiesh(θ, r) andḠ(θ). More specifically, similar to [4, Sec. 5.2], we havē θ, r) , . . . , Mκ n (θ, r),
where P k θ denotes the application of the operator P θ k times. We can interpretκ i (θ, r) as the steady-state expectation of the "observed reward" function g 
for some function L that satisfies Assumption C and some positive constant K. According to (35), Γ(r) r is bounded. Using Assumption C and Lemma VI.5, it follows thath i θ,r satisfies Assumption A. (8) . Using Lemma VI.5 it also follows that G θ satisfies the same assumption.
It is easy to verify that the function f (r) = Γ(r)r is Lipschitz continuous and suppose its Lipschitz constant is C Γ . We will next prove thath i θ,r (y) is Lipschitz continuous in expectation. For all θ,θ ∈ R n , r,r ∈ R N , and i = 1, . . . , n, we have
Recall that ξ i θ ∈ D (2) . Let K and L be the bounding constant and the bounding function for ξ 
we can use similar arguments as above to establish that these functions satisfy Assumption A. (8) and (10).
Lemma VI.7: Letθ = (θ, r). Let alsoD (2) be the counterpart of D (2) for functions parameterized byθ. Then P k θ g i θ,r belongs toD (2) for all nonnegative integers k. Proof: A simple observation is that D (2) ⊆D (2) and that Lemma VI.4 still holds forD (2) . Namely, a product function fθgθ ∈D (2) if fθ ∈D (2) and gθ ∈D (2) . P To verify (42), for θ,θ ∈ R n and r,r ∈ R N , we have (7) and (9) . Similarly, it can also be shown thatḠ(θ) satisfies the same assumptions. Finally, it can also be verified thatĥ θ,r (y) andĜ θ (y) satisfy the same assumptions using similar arguments.
The final step in verifying all parts of Assumption A is part (11) . That follows from [4, Lemma 5.3] . Having established all parts of Assumption A, the convergence of theQ-critic follows.
C. Actor Convergence
The actor update defined in (34) is similar to the actor update using the unscaled gradient. The difference is that the gradient estimate is multiplied by a positive definite matrix. This section will present the convergence results for this type of actors.
where H θ is a positive definite matrix for all θ. LetS(θ) = 1, S θ θ and letr(θ) be the limit of the critic parameter r if the policy parameter is held fixed to θ. Similar to [12] , the actor update can be written as
Then, the actor update becomes:
is the expected actor update, while e (1) k and e (2) k are two error terms due to the fact that the update is performed on a sample path of the MDP. Using Taylor's series expansion,
Lemma VI.8: (Convergence of the noise terms). It holds:
are the two error terms for the actor update using the unscaled gradient [4] . It easily follows that e (1) 
The lemma can be proved by combining these facts with [4, Lemma 6.2] .
Lemma VI.8 shows that e
(1) k can be averaged out and e (2) k goes to zero. As a result, the two error terms are negligible and the update is determined by the expected direction f (θ) in the long run. Lemma VI.9: We have f (θ) = g(θ) + ε(λ, θ), where g(θ) is a function such that ∇ᾱ(θ) g(θ) ≥ 0, and sup θ |ε(λ, θ)| < C(1 − λ) for some constant C > 0 independent of λ.
Proof:
where H θ 0 andξ(θ) ξ (θ) 0 by construction. As a result, ξ(θ) S (θ) 0, which implies that ∇ᾱ(θ) f (θ) ≥ 0.
The proof for λ < 1 follows the proof in [4] . Let us writē r λ (θ) for the steady-state expectation of r k . Following the proof of [4] , we have r λ (θ) − r(θ) ≤ C 0 (1 − λ) for some positive constant C 0 . Let g(θ) =S(θ)r(θ), wherer (θ) is the steady-state expectation of r k when λ = 1. Then we can still obtain ∇ᾱ(θ)
for some C. Lemma VI.9 shows that the expected direction f (θ) is always a gradient ascent direction for λ sufficiently close to 1. We arrive at the following convergence result whose proof is similar to [4, Thm. 6.3] .
Theorem VI.10 Actor Convergence: For any > 0, there exists some λ sufficiently close to 1 such that the secondorder Actor-Critic algorithm satisfies lim k →∞ inf k |∇ᾱ(θ k )| < w.p.1. That is, θ k visits an arbitrary neighborhood of a stationary point infinitely often.
VII. CASE STUDY
A. Garnet Problem
This section reports empirical results from our method applied to GARNET problems introduced in [23] . GARNET problems do not correspond to any particular application; they are meant to be generic, yet, representative of MDPs one encounters in practical applications [23] . As we mentioned earlier, GARNET stands for "Generic Average Reward Non-stationary Environment Testbed."
A GARNET problem is characterized by 5 parameters and can be written as GARNET(n, m, b, σ, τ ). The parameters n and m are the number of states and actions, respectively. For each state-action pair, there are b possible next states, and each next state is chosen randomly without replacement. The transition probabilities to these b states are generated as follows: we divide a unit-length interval into b segments by choosing b − 1 breaking points according to a uniform random distribution. The lengths of these segments represent the transition probabilities and they are randomly assigned to the b states we have already selected.
The expected reward for each transition is a normally distributed random variable with zero mean and unit variance. The actual reward is a normally distributed random variable whose mean is the expected reward and whose variance is 1.
The parameter τ, 0 ≤ τ ≤ 1/n, determines the degree of nonstationarity in the problem. If τ = 0, the GARNET problem is stationary. Otherwise, if τ > 0, one of the states will be selected with probability nτ at each time step and randomly reconstructed as described above.
To apply the actor-critic algorithm, the key step is to design an RSP μ θ (u|x). In this case study, we define the RSP to be a Boltzmann distribution that is based on some state-action features. Good state-action features should be interpretable and could help reduce the number of parameters in the RSP.
We first define the state feature f S (x) to be a binary vector of length d, i.e., f S (x) ∈ {0, 1} d , for each state x. There is a parameter l specifying the number of components in the state feature that are equal to 1. State features are randomly generated and we make sure no two states have the same state feature.
In [23] , the state-action feature is constructed by padding zeros to state features so that the features for different actions are orthogonal. As a result, the dimensionality of the state-action feature constructed in this manner is equal to d|U |. This approach significantly increases the feature dimensionality, especially when the action space is very large. In this paper, we use the state-action feature described below. For each state x 0 and action u, the state-action feature is:
is the expected feature at the next state after applying action u.
With the state-action feature as in (48), the probability of taking action u in state x is set to
which is a typical Boltzmann distribution with T being the temperature of the distribution. With the state-action feature described above, we can interpret −f SA (x, u) θ as the "energy" and the distribution prefers actions that lead to lower energy. A common consideration in RSP design is the so-called exploitation-exploration tradeoff [2] . An RSP exhibits higher exploitation if it is more greedy, i.e., it is more likely to only pick the most desirable action. However, sometimes the exploration of undesirable actions is necessary because they may be desirable in the long run. High exploitation and low exploration may result in a sub-optimal solution. On the contrary, low exploitation and high exploration may reduce the convergence rate of the actor-critic algorithm. Our RSP defined in (49) is flexible because tuning T in (49) can effectively adjust the degree of exploration. High temperature T implies more exploration while low temperature T implies more exploitation.
In this empirical study, we compare our algorithm with the LSTD-AC algorithm in [14] , and the four algorithms in [23] , which are henceforth referred to as BSGL1 to BSGL4, in a GARNET problem GARNET(50, 4, 5, 0.1, 0). BSGL1 is based on a "vanilla" gradient ascent and BSGL2-BSGL4 are based on natural gradients. Henceforth, for state features we let d = 8 and l = 3. The state-features are randomly assigned and we make sure no two states have the same state-feature. For all algorithms, the critic step-size is α k = 0.01 and β 0 = 0.001. For all algorithms, the initial parameters θ 0 are zero and the temperature in (49) is set to T = 1. For our algorithm, we choose χ min = 100 (cf. (33)).
We run each algorithm 50 times independently and Fig. 2 displays the mean of the average reward for the first 1,000,000 iterations. Table I summarizes the convergence time and converged average reward for each algorithm. For each problem, the first two columns of Table I show the mean and standard deviation of the reward achieved. The third and fourth columns list the time (mean and standard deviation) it takes to convergence. The last column shows the average CPU time per iteration (TPI). Note that BSGL2 becomes numerically unstable after 500,000 iterations, so the reward of BSGL2 in Table I is the maximal reward before numerical instability occurs and the time is the time it takes to reach the maximal reward.
Compared to the LSTD-AC method, our method adds a second-order critic update and takes advantage of the Hessian estimate in the actor update. For this problem, the average CPU time of one LSTD-AC iteration is 1288 μs. In comparison, the average CPU time for one iteration of our algorithm is 1818 μs, which means that computing the second-order critic and the inverse of the Hessian adds about 41% to the computational cost. Despite the larger CPU time per iteration, our algorithm still converges faster than LSTD-AC because fewer iterations are needed. The CPU time per iteration of both our algorithm and LSTD-AC is larger than BSGL1-4. This is likely because both our algorithm and LSTD-AC use a state-action feature vector, whose dimensionality is larger than the one used in BSGL1-4 for value function approximations.
Among the four algorithms in [23] , BSGL3 converges faster, which is consistent with the empirical study in [23] . Compared to BSGL3, although our algorithm uses longer time to converge, it converges to higher value (0.33) than BSGL3 (0.24). On average our algorithm takes only 43 seconds to reach an average reward of 0.24 vs. 122 seconds needed by BSGL3 to reach the same value. 
B. Robot Control Problem
In this section we compare the performance of our algorithm with other algorithms in a robotics application. Fig. 3 shows the mission environment, which is a 50 × 50 grid. We model the motion of the robot in the environment as the following MDP M: r State space. Each state x ∈ X corresponds to a region in the mission environment and can be represented by a coordinate (i, j), where i is the row number and j is the column number.
r Action space. The action space U = {u 1 , u 2 , u 3 , u 4 } corresponds to four control primitives (actions): "North," "East," "South," and "West," which represent the directions in which the robot intends to move. Depending on the location of a region, some of these actions may not be enabled, for example, in the lower-left corner, only actions "North" and "East" are enabled. For each state x, let U e (x) denote the enabled actions in this state.
r Transitional model. A control action does not necessarily lead the robot to the intended direction because the outcome is subject to noise in actuation and possible surface roughness in the environment. In this problem, a robot can only move to the adjacent state in one step. For each enabled control, the robot moves to the intended direction with probability 0.7 and moves to other allowed directions with equal probabilities.
r Initial state. The robot starts from state x 0 , which is labeled as 'x' in Fig. 3. r Reward function. There are some unsafe regions X U , which should be avoided, in the mission environment. There are also some goal states X G that should be visited as often as possible. The unsafe and goal states are displayed as black stripes and green solid colors in Fig. 3 , respectively. The objective is to find an optimal policy that maximizes the expected average reward with an one-step reward function defined by
This problem is the foundation of many complex robot motion control problems in which MDPs are defined in more complex ways, i.e., using temporal logic [15] - [17] .
In this problem, we consider two state features that represent the safety and affinity of the state, respectively. For each pair of states x i , x j ∈ X, we define d(x i , x j ) to be the minimum number of transitions from x i to x j . We say x j ∈ N (x i )-a neighborhood of x i -if and only if d(x i , x j ) ≤ r n , for some fixed integer r n given a priori. For each state x ∈ X, the safety score is defined as the ratio of the safe neighboring states over all neighboring states of x. Namely,
where I s (y) is an indicator function such that I s (y) = 1 if and only if y ∈ X \ X U and I s (y) = 0 otherwise. A higher safety score for the current state of the robot means it is less likely for the robot to reach an unsafe region in the future. We define the affinity score of a state x ∈ X as
which is the negative of the minimum number of transitions from x to any goal state. The state feature is defined to be
and the state-action feature f SA (x, u) is calculated using (48). In this application, we use the following Boltzmann distribution.
where T is the temperature. Note that the only difference of (51) with (49) is that (51) restricts to enabled actions. Again, we compare our algorithm with the LSTD-AC algorithm in [14] and the four algorithms in [23] . We run each algorithm 100 times independently and Fig. 4 shows the comparison of the average reward for the first 100,000 iterations. For all algorithms, the initial θ is (0, 5) and the temperature T = 5. Table I summarizes the convergence time and the converged reward for all algorithms. The results are based on 50 independent runs for the GARNET problem and 100 independent runs for the robot control problem. Among the three natural gradientbased algorithms, BSGL3 performs the best, but on average it is still slower than our method in this problem. The convergence rate of BSGL1 is much worse than the rest of the algorithms. For this problem, we did not observe numerical instability for BSGL2.
For the robot control problem, the average CPU time per iteration is 3281 μs for our algorithm vs. 2837 μs for LSTD-AC, that is, about 15.7% higher. The computational overhead of the second-order critic in this problem is much lower than in the GARNET problem, which is due to the fact that the robot control problem has less parameters.
The CPU time per iteration of both LSTD-AC and our algorithm is larger than that of BSGL1-BSGL4, but the difference is much smaller compared with the GARNET problem. Since significant less iterations are needed for our algorithm, it converges faster than all other algorithms. Specifically, the secondbest algorithm, BSGL3, takes on average 20.3% more time to converge.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we propose a general estimate for the Hessian matrix of the long-run reward in actor-critic algorithms. Based on this estimate, we present a novel second-order actor-critic algorithm which uses second-order critic and actor. The actor, in particular, uses a direct estimate of the Hessian matrix to improve the rate of convergence for ill-conditioned problems. Building on the LSTD-AC algorithm in [16] , [14] , our algorithm extends the critic to approximate the Hessian and revises the actor to update the policy parameters using Newton's method. We compare our algorithm with the LSTD-AC algorithm and the four algorithms in [23] , three of which are based on natural gradients, in two applications. The results show that our method can achieve a better rate of convergence for many problems.
As a variant of Newton's method, our method has similar limitations. First, the cost of maintaining a Hessian estimate is quadratic to the number of parameters. As a result, our algorithm is only suitable for problems with relatively small number of parameters. Second, our algorithm requires the second derivative of the policy function, which implies that the method can not be applied if the policy function is not twice differentiable or its second-order derivatives are hard to obtain. Our algorithm is suitable for the cases where the reward is more sensitive to some parameters vs. others, leading to potentially ill-conditioned problems that are best handled by Newton's method.
One direction for future work is to use part of (9) rather than all four terms, so as to achieve a better tradeoff between convergence rate and computational cost per iteration. In addition, the algorithm described in this paper is suitable for the average reward problem. Since Theorem IV.2 holds for all three types of rewards, similar algorithms can be derived for the discounted and the total reward cases.
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The second equality is due to the function f (x) = 
A. Proof of Lemma VI.1:
Proof: Defineθ k = (θ k , r k ) to be the collection of all parameters in (39). We can write (39) as
We have
The last inequality is implied since β k > 0, γ k > 0, F k and F r k are nonnegative processes. Combined with Lemma A.1, we can see Assumptions 3.1.(1-3) in [12] are satisfied. In addition, Assumptions 3.1.(4-10) in [12] are satisfied due to Assumptions A. (3) (4) (5) (6) (7) (8) (9) (10) (11) . As a result, Thm. 3.2 in [12] holds and implies
The left hand side of (53) is equivalent to the left hand side of the lemma.
