Information theory establishes the ultimate limits on performance for noisy communication systems 1 . Accurate models of physical communication devices must include quantum effects, but these typically make the theory intractable [2] [3] [4] [5] . As a result, communication capacities-the maximum possible rates of data transmission-are not known, even for transmission between two users connected by an electromagnetic waveguide with Gaussian noise 6 . Here we present an exactly solvable model of communication with a fully quantum electromagnetic field. This gives explicit expressions for all pointto-point capacities of noisy quantum channels, with implications for quantum key distribution and fibre-optic communications. We also develop a theory of quantum communication networks by solving some rudimentary models including broadcast and multipleaccess channels. We compare the predictions of our model with the orthodox Gaussian model and in all cases find agreement to within a few bits. At high signal-to-noise ratios, our simple model captures the relevant physics while remaining amenable to exact solution.
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A fundamental property of communication systems is the maximum rate of data transmission possible using the best communication schemes. This is called the 'capacity' of a channel. It is usually calculated as a function of noise levels and subject to a limited power budget. Shannon 1 presented a theory of information both formulating and solving the capacity problem. For a channel with additive white Gaussian noise, his formula can be solved explicitly, giving the classical capacity, C, as a function of bandwidth, B, signal power, W, and noise power per hertz, N:
This formula guided the development of practical schemes now in use, culminating in efficient codes approaching the theoretical limit 7 . Noise is not a purely mathematical abstraction, but must arise from some physical process. Such processes are properly described by quantum mechanics, and calculating the true information-carrying capacity of a channel therefore requires a quantum mechanical treatment 4, 5 . It is natural, then, to consider new types of capacity, such as the capacity of a channel to transmit quantum states coherently (the 'quantum capacity' 8, 9 ) or classical states securely (the 'private capacity' 8 ). However, unlike in classical information theory, for most quantum channels none of these capacities is known (see, for example, refs 10, 11 regarding quantum capacity, ref. 12 regarding classical capacity and ref. 13 regarding private capacity).
Whereas much existing work on quantum channels concentrates on abstract, finite-dimensional channels, here we study a more realistic setting. Our method is well suited to Gaussian noise in electromagnetic modes, but is substantially more general. We will be able to calculate classical, quantum and private capacities for a wide range of realistic channels.
Because quantum information cannot be cloned 14 , knowledge gained by the environment about a signal is necessarily detrimental to quantum transmission. This need to consider information transmitted to the environment as well as to the intended receiver puts an analysis of quantum capacity on a par with the study of the classical multi-user broadcast channel (also very difficult to analyse 15 ). To make the problem tractable, we follow ref. 16 in substituting a discretized and deterministic model for the actual channel. In the limit of high signal-to-noise ratio, this model captures the important features of the real channel and allows us to calculate capacities to within a small number of bits. The approach can be thought of as a discretization of the continuous system under consideration in a very simple way and then a truncation of signals smaller than the noise. The result is a deterministic model that is easy to analyse and yields exact answers for the capacities in our model. We present strong evidence that these models give good approximations, but our estimates do not directly give upper or lower bounds on the capacities of the bosonic Gaussian channels being modelled.
States of electromagnetic modes are described by their quadratures (P, Q) and are called Gaussian when they are completely characterized by a matrix containing the covariances of these quadratures 17 . Such states can be visualized by their Wigner functions, which are quasiprobability distributions depicting the state's location in phase space. Gaussian states have ellipsoidal Wigner functions with Gaussian profiles. Figure 1a shows We replace the quadratures (P, Q) with a discretized model (Fig. 1b) a, Wigner function of a Gaussian mixed state with variances s Q and s P . b, The discrete quadrature model. The mixed state has been approximately decomposed into non-overlapping rectangles with width DQ and height DP. These rectangles are the discrete states of the model that replaces the original physical system. We imagine them as approximations to the pure squeezed state shown at point A. These non-overlapping rectangles are perfectly distinguishable in our model. Any inaccuracy in counting the total number of rectangles that results from our replacement of a Gaussian-profiled ellipsoid in phase space with a tiling of a rectangular region of area s P s Q will be unimportant because the capacities we study are logarithmic quantities and even a multiplicative factor of two in our counting will change the capacity by only a single bit.
states in phase space are more distinguishable when their Wigner functions are less overlapping. To reflect this property, we divide phase space into a lattice of non-overlapping rectangles that we take to be perfectly distinguishable. The smallest physical state has area 1/2. The Wigner function is thus replaced with several rectangles of area 1/2 that tile the region of phase space where the function is non-negligible. The associated state in our model is a uniform mixture of these distinguishable rectangles. Our channel model is also discrete: because states in our model are perfectly distinguishable rectangles, every pair of input states will be mapped either to distinguishable outputs or to the same output. Calculating the communication rate is then a matter of counting distinguishable outputs. The capacity is the logarithm of the highest number of distinguishable states achievable with any coding-decoding strategy (logs are to base 2 throughout). An important feature of the capacity being a logarithmic quantity is that we can safely round up whenever a number of states is non-integral because even overcounting by a factor of two would change the calculated capacity by only one bit, and we are not aiming for more accuracy than that. Another reason to round up is to avoid ever computing a capacity of log 2 0, which would result in meaningless infinities.
A full calculation of capacity includes a maximization over modulation schemes, that is, the set of input states employed. To remain physical, the choice of modulation must obey
DPƒs P , DQƒs Q Because in our model all output states are either perfectly distinguishable or completely indistinguishable, the decoding schemes are always straightforward and no special care to ensure physicality is required. However, for quantum capacity we will have to consider three possibilities rather than two, namely confusable input states, input states that are distinguishable to the output alone and those that are distinguishable to both the output and the environment.
The evolution of bosonic states under the action of channels is described by the evolution of the system's quadratures. For Gaussian noise, which arises from quadratic interaction with Gaussian environment modes, the allowed evolutions take a particularly simple form, being completely described by a symplectic matrix 6 . For example, P?
ffiffi ffi l p Qz ffiffiffiffiffiffiffiffiffiffi 1{l p s results from interaction with an environment mode described by (r, s). The 'additive Gaussian noise channel' arises when the environment begins in a Gaussian state, and the 'thermal noise channel' arises when the initial state is thermal.
We now apply our discretization procedure to classical communication over an additive Gaussian noise channel. Figure 2 illustrates the following analysis. We fix a modulation scheme, to be optimized over later, which amounts to deciding the shape of the rectangles in the discretization shown in Fig. 1b . Given s P , s Q and rectangle shape (DP, DQ with DPDQ 5 1/2), our input space has s P s Q /DPDQ distinguishable states (Fig. 2a) . We must now determine how many distinguishable outputs these get mapped to. Attenuation by l maps the entire input space to a ffiffi ffi (Fig. 2b) . When noise of typical size ffiffiffiffiffiffiffiffiffiffi 1{l p s r is added to the P quadrature, tiles closer than this are taken to be confusable, and similarly for Q, which results in 'metatiles' of dimension (Fig. 2c ) Fig. 2c . If it happens that the tile size is less than 1/2 then the tiles are smaller than the minimum size allowed by uncertainty. We must then chose a tile shape, DN 3 DM with DNDM 5 1/2, satisfying the uncertainty limit. We thus find a final tile dimension of DP|DQ with (Fig. 2d )
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This gives a total number of distinguishable output states of ls P s Q =DPDQ and a classical capacity of
C~max log ls P s Q DPDQ where the maximization is over all of the constrained variables:
. We note that maximization over DP and DQ corresponds to a choice of encoding strategy, whereas maximization over DM and DN corresponds to a choice of measurement by the receiver. We evaluate this formula for some important special cases:
(
satisfying the constraints. This leads to a capacity of C 5 log(2Wl). For this channel, we actually know the classical capacity exactly 18 : the true capacity, g(l(W{1=2))= ln 2, where g(x) 5 (x 1 1)ln(x 1 1) -xln(x), differs from our estimate by no more than 1.4 bits (Fig. 3c, d ).
(2) A channel that applies Gaussian-distributed translations to both quadratures in phase space (the classical noise channel). This arises as the limiting case of the thermal noise channel with l R 1, s r 5 s s R ' and s r ffiffiffiffiffiffiffiffiffiffi 1{l p~m held constant. We find that
This is within 2.45 bits of the true capacity (Supplementary Information).
(3) A channel that applies Gaussian-distributed translations to a single quadrature. Such a channel depends on the noise power added, m 2 , and the capacity might be expected to depend on this parameter. In fact, the DQM of this channel gives a capacity of C 5 log(2W), independent of m 2 (Supplementary Information). Although the predicted capacity is independent of m 2 , the suggested modulation scheme is not: for m 2 $ 1 it consists of squeezed states of width of order 1=2 ffiffiffiffiffi W p in the noiseless quadrature, whereas for m 2 # 1 unsqueezed states suffice. All these predictions are borne out by comparison with the standard Gaussian model.
As mentioned above, evaluating the quantum capacity, Q, requires assessing not only signals sent from sender to receiver, but also how information leaks from the channel to the environment. Although this makes our calculations more complex, we nevertheless find simple and reliable estimates for quantum capacities. The quantum capacity is the number of distinguishable states that are communicated to the channel's output and about which the environment knows nothing. This complete lack of knowledge makes it possible to communicate quantum superpositions of these distinguishable states; therefore, in our model we use them to define the basis states of a Hilbert space that will be successfully transmitted. We note that this is exactly the definition of the private capacity 8 , and as a result our model will not be able to distinguish between the quantum and private capacities. 
Figure 3 | Attenuation and thermal noise channels. a, Additive Gaussian noise channel. An input state in beam A is combined with an environmental input, r E , on a beam splitter with transmissivity l. One output beam is discarded (remaining available only to the environment) and the other is the channel output, beam B. When the environment's input, r E , is a vacuum state, the channel is an attenuation channel. When r E is a thermal state, the channel is a thermal noise channel. The thermal noise channel with average photon number N E can be decomposed into a pure attenuation channel withl~l=G and a quantum limited amplifier, A G , with gain G. The output of the channel is labelled B, and the environments of the attenuation and amplification channel are E 1 and E 2 , respectively. b, DQM of a thermal noise channel using this decomposition. c, The classical capacity of the attenuation channel for l 5 1/2.
We have plotted the actual capacity, g((W 2 1/2)/2)/ln(2), and the capacity calculated using the DQM, log(W). d, The difference between the actual and discrete quadrature capacities for the attenuation channel, as a function of both l and power. The difference is never greater than 1.4 bits. e, DQM for the Gaussian attenuation channel. f, Rate region for simultaneous communication of classical and quantum information over the Gaussian attenuation channel. The highest-order (blue) bits are transmitted to the environment and therefore can never be used for quantum communication. They can always be used for classical communication, even when the lower-order bits are being used for quantum communication. This offers an advantage over the straight-line tradeoff associated with time sharing.
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The DQM of the thermal noise channel, including the environment, is shown in Fig. 3b . It consists of a number of input bits, depending on the channel parameters and transmission power, that are transmitted noiselessly to the receiver (green and blue bits). A smaller number of higher-order bits are also copied and sent to the environment (blue). The bits transmitted to the receiver but not the environment (green bits) are transmitted coherently, so that the difference between the respective numbers of bits sent to the receiver and to the environment gives the quantum capacity. The resulting formula (Supplementary Information) is
where DP and DQ are given in equations (2) and (3), respectively, N E is the average number of photons in the environment (Fig. 3a) and
This formula must still be maximized over DP, DQ, DM and DN and minimized over DM 1 and DN 1 . We treat DM and DN differently from DM 1 and DN 1 because the quantum capacity is the maximum difference of the log of the effective output dimension minus the log of the effective environment dimension. When evaluating the environment's dimension, we must maximize over DM 1 and DN 1 , which corresponds to making a measurement choice for the environment, but this becomes a minimization in the overall formula. As shown in Supplementary Information, when equation (5) is evaluated for the attenuation channel (N E 5 0) with unlimited input power, Q 5 log (l) 2 log(1 2 l) for l $ 1/2. This is exactly the quantum capacity of the Gaussian attenuation channel 19 . In fact, our model offers slightly more information. Throughout, for our model to make sense the estimates of the number of levels transmitted must be positive integers. The output dimension for this channel is
Using W §(s 2 P zs 2 Q )=2 §s P s Q yields 2lW $ 2ls P s Q $ 1, such that W>1=2l, which suggests the minimum power necessary to approach capacity.
Our model provides a simple understanding of the recently discovered trade-off between simultaneous classical and quantum communication in optical channels 20 . Switching between the optimal communication strategies for the two types of information ('time sharing') gives a linear trade-off between the capacities. In ref. 20 , it was shown that the rate region, which contains the simultaneously achievable rate pairs for quantum and classical communication, is substantially larger than this naive strategy suggests for an attenuation channel. This can be understood in terms of the DQM for the channel pictured in Fig. 3e . Our model for the attenuation channel with transmissivity l $ 1/2 and signal power W has C 5 log(2lW) input bits that get transmitted faithfully to the receiver. The log(2(1 2 l)W) highest-order input bits also get transmitted to the environment. These bits cannot transmit quantum information, and so we have Q 5 C -log(2(1 2 l)W). However, they can be used to send classical information, even while transmitting quantum information at full capacity Q, which results in the horizontal portion of the trade-off curve in Fig. 3f . Only after sending classical information at a rate greater than C 2 Q does a linear trade-off emerge, because the lower-order Q bits can each be used to transmit either classical or quantum information, but not both.
Our approach allows us to solve several vexing questions intractable in the orthodox model. For example, we can exactly solve models for single-user communication with thermal noise, as well as for multi-user networks including broadcast and multiple-access channels. Analyses in the multi-user setting are typically intractable, even classically 21, 22 . In Supplementary Information, we derive rate regions for the two-input/ one-output multiple-access channel and the one-input/two-output broadcast channel (Fig. 4) .
We argue that our model also is sophisticated enough to capture the relevant behaviour of quantum communication systems: comparison between the few solvable Gaussian examples and our predictions shows that they always agree to within one or two bits. Furthermore, for examples in which only lower bounds are available, we find good agreement with these, suggesting that known lower bounds are very close to the ultimate capacities. Our rates ought to be achievable in the real channels our models represent. The coding schemes come directly from our optimized input states: each rectangle corresponds to a coherent (possibly squeezed) state, and these states form a basis of a code for the real channel. Small imperfections in the model are eliminated by random coding over the near-perfect typical space arising from many channel uses.
Our model makes some previously known but counterintuitive facts almost obvious. For instance, we can explain why, whereas the classical capacity rises without bound as power increases, the quantum capacity 
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saturates: increasing power enhances transmission to both receiver and environment in equal measure. Put simply, when trying to communicate privately, shouting your secrets is a poor strategy . We have also explained why time sharing is not optimal for the simultaneous classical-quantum trade-off 20 . We also make some predictions. Within our model, entanglement between channel uses and other quantum strategies are not useful. In particular, privacy and coherence are equivalent in our model. We therefore predict that the private and quantum capacities will always be nearly equal in Gaussian channels, even though they can be very different in general 23 . Also, two-way communication does not increase the capacity much for Gaussian channels, again counter to the general case 24 . Furthermore, Gaussian channels should have a simple capacity formula involving a single channel use that is accurate to within a small number of bits (compare with refs 25, 26) . Finally, the capacities of Gaussian channels are nearly additive (unlike the extreme superadditivity in refs 25, 26) .
The fact that this additivity is not exact can, however, obscure some interesting effects. We know, for example, that Gaussian channels exhibit superactivation; that is, there exist pairs of Gaussian channels each with zero capacity that can nevertheless be used together to achieve positive capacity 27 . This seems to contradict our prediction of additivity. The resolution is that the resulting capacities are minuscule (the joint rate achieved in ref. 27 is only 0.06 bits). Our predictions are meant to be accurate to within only a few bits, and so there is no contradiction and our results should be asymptotically correct at high signal-to-noise ratio.
Finally, by considering many modes instead of just one as we have above, we recover equation (1) . In keeping with our discretization of phase space, the bandwidth, B, can be thought of as the number of modes available, each with noise power N 5 m 2 . Each can be used individually but requires a proportion of the power budget. By dividing the power equally into B modes and summing these B contributions from equation (4), we get
C~Blog W NB
For W?NB, this expression for C approaches that in equation (1) .
