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Mobile system for road 
 inspection and 3D modelling
Introducing novel technology within the project 
 “Digital Roads New Zealand”
Road inspection, Sensor systems, Optical navigation, Computer vision, 3D modelling of roadsides
Regular inspections and the maintenance of roads support traffic safety. Inspection technologies may 
benefit from latest developments in sensor systems, camera technology and computer vision. The paper 
discusses the application of novel mobile technologies, including stereo vision and visual odometry, for 
modelling and analyzing extensive segments of roads. Applications of the developed system have been 
evaluated at test sites in New Zealand within an international collaboration project entitled “Digital Roads 
New Zealand”.
Sergey Zuev, Anko Börner, Hongmou Zhang, Ines Ernst, Martin Knoche, Reinhard Klette
The inspection of road infrastruc-ture or of road surfaces requires exact localization of detected road defects on a 2D map or in a 
3D model. Developments in advanced 
driver assistance [1] or autonomous driving 
[2] depend on accurate 3D road and road-
side models, for example for sensor testing 
or environment-based vehicle guidance. 
Such models can be generated by different 
sensor technologies which can be placed on 
various platforms. Lidar, radar or camera 
systems mounted on satellites, airplanes, 
UAV’s or cars gather data which are mapped 
automatically into environment models. 
These models can be used for information, 
assistance and control systems. Model 
parameters (e.g. online vs. offline genera-
tion, spatial resolution, coverage) depend 
on the given application.
The research project “Digital Roads New 
Zealand” has been defined for meeting and 
understanding such needs in the context of 
developing a transport technology test site 
near Whangarei (New Zealand). This paper 
reports about current research in this pro-
ject which is undertaken by three partners. 
The Institute for Optical Sensor Systems [3] 
at the German Aerospace Centre (DLR) 
developed an integrated positioning system 
(IPS) which was installed on a car for pro-
viding precise trajectories of the vehicle [4]. 
Data were recorded by a stereo vision sys-
tem and an inertial measurement unit 
(IMU). Additionally, the data was used for 
modelling sections of the road from 3D 
point clouds generated by the IPS. The Cen-
tre for Robotics & Vision (CeRV) at Auck-
land University of Technology contributes 
to computer vision solutions and dynamic 
visualization [5]. The Northland Transport 
Technology Testbed (N3T) is developing 
road safety solutions for modern trucks [6] 
on rural roads and is preparing for driver 
assisting systems.
In this paper, these three partners dem-
onstrate the analysis of data collected with 
the IPS system during a recent measure-
ment campaign under real-world conditions 
in Northland, New Zealand. Case studies 
have been defined for urban environments 
(town basin of Whangarei), a new subdivi-
sion (Marsden City) and a rural road (Otaika 
Valley Road). In this project we were able to 
perform large-scale 3D roadside modelling 
(for networks of roads or for 10 to 15 km 
long road segments) and also to demon-
strate opportunities for road inspection.
Integrated Positioning System
The IPS is a low-cost stereo-vision-aided 
inertial navigation system (figure 1, left) that 
has been developed at DLR [7]. The IPS 
measures seamlessly a motion trajectory in 
unknown indoor or outdoor environment 
without any previous knowledge of the 
environment. Based on the measured trajec-
tory and on computer-vision methods, fol-
lowing applications like 3D scene recon-
struction, map-building and object localiza-
tion can be achieved.
The IPS consists of a stereo-camera sys-
tem (Prosilica GC1380H) with a 45 cm base 
line and an inertial measurement unit IMU 
(ADIS-16488). The cameras can record 
Figure 1: IPS system installed on the car (left). Measurement vehicle (middle). Oncoming truck traffic during measurement campaign on rural road 
(right). All figures: DLR
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CCD-progressive 1,360 x 1,024 stereo im -
ages at up to 30 frames per second (here 
used at 10 fps), with a focal length of 8.2 mm. 
For the IMU, both gyroscope and acceler-
ometer have a bandwidth of 330 Hz, with a 
bias stability of 6.25 °/h and 0.1 mg, respec-
tively. The system includes also a low cost 
GNSS sensor. For more details about the IPS 
see [8] and [9].
Trajectory estimation 
The trajectory of the moving IPS is calcu-
lated by fusing IMU measurements with 
visual odometry, i.e. by using the recorded 
stereo camera data for detecting pose 
changes over time.
The IMU used is a robust, self-contained 
sensor which means that the measurement 
does not relay on any (additional) outside 
information. The high sampling frequency 
of the IMU allows high spatial resolution 
when it comes to road defect detection. The 
IMU outputs six degrees of freedom motion 
information between two subsequent IMU 
frames, which includes acceleration and 
angular velocity. The estimated motion tra-
jectory of the system, based on IMU inte-
gration only, is erroneous due to random 
walk noise in the measurements; this can 
cause that the error of integrated IMU 
measurements grows unboundly. In practi-
cal applications, an IMU is needed to be 
combined with other sensors (like cameras) 
to form a complementary system.
A camera system (or visual odometry) 
also has its challenges. Solely camera-based 
practical applications are often limited by 
low resolution, texture issues, and sensitiv-
ity with respect to environment illumina-
tion. Visual odometry (VO) alone cannot 
work accurately in highly dynamic working 
environments (e.g. caused by incorrect fea-
ture matching due to motion-blurred 
images). Therefore, it is common to com-
bine cameras with IMU aiming at a signifi-
cant improvement of performance by an 
integrated system. In the IPS system, pose 
measurements from VO and from the IMU 
system are fused by using an error-state 
Kalman filter [10]. The output of the Kalman 
filter is finally considered as being the 
motion trajectory of the IPS system, and is 
then used in our point cloud generation 
step.
In the IPS system, the IMU operates at a 
very high frequency and is able to reflect the 
state of the system. Therefore, the IMU 
measurements (strapdown) are considered 
as the basic reference of the system state. In 
addition to the IMU, other sensors synchro-
nously measure the motion of the system 
but in different coordinates. To fuse the 
measurements of different sensors, all 
measurements are transformed into global 
Earth-centered, Earth-fixed (ECEF) coordi-
nates as show in figure 2. Next, by taking dif-
ferences between VO and IMU, or GPS and 
IMU as input, the error state of the system 
can be updated by the error-state Kalman 
filter. Finally, by adding the filtered error 
state to the strapdown output, the opti-
mized system pose is obtained. At the end, 
the coordinates of the system pose is trans-
formed back into geodetic Latitude, Longi-
tude, Altitude (LLA) coordinates as the final 
moving trajectory of the system.
3D point cloud generation
The IPS with its time-synchronized stereo 
camera system records two images at 
exactly the same time. They are used for 
reliable VO based on sparse sets of 3D 
points; they also serve for the generation of 
dense depth maps and resulting local 3D 
point sets for each recorded image pair. 
Numerous 3D point sets from image pair 
sequences can be fused using the calculated 
IPS attitude data. Subsequently, the point 
clouds from all image pairs can be merged 
into a high-density cloud and filtered into a 
voxel grid of an appropriate resolution and 
size. A large-scale 3D cloud of points for the 
entire observed area can be generated; see 
figure 3. 
Obviously, this approach strongly 
depends on a very high accuracy of all con-
tributing modules. A deep understanding of 
all system components and accurate calibra-
tion are essential; we developed a chess-
board-based robust calibration approach 
that is described in detail in [11]. For a fixed 
camera set-up, the depth resolution and 
local accuracy of 3D points is mostly deter-
mined by the stereo camera parameters, 
especially the pixel resolution and base 
length, and the minimum distance of the 
shown objects to the camera while passing. 
However, the global point cloud accuracy is 
directly correlated with the trajectory accu-
racy. In case of low light conditions with 
dark and especially very noisy images 
extracting dense depth maps may require 
some additional effort, as described in [12].
3D point cloud generation is usually 
done in a time-consuming post-processing 
step with several specialized software pack-
ages.  The IPS system approach allows 3D 
point generation in real time. Therefore we 
adapt the frame rate for point cloud genera-
tion dynamically to the camera movement. 
The computationally most expensive algo-
rithm for dense stereo matching is opti-
mized for the execution on a graphics pro-
cessor unit (GPU), written in the platform 
and vendor independent programming lan-
guage OpenCL. Based on former develop-
ments [13] and experiences with various 
cost functions [14] we use a semi-global 
matching algorithm with a census cost func-
tion.  
All steps, from the trajectory estimation 
up to the 3D point filtering to a voxel grid, 
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Figure 2:  Block diagram for IMU, VO and GPS integration
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can be carried out on a capable laptop PC in 
real time. This provides the opportunity to 
generate and possibly view dense 3D point 
clouds already during an ongoing measure-
ment and for the entire area of interest, e.g. 
for very long road paths or large-scale areas.
In subsequent steps, e.g. after applying 
semantic segmentation these 3D points 
clouds can be used to derive 3D models of 
observed objects and help answering ques-
tions raised in dedicated applications. Using 
multiple  measurements (i.e. repeated by 
driving in opposite directions or regularly 
the same road) over extended periods of 
time, occluded areas can be filled-in and 
long term changes in state parameters can 
be detected.
Best practice: using of IPS tech-
nology in New Zealand
Within the project “Digital Roads New Zea-
land”, several specified case studies with dif-
ferent environments using IPS technology 
have been applied in test areas in Northland, 
for the town basin of Whangarei, for the sub-
division of Marsden City and for several 
rural roads. In all areas the measurement 
runs were from 3 to 10 km long. As a first 
step, the accurate trajectories have been cal-
culated followed by a generation of large-
scale 3D point clouds of road environments. 
Figures 3, 5 and 6 show an overview of 3D 
clouds for dedicated test areas with a maxi-
mum resolution of a 1.5 cm grid. This high 
resolution of 3D information allowed us a 
detection of even very small details of road 
infrastructure. These 3D data are geo-refer-
enced, with a position accuracy of several 
decimeters over the distance of travelling. 
The conditions of road infrastructure (e.g. 
bridges, guard railing, traffic road signs) can 
be automatically evaluated, recorded and 
monitored for changes. Generated 3D data 
allowed us to extract road geometry param-
eters such as the inclination along and across 
the road, or the state of barriers or of road 
markings. The 3D point data can be used for 
road inspection tasks and also as input for 
driver-assistance systems by describing the 
3D road model at current time and place.
The rural test area along Otaika Valley 
Road (OVR) is 12 km long; this is a hilly and 
windy rural road with high-frequency traffic 
of logging trucks. This road is a hot spot of 
traffic accidents, with about 90 crashes dur-
ing the last 10 years, most of them involving 
logging trucks. The application of novel 
technologies for maintenance, modelling of 
road surfaces and for supporting drivers 
with assistance systems are important steps 
towards safer rural roads. Figure 4 shows cal-
culated trajectory and figure 3 illustrates a 
resulting large-scale 3D point cloud based 
on just one run of our measuring car (in just 
one direction on the OVR). 
The urban area of town basin of Whanga-
rei (of about 2x2 km) represents a typical 
city environment with high-frequently traf-
fic; it is suitable for testing of driver-assis-
tance systems. It is challenging to develop 
computer vision algorithms that filter out 
moving or otherwise disturbing objects 
while aiming at an accurate 3D model. Fig-
ure 5 shows a resulting overall 3D model and 
details of road infrastructure in the Whanga-
rei town basin. 
The Marsden City subdivision area, with 
5 km roads in total, is designed for future 
urban development with full road infra-
structure components; it still has low traffic 
utilization prior to further development. 
This area is used for testing self-driving 
vehicle technology. Figure 6 shows a calcu-
lated trajectory of our measuring car and 
the overall 3D model.
Road defect detection (e.g. potholes) is a 
subject for road-surface inspection. The ste-
Figure 3: Case study “Otaika Valley Road” – examples of created 3D models
Figure 4: Case study “Otaika Valley Road” – IPS measured trajectory in Google map
Figure 5: Case study “Town Basin Whangarei” – Details of 3D model (left) and IPS original 
image (right)
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reo image data, provided by the IPS, can be 
used for efficient detection of road surface 
distress. IPS-based stereo vision [15] pro-
vides multi-frame depth data integration 
into a digital elevation model [16], support-
ing robust and efficient detection of 
 potholes, and road surface inspection in 
general. 
Conclusions
By our IPS measurement campaign, part of 
“Digital Roads NZ” project, we demon-
strated a combination of real time trajectory 
estimation and 3D environment modelling; 
results are accurate and reliable over long 
time periods or trajectory lengths, with real 
time 3D point cloud generation (at 10 fps). 
This is a promising technological basis for 
various applications. The presented cost-
effective approach for data acquisition ena-
bles a high repetition rate. It is therefore not 
only well-suited for road inspection but also 
for change detection since time series of 
point clouds are exactly temporally and spa-
tially referenced.  ■
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Figure 6: Case study “Marsden City” – IPS measured trajectory in Google map (left) and 
3D model of roads (right)
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