Abstract-Uncertainty in power system planning problems can be categorized into two types: exogenous and endogenous (or decision-dependent) uncertainty. In the latter case, uncertainty resolution depends on a choice (the value of some decision variables), as opposed to the former case in which the uncertainty resolves automatically with the passage of time. In this paper, a novel stochastic multistage planning model is proposed that considers endogenous uncertainty around consumer participation in demand-side response (DSR) schemes. This uncertainty can resolve following DSR deployment in two possible ways: locally (at a single bus) and globally (across the entire system). The original formulation is decomposed with the use of Benders decomposition to improve computational performance. Two versions of Benders decomposition are applied: the classic version involving sequential implementation of all operational subproblems and a novel version, specific to problems with endogenous uncertainty, which allows for the parallel execution of only those operational subproblems that are guaranteed to have a unique contribution to the solution. Case studies on 11-bus and 123-bus systems illustrate the process of endogenous uncertainty resolution and underline the strategic importance of deploying DSR ahead of time.
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NOMENCLATURE

Sets and indices
Ω s
Set of scenarios, indexed s, s . Ω D G Set of distributed-generation (DG) units, indexed g * . Ω E Set of epochs, indexed e. Ω E * Set of all epochs except the last one, indexed e * . Ω K Set indexed k, denoting the first element of all timecoupled independent operation sets (from the Ω T set). 
Cost of curtailing DG output (£/kWh). D n
Max load that can be shifted at bus n (kW). d s,e,t,n Load at bus n, epoch e, scenario e, period t (kW).
D s,s
Set corresponding to scenarios s, s and consisting of buses n that differentiate these scenarios in terms of f s,n .
F l Initial capacity of line l (kW). f s,n
Percentage of load at n that can be shifted by engaging DSR (consumer participation).
I n,g
Bus-to-generation incidence matrix. κ L Build time for conventional line upgrade. It is the time required (measured in epochs) for the upgraded line to become operational since the decision to make this investment was made. κ D Time for commissioning DSR scheme. K s,e,g Installed capacity of g at s, e (kW).
L n,l
Bus-to-line incidence matrix.
Q o
Capacity addition corresponding to o (kW) 
I. INTRODUCTION
D
ISTRIBUTION networks are facing challenges due to the growing penetration of renewable energy sources as well as due to the rising demand because of the ongoing electrification of the heating and transport sectors [1] . Accommodating the new power flows that arise will entail considerable amounts of network reinforcement over the following decades. In this new landscape, where flexibility becomes a central issue, smart grid technologies can constitute valuable alternatives to the conventional route of capital-intensive reinforcements [2] . Technologies such as energy storage, demand-side response (DSR) and flow control devices can offer benefits such as improved ancillary service provision [3] , improved DG hosting capability [4] and interim management of long-term planning uncertainty [5] . The deployment of these technologies is seen as an integral part of planning a low-carbon energy system at least cost.
Despite the significant advantages of the DSR technology [6] , it is widely recognized that the eventual level of consumer participation is highly uncertain as every consumer has individual electricity usage preferences that cannot be known a priori with certainty [7] ; findings from various trials have already highlighted the challenges in fully understanding the entire spectrum of societal and cultural factors that influence consumers' choice to participate [8] , [9] .
Most importantly, in order to accurately describe the uncertainty surrounding the level of consumer participation in DSR schemes, it is vital to observe that this uncertainty cannot be resolved simply with the passage of time. Rather, its resolution depends on whether or not the decision to deploy a DSR scheme is actually made. That is, the deployment of the DSR triggers the resolution of uncertainty because it gives the opportunity to consumers to choose whether they wish to participate or not. Since the uncertainty resolution is controlled by decision variables, the uncertainty is called endogenous or decision-dependent (DDU) [10] . Although much has been written about the importance of uncertainty modelling in distribution network planning [11] , [12] , the concept of DDU has not yet been investigated in the context of electric power systems.
In this paper we develop a DDU framework to compute the option value of uncertain DSR schemes. The option value of DSR is defined as the expected net benefit that DSR schemes can provide by enabling savings in terms of investment costs (e.g., by deferring line upgrades) and operational costs (e.g., by reducing the amount of DG curtailment). The contribution of this paper can be summarized as follows:
r Presentation of the mathematical formulation for problems that exhibit decision-dependent uncertainty that resolves in two possible ways: locally and globally. r Demonstration of case studies that focus on the quantification of the option value of DSR under endogenous uncertainty on consumer participation. The remaining sections of this paper are organized as follows: Section II reviews the existing literature and gives insights regarding DDU problems. Section III presents the problem's mathematical formulation. Section IV demonstrates the application of the proposed planning framework. Section V presents an additional case study on a much larger system, showing the scalability of the proposed approach. Section VI provides conclusions and recommendations for future work.
II. DECISION-DEPENDENT UNCERTAINTY
The majority of existing work in the area of distribution planning focuses on deterministic decision-making frameworks [13] . Recently, some exogenous uncertainties have also been included in the planning problem formulation, as discussed in [14] . However, so far there have been no efforts to formally model sources of endogenous uncertainty in the context of electricity system planning.
Nevertheless, the topic of innovation management and evaluating endogenously uncertain investments has been a central area of study in other fields for many decades [15] . In the recent article [16] , the authors study the strategic advantage of pursuing exploratory business acquisitions as a way to test new opportunities in a setting characterized by increasing uncertainty. Two aspects are identified as critical when investing in new technologies. Firstly, near-term costs are easier to value than long-term benefits due to uncertainty. This uncertainty can bias decision-makers towards inaction or the adoption of a 'waitand-see' approach until a winning investment is clear. However, this bias can be damaging in situations where uncertainty is not resolved merely with the passage of time but rather by pursuing the action itself. The second aspect is that businesses are biased towards getting answers right the first time. This can unduly constrain entrepreneurial action, especially when it is possible to carry out initial trials. These points highlight the need for tools to intelligently navigate the uncertain landscape of innovation management. In the past years, some important steps towards this direction have been made in the energy field. For instance, the authors in [10] present a stochastic framework for the planning of an offshore gas exploitation site with reserves of endogenously uncertain properties. Similarly, [17] involves the portfolio planning of research projects whose financial return is endogenously uncertain, while [18] addresses the problem of decision-making on global climate policy as a multistage stochastic dynamic problem under decision-dependent uncertainty.
There are multiple variants of DDU modelling to cover for different types of uncertainty resolution. In general, there are two types of DDU models: (i) problems where the decisionmaker can impact the probability distribution of an uncertain parameter by making a particular outcomes more or less likely (e.g., [19] ) (ii) problems where the decision-maker can act to resolve uncertainty (e.g., [20] ). In this paper we focus on the latter type.
Two approaches presented in the past involve immediate [20] and gradual [21] uncertainty resolution. In the former case, the DDU resolves completely after a decision has been made, whereas in the latter case, a number of decisions spread over numerous epochs are required for the full uncertainty resolution. For example, in [21] a combination of investment and operational decisions are required to be made so as to gain complete information regarding the performance of chemical plants. In terms of the scope of uncertainty resolution, there are two variants: local and global. In the first, the deployment enables the planner to obtain some information regarding the performance of the deployed asset or scheme itself. In the second variant, the structure of the information can be complex; deployment of a particular asset can lead to information discovery not only within the boundaries of the deployment area but also beyond.
Although DDU problems are modeled using scenario trees, which is also typical of problems with exogenous stochasticity, they entail substantially increased computational burden. This is because they require (i) the explicit inclusion of nonanticipativity constraints and (ii) the addition of auxiliary variables and constraints that enable the modeling of decisiondependent information discovery. As such, the use of scenariovariable formulations (as described in [22] ) becomes necessary, leading to significantly increased problem size.
Several methods to address the computational issues associated with DDU have been proposed in the literature. Approximate Dynamic Programming has been utilized in [18] , while iterative decomposition techniques and special-purpose branch -and-bound algorithms have been proposed in [20] , [21] for efficiently producing approximate solutions. In this paper we show that Benders decomposition can be effectively deployed when modelling endogenous uncertainties in the context of electricity distribution planning problems. A novel problem filtering scheme has also been developed, tailored to the scenariovariable structure of DDU problems, resulting in an overall computationally-efficient decomposition approach.
III. MATHEMATICAL FORMULATION
The planning problem is formulated as a mixed integer linear problem where binary variables are used to denote investment decisions. The planner's objective is to minimize total expected system cost while having the choice to invest in conventional line reinforcements and in DSR. In the presented formulation, the level of eventual consumer participation in the deployed DSR scheme is regarded as uncertain. A number of scenarios are used to define the possible participation outturn, each with an associated probability. There are well-established methods in the literature for inferring these scenarios and probabilities through quantitative discrete choice models [23] . For example, through the use of questionnaires and demographic data it is possible to infer a stochastic estimate of the choice to participate or not in a DSR scheme for a household. The need for investment is driven by load growth and installation of new DG plant, which are considered to be fully known a priori.
The formulation is first presented in its original nondecomposed form and then the decomposed version based on Benders Decomposition follows. Note that there are two operational variants corresponding to local and global DDU resolution. Both variants are presented in this paper for completeness and to showcase the possibilities of DDU problem formulation. Which of the two variants is deployed depends upon the prevailing assumption of the planner regarding the structure of uncertainty resolution.
A. Problem Formulation
We present a multistage model, where investment decisions are made for each scenario s and epoch e (equivalent to a stage). In turn, we assume that each epoch of each scenario consists of a set of time periods Ω T over which the system is operated. The cost of each time period is weighted by a factor w t to ensure correspondence between the duration of an epoch (typically several years) and the number of time periods modeled (e.g., could be a single year or a number of typical days or weeks). The mathematical formulation of the presented problem consists of the cost minimization objective function (1) and the investment constraints (2), (4)- (10) as well as operational ones (3), (11)- (17) 
T s,e,t,n ≤D s,e,nDn ∀s, e, t, n (11) 
The objective function (1) describes the minimization of the sum of the discounted expected investment cost (2) and the expected operational cost (3). Constraints (4)-(5) define the state variables that aggregate all investment decisions taken in the past while considering their corresponding build times. Constraint (6) allows the variable F s,e,l,o to take on a value equal to the capacity of one of the available investment alternatives. Constraints (7)- (8) constitute the initial (first-stage) non-anticipativity constraints, which force the first-stage investment decisions to be identical across all scenarios; no information has arrived to allow for the distinction between a pair of scenarios s, s .
Constraint (9) Constraint (9) is presented using logic symbols, as in [10] , [20] and [21] where ∧ denotes logical conjunction and ¬ denotes logical negation. Such logic form is very frequently utilized to represent disjunctive constraints and it is preferred to directly using the equivalent mixed integer constraints for two main reasons. First, the logic form constitutes a concise way of representing the constraint that retains the readability of the formulation. For instance, in [21] the authors show that the logic form of the constraint is equivalent to seventeen linear mixed integer constraints. Secondly, the logic form provides the reader with the freedom to use any of the possible ways to reformulate the disjunctive constraint into mixed -integer ones. Thus, Raman and Grossman proposed that propositional logic be used as a basis for formalizing the modelling of mixed integer programming problems [24] . In this case, constraint (9) is written in an equivalent linear form as in (18) 
This equivalent form is based on the multiplication of binary variables. In general, the nonlinear product [25] . Specifically the expression n ∈D s , s ¬D s,e,n that appears within the right-hand side of (9) (18)- (19) .
Constraint (10) represents the conditional non-anticipativity constraints meaning that the right-hand side of (10) is applied only if Z s,s e = T rue. In this case, the investment decisions made at e + 1 must be identical between scenarios s, s since no information will have arrived to distinguish them. This constraint can be expressed in mixed integer linear form using (20) - (21).
Constraints (11)- (13) model the operation of all deployed DSR schemes. In particular, (11) setsD n as the upper bounds for the load that can be shifted to time t, provided that a DSR scheme has been deployed at this bus (D s,e,n = 1 ). According to (12), the maximum load that can be shifted away from bus n at t is equal to f s,n d s,e,t,n . Energy equality (13) ensures that all flexible load is eventually served within every consecutive period
For example, assuming that a DSR scheme can shift load across a 24-hour period i.e., (δ = 24) and |Ω T | = 8760 (i.e., number of hours within a year) then Ω k = {1, 25, . . . , 8737}. That is, the elements k ∈ Ω k represent the first hour of every period [k.k + δ − 1] so that the entire year is covered, meaning that the first and last possible values for k are 1 and |Ω T | − (δ − 1) rerpectively. The DSR revenue and operation model adopted in this paper are similar to previous works such as [14] and [26] . Constraint (14) and when g refers to the substation, ensures that the power drawn from the grid is within the limits of the transformer. When g refers to a renewable DG unit, (14) states that the maximum output of the unit is defined in terms of its installed capacity and resource variability ζ t,g . Constraint (15) defines the power flows according to the DC power flow model while (16) states that power flows are bounded by the line's thermal rating. Constraint (17) imposed energy balance at every bus. Deterministic demand and DG production time series have been assumed, but if required the model could be expanded to accommodate exogenous stochasticity.
Note that constraints (11)- (17) refer to local resolution of DDU that characterizes the situation in which after the deployment of the DSR at a bus n ∈ Ω N that exhibits endogenous uncertainty around consumer participation, the DDU resolves only at n i.e., no information is gained regarding customer participation at other buses. In contrast, global DDU resolution involves the uncertainty resolution at the entire system. More specifically, consider a DSR scheme deployed at a bus n * ∈ Ω N as a pilot scheme aimed at informing consumer participation across the network. It is assumed that after the scheme has operated at n * for the duration of one epoch, the consumer participation observed at n * will apply to all buses across the system (globally) rather than only at n * (locally). In order to model global DDU resolution, constraint (28) needs to be replaced by (22) 
Equation (22) sets the upper limit for the flexible load that can be shifted from time t. Constraint (23) states that if a DSR scheme is deployed at n then the consumer participation at that bus is equal to that of n * (location of deployment of the DSR pilot scheme) provided that a pilot scheme was deployed by the end of the previous epoch. The latter is catered for by appending to the master problem the extra constraint (24):
B. Benders Decomposition
Benders decomposition constitutes a technique that has been extensively applied within the context of power systems [27] to assist in dealing with challenges relevant to increased problem size. In principle, the original problem is decomposed into a master subproblem and several operational subproblems; one per epoch and per scenario. The former models investment decision and approximates operation, while the operational subproblems model the operation of the power system. At each iteration the master problem is solved and the optimal trial decisions are passed on to the operational subproblems. In turn, these generate Lagrange multipliers that are used by the master problem of the subsequent iteration to construct one extra constraint known as the Benders cut; this cut approximates the optimal value of the operational subproblem. As the Benders iteration index increased, more cuts are gradually appended to the master. Ultimately, the algorithm converges when the difference between the lower and the upper bounds to the original problem's objective function is sufficiently close to zero. The two bounds at iteration i are defined as follows: 
C. Investment Master Problem
At each Benders iteration i the master problem contains all investment-related variables and constraints. Particularly, it consists of all constraints (4)- (10) and involves the objective of minimizing the sum of the discounted expected investment cost (2) 
D. Operational Subproblems for Local and Global DDU Resolution
This subsection provides the formulation for the operational subproblem (local and global DDU resolution respectively) corresponding to Benders iteration i, scenario s, and epoch e. Note that which of the two variants (local or global DDU resolution) is used is determined by the assumption of the planner around the structure of uncertainty resolution.
Regarding local DDU resolution, the objective function (29) is equal to the sum of the discounted cost of curtailment of the DG output and that of the payments to consumers who participate in the DSR scheme. Constraints (30)-(31) are similar to (11)-(12) with the difference being thatD s,e,n has been replaced by Δ n . Also (32) is similar to (16) whereF s,e,l,o is replaced by Φ l,o . Both these variables are equalized to the corresponding output of the previous Benders iteration as in (33)-(34) and Lagrange multipliers are obtained to create the Benders cut to be included in the master problem of the subsequent iteration. The operational subproblem also consists of constraints (13)- (15) and (17) 
Δ n =D 
In the case of global DDU resolution, the formulation of the operational subproblem is similar to that for local DDU resolution except for (31), which is replaced by (35)-(36), while one extra constraint (37) is included in the formulation of the master problem. Note the similarities between (35)-(37) and (22)- (24) .
E. Subproblem Filtering Algorithm (SFA)
In the classic version of Benders Decomposition (CBD) every iteration entails the solution of all operational subproblems. A modification of the algorithm has been developed taking advantage of the structure of DDU problems. In particular, DDU problems have a scenario-variable formulation giving rise to a large number of subproblems equal to the product of scenarios and epochs |Ω s ||Ω E |; this is contrasted to the typical exogenous stochastic problem where the node-variable formulation leads to a smaller number of subproblems equal to the number of scenario tree nodes.
However, in DDU problems, there is no reason to differentiate across scenarios if the chosen investment decisions do not result in some uncertainty resolution. For example, consider the case where no investment is made across the horizon; all operational subproblems pertaining to a given epoch are thus identical, meaning that only one subproblem per epoch (rather than |Ω s | subproblems per epoch) needs to be solved. We propose the SFA to screen trial investment decisions and identify equivalence between subproblems. By definition, under SFA, only a subset of all |Ω s ||Ω E | subproblems is executed, leading to potentially substantial computational speedup. The algorithm to be carried out at each iteration i after having solved the master problem is presented below. As shown all operational subproblems that correspond to tuples (s, e) ∈ {K s } s ∀s ∈ |Ω s | can be solved in parallel. Those that are not solved have their output equalized to a problem with the same scenario-path dependency at the same epoch which has been solved in the preceding step. Step 6. END
IV. CASE STUDY-11-BUS NETWORK
In this section, two case studies are presented; one for the global and one for the local problem variants. Through these case studies we demonstrate the novel types of analysis and insights that can be drawn from planning under DDU. Note that all studies are carried out on a 64-bit 2.70 GHz computer with 12 GB physical memory (RAM) and 8 physical core processors. Fig. 1 depicts the reference overhead distribution network used in the case studies. Certain DG and demand growth developments have been projected in the future 10-year horizon warranting network reinforcement. The horizon is split in five two-year epochs (equivalent to stages) over which the planner must meet system constraints at minimum cost by reinforcing line capacity and/or deploying DSR schemes that enable rescheduling flexible demand throughout the day. Note that three standard thermal sizes have been used with reactance value of 0.11 p.u. and respective capacities as follows: 380 kW (lines [1] [2] , [2] [3] , [3] [4] [5] ), 200 kW (lines [5] [6] , [6] [7] , [7] [8] ) and 80 kW (all remaining lines). In the initial state (first epoch) the demand is satisfied through energy imports via the substation (bus 1), while the DG unit connected to bus 11 has not yet become operational. The peak load is 60 kW at every load-bus. At the second epoch, load at buses 5 and 8 grows while the DG unit becomes operational. These parameters continue to grow deterministically over the study horizon, as shown in Table I . A deterministic time series is used to capture annual variability in demand and in the operational pattern of the DG wind unit [28] , [29] .
A. Description
Despite the alleviating presence of the DG unit (as it is located at the far end of the substation), the load growth leads to increased energy imports through the substation and, as a result, increased power flows through the lines. In order to safely accommodate these growing power flows, the planner has a range of potential solutions shown in Table II . The investment cost of the different technologies has been estimated according to relevant sources [30] . Note that the DSR has zero build time i.e., it becomes operational at the same epoch at which the corresponding investment decision is made, contrary to line upgrades that become operational one epoch later. This assumption is based on the fact that no time-consuming planning permissions or civil works are necessary for DSR deployment. In terms of operation, DG curtailment and DSR compensation costs, c D G and C
D S R
have been set at 100£/MWh and 10£/MWh respectively. Note also that parameters u l , v l that are included in constraint (22) can be directly inferred from Fig. 1 .
The DSR scheme at a bus n performs optimal time-shifting of the flexible load connected to n, which is expressed as a percentage of the total hourly load. The amount of flexible load depends on the consumer participation in the DSR scheme i.e., the more people participate in the scheme, the larger the amount of flexible load that can be controlled by the network operator for a fee. In this paper, we assume that the level of consumer participation is uncertain and uncertainty can be resolved only by deploying a DSR scheme. As such, the formulations described in Section III are deployed to tackle the DDU problems that arise. S1  50%  50%  49%  S2  50%  10%  21%  S3  10%  50%  21%  S4 10% 10% 9% Fig. 2 . Solution strategy for study ST1 and ST4. 
B. Case Study I-Local Resolution of DDU
In Fig. 1 , there are six load-buses i.e., six candidate locations for DSR deployment, with buses 5 and 8 exhibiting DDU. Note that the load-buses 2, 4, 7 and 10 do not exhibit uncertainty around their participation level which is a priori set at 20%; this is because of our assumption that DDU affects only particular types of consumers found at buses 5 and 8. There are two possible events regarding demand participation at these two buses; either a low participation rate of 10% (with 30% probability) or a high participation rate of 50% (with 70% probability); this gives rise to a total of four possible scenario shown in Table III .
Three different stochastic studies have been carried out. ST1, ST2 and ST3. In ST1 conventional reinforcement is the sole available investment technology i.e., no DSR is allowed. In ST2 the planner can invest in both technologies. In the last study, ST3, the planner can consider both technologies in all epochs except for the first one, where only conventional reinforcement is allowed. The corresponding solution strategies for ST1, ST2 and ST3 are shown in Figs. 2-4 respectively where 10% and 50% represent consumer participation levels (see Table III ). Note that the notation such as [1] [2] [3] [4] [5] :100 denotes 100 kW line upgrades across all lines between buses 1 and 5, while DSR(x) signifies DSR deployment at bus x. Percentages, when shown, refer to customer participation levels. Also, the brackets at the rightmost corner of every investment graph show to which scenarios the depicted investment schedules correspond.
A first observation to make when comparing the three strategies is that they do not only entail different investment decisions, but their branching structure is also radically different. For example, in Fig. 2 the investment plan is similar to that Fig. 4 . Solution strategy for study ST3; percentages stand for the consumer participation level at bus 5 and at bus 8 respectively.
TABLE IV LOCAL DDU CASE STUDY RESULTS
ST1
ST2 ST3
Expected System Cost £3,600 k £655 k £727 k of a deterministic study, where no branching is present; this is because uncertainty resolution (i.e., branching) can only be triggered by investment in DSR. Thus, all four scenarios remain undifferentiated and subject to the same unconditional investment decisions. On the other hand, in Fig. 3 it is evident that the availability of DSR to the planner involves fewer decisions to invest in conventional assets, with the planner opting for DSR deployment instead. In particular, following deployment at bus 8, in the first epoch, uncertainty resolves; if the participation turns out to be favourable i.e., 50% then the need for further investments is alleviated (only a DSR at bus 5 at the last epoch is deployed). In contrast, if the adverse case of 10% consumer participation materializes, then the planner proceeds with deploying DSR at bus 5 in the second epoch where an additional branching occurs depending on the bus 5 uncertainty realization. A customer participation of 50% is sufficient to ensure unconstrained operation until the last epoch when a DSR is deployed at bus 10. If the adverse case of 10% consumer participation materializes then the planner needs to adjust the network by carrying out numerous line upgrades and deploy DSR schemes in subsequent epochs. Note that there is no explicit need for investment in the first epoch, since network constraints only arise from the second stage onwards. This highlights the fact that DSR deployment takes place in the first epoch in order to trigger the resolution of uncertainty around customer participation level.
As shown in Table IV , the consideration of DSR as an investment candidate leads to a considerable reduction in total expected system cost. This allows for quantification of the option value of DSR. Option value is computed as the difference in expected system cost between a system where DSR deployment is possible and a system where DSR deployment is not possible, as per [14] . Option value was found to be equal to £3,600 k − £655 k = £2,945 k, showing that the DSR technology presents very substantial opportunities for cost reduction. If this first-stage commitment is not made, as in Fig. 4 , an 11% increase in cost arises due to the planner's inability to resolve uncertainty in the first epoch, leading to increased investment costs as multiple unconditional investments are made. It follows that that the option value is largely due to the extensive savings in terms of capital expenditure. Reducing c D G to £70/Mwh and increasing c D S R to £40/MWh resulted in only a slight reduction of option value to £2,930 k.
The solution strategy for ST2 was achieved in 35 minutes using the Benders decomposition with the SFA, and in 200 minutes using CBD.
C. Case Study II-Global Resolution of DDU
In the global resolution variant, a DSR pilot scheme can be deployed at bus n * = 8. Following deployment, the DSR scheme must be operated for the entire epoch before the endogenouslyuncertain consumer participation is resolved. After resolution, the realization level will apply to all other system buses, under the assumption that the eventual participation level in the pilot scheme is a perfect predictor of willingness to participate in other parts of the system. As shown in Table V , there are four possible customer participation scenarios: 35%, 20%, 5% and 2.5% with corresponding probabilities π S . Note that customer participation in DSR is uncertain at all load-buses.
Three different stochastic studies are carried out, namely ST4, ST5 and ST6, each with available technologies for investment similar to ST1, ST2 and ST3 respectively. The solution strategies for ST4, ST5 and ST6 are shown in Figs. 2, 5 and 6.
Notice that ST4 and ST1 share the same investment solution (and corresponding costs) shown in Fig. 2 since due to the inability to deploy DSR no uncertainty can resolve and the planner resorts to the same conventional reinforcements.
On the contrary, under ST5, the availability of DSR allows for a fundamentally different approach. As shown in Fig. 5 , the planner decides to deploy DSR at bus 8 from the very first epoch, aimed at resolving the uncertainty around customer participation level. Subsequently, if 35% consumer participation is observed at bus 8, no further investment is required until the last epoch where a DSR at bus 7 is deployed. This largely is the case for scenario 2 as well, which also warrants a DSR investment in the third epoch. However, in the event of lower consumer participation, the need for additional investment becomes binding. In both scenarios 3 and 4, characterised by 5% and 2.5% participation respectively, three line upgrades are required in the second epoch and two extra in the fourth epoch while no further DSR investments take place as the low participation levels render it unattractive.
It is important to highlight that although the system is unconstrained in the first epoch, the pilot scheme is still deployed early solely for the purpose of resolving uncertainty. By doing so, subsequent investments can be made conditionally on the learning obtained regarding consumer participation, leading to substantial cost savings.
If this early investment is not undertaken, as is the case of ST6 shown in Fig. 6 , the resultant strategy involves second-stage investments in DSR and three line upgrades.
These investments are made unconditionally since in the second epoch uncertainty has not been resolved resulting in more than 75% rise in expected cost. As shown in Table VI , the option value of DSR can be calculated at £3,600 k − £1,070 k = £2,530 k, representing the total economic benefit, including investment deferral and uncertainty resolution, that the ability to deploy DSR offers.
In terms of computational performance, the solution for ST5 was found in 15 and 70 minutes via SFA and CBD respectively, while the solution time rises to over 6 hours when not using decomposition.
V. CASE STUDY-123-BUS NETWORK
In this section we show an additional case study on the 123-bus distribution network. The aim is to showcase further modelling capabilities of the proposed method and demonstrate its scalability to large problems. Load growth -10% 25% 50% 100%
A. Description
The distribution network topology is shown in Fig. 7 , while all network parameters can be found in [31] . Other assumptions regarding investment costs and DSR compensation are as in the previous case studies (but line upgrades now involve 150 kW and 300 kW conductors).
A number of buses in the network are expected to undergo substantial demand growth in the future. This demand growth is expressed deterministically in terms of current peak demand and is shown in Table VII. Note that the study spans, as in the previous section, five epochs (or equivalently stages) of two years each. In the first stage no demand growth has occurred yet, while in the final stage the demand at the corresponding buses will have doubled (100% load growth). This demand increase will create thermal constraints in some parts of the network (shown in red in Fig. 7) .
In order to safely accommodate the rising power flows, the planner can choose either to upgrade the lines or deploy DSR schemes. We assume that the planner has identified two groups of consumers suitable for participating in a DSR scheme by having their residential electricity demand lowered subject to a compensation payment. Group 1 comprises of eight buses (shown in yellow in Fig. 7 ), while Group 2 comprises of six buses (shown in cyan in Fig. 7) . As in Section IV, here also the planner does not know with certainty the eventual rate of consumer participation in any of the two groups. In fact, in this case study we have adopted a hybrid between local and global uncertainty resolution. We assume that as soon as a DSR scheme is deployed in any of the buses of Group 1, then the participation S1  45%  55%  40%  S2  45%  35%  20%  S3  45%  15%  15%  S4  10%  55%  10%  S5  10%  35%  10%  S6 10% 15% 5% Fig. 8 . Solution strategy for study ST7.
rate for all buses in Group 1 becomes known at the beginning of the subsequent epoch. That is, we can infer propensity to participate in a DSR scheme from a single trial in the group's population. Similar assumptions have been made for Group 2. Possible participation levels for Group 1 have been discretized to two levels; 45% and 10% while possible participation levels for Group 2 have been discretized in three levels; 55%, 35% and 15%. This gives rise to a total of six scenarios as shown below in Table VIII . For example, Scenario 2 (S2) corresponds to a participation level of 45% and 35% for Group 1 and 2 respectively, with a probability of 20%.
B. Results
Similar to the previous section, two studies are performed: ST7 where only investment in line upgrades is allowed and ST8 where investment in both lines and DSR is enabled. These studies are considered in order to observe the effect of DSR technology in the resultant total expected system cost. The optimal investment strategy for ST7 is shown in Fig. 8 . As expected, a number of line reinforcements have to be made from the very first stage so that no constraints arise in the second stage (as in the previous cases studies, line upgrades have one epoch construction delay). These investments aim at reinforcing the 'weak' lines shown in red in Fig. 7 . Of course no uncertainty is resolved since no DSR is deployed. Hence, the resulting investment solution involves no branching. The cost of the system across the studied horizon is $2.92 m.
The optimal investment strategy for ST8 is shown in Fig. 9 . As can be seen below, the first-stage decision involves deployment of DSR at one bus of Group 1 and at one bus of Group 2; this is targeted at resolving uncertainty around potential participants of each of these two groups. Thereafter, uncertainty is resolved in both groups and the scenario tree 'expands' over the six scenarios, each of which involves a particular investment schedule. For example, in the bottom branch (corresponding to scenario S6 with the smallest possible participation levels of Group 1 and 2 consumers respectively) the planner chooses to reinforce lines 72-76, 67-119 and 52-118 in the second epoch and line [13] [14] [15] [16] [17] [18] in the third epoch. Additionally DSR investments are made in the Fig. 9 . Solution strategy for ST8 depicted in the form of a scenario tree consisting of six scenarios (S1, . . . ,S6) and five epochs (or stages).
second epoch at buses 37, 39 and 71 in order to account for the one-epoch construction delay characterizing line upgrades (see Table II where build time is 1 epoch for line upgrades). Similar logic applies to all other scenarios but because the consumer participation levels at the buses are higher than they are in S6, the number of conventional investments is smaller since constraints can be increasingly resolved via demand-side participation.
Expected system cost for ST8 is £2.15 m, resulting in an option value for DSR of £2.92 m − £2.15 m = 0.77 m, showing again very substantial net benefit for DSR and the importance of resolving uncertainty around consumer participation.
C. Computational Performance
The ST8 case study took 2 h and 10 minutes to solve using the proposed Benders decomposition approach with the SFA module. In contrast, the CBD took over 4.5 hours since it required the solution of, on average across the required 17 iterations, 55% more subproblems. Note that in both cases, a multi-cut version of the proposed Benders scheme was used. As expected, the undecomposed problem performed much worse; no convergence had been achieved after 3 days of execution. The above results demonstrate the scalability of the proposed approach to systems of realistic size that entail a large number of candidate assets across numerous scenarios.
VI. CONCLUSION AND FUTURE WORK
This paper proposes a new class of optimization models for identifying the optimal investment strategy under endogenous uncertainty. This type of modelling can be useful in informing policy decisions around innovation developments as most new technologies involve DDU. As an example, we focus on uncertain consumer participation in DSR schemes with the assumptions of local and global DDU resolution. A novel adjustment to the Benders algorithm that exploits the structure of DDU problems is presented to alleviate the computational burden of the proposed methodology. In addition, we give examples of studies that can be undertaken with the proposed framework, highlighting that resolving uncertainty may entail significant strategic benefits, thus making a strong case for the early deployment of pilot DSR schemes.
Note that while the use of a network that is rather small in scale and in which power flows are modelled according to the DC power flow model aims at introducing the novel concept of DDU, focus of future work will be placed on designing new decomposition schemes [32] to allow studying larger and more complex networks, with the consideration of a wider variety of smart technologies and modelling power flows based on the AC power flow model. We are also interested in modelling new types of DDU with emphasis on problems where some decisions may alter probability distributions by making one outcome (product of the uncertainty resolution) more probable than others [33] . Finally, the inclusion of exogenous and endogenous sources of uncertainty in the same framework constitutes a further future research goal.
