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Abstract
This paper examines asymptotic distributions of the likelihood ratio criteria, which are proposed
under normality, for several hypotheses on covariance matrices when the true distribution of a popula-
tion is a certain nonnormal distribution. It is well known that asymptotic distributions of test statistics
depend on the fourth moments of the true population’s distribution. We study the effects of nonnor-
mality on the asymptotic distributions of the null and nonnull distributions of likelihood ratio criteria
for covariance structures.
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1. Introduction
Under the assumption that observed vectors are independently and identically distributed
according to the multivariate normal distribution, it is well known that the null distributions
of likelihood ratio criteria for testing covariance structures converge to the central chi-
squared distribution, when the sample size n tends to inﬁnity. Furthermore, the nonnull
distributions under local and ﬁxed alternatives converge to the noncentral chi-squared dis-
tribution and the normal distribution, respectively. However, these asymptotic theories hold
if and only if the true distribution ismultivariate normal. If the true distribution is a particular
nonnormal distribution, then asymptotic distributions of the null and nonnull distributions
of the test statistics depend on the fourth moments of the population’s distribution (see,
e.g., [3,11]). This fact explains why tests for covariance structures are not at all robust
under model misspeciﬁcations with respect to distribution. It is obviously different from
tests for linear mean structures (for the effects of nonnormality on the distributions of test
statistics for linear mean structures, see [28,29], etc.). Therefore, the test for covariance
structures proposed under the normal assumption sometimes leads to wrong results, even if
the sample size is large. However, the normality assumption is a popular technique in sta-
tistical analysis because we cannot know the underlying distribution. Hence, it is important
to study the inﬂuences of nonnormality on the distribution of test statistics for covariance
structures. The main focus of this paper is to obtain the asymptotic distributions of null and
nonnull distributions of the likelihood ratio criteria, which are proposed under the normal
assumption, for testing covariance structures under nonnormality. Speciﬁcally, we give the
explicit forms on asymptotic distributions of well-known test statistics.
Many authors have studied the distributions of likelihood ratio criteria for testing co-
variance structures based on the normal assumption. Under the condition that the true
distribution is distributed according to the multivariate normal distribution, many authors
(see, e.g., [1,20–23,27]) have obtained asymptotic expansion formulas of the distributions
of these criteria. Under the condition that the true distribution is distributed according to the
elliptical distribution, Muirhead and Waternaux [17] and Tyler [26] considered asymptotic
distributions, and Hayakawa [7,8] derived asymptotic expansions of the nonnull distribu-
tions up to the order n−1/2. Moreover, for results under a general condition, i.e., when the
true distribution has ﬁnite fourth moments, Satorra and Bentler [19] obtained an asymp-
totic null distribution of a test criterion for testing a general covariance structure. For an
asymptotic expansion under this condition, Nagao and Srivastava [18] derived asymptotic
expansions of the nonnull distributions of the sphericity test criteria up to the order n−1/2.
Tonda and Wakaki [25] obtained an asymptotic expansion of the null distribution of the
test statistic for testing the equality of q-groups in the univariate case, and Yanagihara et
al. [30] obtained an asymptotic expansion of the null distribution of the test statistic for
the hypothesis that a covariance matrix is equal to a given matrix up to the order n−1. On
the other hand, Browne [4], Kano [13] and Satorra and Bentler [19] proposed test criteria
which were more robust than ordinary criteria. Yuan and Bentler [32] discussed the condi-
tions under which these test statistics became robust. By rescaling the test statistics, many
authors (see [2,5,18,33,34]) applied the bootstrap method to these tests.
This paper is organized in the following way. In Section 2, we prepare the vecs operator,
some moments in a nonnormal regression model, and the data model proposed by Yuan
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and Bentler [31]. In Section 3, we obtain asymptotic null and nonnull distributions of four
well-known tests for covariance structures. These are as follows; (i) The test to verify
that a covariance matrix is equal to a given matrix, (ii) Sphericity test, (iii) Independence
test, and (iv) The test of equality of covariance matrices in m-groups. In Section 4, we
derive asymptotic null and nonnull distributions of test criteria for the (v) Test of a general
covariance structure in m-groups.
2. vecs operator, moments and the data model
Let uab be the (a, b)th element of a p × p symmetric matrix U. Then, we consider two
types of vectors, vec(U) and vecs(U) (see [6, p. 272]), for stacking the column vectors of
the matrix. vec(U) is a p2 × 1 vector stacking the column vectors of U as
vec(U) = (u11, . . . , up1, u12, . . . , up2, u13, . . . , upp)′,
and vecs(U) denotes a q× 1 (q = p(p+ 1)/2) vector whose elements are the only distinct
ones of U. More precisely,
vecs(U) =
(
u11√
2
, . . . ,
upp√
2
, u12, . . . , u1p, u23 . . . , up−1 p
)′
. (2.1)
It is easy to see that
vecs(U)′vecs(U) = 1
2
tr(U2).
Note that vec(U) and vecs(U) are linear transformations of one another. In fact, we represent
these transformations by a p2 × q matrix Ds,p as
vec(U) = √2Ds,p vecs(U), vecs(U) = 1√
2
D′s,pvec(U).
We call Ds,p the standardized duplication matrix since Ds,p is the standardized matrix on
the duplication matrixDp (for the duplication matrixDp, see [9,15, p. 48]). Therefore,Ds,p
has properties similar to the duplication matrix Dp, such as
D′s,pDs,p = Iq, Ds,pD′s,p =
1
2
(Ip2 + Kp), (2.2)
where Kp is the commutation matrix (see [9,15, p. 48]). Here, Kp is deﬁned by
Kp =
p∑
a,b
(eae
′
b)⊗ (ebe′a) =


e1e
′
1 · · · epe′1
...
. . .
...
e1e′p · · · epe′p

 ,
where ej is ap×1 vector whose j th element is 1 and others are 0, and the notation∑pa1,a2,...
means
∑p
a1=1
∑p
a2=1 · · ·. The commutation matrix satisﬁes the following equation with
respect to the p × p matrix A,
Kp vec(A) = vec(A′).
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Also, for the p × p matrix A,
Ds,pD′s,p(A⊗ A)Ds,p = (A⊗ A)Ds,p, (2.3)
because Kp(A ⊗ A) = (A ⊗ A)Kp. For an example of Ds,p, when p = 3, Ds,p can be
written as
Ds,p =


1 0 0 0 0 0
0 0 0 1/
√
2 0 0
0 0 0 0 1/
√
2 0
0 0 0 1/
√
2 0 0
0 1 0 0 0 0
0 0 0 0 0 1/
√
2
0 0 0 0 1/
√
2 0
0 0 0 0 0 1/
√
2
0 0 1 0 0 0


.
Next, we consider some moments in a multivariate regression model. Let y be a p-variate
regression model as
y = + 1/2,
where  = (ε1, ε2, . . . , εp)′ is distributed according to a distribution with the mean 0 and
covariance Ip. Thenwe consider the covariancematrices of vec(′) and vecs(′). Let abcd
be the fourth moment of , i.e.,
abcd = E[εaεbεcεd ].
Similarly, the corresponding fourth cumulant of  is given by
abcd = abcd − abcd − acbd − adbc,
where ab is the Kronecker delta, i.e., aa = 1 and ab = 0 for a = b. Let
 =
p∑
a,b,c,d
abcd{(eae′b)⊗ (ece′d)}.
Noting that
p∑
a,b
{(eae′a)⊗ (ebe′b)} = Ip2 ,
p∑
a,b
{(eae′b)⊗ (eae′b)} = vec(Ip)vec(Ip)′,
we have
 = Cov[vec(′)] =
p∑
a,b,c,d
(abcd − acbd){(eae′b)⊗ (ece′d)}
=  + 2Ds,pD′s,p =  + Ip2 + Kp, (2.4)
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s = Cov[vecs(′)] = 12 D
′
s,pDs,p
= 1
2
D′s,pDs,p + Iq . (2.5)
In addition, let C be a p× p symmetric matrix, then vec(C)′vec(C) is equivalent to the
multivariate kurtosis of the error vector transformed by C1/2, i.e.,
vec(C)′vec(C) = E[(′C)2] − {tr(C)}2 − tr(C2).
We write the multivariate kurtosis of the error vector transformed by C1/2 as 4(C). Of
course, an ordinary multivariate kurtosis [10,16] can be expressed as (1)4 = 4(Ip).
Next, for generating data, we introduce a class of nonnormal distributions, which was
proposed by Yuan and Bentler [31]. The class of distributions includes the elliptical distri-
bution.
Data model: Letw1, . . . , wt be independent random variables with E[wi] = 0, E[w2i ] =
1, E[w3i ] = i and E[w4i ] = i , and w = (w1, . . . , wt )′. Let r be a random variable which
is independent of w, with E[r2] = 1, E[r3] =  and E[r4] = . Also, A = (a1, . . . , at ) is
a p × t matrix with rank(A) = p and AA′ = . Then we consider the distribution of the
following random vector,
y = + rAw. (2.6)
When 1 = 2 = · · · = t = 3, we call the corresponding distribution of y in (2.6) the
pseudo-elliptical distribution. Similarly, we call the distribution of y in (2.6) the pseudo-
normal distribution if  = 1 in addition to 1 = 2 = · · · = t = 3. Note that there
is a distribution with i = 3 except for the normal distribution (see [12]). Therefore, the
pseudo-elliptical and normal distributions are a wider class than the elliptical and normal
distributions, respectively.
Let  = −1/2(y− ), then the covariance matrix  and s are given by
 = (Ip2 + Kp)+ (− 1)vec(Ip)vec(Ip)′
+
t∑
i=1
(i − 3)(−1/2 ⊗ −1/2)vec(aia′i )vec(aia′i )′(−1/2 ⊗ −1/2),
s = Iq + (− 1)vecs(Ip)vecs(Ip)′
+
t∑
i=1
(i − 3)(−1/2 ⊗ −1/2)vecs(aia′i )vecs(aia′i )′(−1/2 ⊗ −1/2).
If  is distributed according to the pseudo-normal distribution, the covariance matrices
become = Ip2 +Kp ands = Iq . Moreover, if  is distributed according to the pseudo-
elliptical distribution, the covariance matrices become
 = (Ip2 + Kp)+ (− 1)vec(Ip)vec(Ip)′,
s = Iq + (− 1)vecs(Ip)vecs(Ip)′.
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3. Four tests for covariance structures
In this section, we consider explicit forms of the asymptotic null and nonnull distribu-
tions of four well-known test criteria for the null hypotheses H0,l , (l = 1, 2, 3, 4). The
corresponding H1,l and K1,l denote the local and ﬁxed alternatives of H0,l , respectively.
3.1. Testing the hypothesis that a covariance matrix is equal to a given matrix
Let y1, . . . , yn be random samples from y = (y1, . . . , yp)′ with E[y] =  and Cov[y] =
. The modiﬁed likelihood ratio criterion for testing hypothesis (i) H0,1 :  = 0 under
normality is given by
L1 =
(
e
n− 1
)p(n−1)/2
|−10 A|(n−1)/2 exp
(
−1
2
tr(−10 A)
)
,
where
A = (n− 1)S =
n∑
j=1
(yj − y¯)(yj − y¯)′, y¯ =
1
n
n∑
j=1
yj . (3.1)
In order to study the properties ofL1, we obtain the asymptotic null and nonnull distributions
of
T1 = −2 logL1,
under nonnormality. In this section, we consider two types of alternatives:
(1) local alternative H1,1 :  = 0 + 1√
n
B, where B is a p × p symmetric matrix,
(2) ﬁxed alternative K1,1 :  = 0.
Under normality, it is well known that the distributions of T1 underH0,1 andH1,1 converge
to the central chi-squared distribution with q = p(p + 1)/2 degrees of freedom and the
noncentral chi-squared distribution with q degrees of freedom and the noncentrality param-
eter 1 = tr({−1B}2)/2, respectively. Moreover, under K1,1, {T1 − (n − 1)1}/{
√
n1}
converges to the standard normal distribution, where
1 = tr(−10 )− p − log |−10 |, 21 = 2tr({−10 − Ip}2)
(for results under normality, see, e.g., [1,20]).
Let uab be the (a, b)th element of U as
U = √n−1/2(S− )−1/2. (3.2)
Then, us = vecs(U) has an asymptotic normality, as in the following lemma.
Lemma 3.1.1. Suppose that E[‖y‖4] < ∞, then us is asymptotically distributed according
to the q-dimensional multivariate normal distribution with mean 0 and covariance matrix
s , which is given by (2.5).
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Hence, we expand T1 as
T1 = (n− 1)1 − 2
√
n′s,1us + u′sus + Op(n−1/2), (3.3)
where s,1 = vecs(1/2−10 1/2 − Ip). By using this expansion for each hypothesis, we
obtain the characteristic functions of the asymptotic null andnonnull distributions as follows.
(1) Under H0,1, noting that 1 = 0 and s,1 = 0, T1 is rewritten as
T1 = u′sus + Op(n−1/2).
Therefore, the characteristic function, C0,1(t), of T1 under H0,1 is given by
C0,1(t) = |Iq − 2its |−1/2 =
q∏
j=1
(1− 2it	1,j )−1/2 + o(1),
where 	1,j is an eigenvalue of s .
(2) Under H1,1, noting that 1 = (2n)−1tr(−10 B) + O(n−2/3) and s,1 = n−1/2s,1 +
O(n−1), T1 is rewritten as
T1 = (us + s,1)′(us + s,1)+ Op(n−1/2),
where s,1 = vecs(−1/20 B−1/20 ). From [14], the characteristic function, C1,1(t), of
T1 under H1,1 is given by
C1,1(t) =
q∏
j=1
(1− 2it	1,j )−1/2exp
(
it	1,j 1,j
1− 2it	1,j
)
+ o(1),
where
q∑
j=1
	1,j 1,j = ′s,1s,1 =
1
2
tr({−10 B}2).
(3) Under K1,1,
1√
n
{T1 − (n− 1)1} = 2′s,1us + Op(n−1/2).
Therefore, the characteristic function, CK,1(t), of n−1/2{T1 − (n − 1)1} under K1,1
is given by
CK,1(t) = exp(−2′s,1ss,1t2)+ o(1),
where
′s,1ss,1 =
1
4
{4(1/2−10 1/2 − Ip)+ 21}.
From these results, we have the following theorem.
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Theorem 3.1.2. Suppose that E[‖y‖4] < ∞, L1 has the following asymptotic properties:
(1) Under H0,1, the distribution of T1 is asymptotically equal to that of the weighted sum
of chi-squared variables with one degree of freedom, i.e.,
T1
D−→
q∑
j=1
	1,j

2
1,j ,
where 
21,j is independently and identically distributed according to the central chi-
squared distribution with one degree of freedom. Moreover, its mean and variance
are
E[T1] = q + 12
(1)
4 + o(1),
Var[T1] = 2
(
q + (1)4 +
1
4
(1)4,4
)
+ o(1),
respectively, where (1)4 and 
(1)
4,4 are the multivariate cumulants deﬁned by
(1)4 =
p∑
a,b
aabb, 
(1)
4,4 =
p∑
a,b,c,d
2abcd . (3.4)
(2) Under H1,1, the distribution of T1 is asymptotically equal to that of the weighted sum
of noncentral chi-squared variables with one degree of freedom, i.e.,
T1
D−→
q∑
j=1
	1,j

2
1,j (1,j ),
where each 
21,j (1,j ) is independently distributed according to the noncentral chi-
squared distribution with one degree of freedom and noncentrality parameter 1,j .
Moreover, its mean and variance are
E[T1] = q + 12
(1)
4 + 1 + o(1),
Var[T1] = 2
(
q + (1)4 +
1
4
(1)4,4 + 21 + ,1
)
+ o(1),
respectively, where ,1 = ′s,1D′s,pDs,ps,1.
(3) Under K1,1, the distribution of the speciﬁc linear transformed T1 is asymptotically
equal to the standard normal distribution, i.e.,
T1 − (n− 1)1√
n{4(1/2−10 1/2 − Ip)+ 21}
D−→ N(0, 1).
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance
matrix s is expressed as
s =
(
Ip + 12 (− 1)1p1′p O
O Ip(p−1)/2
)
, (3.5)
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where 1p is a p× 1 vector, all of whose elements are 1. Note that the eigenvalues ofs are
q−1 numbers of  and {(p+2)−p}/2. From this result, we have the following corollary.
Corollary 3.1.3. When the sample comes from thepseudo-elliptical distribution, the asymp-
totic distributions of T1 under H0,1, H1,1 and K1,1 in Theorem 3.1.2 are rewritten simply
as follows.
(1) Under H0,1, the distribution of T1 converges to that of the sum of two independent
chi-squared variables with different weights, i.e.,
T1
D−→ (p + 2)− p
2

21 + 
2q−1,
where 
21 and 

2
q−1 are independently distributed according to the central chi-squared
distribution with one and q − 1 degrees of freedom, respectively.
(2) UnderH1,1, the distribution of T1 converges to that of the weighted sum of independent
central and noncentral chi-squared variables, i.e.,
T1
D−→ (p + 2)− p
2

21 + 
2q−1(1),
where 
2q−1(1) is distributed according to the noncentral chi-squared distribution
with q − 1 degrees of freedom and the noncentrality parameter 1.
(3) Under K1,1, the distribution of the speciﬁc linear transformed T1 converges to the
standard normal distribution, i.e.,
T1 − (n− 1)1√
n[21 + 2(− 1){tr(−10 )− p}2]
D−→ N(0, 1).
The result on the null distribution in Corollary 3.1.3 is the same as those in [17,26], which
were obtained under the elliptical distribution.
3.2. Testing the hypothesis of sphericity of a covariance
Under the same setting described in Section 3.1, the modiﬁed likelihood ratio criterion
for testing hypothesis (ii) H0,2 :  = 2Ip under normality is given by
L2 =
[ |S|
{tr(S)/p}p
](n−1)/2
.
Our goal is to obtain asymptotic null and nonnull distributions of T2 = −2 logL2 under
nonnormality. Then, the two types of alternatives are expressed as
(1) local alternative H1,2 :  = 2
(
Ip + 1√
n
B
)
, where B is a p × p positive
semi-deﬁnite matrix,
(2) ﬁxed alternative K1,2 :  = 2Ip.
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Under normality, it is well known that the distributions of T2 underH0,2 andH1,2 converge
to central and noncentral chi-squared distributions with q − 1 degrees of freedom and
noncentrality parameter
2 = 12
{
tr(B2)− 1
p
{tr(B)}2
}
,
respectively.Moreover, underK1,2, {T2−(n−1)2}/
√
n2 converges to the standard normal
distribution, where
2 = p log{tr()/p} − log ||, 22 = 2 tr
({
p
tr()
− Ip
}2)
.
For the results under normality, see, e.g., [1,20].
We expand T2 in terms of us = vecs(U) given in (3.2)
T2 = (n− 1)2 + 2
√
n′s,2us + u′s2us + Op(n−1/2),
where s,2 = vecs
{
p/tr()− Ip
}
and
2 = Iq − 2ptr()2 s
′
s , s = vecs().
By using this expansion under each hypothesis, we obtain the characteristic functions of
asymptotic null and nonnull distributions as follows.
(1) Under H0,2, noting that 2 = 0, s,2 = 0 and s = 2(1′p/
√
2, 0′q−p)′, T2 is rewritten
as
T2 = u′sD2us + Op(n−1/2), D2 = Iq −
2
p
vecs(Ip)vecs(Ip)′.
Therefore, the characteristic function, C0,2(t), of T2 under H0,2 is given by
C0,2(t) = |Iq − 2itsD2|−1/2 =
q−1∏
j=1
(1− 2it	2,j )−1/2 + o(1),
where 	2,j is a nonzero eigenvalue of sD2.
(2) Under H1,2,
T2 = (us + s,2)′D2(us + s,2)+ Op(n−1/2),
where s,2 = vecs(B). From this expression, the characteristic function, C1,2(t), of T2
under H1,2 is given by
C1,2(t) =
q−1∏
j=1
(1− 2it	2,j )−1/2 exp
(
it	2,j 2,j
1− 2it	2,j
)
+ o(1),
where
q−1∑
j=1
	2,j 2,j = ′s,2D2s,2 =
1
2
{
tr(B2)− 1
p
{tr(B)}2
}
= 2.
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(3) Under K1,2,
1√
n
{T2 − (n− 1)2} = 2′s,2us + Op(n−1/2).
Therefore, the characteristic function, CK,2(t), of n−1/2{T2 − (n− 1)2} under K1,2,
is given by
CK,2(t) = exp
(
−2′s,2ss,2t2
)
+ o(1),
where
′s,2ss,2 =
1
4
{4(p/tr()− Ip)+ 22}.
From these results, we have the following theorem.
Theorem 3.2.1. Suppose that E[‖y‖4] < ∞, L2 has the following asymptotic properties:
(1) Under H0,2, the distribution of T2 is asymptotically equal to that of the weighted sum
of chi-squared variables with one degree of freedom, i.e.,
T2
D−→
q−1∑
j=1
	2,j

2
1,j ,
where 
21,j is independently and identically distributed according to the central chi-
squared distribution with one degree of freedom. Moreover, its mean and variance
are
E[T2] = q − 1+ 12
(
1− 1
p
)
(1)4 + o(1),
Var[T2] = 2
{
q − 1+
(
1− 1
p
)
(1)4
+1
4
(
(1)4,4 −
2
p
(2)4,4 +
1
p2
{
(2)4
}2)}+ o(1),
respectively, where (1)4 and 
(1)
4,4 are deﬁned by (3.4) and (2)4,4 is given by
(2)4,4 =
p∑
a,b,c,d
aacdbbcd .
(2) Under H1,2, the distribution of T2 is asymptotically equal to that of the weighted sum
of noncentral chi-squared variables with one degree of freedom, i.e.,
T2
D−→
q−1∑
j=1
	2,j

2
1,j (2,j ),
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where each 
21,j (2,j ) is independently distributed according to the noncentral chi-
squared distribution with one degree of freedom and the noncentrality parameter 2,j .
Moreover, its mean and variance are
E[T2] = q − 1+ 12
(
1− 1
p
)
(1)4 + 2 + o(1),
Var[T2] = 2
{
q − 1+
(
1− 1
p
)
(1)4
+1
4
(
(1)4,4 −
2
p
(2)4,4 +
1
p2
{
(1)4
}2)+ 22 + ,2
}
+ o(1),
respectively, where ,2 = ′s,2D2D′s,pDs,pD2s,2.
(3) Under K1,2, the distribution of the speciﬁc linear transformed T2 is asymptotically
equal to the standard normal distribution, i.e.,
T2 − (n− 1)2√
n{4(p/tr()− Ip)+ 22}
D−→ N(0, 1).
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance
matrixs is expressed as (3.5). ThensD2 = {Iq−vecs(Ip)vecs(Ip)′/p}, rank(sD2) =
q−1 and hencesD2/ becomes an idempotentmatrix. Therefore, the eigenvalues ofsD2
are the q − 1 number of  and 0. Then we have the following corollary.
Corollary 3.2.2. When the sample comes from thepseudo-elliptical distribution, the asymp-
totic distributions of T2 under H0,2, H1,2 and K1,2 in Theorem 3.2.1 are rewritten simply
as follows.
(1) Under H0,2, the distribution of T2/ converges to the chi-squared distribution with
q − 1 degrees of freedom.
(2) Under H1,2, the distribution of T2/ converges to the noncentral chi-squared
distribution with q − 1 degrees of freedom and the noncentrality parameter
2/.
(3) UnderK1,2, the distribution of a speciﬁc linear transformed T2 converges to the stan-
dard normal distribution, i.e.,
T2 − (n− 1)2√
n[22 + 2(− 1){tr(p/tr())− p}2]
D−→ N(0, 1).
The result on the null distribution in Corollary 3.2.2 is the same as those in [17,26], which
were obtained under the elliptical distribution.
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3.3. Testing the independence of the c set of variables
Let ab be the partition matrix of  given by
 =


11 12 · · · 1c
21 22 · · · 2c
...
...
...
...
c1 c2 · · · cc

 . (3.6)
LetO be amatrix, all of whose elements are 0. Under the same setting as describes in Section
3.1, themodiﬁed likelihood ratio criterion for testing hypothesis (iii)ab = O (a = b)under
normality is given by
L3 =
( |S|∑c
a=1 |Saa|
)(n−1)/2
,
where the Saa is the partition matrix of S, as in (3.6). Our goal is to obtain asymptotic null
and nonnull distributions of T3 = −2 logL3 under nonnormality. Then we consider the
following two alternatives.
(1) local alternative H1,3 :  = (d) + 1√
n
B, where
(d) =


11 O · · · O
O 22 · · · O
...
...
. . .
...
O · · · O cc


and Bab is the partition matrix of B, as in (3.6), which satisﬁes Bab = Bba and Baa = O.
(2) ﬁxed alternative K1,3 : ab = O.
Under normality, it is well known that the distributions of T3 underH0,3 andH1,3 converge
to central and noncentral chi-squared distributions with f = q − r degrees of freedom and
the noncentrality parameter 3, respectively, where
3 = 12 tr({
−1
(d)B}2), r =
c∑
a=1
pa(pa + 1)
2
=
c∑
a=1
p2a
2
+ p
2
.
Moreover, underK1,3, {T3−3}/
√
n3 converges to the standard normal distribution, where
3 = log
(
c∏
i=1
|ii |/||
)
, 23 = tr({1/2−1(d)1/2 − Ip}2).
For the results under normality, see, e.g., [1,20].
Let u˜s be the reordering vector of us in the following way,
u˜s = Q′us
= (vecs(U11)′, . . . , vecs(Upp)′, vec(U12)′, . . . , vec(Up−1 p)′)′ , (3.7)
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whereQ is a q×q orthogonal matrix andUij is partition matrix ofU, as in (3.6). We expand
T3 in terms of u˜s
T3 = (n− 1)3 + 2
√
n′s,3u˜s + u˜′s u˜s
− 1
2
c∑
a=1
tr



−1aa
c∑
i,j

1/2
ai Uij
1/2
ja


2

+ Op(n−1/2).
Then s,3 is a vector similar to that in (3.7) for1/2−1(d)1/2−Ip. By using this expansion for
each hypothesis, we can obtain the characteristic functions of asymptotic null and nonnull
distributions as follows.
(1) Under H0,3, noting 3 = 0, s,3 = 0 and that the last term of the expansion of T3 is
reduced to −∑ca=1 tr(U2aa)/2, T3 is rewritten as
T3 = u˜′sD3u˜s + Op(n−1/2), D3 = diag(0′r , 1′q−r ).
Then the asymptotic covariance matrix of u˜s is Q′sQ. Therefore, the characteristic
function, C0,3(t), of T3 under H0,3 is given by
C0,3(t) = |Iq − 2itQ′sQD3|−1/2 =
f∏
j=1
(1− 2it	3,j )−1/2 + o(1),
where 	3,j is a nonzero eigenvalue of Q′sQD3.
(2) UnderH1,3, noting that3 = (2n)−1tr({−1(d)B}2)+Op(n−3/2) ands,3 = n−1/2D3s,3+
Op(n−1), T3 is rewritten as
T3 = (u˜s + s,3)′D3(u˜s + s,3)+ Op(n−1/2),
where s,3 is a vector similar to that in (3.7) for B1/2−1(d)B1/2. Therefore, the charac-
teristic function, C1,3(t), of T3 under H1,3 is given by
C1,3(t) =
f∏
j=1
(1− 2it	3,j )−1/2 exp
(
it	3,j 3,j
1− 2it	3,j
)
+ o(1),
where
f∑
j=1
	3,j 3,j = ′s,3D3s,3 =
1
2
tr({−1(d)B}2) = 3.
(3) UnderK1,3, noting that s,3 = vecs(1/2−1(d)1/2− Ip), ′s,3u˜s = ′s,3us , T3 is rewrit-
ten as
1√
n
{T3 − (n− 1)3} = 2′s,3us + Op(n−1/2).
Then the characteristic function,CK,3(t), of n−1/2{T3−(n−1)3} underK1,3 is given
by
CK,3(t) = exp
(
−2′s,3ss,3t2
)
+ o(1),
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where
′s,3ss,3 =
1
4
{4(1/2−1(d)1/2 − Ip)+ 23}.
From these results, we have the following theorem.
Theorem 3.3.1. Suppose that E[‖y‖4] < ∞, L3 has the following asymptotic properties:
(1) Under H0,3, the distribution of T3 is asymptotically equal to that of the weighted sum
of chi-squared variables with one degree of freedom, i.e.,
T3
D−→
f∑
j=1
	3,j

2
1,j ,
where 
21,j is independently and identically distributed according to the central chi-
squared distribution with one degree of freedom. Moreover, its mean and variance
are
E[T3] = f + 12
(1)
4 + o(1), Var[T3] = 2
(
f + (1)4 +
1
4
(1)4,4
)
+ o(1),
respectively, where (1)4 and 
(1)
4,4 are given by
(1)4 = tr(Q′D′s,pDs,pQD3),
(1)4,4 = tr({Q′D′s,pDs,pQD3}2).
(2) Under H1,3, the distribution of T3 is asymptotically equal to that of the weighted sum
of noncentral chi-squared variables with one degree of freedom, i.e.,
T3
D−→
f∑
j=1
	3,j

2
1,j (3,j ),
where each 
21,j (3,j ) is independently distributed according to the noncentral chi-
squared distribution with one degree of freedom and the noncentrality parameter 3,j .
Moreover, its mean and variance are
E[T3] = f + 12
(1)
4 + 3 + o(1),
Var[T3] = 2
(
f + (1)4 +
1
4
(1)4,4 + 23 + ,3
)
+ o(1),
respectively, where ,3 = ′s,3D3Q′D′s,pDs,pQD3s,3.
(3) Under K1,3, the distribution of the speciﬁc linear transformed T3 is asymptotically
equal to the standard normal distribution, i.e.,
T3 − (n− 1)3√
n
{
4(1/2
−1
(d)
1/2 − Ip)+ 23
} D−→ N(0, 1).
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In particular, when the sample comes from the pseudo-elliptical distribution, 	3,j = ,
(j = 1, . . . , f ). Then we have the following corollary.
Corollary 3.3.2. When the sample comes from thepseudo-elliptical distribution, the asymp-
totic distributions of T3 under H0,3, H1,3 and K1,3 in Theorem 3.3.1 are rewritten simply
as follows.
(1) Under H0,3, the distribution of T3/ converges to the chi-squared distribution with f
degrees of freedom.
(2) Under H1,1, the distribution of T3/ converges to the noncentral chi-squared distri-
bution with f degrees of freedom and the noncentrality parameter 3/.
(3) UnderK1,3, the distribution of a speciﬁc linear transformed T3 converges to the stan-
dard normal distribution, i.e.,
T3 − (n− 1)3√
n[23 + 2(− 1){tr(−1(d))− p}2]
D−→ N(0, 1).
The result on the null distribution in Corollary 3.3.2 is the same as those in [17,26], which
were obtained under the elliptical distribution.
3.4. Testing the hypothesis of equality of covariance matrices in m populations
Let yij be the j th observation vector from the ith population (j = 1, . . . , ni; i =
1, . . . , m). We assume that each −1/2i (yij −i ) is i.i.d. with mean 0 and covariance matrix
Ip. The modiﬁed likelihood ratio criterion for testing hypothesis (iv)H0,4 : 1 = · · · = m
under normality is given by
L4 =
∏m
i=1 |Si |(ni−1)/2
|Se|(n−m)/2 ,
where
Si = 1
ni − 1
ni∑
j=1
(yij − y¯i )(yij − y¯i )′, y¯i =
1
ni
ni∑
j=1
yij , Se =
m∑
i=1
ni − 1
n−m Si ,
and n = n1 + · · · + nm. Our goal is to obtain asymptotic null and nonnull distributions of
T4 = −2 logL4 under nonnormality. Thus, we consider the following two alternatives:
(1) local alternativeH1,4 : i = + 1√
ni
Bi (i = 1, . . . , m), where Bi is a p×p positive
semi-deﬁnite matrix,
(2) ﬁxed alternative K1,4 : i = j (i = j).
Under normality, it is well known that the distributions of T4 underH0,4 andH1,4 converge
to the central and noncentral chi-squared distributions with q(m − 1) degrees of freedom
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and the noncentrality parameter
4 = 12
m∑
i,j
(ij − ij )tr(−1Bi−1Bj ),
respectively, where 2i = ni/n. In this subsection, we assume 2i = O(1) (i = 1, . . . , m).
Moreover, underK1,4, {T4−4}/
√
n4 converges to the standard normal distribution, where
4 = log
|˜|n−m∏m
i=1 |i |ni−1
+m{p − tr(˜−1¯)},
24 =
m∑
i=1
tr(2i {1/2i ˜
−1

1/2
i − Ip}2).
Here ˜ = ∑mi=1 2ii and ¯ = m−1∑mi=1 i . For the results under normality, see, e.g.,
[1,20].
Let Ui = √ni−1/2i (Si − i )−1/2i and us(m) = (vecs(U1)′, . . . , vecs(Um)′)′ be an
mq × 1 vector. Then, we expand T4 in terms of us(m)
T4 = 4 + 2
√
n′s,4us(m) + u′s(m)us(m)
−1
2
tr

{ m∑
i=1
i˜
−1/2

1/2
i Ui
1/2
i ˜
−1/2
}2+ Op(n−1/2),
where s,4 = (s,4,1, . . . , s,4,m)′ and s,4,i = vecs
(
i
{

1/2
i ˜
−1

1/2
i − Ip
})
. By using
this expansion for each hypothesis, we obtain the characteristic functions of asymptotic null
and nonnull distributions as follows.
(1) Under H0,4, noting that 4 = 0 and s,4 = 0, T4 is rewritten as
T4 = u′s(m)D4us(m) + Op(n−1/2), D4 = (Im − ′)⊗ Iq,
where  = (1, · · · , m)′. From Lemma 3.1.1, the asymptotic covariance matrix of
us(m) is Im ⊗ s . Therefore, the characteristic function, C0,4(t), of T4 under H0,4 is
given as
C0,4(t) = |Imq − 2it (Im ⊗s)D4|−1/2 + o(1).
Note that (Im⊗s)D4 = (Im− ′)⊗s . Then the eigenvalues of (Im⊗s)D4 are
equal to the product of the eigenvalues of Im−′ ands . Let 	4,j be the eigenvalue of
s . Since the eigenvalues of Im−′ are either 0 or 1, the eigenvalues of (Im⊗s)D4
are either 0 or m − 1 numbers of 	4,j (j = 1, . . . , q). Consequently, we express
C0,4(t) as
C0,4(t) =
q∏
j=1
(1− 2it	4,j )−(m−1)/2 + o(1).
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(2) Under H1,4,
T4 = (us(m) + s,4)′D4(us(m) + s,4)+ Op(n−1/2),
where s,4 = (′s,4,1, . . . , ′s,4,m)′, s,4,i = vecs(−1/2Bi−1/2). From this expres-
sion, the characteristic function, C1,4(t), of T4 under H1,4 is given by
C1,4(t) =
q∏
j=1
(1− 2it	4,j )−(m−1)/2 exp
(
(m− 1)it	4,j 4,j
1− 2it	4,j
)
+ o(1),
where
(m− 1)
q∑
j=1
	4,j 4,j = ′s,4D4s,4
= 1
2
m∑
i,j
(ij − ij )tr(−1Bi−1Bj ) = 4.
(3) Under K1,4,
1√
n
(T4 − 4) = 2′4us(m) + Op(n−1/2).
Therefore, the characteristic function, CK,4(t), of n−1/2(T4 − 4) under K1,4 is given
by
CK,4(t) = exp(−2′s,4{Im ⊗s}s,4)+ o(1),
where
′s,4(Im ⊗s)s,4 =
1
4
{
m∑
i=1
4(i{1/2i ˜
−1

1/2
i − Ip})+ 24
}
.
From these results, we have the following theorem.
Theorem 3.4.1. Suppose that E[‖y‖4] < ∞ and ni/n = O(1) (i = 1, . . . , m). L4 has the
following asymptotic properties:
(1) Under H0,4, the distribution of T4 is asymptotically equal to that of the weighted sum
of chi-squared variables with m− 1 degrees of freedom, i.e.,
T4
D−→
q∑
j=1
	4,j

2
m−1,j ,
where 
2m−1,j is independently and identically distributed according to the central chi-
squared distribution withm− 1 degrees of freedom.Moreover, its mean and variance
are
E[T4] = (m− 1)
(
q + 1
2
(1)4
)
+ o(1),
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Var[T4] = 2(m− 1)
(
q + (1)4 +
1
4
(1)4,4
)
+ o(1),
respectively, where (1)4 and 
(1)
4,4 are deﬁned by (3.4).
(2) Under H1,4, the distribution of T4 is asymptotically equal to that of the weighted sum
of noncentral chi-squared variables with m− 1 degrees of freedom, i.e.,
T4
D−→
q∑
j=1
	4,j

2
m−1,j (4,j ),
where each 
2m−1,j (4,j ) is independently distributed according to the noncentral chi-
squared distribution with m − 1 degrees of freedom and the noncentrality parameter
4,j . Moreover, its mean and variance are
E[T4] = (m− 1)
(
q + 1
2
(1)4
)
+ 4 + o(1),
Var[T4] = 2(m− 1)
(
q + (1)4 +
1
4
(1)4,4
)
+ 44 + 2,4 + o(1),
respectively, where
,4 = ′s,4{(Im − ′)⊗ D′s,pDs,p}s,4 =
m∑
i=1
(1− 2i )′s,4,iD′s,pDs,ps,4,i .
(3) UnderK1,4, the distribution of a speciﬁc linear transformed T4 is asymptotically equal
to the standard normal distribution, i.e.,
T4 − 4√
n
{∑m
i=1 4
(
i
{

1/2
i ˜
−1

1/2
i − Ip
})
+ 24
} D−→ N(0, 1).
In particular, when the sample comes from the pseudo-elliptical distribution, the covariance
matrix s is expressed as (3.5). Then
	1,4 = 1+ p + 22 (− 1), 	2,4, . . . , 	q,4 = .
Therefore, we have the following corollary.
Corollary 3.4.2. When the sample comes from thepseudo-elliptical distribution, the asymp-
totic distributions of T4 for H0,4, H1,4 and K1,4 in Theorem 3.4.1 are rewritten simply as
follows.
(1) Under H0,4, the distribution of T4 converges to that of the sum of two independent
chi-squared variables with different weights, i.e.,
T4
D−→
{
1+ p + 2
2
(− 1)
}

2m−1 +  
2(q−1)(m−1),
where 
2(q−1)(m−1) and 

2
m−1 are independently distributed according to the central chi-
squared distribution with (q − 1)(m− 1) andm− 1 degrees of freedom, respectively.
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(2) UnderH1,4, the distribution of T4 converges to that of the weighted sum of independent
central and noncentral chi-squared variables, i.e.,
T4
D−→
{
1+ p + 2
2
(− 1)
}

2m−1 + 
2(q−1)(m−1)(4),
where 
2(q−1)(m−1)(4) is distributed according to the noncentral chi-squared distri-
bution with (q − 1)(m− 1) degrees of freedom and the noncentrality parameter 4.
(3) UnderK1,4, the distribution of a speciﬁc linear transformed T4 converges to the stan-
dard normal distribution, i.e.,
T4 − 4√
n
[
24 + 2(− 1)
∑m
i=1{tr(1/2i ˜
−1

1/2
i − Ip)}2
] D−→ N(0, 1).
The result on the null distribution in Corollary 3.4.2 is the same as those in [17,26], which
were obtained under the elliptical distribution.
3.5. Some comments on the inﬂuences of nonnormality
We now discuss the tendencies of the four test statistics from the results on the asymp-
totic mean and variance. Let 
q() denote the upper 100×  percentile of the chi-squared
distribution with q degrees of freedom. It is known that P(T1
q()) =  + o(1) under
normality. From Theorem 3.1.2, we can see that the asymptotic mean and variance of T1
under nonnormality is often larger than those of the normal case, because (2)4,4 > 0 and 
(1)
4
may be positive in almost all cases (If the population’s distribution does not have heavier
tails than the normal distribution, then (1)4 < 0, e.g., the uniform distribution. However,
(1)4 > −2p. Therefore, in almost all cases, (1)4 is positive.). Let t () denote the upper
100×  percentile of the limiting distribution of T1, i.e., P(T1 t ()) = + o(1). From the
forms of the asymptotic mean and variance, it may have the tendency for 
q() t () in
almost all cases, because the asymptotic inequalities E(T1)q and Var(T1)2q are satis-
ﬁed under (1)4 0. Then, the actual sizes of the test based on the normal assumption tends
to exceed the nominal size  asymptotically. On the other hand, the power of the test is
larger than the power of the normal case. Similar tendencies are considered for T2, T3 and
T4. In particular, when the population’s distribution is the pseudo-elliptical distribution, the
following asymptotic inequality always holds because 1,
P(Ti
di ())P(Ti t ()), (i = 1, 2, 3, 4),
where d1 = 1, d2 = q − 1, d3 = f and d4 = q(m− 1).
Next we consider the condition that the test statistic T1 for hypothesis (i) based on the
normal assumption converges to the chi-squared distribution, even if the sample comes from
a speciﬁc nonnormal distribution. Under such a condition, the test is asymptotically robust
for nonnormality. From Theorem 3.1.2, if and only ifs is equal to cA, where c is a scalar
constant andA is a q×q idempotent matrix, then the adjusted test statistic T1/c converges to
the chi-squared distribution with q degrees of freedom. Then T1/c is asymptotically robust
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for nonnormality. We obtain similar conditions under hypotheses (ii), (iii) and (iv). From
Theorem 3.2.1, 3.3.1 and 3.4.1, if and only if
(ii) D2s , (iii) Q′s,3, (iv) D4(Im ⊗s),
are equal to cA, where c is a scalar constant and A is a q × q idempotent matrix, the
test statistics divided by c converge to the chi-squared distributions with di (= rank(Di ))
degrees of freedom.
As a special case,when the sample comes from the pseudo-elliptical distribution,D2s =

{
Iq − 2vecs(Ip)vecs(Ip)′/p
}
, rank(D2) = q − 1 and Q′s,3 = D3, rank(D3) = f .
Therefore, the adjusted statistics T2/ and T3/ have asymptotic robustness for the pseudo-
elliptical distribution. The same conditions can be obtained from the results in [17,26],
which were obtained under the elliptical distribution. However, our results have a wider
class of distributions because they are obtained under the pseudo-elliptical distribution.
Further, if p = 1 for T1 and T4, the test statistics divided by 4 + 1, where 4 is a kurtosis
in the univariate case, converge to the chi-squared distributions. Therefore, the adjusted test
statistics T1/(4 + 1) and T4/(4 + 1) in the univariate case are robust for any nonnormal
distributions.
4. Testing for general covariance structure
Next, we consider more general test statistic for the covariance structure. Let an ni × p
(1 im) observation matrix Yi = (yi1, . . . , yini )′ be a multivariate linear model, i.e.,
Yi = Xi	i + Ei1/2i ,
where Xi = (xi1, . . . , xini )′ is an ni × k design matrix of k explanatory variables with
full rank k (< ni), 	i is a k × p unknown parameter matrix and Ei = (i1, . . . , ini )′
is an ni × p error matrix. It is assumed that each vector ij is i.i.d. with E[ij ] = 0 and
Cov[ij ] = Ip. In this section, we obtain asymptotic distributions under the null hypothesis
and local alternative, e.g.,
H0,G : 1 = 1(
), . . . ,m = m(
), H1,G : i = i (
)+ 1√
ni
Bi ,
where 
 is an h× 1 vector and Bi is a p× p positive semi-deﬁnite matrix. The hypotheses
includes the four hypotheses in the previous section.
For testing the hypothesis H0,G, the likelihood ratio criterion under the assumption that
 is distributed according to the multivariate normal distribution is deﬁned as
TG = −2 logLG, (4.1)
where
LG =
{
m∏
i=1
∣∣∣∣ni − kni Sii (
ˆ)−1
∣∣∣∣
ni/2
}
× exp
(
−
m∑
i=1
ni − k
2
tr(Sii (
ˆ)−1)+ np2
)
, (4.2)
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Si = 1
ni − kY
′
i (Ini − PXi )Yi ,

ˆ = arg min


m∑
i=1
{ni log |i (
)| + (ni − k)tr(Sii (
)−1)}.
Here PA is the projection matrix to the linear space (A) generated by the column vectors
of A.
Let 2i = ni/n = O(1) and
Ui = √nii (
)−1/2 {Si − i (
)}i (
)−1/2,
UH,i = √nii (
)−1/2
{
i (
ˆ)− i (
)
}
i (
)
−1/2.
Then, under H0,G, we expand the test statistic TG in terms of Ui and UH,i
TG = 12
m∑
i=1
tr({Ui − UH,i}2)+ Op(n−1/2).
In order to obtain the distributions of TG, we rewrite UH,i using Ui . Because i (
ˆ) is a
maximum likelihood estimator under normality, the following equation holds.
m∑
i=1



{
2i log |i (
ˆ)| +
(
2i −
k
n
)
tr(Sii (
ˆ)−1)
}
= 0. (4.3)
We deﬁne a p × p matrix i,(
) whose (a, b)th element is


i,ab(
),
where i,ab(
) is the (a, b)th element of i (
). Let i (
) be a p2 × h matrix deﬁned by
i (
) = (vec(i,1(
)), . . . , vec(i,h(
)))
= √2Ds,p
(


′
vecs(i (
))
)
.
Note that Eq. (4.3) is calculated as
m∑
i=1
2i i (
ˆ)
′vec(i (
ˆ)−1)
=
m∑
i=1
2ii (
ˆ)
′vec(i (
ˆ)−1Sii (
ˆ)−1)+ Op(n−1). (4.4)
Let
z = (z1, . . . , zh)′ = √n(
ˆ− 
).
From [24], we can see that z is asymptotically distributed according to the multivari-
ate normal distribution under valid conditions. To use z and i,(
), we expand i (
ˆ)
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and i (
ˆ)−1 as
i (
ˆ) = i (
)+ 1√
n
h∑
=1
zi,(
)+ Op(n−1/2), (4.5)
i (
ˆ)
−1 = i (
)−1 − 1√
n
h∑
=1
zi (
)
−1i,(
)i (
)−1 + Op(n−1/2). (4.6)
Substituting (4.6) into (4.4) and using the equation vec(ABC) = (C′ ⊗A)vec(B), we derive
m∑
i=1
2ii (
)
′{i (
)−1 ⊗ i (
)−1}i (
)z
=
m∑
i=1
ii (
)
′{i (
)−1/2 ⊗ i (
)−1/2}vec(Ui )+ Op(n−1/2). (4.7)
From (4.5),
vec(UH,i) = i{i (
)−1/2 ⊗ i (
)−1/2}i (
)z+ Op(n−1/2). (4.8)
Therefore, using (4.7) and (4.8), we obtain the relation between Ui and UH,i as
uH,i = iHi (
){H(
)′H(
)}−1H(
)′u(m),
where u(m) = (vec(U1)′, . . . , vec(Um)′)′ and
H(
) = (1H1(
)′, · · · , mHm(
)′)′,
Hi (
) = {i (
)−1/2 ⊗ i (
)−1/2}i (
).
To use this equation and D′s,pDs,p = Iq , we calculate the top term of the perturbation
expansion of TG as
TG = 12
m∑
i=1
vec(Ui − UH,i)′vec(Ui − UH,i)+ Op(n−1/2)
= 1
2
u′(m){Imp2 − PH(
)}u(m) + Op(n−1/2)
= u′s(m){Imq − D′s,p(m)PH(
)Ds,p(m)}us(m) + Op(n−1/2), (4.9)
where us(m) = (vecs(Ui )′, . . . , vecs(Um)′)′ and Ds,p(m) = Im ⊗ Ds,p. From (2.3), it can
be noted that
{i (
)−1/2 ⊗ i (
)−1/2}Ds,p = Ds,pD′s,p{i (
)−1/2 ⊗ i (
)−1/2}Ds,p,
and Ds,p(m)D′s,p(m)PH(
) = PH(
). This equation yields Imq −D′s,p(m)PH(
). Ds,p(m) is an
idempotent matrix. From these results, it can be noted that
rank(Imq − D′s,p(m)PH(
)Ds,p(m)) = mq − h.
Therefore, we can see that there are mq − h numbers of nonzero eigenvalues of {Imq −
D′s,p(m)PH(
)Ds,p(m)}(Im ⊗ s). Using (4.9), the asymptotic normality of us(m) and the
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former results, the characteristic function, C0,G(t), of TG under H0,G is given by
C0,G(t) = |(Im ⊗s)− 2it{Imq − D′s,p(m)PH(
)Ds,p(m)}|−1/2
=
mq−h∏
j=1
(1− 2it	G,j )−1/2,
where 	G,j is a nonzero eigenvalue of {Imq−D′s,p(m)PH(
)Ds,p(m)}(Im⊗s). UnderH1,G,
us has a bias
s,G(m) =


vecs(1(
)−1/2B11(
)−1/2)
...
vecs(m(
)
−1/2Bmm(
)−1/2)

 .
Therefore, from [14], the characteristic function, C1,G(t), of TG under H1,G, can be ex-
pressed as
C1,G(t) =
mq−h∏
j=1
(1− 2it	G,j )−1/2exp
(
it	G,j G,j
1− 2it	G,j
)
,
where
mq−h∑
j=1
	G,j G,j = ′s,G(m)s,G(m) =
1
2
m∑
i=1
tr
(
{i (
)−1Bi}2
)
= G.
From these results, we obtain the following theorem.
Theorem 4.1. Suppose that each covariance matrix i (
), the error matrix Ei and the
design matrix Xi satisfy the following assumption A1–A8 (1 im);
A1 : i (
) is positive deﬁnite.
A2 : The parameters are identiﬁed at all points in some neighborhood of 
, i.e., if 
1 is
some point of this neighborhood and i (
2) = i (
1) for some 
2, whose parameter
space is the same as that of 
1, then 
1 = 
2.
A3 :Alli,ab(
) and all partial derivatives of the ﬁrst two orderswith respect to the elements
of 
 are continuous.
A4 : rank(i (
)) = h.
A5 : E[‖‖4] < ∞.
A6 : lim sup
n→∞
1
n
n∑
j=1
‖xij‖2 < ∞.
A7 : lim inf
n→∞
	n,i
n
, where 	n,i is the smallest eigenvalue of X′iXi .
A8 : For some constant 0 < c1/2,Mn = O(n1/2−c), where
Mn = max
i=1,...,m, j=1,...,n{‖xij‖
2}.
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Then the null and nonnull distributions of TG converge to the distributions of the central and
noncentral weighted sum of chi-squared variables with one degree of freedom, respectively,
i.e.:
(1) UnderH0,G, the distribution of TG is asymptotically equal to that of the weighted sum
of chi-squared variables with one degree of freedom, i.e.,
TG
D−→
mq−h∑
j=1
	G,j

2
1,j ,
where 
21,j is independently and identically distributed according to the central chi-
squared distribution with one degree of freedom.
(2) UnderH1,G, the distribution of TG is asymptotically equal to that of the weighted sum
of noncentral chi-squared variables with one degree of freedom, i.e.,
TG
D−→
mq−h∑
j=1
	G,j

2
1,j (G,j ),
where 
21,j (G,j ) is independently distributed according to the noncentral chi-squared
distribution with one degree of freedom and noncentrality parameter G,j .
A similar result on the null distribution when m = 1 and X = 1n was obtained by [19].
However, there is no condition of valid expansion in their result.
In particular, when the sample comes from the pseudo-elliptical distribution, the covari-
ancematrixs is given by (3.5). Then the eigenvalues of {Imq−D′s,p(m)PH(
)Ds,p(m)}(Im⊗
s) become m(q − 1)− h numbers of  and m numbers of
+ (− 1){1m ⊗ vecs(Ip)}′{Imq − D′s,p(m)PH(
)Ds,p(m)}{1m ⊗ vecs(Ip)}.
From this result, we have the following corollary.
Corollary 4.2. Suppose that covariance matrix i (
), the error matrix Ei and the design
matrix Xi satisfy the assumptions A1–A8 in Theorem 4.1.When the sample comes from the
pseudo-elliptical distribution, the asymptotic distributions of TG under H0,G and H1,G in
Theorem 4.1 are rewritten simply as follows.
(1) Under H0,G, the distribution of TG converges to that of the sum of two independent
chi-squared variables with different weights, i.e.,
TG
D−→ [+ (− 1){1m ⊗ vecs(Ip)}′{Imq − D′s,p(m)PH(
)Ds,p(m)}
×{1m ⊗ vecs(Ip)}]
2m + 
2m(q−1)−h,
where 
2m and 
2m(q−1)−h are independently distributed according to the central
chi-squared distributions with m and m(q − 1) − h degrees of freedom,
respectively.
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(2) UnderH1,G, the distribution ofTG converges to that of theweighted sumof independent
central and noncentral chi-squared variables, i.e.,
TG
D−→ [+ (− 1){1m ⊗ vecs(Ip)}′{Imq − D′s,p(m)PH(
)Ds,p(m)}
×{1m ⊗ vecs(Ip)}]
2m + 
2m(q−1)−h(G),
where 
2m(q−1)−h(G) is distributed according to the noncentral chi-squared distribu-
tion with m(q − 1)− h degrees of freedom and the noncentrality parameter G.
Moreover, if 1m ⊗ vec(Ip) ∈ PH(
), then the eigenvalues of
{Imq − D′s,p(m)PH(
)Ds,p(m)}(Im ⊗s)
become  and 0 (this model is a quasi-linear model whenm = 1). From this result, we have
the following corollary.
Corollary 4.3. When the model is quasi-linear and the sample comes from the pseudo-
elliptical distribution, the asymptotic distributions of TG underH0,G andH1,G in Theorem
4.1 are rewritten simply as follows.
(1) Under H0,G, the distribution of TG/ converges to the chi-squared distribution with
mq − h degrees of freedom.
(2) Under H1,G, the distribution of TG/ converges to the noncentral chi-squared distri-
bution with mq − h degrees of freedom and the noncentrality parameter G/.
From this corollary, we obtain a robust condition for the test of the covariance structure.
When m = 1, this condition coincides with the result in [32].
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