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Der Einfluss der Dependenzgrammatik 
auf  die Computerlinguistik 
Abstract 
In 1959, Lucien Tesnière wrote his main work Éléments de syntaxe structurale. While the im-
pact on theoretical linguistics was not very strong at first, 50 years later there exist a variety 
of linguistic theories based on Tesnière's work. In computational linguistics, as in theoreti-
cal linguistics, dependency grammar was not very influential at first. The last 10–15 years, 
however, have brought a noticeable change and dependency grammar has found its way 
into computational linguistics. Syntactically annotated corpora based on dependency repre-
sentations are available for a variety of languages, as well as statistical parsers which give a 
syntactic analysis of running text describing the underlying dependency relations between 
word tokens in the text. This article gives an overview of relevant areas of computational 
linguistics which have been influenced by dependency grammar. It discusses the pros and 
cons of different types of syntactic representation used in natural language processing and 
their suitability as representations of meaning. Finally, an attempt is made to give an out-
look on the future impact of dependency grammar on computational linguistics. 
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Vor 50 Jahren schrieb Lucien Tesnière, der als Begründer der modernen  Depen-
denzgrammatik gilt, sein Hauptwerk Éléments de syntaxe structurale. Seitdem haben 
sich viele Ausprägungen der Dependenzgrammatik entwickelt, die sich zuweilen 
deutlich unterscheiden. Allen gemeinsam ist jedoch die Annahme, dass sich syn-
taktische Strukturen als binäre, asymmetrische Beziehungen zwischen lexikalen 
Elementen analysieren lassen, als sogenannte Dependenzrelationen. Während der 
Einfluss der Dependenzgrammatik nicht nur auf die theoretische Linguistik, son-
dern auch auf die Computerlinguistik anfänglich eher gering war, lässt sich hier in 
Erschienen in: Zeitschrift für Germanistische Linguistik (ZGL) Jg. 38 (2010) H. 2, 
S. 224-248.
225 
den letzten 10–15 Jahren eine Veränderung ausmachen. Die Repräsentation von 
syntaktischen Informationen in der Form von Dependenzen hat ihren Einzug in 
den Bereich der Verarbeitung natürlicher Sprache gehalten. 
Die Kodierung von syntaktischen Strukturen in Form von Dependenzrelati-
onen wurde in vielen Bereichen der Verarbeitung natürlicher Sprache aufgegrif-
fen. Allen voran ist das Gebiet der Korpuslinguistik zu nennen, in welchem mit 
der Erstellung von syntaktisch annotierten Korpora im Rahmen der Dependenz-
grammatik begonnen wurde. Die Existenz von Dependenzbaumbanken wieder-
um ermöglichte die Generierung von probabilistischen Sprachmodellen, die in 
vielen Gebieten der Verarbeitung natürlicher Sprache eingesetzt wurden, vor al-
lem im Bereich des syntaktischen Parsings. Dort fand die wohl fruchtbarste Ent-
wicklung statt, die sich einerseits in einer Weiterentwicklung der Parsingtechnolo-
gie selbst manifestierte, andererseits aber auch bestimmt war durch eine grund-
sätzliche Diskussion über die Frage, welche Informationen ein syntaktischer Parser 
zurückgeben soll, und wie eine geeignete Form der Evaluation aussehen sollte. 
Die Entwicklung von robusten, statistischen Dependenzparsern, die auf neu-
en, unbekannten Texten eine breite Abdeckung erzielen, ermöglichte es, syntakti-
sche Informationen in Form von Dependenzrelationen als Komponenten in ver-
schiedene Systeme zur Verarbeitung natürlicher Sprache zu integrieren. Beispielhaft 
genannt seien Anwendungsbereiche wie Question Answering, Semantic Role La-
belling, Diskursparsing oder Maschinelle Übersetzung. Aber auch für Gebiete der 
Linguistik wie z.B. die Zweitspracherwerbsforschung bildeten sich innovative He-
rangehensweisen heraus, wie die Erstellung von Lernerkorpora, in denen die von 
den Lernenden entwickelte Interimsprache, die sogenannte Interlanguage, auf Ba-
sis von Dependenzen repräsentiert wird. 
In diesem Artikel soll untersucht werden, auf welche Bereiche der Verarbei-
tung natürlicher Sprache die Dependenzgrammatik prägend Einfluss nahm, und 
wie heute, 50 Jahre nach Begründung der modernen Dependenzgrammatik, die 
bisherige und weitere Entwicklung einzuschätzen ist. Dazu wird zuerst die Ent-
wicklung in der Korpuslinguistik beschrieben, die durch die Bereitstellung von 
Ressourcen in Form von Dependenzbaumbanken die Voraussetzung für weitere 
Forschung vor allem im Bereich des syntaktischen Parsings bot. Anschließend 
werden ein Überblick über den aktuellen Forschungsstand des Dependenzpar-
sings gegeben und wichtige Unterschiede zum Parsen auf Basis von Phrasenstruk-
turgrammatiken herausgearbeitet. Darauf aufbauend wird auf Fragen der Evalua-
tion eingegangen, die zu einer grundsätzlichen Diskussion über angemessene 
Formen der Repräsentation von sprachlichem Wissen führten. Abschließend wer-
den die wichtigsten Aspekte zusammengefasst und bewertet. 
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1. Dependenzen in der Korpuslinguistik
Anfang der 60er Jahre hielten digitale Korpora ihren Einzug in die theoretische 
Linguistik. Nicht-digitale Korpora waren schon lange vorher bekannt und wurden 
in verschiedenen Bereichen der theoretischen Linguistik auch viel genutzt, so z.B. 
in der Spracherwerbsforschung (Preyer, 1889; Stern, 1924), der Feldforschung des 
Amerikanischen Strukturalismus (Boas, 1940), in Studien zur Verteilung der Häu-
figkeit von Buchstabensequenzen in deutschen Texten (Kaeding, 1897) oder in 
der Lexikografie (Das Deutsche Wörterbuch, (Bahr, 1984)). Das Vorhandensein 
von digitalen, maschinell lesbaren Korpora eröffnete jedoch vorher ungeahnte 
Möglichkeiten des Zugriffs, der Verbreitung und der Arbeit mit diesen Ressourcen.  
Die ersten digitalen Korpora enthielten vorwiegend geschriebene Texte in 
englischer Sprache, zum Teil ganz ohne linguistische Annotation, zum Teil mit 
Auszeichnung der Wortarten. Die frühen Korpora wurden sowohl in der theore-
tischen Linguistik als auch in der Computerlinguistik mit Misstrauen betrachtet. 
In der theoretischen Linguistik lag der Fokus auf der Sprachkompetenz, und die 
Untersuchung quantitativer Aspekte natürlicher Sprache, wie sie mit Hilfe von 
Korpora vorgenommen werden konnte, galt als uninteressant, wie das folgende 
Zitat von Chomsky (1969; Seite 57) belegt.  
It must be recognized that the notion ‘probability of a sentence’ is an entirely useless 
one, under any known interpretation of this term. 
Doch auch in der Computerlinguistik, die diese Vorbehalte gegenüber quantitati-
ven Methoden nicht teilte, wurden Korpora nicht sogleich akzeptiert. Das fol-
gende Zitat von Kilgarriff and Grefenstette (2003; Seite 334) beschreibt die Ursa-
chen hierfür. 
Corpora crashed into computational linguistics at the 1989 ACL meeting in Vancou-
ver: but they were large, messy, ugly objects clearly lacking in theoretical integrity in all 
sorts of ways, and many people were skeptical regarding their role in the discipline. 
Nach Überwindung dieser Anfangsschwierigkeiten konnten sich digitale Korpora 
nicht nur in der theoretischen Linguistik, sondern auch in der Computerlinguistik 
etablieren und waren bald als Ressource für die anwendungsorientierte statistische 
Sprachverarbeitung nicht mehr wegzudenken. Korpora erwiesen sich als nützliche 
Hilfsmittel zur Überprüfung von linguistischen Theorien (siehe die Arbeiten von 
Müller und Meurers (2006); Meurers und Müller (2009) zur mehrfachen Vorfeld-
besetzung, zum Subjazenzprinzip oder zur Voranstellung von Verbpartikeln im 
Deutschen). Im Bereich der automatischen Verarbeitung natürlicher Sprache hin-
gegen werden die Ressourcen zur Erstellung von statistischen Sprachmodellen 
und zum Trainieren und zur Evaluation von Systemen zur Verarbeitung natürli-
cher Sprache benötigt. Dies soll am Beispiel des Baumbank-basierten probabilisti-
schen Parsens sowie der Statistischen Maschinellen Übersetzung illustriert werden. 
227 
In der Computerlinguistik steht der Begriff Parsen für die Analyse von Texten mit 
Hilfe eines automatischen Systems zur Verarbeitung natürlicher Sprache, dem 
Parser. Meist handelt es sich hier um die syntaktische Analyse von Daten, es gibt 
aber auch semantische Parser, die Argumentstruktur und semantische Rollen im 
Text auszeichnen (Gildea und Jurafsky, 2002; Pradhan u.a., 2008), oder Diskurs-
parser, die einem Dokument eine Diskursstruktur zuweisen (Marcu, 1999; Sagae, 
2009). 
Abb. 1: Zwei Phrasenstrukturbäume mit den dazugehörigen Regeln 
Baumbank-basiertes probabilistisches Parsen bezeichnet die syntaktische Analyse von 
Texten, bei der die dazu benötigte Grammatik nicht von Hand geschrieben, son-
dern direkt von den annotierten Syntaxbäumen einer Baumbank abgelesen wird 
(siehe Cahill (2008) für einen gut lesbaren Überblick über Baumbank-basiertes 
probabilistisches Parsen). Abbildung 1 zeigt zwei konstituentenbasierte Syntax-
bäume mit den dazugehörigen Grammatikregeln. Jeder dieser Regeln wird eine 
Wahrscheinlichkeit zugewiesen, mit  deren Hilfe zwischen verschiedenen mögli-
chen Analysen disambiguiert werden kann. Die Wahrscheinlichkeiten basieren auf 
den Häufigkeiten, mit denen die syntaktischen Konstruktionen in der Baumbank 
vorkommen. Ist in den in der Baumbank enthaltenen Texten z.B. Nomen-Anbin-
dung von PPs häufiger enthalten als Verb-Anbindung, so erhält die Regel S  NP 
V NP aus Abbildung 1 eine höhere Wahrscheinlichkeit als die zweite Regel S   
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NP V NP PP. Dies kann dazu führen, dass ein und derselbe Parser, wenn er auf 
unterschiedlichen Baumbanken trainiert wurde, eine Präferenz für die eine oder 
andere syntaktische Konstruktion haben kann (Volk, 2006). Deshalb ist die Grö-
ße der Baumbank ein entscheidendes Kriterium für die Qualität der darauf trai-
nierten automatischen Systeme, denn nur ein ausreichend großes Korpus stellt si-
cher, dass wichtige syntaktische Phänomene repräsentativ vertreten sind. Weitere 
wichtige Faktoren sind Genre und Domäne der in der Baumbank enthaltenen 
Texte, da diese einen großen Einfluss auf die syntaktische Struktur und damit auf 
die vom Parser gelernten Regeln haben. Während handgeschriebene Grammati-
ken mehrere Personenjahre an Arbeitszeit und ein großes Maß an linguistischer 
Expertise benötigen, kann mittels der automatischen Grammatikextraktion in 
kurzer Zeit eine robuste Grammatik gewonnen werden, die auf häufig vorkom-
menden syntaktischen Phänomenen gute Ergebnisse liefert und außerdem eine 
gute Abdeckung auf unbekannten Texten aufweist.  
Als zweites Beispiel für die Verwendung von Baumbanken in der Verarbei-
tung natürlicher Sprache soll der Bereich der Statistischen Maschinellen Überset-
zung genannt werden. Hier gibt es in den letzten Jahren einen immer stärkeren 
Trend, syntaktisches Wissen in den Übersetzungsprozess einzubeziehen. Das 
Vorhandensein von parallelen Baumbanken, die die Übersetzung eines Texts in 
verschiedenen Sprachen beinhalten, ermöglicht über die Alignierung von Worten 
hinaus die Verknüpfung von ganzen Phrasenpaaren (Abbildung 2). Basierend auf 
diesen Auszeichnungen kann die Häufigkeit und somit die Wahrscheinlichkeit des 
Auftretens geeigneter Kandidaten für die Übersetzung von Phrasen berechnet 
und in das statistische Modell mit einbezogen werden (Lavie u.a., 2008; Tinsley u.a., 
2009). Hierfür werden ungleich größere Mengen an Daten benötigt als für das 
Baumbank-basierte probabilistische Parsen. Da der erforderliche Zeitaufwand es 
nicht zulässt, solche Datenmengen von Hand zu annotieren, werden automati-
sche Systeme eingesetzt, die Baumbanken für parallele Texte erstellen und alignie-
ren (Volk und Samuelsson, 2004; Zhechev und Way, 2008). Zwar sind die von 
den automatischen Systemen erzeugten Daten fehlerbehaftet, dennoch kann die 
Einbindung einer solchen syntaktischen Komponente zu einer Verbesserung der 
Übersetzungsqualität führen (Tinsley u.a., 2009). 
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Abb. 2: Alignierung von Phrasen in einer parallelen Baumbank 
1.1 Dependenzbaumbanken 
Die Erstellung von syntaktisch annotierten Korpora, sogenannten Baumbanken, 
war eine der Kernvoraussetzungen für die Entwicklung von probabilistischen, da-
tengesteuerten Parsern. Allerdings war die Mehrzahl aller frühen, syntaktischen 
Korpora auf der Basis von Phrasenstrukturgrammatiken ausgezeichnet worden.1 
Die bekannteste und wohl auch größte konstituentenbasierte Baumbank ist die 
englische Penn Treebank (PTB), ein im Rahmen der Phrasenstrukturgrammatik 
ausgezeichnetes syntaktisches Korpus mit Texten aus dem Wall Street Journal 
(Marcus u.a., 1993), das heute noch als Referenzbaumbank für das Englische gilt.  
Das erste wirklich große Projekt zur Erstellung einer Dependenzbaumbank 
wurde in Prag durchgeführt, wo man, aufbauend auf der starken strukturalisti-
schen Tradition, ein syntaktisch annotiertes Korpus mit verschiedenen Analyse-
ebenen erstellte. Die Annotation der Prager Dependenzbaumbank folgt der The-
orie der Funktionalen Generativen Beschreibung (Sgall u.a., 1986) und umfasst 
drei Ebenen der Annotation:  
1. Morphologische Annotation (Morphologische Ebene)
2. Oberflächen-Syntax (Analytische Ebene)
3. Tiefenstruktur (Tektogrammatikalische Ebene).
Ähnlich wie nach dem Vorbild der englischen Penn Treebank eine Vielzahl von 
Konstituentenbaumbanken für weitere Sprachen erstellt wurden (so z.B. die Penn 
_____________ 
1  Eine Ausnahme unter den frühen Baumbankprojekten ist die schwedische Talbanken76 (Einars-
son, 76a; Einarsson, 76b), deren Annotationsschema Konstituenten, Dependenzen und topolo-
gische Felder umfasst. 
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Chinese Treebank (Xue u.a., 2005) oder die Penn Arabic Treebank (Maamouri 
u.a., 2004)), so wirkte die Prager Dependenzbaumbank besonders im Bereich der
slavischen Sprachen als Vorbild und Auslöser für zahlreiche Korpusprojekte. Bei-
spiele hierfür sind die Kroatische Dependenzbaumbank (Tadić, 2007), die Russi-
sche Dependenzbaumbank (Boguslavsky u.a., 2000), und die Slovenische Depen-
denzbaumbank (Džeroski, 2006). 
Doch auch andere, nicht-slavische Sprachen entdeckten Dependenzrelatio-
nen als eine vorteilhafte Form der syntaktischen Repräsentation. Für eine Vielzahl 
von europäischen Sprachen existieren inzwischen Dependenzbaumbanken. Stark 
vertreten sind die skandinavischen Länder, die sich im Nordischen Baumbank-
Netzwerk (Nordic treebank network) zusammengeschlossen haben.2 Aber auch für 
das Niederländische (Beek, 2002) und das Italienische (Bosco und Lombardo, 2004) 
sowie für einige asiatische Sprachen wie Japanisch (Lepage u.a., 1998), Hindi 
(Bharati u.a., 2002) oder Chinesisch (Liu, 2009) gibt es inzwischen Dependenz-
baumbanken. Auch für das Arabische (Hajič u.a., 2004) wurde nach dem Vorbild 
der Prager Baumbank ein syntaktisch annotiertes Korpus erstellt. Weiter zu nen-
nen sind die türkische (Oflazer u.a., 2003) und die baskische Dependenzbaum-
bank (Aduriz u.a., 2003) sowie mit Dependenzen annotierte Korpora für klassi-
sche Sprachen wie Latein (Bamman und Crane, 2006) und Griechisch (Bamman 
u.a., 2009).
1.2 Konstituenten versus Dependenzen in der Baumbankannotation 
Die Arbeit an Dependenzbaumbanken fand vorwiegend im nicht-englisch-spra-
chigen Raum statt. Dies ist ebenso wenig ein Zufall wie die Tatsache, dass auch 
heute, 50 Jahre nach Erscheinen von Tesnière’s Éléments de syntaxe structurale noch 
keine Übersetzung ins Englische vorliegt. Während sich das Englische mit seiner 
konfigurationellen Wortfolge im Rahmen der Phrasenstrukturgrammatik adäquat 
darstellen lässt, scheint für Sprachen mit einer variableren Wortfolge eine Reprä-
sentation mit Hilfe von Dependenzrelationen angemessener zu sein. Dies soll an-
hand eines Beispiels illustriert werden. Vergleicht man den englischen Satz Man 
bites dog (Mann beißt Hund) in Abbildung 3 mit der deutschen Übersetzung, so 
zeigt sich, dass im Englischen die im Phrasenstrukturbaum enthaltenen Informa-
tionen ausreichen, um zwischen Subjekt und direktem Objekt zu unterscheiden. 
Die an den Satzknoten angehängte NP trägt die Subjekt-Funktion, während die 
an die VP angehängte NP das direkte Objekt des Satzes bildet. Im Deutschen je-
doch kann sowohl die Subjekt-NP als auch die Objekt-NP sowohl an den Satz-
_____________ 
2  Nicht alle der nordischen Baumbanken sind reine Dependenzbaumbanken. Das norwegische 
Trepil-Projekt folgt der Lexikalisch-Funktionalen Grammatik, und die estnische Baumbank wur-
de im Rahmen der Constraint Grammar erstellt; jedoch spielen in beiden Theorien Dependen-
zen eine wichtige Rolle. 
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knoten als auch innerhalb der VP angehängt werden, da hier nicht die Wortstel-
lung, sondern die morphologische Ausprägung der Wortformen entscheidungs-
tragend ist. Deshalb ist eine Annotation, die die grammatikalische Funktion der 
Konstituenten unberücksichtigt lässt, für die Interpretation der Bedeutung des 
Satzes nicht hinreichend. Aus diesem Grund weisen alle drei deutschen Baum-
banken eine hybride Form der Annotation auf, in der zusätzlich zur Konstituen-
tenstruktur auch Dependenzrelationen annotiert werden. 
Abb. 3: Konfigurationelle Wortfolge im Englischen und variable Wortfolge im Deutschen 
1.3 Hybride Baumbanken 
In diesem Abschnitt soll auf hybride Formen von Baumbanken eingegangen wer-
den, die Elemente der Phrasenstrukturgrammatik mit Dependenzinformationen 
vereinen. Nachdem anfänglich konstituentenbasierte Baumbanken für viele Spra-
chen die Norm darstellten, wurden in den letzten Jahren Dependenzrelationen als 
Repräsentation für syntaktische Strukturen immer populärer. Heute geht der 
Trend deutlich zu Baumbanken mit multiplen Repräsentationsformen. So beschrei-
ben Xia u.a. (2009) die Anforderungen an die nächste Generation von Baumban-
ken als eine flexible Kombination von Konstituenten- und Dependenzrepräsenta-
tionen, mit der Möglichkeit zur automatischen Konvertierung in das jeweils ge-
wünschte Format. 
Beispiele für hybride Annotationsschemata, die Informationen aus beiden 
Welten vereinen, gibt es schon heute. Die Annotation in den drei deutschen Baum-
banken, NEGRA (Skut u.a., 1997), TiGer (Brants u.a., 2002) und TüBa-D/Z 
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(Telljohann u.a., 2005), basiert auf einer Konstituentenstruktur, deren Kanten zu-
sätzlich mit grammatikalischen Funktionslabeln versehen wurden. Trotz dieser 
Gemeinsamkeiten gibt es beträchtliche Unterschiede zwischen den Annotations-
schemata von NEGRA/TiGer und TüBa-D/Z. 
Abb. 4: Beispielbaum im TiGer- (oben) und TüBa-D/Z-Annotationsschema (unten); 
VROOT: virtueller Wurzelknoten, S/SIMPX: Satz, VF: Vorfeld, LK: Linke Satzklammer, 
MF: Mittelfeld, VC: Verbkomplex, HD: Kopf, SB/ON: Subjekt, MO: Modifizierer, V-
MOD: Verb-Modifizierer, OC: Satz-Objekt, OV: verbales Objekt, ADVX: Adverbalphra-
se, VXFIN: finite Verbalphrase, NX: Nominalphrase, VXINF: infinite Verbalphrase 
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TiGer, dessen Annotationsschema auf dem der NEGRA-Baumbank basiert, 
rückt die Kodierung von Prädikat-Argument-Struktur ins Zentrum der Annotati-
on. Zusammengehörige Argumente werden am gleichen Mutterknoten ange-
hängt, so dass die Baumstruktur als eine direkte Repräsentation der Prädikat-
Argument-Struktur betrachtet werden kann. Bei nicht-lokalen Abhängigkeiten 
führt dies allerdings zu kreuzenden Kanten (Abbildung 4, oben) und verletzt so-
mit die Anforderungen einer kontextfreien Grammatik. Als Folge daraus handelt 
es sich bei den TiGer-Bäumen nicht mehr um Bäume im formalen Sinn, sondern 
vielmehr um gerichtete, azyklische Graphen. 
Die Annotation in der TüBa-D/Z hingegen folgt der deskriptiven Theorie 
der Topologischen Felder (Drach, 1937; Höhle, 1986), was zu einer zusätzlichen 
Annotationsebene in der Baumbank führt (Abbildung 4, unten). 
Die Annotation von nicht-lokalen Abhängigkeiten erfolgt hier nicht durch 
kreuzende Kanten, sondern mit Hilfe der Kantenlabel, die die grammatikalische 
Funktion spezifizieren. Als Folge dieser Unterschiede sind die Bäume in TiGer 
sehr flach, während die Annotation in der TüBa-D/Z zu hierarchischeren Baum-
strukturen führt. Dies hat Auswirkungen auf die von der jeweiligen Baumbank 
extrahierte Grammatik und ihre Eignung für das probabilistische Parsen.3 
1.4 Konvertierung von Phrasenstrukturbaumbanken zu Dependenzen 
Das Fehlen einer hinreichend großen Dependenzbaumbank für die englische 
Sprache bei gleichzeitigem Vorhandensein einer großen Konstituentenbaumbank 
führte zur Entwicklung von zahlreichen Konvertierungsalgorithmen, mit dem Ziel, 
vorhandene Phrasenstrukturbaumbanken in Dependenz-Repräsentationen zu über-
führen, um die Daten dann zum Trainieren von statistischen Dependenzparsern 
zu benutzen. Als eine der wichtigsten Vorarbeiten auf diesem Gebiet ist Mager-
man (1994) zu nennen, der eine Tabelle mit Heuristiken erstellte, mit dem Ziel, 
für alle Konstituenten im Phrasenstrukturbaum die präferierten Köpfe zu finden. 
Hier folgt ein (vereinfachtes) Beispiel für eine solche Kopf-Heuristik (head finding 
rule oder head percolation table):  
Für jede Nominalphrase, wähle das am weitesten rechts stehende Nomen und markiere es als Kopf 
der Phrase. 
Die Kopf-Heuristiken von Magerman (1994) wurden in vielen späteren Arbeiten 
aufgegriffen und modifiziert (Collins, 1999; Charniak, 2000; Yamada und Matsu-
moto, 2003; Nivre, 2005b). Im Folgenden wird der Prozess der Konstituenten-
zu-Dependenz-Konvertierung beschrieben. 
_____________ 
3  Für eine Diskussion über den Einfluss von Baumbank-Annotationsschemata auf die Performanz 
von probabilistischen Parsern siehe Kübler (2005); Maier (2006); Kübler u.a. (2006); Rehbein 
und van Genabith (2007); Kübler u.a. (2008). 
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Abbildung 5 zeigt einen Konstituentenbaum ohne grammatikalische Funktionsla-
bel. Das Markieren der Köpfe bildet den ersten Schritt einer Konstituenten-zu-
Dependenz-Konvertierung (Abbildung 6). Hierbei müssen wichtige Entscheidun-
gen getroffen werden, wie z.B.: Was ist der Kopf einer PP? Wie sollen Koordina-
tionen repräsentiert werden? Nachdem alle Köpfe markiert sind, werden im 
nächsten Schritt alle Kindknoten im Baum, die nicht Kopf der Konstituente sind, 
mit ihrer grammatikalischen Funktion ausgezeichnet (Abbildung 7). Verfügt die 
Konstituentenbaumbank über keine solchen grammatikalischen Funktions-Label, 
oder wird eine detailliertere Annotation gewünscht als im Konstituentenbaum 
vorhanden, so müssen die jeweiligen Dependenzrelationen der einzelnen Knoten 
mit Hilfe von Heuristiken bestimmt werden. Abbildung 8 zeigt die Dependenz-
darstellung des fertig konvertierten Baums. 
Abb. 5: Konstituentenbaum vor der Konvertierung 
Abb. 6: Schritt 1: Markieren der Köpfe 
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Abb. 7: Schritt 2: Auszeichnung der Dependenzrelationen 
Abb. 8: Fertig konvertierter Dependenzbaum 
Auf der Basis ihrer Modifikation der Kopf-Heuristiken von Magerman und ange-
reichert mit weiteren Heuristiken und Regeln, stellen Yamada und Matsumoto 
(2003) und Nivre (2005a) Software zur Konvertierung der PTB zu Dependenzen 
bereit.4 Allerdings weisen diese Ansätze zur Konvertierung Schwächen auf. Sie 
erzeugen Dependenz-Repräsentationen, die weniger aussagekräftig sind als die ur-
sprüngliche, konstituenten-basierte Annotation der PTB, die z.B. nicht-lokale 
Abhängigkeiten, bedingt durch Topikalisierung, Wh-Bewegung, Gapping und an-
dere Phänomene, mit Hilfe von leeren Argumenten oder Spuren indiziert. Die 
konvertierten Dependenzen hingegen lassen diese Informationen vermissen und 
annotieren darüber hinaus nur eine beschränkte Menge an Dependenzrelationen, 
die für eine tiefe linguistische Analyse unzureichend sind. 
_____________ 
4  Die Programme sind frei erhältlich und können unter folgender URL heruntergeladen werden: 
http://www.jaist.ac.jp/~h-yamada/ (Yamada und Matsumoto, 2003); http://w3.msi.vxu.se/ 
~nivre/research/idp.html (Nivre, 2005) 
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Dies ist ein Hauptkritikpunkt von Johansson und Nugues (2007), die sich zum 
Ziel nehmen, eine „semantisch sinvollere“ Art der Konvertierung bereitzustellen. 
Ihr Konvertierungsalgorithmus annotiert eine reichhaltigere Menge an feinkörni-
geren Dependenzrelationen und führt außerdem eine Methode ein, um nicht-
lokale Phänomene wie Wh-Bewegung und Topikalisierung zu kodieren. Die resul-
tierenden Dependenzbäume weisen dadurch eine komplexere Struktur auf als die 
Bäume aus früheren Konvertierungen. Dadurch wird die Aufgabe, die neuen 
Strukturen zu lernen und automatisch zuzuweisen, um einiges schwieriger und 
führt zu einer höheren Fehlerrate der auf diesen Daten trainierten Dependenzpar-
ser. Dennoch können sich die nun reichhaltigeren Informationen in den darauf-
folgenden Schritten der automatischen Sprachverarbeitung als nützlich erweisen. 
Johansson und Nugues (2007) zeigen dies am Beispiel eines Systems zur automa-
tischen Annotation von semantischen Rollen (Semantic Role Labelling). Das System, 
das syntaktisch annotierte Daten als Eingabe bekommt und auf Basis dieser In-
formationen semantische Rollen zuweist, zeigt auf den neuen Dependenzreprä-
sentationen eine niedrigere Fehlerrate als auf den früheren, einfacheren Depen-
denzrepräsentationen. 
2. Statistisches Dependenzparsing
So wie die Erstellung der englischen, konstituentenbasierten Penn Treebank (PTB) 
intensive Forschung im Bereich des statistischen Parsings mit probabilistischen 
kontextfreien Grammatiken ausgelöst hat, so hat auch die Erstellung von Depen-
denzbaumbanken zu einer Zunahme an wissenschaftlichen Arbeiten im Bereich 
des statistischen, datengesteuerten Dependenzparsings geführt. Bevor wir auf den 
Stand der Forschung im Bereich des datengesteuerten Dependenzparsings einge-
hen, müssen noch einige Begriffe geklärt werden. 
2.1 Dependenzparsing: Konzepte und Strategien 
Bei der Beschreibung von syntaktischen Parsingsystemen unterscheidet man zwi-
schen regelbasierten Parsern und datengesteuerten Parsern. Regelbasierte Parser verfü-
gen über eine zugrunde liegende, meist handgeschriebene Grammatik, und die 
syntaktische Analyse kann entweder als Suchproblem über alle in der Grammatik 
möglichen Ableitungen definiert werden, oder als Problem der Erfüllung von in 
der Grammatik beschriebenen Bedingungen (constraint satisfaction problem), so dass 
während des Parsings alle Analysen, die nicht die gestellten Bedingungen erfüllen, 
nacheinander eliminiert werden, bis nur noch eine einzige, nämlich die korrekte 
Analyse übrig bleibt. Im Gegensatz dazu verfügen datengesteuerte Parser über 
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keine Grammatikregeln, sondern „lernen“ die richtige syntaktische Analyse aus 
den annotierten Daten, der Baumbank. 
Die Entwicklung von handgeschriebenen Grammatiken ist ein langwieriger 
Prozess, der viel Zeit und linguistisches Wissen erfordert. Datengesteuerte Parser 
hingegen lassen sich, wenn auf eine hinreichende Menge an annotierten Trai-
ningsdaten zurückgegriffen werden kann, direkt auf diesen Daten trainieren. Im 
Weiteren zeichnen sie sich durch eine größere Robustheit und durch höhere Ab-
deckung auf neuen, unbekannten Texten aus. Im Gegensatz dazu sind regelba-
sierte Parser besser geeignet für Aufgaben, bei denen die Akkuratheit der Analyse 
im Vordergrund steht, so z.B. für die Beurteilung der Grammatikalität von Sät-
zen. Je nach Anwendungsgebiet wird man dem einen oder dem anderen Parser 
den Vorzug geben. Heutzutage jedoch lässt sich die Trennung zwischen datenge-
steuerten und regelbasierten Verfahren nicht mehr vollkommen aufrecht erhalten. 
Viele regelbasierte Parser verwenden zusätzlich statistische Modelle, so z.B. der 
WCDG-Parser (Weighted Constraint Dependency Grammar) für das Deutsche (Foth 
u.a., 2004), und umgekehrt können auch datengesteuerte Systeme durch die An-
reicherung mit syntaktischen Informationen aus der Ausgabe von regelbasierten 
Parsern verbessert werden (Øvrelid u.a., 2009). Zusätzlich wurde viel Arbeit dar-
auf verwendet, die Robustheit und Effizienz von regelbasierten Parsern zu verbes-
sern (Riezler, 2002; Cahill, 2008), so dass die oben genannten Argumente nur 
noch bedingt gelten. Im Weiteren wird vorwiegend von datengesteuerten Depen-
denzparsern die Rede sein. 
Beim datengesteuerten Dependenzparsing unterscheidet man zwischen graph-
basierten und transitionsbasierten Parsern. Die Unterschiede zwischen beiden Model-
len betreffen im Wesentlichen das Problem des Lernens und der Inferenz. Beim 
Lernen (oder Trainieren) wird versucht, die Parameter des statistischen Modells 
zu bestimmen, so dass sie die Trainingsdaten gut beschreiben. Inferenz hingegen 
bezeichnet die Aufgabe, aus einer Vielzahl von möglichen Parsebäumen die nach 
dem statistischen Modell beste syntaktische Analyse auszuwählen. Hier handelt es 
sich also um ein Suchproblem. 
Graphbasierte und transitionsbasierte Modelle unterscheiden sich darin, wie 
sie das Problem des Lernens und der Inferenz angehen (Nivre und McDonald, 
2008). Beim transitionsbasierten Parsen wird jede einzelne Aktion des Parsers 
bewertet, in Abhängigkeit zur bereits aufgebauten syntaktischen Struktur. Wäh-
rend der transitionsbasierte Parser lokale Entscheidungen trifft, kann er dabei auf 
eine reichhaltige Menge an Informationen über den globalen syntaktischen Kon-
text zugreifen. Der graphbasierte Parser hingegen berechnet die globale Wahr-
scheinlichkeit für den gesamten Parsebaum, wobei er eine erschöpfende Suche 
(exhaustive search) vornimmt, jedoch nur eingeschränkt auf Kontextinformationen 
zugreifen kann, da die Berücksichtigung einer größeren Anzahl an Informationen 
bei der erschöpfenden Suche zu Berechenbarkeitsproblemen führen würde. Der 
transitionsbasierte Parser hingegen benutzt einen gierigen Suchalgorithmus (greedy 
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search), der terminiert, sobald ein lokales Optimum gefunden wurde. Dies erlaubt 
die Berücksichtigung einer Vielzahl an Informationen bei der Suche nach der op-
timalen syntaktischen Analyse. 
Beide Modelle weisen eine etwa gleich hohe Performanz auf, jedoch werden 
von den einzelnen Systemen sehr unterschiedliche Fehler gemacht. McDonald 
und Nivre (2007) führen die spezifischen Stärken und Schwächen beider Par-
singmodelle auf ihre zugrunde liegenden Eigenschaften zurück, der Kombination 
von globalem Training und exhaustiver Inferenz auf Seiten des graphbasierten 
Parsers, und dem Zugriff auf reiche, aussagekräftige Informationen auf Seiten des 
transitionsbasierten Modells. 
2.2 Stand der Forschung 
Das Vorhandensein von Dependenzbaumbanken war die Voraussetzung für die 
Entwicklung von statistischen, datengesteuerten Dependenzparsern. Als treiben-
de Kraft wirkte die CoNLL (Conference on Computational Natural Language 
Learning) shared task, ein Wettbewerb, bei dem die Teilnehmenden die Möglich-
keit haben, Systeme zur automatischen Verarbeitung natürlicher Sprache auf den 
gleichen Datensets zu testen und systematisch zu vergleichen. In den Jahren 2006 
und 2007 widmete sich dieser Wettbewerb dem datengesteuerten Dependenzpar-
sing. Für verschiedene Sprachen aus unterschiedlichen Sprachfamilien wurden 
Trainingsdaten in einem einheitlichen Dependenzformat bereitgestellt, erzeugt 
durch die Konvertierung aus bestehenden Konstituenten- und Dependenzbaum-
banken. Die gemeinsame Evaluation von verschiedenen Parsern auf den gleichen 
Daten erlaubt einen fairen Vergleich der Performanz verschiedener Parsingmo-
delle, aber auch eine Einschätzung, welche Sprachen leichter zu parsen sind, und 
welche Parsingstrategien für bestimmte Sprachtypen geeignet sind. 
In der CoNLL shared task 2006 wurden 19 Parsingsysteme auf 13 verschie-
dene Sprachen angewendet und evaluiert (Buchholz und Marsi, 2006), in der 
zweiten CoNLL shared task in 2007 waren es 23 Systeme und 10 Sprachen (Nivre 
u.a., 2007). Als überraschendes Ergebnis zeigte sich, dass die besten Systeme nur
geringe Unterschiede in der Performanz aufwiesen, erstaunlich vor allem deshalb, 
weil diese Systeme sich in Bezug auf Parsingstrategie und Architektur deutlich un-
terschieden. Unter den besten Systemen waren sowohl graphbasierte als auch 
transitionsbasierte Parser, sowie Ensemble-Systeme, die die Ausgabe von mehre-
ren verschiedenen Parsern kombinieren. 
Große Unterschiede in der Performanz waren auch für die verschiedenen 
Sprachen zu beobachten. Die besten Ergebnisse wurden für das Japanische erzielt 
(91,7% Labelled Attachment Score; LAS5), während die niedrigste Performanz 
_____________ 
5  Labelled Attachment Score: die Prozentzahl an Token, für die das System den korrekten Kopf 
und die korrekte Dependenzrelation bestimmt hat. 
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für Türkisch mit 65,7% LAS deutlich abfiel. Es wäre aber vereinfacht anzuneh-
men, dass nur sprachtypologische Eigenschaften für diese Ergebnisse verantwort-
lich sind. Weitere Faktoren, die in Betracht gezogen werden müssen, sind die 
Menge an vorhanden Trainingsdaten, sowie Domäne und Genre dieser Daten, die 
einen großen Einfluss auf Struktur und Komplexität der Texte haben; aber auch 
das Annotationsschema der jeweiligen Baumbank kann die Parse-Qualität beein-
flussen. Eine feinkörnigere Annotation macht die Analyse schwieriger, und es be-
steht die Möglichkeit, dass manche Annotationsschemata sich für die Anwendung 
von Methoden des Maschinellen Lernens besser eignen als andere. 
Zusammenfassend kann gesagt werden, dass sowohl durch die Erstellung 
von Dependenzbaumbanken für verschiedene Sprachen als auch durch die Kon-
vertierung vorhandener konstituentenbasierter Baumbanken zu Dependenzen 
viele Forschungsvorhaben im Bereich des datengesteuerten Dependenzparsings 
inspiriert wurden, so dass inzwischen für viele Sprachen statistische Dependenz-
parser vorhanden sind. Im Folgenden soll auf die Qualität dieser Parser eingegan-
gen werden. Dabei sind die folgenden Fragen relevant: Wie lässt sich die Qualität 
von datengesteuerten Dependenzparsern im Vergleich zu konstituentenbasierten 
Parsern beurteilen? Wie kann eine sinnvolle Parser-Evaluation aussehen? Welches 
sind die relevanten Informationen, die ein guter syntaktischer Parser bereitstellen 
sollte? 
3. Fragen der Evaluation
Ein direkter Vergleich der Performanz von Dependenzparsern mit konstituen-
tenbasierten Parsern ist, bedingt durch die unterschiedlichen Ausgabeformate, nur 
schwer möglich. Konstituentenbasierte statistische Parser werden standardmäßig 
mit der PARSEVAL-Metrik evaluiert (Black u.a., 1991). Dazu benötigt man einen 
Goldstandard, also manuell annotierte bzw. von Hand korrigierte Daten, und ge-
messen an der Anzahl an Phrasen-Spannen, die im Goldstandard und in der Ausga-
be des Parsers übereinstimmen, wird ein Wert für die Parse-Qualität berechnet.6 
Bei Dependenzparsern hingegen wird meist der LAS (Labelled Attachment 
Score), also die Prozentzahl an Token, für die der Parser sowohl Kopf als auch 
Dependenzrelation richtig bestimmt hat, als Maß der Parse-Qualität angegeben. 
Möchte man Dependenzparser und Konstituentenparser vergleichen, so muss ei-
_____________ 
6  Diese Art der Evaluation ist stark abhängig vom jeweiligen Annotationsschema der Baumbank, 
da die Werte in Abhängigkeit zur Gesamtanzahl an Konstituenten im Baum ermittelt werden. 
Für hierarchische Annotationsschemata, die eine hohe Anzahl an unären Knoten aufweisen, 
wird die Anzahl an Fehlern, also nicht übereinstimmenden Phrasen-Spannen, geringer gewichtet, 
da sie durch eine höhere Anzahl an Konstituenten im Parsebaum geteilt wird. Die PARSEVAL-
Metrik ist demnach ungeeignet für den Vergleich von Parsern, die auf verschiedenen Baumban-
ken trainiert wurden, und demnach auch für den Vergleich von Parsern für verschiedene Spra-
chen (Rehbein und van Genabith, 2007). 
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nes der beiden Ausgabeformate ins jeweils andere Format umgewandelt werden. 
Lin (1995) beschreibt eine Methode zur Konvertierung von Konstituentenstruk-
turen zu Dependenzrelationen. Allerdings ist eine solche Konvertierung, wie in 
Kapitel 1.4 beschrieben, oft fehlerbehaftet. Schiehlen (2004) und Rehbein und 
van Genabith (2007) präsentieren eine Evaluation eines nicht lexikaliserten, deut-
schen Konstituentenparsers mit Hilfe der PARSEVAL-Metrik und einer depen-
denzbasierten Evaluation nach der Methode von Lin (1995) auf den gleichen Da-
ten und zeigen, dass die beiden Evaluationsverfahren zu unterschiedlichen 
Ergebnissen führen können. Unklar ist jedoch, welche der beiden Methoden ein 
verlässlicheres Maß der Parse-Qualität bietet: die konstituentenbasierte PARSE-
VAL-Metrik oder die dependenzbasierte Evaluation. 
Die konstituentenbasierte Evaluation mit PARSEVAL wurde in der Literatur 
vielfach kritisiert (Carroll u.a., 1998; Briscoe u.a., 2002, Sampson und Babarczy, 
2003, Rimell u.a., 2009). Als ein Hauptkritikpunkt gilt, dass PARSEVAL keine 
linguistisch bedeutsame Beurteilung der Parse-Qualität wiedergibt. Deshalb ar-
gumentierte schon Lin (1995; Seite 1425) für die dependenzbasierte Evaluation 
als „more intuitively meaningful than other scores but also more relevant to se-
mantic interpretation“. 
Diese Auffassung, die auch eine Antwort auf die Fragen gibt, wie eine sinn-
volle Parser-Evaluation aussehen kann und welche Informationen die Analyse ei-
nes syntaktischen Parsers beinhalten sollte, hat sich in den letzten Jahren stark 
verbreitet und nahm einen großen Einfluss auf den gesamten Bereich der auto-
matischen Sprachverarbeitung. So wird die Evaluation auf Basis von Dependenz-
relationen nicht nur im Bereich des syntaktischen Parsens immer üblicher, son-
dern greift auch auf andere Gebiete in der Verarbeitung natürlicher Sprache über, 
so z.B. auf die Evaluation von Systemen zur Maschinellen Übersetzung (Liu und 
Gildea, 2005; Owczarzak, 2007) oder von automatisch erstellten Zusammenfas-
sungen (Owczarzak, 2009). Dies bildet die Überleitung zu der Frage, auf welche 
anderen Bereiche der automatischen Verarbeitung natürlicher Sprache die De-
pendenzgrammatik Einfluss genommen hat. 
4. Dependenzen in der automatischen Sprachverarbeitung
Die Repräsentation von syntaktischer Information in Form von Dependenzen 
hat sich in den letzten Jahren in vielen Bereichen der automatischen Verarbeitung 
natürlicher Sprache durchgesetzt. Eine vollständige Aufzählung würde den Rah-
men dieses Artikels sprengen, so sollen zur Illustration nur einige Beispiele ge-
nannt werden. 
Besonders großen Einfluss hatte die Dependenzgrammatik auf alle Gebiete 
der automatischen Sprachverarbeitung, die einen mehr oder weniger direkten Zu-
sammenhang mit der Extraktion von semantischen Informationen aufweisen. 
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Dazu zählt das Feld der Informationswiedergewinnung (Information Retrieval), das 
die automatische Suche und Extraktion von Informationen aus Datenbeständen 
wie z.B. einer großen Datenbank oder dem WWW zum Ziel hat. Zu den bekann-
testen Anwendungen der Informationswiedergewinnung zählen Internetsuchma-
schinen wie Yahoo!, Google oder Bing.7 Ein Unterbereich der Informations-
wiedergewinnung ist das sogenannte Question Answering, bei dem nicht nur mögli-
che Antworten zu Fragen in natürlicher Sprache gefunden, sondern diese auch 
nach Relevanz und Korrektheit geordnet werden müssen. Dies erfordert eine tie-
fe linguistische Analyse der Daten. Hier gibt es immer mehr Ansätze, die sich da-
zu der Dependenzgrammatik bedienen (Punyakanok u.a., 2004; Bouma u.a., 2005). 
Bei der automatischen Annotation von semantischen Rollen (Semantic Role 
Labelling) werden ebenfalls immer häufiger syntaktische Repräsentationen in der 
Form von Dependenzgraphen genutzt (Hacioglu, 2004; Fürstenau und Lapata, 
2009), die für diese Aufgabe einen direkteren Zugriff auf relevante Informationen 
bieten als Repräsentationen im Rahmen der Phrasenstrukturgrammatik. Eine sys-
tematische Untersuchung des Einflusses der syntaktischen Repräsentation auf 
Anwendungen des Semantic Role Labelling wird von Johansson und Nugues 
(2008) vorgestellt. Die Autoren zeigen, dass beide Formen der Repräsentation als 
Komponente in einem Semantic Role Labelling-System in etwa gleiche Ergebnis-
se liefern, obwohl die Forschung im Bereich der konstituentenbasierten Parser 
viel weiter vorangeschritten ist. Das heißt, dass man in Zukunft mit Verbesserun-
gen der Technologie von Dependenzparsern auch auf weitere Verbesserungen im 
Bereich des Semantic Role Labelling hoffen kann. 
Sagae (2009) präsentiert ein System zur Diskursanalyse im Rahmen der Rhe-
torical Structure Theory (Mann und Thompson, 1988). Ziel ist die Extraktion von 
Diskursrelationen innerhalb und zwischen Sätzen von Dokumenten. Dabei nutzt 
Sagae als Komponenten der syntaktischen Verarbeitung sowohl einen konstituen-
tenbasierten Parser als auch einen Dependenzparser und erzielt eine höhere Ak-
kuratheit als vergleichbare Arbeiten bei gleichzeitiger Verbesserung der Effizienz 
seines Systems.  
In der statistischen Maschinellen Übersetzung, einem großen und wichtigen 
Zweig der automatischen Verarbeitung natürlicher Sprache, gibt es immer mehr 
Bestrebungen, statistische Modelle mit syntaktischen Informationen anzureichern. 
Auch hier gibt es immer mehr Arbeiten, die dazu Dependenzrelationen nutzen. 
Ein Beispiel sind Bojar und Hajič (2008), die auf syntaktische Analysen im Rah-
men der Funktionalen Generativen Beschreibung (Sgall u.a., 1986) zurückgreifen. 
Als letztes Beispiel für den Einfluss der Dependenzgrammatik auf die Com-
puterlinguistik soll die Auszeichnung eines Lernerkorpus auf Basis von Depen-
denzen genannt werden (Ragheb und Dickinson, 2009). Die syntaktische Annota-
tion der von den Lernenden entwickelten Interimsprache, der sogenannten Inter-
language, umfasst zwei Analyseebenen (Oberflächen- und Tiefenstruktur) und 
_____________ 
7  Yahoo!: http://www.yahoo.com; Google: http://www.google.com; Bing: http://www.bing.com 
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ähnelt damit der Annotation in der Prager Dependenzbaumbank. Als Ziel ihrer 
Arbeit sehen Ragheb und Dickinson (2009) die Erstellung einer Ressource für die 
Zweitspracherwerbsforschung, die aber auch als Testdaten für die Entwicklung 
von robusten, fehlertoleranten Parsern dienen kann. 
5. Fazit
Ähnlich wie in der theoretischen Linguistik, in der sich viele verschiedene Aus-
prägungen der Dependenzgrammatik entwickelten, so gibt es auch in der automa-
tischen Sprachverarbeitung weder eine einheitliche Theorie für die Annotation 
von Dependenzen in Korpora noch für die Zielrepräsentationen von Dependenz-
parsern. Im Bereich der syntaktisch annotierten Korpora zeigt sich die ganze 
Bandbreite der Dependenzgrammatik, von monostratalen Baumbanken mit nur 
einer Ebene der syntaktischen Analyse bis hin zu multistratalen Baumbanken mit 
mehreren Analyseebenen, wie zum Beispiel die Prager Dependenzbaumbank. Auf 
dem Gebiet des datengesteuerten Dependenzparsings hingegen sind Repräsenta-
tionen mit nur einer Ebene der syntaktischen Analyse vorherrschend (Nivre, 
2005a). 
Während in den ersten Jahrzehnten nach Erscheinen von Tesnière’s Haupt-
werk Éléments de syntaxe structurale die Dependenzgrammatik wenig Beachtung fand, 
so hat sich in der letzten Dekade gerade in der Korpuslinguistik viel getan. Die 
Erstellung von Dependenzkorpora für eine Vielzahl an Sprachen hat vor allem im 
Bereich des datengesteuerten Dependenzparsings große Fortschritte gebracht. 
Wenn auch ein Vergleich von Dependenzparsern und Konstituentenparsern auf-
grund der unterschiedlichen Ausgabeformate schwierig ist, so lässt sich doch sa-
gen, dass die Performanz von Dependenzparsern inzwischen für Sprachen wie 
Englisch mit der von konstituentenbasierten Parsern vergleichbar ist (Mcdonald, 
2006). Für Sprachen mit einer komplexen Morphologie und relativ freier Wort-
folge, wie z.B. dem Tschechischen, liefern manche Dependenzparser inzwischen 
bessere Ergebnisse als herkömmliche konstituentenbasierte Parser wie die von 
Collins und Charniak (Mcdonald, 2006).8 Diese Ergebnisse sind im Einklang mit 
der oft diskutierten Behauptung, dass Dependenzgrammatiken besser geeignet 
sind für die Kodierung und Verarbeitung von Sprachen mit freier Wortfolge, da 
sie nicht versuchen, die Oberflächenstruktur eines Satzes abzubilden, sondern die 
zugrunde liegenden funktionalen Abhängigkeiten zwischen den lexikalen Einhei-
ten im Satz. Dies gilt jedoch nicht für alle Varianten der Dependenzgrammatik 
_____________ 
8  Die Unterscheidung zwischen dependenzbasierten und konstituentenbasierten Parsern ist ein 
wenig vereinfacht, da auch die Parsingmodelle von Collins (1999) und Charniak (2000) internen 
Gebrauch von bilexikalen Dependenzen machen. Es handelt sich jedoch um Parser mit einer 
generativen Komponente, die als Ausgabe Phrasenstrukturbäume erzeugen, während die be-
schriebenen datengesteuerten Dependenzparser auf diskriminativen Methoden des Maschinellen 
Lernens beruhen. 
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und auch nicht für alle Dependenzparser, sondern nur für solche, die nicht-pro-
jektive Strukturen zulassen. Auch hier sind jedoch in den letzten Jahren bedeutende 
Fortschritte erzielt worden (Nivre, 2007, Hall und Nivre, 2008, Nivre, 2009). 
Ein wichtiger Vorteil der Dependenzgrammatik ist die Einfachheit der syn-
taktischen Repräsentation, die durch die direkte Kodierung von Prädikat-
Argument-Struktur intuitiv verständlich ist. Dadurch sind syntaktische Strukturen 
in Form von Dependenzrelationen besonders geeignet für Anwendungen, die die 
automatische Extraktion von Bedeutung zum Ziel haben. Als weiterer Vorteil ist 
die Effizienz von Dependenzparsern zu nennen, deren Algorithmen durch die 
Beschränkung der Anzahl an möglichen syntaktischen Knoten im Parsebaum, die 
durch die Anzahl an lexikalen Elementen in der Eingabe bestimmt wird, eine ge-
ringere Komplexität aufweisen (Nivre, 2005a). 
Insgesamt lässt sich sagen, dass die Dependenzgrammatik im Bereich der au-
tomatischen Verarbeitung natürlicher Sprache angekommen ist und dass durch 
sie wichtige Impulse gesetzt wurden, nicht nur durch die Entwicklung von neuen 
Technologien und Systemen, sondern auch durch die theoretische Debatte über 
Fragen der geeigneten Repräsentation von syntaktischen Informationen und eine 
sinnvolle Evaluation von Systemen zur automatischen Extraktion sprachlichen 
Wissens. 
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