Abstract-This paper studies the system identification and robust control of a multi-input multi-output (MIMO) active magnetic bearing (AMB) system. The AMB system under study is open-loop unstable, and the presence of right-half plane zeros and the rotor flexible modes bring additional degrees of difficulty to the control design of such a system. First, a closed-loop system identification is performed using frequency-domain-response data of the system. Genetic-algorithm-based weighted least squares method is employed to obtain the best frequency-weighted model of the system. As the cross-coupling channels have negligible gains in the low-frequency region, it is assumed that the system can be diagonalized. This allows the analysis of the system as a family of low-order single-input single-output (SISO) subsystems. On the other hand, the effects caused by the coupling channels become more significant at higher frequencies. Therefore, a similar method is used to obtain a high-order MIMO model of the system by including the cross-coupling effects. Next, SISO H ∞ controllers and lead-lag-type compensators are designed on the basis of the SISO models of the systems. To strive for a better performance, MIMO H 2 and H ∞ optimal controllers are synthesized on the basis of the MIMO model of the system. Extensive experimental studies are conducted on the performance of the designed SISO and MIMO controllers in real time by taking into consideration both constant disturbances while the rotor is stationary and sinusoidal disturbances caused by the centrifugal forces and the rotor mass imbalance while the rotor is in rotation. Unlike the recently published works, it is shown that the accurate modeling of the system being controlled is the key to the successful design of high-performance stable controllers that not only guarantee the internal stability of the systemcontroller interconnection but also that no further modifications are required before the real-time implementation of the designed controllers.
I. INTRODUCTION
I N RECENT years, active magnetic bearing (AMB) systems have attracted the attention of researchers as suitable replacements for conventional mechanical and hydrostatic bearings. AMBs can provide contactless suspension of the rotor by attractive forces produced by electromagnets. AMBs have numerous advantages over their mechanical and hydrostatic counterparts. The primary advantage of AMBs is their extremely low frictional properties that allow efficient operations at high speeds [1] . AMBs can be utilized in many industrial applications where fast and precise operations are desired, such as linear induction motors, turbomolecular vacuum pumps, artificial hearts, and gas-turbine engines [2] - [4] . In [5] , a novel motor with a magnetically levitated rotor is designed and its dynamic characteristics are simulated. The proposed motor is shown to have successfully achieved 5 DOF active control. The work in [6] studies the active surge control of a centrifugal compressor, where thrust-AMBs are employed. The results demonstrate the potential application of AMB-based compressor surge controllers. In [7] , an AMB is applied as an actuator to guarantee chatter-free cutting operations in high-speed milling processes. A μ-synthesis approach is proposed for the robust stabilization of the fast milling process while minimizing the control efforts. Reference [8] investigates the application of active radial magnetic bearings for agile satellite systems. As a result, the control current and the associated power losses are reduced considerably. With the growing interest in the applications of fast and precise AMBs, there is a demand for developing advanced controllers that ensure robust performance of such systems in the presence of unmodeled dynamics and unknown external disturbances [9] - [12] . Although several works can be found on the analytical modeling and simulation of robust controllers on AMBs [13] - [16] , system identification and real-time robust control of AMBs is a relatively recent development [17] - [26] . However, the results presented in the recent works have many shortcomings to consider this problem as solved. This gives reasonable motivations to address the current gaps between the theory and the challenges involved in the real-time application of robust controllers on AMB systems. In the sequel, some of the shortcomings in recent works are discussed in more detail.
The work in [18] reports a single-input single-output (SISO) modeling and real-time implementation of the H ∞ controller of an AMB system. An SISO controller is designed on the basis of the second-order model of the electromagnets. While low-bandwidth and hence low-performance controllers can always be designed on the basis of a low-order model of the system for stabilization purposes, the effects of the rotor resonant (flexible) modes, dynamic mass imbalance, and centrifugal forces in high speeds could lead to system instability. In order to improve the performance of the system, it is necessary to find an accurate model of the system that captures the high-frequency dynamics precisely. The difficulties that may arise when a high-order model is used to design a robust controller can be seen in the recently published works. For instance, the frequency-domain results presented in [19] clearly show that the synthesized controllers fail to reject the effects caused by the high-frequency resonant (flexible) modes of the rotor. It is dangerous to implement such nonrobust controllers on the system, as it could lead to system instability. To alleviate the problem, the work in [20] suggests to manually add additional notch filters to the controllers to ensure that the resonant modes of the rotor are not excited. However, this may unnecessarily increase the order of the controllers. More recently, the multi-input multi-output (MIMO) identification and H ∞ control synthesis of AMBs have been investigated in [21] and [22] . First, a high-order MIMO model of the system, including the cross couplings between all inputs and outputs, is obtained from the frequency-domain-response data of the system. Next, the identified model is used to synthesize the MIMO H ∞ controllers. Interestingly, all the synthesized controllers are found to be unstable and impossible to implement on the actual system. The fact that the synthesized unstable controllers fail to stabilize the system implies that the identified model may not represent the characteristics of the actual system being controlled. However, the authors proceed to implement the unstable controllers by first stabilizing the system using the low-performance stable controllers that are synthesized on the basis of a low-order model of the system and gradually switching to the unstable controllers (in a time span of 5 s). The successful switching between the controllers highly depends on the slow transition between the stable and unstable controllers. It should also be noted that the order of the MIMO H ∞ controllers is usually very high, and the presented Youla parameterization of the switching controllers further increases the order of the final controllers. This approach is not only impractical in industrial applications but also challenging to implement such excessively high-order controllers in real time.
Synthesizing unstable H ∞ controllers that are not directly implementable on the system is not a trivial issue, and it may occur in the control synthesis of systems other than AMBs. Balini et al. [21] and [22] claim that synthesizing unstable controllers is not a surprise, as the H ∞ synthesis algorithms tend to cancel the right-half plane (RHP) complex-conjugate zeros in the model of AMBs with RHP poles in the controller. To the best of our knowledge, there are several examples that the synthesized controllers include RHP poles, because the system model does not possess the parity interlacing property (PIP) [27] and [28] . It is important to note that the PIP condition applies only to the poles and zeros on the real axis. Therefore, regardless of the location of the complex-conjugate poles and zeros in the model, as long as the PIP conditions are satisfied (which is the case for AMBs), there should exist stable controllers that guarantee the internal stability of the plant-controller interconnection, and no switching controllers are required. It is also emphasized in [27] that unstable controllers should only be used in special circumstances where stabilization with stable controllers is infeasible and should be avoided at all cost. This paper investigates both SISO and MIMO modeling and robust control of an AMB laboratory experimental system. It is shown that the proper modeling of the system will result in stable high-performance controllers that can be implemented on the system directly and safely, without any additional modification or switching between the controllers. It should be further noted that the main aim of this paper is to obtain linear (SISO and MIMO) models of the AMB system and design high-performance linear (SISO and MIMO) controllers on the basis of the identified models. This allows us to make a fair comparison between the performance of the designed SISO and MIMO linear controllers and the analog on-board controllers. Moreover, the results can be compared with the recent works on the robust control of AMB systems. If nonlinear controllers were to be designed, a nonlinear model of the system could be obtained and this was beyond the scope of this paper [29] and [30] . The remaining of this paper is organized as follows. In Section II, frequency-response data of the system are collected for the closed-loop system identification. The SISO and MIMO models of the system are obtained by employing the proposed genetic-algorithm-based weighted least squares (GA-WLS) algorithm. The advantage of obtaining the SISO models is studied in Section III, where low-order SISO H ∞ optimal controllers and conventional lead-lag-type compensators can be designed on the basis of the identified SISO models, and their performance can be compared with the analog on-board controllers. In order to strive for a better performance, MIMO H 2 and H ∞ optimal controllers are designed on the basis of the identified MIMO model of the system in Section IV. Comprehensive experimental studies are conducted in Section V on the performance of the designed SISO and MIMO controllers in real time while the rotor is stationary in the presence of constant disturbances, as well as while the rotor is in rotation at several speeds.
II. AMB SYSTEM DESCRIPTION AND MODEL IDENTIFICATION
The laboratory experimental AMB system is shown in Fig. 1 . The system includes a rotor shaft, four pairs of horseshoe electromagnets (two pairs at each end), an air turbine driven by compressed air, four hall-effect sensors, four linear current amplifiers, and four analog on-board controllers. The rotor is levitated with magnetic forces provided by the electromagnets, and the rotational speed of the rotor shaft can reach 10 000 r/min. The rotor shaft has 4 DOF, which are labeled as channels Y 1 -Y 4 in Fig. 1 . Channels Y 1 and Y 2 correspond to the horizontal and vertical displacements of the rotor at one end, whereas channels Y 3 and Y 4 correspond to the horizontal and vertical displacements of the rotor at the other end of the system, respectively. A digital signal processing card (DS1104) [31] is used for the data acquisition and realtime implementation of the control algorithms.
AMBs are inherently open-loop unstable and hence closedloop system identification must be performed instead of more common open-loop identification techniques [32] and [33] . Fig. 2 shows the block diagram of the setup that is used to collect the required data for the system identification stage. The data are taken while the rotor is stationary and stabilized with the four analog on-board controllers under the assumption that no disturbance is acting on the system. A control-relevant system identification procedure on the AMB system is described here. Assuming that the closed-loop system is stable and that it is not subject to any external disturbances, the relationship between the
and the measurement noise
Similarly, the relationship between the control
Since the probing signals R and the measurement noise (with zero mean) N are uncorrelated, the transfer functions between the system outputs Y and the probing signals R can be obtained as in (3) . For matrices of appropriate dimensions, (3) should follow the push-through rule
Similarly, the transfer functions between the control signals U and the probing signals R can be simplified as in (4)
Using (3) and (4), the open-loop unstable SISO transfer functions of the system can be estimated from the closed-loop system identification as
Chirp signals are employed as the probing signals to the system for the purpose of collecting frequencyresponse data. The initial frequency, the target time, and the frequency at the target time of the chirp signals are chosen in such a way that the frequency does not increase too fast, so that the system has enough time to attain its steady-state response. In order not to overly excite the resonant frequencies, several sets of measurements have to be taken, each one within a certain range of frequency and amplitude. The MIMO measurements are taken by sending chirp signals to the input channels R and collecting the control signals U and the system output responses Y . The time-domain response of the system is collected using the dSPACE ControlDesk software and then exported to MATLAB for discrete Fourier transform (DFT) analysis. The obtained frequency-domain response (magnitude) of the system is shown in Fig. 3 . The diagonal terms in Fig. 3 represent the frequency response between the input and output of the same channel. The off-diagonal terms, on the other hand, represent the cross-coupling effects between different channels. It can be observed from Fig. 3 that the gain contribution of the off-diagonal terms is small in the low-frequency region, i.e., a dc gain of about −20 dB or less. Therefore, if low-order (low-complexity) controllers are to be designed for the system, the MIMO system can be treated as four SISO subsystems, and the model of each subsystem can be obtained individually. The SISO models of the system can be represented as linear time-invariant transfer functions of the form
where
In order to have a proper system, the order of the numerator (k) has to be less than or equal to the order of the denominator (l). From the DFT analysis of the input and output signals of the system at all experimental frequencies (ω 1 , ω 2 , . . . , ω N ), a nonparametric model of the system can be obtained asĜ( j ω). The operatorˆis used because there are always unavoidable errors in the measurement. Since it is assumed thatĜ(
The unknown coefficients
can be evaluated by minimizing the sum of squared moduli of the errors between the frequency response of the fitted transfer function N(s)/D(s) and the collected frequency-response dataĜ( j ω) [34] 
and * denotes the complex-conjugate transpose. The term e i can be expressed as
or alternatively
T is a vector of unknown parameters. The cost function J can now be expressed as
The cost function J as a function of θ can be minimized by differentiating J with respect to each unknown parameter in θ and setting the result to zero. The value of θ that minimizes J can be obtained as
In a standard least squares problem, it is assumed that the collected response data are of equal quality and hence have a constant noise variance. However, if this assumption does not hold, the quality of the fitted model can be influenced by poor quality data. To improve the model at certain ranges of frequencies, one can use weighted least squares where the frequency weighting is used to emphasize the frequencies of interest. The weighted least squares minimize the sum of the squared weighted error
The weights w i determine how much each response value influences the final parameter estimates. Note that the weights w i are positive definite and they are given as the diagonal elements of the weight matrix W
The unique solution to the weighted least squares problem is in the form of
For the AMBs under study, the two flexible (resonant) modes of the rotor need to be modeled accurately, as they are within the bandwidth of the system. The problem with most of the available methods is that the algorithm finds an accurate model of the system in the low-frequency region, but fails to model the resonant modes. We aim to find a model of the system that is as simple as possible and yet capable of capturing all the important characteristics of the plant. To overcome this problem, an GA [35] - [38] is employed to find the required frequency weightings (fictitious noise components) automatically and perform an iterative reweighted least squares algorithm. In this approach, the GA generates a random vector of w i > 0 to be the diagonal elements of the weight matrix W. Then, the GA alters the weights by changing the range and scaling factors in the vector w i . The WLS is solved on the basis of the updated weight matrix and the iteration continues until the minimum difference between (16) . The optimum values of α and β are to be found by the GA to heavily penalize the fitting error in a particular range of frequencies where the modeling accuracy is important.
Figs. 4 and 5 show the convergence of GA and the effect of the frequency weighting on the explicit solution of the least squares problem and hence on the frequency response of the modeled transfer function. It should be noted that the optimization process is illustrated only for the first channel and relatively similar results are obtained for the other three channels.
It is important to note that the desired order of the model has to be assigned before the optimization process is initiated. Since the total order of four is required to model the two flexible (resonant) modes of the rotor, it can be deduced that models with an order less than five will fail to accurately model the behavior of the actual system. Therefore, a sixth-order model is chosen to ensure the accurate modeling of the system at the frequency ranges of interest. The obtained SISO models of all four channels using the proposed methods are compared with two common methods, namely, the prediction error method (PEM) and the numerical subspace state-space identification (N4SID) method in Fig. 6 . The results show the effectiveness of the proposed method in the identification of systems that include both slow and fast dynamics. The resulting transfer functions of all the four channels are presented in (17)- (20) . 
The described approach for the SISO modeling of the system can be extended to estimate the MIMO model of the system (including the cross-coupling effects in Fig. 3) , if a high-order MIMO controller is to be designed on the basis of the MIMO model of the system. Suppose that the model is represented in the state-space form (assuming that the feedthrough term D is zero)
It is assumed that the system has k inputs, m outputs, and n states. A transfer function representation of the system can be obtained as
Similar to the SISO case, the vector of unknown parameters θ = [vec(A) T , vec(B) T , vec(C) T ] can be estimated by minimizing the weighted sum of the squared errors between the frequency response of the state-space model G(s) and the experimental data at all experimental pointsĜ( j ω) Identified MIMO model of the system and the experimental frequency-response data.
Again, the GA is utilized to obtain the best weighting vector that minimizes the cost function J over the unknown parameter vector θ . Note that a higher order model is required to successfully describe the dynamics of the MIMO system including the cross couplings. After some trials, an 18th-order state-space model of the system is found to have a fair representation of the actual system dynamics. The frequency response of the MIMO model is shown in Fig. 7 and it is compared with that of the collected frequencydomain signals. The state-space representation of the obtained 18th-order MIMO model of the system is given in the Appendix, and it is used for the synthesis of the MIMO H 2 and H ∞ controllers.
III. SISO CONTROLLER DESIGN
This section is devoted to the synthesis of controllers that are designed on the basis of the identified SISO models of the system. First, four SISO H ∞ optimal controllers are synthesized on the basis of the SISO models, and some useful remarks are given for the design of the weighting functions required in the H ∞ synthesis procedure. To demonstrate the advantages of the H ∞ synthesis algorithms over the classical design methods, four lead-lag-type compensators are also designed on the basis of the identified SISO models.
A. Mixed-Sensitivity H ∞ Controller Design
In a standard mixed-sensitivity H ∞ control problem, three weighting functions can be designed to shape the closed-loop behavior of the system (see Fig. 8 
). A weighting function W P (s) is designed to bound the closed-loop sensitivity function (S(s) = (I + G(s)K (s)) −1 ) to improve the steady-state error of the system and ensure the rejection of low-frequency disturbances. Another weighting function W T (s) bounds the closed-loop complementary sensitivity function (T (s) = G(s)K (s)(I + G(s)K (s)) −1 ) to ensure
the system robustness against model uncertainties and high-frequency measurement noise. Finally, W U (s) can be optionally designed to penalize the control signal to prevent the actuators from saturation.
The requirements can be absorbed into a stacked H ∞ optimization problem, and the feedback system can be rearranged as a linear fractional transformation (LFT). The weighting functions [W P (s), W T (s), and W U (s)] can easily be combined with the system and represented as a generalized (augmented) plant P(s) [39] . The closed-loop transfer function between the generalized plant and the controller can be found as
In (24), F l (P, K ) is the lower linear LFT of P with respect to K . In addition, P 11 = [0, 0, W P I ] T , P 12 = [W U I, W T G, W P G] T , P 21 = −I , and P 22 = −G. The H ∞ mixed-sensitivity optimization problem is to find a controller K (s) that robustly stabilizes the system and minimizes the H ∞ -norm of the closed-loop transfer function of the augmented plant P(s).
In recent years, H ∞ algorithms have become well-known methods to synthesize model-based controllers that satisfy a number of constraints and performance requirements expressed in the form of weights on the closed-loop sensitivity and complementary sensitivity functions. However, the successful design of these weights in H ∞ control problems is a nontrivial task primarily based on engineering intuition. As the AMB system under study is an unstable and nonminimum phase, the successful design of weighting functions required in the synthesis of H ∞ controllers may become a challenging task. The presence of the flexible (resonant) modes of the rotor brings an additional degree of difficulty to the design of these weighting functions. In the sequel, some useful remarks concerning the design of H ∞ controllers for unstable nonminimum phase systems are given, which could help in the design of the weighting functions.
Remark 1: Although it is desirable that |S( j ω)| 1, ∀ j ω, and |T ( j ω)| 1, ∀ j ω, it is important to note that the presence of unstable poles/zeroes increases the peak of sensitivity functions. It implies that the peak values of S(s) and T (s) exceed one and this is unavoidable. For a system with RHP-zero (s = z) and RHP-pole (s = p), the sensitivity peaks can be evaluated as in (27) [40] .
Remark 2: In the presence of RHP-pole (s = p), a highgain controller is required to stabilize the open-loop unstable system. However, it is impossible to employ large loop gain in the frequency range close to the location of RHP-zero (s = z) while maintaining stability. It implies that for a system with RHP poles and zeros, a closed-loop bandwidth of 2 p < ω c < z is expected.
Remark 3:
The peak values of the sensitivity functions (M P and M T ) are very closely related to the gain and phase margins, and hence, the following conditions are very useful for the performance analysis of the system ( [40] and [41] ).
. (29) Following the given remarks, the first-order performance weighting functions [W P (s)] are designed to be the upper bounds on the closed-loop sensitivity functions. In (30) , the integral action is replaced by a small number to avoid the numerical issues and a closed-loop bandwidth of (0.3333 × 500) is desired. Furthermore, the second-order [W T (s)] weighting functions are chosen as the upper bounds on the complementary sensitivity functions. Note that choosing a second-order W T (s) ensures the complete removal of the resonant frequencies at higher frequencies. Due to the page limitation, the designed weighting functions for the first channel are given in (30) , and the resulting closedloop sensitivity and complementary sensitivity functions [S(s) and T (s)] are shown in Fig. 9 . However, similar weighting functions are designed for all four channels. Finally, the obtained continuous-time controllers for all the four channels are given in (31)- (34) . Since the models satisfy the PIP condition, the synthesized controllers are found to be stable and hence can be implemented on the system safely and reliably 
B. Lead-Lag-Type Compensator Design
In order to design SISO controllers using the classical methods, two notch filters need to be designed (for each channel) first to ensure that the resonant modes are not excited. The following structure is used for the notch filters:
where ω n is the notch frequency, ζ is the damping ratio, and b is the bandwidth of the notch filter. After designing the required notch filters, a reduced-order SISO model can be obtained by removing the poles and zeros corresponding to the resonant modes from the model while keeping their dc gains in the reduced-order model. Next, a compensator can be designed on the basis of the reduced-order model of the system. Proportional-integral-derivative controllers are very common in the industry. However, the presence of pure integrators can lead to integral windup problems. Therefore, a lead-lag compensator is preferred here and it can be designed on the basis of the reduced-order model
Finally, a second-order low-pass filter is added to the compensator to increase the high-frequency rolloff rate so that gain desensitization is secured in the high-frequency regions. For a fair comparison between the classically designed lead-lag compensators and the SISO H ∞ controllers, similar time-and frequency-domain requirements are used for the design of the lead-lag compensators. The final SISO lead-lag-type compensators for all four channels are given in (37)- (40), as shown at the bottom of this page.
IV. MIMO H 2 AND H ∞ CONTROLLERS
In order to investigate the effects of the cross-coupling channels on the overall performance of the system, MIMO H 2 and H ∞ optimal controllers are synthesized on the basis of the high-order MIMO model (given in the Appendix). Again, similar weighting functions are employed for the synthesis of the MIMO controllers [similar to (30) ]. This ensures that the conditions of all SISO and MIMO controllers are similar, and hence, the comparison between the performance of these controllers is fair
The MIMO diagonal weighting matrices [W P (s), W U (s), and W T (s)] are augmented with the MIMO model of the system, and the mixed-sensitivity H 2 and H ∞ optimization procedures are performed on the generalized plant, respectively. Note also that the standard mixed-sensitivity H 2 loop-shaping problem is to find a stabilizing controller K that minimizes the H 2 norm of the closed-loop system as in (41) ( [40] , [42] ).
K lead-lag (1 Step responses of all the four channels using the SISO controllers in the presence of disturbances. Fig. 10 shows the frequency-response plot of the resulting closed-loop sensitivity and complementary sensitivity functions [S(s) and T (s)] using the MIMO H 2 and H ∞ controllers. Since similar weighting functions are used for the synthesis of the H 2 and H ∞ controllers, similar performances are expected from the two controllers. However, the real-time experiments reveal some interesting results in the next section.
V. EXPERIMENTAL VALIDATION
To evaluate the performance of the SISO and MIMO controllers experimentally, the designed continuous-time controllers are discretized using the Bilinear transformation with a sampling frequency of 20 kHz. The discrete-time controllers are implemented in real-time using an analog-to-digital/digitalto-analog converter and the dSPACE DS1104 digital signal processing board. In the first part of the experiment, the performance of the designed controllers is evaluated while the rotor is stationary and in the presence of constant disturbances. In order to investigate the disturbance rejection properties of the controllers, four unit-step disturbances are introduced into the system. The first disturbance is added to channel 1 at approximately 1 s, followed by the second disturbance to channel 2 after 2 s. The other two disturbances are introduced to channels 3 and 4 after 3 and 4 s, respectively. For a fair comparison, the performance of the SISO and MIMO controllers are compared separately. The results from the SISO controllers, namely, the SISO H ∞ controllers, Fig. 12 . Control signals of all the four channels using the SISO controllers in the presence of disturbances on all four channels. Step responses of all the four channels using the MIMO controllers in the presence of disturbances. 
It is clear from the results in Fig. 11 that the SISO H ∞ controllers certainly outperform the analog on-board controllers. On the other hand, a relatively similar performance can be achieved by the carefully designed lead-lag-type compensators. However, the controller design based on the classical methods could become cumbersome if the order of the system being controlled is high. In contrast to the classical However, from the control signals in Fig. 14 , it can be deduced that the high-frequency measurement noises are much better attenuated by the H 2 controllers compared with the H ∞ controllers.
The AMB system under study consists of an internal air turbine attached to one end of the rotor that allows the spinning of the rotor up to 10 000 r/min. In order to evaluate the performance of the SISO and MIMO controllers while the rotor is in rotation, the air pressure supplied by the air compressor is increased gradually and the displacements of the geometrical center of the rotor at both ends of the rotor are captured. The displacements of the rotor on all the four channels are shown in Fig. 15 . As the rotational speed of the rotor increases, it can be seen that the overall performance of the MIMO H ∞ controller remains significantly better than those of all other controllers. Furthermore, unlike the stationary case, the MIMO H 2 controller shows a very poor performance compared with the MIMO H ∞ controller at high rotational speeds. Finally, the SISO H ∞ controllers show a convincing performance compared with the lead-lag-type compensators and the analog on-board controllers.
More interestingly, the rotor achieves different steady-state rotational speeds using the designed controllers while constant air pressure (100 psi) is supplied to the system. The transient speed responses of the system using the designed controllers are shown in Fig. 16 . The highest steady-state speed is achieved using the MIMO H ∞ controller. This is because the effects caused by the rotor mass imbalance and centrifugal forces are better rejected by the MIMO H ∞ controller, allowing the rotor to obtain higher rotational speeds compared with the other controllers. As it is expected, the system achieves a very low steady-state speed by the MIMO H 2 controller due to the poor performance of the H 2 controllers at high rotational speeds. Furthermore, the SISO H ∞ controllers show a better performance among the other SISO controllers. Last but not least, it can be deduced from the results that the highorder H ∞ controllers show a better performance compared with the low-order H ∞ controllers. However, the price to pay is to excessively implement high-order controllers that demand more powerful hardware for a successful real-time implementation.
VI. CONCLUSION
This paper dealt with the modeling and high-performance controller design of an AMB system. First, a GA-WLS algorithm was presented to obtain the best SISO and MIMO models of the system. Next, SISO and MIMO controllers were designed on the basis of the identified models of the system. The designed controllers were discretized and implemented on the AMB system for real-time experimental analysis. The performance of the designed controllers was examined while the rotor was stationary as well as while it was operating at several rotational speeds. All the designed controllers showed much superior performances compared with the analog on-board controllers. Moreover, it was shown that the performance of the MIMO H 2 controller was not satisfactory at high speeds where the modeling uncertainties were more significant. Although the performance of the system was further improved using the MIMO H ∞ controller over the SISO H ∞ controllers, but the price to pay was to excessively implement high-order controller that demanded more powerful hardware. Furthermore, it was shown that the proper modeling of the system would lead to the design of several high-performance stable controllers that could successfully be implemented on the system without any further modifications. 
