In this paper we construct a new linearly similar functional model for linear operators and study its elementary properties. This model generalizes the Sz.-Nagy-Foiaş model for C 0· -contractions and also for C 0· -dissipative operators. We shall not restrict ourselves to the disk or the half-plane: the model will be constructed in a fairly arbitrary domain. The reduction of an operator to an "almost diagonal" model form will be written directly via the resolvent of the operator. Attention will be focused on the case of C 00 -operators. The main results of this paper were announced in [76].
Definition. Let A and A 1 be operators in H and H 1 , respectively, and let (A, J) and (A 1 , J 1 ) be two 2-systems with the same space R. We shall say that an isomorphism U : H → H 1 intertwines the operators A and A 1 and that the operators A and A 1 are similar if U D(A) = D(A 1 ) and U AU −1 = A 1 . If, moreover, Jx = J 1 U x for all x ∈ D(A), we shall say that U intertwines the 2-system (A, J) with the 2-system (A 1 , J 1 ) and that the 2-systems (A, J) and (A 1 , J 1 ) are similar.
It is easy to check that 2-systems (A, J) and (A 1 , J 1 ) are similar if and only if ρ(A) = ρ(A 1 ) and the spaces U A,J H and U A1,J1 H coincide as sets. Here we mention the paper [1] , where in particular the week similarity of systems and the relationship of it with the transfer function were discussed, and [2] , where the similarity of all minimal passive realizations of a given transfer function was treated.
We shall often use the following obvious fact (basically, it has been checked above). Let A and A 1 be closed operators and λ a fixed point in ρ(A). An operator U intertwines A and A 1 if and only if λ ∈ ρ(A 1 ) and U (A − λI)
§2. The spaces H(δ)
Let Ω int , Ω ext be two disjoint nonempty open sets in C such that Γ = ∂Ω int = ∂Ω ext is a finite union of piecewise-smooth curves and C = Ω int ∪ Γ ∪ Ω ext . We assume that each connected component of Γ is homeomorphic to the unit circle or the line; in the latter case both ends of this component are assumed to go to infinity. Then Ω int and Ω ext have finitely many connected components. We always assume that (2.1)
If the domain Ω int is connected, then the Smirnov class E 2 (Ω int ) consists of all functions f analytic in Ω int and such that sup n ∂Ωn |f | 2 |dz| < ∞ for some sequence of domains Ω 1 ⊂ Ω 2 ⊂ · · · ⊂ Ω n ⊂ · · · with rectifiable boundary and with n Ω n = Ω int . For the properties of the Smirnov classes E p and the relevant notions, see [36, 16] . In the general case we define E 2 (Ω int ) as the direct sum of the classes E 2 in the connected components of Ω int . The functions in E 2 (Ω int ) have nontangential boundary values almost everywhere on Γ. Equipped with the norm
the class E 2 (Ω int ) is a Hilbert space. Sometimes, for simplicity, we assume that all components of Ω int are simply connected, although usually this assumption can be lifted.
Scalar or operator-valued functions on Ω int will be called outer or inner if they possess the corresponding properties on each component of Ω int .
Let R be an auxiliary Hilbert space. We shall need the Hilbert spaces L 2 (Γ, R) = L 2 (Γ, |dz|) ⊗ R, E 2 (Ω int , R) = E 2 (Ω int ) ⊗ R, and E 2 (Ω ext , R) = E 2 (Ω ext ) ⊗ R. The elements of the second and the third spaces are R-valued functions analytic in Ω int (Ω ext ) and having nontangential boundary values a.e. [20] . The norm in L 2 (Γ, R), E 2 (Ω int , R), or E 2 (Ω ext , R) is given by the formula
The functions in E 2 (Ω int , R), E 2 (Ω ext , R) are identified with their boundary values on Γ. Thus, these two spaces can be regarded as closed subspaces of L 2 (Γ, R). Let Ω be one of the domains Ω int , Ω ext . We put E 2 (Ω, R) = E 2 (Ω, R) if C \ Ω is an unbounded set, and
if C \ Ω is bounded. We orient the curves that constitute Γ in such a way that, under the movement along them, the domain Ω int remain on the left. The boundary values on Γ of functions f defined on Ω int (Ω ext ) will be denoted by f i (f e ). If Ω int is a disk or a half-plane, then the classes E 2 (Ω int , R) and E 2 (Ω int , R) coincide with the classical scalar or vector Hardy class H 2 in Ω int [36] . The following assertion can easily be checked.
Proposition 2.1. The space L
2 (Γ, R) splits into the direct sum
R).

The parallel projections onto the direct summands are the corresponding Cauchy integrals,
(so that P 2 int = P int , P 2 ext = P ext , P int + P ext = I). Note that condition (2.1) guarantees the convergence of these integrals. Consider also the domains Ω int = {z : z ∈ Ω int }, Ω ext = {z : z ∈ Ω ext } and put Γ = ∂Ω int = ∂Ω ext . We introduce the Cauchy duality between the Hilbert spaces L 2 (Γ, R) and L 2 (Γ, R) by the formula
Proposition 2.2. The decomposition
is dual to (2.2) with respect to the pairing (2.3). In other words, for the annihilators of the spaces involved in (2.2) we have
In accordance with this assertion, we may identify (2.6) i.e., the pairs
are pairs of dual Hilbert spaces with respect to the duality (2.3).
(which can easily be checked; see (1.4)) it follows that
Suppose that the geometry of the domain Ω ext is such that
Note that condition (2.8) follows, for instance, from the Carleson condition
where C is an absolute constant. Therefore, usually (2.8) is fulfilled in applications.
Definitions. Let δ be a function belonging to
We say that δ is admissible if there exists a constant > 0 such that δ(λ)r ≥ r for all r ∈ R 1 and almost all λ ∈ Γ.
2) Consider the function δ
We say that δ is * -admissible if the function δ
is admissible, which is equivalent to the relation δ(λ)δ * (λ) ≥ I for some > 0 and almost all λ ∈ Γ. 3) We say that δ is two-sided admissible if it is both admissible and * -admissible, which means that δ −1 exists a.e. on Γ and δ −1 ≤ C a.e. on Γ. 4) We say that δ is contractive if δ(z) ≤ 1 for all z ∈ Ω int .
Note that the functions in H
∞ Ω int , L(R 1 , R 2 ) have nontangential limits a.e. on Γ in the sense of strong operator convergence (see [20, §V.2 
]).
We shall say that the simply connected case occurs if all connected components of Ω int are simply connected, and that the multiply connected case occurs if some of these components are multiply connected. We need the following result, which is a consequence of the theorem of Beurling-Lax-Halmos in the simply connected case, and of the theorem of Voichick-Hasumi [69, 41] 
In the simply connected case, it suffices to restrict (2.9) to the inner functions ϕ (see the definition in §5). However, (2.9) determines a closed invariant subspace for any ϕ that satisfies the assumptions of the theorem.
The space H(δ) is a closed subspace of E 2 (Ω ext , R). It is admissible as a space of functions on Ω ext . In accordance with §1, the operator M T z is defined on H(δ). It will play the role of the main model operator. It is an analog of the Sz.-Nagy-Foiaş model operator (see § §3, 5). In the case of an unbounded domain Ω int , the operator M T z may be unbounded. Definition [13] . The set of all λ ∈ clos Ω int such that δ
for any neighborhood W of λ will be called the spectrum of the function δ. It will be denoted by spec δ.
The spectrum of δ is contained in clos Ω int and is closed. It may fill the entire set clos Ω int . Its intersection with Ω int coincides with the set of λ ∈ Ω int for which the operator δ(λ) is not invertible.
Item 2) of the next assertion is a direct analog of the theorem in [20, VI.4 .1] and can be deduced from it in the simply connected case.
For convenience, we postpone the proof of this proposition until §4. Here we only prove the following fact.
We identify the element g ext with the function
Under this agreement, the functions in H(δ) are analytic in Ω ext and in Ω int \ spec δ and satisfy g i = g e on Γ \ spec δ. If λ ∈ Γ \ spec δ and W is a small disk centered at λ, then the restriction of g to W \ Γ lies in E 2 (Ω ext ∩ W, R) and in E 2 (Ω int ∩ W, R); moreover, the values of these restrictions on Γ coincide a.e. From the Cauchy integral formula it follows that g|W \ Γ is a restriction of an analytic function defined on W, which allows us to define g(λ) also for λ ∈ Γ \ spec δ. We have "extended" the function g ext up to an analytic function g on C \ spec δ.
After this extension, obviously, we have
and λ ∈ C\spec δ, and the claim follows.
In the sequel, when it is convenient, we shall use the extension (2.10) and view the elements of H(δ) as analytic functions on C \ spec δ. This extension will be called a pseudocontinuation (usually, this term is used in a narrower sense). If the set C \ spec δ is connected, then this is the usual analytic continuation. 
2. The operator J is exact with respect to A if we have the two-sided estimate
Note that if A is a generator of a C 0 -semigroup {T (t)} and Ω int = {z : Re z < 0}, then, by the Parseval identity,
In a similar way, in the case where Ω int = D = {z : |z| < 1}, the formula
relates the terms introduced above to the theory of discrete systems. The properties of being admissible and exact for the unit disk and half-plane were introduced and analyzed, e.g., in [70, 71, 42, 43, 67, 51 ] from the point of view of system theory, in particular, in connection with the so-called Weiss hypothesis.
Obviously, if J is exact, then it is both admissible and observable. 
. We shall think of 
for λ ∈ ρ(A). Thus, the function U A,J x coincides with g also on Ω int \ σ(A).
2) It suffices to set J = jW and apply Proposition 2.3 and assertion 3) of Proposition 1.2.
In the cases of contractions or dissipative operators with a special choice of the operator J, the model of Theorem 3.1 becomes the original Sz.-Nagy-Foiaş model (see § §5 and 6 below). Various presentations of this model can be found, e.g., in [20] , [14] , [32] , [18] , [60] , [19] , [30] . Note also that Theorem 3.1 is related to the work of A. V. Shtraus (see [22] ) and to the paper [27] by Z. Arova.
In the case where Ω int is a half-plane, Theorem 3.1 has close relationship with [80, Theorem 3.1]. The terminology and approach in [80] differs from ours. 2) Let (A, J) be a 2-system and U A,J an isomorphism of H onto H(δ). Then δ will be called a generalized characteristic function of the system (A, J) in the domain Ω int .
Definitions. 1) Let an operator
Under the conditions of Definition 2), a pair (A, J) will be called a C 0· -system in the domain Ω int , and A will be called a C 0· -operator. If δ is a two-sided admissible function, then (A, J) is called a C 00 -system.
Our model allows us to define an H ∞ (Ω int )-calculus for any C 0· -operator in Ω int . It is easily seen that this calculus is continuous in the sense of the weak topology in H ∞ (Ω int ) and the weak operator topology in L(H). Hence, it does not depend on a specific choice of the model. We mention, e.g., the paper of McIntosh [57] , where the relationship between the existence of an H ∞ -calculus and some special quadratic estimates for generators of analytic semigroups was investigated.
Remarks. 1) If (A, J)
is a C 00 -system, then sometimes the domain Ω int can be varied so that the generalized characteristic function δ will remain the same (see examples in § §6, 8) . This property turns out to be important.
2) Consider the following conditions: (a) R is finite-dimensional and σ(A) = clos Ω int ; (b) σ(A) ∩ Γ has zero length; (c) δ admits a scalar multiple, which means that there exists a function
such that δδ 1 ≡ ψI and δ 1 δ ≡ ψI. In each of these cases the generalized characteristic function δ is automatically two-sided admissible.
3) Note that in our construction it is possible to replace the spaces L 2 (Γ, R) by similar weighted spaces such that the assertions of Propositions 2.1 and 2.2 are fulfilled. Theorem 3.1 for the case of a half-plane is related to G. M. Gubreev's work on quasiexponentials (see [5] ).
The nonuniqueness of the choice of a generalized characteristic function will be discussed in §11. The problem of calculation of the generalized characteristic function will be considered in §9. It should be emphasized that, by Theorem 3.1, the inclusion of an operator into any exact system (A, J) yields a model of A. In this connection, we observe the following two obvious properties.
(1) Let J be an admissible operator for A. 
, for all λ ∈ Ω ext . From Proposition 2.5 it follows that the Cauchy duality (2.3) determines a duality between H(δ) and the quotient space
with respect to this duality. We see that, in the case where Ω int has several con-
for any rational function r with poles off clos Ω int . As is well known, the question as to whether the von Neumann inequality for Ω int = D implies similarity to a contraction was recently solved in the negative by Pisier [64] . In a recent paper [45] , a negative answer was obtained to a certain question of V. Peller about power-bounded operators. Positive results about similarity to a contraction are contained in the book [20] , in the papers of Paulsen on completely bounded operators [62] , etc. We mention also the papers [18] , [4] , [6] , [8] , [9] , [10] , [12] , where various criteria were obtained for similarity to unitary and selfadjoint operators.
Proof of Proposition 2.3. To check 2), it suffices to show that spec δ
has an analytic family of solutions
It is easily seen that s λ ≤ C y . We denote by α λ the norm of the functional
. Now we set y = y r,µ in (4.3), where y r,µ satisfies the relations y r,µ (λ) = r, r = α µ y r,µ ; let {x r,µ,λ }, {s r,µ,λ } be the corresponding families of solutions of (4.3). Taking λ = µ, we obtain 
We consider the case of a two-sided admissible function δ. Let
be the linear operator acting by the formula
Proposition 4.1. If the function δ is two-sided admissible, then
−1 g can be calculated by formula (1.4). This implies 2) immediately.
Proposition 4.2. If the function δ is two-sided admissible, then the spaces H(δ) and H(δ T ) are dual to each other with respect to the duality pairing
Proof. By (2.6), with respect to the Cauchy duality we have the identification
where f is any representative of the coset V f. The assertion follows from Proposition 2.5, 2).
If δ is a two-sided admissible function, then dim R = dim R * , and in many cases it is convenient to assume that R = R * .
In general, it is impossible to find a two-sided inner function
This isomorphism transforms the quotient operator M z,δ into the restricted shift operator ϕ → P K (zϕ) in the space K (for an unbounded domain Ω int , it is easier to talk about the resolvents of these operators). This gives a simple relationship between our model for the case of a two-sided admissible δ and a restricted shift operator. For a disk or a half-plane, the restricted shift operator is a special case of the model operator of Sz.-Nagy-Foiaş. There are many papers devoted to restricted shift operators. We mention, in particular, [14] , [18] , [30] , [31] , [47] , [48] , [60] . The book [13] by Nikolskiȋ is especially devoted to the spectral properties of these operators and applications. The restricted shift operators for multiply connected domains and other similar situations have also been studied intensively. We mention [15] , [27] , [58] , and also the theory of operator vessels (see [25] and the book [55] ). §5. Relationship with the Szökefalvi-Nagy-Foiaş model
Here we discuss the general case of a * -admissible function δ.
Definitions [20, §V.2] . Suppose that all components of Ω int are simply connected. The function δ is said to be 1) inner if the operators δ(λ) are isometric for almost all λ ∈ Γ; 2) * -inner if the operators δ * (λ) are isometric for almost all λ ∈ Γ; 3) two-sided inner if the operators δ(λ) are unitary for almost all λ ∈ Γ.
Clearly, any inner function is admissible, any * -inner function is * -admissible, and any two-sided inner function is two-sided admissible. Moreover, a function δ in the space
is * -admissible if and only if it has a factorization of the form
. (This follows from the results of [20, §V.4] . The above factorization is a special case of a * -canonical one and is unique up to the substitution
, where u is a unitary constant.) Similar statements are true for factorizations of the inner and the two-sided inner functions.
Also, we recall that a contractive function Suppose that the components of the domain Ω int are simply connected and are Smirnov domains [36] , [16] . Let δ ∈ H ∞ (Ω int , L(R, R * )) be an arbitrary * -admissible function. We show how an analog of the operator V can be defined.
We assume (without loss of generality) that δ is a * -inner function, and set ∆ = (I − δ * δ)
be a Sz.
-Nagy-Foiaş model space. The coset of the function
. The Smirnov class N (Ω int ) is defined as the set of functions that are analytic in Ω int and have the form f /g, where f, g ∈ H ∞ (Ω int ) and g is outer.
If ψ ∈ N (Ω int ), then we define the quotient multiplication operator M ψ H SN F (Ω int ) and its domain by formulas similar to (4.1), so that
, where
This operator is densely defined. Now, we introduce an operator
by the formula
It is easy to check that V is an isomorphism, and for V −1 we have the relation
The operator V intertwines the operator M T z on H(δ) with the quotient operator M z on H SN F (Ω int ).
The construction of the Sz.-Nagy-Foiaş model space in the domain Ω int can easily be generalized to the case of a multiply connected domain. Then the * -inner function δ becomes multivalued and character-automorphic. Generalizations like this were considered in the papers of Ball [29] We remind the reader that an operator T on a Hilbert space H is called a contraction if T ≤ 1, and a C 0· -contraction if, moreover, lim n T n x = 0 for all x ∈ H. The relationship between the model of § §2, 3 and the Sz.-Nagy-Foiaş model is described in the following. 2 
Then T is a C 0· -contraction, and
with the operator ϕ(T ). This implies Proposition 5.3.
It is easy to formulate an assertion similar to Proposition 5.3 for the case where Ω int consists of several simply connected components. Now the relationship between Theorem 3.1 and the dilation theory of Sz-Nagy-Foiaş is clear: under the assumptions of the theorem the operator A admits a normal dilation up to similarity; the spectrum of this dilation is included in Γ.
Similarity to a Sz.-Nagy-Foiaş model operator established in Theorem 3.1 allows us to obtain an overwhelming majority of the known consequences of the model: a description of the commutant, invariant and hyperinvariant subspaces, and criteria of similarity to a normal operator. In connection with this, we note that positive, as well as negative, results on the similarity of a C 00 -operator in a domain to a normal operator immediately follow from the results of Benamara-Nikolski [31] , Vasyunin-Kupin [3] , Kupin [47] , and Kupin-Treil [48] .
If an operator A has a two-sided admissible generalized characteristic function in Ω int , then every generalized characteristic function of it is two-sided admissible. In the simply connected case this follows from Proposition 5.3, and in the general case, a few additional arguments will be necessary. §6. Examples
Contractions. Let T be a C 0· -contraction in a Hilbert space H. The defect operator of T is the operator D
The following proposition is well known.
Proposition 6.1. The system (T, J) is exact for the disk D; moreover, U T,J x = x for any x ∈ H.
The proof can be found, for instance, in the introductory lecture to the book [13] (theorem on the model). For the choice of Ω int and J as above, the model obtained from Theorem 3.1 with the help of the isomorphism V coincides with the Sz.-Nagy-Foiaş model.
The next proposition is an easy consequence of Theorem 3.1 and Proposition 5.2.
Proposition 6.2. 1) A 2-system (A, J) is a C 0· -system for the disk D if and only if it is similar to a system (T, D T ) for some C 0· -contraction T . 2) Let (A, J) be a C 0· -system in the disk D, δ a generalized characteristic function of it, and δ (i0) the pure part of the * -inner part of the function δ. Then the 2-system (A, J) is similar to a 2-system (T, D T ), where T is a C 0· -contraction with characteristic function δ (i0) (in the sense of Sz.-Nagy-Foiaş).
Dissipative operators.
Let A be a maximal dissipative operator. In accordance with [20] , with A we can associate the Cayley transform T = (A − iI)(A + iI) −1 , which is a contraction, and the c 0 -semigroup {T (s)} s≥0 of contractions the generator of which is the operator iA. We assume that T ∈ C 0· ; this condition is equivalent to the fact that s-lim t→∞ T (t) = 0 (see [20 
. So, U A,J extends up to an isometry from H to H 2 (C + , R) that acts by the same formula.
Apparently, there is a relationship between our results applied to continuous linear systems (see the commentary at the beginning of §3, and also § §8, 9 and Subsection 10.2) and the results of [67] .
Differentiation on an interval with nondissipative boundary conditions.
Suppose that ρ is a complex matrix of size n × n and β is an (n × n)-matrix-valued complex measure on [0, w] such that β({0}) = β({w}) = 0. Consider the operator
We show that Theorem 3.1 allows us to construct a C 00 -model of the operator A * . This means also (see §9) that a C 00 -model of the operator A exists; in §10 it will be computed explicitly.
In the scalar case (n = 1), consider an operator in L 2 ([0, l]) of the form Bψ = αψ +γψ, where α and γ are continuous, α < 0, with the boundary condition as in (6.2
, where f and τ are appropriate functions, allows us to reduce the study of the operator B to that of A.
We put B(x) = β( [0, x] ); then the function B is continuous at the points 0 and w, and B(0) = 0. The operator A * is given by the relations
Consider the operator
Then σ(A) = λ : det ∆(λ) = 0 , and
From this formula we obtain
We set
and consider the function
By (6.3) and (6.5), the operator U A * ,J * has a simple form:
We take an arbitrary number a such that det ∆(z) = 0 and ∆(z) −1 ≤ C for Re z ≥ a. Next, we put
It is easily seen that the matrix-valued functions δ and δ T are (two-sided) admissible for the domain Ω int . This leads to the following statement.
Proof. From the Parseval identity, it follows that
Since A * has discrete spectrum, Theorem 3.1 implies that U A * ,J * is an isomorphism of L 2 onto the space H(δ 1 ) for some function δ 1 ∈ H ∞ (Ω int , C n×n ). In §10 we shall show that we can take δ 1 = δ T .
Generators of systems with delay.
For h > 0, we put
and assume that the operators M :
can be represented as follows:
Consider the unbounded operator A on H defined by
, and that dµ is an (n × n)-matrix-valued measure with µ({0}) = I. In this case, A is the generator of a c 0 -semigroup associated with a neutral linear system with delay,
In [56] a function model of the operator A and the corresponding semigroup of operators were constructed. Now we show that the result of [56] can easily be deduced from the construction of the present paper.
As is well known, the function 
is admissible for Ω int . Consider the operator
It is easily seen that
where
(see [56] ). Since ∆ T (z)
. Putting z =b in (6.10), we obtain d = J 0 y = 0. By (6.9) and (6.10), the Laplace transform of the function ψ is identically equal to zero, whence ψ ≡ 0, y = 0. Thus, Ker U A * ,J * = 0.
From (6.9) and (6.10) it follows that
(cf. formula (1.15) in [56] ). Now it is clear that U A * ,J * :
ψ . Since the vectors of the form (0, ψ) constitute a subspace of finite codimension in H, we conclude that the system (A * , J * ) is exact.
In §10 we shall show that δ T is a generalized characteristic function of the system (A * , J * ). §7. Relationship with control systems and the exact controllability
The relationship of function models with control theory is well known; see [28] , [30] , [39] , [61] . In this section we briefly elucidate the relationship between C 0· -operators and the exact controllability. For more details about the exact controllability, we refer the reader to the papers [59] , [78] , the books [28] , [34] , [46] , [54] , [61] , etc. In the books [54] , [46] , [78] , in particular, a method of proving the exact controllability was presented for specific systems given by partial differential equations (the so-called HUM, the method of Lions). In [59, 61] the Sz.-Nagy-Foiaş function model was applied systematically to the study of the possible "size" of control operators under the conditions of exact controllability, zero-controllability, etc. Note that an apparent contradiction of some results of [34] , [59] , [61] to Theorem 7.1 is related to the fact that in those books only bounded control and observation operators were considered (see, e.g., [61, Vol. 2, Theorem 3.
8.2]).
Let (A, J) be a 2-system with a densely defined operator A. We fix a point λ 0 ∈ ρ(A) and set A 0 = A − λ 0 I. We formally introduce the vectors A n 0 h for n ∈ Z and h ∈ H and the vector spaces
H is a Hilbert space with the range norm, and it is isomorphic to H. For n < m we assume that
Under this assumption, we get a scale of spaces 
These definitions are compatible: h 1 , h 2 n = h 1 , h 2 m if both quantities make sense. We shall write h 1 , h 2 instead of h 1 , h 2 n .
Suppose that σ(A) ⊂ {Re z ≤ γ} for some γ ∈ R and that
(we do not assume a priori that A is the generator of a semigroup). Set
With the system (A, J) we associate the (dual) linear system
Here x(t) is the state vector, u is the control,
2) should be understood as equality in the Hilbert space A * 0 H. We look for a solution x(t) that tends to zero at −∞ (in some sense).
Consider the Hilbert space
Observe that the Fourier-Laplace transformation
as follows. First, suppose that u ∈ C 3 (R − , R) and u has compact support contained in R − , i.e., u ≡ 0 on (−∞, −S) and on (− , 0), with , S > 0. Applying the Laplace transformation on [−S, +∞), we see that (7.2) has a solution
whereũ(p) = Lu, and α > γ is arbitrary. It is easily seen that
, which implies that the element
Taking the Laplace transform on (−∞, 0), it is easy to show that (7.3) is a unique compactly supported solution of (7.2) on R − . For functions u ∈ C 3 (R − , R) of the above form, we set W u
, where x is the solution of (7.2) defined by formula (7.3).
Definition.
A system (7.2) is said to be exactly γ-controllable if the operator W can be extended continuously to the entire space u ∈ L Proof. Note that Ω int = Ω int , Ω ext = Ω ext . We choose numbers γ 0 , γ 1 so that γ < γ 0 < γ 1 , and define the operator W :
.
, the system (7.2) is exactly γ-controllable if and only if W can be extended by continuity to E 2 (Ω int , R) and the range of this extension coincides with H. From (7.4) and (2.3) it is easily seen that
is bounded, then the other is also bounded and they are mutually adjoint. In this case, by the Banach theorem, the relation W E 2 (Ω int , R) = H for the extension W is equivalent to the condition ∃ > 0 : 
The next theorem shows that for modeling a generator of a group we can take J = I.
x . In particular, A is a C 00 -operator in any strip of the form α < Re z < β, where
then A is the generator of a c 0 -group.
Proof. 1) As is well known,
Therefore, by the Paley-Wiener theorem we have
for x ∈ H, where the last integral converges because β > β 0 (T ). On the other hand,
The second statement in 1) can be proved in a similar way.
2) We put Ω int = α < Re z < β , Ω ext = α < Re z} ∪ {Re z < β . By Theorem 3.1, A is similar to the operator M T z on the space H(δ, Ω int ) for some * -inner function δ on Ω int . Using the Sz.-Nagy-Foiaş representation of a model operator (see §5), we can conclude that A is the generator of a c 0 -group M e zt H SN F (δ, Ω int ) t∈R of linear operators.
In particular, Theorem 8.1 implies the existence of an H ∞ -calculus for the generators of groups in strips of the form {α < Re z < β}, where α < α 0 (T ) ≤ β 0 (T ) < β. The McIntosh techniques of constructing an H ∞ -calculus with the help of quadratic estimates [57] together with the techniques of completely bounded operators [62] were applied systematically by Le Merdy in the papers [49] - [53] in connection with modeling semigroups of linear operators, commuting families of semigroups, and operators with spectrum in the unit disk. The example presented in [52] shows that there exists a compact c 0 -semigroup such that its generator is not a C 00 -operator in any half-plane Ω int = {Re z < a}.
We note that Theorem 1.1 in [53] is very close to our Theorem 8.1, but was proved by totally different (and less explicit) method.
It would be of interest to elaborate a function model for the generators of groups in a strip α 0 (T ) < Re z < β 0 (T ).
From the theorem of Datko [35] it follows that the relation U A,I x E 2 ({Re z>β,H}) ≥ C x , x ∈ H, implies the strict inequality β > β 0 (T ). §9. Reproducing kernels. Calculation of the generalized characteristic function via duality
Let Ω int , Ω ext , Γ, R, R * be given and have the same meaning as in §2. Consider the space
This is a Banach space with the norm f = sup r∈R * , r =1 f (·)r E 2 (Ωint,R) . In a similar way, we introduce
. The images of this map will be called the boundary values of the function f .
The classes introduced above are direct analogs of the classes of strong H 2 -functions in terms of the book [13] . Note that the boundary values of strong H 2 -functions cannot be regarded in the sense of nontangential strong operator convergence.
The definition of the projections P int , P ext can easily be transferred to the L(R)-valued functions; in this sense, these projections are also bounded.
Definition. Let δ be a two-sided admissible function of class H
We shall say that an L(R * , R)-valued function ϕ(z) holomorphic in Ω ext corresponds to the function δ(z) if for some (and then for all) λ int ∈ Ω int , λ ext ∈ Ω ext and for some function
e. on Γ (9.1) (the latter means that (Φr) e = δ −1 r + (τr) i a.e. on Γ for all r ∈ R * ).
Proposition 9.1. Conditions (9.1) determine Φ up to the replacement Φ → Φ + Φ 0 with Φ 0 = const ∈ L(R * , R). One of the functions Φ can be calculated by the rule
The only nonuniqueness in the choice of Φ is related to the replacement Φ → Φ + Φ 0 , Φ 0 = const. In the case of a bounded operator A, we can get rid of this indeterminacy by the requirement Φ(∞) = 0, in other words, by putting Φ(λ) = J(A − λ) 
for all x ∈ H, l ∈ R, m ∈ R * . The Hilbert formula implies the identities (9.10)
where Ω int and Ω ext satisfy the conditions of §2. We shall use the notion of duality of 2-systems (A, J) and (A * , J * ) with respect to a two-sided admissible function, as defined in the Introduction (see (0.1)). Note that if the systems (A, J) and (A * , J * ) are dual with respect to a function δ, then δ is a generalized characteristic function of the system (A, J), and δ T is a generalized characteristic function of the system (AIt is easily seen that
Observe that
Thus, the transfer function Φ of the system (A, J, J * ) coincides with δ −1 . Direct inspection shows that all the assumptions of Theorem 9.6 are fulfilled, and the proposition follows.
Note that in [44] a general "algebraic" definition of the characteristic function was presented. It can also be applied to operators like those considered in Examples 6.3 and 6.4. It would be of interest to elucidate the relationship between the construction of [44] and that of ours in a maximally general setting.
10.5.
Let A be the generator of a c 0 -group, and let α < α 0 (A) ≤ β 0 (A) < β (see §8). We put J = I, Π = {α < Re z < β}. By Theorem 3.1 and Remark 2 to it, U A,J is an isomorphism of H onto the space H(δ) for some two-sided admissible function
The following statement gives a formula for δ among other things. Note that the condition δ(z) − I ∈ S p for z ∈ Π is equivalent to (z − A) −1 ∈ S p for z ∈ ρ(A); here S p stands for the Schatten-von Neumann class. We also note that for Re s > β − α the same function δ is a generalized characteristic function of a 3-system in the half-plane α < Re z, and if Re s < −(β − α), then this is true for the half-plane Re z < β. §11. Nonuniqueness of the generalized characteristic function In Examples 3, 4, and 5 of the preceding section, explicit formulas were given for generalized characteristic functions, while, most likely, the inner factors of these functions cannot be calculated explicitly. The nature of nonuniqueness of a generalized characteristic function depends on whether we deal with an operator A, a 2-system (A, J), or a 3-system (A, J, J * ). In this section we always assume that A is a C 00 -operator in a domain Ω int . To simplify the notation, we also assume (without loss of generality) that R = R * . 
Since ϕ is well defined, we arrive at the necessity of the identity Σ 1 · δ = ζ · Σ 2 . Applying the same arguments to the isomorphism ψ = ϕ −1 and using the identities ϕψ = I and ψϕ = I, we conclude that all four relations are necessary. Their sufficiency follows by direct inspection.
In the case where the space R is finite-dimensional, the commutant lifting theorem can be generalized to the multiply connected case because of the results of [29] ; partial generalizations for infinite-dimensional R and multiply connected domains Ω int can be found in [58] .
The following fact is a consequence of Proposition 5.1. 
