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は じ め に
非協力ゲーム理論に登場するプレイヤーは,通 常,自 分の利得を大 きくする
ことを目標 とする,と 仮定されている。 しか しながら社会生活を行っているわ
れわれは 「結果は公平であるべ き」 という考えも持っている。本稿では,囚 人
のジレンマゲームを例 に取 り 「結果は公平であるべき」 という考えを明確にプ
レイヤーの仮定に導入 し,更 に,厳 密 なMaximizerではない場合 も考慮 し,
協調行動の実現可能性 を検討する。すなわち,ジ レンマの内在化 とプレイヤー
のタイプによるジレンマの解消 を検討する。
1.状況設定 とプレイヤーに関する仮定
本稿で考察するゲームの戦略形は表1で 与えられる。
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a!=a>1,b'-b<0,a+b<2表1本 稿 で扱 うゲーム
の時 は囚人 の ジレ ンマゲー ムであ
る。
a>1,b<0よ り,自 分 の利 得
のみ に注 目す れば,プ レイヤ ー1
は結 果(D,C)を 最 も好 み,次 に
(C,C),次に(D,D),最 後 に(C,D)を 好む とい う順序 になる。同様 に 自分
の利得 の みに注 目す れば,プ レイヤ ー2は 結果(C,D)を最 も好 み,次 に(C,C),
次 に(D,D),最 後 に(D,C)を 好 む とい う順 序 にな る。 しか しなが ら,社 会
的動物 と してのわれ われ は 「結果 が公平 であるべ き」 とい う考 え を持 ってい る
の で,望 ま しい と思 われ る結 果 はプ レイヤー-1と2が 共 にCを 取 り,(C,C)
が実 現 し,2人 が利 得1ず つ 貰 うこ とで ある(す な わち,〆=a<1と 主観 的
にみな している)。とい うのは結果(C,C)におい て利得 の和が最 大の2に な り,
また,2人 とも同 じ利 得1を 貰 うか らであ る。 さて,結 果(C,C)が 起 こ り得
るか否か を詳 しく検 討 してみ る1)。まず,状 況設 定 とプ レイヤ ーに関す る仮 定
を明確化 す る。
・状 況設定:プ レイヤー1と2は 自分 の意思でCま たはDを 取 る。
・プ レイヤー に関す る仮 定:プ レイヤー は次 の2つ の相 反す る基準 を持つ2)。
(公平的基準:)プ レイヤ ーは 自分が貰 う利得 と相 手が貰 う利 得の和 と差 に
興 味が ある。利得 の和 が大 きい方,ま た,利 得 の差が0に 近い方,が 望 ま
しい と思 ってい る。従 って,一 番 望 ま しいの は(C,C)であ り,次 に(D,D)
が,次 に(D,C)が,最後 に(C,D)が来る。
(主観 的 に0>a>bと み な してい るこ とにな る。)ま た,厳 密 なMaximizer
で はない。
プレイヤー2
C D
プレイヤー1
C 1.1 ∂,α!
D o,う' 0.0
1)結 果(C,C)の実現 をナ ッシュ均衡 として説明出来 る場合を始めとし,そ れ以外
の可能性 も探 る。
2)以 下の2つ の基準の記述 において,プ レイヤーをプレイヤー1と している。 プレ
イヤー2の 場合 も同様である。
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(利己的基準:)自 分の利得にのみ興味があ り,それをなるべ く大 きくした
い。従 って,一番望 ましいのは(D,C)であ り,次に(C,C)が,次に(D,D)
が最後に(C,D)が来る。
(もとのa>1,b<0のままである。)また,厳 密なMaximizerである。
以上が,状 況設定とプレイヤーに関する仮定である。
しかしながら,上記の仮定のままでは自分の中に矛盾する2つ の基準がある
ので,自 分の取 る行為を決定で きない。次節では,自分の取る行為を決定する
ために,更 に場合を分ける。
2.プ レイヤーの タイプ とその戦略
2つの行動基準の区別に加え,公 平的基準 を
持つプレイヤーに関しては(C,C)の実現を目
指そうとするかまたは目指すには不安があるか
を区別し,利 己的基準を持つプレイヤーに関し
ては(C,C)の実現を目指そうとするか しない
かをさらに区別する。表2の 通 り4通 りある3)。
以下では,こ れらの場合分けに
表3従
い,自 分の行動基準 と目指す
ものと相手をどう見るかの違い
を自分のタイプと見なし,タ イ
プによって自分の取る行為が決
まる様相を見る。結論は表3(1
回限 りのゲーム)と 表4(繰 り
返 しゲーム)に まとめられてい
表2自 分と相手の行動基準と
目指すもの
自分の行動基準,目指すもの
(F,C)
(F,⊆)
(S,C)
'(S
,D)
プレイヤーのとる戦略
(1回限 りのゲームの場合)
自分の行動基準,
目指すもの
(自分が予想する)
相手の行動基準,
目指すもの
1回
限 り
(F,C) (F,C) C
(F,Ω) (F,⊆) D
(F,*) (S,*) D
(S,*) (∵) D
3)FはfairのF,SはselfishのSを意味す る。Cは(C,C)を 目指す ことを意味
す る。Cは(C,C)の 実現に不安があることを意味する。Dは(D,D)を 目指
す ことを意味す る。
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表4プ レイヤーのタイプと戦略(繰 り返しゲームの場合)
自分の行動基準,
目指すもの
(自分が予想する)
相手の行動基準,
目指すもの
自分のタイプ 繰 り 返 し
(F,C) (F,*) FCF STF2T,TF2T,GTFT
(F,C) (S,C) FCS TFT,Grim
(F,⊆) (F,*),(S,D)F⊆ SuTFT
(S,C) (F,C),(S,C)SC TFT,Grim
(S,D) (F,C),(S,D)一 SD AllD
る。
まず,ゲ ームを1回 しか しない場合 を考察する。(F,C)同士の対戦では,
(C,C)がナッシュ均衡であり,そ れ以外の対戦では(D,D)がナッシュ均衡
であるので表3の ようになる。従来の1回 限 りの囚人のジレンマゲームの結果
は,こ の表中,(S,*)と(S,*)が対戦する時,Dを 取 り,対戦結果が(D,D)
となる部分である。
次に繰 り返 しゲームの場合を考察する(本稿で登場する8つ の戦略について
は補遺 を参照)。自分が(S,*)の場合,自 分の行動基準は通常のゲーム理論で
扱われてきた従来のプレイヤー(厳密なMaximizer)によるものと同様である。
従って,自 分の戦略は相手の戦略に対する最適反応戦略になっている必要があ
る。更に相手 も(S,*)の場合,相 手 にも同様なことが要求されるので,戦 略
の組合せはナッシュ均衡である必要がある。従 って,繰 り返 しゲームでは(あ
る条件の下で),例えば,TFT,Grim,AllDを取 ることになる。(C,C)の
実現 を目指す(S,C)同士が対戦する場合,TFTやGrimを利用するであろ
う[(S,C)×(S,C)](補遺参照)。(D,D)の実現を目指す(S,D)同士が対戦
する場合,AllDを利用するであろう[(S,D)×(S,D)]。次に,自分が(F,C)
の場合 を考察する。行動基準が公平的基準である自分は結果(C,C)が最 も望
ましいと見なしている。従 って,そ れを実現 させるために,少 な くとも,自分
はCを 取 る必要がある。しか しなが ら,相手 もCを 取 ってくれない と(C,C)
囚人のジレンマゲームに関する考察 111
は実現しない。相手がCを 取 ることが確実に分かっていれば,自分はCを 取 る。
しか し,相手は自由意思でCま たはDを 取る。さて,自 分は 「相手がCを 取
る」 と信 じることが出来るであろうか?相 手が(F,C)の場合,自 分は 「相
手がCを 取 る」 と信 じることが出来る。相手が(F,C)の場合,自 分 は 「相
手がCを 取 る」 と単純には信 じるこ とが 出来ない。 しか し,厳 密なMax-
imizerではない自分は,(C,C)を実現 しようとする自分の意志の程度に応 じて,
(自分がCを 取るということを相手に信 じさせることが出来れば相手はCを
取ると期待 し)STF2T,TF2T,GTFT等を取るであろう[(F,C)×(F,*)]
(補遺参照)。相手が(C,C)を目指 している厳密なMaximizerである(S,C)
の場合,利 用 され る可能性のあるSTF2T,TF2T,GTFT等ではな く,
TFTやGrimを取 るであろう[(F,C)×(S,C)]。自分が(F,C)の場合 はど
うであろうか?相 手が(F,*)であれ,(S,D)であれ,「相手がCを 取る」
と単純に信 じることが出来ない 自分は,初 期の間,相 手の様子 を伺 うために
Dを取 り,「相手がCを 取る」 と十分に信 じることが出来ればCを 取 るであろ
う。すなわち,SuTFTを取るであろう[(F,g)×(F,*)と(F,g)×(S,D)]。
自分が(S,C)で相手が(F,C)の場合,あ る条件の もとで,自 分はTFTま
たはGrimを使 うであろう[(S,C)×(F,C)]。最後に,自 分が(S,D)で相手
が(F,9)の場合,相 手のSuTFTに対 して,あ る条件の下で,相 手のDに は
Dを取るのが最適反応になる[(S,D)×(F,C)]。
以上 をまとめると表4の ようになる。便宜のため次のようにタイプに名前を
つけた。 自分が(F,C)で相手 を(F,*)と予想す る場合の 自分のタイプを
FCFとする。 自分が(F,C)で相手を(S,C)と予想する場合の自分のタイプ
をFCSとする。 自分が(F,C)で相手 を(F,*)または(S,D)と予想する場
合の自分のタイプをFCと する。その他 タイプも同様である。ほとんどの場合,
自分の行動基準 と目指す ものが決 まれば,自分が予想する相手の行動基準 と目
指す もの(複 数ある場合 もあるが)も 決 まる(こ の場合,「自分のタイプ=自
分の行動基準 と目指す もの」である)。従って,自分の取 るべ き戦略が決 まる。
例外 は,(F,C)の場合である。 自分が予想する相手により取るべ き戦略が変
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表5取 る戦略とプレイヤーのタイプとその理由
戦 略
(繰り返し)
タイプ 理 由
STF2T,TF2T,
GTFT
FCF
(C,C)の実現を目指す。相手はゲームを囚人のジ
レンマ としてではなく調整ゲーム として捉えている
ので,こ ち らを利用する可能性 はないが,(C,C)
実現 に不安がある。 目標 とする(C,C)を意志 の力
で実現 しようとす る。
TFT,Grirn FCS,SC
(C,C)の実現を目指す。 しか し,相 手 または自分
はゲームを囚人のジレンマとして捉 えているので,
自分 または相手を利用する可能性がある。
SuTFT FΩ
(C,C)の実現 を目指す。 しか し,そ れに不安があ
る。
Al1D SD (D,D)の実現を目指す。
わ る。 従 って,「 自分 の タイプ=自 分 の行 動基 準 と 目指す もの+相 手 の行 動基
準 と 目指 す もの」 となる。
また,以 上の議論 を,戦略 を取 る理 由か らま とめなお した ものが表5で あ る。
FCSプ レイヤー とSCプ レイヤーは同様 の行為 を取 る。
繰 り返 しゲー ムにお ける対 戦す るプ レイヤ ーの タイプ と対 戦結果 は表6の よ
うになる。FCタ イプは(C,C)の実現 を 目指すが,そ れ に不安が あるた めに,
例 えば,自 分 自身 と対戦 して も,結 果 として(D,D)し か実現 しない。しか し,
FCFプ レイヤ ー と対戦 す る ことに よ り,(C,C)が実現す る場合 が存在 す るこ
とに注 意 を要 す る。 す なわ ち,(C,C)を 望 むが(C,C)実 現 に不 安 あ るプ レ
イヤ ーは 自分 の力 で は(C,C)を 実現 で きない。 このプ レイヤー を(C,C)へ
導 くには(C,C)実 現の意志 が強 いプ レイヤーが必要 なので ある。数値計 算 に
拠 れ ば,例 えば,SuTFT(0.62)に対 して はSTF2T(0.2),GTFT(0.63),
TF2Tで(C,C)を 実現 させ るこ とが で きる。 しか し,SuTFT(0.63)に対 し
て はSTF2T(0.2),GTFT(0.64)で(C,C)を実 現 させ るこ とがで きるが,
TF2Tで はで きない。
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表6プ レイヤーのタイプと対戦結果
プレイヤー1の タイプ プレイヤー2の タイプ 最終結果(繰 り返し)
FCF FCF (C,C)
FΩ F⊆ (D,D)
FCS SC (C,C)
F⊆ SD (D,D)
SC SC (C,C)
SD SD (D,D)
FCF F⊆ (C,C)また は(D,D)
3.終 わ りに
利己的基準に加 え公平的基準を持 ち,ジ レンマを内在化 しているプレイヤー
を登場 させ,プ レイヤーのタイプを区別 し,ジ レンマの解消を試みた。その利
点 として,従 来の結果の延長線上 に,1回 限 りのゲームでもCを 取 り得るこ
とを示 したこと(表3参 照),また,STF2T,TF2T,GTFT,SuTFTなど
の必ず しもナ ッシュ均衡を構成 しない戦略を選ぶプレイヤーを明示的に導入 出
来たこと,が上げられる。また,最適反応ではない戦略をとる理由も考察 した。
考慮 した戦略の種類が限定 されているため,十分 な議論 とは言い難いが,(C,C)
という目標 を設定 して も不安のためその実現には消極的である,実 在 しそうな
プレイヤー(SuTFT)を登場させ,(自分 自身では(C,C)の実現は困難であ
るが)STF2T,TF2T,GTFTにより(C,C)の実現が可能 になる点を確認
したことは,現 代社会を生 きるためのヒン トとなる。
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補 遺
この補遺では本文で不十分であった事柄について説明を加える。
1.戦略の定義
本稿で登場す る(繰り返 しゲームの)戦略を説明する。相手の出方によらず,
何時もCを 取 るのがAllCであり,何時 もDを 取るのがAllDである。これを
図で表すと図1と 図2の ようになる。図において円の内部に書いてある文字(C
またはD)が 自分の取る手,円弧の矢印に沿って書いてある文字(Cま たはD)
が相手の取った手である。下か ら上への真っ直ぐな矢印が指 している円内の文
字が,自 分が最初 に取る手である。
次に,相 手の出方に依存する戦略で繰 り返 し囚人のジレンマゲームにおいて
有名なものがTFT(図3参 照)とGrim(図4参 照)とTF2T(図5参 照)
である。 これらの戦略は(C,C)の実現 を目指 し,Cを 取 るが,相 手の裏切
りDに 対 してどのように対処するかが異なっている。TFTは その都度1回 だ
け裏切 り返す。それに比べ,相 手の裏切 りに厳 しく,1度 も許 さないがGrim
である。一方,TFTに 比べ優 しく,1度 は許すが2回 続けての裏切 りを許 さ
夢 夢
図1AllC図2AllD
C C
C
D
C
DDC
図3TFT
D D
C
D
D
図4Grim
㌧へ監
図5TF2T
D
C,D
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ないのがTF2Tである。
TFTとTF2Tの 変種がSuTFT(図6参 照)とGTFT(図7参 照)と
STF2T(図8参照)で ある。図において,例 えば,C(p)は相手がCを 取 っ
て も確率ρでこの矢印に沿って進みDを 取 ることを意味す る。SuTFTは
TFTと異な りDか ら始 まる。また,相 手がCを 取ってきて も確率pで またD
を取る可能性がある。GTFTは相手がDを 取 って きても,確 率 σで またCを
取る可能性があるところがTFTと の違いである。STF2TはGTFTとTF2T
の特徴を持っている。相手がDを 取 ってもまた確率rでCを 取 る可能性があ
り,相手が少な くとも続けて2度 裏切 らない限 りはDを 取 らない。
さて,こ れらの戦略を考慮 した理由を述べる。囚人のジレンマゲームに遭遇
した時,公 平的基準に従い,主 観的に調整ゲーム(b!-b<〆=σ<0)とみな
すプ レイヤーが存在する。 この1回 限 りの調整ゲームには利得支配す るナッ
シュ均衡(C,C)と(ある条件の下に4))リスク支配するナ ッシュ均衡(D,D)
が存在する。繰 り返 しゲームにおいて利得支配する(C,C)を狙 うプレイヤー
とリスク支配す る(D,D)で我慢 しようとするプレイヤーが存在する。(C,C)
C
C(1「ρ)
図6SuTFT(PJ
C
D(r)
D
D(r)
C
D(9)
図7GTFT(q]
C
図8STF2T(rJ
D
D
4)1-a〈-bな らばナ ッシュ均衡(D,D)は ナッシュ均衡(C,C)を リスク支配す
る。
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を狙 うプ レイヤーが利用す る典型的な戦略 としてAllC,TF2T,STF2T,
GTFT,TFT,Grimをみなすことができる。相手がDを 取 ってきても,そ
れを相手の(D,D)狙いであると解釈せず,自 分の目標である(C,C)を目指
しCを 取る,確 率qとrは(C,C)を実現 しようとする意志の強さを表 してい
る。一方,(D,D)で我慢 しようとす るプレイヤーが利用する典型的な戦略 と
してAllDとSuTFTをみなすことがで きる。相手がCを 取 ってきても,そ れ
を単純に相手の(C,C)狙いであると解釈せず 自分はDで 様子 を見る,確 率p
は警戒心の強さを表している。プレイヤーが(C,C)を実現 しようとする程度
が大 きい方か ら小 さい方へ,大 雑把 に並べると,AllC,TF2T,STF2T(r)
;GTFT(q),TFT,Grimとなる。警戒心により(D,D)に甘んじることを
余儀な くされる,そ の警戒心が小 さい方から大 きい方へ,大 雑把 に並べると,
SuTFT(p),AllDとなる。 この ように,(C,C)実現の意志 とそれが実現 しな
いことへの警戒心の程度の典型 としてこれらの戦略 を解釈できる点がこれら8
つの戦略を考察対象 とした理由である。また,SuTFTは,囚人のジレンマゲー
ムを主観的に調整ゲームへと変換するが,し か し,協調行動の実現には不安が
あ り,現代社会 に生 きるわれわれの不安な面を髪髭 とさせる。このSuTFTに
協調行動を取 らせ るためのヒントを分析するのも本稿の目的である。
2.SuTFT(ρ)に対する最適戦略
表7にSuTFT(p)に対する最適戦略をまとめる。1列 目の最適反応戦略に
おいて,例 えば,「C→C,CD→C,D→D」 は相手のSuTFT(p)がCを
取る時にCを 取 り,Cま たはDを 確率的 に取る時 にCを 取 り,Dを 取 る時
にDを 取 る戦略を表す。全ての証明を記述するのは煩雑なので,先 ほど例を
引いた戦略 「C→C,CD→C,D→D」 がSuTFT(p)の最適反応 となる十
分条件 を導出す る。SuTFT(p)への最適反応戦略による割 り引かれた期待利
得 は次の関数方程式を満たす:
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表7相 手のSuTFT(ρ)に対する最適反応戦略
SuTFTω
への最適
反応戦略
囚人 の ジ レ ンマ ゲ ー ム
o>1,∂<0,α+ゐく2
調 整 ゲー ム
0>σ〉δ
AllC
α+う 一1-∂な ら ば δ
≧ρ≧1 一ρ一 ∂σ一1
σ+わ 一1 な ら ば
ρ< α一1
α一1δ
≧ ρ(。-1)+1-∂ 幽
ただし1詣 ≦ρ(詣 圭卜 ∂
一ウ
δ≧1 一ρ一 ∂
C→C
CD→C
D→D
α+6-1 な らばρ≧
一う
銚≦δ≦、轟 〔・≦眺≦1剥α一1
-b
δ・≦ δ≦1 一ρ一5
ただし穿 ≦δ・≦、.励 ただし酋}論 なら甑 一・
C→C
CD→D
D→D
α+∂-1ρ≧ な ら ば
σ一1
α一1 ≦ δ≦ δ
do
〔 へゐ 　ゐ0<δ・≦1一ρ.b≦(1-P)の
♪≧1旱 ∂ならば
・≦δ≦趣 〔・≦趣≦・1轟)
AllD
α+う 一10-1な ら ば δ≦ρ≧'
σ一1 〃
該当せず
α+∂-1-∂な ら ば δ
≦ρ≦'(1 -P)αo-1
-∂ α一1
た だ し く(1-P)α 一 σ
一 わ α一1
(1-P)a≦P(α一1)+1-6
δd,δcはg(δ)=0の 解 で あ る 。 た だ し
g(δ):=・妙(1-p)δ2+(Pb-a(1-p2))δ+a-1-一(a+b-1)pであ る 。
f(D):=max{b+Sf(CD),6f(D)}
f(C):=max{1+5f(C),a+6f(D)}
!(CD):=max{p(b+6f(CD))+(1-P)(1+6f(C)),
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p(6f(D))+(1-p)(a+6f(D))}
=max{Pb+1-p+δ(Pf(CD)+(1-p)f(C)),(1-p)a+5f(D)}
「C→C ,CD→C,D→D」 が最適 反応戦略 であ るため には
!(D)=6f(D)≧b+6f(CD)
!(C)=1+Sf(C)≧a+af(D)
f(CD)=Pb+1-p+δ(Pf(CD)+(1-p)f(C))≧(1-p)a+6f(D)
とな る ことで+分 で ある・等 式部分 よ りf(C)-1茎δ,!(D)一・,f(CD)一
睾 艦 蒙 である・不等式部分より
(1一δ)Pb十1-PO≧b+δ
(1一δ)(1-6p)
(1一δ)(1-6p)b+δ(1一δ)Pb+δ(1-p)≦O
(1一δ一ap+δ2p)b+(δ一 δ2)Pb+δ(1-p)≦O
δ(-b-Pb+Pb+1-P)+b≦O
(1-P-b)δ≦-b
-∂
δ≦1 -P_b
と1三 δ ≧・と?i≡me/)P(b・+一'・・)P≧(1--P)aでへる・2つ目の不等一 ゲー
ムでは成 り立つ。囚人のジレンマゲームで1ま・rt-lfである.
δ≧ α
不等蝿 三雑 場 ≧(・-P)aの解 につレ・て:9(δ)≦・と同値である・
囚人のジ レンマの場合:〔 σi1≦δ≦1う 毫∂・9(δ)≦・〕9ii1L'S、≠b
より鶴 皇〒1で ある・この時9〔 一∂1-P-b〕≦・と9〔割 ≧・である・
従って・δ・≦δ≦1≠ ∂ となる・ただ し・9(δ・)一・陛 ≦δ・≦ 、≠ ∂〕
で ある。
調聾 ムの場合 〔δ≦、義 ・9(δ)≦・〕
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9〔1剥 ≦・である・P≧ 、-a-bならば9(・)≧・である・従って・
6・≦δS-i-:-1}」1lsb-bとなる・ただし・9(6c)一・〔・≦酋 剥 である・
酋 旱 ∂ ならば9(・)≦・である・9(δ)≦・となるので δ≦ 、羊 ∂ とな
る。(証明終わり)
3.戦 略の最適性
戦 略の最適性 に関する主要 な結 果 を以 下 に列挙す る:
・[(S,C)×(S,C)と(S,D)×(S,D)と(S,C)×(F,C)]
繰 り返 し囚人 の ジ レンマゲ ーム(a>1,b<O,a+b<2)において は,Al1D
に対 して・AllDは最適反応輪 であ る・害榊 δが δ>m・x{o毒1・
呈≡1}を満たすならばTFTに対 して・TFTは 最適反麟 である・ま
a-1 を満 たす な らばG
rimに対 して,Grimは 最適 反応 戦 略 でた,δ 〉
あ る。(証 明は略)
1.繰 り返 し調整 ゲ ー ム(b<a〈O)に おい て は,「Cか ら始 め,Cに はC
を取 る」 戦略 に対 して,「Cか ら始 め,Cに はCを 取 る」 は最適反応 戦略
で ある。特 に,AllC,TFT,STF2T,TF2T,GTFTは この タイ プの
戦略 で ある。 また,AllDに 対 して,Dか ら始 めDに はDを 取 る戦略,
例 えば,SuTFTは 最適 反応戦 略 であ る(証 明 は略)。 更 に,ゲ ー ムが長
く続かないと予想している 〔δ≦、羊 ∂〕蝋SuTFT(P)に 対 して
SuTFT(p)は最適 反応戦 略であ る(表7参 照)。
2.繰 り返 し調 整 ゲー ム(b<a〈O)に お い て は,SuTFT(p)に対 して,
ゲームが+分 長 く続 くと期待 される 〔 一∂δ≧1-P-b〕ならばAllC欄 反
応戦略であ り・ゲームが余 り長 く続 くと期待されない 〔δ≦、義 〕な
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らばDか ら始 め,Dに はDを 取 る戦 略が最 適反応 戦略 であ る[(S,D)×
(F,C)](表7参照)。
3.繰 り返 し調 整iゲー ム(b<a<0)に お い て は,STF2T,TF2T,
GTFTに 対 して,「Cか ら始め,Cに はCを 取 る」 戦略が最 適反応戦 略で
ある。
「厳密 なMaximizerでは ない」 の意味 を以下 に述べ る。
・[(F,C)×(F,*)]
(F,C)の人 は(F,C)ま た は(F,C)相 手 に,ゲ ー ム が 長 く続 く
〔 一∂δ≧1-P-一・b〕とみ な してい る と考 え られ る・(F・C)は・ 自分 自身 に対 して
も最 適反応 で,か つ,SuTFT(p)に対 して も最適 反応 であ る戦 略(上 記 の2
と3よ り)AllCを利用 すべ きか?答 えは 「否 」であ ろ う。何 故 な ら,(F,C)
は相手 を 自分 と同 じか 「調 整ゲ ーム とみ な してい て,こ ち らに対 す る不信 感は
あ って も,少 な くとも(C,C)を 目標 として いる」 と思 ってい るが,こ れが外
れて いて,AllDを取 って きた ら,大 変 なこ とに なる。従 って,自 分 の(C,C)
実現 の意志 の程 度 に応 じてqやrを 調節 し,STF2T(r),TF2T,GTFT(q)
等 を取 るのが妥 当で ある。
・[(F,C)×(F,*)と(F,C)×(S,D)]
(F,C)の人 は(S,D)のAllDに 対 して はDか ら始 め,Dに はDを 取
る戦 略が 最適 反応 で あ る。 しか し,(C,C)を意 識 的 に狙 う(F,C)に 対 して
最 適反応 で あ るため には,Cか ら始めCに はCを 取 る戦 略 を利 用す る必要 が
あ る。 結 局,自 分 は(C,C)実 現 に不 安 が あ るため,後 者 を犠 牲 に し,Dか
ら始 め るSuTFTし か 取 れ そ う も な い。SuTFT(p)は自分 自身 に 対 して
δ≦-i-:一#-sb-bの時 み最 適反応戦略 であ る・
