Applying data mining and machine learning algorithms requires many steps to prepare data and to make use of modeling results. This study investigates two questions: (1) how time consuming are the pre-and post-processing steps? (2) how much research energy is spent on these steps? To answer these questions I surveyed practitioners about their experiences in applying modeling techniques and categorized data mining and machine learning research papers from 2009 according to the modeling step(s) they addressed. Survey results show that model building consumes only 14% of the time spent on a typical project; the remaining time is spent on pre-and post-processing steps. Both survey responses and the categorization of research papers show that data mining and machine learning researchers spend the majority of their energy on algorithms for constructing models and significantly less energy on other steps. These findings collectively suggest that there are research opportunities to simplify the steps that precede and follow model building.
INTRODUCTION
Many steps are involved in applying machine learning and data mining to real problems [1; 2; 3; 6; 12] . The heart of this iterative process is the actual machine learning and/or data mining step, during which the practitioner poses the problem, selects or designs an algorithm, tunes hyperparameters, etc. The output of this step is typically a model that can be used to make predictions about future data (e.g., a decision tree) or that helps summarize and visualize the input data (e.g., a dendrogram produced by hierarchical clustering). Before model learning, however, the data itself must be collected and prepared. Similarly, much work can be required after the model is learned to understand, evaluate, and make use of the modeling results. Conventional wisdom, accumulated from individual experiences, holds that these steps are both time consuming and crucial to successful applications, but little published data exists to support or disprove this belief. Existing studies of the end-to-end modeling process state that model building comprises only a small portion of project time [1; 3] , and occasionally estimate the size of this step (e.g., "15 to 25% of the overall effort" [6, p. 90] ), but do not provide quantitative data or citations to support the observations. The two exceptions are the 2nd Annual Data Miner Survey (which found that 20% of project time was spent generating models) [8] and a KDnuggets poll (which found that the majority of data miners spend 60% or more of their time on data cleaning and preparation) [4] .
In this paper I investigate how time consuming the various modeling steps are for practitioners and how much research effort is focused on each step. To answer these questions I surveyed practitioners about their experiences in applying data mining (machine learning) techniques and manually categorized the 2009 proceedings from two of the top conferences in the area (ICML 2009 1 and KDD 2009 2 ) based on the step(s) they addressed. There are two main findings in this study. First, in the typical project only 14% of the time is spent building the model. The rest of the time is spent preparing to do model learning and verifying the results after model construction. In contrast, the data mining and machine learning research communities spend the majority of their energy on how to learn a model from data, and moderate energy or less on other modeling steps. This finding is supported both by survey responses and by the distribution of papers at ICML 2009 and KDD 2009. In addition to documenting the current state of practice and research, these findings suggest that there are research opportunities to simplify the steps before and after model building. Such improvements would greatly benefit practitioners and should facilitate further adoption of data mining and machine learning techniques. Section 2 describes the study methodology; results follow in Section 3. I close with a discussion of the results in the context of previous studies, potential study limitations, and my thoughts on the difference between the focus of researchers and the activities of practitioners (Section 4).
METHODOLOGY

Survey Distribution and Collection
Survey participants were solicited through word of mouth, the machine learning question and answer forum at www. metaoptimize.com, and three email lists:
1. ml-news@googlegroups.com (a news forum for the machine learning community), 2. KDnuggets (an online news letter for the data mining community), and 3. corpora@uib.no (a news forum for the natural language processing community). Appendix B contains the text of the survey announcement. Responses were collected over two time spans. I first ran the survey over 1.5 weeks in February 2010 and advertised the survey on ml-news@googlegroups.com and KDnuggets. Twenty-four respondents completed the survey during this period. I discarded two of these that contained dummy values for all questions (e.g., zero percent time spent during all modeling stages), leaving 22 survey responses. 3 The initial results from the first run were posted on my web page in early March 2010 and were published in my dissertation [5] . In mid-March I re-opened the survey but only advertised it with a note on the web page of initial results. Two completed surveys were collected over March and April. The second major data collection spanned September 2010 to 10 January 2011. During this second round, I announced the survey on www.metaoptimize.com, ml-news@googlegroups. com, and corpora@uib.no. Thirty-three people completed surveys during the second round, resulting in 57 total responses. The survey questions are reproduced in Figure 1 .
Data Normalization
Time percentages were normalized to sum to 100 for each survey response to correct nine responses that did not sum to 100. This preprocessing put all the responses on the same scale and facilitated comparing the relative energy spent in each step. Times for eight responses originally summed to values between 90 and 110, and normalization produced minor adjustments in percentage values. The times in the ninth response originally summed to 27%, and the survey participant commented that the survey did not include the steps where the remaining time was spent (e.g., project planning, finding a good learning algorithm, publishing results). Normalization converted this answer to how much relative time was spent among the steps included in the survey.
Categorizing Papers
In parallel with collecting the initial survey results, I manually categorized the papers published at ICML 2009 and KDD 2009. This categorization was completed before analyzing the survey results. Each paper was labeled as addressing one of eight categories: the six modeling stages from the survey (see Figure 1 ) plus two extra categories. The Domain Knowledge category covered papers reporting new domain knowledge or ways to take advantage of domain knowledge. The final category, Other, captured papers that did not fit easily elsewhere. Conclusions from this categorization are limited by the fact that it is based on one person's subjective judgment. Only big picture trends can be considered reliable, and the exact percentages of papers in each category should be viewed with skepticism. A future study with multiple annotators could repeat this categorization if the exact proportions per category is sufficiently interesting to the community.
RESULTS
Fifty-seven completed surveys were collected. Respondents varied greatly in their experience ( Table 1) . Areas of expertise included medicine, robot control, natural language processing, customer modeling and retention, advertising, finance, computer vision, bioinformatics, semantic audio processing, and child language acquisition. Respondents generally rated most modeling steps as important to building successful systems; in contrast, they felt that the research community focuses the bulk of its energy on learning algorithms (Figure 3 vs. Figure 4) . As with answers about how much time was spent per step, respondents individually attributed varying importances to the different steps. Twenty-two respondents rated at least one step not important or slightly important. Conversely, 51/57 participants rated four or more steps important (or critically important), and 30/57 participants rated five or more steps important. Unlike the relative evenness of time spent per step ( Figure 2 ) and step importance (Figure 3 (Figure 4) . The distribution of conference papers at ICML 2009 and KDD 2009 reinforces the results from Figure 4 . Figure 5 shows that researchers spend more energy, by a wide margin, on learning algorithms than on other steps. Non-trivial energy is being spent on other steps, however. The majority of respondents felt that all stages except data collection received at least moderate research attention (Figure 4) . Similarly, a significant fraction of ICML papers studied how to change data representations, and 5% or more of KDD papers addressed each of the modeling steps. Of note, many KDD papers were case studies of applying machine learning and data mining to solve real problems (included in Other ). Arguably, some of these papers might also be counted towards other steps since they likely contain lessons that could be generalized to other applications. Of the twenty-two comments, eleven elaborated on why certain modeling step(s) were the most important for success (often in particular domains), and eight pointed out survey shortcomings. Specifically:
• Question wording implied that modeling is a waterfall process with each stage executed once in a serial pipeline. In reality modeling is an iterative process, and estimating time spent in discrete steps is not straightforward.
• The meaning of the Change Representation step was unclear.
• Steps were missing. Specifically, a) convincing business users of a model's utility; b) integrating modeling results into a larger system; c) project planning; d) publishing results; and e) turning a research prototype into industrial-strength software.
• The survey over emphasized batch-oriented modeling (vs. online learning). A handful of participants agreed to be quoted; their comments are listed in Appendix A.
DISCUSSION
Results in Context
This study quantifies the time practitioners spend on different modeling steps, the importance of those steps to application success, and how much energy the research community spends per modeling step. The results show that only a small percentage, 14%, of the modeling process is spent building models from data. This is consistent with conventional wisdom and with results from Rexer Analytics ( Table 2 ). The two studies subdivide the process into different stages, but there are other obvious similarities: (a) collecting and preparing data are the most time consuming activities (36% of time vs. 20%+20% median time in Figure 2) ; (b) evaluation requires about 10% of time. One can also compare this study's results to a poll from KDnuggets which found that most data miners spend at least 40% of their time, and often more than 60%, on data cleaning and preparation (Table 3 ). The times reported here are lower (40% median time in total for the two steps), but this is partially due to having a distinct step for changing data representations (commonly considered part of data preparation). Chart shows the breakdown of importance ratings for each modeling step. For example, 55% of respondents rated data collection critically important, 17% rated it important, 14% rated it moderately important, 7% rated it slightly important, and 5% rated it not important. (Percentages do not add to 100% due to rounding.) Figure 4 : Surveyed practitioners felt that the machine learning and data mining research communities spend the most energy on how to learn a model from data. Most respondents rated the communities as spending moderate energy or less on the modeling steps preceding and following learning a model. In contrast, 84% of respondents felt the community spent lots of energy or enormous energy on how to learn a model. data collection and preparation are the most time consuming steps in Figure 2 . It is therefore surprising that these two steps are not considered more important than the other steps. While the majority of respondents felt that all modeling steps are important to success, the research community is strongly focused on the model building step. This can be seen in the topics of recent conference papers and in the answers of survey respondents. This supports previous qualitative observations:
Most previous work on [knowledge discovery in databases] has focused on . . . the data mining. However, the other steps are as important (and probably more so) for the successful application of [knowledge discovery in databases] in practice. [3, p. 42] [I]t is fair to say that very little consideration is given in the research literature to the overall process of developing classification applications and, in particular, to problem-specific factors such as domain, data and human factors. . . . [I]t is unfortunate that this is the case since in practical applications it is often the data and human issues which ultimately dictate success or failure of a project rather than algorithmic and model issues. [1, p. 54] The results in Figures 4 and 5 hint that more research is being done today on other modeling steps than is described in the above quotes from the mid-1990's. One plausible hypothesis is that interest in the practical issues around data mining and machine learning has been growing as learning algorithms have been applied to new tasks. An interesting study would be to track the number of research papers addressing different modeling steps from the 1990's to the present day.
Study Limitations
It is important to note the potential limitations of the results in Section 3. First and most importantly, the survey is prone to self-selection bias because respondents decided to participate or not based on their personal motivations. As a result, there is no way to know how representative the respondents are. One mitigating factor is the moderate sample size (58 respondents), which reduces the risk of drawing a completely biased sample. Of course, a larger sample would be even better. Second, practitioners may have a skewed perspective of how the research community spends its energy. Perhaps lots of research energy is actually spent on all steps of the modeling process. This is unlikely for three reasons. First, some of the survey participants are known to be researchers as well as practitioners; they presumably are aware of the research community's general activities. Second, members of the research community have, in the past, pointed out researchers' predominant focus on modeling algorithms (see quotes in previous section). Third, the distribution of papers at ICML 2009 and KDD 2009 shows a similar picture. Finally, the distribution of conference papers is based on one person's subjective judgment and cursory reviews of 299 papers. The large patterns agree with the survey results and are probably accurate. The exact percentages of papers per category should be considered unreliable, however, until multiple annotators conduct their own categorization. Note also that the distribution of papers at other data mining and machine learning conferences-as well as more domain specific conferences that feature modeling applications-may be different.
Difference between Research and Practice
Despite the above study limitations, the differences between where researchers focus their energy and where practitioners spend their energy are so striking that it is hard to completely dismiss the results. This difference in focus is natural given the different goals of each group: researchers aim to discover general algorithms that are applicable to a wide range of modeling tasks, while practitioners strive for concrete domain results. The former requires abstracting away non-essential domain specifics, while the latter requires applying general algorithms to a specific domain through a combination of adaptation, data engineering, and system engineering. This difference also represents a research opportunity. It seems fair to say that the practical steps preceding and following model building are the limiting factor for data driven analysis and applications. To maximize the impact and adoption of our data mining and machine learning algorithms, we should strive to simplify the other steps as much as possible. While many application obstacles are task specific (making general purpose solutions unrealistic), there remain modeling issues that span applications (e.g., handling missing values, detecting data outliers, estimating prediction reliability). Innovations that remove or mitigate these issues have the potential to change how and where learning algorithms are applied.
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B. SURVEY ANNOUNCEMENT TEXT
The text of the survey announcement is included here for completeness.
There are many steps required to build and deploy a system with a significant machine learning or data mining component. I am interested in how much time is spent per step in developing real systems and the community's opinion of the importance of the various steps.
To study this question I am conducting a short survey (5-10 minutes) of the community's experience with developing real systems. The survey can be found at:
http://www.surveymonkey.com/s/39YCRX Please note that I posted this same survey in the spring of 2010, and the results from the roughly 20 responses were very interesting. This time I hope to get enough responses to be confident in the results and communicate them to the community. There is no need to complete the survey a second time if you responded in the spring.
Thank you in advance to anyone who can spare a few minutes to take the survey.
Sincerely, Art Munson
