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Abstract—High spatio-angular resolution diffusion MRI
(dMRI) has been shown to provide accurate identification of
complex fiber configurations, albeit at the cost of long acqui-
sition times. We propose a method to recover intra-voxel fiber
configurations at high spatio-angular resolution relying on a kq-
space under-sampling scheme to enable accelerated acquisitions.
The inverse problem for reconstruction of the fiber orientation
distribution (FOD) is regularized by a structured sparsity prior
promoting simultaneously voxelwise sparsity and spatial smooth-
ness of fiber orientation. Prior knowledge of the spatial distribu-
tion of white matter, gray matter and cerebrospinal fluid is also
assumed. A minimization problem is formulated and solved via
a forward-backward convex optimization algorithmic structure.
Simulations and real data analysis suggest that accurate FOD
mapping can be achieved from severe kq-space under-sampling
regimes, potentially enabling high spatio-angular dMRI in the
clinical setting.
Index Terms—Acceleration, Diffusion MRI, forward-backward
algorithm, HARDI, k-space, q-space.
1. INTRODUCTION
Diffusion Magnetic Resonance Imaging (dMRI) is a unique
technique able to infer the microscopic architecture of tissues
in-vivo and in a non-invasive way. This imaging tool provides
information about such inner microscopic structures by the ob-
servation of the random water molecules displacement induced
by thermal energy [1]. While in free fluid the water molecules
diffuse equally in all the directions, in complex tissues the
displacements of the water molecules are constrained within
the diffusion compartments. Due to the fact that dMRI is
sensitive to water diffusion [1], trajectories of fibrous struc-
tures can be inferred by the analysis of the diffusion signal.
In particular, dMRI has been extensively used to map the
white matter fiber bundles in the brain. In recent years, dMRI
has become widely established in Neuroscience, for the study
of the neuronal connectivity [2], [3] and in clinics, for the
diagnosis of neurodegenerative diseases such as Schizophrenia
and Alzheimer’s disease [4], [5].
A typical approach to trace the complex pathways of the
white matter fiber bundles relies on piecing together local
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fiber orientation information recovered from the diffusion
volumes in q-space. The q-space is the 3D space defined
by the diffusion gradients. Each diffusion weighted image is
associated with diffusion along a specific direction and at a
specific intensity, identified by a point q in 3 dimensions.
Nowadays, Diffusion Tensor Imaging (DTI) [6] is the most
widely-used technique in clinics for the intra-voxel fiber
orientation estimation. One of the factors that makes DTI so
popular is that it relies on fast acquisition processes, since its
application does not require more than 6 diffusion volumes,
i.e. 6 q-points. However, DTI is unable to distinguish between
multiple fiber populations within the same voxel. Thus, this
approach produces unreliable fiber orientation estimation in
regions characterized by complex fiber architectures.
Methods focusing on High Angular Resolution Diffusion
Imaging (HARDI) have been shown to provide more accurate
fiber representations in the presence of complex fiber arrange-
ments [7]. In particular, the acquisition of a large number
of diffusion gradients enables the identification of intricate
fiber geometries. For instance, acquisitions considering 515
diffusion gradients in a Cartesian grid have been proposed
by the Diffusion Spectrum Imaging in [8]. Alternatively, q-
ball approaches suggest to probe the diffusion signal with
many diffusion gradients (typically between 30 and 100)
over a single shell [9]. In addition to the angular resolution,
increasing the spatial resolution is also important. Indeed, by
considering small voxel sizes, the complexity of the inner fiber
arrangements can be reduced. Thus, diffusion weighted images
acquired at both high angular and high spatial resolution
would be ideal to ensure an accurate fiber recovery [10]–
[12]. However, high angular and spatial resolution acquisitions
result in long scan times that are usually prohibitive in clinical
practice. This limitation becomes even more obvious in the
case of the microstructure study of the brain, encompassing
not only fiber orientations, but also diameter and possibly
other microstructure parameters. In this context, more elabo-
rated acquisition protocols are required, such as multiple-shell
schemes in q-space [13], [14]. Consequently, new methods
have been developed to reduce the dMRI acquisition time,
while preserving the reconstruction accuracy.
Some of these methodologies are based on the Spherical
Deconvolution (SD) approach that models the HARDI signal
as a spherical convolution between the Fiber Orientation Dis-
tribution (FOD) representing the few active fiber orientations,
and a kernel representing the response signal of a single fiber
[15]–[18]. SD based approaches enable to recover the FOD, by
solving a linear inverse problem [19]. Recently, SD has been
used for the recovery of the white matter fiber orientations
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using only a reduced number of diffusion gradients (q-space
under-sampling). In these circumstances, such problems are
ill-posed and the reconstruction is highly susceptible to noise.
Thus, to ensure an accurate reconstruction of the FODs within
the voxels, problems must be regularized by incorporating a
priori information about the targeted FODs [16], [19], [20]. In
particular, the coefficients of interest are imposed to be non-
negative and real valued, since FODs are functions on the
unit sphere expressing the orientation and the volume fraction
of the fiber populations contained in a voxel [16]. The FOD
coefficients are also characterized by the property to sum up
to unity in each voxel, i.e.
∑Nf
i=1 fi = 1, fi and Nf being
the volume fractions and the number of fiber within the voxel,
respectively. Moreover, sparsity priors can be used for FOD re-
covery. Indeed, at the imaging resolution available nowadays,
each single voxel is assumed to be populated by only few fiber
bundles. This sparsity characterization is particularly adequate
to leverage Compressive Sensing (CS) theory [21], [22]. This
recent theory ensures that, under technical conditions, a signal
can be reconstructed from under-sampled measurements by
exploiting its sparsity in a suitable domain. In the last decade,
many methods have already been proposed in order to recover
the FODs from a reduced number of gradients leveraging
sparsity (see e.g. [19], [20], [23]–[28]).
In the case when the fiber orientation recovery is formulated
as a global problem, i.e. when the FODs of all the imaged
voxels are estimated simultaneously, additional priors can be
used. In particular, the information about the variation of the
diffusion signal among neighboring voxels can be exploited
in order to regularize the recovery of the FOD in the global
problem. In this context, many works suggest the use of
the Total Variation (TV) norm as regularization prior [25],
[29]. However, the TV prior does not regularize the FOD
themselves but the diffusion images instead. As a result, not
all the FOD structures are adequately promoted. To overcome
this issue, the structured sparsity prior has been proposed in
[26] to promote simultaneously voxelwise sparsity and spatial
smoothness of the FODs directly. Consequently, this prior is
more suitable for the FOD recovery and enables to achieve
extremely high q-space under-sampling regimes [26].
Recently, the CS framework has also started to gain sig-
nificant attention to reduce the amount of samples per each
diffusion gradient. These methods are named k-space under-
sampling approaches as the diffusion weighted images are
acquired in the Fourier space (also called k-space in MRI).
In [28], the authors propose an FOD recovery method, using
under-sampled kq-space data and promoting both the sparsity
of the FOD coefficients through the `1 norm, and the spatial
regularity of the diffusion images through the TV penalty.
In the present work, we develop a method to recover intra-
voxel fiber configurations at high spatio-angular resolution
relying on a kq-space under-sampling scheme. Anatomical
constraints are leveraged in order to recover the FODs. Firstly,
we explicitly incorporate in the FOD recovery problem prior
knowledge of the spatial distribution of white matter, gray
matter and cerebrospinal fluid (CSF). Secondly, we define
the FOD estimate as a solution to a regularized minimiza-
tion problem, using the structured sparsity prior proposed
in [26]. This regularization promotes simultaneously voxel-
wise sparsity and spatial smoothness of fiber orientation. The
resulting minimization problem is solved via an accelerated
forward-backward convex optimization algorithmic structure
[30], namely the Fast Iterative Shrinkage Thresholding Algo-
rithm (FISTA) [31]. We show through simulations that the
proposed kq-space under-sampling approach enables to accel-
erate HARDI in order to promote its application into a regular
clinical practice. Alternatively, the acceleration factor, gained
by the acquisition of under-sampled data, can be exploited to
achieve higher spatial resolution, thereby improving accuracy
of the recovered fiber geometries for a given acquisition time.
Finally, we show that the proposed approach outperforms the
state-of-the-art priors for sparsity and fiber coherency.
The remainder of the paper is organized as follows. The
FODs reconstruction inverse problem is described in Section 2.
The proposed minimization problem and algorithm are given
in Section 3. In Section 4 we provide the description of the
experimental setup and the results obtained from synthetic
and real data. Note that additional results are provided in
the Supplementary Materials. Finally, we discuss the achieved
reconstruction performances and we conclude in Section 5.
2. INVERSE PROBLEM FORMULATION
A. FOD recovery via SD framework
In the SD framework, fiber orientations can be recovered
in all voxels from under-sampled measurements in q-space
[26]. We refer to Section I-A of the Supplementary Materials
for more information about the representation of the diffusion
signal in q-space.
Let X ∈ R+(n+1)×N be the unknown matrix containing
the FODs of interest, where N is the number of imaged
voxels. Each column of X contains the n + 1 FODs of the
corresponding voxel. The objective is to find an estimate of
the FOD field associated with all the voxels of the brain, from
the degraded measurements Y ∈ RM×N , given by:
Y = ΦX + η, (1)
where Φ ∈ RM×(n+1) is the observation matrix and η ∈
RM×N models the acquisition noise that, for SNR1 > 2,
consists in a realization of an additive random i.i.d. Gaussian
noise [32]. More precisely, Φ is a known dictionary whose
columns (called atoms of the dictionary) correspond to the
response signals on M q-space points to single fibers in n
possible orientations [20]. In addition, an (n + 1)-th atom
to represent isotropic diffusion (typically in gray matter or
CSF) is considered in the dictionary. The corresponding atom
is invariant under rotation in q-space. Note that, for q=1, each
atom in the first row (Φ1,d)16d6(n+1) is equal to 1. We provide
in Section I-A of the Supplementary Materials the procedure
adopted to generate Φ.
The rows of the data matrix Y ∈ RM×N span the unfolded
diffusion volumes, acquired with M gradients and normalized
by the intensities of the image acquired in absence of diffusion,
1Signal-to-Noise Ratio on the image acquired in absence of diffusion
gradients (i.e. s0 image), defined as SNR = 〈s0〉σ , where 〈·〉 denotes the
mean of its argument and σ is the standard deviation of the noise.
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denoted by s0. The s0 image is assumed to be obtained from
a separate acquisition and is used here as prior information.
Since the first row of Y is devoted to the normalized s0 image,
all its coefficients are equal to 1, similarly to the first row of
Φ. It implies that, for each voxel v ∈ {1, . . . , N}, Y1,v =∑n+1
i=1 Φ1,iXi,v =
∑n+1
i=1 Xi,v = 1. In this way, the sum of
the FOD coefficients is intrinsically forced to 1. In summary,
appending these all ones first lines in Y and Φ is a simple
way to inject this prior information into the inverse problem.
We refer to [26] for a more detailed description of the global
FODs recovery problem.
B. Proposed measurement model
While the framework described in Section 2-A gives a
representation of the signal in q-space, we propose an under-
sampled kq-space measurement model. In this context, the
measurements Yˆ ∈ CMC×K , with C and M being the
numbers of coil receivers and diffusion gradients respectively,
are expressed as follows:Yˆ =
[
Yˆq,c
]
16q6M
16c6C
,
Yˆq,c = Aq,c(X) + ηq,c,
(2)
where Yˆq,c ∈ C1×K and ηq,c ∈ C1×K is a realization of an
i.i.d. Gaussian noise. Indeed, while the noise contamination on
the magnitude images is characterized by a Rician distribution,
the original noise in k-space is Gaussian. The matrix X ∈
R(n+2)×N represents the unknown FOD field of interest and
the linear operator Aq,c is given by:
Aq,c(X) = ΦqXS0U (c)H(q,c)FM (q). (3)
The various terms defining the operator Aq,c are described
as follows. Φq ∈ R1×(n+2) is the qth row of the dictionary
Φ that spans the response of a single fiber oriented along n
different directions, to which 2 isotropic compartments are
added, to represent the gray matter and the CSF. In order
to implicitly force the FOD coefficients of each voxel to
sum up to one, the Fourier coefficients of the s0 image are
intentionally introduced as first row of Yˆ . Here again, the s0
image is assumed to be obtained from a separate acquisition
and is used here as prior information. Measurements cannot
be normalized as the diffusion volumes themselves are not
accessible but only an incomplete k-space counterpart. Thus,
a matrix S0 ∈ RN×N , whose elements along the diagonal cor-
respond to the s0 image intensities, is explicitly introduced in
the full measurement operator. The acquisition of the diffusion
signal from multiple channels is taken into account through the
diagonal matrix U (c) ∈ CN×N which contains the sensitivity
map of the corresponding channel c. Moreover, motion and
magnetic field inhomogeneities generate phase distortions that
are accounted in the diagonal matrix H(q,c) ∈ CN×N . The
multi-channel sensitivities are assumed to be estimated by
using the sum of squares method [33] on the s0 image,
while the phase distortion is recovered from the low resolution
diffusion images, available if the k-space is fully sampled in
the central region. Finally, F ∈ CN×N represents the 2D
Fourier matrix and M (q) ∈ RN×Kq is a different realization
Fig. 1. Schematic representation of the matrices S1, S2 and S3
involved in the FOD reconstruction. Each column of S1 spans the
FOD coefficients of the voxels containing white matter tissue (blue
columns). Coefficients modeling gray matter and CSF are stored in
S2 (green columns) and in S3 (yellow columns), respectively. The
FOD reconstruction is performed by estimating S1, S2 and S3, whose
active columns are provided by the tissues probability maps (top).
of a binary mask that under-samples each slice of the acquired
volume in a different way. It is important to notice that
different realizations of M (q) are considered for each applied
diffusion gradient. In addition, M (1) is chosen to be the
identity matrix of RN since Yˆ1,c, which stores the Fourier
coefficients of the s0 image, needs to be always fully acquired
for normalization and calibration purposes.
As a result, Yˆq,c corresponds to the under-sampled k-space
of the diffusion image acquired with gradient q and by the
receiver coil c.
C. Tissue segmentation constraints
The spatial distribution maps of the different brain tissues
can be obtained from the segmentation of a structural image of
the imaged brain. Such image is generally acquired by default
in clinical practice, alternatively the spatial distribution maps
can be estimated from the s0 image. In our approach, we
propose to explicitly take advantage of the prior knowledge of
tissue distributions over the space in order to further regularize
the ill-posed FOD estimation problem. More formally, we as-
sume to know which tissues are responsible for the generation
of the signal in each voxel. The number of voxels containing
white matter, gray matter and CSF tissue, are known and
indicated with N1, N2 and N3 respectively.
In order to fully exploit the tissue distribution information,
we propose a novel formulation for the FOD global problem
in the kq-space. To this aim, we define 3 different variables
S1 ∈ R+n×N1 , S2 ∈ R+1×N2 and S3 ∈ R+1×N3 , related
to the white matter tissue, the gray matter tissue and the
CSF, respectively. More specifically, S1 contains the effec-
tive FODs associated with the white matter fiber while, S2
models the isotropic behavior characterizing the gray matter
tissue. In analogous way, S3 takes into account the isotropic
behavior of the CSF. The object X is fully characterized by
S = (S1, S2, S3) through the linear mapping X = Z(S),
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where the operator Z concatenates the matrices resulting
from the expansions of S1, S2 and S3 with zero-valued
columns in the places of the voxels that are known to not
contain the corresponding tissue. A schematic representation
of X = Z(S) is reported in Fig. 1. In accordance with
the white matter distribution maps (blue map on the top of
Fig. 1), the columns of S1 (blue columns on the bottom) span
the FODs of the voxels that are characterized by nonzero
values in the map. In analogous way, the coefficients of S2
and S3 (green and yellow columns on the bottom of Fig. 1,
respectively) represent the isotropic compartments associated
with the voxels that correspond to nonzero values in the gray
matter and CSF maps (green and yellow map on the top of
Fig. 1, respectively). Using the proposed notation, the inverse
problem in (2) can be rewritten as:
Yˆq,c = Aq,c
(Z(S))+ ηq,c. (4)
It is worth noticing that, in the particular case when the global
FOD estimation formulation is applied only to white matter
voxels, we have X = S = S1, and Z is the identity operator.
3. MINIMIZATION PROBLEM AND ALGORITHM
A. Weighted-`1 minimization problem
Recently, convex optimization methods using sparsity-aware
models have gained a lot of attention to solve ill-posed or
ill-conditioned inverse problems, especially leveraging a CS
framework [21], [22]. The most suitable way to promote
sparsity consists in using the `0 pseudo-norm, which counts
for the number of non-zero coefficients of the signal of interest
[34]. However, the `0 pseudo-norm, being neither smooth
nor convex, can be difficult to handle efficiently and it is
often replaced by its convex relaxation, namely the `1 norm
[35]. In the context of FODs reconstruction, the signal X is
sparse in the q-space as a consequence of the low number
of fiber populations, i.e. non-zero FODs coefficients, that are
expected to be contained within a voxel. However, when SD
problems are considered, it has been demonstrated in [23]
that the use of the `1 norm is inconsistent with the physical
constraint that the volume fractions of each voxel sum up to
unity. To overcome this difficulty, it has been proposed in
[23] to use a reweighting `1 approach [36] to approximate
the `0 pseudo-norm in the context of the voxel-wise FOD
estimation. Such approach has been subsequently generalized
in [26] to solve the global inverse problem (1). Basically, it
consists of solving sequentially several weighted `1 problems.
The weights are chosen to promote simultaneously voxelwise
sparsity and spatial smoothness of fiber orientation. Formally,
the problem is written as follows:
min
X
‖ΦX − Y ‖22 s.t. X ∈ B+1,W (κ), (5)
where B+1,W (κ) denotes the intersection of the real positive
orthant R(n+1)×N+ with the weighted `1 ball of radius κ > 0,
centred in 0. For a given weighting matrix W = (Wd,v)d,v ∈
[0,+∞[(n+1)×N , the positive weighted `1 ball is defined as
B+1,W (κ) =
{
X ∈ R(n+1)×N+
∣∣ ‖X‖1,W 6 κ}, (6)
‖ · ‖1,W being the weighted `1 norm given by
‖X‖1,W =
N∑
v=1
n+1∑
d=1
Wd,v|Xd,v|. (7)
In this work, we generalize this weighting scheme to solve the
kq-space inverse problem (4). In particular, we aim at solving:
min
S=(S1,S2,S3)
∥∥∥A(Z(S))−Yˆ ∥∥∥2
2
s.t.

S1 ∈ B+1,W (κ),
S2 ∈ R1×N2+ ,
S3 ∈ R1×N3+ ,
(8)
where A : R(n+2)×N → CMC×k consists of the concatenation
of the operators Aq,c, for all (q, c).
B. Algorithm for weighted `1 minimization
As proposed by the reweighting framework, problem (8) is
solved several times, each time for a different weighting matrix
W , in order to mimic the `0 pseudo-norm. In particular, in
each cycle problem (8) is solved by using FISTA [30], [31],
described in Algorithm 1.
Algorithm 1 FISTA to solve (8)
1: Input: Let S(0) = (S(0)1 , S
(0)
2 , S
(0)
3 ), with S
(0)
1 ∈
R+n×N1 , S(0)2 ∈ R+1×N2 , and S(0)3 ∈ R+1×N3 .
2: Let W ∈ Rn×N1+ , ζ(0) = 1, and (κ, γ) ∈ [0,∞[2.
3: Iterations:
4: For j = 0, 1, ...
5: S˜(j) = S(j) − γZ†
(
A†
(
A(Z(S(j)))− Yˆ ))
6: Sˇ
(j)
1 = PB+1,W (κ)
(
S˜
(j)
1
)
7: Sˇ
(j)
2 = PR1×N2+
(
S˜
(j)
2
)
8: Sˇ
(j)
3 = PR1×N3+
(
S˜
(j)
3
)
9: ζ(j+1) =
1+
√
1+4(ζ(j))2
2
10: S(j+1) = Sˇ(j) + ζ
(j)−1
ζ(j+1)
(
Sˇ(j) − S(j+1))
11: end for
12: Output: S? = (S?1 , S?2 , S?3 )
At each iteration j ∈ N, S(j+1) = (S(j+1)1 , S(j+1)2 , S(j+1)3 )
is updated by performing a gradient step (step 5) followed
by three projection steps (steps 6-8). In step 5, we use the
gradient of the data fidelity term (i.e. the squared `2-norm
in (8)), which is given by Z†
(
A†(A(Z(S(j))) − Yˆ )),
where (·)† denotes the adjoint operator of its argument. In
steps 6-8, different projections are performed for the different
variables S1, S2 and S3. The projection of a variable x ∈ RN
onto a nonempty, closed, convex set C ⊂ RN is given by
PC(x) = miny∈C ‖x− y‖22. It corresponds to the closest point
of x belonging to C, using an Euclidean distance [30]. In
particular, step 6 is the projection onto the positive weighted
`1 ball B+1,W (κ), related to the white matter. Note that, in
accordance with the `0 approximation, κ is chosen to represent
the S1 sparsity level. Steps 7 and 8 are the projections related
to the gray matter and the CSF, respectively, and both are
performed onto the real positive orthants R1×N2+ and R
1×N3
+ .
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According to [31], the stepsize needs to satisfy 0 < γ <
1/‖A‖2S , where ‖ · ‖S denotes the spectral norm. Note that,
in steps 9 and 10, the parameter ζ(j) is used to accelerate
the convergence rate [31]. In our simulations, we consider
that Algorithm 1 has converged when ‖S(j+1) − S(j)‖2 <
ν‖S(j)‖2, where ν ≥ 0 is a tolerance, fixed by the user.
Finally, as described in Section 3-A, the weighting matrix
W appearing in step 6 is chosen according to a reweighting
procedure, described in the following section.
C. Weights computation for fiber smoothness and reweighting
We propose to use an `1 reweighting procedure to approx-
imate the `0 pseudo-norm [36]. To this aim, the matrix of
weights W in step 6 of Algorithm 1, is chosen using a similar
approach as described in [26]. The reweighting method is
described in Algorithm 2.
Algorithm 2 Reweighting procedure
1: Input: Let S(0) = (S(0)1 , S
(0)
2 , S
(0)
3 ), with S
(0)
1 ∈
R+n×N1 , S(0)2 ∈ R+1×N2 , and S(0)3 ∈ R+1×N3 .
2: Let W (0) = 1n×N1 .
3: Iterations:
4: For t = 0, 1, ..., T − 1
5: S(t+1) = Algorithm 1
(
S(t),W (t)
)
6: compute W (t+1) as per equations (9)-(10)
7: end for
8: Output: S(T ) =
(
S
(T )
1 , S
(T )
2 , S
(T )
3
)
At each cycle t ∈ {0, . . . , T−1} of the reweighting scheme,
problem (8) is solved using Algorithm 1 for a particular choice
of the weighting matrix (see step 5). The weighting matrix
W (t+1) is updated in step 6 of Algorithm 2, as follows:
W
(t+1)
d,v =
1
τ (t+1) +B
(t+1)
d,v
, (9)
where
B
(t+1)
d,v =
1
|N (v)|
∑
d′v′∈N (dv)
|S(t+1)1d′v′ |, (10)
and{
τ (0) = Var
(
B(0)
)
,
τ (t+1) = max
{
τ(t)
10 , τ
}
, (∀t ∈ {0, . . . , T − 1})
(11)
with τ > 0. The parameter τ (t) is a stability parameter that
avoids the weights to go to infinity when B(t)d,v = 0.
Basically, B(t) is defined as the set of voxels in the support
of S(t)1 that gives a blurred version of S
(t)
1 . The spatial neigh-
borhood N (v) is defined as the group of voxels that share
either a face, an edge or a vertex with the voxel of interest
v ∈ {1, . . . , N1}. In analogous way, the angular neighborhood
N (d) is defined as the set of atoms associated with the
directions that fall within a cone of 15◦ with the direction of
interest d. The neighborhood of an element individuated by the
indices d and v is then indicated by N (dv) and corresponds
to all the indices in the support of S(t)1 that are simultaneously
included in N (v) and N (d).
Weights designed in [26] have a twofold effects. Each ele-
ment W (t)d,v directly affects the corresponding element S
(t+1)
1d,v
in
such a way that large weights progressively force to zero spuri-
ous peaks, while small weights favor the presence of the FOD
coefficients. In this way, the weighting matrix, associated with
the `1 norm, promotes sparsity. In addition, the smoothness of
the variation of the FOD across spatial neighborhoods is also
promoted in definition (12) by averaging over neighbor voxels.
Also note that because of the discretization of the dictionary,
fiber contributions are usually spread over a small angular
support. That is the reason why definition (12) contains a
summation (rather than averaging) over neighbor directions. If
a spatio-angular neighborhood is reasonably homogeneous, the
weight in (11) will be reasonably small and the FOD value will
be preserved at the next iteration. On the contrary, spurious
peaks isolated in their spatio-angular neighborhood will be
associated with large weights. These large weights will tend
to prevent such isolated peaks at the next iteration as they
avoid violating the weighted `1-norm constraint.
Finally, the reweighting process stops when the number
of allowed iterations T is reached or there is no substantial
relative variation between successive estimates of S1, i.e.
‖S(t+1)1 − S(t)1 ‖2 < 10−3‖S(t+1)1 ‖2. Empirical observations
suggest to perform the reweighting process for no more than
T = 10 times [26].
D. Data post-processing
Once the solution is found, a post-processing procedure is
performed along the columns of S1 in order to extract the
directions of the fibers within each voxel. The identification
of the highest peaks is performed among all the directions
contained within a cone of 15◦ for each different direction.
No more than 5 local peaks are assumed per voxel and peaks
smaller than 20% the maxima are disregarded in order to
suppress spurious contributions [23], [26].
4. SIMULATIONS AND RESULTS
To evaluate the performance of the proposed approach, we
performed simulations on both synthetic and real data. Firstly,
we provide the description of the settings considered for the
different experiments. In particular, the specifications of the
sampling schemes considered in the q- and in the k-space are
provided in Sections 4-A and 4-B, respectively. The metric
used to quantitatively estimate the FOD reconstruction is
provided in Section 4-C. In addition, the procedure to generate
the dictionary and the process proposed to estimate the phase is
described in Section I in the Supplementary Materials. Finally,
the obtained results are described in Sections 4-D and 4-E
for synthetic and real data, respectively. Additional qualitative
comparisons of the recovered FODs are provided in Section
II of the Supplementary Materials, for both synthetic and real
data.
A. q-Space under-sampling
In this section we provide the description of the scheme
adopted for sampling the signal in q-space. In particular,
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it has been chosen to consider data sampled over a single
shell, characterized by a unique b-value [9]. We refer the
reader to the Supplementary Materials (Section I-A) for further
information about the q-space and the b-value. In the case of
synthetic data, the diffusion signal is sampled at a b-value of
b = 2000s/mm2, considering q-points distributed over half of
the unit sphere as described in [37]. A complete acquisition of
the signal in absence of diffusion gradients is also performed
to obtain s0. In the case of real data, we have access to
the full k-space of 256 diffusion weighted images. The fiber
configuration recovered from 256 q-points, evenly distributed
over a unit sphere at b = 3000s/mm2, is considered as ground
truth, and is compared to FODs estimated from under-sampled
q-space, considering 30, 20, 15, 10 and 6 q-points. This under-
sampling is created by using the function subsetpoint of the
toolbox camino [38], which enables to find the subsets of q-
points that are optimally spread over the unit sphere.
B. k-Space under-sampling
As already explained, the objective of this work is to provide
a robust reconstruction method when considering both q- and
k-space under-sampling. The description of the schemes used
to sample the signal in k-space is provided in this section.
In both synthetic and real data, selection masks M (q) are
built in such a way that the signal in k-space is sampled
within a Cartesian grid using a variable density sampling
approach [39], [40]. This approach consists in fully sampling
the central zone of the k-space and sampling the higher
frequency components with a uniform random distribution. We
call k-space under-sampling factor the ratio between the total
amount of grid points in k-space, for a given field of view
and resolution, and the number of samples considered for the
reconstruction. Full sampling of the central zone of the k-space
for each q-space point is required for the phase estimation
as described in detail in Section I-B of the Supplementary
Materials. Also note that the proposed method requires the
complete k-space acquisition of the s0 image to implicitly
force the FOD coefficients to sum up to unity in each voxel.
Furthermore, s0 is used for normalization, segmentation and
coil sensitivities calibration purposes as described in details in
Section 2-B.
C. Evaluation criteria
The quality of the fiber reconstruction has been evaluated
by using the metrics introduced in the HARDI Reconstruc-
tion Challenge 2012 [41]. The fiber reconstruction evaluation
takes into account the number of fibers correctly identified
within each voxel and the angular accuracy of the recovered
direction. In particular, the success rate (SR) index represents
the proportion of voxels in which the number of fibers is
correctly identified, that is, the estimated fibers fall within
a tolerance cone of 20◦ around the true fibers. The mean
angular error (θ¯) is obtained by averaging the angular error
associated with each true fiber, where the angular error is
defined as θ = 180pi arccos(|dtrue · destimated|), where dtrue
and destimated are the true fiber direction and the direction of
the closest estimated fiber, respectively.
Fig. 2. Bar graph representing the mean success rate (left) and
box plot graph representing the mean angular error (right) obtained
with synthetic data. The two indices evaluate the FOD reconstruction
performances estimated by using the proposed method in the case of
(a) SNR=30 and (b) SNR=20 in absence of phase contamination and
in presence of phase contamination with (c) SNR=30. Different colors
distinguish between the performances in the case of different q-space
under-sampling settings (60, 30, 20, 15, 10 and 6 q-points) while the
performances obtained considering different k-space under-sampling
factors (from 1 to 10) are reported on the x-axis.
D. Synthetic data
A first analysis of the FOD reconstruction using the pro-
posed kq-space under-sampling method has been performed
relying on the fiber configuration of the numerical phantom
proposed in the HARDI Reconstruction Challenge 2012 [41].
The phantom consists of a volume of 16 × 16 × 5 voxels
containing 5 different fiber bundles. Note that the considered
phantom consists only of white matter fibers.
The noise-free data in q-space has been generated by using
the Gaussian Mixture Model presented in [7] considering
different numbers of diffusion gradients, which are distributed
as described in Section 4-A. The generated signal is then
converted to k-space through the Fourier transform and con-
taminated with Gaussian noise with zero mean and standard
deviation σ = 〈s0〉SNR . Lastly, selection masks, built as described
in Section 4-B, are applied to the k-space of the diffusion-
weighted images to obtain the under-sampled data in kq-space.
It is worth mentioning that the above-described observed
signal can be represented by the model presented in Sec-
tion 2-B, where the dictionary Φ is generated as described
IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. X, FEBRUARY 2018 7
in Section I-A of the Supplementary Materials. With the
idea of relating to the proton density, the s0 image has
been created by considering different weights for each fiber
(with values in {1, . . . , 5}). In each voxel, the sum of such
weights defines the value of s0 in the corresponding voxel. For
the sake of simplicity, we consider a single coil acquisition
(C = 1) with constant sensitivity U (1) equal to identity.
We consider two cases for the contaminating phase: firstly,
no phase contamination, i.e. H(q,1) equal to identity, and
secondly, a linear phase contamination (see Section I-B of
the Supplementary Materials). Lastly, since only white matter
fibers are considered in the phantom, we have X = S = S1.
Then, problem (8) reduces to:
min
S1
‖A(S1)− Yˆ ‖22 s.t. S1 ∈ B+1,W (κ) (12)
where κ corresponds to 3N1 since, on average, no more than
3 fibers are assumed to be contained within a voxel.
In the following section, FOD reconstruction perfor-
mances are investigated considering progressive k-space
under-sampling rates, for various numbers of q-space points.
Furthermore, the FOD reconstruction results obtained using
the proposed approach are compared to the state-of-the-art kq-
space under-sampling method [28], using TV-based priors on
the q-space diffusion images.
The quality of the reconstruction has been evaluated con-
sidering 6 different q-space under-sampling settings (60, 30,
20, 15, 10 and 6 q-points) and 10 different k-space under-
sampling settings going from an acceleration of 1 to 10. Fig. 2
illustrates the evolution of the mean SR and θ¯ as a function of
the k-space under-sampling rate, for different q-space regimes,
in 3 different settings. In Fig. 2a and Fig. 2b the FOD
reconstruction performances are compared considering two
noise levels (SNR=30 and SNR=20, respectively) in absence
of phase contamination.
It can be observed that, for both noise levels, the values
obtained for the SR and θ suggest that, for a fixed number
of q-space points between 60 and 15, the reconstructions are
quite robust to k-space under-sampling up to a factor of 10.
For instance, when considering 30 q-points at SNR=30, the
SR index ranges between 88% in absence of k-space under-
sampling, and 67% with k-space under-sampling factor of 10.
In the same setting, θ ranges between 6.3◦ in absence of k-
space under-sampling, and 6.8◦ with k-space under-sampling
factor of 10. Similarly, for a fixed k-space under-sampling
factor between 1 and 10 the reconstruction results are quite
robust to q-space under-sampling down to 15 points. For
instance, in presence of a k-space under-sampling factor of
4, the SR drops by 9% and θ increases of 1.1◦ going from 60
to 15 q-points.
On the contrary the reconstruction quality is both much
degraded and less robust to k-space under-sampling for 6 or
10 q-space points. The SR drops by 26% and 24% going
from a k-space under-sampling factor of 1 to 10, for 6 and
10 q-points, respectively. Similarly, the value of θ increases
by 3.7◦ (6 q-points) and by 1.5◦ (10 q-points) going from
a k-space under-sampling factor of 1 to 10. Note that the
qualitative reconstruction comparisons provided in Fig. 1 of
the Supplementary Materials confirm our quantitative analysis.
Fig. 3. Bar graph representing the mean success rate (left) and box
plot graph representing the mean angular error (right) evaluating
the FOD reconstructions performed on synthetics data by using the
proposed method in the case of different q- and k-space under-
sampling settings. Performances obtained from the same total amount
of measurements (in image units) are compared along x-axis.
The effects of the phase contamination are shown in Fig. 2c
with SNR=30. In this context and in the specific case of severe
q-space under-sampling regimes (i.e. 6, 10 and 15 q-points),
irregular behavior arises for the FOD reconstruction due to the
phase contamination. In these conditions, the proposed method
is unable to compensate for the phase, and the recovered fiber
configurations are inaccurate. In particular, FOD reconstruc-
tion performed on signals acquired by considering 6 q-points
and contaminated with phase are characterized by significantly
high mean angular error values (ranging from 13◦ to 17◦).
In contrast, when considering a higher number of diffusion
gradients (i.e. 60 q-points) at high k-space acceleration rates
(i.e. k-space acceleration of 10) FODs are shown to be better
estimated in presence of phase contamination. In absence of
phase contamination, when considering 60 q-points at a k-
space acceleration of 10, the SR is equal to 70% and θ = 6.3◦,
while in the presence of phase contamination, the SR achieves
80% and θ = 6.2◦. A reason for this robustness of the
reconstruction to k-space under-sampling can be suggested.
In the context of the theory of CS, the presence of the phase
modulation (if correctly estimated) induces a Spread Spectrum
effect that naturally optimizes the incoherence between the
sparsity and the measurements, thereby enabling high k-space
under-sampling [42], [43].
The comparison of the FOD configurations recovered by
considering an equal amount of total measurements, varying
the kq-space under-sampling settings, is provided in Fig. 3. To
this purpose, we introduce a new measurement unit, named
image unit. More specifically, 1 image unit corresponds to
the amount of data that is acquired considering a single
diffusion gradient with full k-space. The same image unit
ratio might result from different q- and k-space under-sampling
settings. For example, 30 image units can be achieved either by
considering 30 q-points with full k-space or 60 q-points with
half k-space. In Fig. 3 we compare the FOD reconstruction
performances for 30, 20, 15, 10 and 6 image units for SNR=30
in absence of phase contamination.
For a high number of image units (30, 20, and 15 image
units), the reconstruction results are robust to the variation
of the q- and k-space under-sampling combination. For in-
stance, in the case of 20 image units, the reconstruction
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Fig. 4. Quantitative comparison of the FOD reconstruction perfor-
mances estimated by solving the proposed method (red and green
bars) and the TV-based approach presented in [28] (blue bars) in the
case of synthetic data. FOD reconstructions are performed in the case
of 60 (top row) and 20 (bottom row) q-space points for 5 different k-
space under-sampling rates (1,2,4,8,10), with SNR=30 and in absence
of phase contamination.
quality remains stable in all the considered kq-space under-
sampling settings. In particular, SR of 89%, 87%, and 88%
are obtained respectively from 60, 30, and 20 q-points with k-
space acceleration of 3, 1.5, and 1. For a low number of image
units (10 and 6 image units), the reconstruction quality is very
dependent on the choice of the q- and k-space under-sampling
combination. For example, in the case of 6 image units, the
SR goes from 56%, when considering 6 q-points with full
k-space, to 84% when considering 20 q-points with k-space
acceleration of 3.3. This strongly suggests that strategies with
combined kq-space sampling are advisable. This result is to be
expected, as the presence of anatomical spatial regularization
gives room for k-space under-sampling, while the assumption
of sparsity of the FOD in the defined dictionary gives room
for q-space under-sampling.
Interestingly, similar reconstruction qualities are achievable
with 6 image units as with 10, 15 or even 30. Assuming the
best q- and k-space under-sampling combination sampling, SR
indices of 84%, 86%, 88%, 89% and 90% are achieved in the
case of 6, 10, 15, 20 and 30 image units, respectively.
Qualitative comparisons of the FOD recovered in the case
of 6 image units are provided in Fig. 2 of the Supplementary
Materials. These results are in line with the quantitative results
presented in Fig. 3. In particular, they show that the best
performances in the case of 6 image units are achieved by
considering 15 and 20 q-points with a k-space acceleration
factor of 2.5 and 3.3, respectively. In presence of such kq-
space under-sampling regime, the reconstruction performances
are at the same level as the ones achieved by considering 15
q-points with full k-space (corresponding to 15 image units).
Note that this result also corresponds to the best result claimed
in the HARDI Reconstruction Challenge context. Therefore, by
choosing a feasible trade-off between the q-and the k-space
under-sampling, complex fiber architectures can be accurately
resolved at the same cost as DTI acquisition.
Comparisons with the state-of-the-art kq-space reconstruc-
tion algorithm proposed in [28] are performed. In this ap-
proach, the sparsity of the FOD coefficients is imposed through
the `1 norm, while the TV norm promotes gradient sparsity
of the diffusion images. The TV problem in [28] has been
solved using a Primal-Dual approach [44] considering the
values provided in [28] for the regularization parameters. The
reconstruction performances achieved by both methods are
given in Fig. 4 for 60 (top) and 20 (bottom) q-points and for
4 different k-space acceleration rates (no k-space acceleration,
accelerations of 2, 4, and 8). We observe that the FOD
reconstructions obtained using our approach (red and green
bars) outperform the ones obtained with the method in [28],
both in terms of SR (left) and θ (right). In Fig. 3 of the Sup-
plementary Materials, qualitative comparisons corresponding
to the quantitative results presented in Fig. 4 are provided.
E. Real data
In this subsection, results obtained by using the proposed
approach with real data are provided. The real dataset has
been acquired on a 3T Magnetom Trio system (Siemens,
Germany) equipped with a 32-channel head coil using standard
protocols used in clinical routine. The acquisition has been per-
formed considering 256 diffusion gradients where the TR/TE
parameter is set to 7000/108 ms and the spatial resolution is
2.5×2.5×2.5 mm. Diffusion weighted images have been ac-
quired from the MRI scanner and manually transformed to the
Fourier domain. Subsequently, they have been retrospectively
under-sampled in q- and k-space as described in Sections 4-A
and 4-B in order to test the method considering various q-
and k-space under-sampling settings. Note that the complete
acquisition of s0 is required. It is used for calibration and
normalization purposes and for the implicitly constraint on
the sum of the FOD coefficients. All the brain tissues are
considered in the reconstruction, and the tissue distribution
maps have been provided by the segmentation of the s0 image
by using the tool FAST [45] in FSL [46].
Under these conditions, the inverse problem (4) presented
in Section 2-B can be used to model the measured signal,
where the dictionary Φ is generated as described in Section I
of the Supplementary Materials. Acquisitions are assumed to
be performed from a single coil (C = 1) and in absence of
phase distortions, i.e. U (1) and H(q,1) are the identity matrices.
The under-sampling selection masks M (q) are obtained as
described in Section 4-B. In addition, it has to be noticed that
the noise is approximated to be Gaussian distributed, although
data are obtained from the Fourier transform of the magnitude
of the diffusion images. The three variables S1, S2, and S3,
defined in Section 2-B, are estimated by solving problem (8),
where the value used for the parameter κ has been fixed to
1.7N1, as suggested by empirical observations.
Performances are quantitatively evaluated by using the
metric described in Section 4-C, where the configuration
recovered from 256 q-points with full k-space is considered
as ground truth. Analogously to the experiments performed on
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Fig. 5. Quantitative FOD reconstruction evaluation for real data.
Bar graph representing the mean success rate (left) and box plot
graph representing the mean angular error (right) evaluating the FODs
recovered by the proposed method in the presence of equivalent
overall under-sampling ratios (20, 15, 10, and 6 image units)
synthetic data, fiber arrangements recovered from various q-
and k-space under-sampling ratios are compared in presence
of an equivalent overall under-sampling regime (i.e. image
units). Specifically, Fig. 5 presents the FOD reconstruction
performances achieved by the proposed method considering
20, 15, 10, and 6 image units.
For acquisitions occurring within the same time required
for the acquisition of 20 complete diffusion weighted images
(20 image units), the number of fibers is correctly estimated
in 70% of the total number of voxels, both by considering
30 q-points with k-space acceleration of 1.5 and 20 q-points
fully sampled in k-space. Similarly, no substantial differences
can be found in the reconstruction performances for the 3
different under-sampling settings in the case of 15 image
units. In contrast, reconstruction performances in the case of
severe under-sampling regimes show the major performances
variations. In the case of 6 and 10 image units, performances
achieved when the under-sampling is balanced between the q-
and the k-space overcome the ones achieved in the presence
of data under-sampled in only q- or k-space. On the one
hand, in the case of 6 image units, the SR goes from 23%,
when considering 6 q-points with full k-space, to 48% when
considering 15 q-points with k-space acceleration of 2.5. On
the other hand, in the case of 10 image units, the SR goes from
44%, when considering 10 q-points with full k-space, to 60%
when considering 15 q-points with k-space acceleration of 1.5.
Qualitative comparisons of the FOD reconstructions obtained
in the case of 10 image units are reported in Fig. 4 of the
Supplementary Materials. The visualization of the recovered
fiber structures are shown to be in line with the quantitative
reconstruction performances. Note that the reduced quality of
the results with respect to synthetic data may be explained,
not only by the imperfection of the data and prior models
promoted, but also by (i) the use of 256 image units acquisition
as ground truth and (ii) the mismodelling of noise artificially
transformed from magnitude images. All these altering factors
are due to the imperfection of the data at hand and would
disappear when considering a proper kq-space acquisition.
5. DISCUSSION AND CONCLUSIONS
We developed a method to accelerate high angular and spa-
tial resolution dMRI acquisition, or equivalently, to increase
the spatial resolution within a fixed acquisition time.
We provided a novel formulation to estimate the FODs
in presence of high kq-space under-sampling regimes. The
proposed approach uses two types of anatomical priors. On the
one hand, a brain tissue segmentation constraint is explicitly
imposed for the FOD recovery. On the other hand, the struc-
tured sparsity prior developed in [26] is leveraged, to promote
simultaneously voxelwise sparsity and spatial smoothness of
fiber orientation. The resulting convex minimization problem
is solved using an accelerated optimization algorithm, namely
FISTA. The proposed kq-space under-sampling method has
been tested on synthetic and real data varying the kq-space
under-sampling settings. By the comparisons of the results
in the presence of the same overall under-sampling ratio, in
image units, it appears that the proposed approach performs
better in the presence of moderate under-sampling regimes
in both the q-and the k-space, rather than a heavy under-
sampling of the signal in only one of the two domains. The
spatio-angular regularization used in the proposed approach
gave room for the under-sampling in both q-and k-space.
As a result, by considering a trade-off between moderate
under-sampling in q- and k-space the proposed approach gave
the best performances. Typically, for synthetic data, accurate
FOD reconstructions can be achieved at an overall under-
sampling ratio of 6 image units, whose acquisition comes at
the same cost of the DTI application. The proposed approach
has been shown to be advantageous also with real data, in
particular, when considering high kq-space under-sampling
regimes. Finally, we have shown through simulation that the
proposed approach outperformed the state-of-the-art method
for the FOD recovery in a kq-space under-sampling context.
Lastly, it has to be mentioned that one of the critical steps
of the proposed kq-space acceleration method is the motion-
induced phase estimation. To this purpose, we considered the
phase estimated from the low resolution image associated with
a fully sampled central k-space region. However, the use of
more sophisticated methods to calibrate the motion-induced
phase, might further improve the performances of the kq-space
approach. In the future, the proposed approach may be applied
to multi-shell high spatio-angular resolution dMRI in order to
study additional features of the white matter microstructure.
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1. SUPPLEMENTARY MATERIALS
In the present section we provide a more detailed description
of the procedures used to estimate the various factors involved
in the model of the signal defined in the kq-space. In particular,
in Section 1-A of this document, we initially review the main
parameters used to define the signal in q-space and then we
present the approach adopted to generate the dictionary Φ in
the case of synthetic and real data. In addition, we provide
the description of the method used to estimate the phase
contaminations in Section 1-B.
A. Dictionary generation
The q-space is the 3D space defined by the diffusion gra-
dients applied during the acquisition process. Each diffusion
weighted image is associated with diffusion along a specific
direction qˆ and at a specific intensity |q|, characterizing a 3D
point q = |q|qˆ. The commonly used b-value parameter [9]
associate with each diffusion image is defined as b = 4pi2|q|4t,
where t is the diffusion time.
The signal defined in q-space is modeled by the linear com-
bination of the known atoms of Φ with the coefficients con-
tained in the FOD matrix X (see (1) in the main manuscript).
In this section, we provide the description of the method used
to create Φ.
The elements of the the dictionary Φ are generated by
relying on the Gaussian Mixture Model of the signal [7]. More
specifically, the dictionary is defined as follows:Φ = [Φq,d] 16q6M16d6(n+1)Φq,d = exp(−bqˆTD(d)qˆ) (13)
where q is the index that explores the diffusion gradients q
considered for the acquisition, and d explores the orientations
chosen for the discretization of half of the unit sphere. Note
that 200 points have been considered for the discretization
of the dictionary (i.e. n = 200). Moreover, an additional
atom is considered to represent the isotropic diffusion in the
case of synthetic data, having n + 1 atoms in total. In the
case of the real data, 2 additional atoms are considered for
the representation of the isotropic diffusion in both the gray
matter and the CSF. Thus, n + 1 is replaced with n + 2
in (13). The d-th atom of the dictionary is indicated by
[Φq,d]1≤q≤M and it corresponds to the response of a single
fiber, oriented along the d-th direction, subject to M different
diffusion gradients, with b-value b and orientation qˆ. The
diffusion tensor D = diag(λ1, λ2, λ3) characterizes each fiber
population, where λ1 is the longitudinal diffusivity, and λ2 and
λ3 are the 2 transverse diffusivity coefficients. In particular,
D(d) is the rotated version of D along the direction d.
In the case of synthetic and real data, the diffusivity coef-
ficients for the white matter fibers are fixed to the following
values: λ1 = 17× 10−4mm2/s, λ2 = λ3 = 3× 10−4mm2/s.
In the case of real data, where gray matter and CSF are con-
sidered, the diffusion tensors associated with these isotropic
atoms are composed by 3 equal values in the diagonal. In
particular, we consider λ1 = λ2 = λ3 = 17 × 10−4mm2/s
and λ1 = λ2 = λ3 = 30 × 10−4mm2/s for the gray matter
and CSF diffusivity coefficients, respectively.
B. Phase estimation
In theory, diffusion images are real-valued. However, in
practice they are often contaminated by phase factors during
the diffusion encoding process. This phase contamination is
mostly due to magnetic field inhomogeneities and biological
motion (e.g. physiological and involuntary patient motion).
Usually, methods dealing with signals directly in q-space
overcome this difficulty by simply taking the modulus of the
complex diffusion signal, in order to obtain real diffusion-
weighted images. However, in k-space, and consequently kq-
space, the phase contamination breaks the Hermitian symmetry
of the images, and can not be neglected. In particular, in
the linear operator expressed in (3) in the main manuscript,
the term H(q,c) takes into account this phase factor. More
precisely, for each gradient q and coil receiver c, H(q,c) is a
diagonal matrix whose diagonal elements consist of the phase
factors arising during the acquisition.
In the proposed work, phase-distortions are estimated from
the central portion of the k-space data [47], [48], which is
always fully sampled. More specifically, by performing the
inverse Fourier transform of a zero-padded version of the fully
sampled central part of the k-space, we obtain a complex
image whose phase provides the diagonal elements of H(q,c).
In our experiments on synthetic data, a linear phase term
randomly generated has been considered in the acquisition of
each different phantom slice and in the acquisition of each
different diffusion gradient. The k-space shift produced by the
linear phase has been limited within the range of ±2 pixels
along each dimensions.
Experiments on real data are performed considering a
simplified scenario where no biological motion is assumed,
i.e. H(q,c) is equal to identity.
2. QUALITATIVE FOD RECONSTRUCTION EVALUATION
In this section, additional materials are provided to supple-
ment the evaluation of the proposed method.
More precisely, we provide the visualization of the fiber
configurations recovered considering various kq-space settings
in order to qualitatively evaluate the performances of the
proposed method. The comparisons of the FOD configurations
are provided in the presence of specific q- and k-space
settings, for synthetic and real data. In particular, images
have been created by using the tool mrview of MRtrix3 [49]
that visualizes in each voxel the corresponding Orientation
Distribution Functions (ODF). The ODF characterizing each
voxel is obtained by the convolution between the ODF of the
non-rotated atoms, given by the analytical function presented
in [50], and the recovered FOD field.
A. Synthetic data
The results presented in this section supplement the
quantitative results presented in Section IV-D of the main
manuscript.
In Fig. 6 we provide the fiber configurations recovered by
the proposed method when considering 60 and 30 q-points
at various k-space under-sampling regimes: no k-space under-
sampling, k-space under-sampling factor of 2 and 4.
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Fig. 6. The illustration reports the reconstruction performed on the second slice of the numerical phantom proposed in the HARDI Reconstruction Challenge
2012 whose real fiber arrangement is provided in the top left panel. The FOD reconstruction performances are compared in the presence of 60 q-points (first
line) and 30 q-points (second line), in the absence of k-space under-sampling (second column) and in the presence of k-space under-sampling factor of 2
(third column) and 4 (fourth column), in absence of phase contamination. Voxels with spurious and missing fibers are highlighted by red squares and blue
squares, respectively.
In the main manuscript, we observed in Fig. 2 that FOD
reconstructions are quite robust to k-space under-sampling,
when considering a number of q-points between 60 and 15.
In line with these results, we can observe, along the rows of
Fig. 6, that minor degradation of the fiber configurations is
associated with the k-space under-sampling. Additionally, in
Fig. 2 in the main manuscript we also observed that FOD
reconstructions are quite robust to q-space under-sampling up
to 15 q-points, when considering a k-space under-sampling
factor going from 1 to 10. By comparing the two rows of
Fig. 6, it can be noticed that, the fiber configurations in the
second row are characterized by a higher number of spurious
fibers (framed in red). This significant difference might appear
unexpected. However, the visualized window is not fully
statistically meaningful, since it shows the configuration of just
a single slice of the phantom. Ultimately, it appears that fibers
that are crossing at a very small angle cannot be accurately
detected for any of the q- and k-space under-sampling regimes.
Indeed, the central area of the images in both rows of Fig. 6 are
characterized by some missing fibers, which are highlighted by
blue frames. These results can be explained as follows. Fibers
crossing at an angle smaller than 15◦ are assumed to be part
of the same fiber population and they are not distinguished
during the post-processing procedure (see Section III-D in the
main manuscript). Consequently, fibers that are crossing at a
small angle can improperly be considered as a unique fiber,
giving rise to missing fibers.
Fig. 7 shows the qualitative comparison of the FODs recov-
ered in the presence of 6 image units, in the case of synthetic
data. On the top left panel the true fiber configuration is
provided, while configurations recovered from different q- and
k-space under-sampling settings (all corresponding to 6 image
units) are imaged in Fig. 7 B-G. The illustration provides
the visualization of the FOD configurations considered in
Fig. 3 in the main manuscript, in the case of 6 image units.
Quantitative results in the main manuscript showed that FOD
reconstructions in presence of extremely high kq-space under-
sampling regimes are very dependent on the choice of the
q- and k-space under-sampling combination. In particular, in
the case of 6 image units the best performances have been
achieved by considering 15 and 20 q-points with a k-space
under-sampling factor of 2.5 and 3.3, respectively. In Fig. 7
we can observe that FODs recovered from data considering
measurements highly under-sampled either in q-space (6 q-
points with full k-space in Fig. 7G) or in k-space (60 q-
points and k-space under-sampling factor of 10 in Fig. 7B) are
characterized by the presence of many spurious fibers, which
are highlighted with red frames. These images confirm the
quantitative results provided in Fig. 3 of the main manuscripts.
Configurations recovered from 30 q-points at a k-space under-
sampling factor of 5 (Fig. 7C) and from 10 q-points at
a k-space under-sampling factor of 1.7 (Fig. 7F) are also
slightly affected by the under-sampling since some voxels are
characterized by missing fibers, which are framed in blue. In
line with the quantitative results presented in Fig. 3 in the main
manuscript, the best FOD recovery is achieved in the case of
20 and 15 q-points, with k-space under-sampling factor of 3.3
and 2.5 respectively (Fig. 7D and Fig. 7E).
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Fig. 7. The illustration reports the reconstruction performed on the second slice of the numerical phantom proposed in the HARDI
Reconstruction Challenge 2012, whose real fiber arrangement is provided in the top left panel. The FOD reconstruction performances
are compared in the presence of an overall kq-space under-sampling ratio of 6 image units. Different under-sampling settings are considered
for the comparison: 60 q-points with k-space under-sampling factor of 10 in b), 30 q-points with k-space under-sampling factor of 5 in c),
20 q-points with k-space under-sampling factor of 3.3 in d), 15 q-points with k-space under-sampling factor of 2.5 in e), 10 q-points with
k-space under-sampling factor of 1.7 in f), 6 q-points with full k-space are considered in g). Voxels with spurious and missing fibers are
highlighted by red and blue squares, respectively. The dotted line frames voxels containing both missing and spurious fibers.
In Fig. 8 fiber configurations recovered by using the pro-
posed method are compared with the ones obtained by solving
the TV-based approach proposed in [28], in the presence of
three different k-space under-sampling factors. The compar-
ison emphasizes that the proposed method outperforms the
state-of-the-art approach. Indeed, while our approach promotes
the adequate recovery of the original fiber structure, the
indirect regularization of the FODs on the diffusion images,
proposed in [28], does not allow the adequate detection of
numerous fibers, especially in regions characterized by fiber
crossings, as highlighted by the large number of voxels con-
taining missing fibers (blue frames in the second row).
B. Real data
The fiber geometries estimated by using the proposed
method in the case of real data are shown in Fig. 9. The
results presented in this section are related to the quantitative
results provided in Section IV-E of the main manuscript, in
the case of 10 image units. The fiber configurations of four
different regions of the brain are provided along the columns
of Fig. 9. Along the rows, the fiber configurations recovered
from different kq-space under-sampling settings are provided.
More precisely, all the under-sampling schemes considered in
Fig. 9 generate an overall kq-space under-sampling regime of
10 image units. In Fig. 9, voxels containing missing fibers are
highlighted by blue frames, while voxels containing spurious
fibers are highlighted by red frames. Voxels framed with the
blue and red dotted line contain both spurious and missing
fiber populations. The quantitative results presented in Fig. 5
of the main manuscript reveals that, in the presence of severe
under-sampling regimes, such as 10 image units, the FOD
reconstruction benefits from a moderate under-sampling in
both the q-and k-space. By comparing the rows of Fig. 9 it
appears that the fiber orientations recovered in the presence
of 10 q-points with full k-space are significantly affected
by the severe q-space under-sampling. These results are in
line with the performances presented in Fig. 5 of the main
manuscript. On the contrary, the reconstructions achieved with
30 and 20 q-points, under-sampled respectively of a factor
3 and, 2 in k-space, appear to provide a lower number of
spurious and missing fibers, leading to more accurate fiber
configurations. It has to be noticed that, Fig. 9 provides the
visualization of the FODs in just small windows and not in
the full dataset. Moreover, qualitative results just highlight the
presence or the absence of spurious and missing fibers within
voxels but they do not indicate the amount of uncorrected
fibers present in each voxels. Although qualitative results are
not fully statistically meaningful, they still provide a valid
supplement to the quantitative results obtained in the main
manuscript.
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Fig. 8. The illustration reports the reconstruction performed on the second slice of the numerical phantom proposed in the HARDI
Reconstruction Challenge 2012, whose real fiber arrangement is provided in the top left panel. The FOD recovered by using the proposed
approach (first row) and the TV-based approach proposed in [28] (second row) are compared. The FOD reconstructions are performed in
the presence of 60 q-points in the absence of k-space under-sampling (second column), k-space under-sampling factor of 4 (third column),
and 8 (fourth column). Voxels with spurious and missing fibers are highlighted by red and blue squares, respectively.
REFERENCES
[1] E. O. Stejskal and J. E. Tanner, “Spin Diffusion Measurements: Spin
Echoes in the Presence of a Time Dependent Field Gradient,” The
Journal of Chemical Physics, vol. 42, pp. 288–292, 1965.
[2] D. Le Bihan, “Looking into the functional architecture of the brain with
diffusion mri,” Nature Reviews Neuroscience, vol. 4, pp. 469–480, 2003.
[3] O. Sporns, G. Tononi, and R. Ko¨tter, “The human connectome: A
structural description of the human brain,” PLoS Computational Biology,
vol. 1, no. 4, pp. 0245–0251, 2005.
[4] Y. Zhang, N. Schuff, A.-T. Du, H. J. Rosen, J. H. Kramer, M. L. Gorno-
Tempini, B. L. Miller, and M. W. Weiner, “White matter damage in
frontotemporal dementia and Alzheimer’s disease measured by diffusion
MRI,” Brain, vol. 132, no. 9, pp. 2579–2592, 2009.
[5] H. J. Park, C. F. Westin, M. Kubicki, S. E. Maier, M. Niznikiewicz,
A. Baer, M. Frumin, R. Kikinis, F. A. Jolesz, R. W. McCarley, and M. E.
Shenton, “White matter hemisphere asymmetries in healthy subjects and
in schizophrenia: A diffusion tensor MRI study,” NeuroImage, vol. 23,
no. 1, pp. 213–223, 2004.
[6] P. J. Basser, J. Mattiello, and D. Le Bihan, “MR Diffusion Tensor
Spectroscopy and Imaging,” Biophysical journal, vol. 66, pp. 259–267,
1994.
[7] D. S. Tuch, T. G. Reese, M. R. Wiegell, N. Makris, J. W. Belliveau,
and V. J. Wedeen, “High angular resolution diffusion imaging reveals
intravoxel white matter fiber heterogeneity,” Magnetic Resonance in
Medicine, vol. 48, no. 4, pp. 577–582, 2002.
[8] V. Wedeen, R. Wang, J. Schmahmann, T. Benner, W. Tseng, G. Dai,
D. Pandya, P. Hagmann, H. D’Arceuil, and A. de Crespigny, “Diffusion
spectrum magnetic resonance imaging (DSI) tractography of crossing
fibers,” NeuroImage, vol. 41, no. 4, pp. 1267–1277, 2008.
[9] D. S. Tuch, “Q-ball imaging,” Magnetic Resonance in Medicine, vol. 52,
pp. 1358–1372, 2004.
[10] E. Calabrese, A. Badea, C. L. Coe, G. R. Lubach, M. A. Styner, and
G. A. Johnson, “Investigating the tradeoffs between spatial resolution
and diffusion sampling for brain mapping with diffusion tractography:
Time well spent?” Human Brain Mapping, vol. 35, no. 11, pp. 5667–
5685, 2014.
[11] L. Zhan, N. Jahanshad, D. B. Ennis, Y. Jin, M. A. Bernstein, B. J.
Borowski, C. R. Jack, A. W. Toga, A. D. Leow, and P. M. Thompson,
“Angular Versus Spatial Resolution Trade-Offs for Diffusion Imaging
Under Time Constraints,” Human Brain Mapping, vol. 32, pp. 2688–
2706, 2013.
[12] S. B. Vos, M. Aksoy, Z. Han, S. J. Holdsworth, J. Maclaren, M. A.
Viergever, A. Leemans, and R. Bammer, “NeuroImage Trade-off be-
tween angular and spatial resolutions in vivo fiber tractography,” Neu-
roImage, vol. 129, pp. 117–132, 2016.
[13] H. Zhang, P. L. Hubbard, G. J. M. Parker, and D. C. Alexander, “Axon
diameter mapping in the presence of orientation dispersion with diffusion
MRI,” NeuroImage, vol. 56, no. 3, pp. 1301–1315, 2011.
[14] H. Zhang, T. Schneider, C. A. Wheeler-Kingshott, and D. C. Alexander,
“NODDI: Practical in vivo neurite orientation dispersion and density
imaging of the human brain,” NeuroImage, vol. 61, no. 4, pp. 1000–
1016, 2012.
[15] J. D. Tournier, F. Calamante, D. G. Gadian, and A. Connelly, “Direct
estimation of the fiber orientation density function from diffusion-
weighted MRI data using spherical deconvolution,” NeuroImage, vol. 23,
no. 3, pp. 1176–1185, 2004.
[16] J. D. Tournier, F. Calamante, and A. Connelly, “Robust determination of
the fibre orientation distribution in diffusion MRI: Non-negativity con-
strained super-resolved spherical deconvolution,” NeuroImage, vol. 35,
no. 4, pp. 1459–1472, 2007.
[17] D. C. Alexander, “Maximum entropy spherical deconvolution for dif-
fusion MRI.” Information processing in medical imaging, vol. 19, pp.
76–87, 2005.
[18] F. Dell’Acqua, G. Rizzo, P. Scifo, R. A. Clarke, G. Scotti, and F. Fazio,
“A Model-Based Deconvolution Approach to Solve Fiber Crossing in
Diffusion-Weighted MR Imaging,” IEEE Transactions on Biomedical
Engineering, vol. 54, no. 3, pp. 462–472, 2007.
[19] B. Jian and B. C. Vemuri, “A unified computational framework for
deconvolution to reconstruct multiple fibers from diffusion weighted
MRI,” IEEE Transactions on Medical Imaging, vol. 26, no. 11, pp.
1464–1471, 2007.
[20] A. Ramirez-Manzanares, M. Rivera, B. C. Vemuri, P. Carney, and
T. Mareei, “Diffusion basis functions decomposition for estimating
IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. X, FEBRUARY 2018 14
Fig. 9. Qualitative comparison of the ODFs recovered from measurements that have been under-sampled by a kq-space ratio of 10 image
units, in the case of real data. Fiber configurations recovered from data differently under-sampled in k-space and q-space are displayed along
the rows, in the case of 4 different areas of the brain (along the columns). Note that the configuration recovered by considering 256 diffusion
gradients and full k-space is provided in a) as reference. Voxels with spurious and missing fibers are highlighted by red and blue squares,
respectively. Dotted line frames voxels containing both missing and spurious fibers.
white matter intravoxel fiber geometry,” IEEE Transactions on Medical
Imaging, vol. 26, no. 8, pp. 1091–1102, 2007.
[21] D. L. Donoho, “Compressed sensing,” IEEE Transactions on Informa-
tion Theory, vol. 52, no. 4, pp. 1289–1306, 2006.
[22] E. J. Cande`s, “Compressive sampling,” Proceedings of the International
Congress of Mathematicians, pp. 1433–1452, 2006.
[23] A. Daducci, D. Van De Ville, J.-P. Thiran, and Y. Wiaux, “Sparse
regularization for fiber odf reconstruction: From the suboptimality of
`2 and `1 priors to `0,” Medical Image Analysis, vol. 18, no. 6, pp.
820–833, 2014.
[24] B. A. Landman, J. A. Bogovic, H. Wan, F. E. Z. ElShahaby, P.-L.
Bazin, and J. L. Prince, “Resolution of crossing fibers with constrained
compressed sensing using diffusion tensor MRI,” NeuroImage, vol. 59,
no. 3, pp. 2175–2186, 2012.
[25] A. Trista´n-Vega and C. F. Westin, “Probabilistic ODF estimation from
reduced HARDI data with sparse regularization,” Lecture Notes in Com-
puter Science (including subseries Lecture Notes in Artificial Intelligence
and Lecture Notes in Bioinformatics), vol. 6892 LNCS, no. 2, pp. 182–
190, 2011.
[26] A. Aurı´a, A. Daducci, J.-P. Thiran, and Y. Wiaux, “Structured sparsity
IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. X, FEBRUARY 2018 15
for spatially coherent fibre orientation estimation in diffusion MRI,”
NeuroImage, vol. 115, pp. 245–255, 2015.
[27] O. Michailovich, Y. Rathi, S. Dolui, and S. Member, “Spatially Reg-
ularized Compressed Sensing for High Angular Resolution Diffusion
Imaging,” vol. 30, no. 5, pp. 1100–1115, 2011.
[28] M. Mani, M. Jacob, A. Guidon, V. Magnotta, and J. Zhong, “Accel-
eration of high angular and spatial resolution diffusion imaging using
compressed sensing with multichannel spiral data,” Magnetic Resonance
in Medicine, vol. 73, no. 1, pp. 126–138, 2015.
[29] O. Michailovich and Y. Rathi, “Fast and accurate reconstruction of
HARDI data using compressed sensing,” Medical Image Computing and
Computer-Assisted Intervention, vol. 13, no. Pt 1, pp. 607–14, 2010.
[30] P. L. Combettes and V. R. Wajs, “Signal Recovery by Proximal Forward-
Backward Splitting,” Multiscale Modeling & Simulation, vol. 4, no. 4,
pp. 1168–1200, 2005.
[31] A. Beck and M. Teboulle, “A Fast Iterative Shrinkage-Thresholding
Algorithm for Linear Inverse Problems,” SIAM Journal on Imaging
Sciences, vol. 2, no. 1, pp. 183–202, 2009.
[32] S. P. H. Gudbajartsson, “The Rician Distribution of Noisy MRI Data,”
Changes, vol. 29, no. 6, pp. 997–1003, 1995.
[33] P. B. Roemer, W. A. Edelstein, C. E. Hayes, S. P. Souza, and Muller. O.
M., “The NMR Phase Array,” Magnetic Resonance in Medicine, vol. 16,
pp. 192–225, 1990.
[34] D. L. Donoho, “De-Noising by Soft-Thresholding,” IEEE Transactions
on Information Theory, vol. 41, no. 3, pp. 613–627, 1995.
[35] S. S. Chen, D. L. Donoho, and M. A. Saunders, “Atomic Decomposition
by Basis Pursuit,” SIAM Journal on Scientific Computing, vol. 43, pp.
129–159, 2001.
[36] E. J. Candes, M. B. Wakin, and S. P. Boyd, “Enhancing sparsity by
reweighted L1 minimisation,” Journal of Fourier Analysis and Applica-
tions, vol. 14, no. 5, pp. 877–905, 2008.
[37] D. K. Jones, M. A. Horsfield, and A. Simmons, “Optimal strategies
for measuring diffusion in anisotropic systems by magnetic resonance
imaging,” Magnetic Resonance in Medicine, vol. 42, no. 3, pp. 515–525,
1999.
[38] P. a. Cook, Y. Bai, K. K. Seunarine, M. G. Hall, G. J. Parker, and
D. C. Alexander, “Camino: Open-Source Diffusion-MRI Reconstruction
and Processing,” 14th Scientific Meeting of the International Society for
Magnetic Resonance in Medicine, vol. 14, p. 2759, 2006.
[39] G. Puy, P. Vandergheynst, and Y. Wiaux, “On variable density com-
pressive sampling,” IEEE Signal Processing Letters, vol. 18, no. 10, pp.
595–598, 2011.
[40] Z. Wang, S. Member, and G. R. Arce, “Variable density compressed
image sampling,” IEEE Transactions on Image Processing, vol. 19,
no. 1, pp. 264–270, 2010.
[41] A. Daducci, E. J. Canales-Rodriguez, M. Descoteaux, E. Garyfallidis,
Y. Gur, Y. C. Lin, M. Mani, S. Merlet, M. Paquette, A. Ramirez-
Manzanares, M. Reisert, P. R. Rodrigues, F. Sepehrband, E. Caruyer,
J. Choupan, R. Deriche, M. Jacob, G. Menegaz, V. Prckovska, M. Rivera,
Y. Wiaux, and J. P. Thiran, “Quantitative comparison of reconstruction
methods for intra-voxel fiber recovery from diffusion MRI,” IEEE
Transactions on Medical Imaging, vol. 33, no. c, pp. 384–399, 2014.
[42] G. Puy, P. Vandergheynst, R. Gribonval, and Y. Wiaux, “Universal and
efficient compressed sensing by spread spectrum and application to
realistic Fourier imaging techniques,” Journal on Advances in Signal
Processing, no. 1, pp. 1–13, 2012.
[43] G. Puy, J. P. Marques, R. Gruetter, J. Thiran, D. Van De Ville,
P. Vandergheynst, and Y. Wiaux, “Spread Spectrum Magnetic Resonance
Imaging,” Medical Imaging, IEEE Transactions on, vol. 31, no. 3, pp.
586–598, 2012.
[44] P. L. Combettes and J.-C. Pesquet, “Proximal Splitting Methods in
Signal Processing,” in Recherche, N. Y. Springer, Ed. Springer, 2011,
ch. Fixed-Point, pp. 1–25.
[45] S. Zhang, Brady, “Segmentation of brain MR images through a hidden
Markov random field model and the expectation-maximization algo-
rithm,” IEEE Trans Med Imag, vol. 20, no. 1, pp. 45–57, 2001.
[46] M. Jenkinson, C. F. Beckmann, T. E. Behrens, M. W. Woolrich, and
S. M. Smith, “Fsl,” NeuroImage, vol. 62, no. 2, pp. 782–790, 2012.
[47] K. L. Miller and J. M. Pauly, “Nonlinear phase correction for navigated
diffusion imaging,” Magnetic Resonance in Medicine, vol. 50, no. 2, pp.
343–353, 2003.
[48] J. G. Pipe, V. G. Farthing, and K. P. Forbes, “Multishot diffusion-
weighted FSE using PROPELLER MRI,” Magnetic Resonance in
Medicine, vol. 47, no. 1, pp. 42–52, 2002.
[49] J. D. Tournier, F. Calamante, and A. Connelly, “MRtrix: Diffusion
tractography in crossing fiber regions,” International Journal of Imaging
Systems and Technology, vol. 22, no. 1, pp. 53–66, 2012.
[50] I. Aganj, C. Lenglet, G. Sapiro, E. Yacoub, K. Ugurbil, and N. Harel,
“Reconstruction of the orientation distribution function in single- and
multiple-shell q-ball imaging within constant solid angle,” Magnetic
Resonance in Medicine, vol. 64, no. 2, pp. 554–566, 2010.
