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We study a degenerate two-species gas of bosonic atoms interacting through a p-wave Feshbach
resonance as for example realized in a 85Rb-87Rbmixture. We show that in addition to a conventional
atomic and a p-wave molecular spinor-1 superfluidity at large positive and negative detunings,
respectively, the system generically exhibits a finite momentum atomic-molecular superfluidity at
intermediate detuning around the unitary point. We analyze the detailed nature of the corresponding
phases and the associated quantum and thermal phase transitions.
I. INTRODUCTION
A. Background and Motivation
Since the experimental realization of Bose-Einstein
condensation (BEC) in trapped alkali-metal-atom
gases1,2, the resulting burgeoning field of degenerate
atomic gases has seen an ever-expanding research activ-
ity. It has been fueled by the steady advances in new
experimental techniques to control and interrogate the
continually growing class of degenerate atomic systems.
A Feshbach resonance (FR) has been one of these excep-
tionally fruitful experimental“knobs”that lends exquisite
tunability (via magnetic field) of interactions in the ul-
tracold atomic gases. For fermionic trapped gases, it en-
abled a realization of a fermionic atom-paired s-wave su-
perfluidity and exploration of its BEC-BCS crossover and
resonant universality3–21.
Motivated by the demonstration of p-wave FR in 40K
and 6Li, p-wave paired fermionic superfluidity has also
been extensively explored theoretically21–24, predicting
to exhibit an even richer phenomenology. A recent lab-
oratory production of p-wave Feshbach molecules25,26
shows considerable promise toward a realization of p-
wave fermion-paired superfluidity and the associated rich
phenomenology21, though substantial challenges of sta-
bility remain25,27.
The bosonic counterparts have also been extensively
explored and in fact in the s-wave FR case of 85Rb28
predate recent fermionic developments. As was recently
emphasized29–31, in contrast to their fermionic analogs,
which undergo a smooth BEC-BCS crossover, resonant
bosonic gases are predicted to exhibit magnetic-field-
and/or temperature-driven sharp phase transitions be-
tween distinct molecular and atomic superfluid phases.
One serious impediment to a laboratory realization of
this rich physics is the predicted32,33 and observed34 in-
stabilities of a resonantly attractive Bose gas sufficiently
close to a FR. Nevertheless, a number of features of
the phase diagram are expected to be exhibited away
from the resonance and/or reflected in the nonequilib-
rium phenomenology (before the onset of the instability)
of a resonant Bose gas. Furthermore, recent extension
to an s-wave resonant Bose gas in an optical lattice35,36
demonstrated the stabilization through a quantum Zeno
mechanism proposed by Rempe37, which dates back to
Bethe’s38 analysis of the triplet linewidth in hydrogen.
The predictions29–31,35,36 have been supported by recent
density matrix renormalization group39, exact diagonal-
ization41, and quantum Monte Carlo40 studies, as well
extensions to two species41.
Along with the ubiquitous s-wave resonances, recent
experiments on a 85Rb-87Rb mixture have demonstrated
an interspecies p-wave FR at B = 257.8 G42,43. Although
the consequences of this two-body p-wave resonance on
the degenerate many-body state of such a gas mixture
has not been explored experimentally, it provided the
main motivation for our recent46 and present studies. We
note that closely related studies of BEC in p (and higher)
bands in optical lattices have been carried out in Refs. 44,
45.
The rest of the paper is organized as follows. We con-
clude the Introduction with a summary of our main re-
sults and their experimental implications. In Sec. II we
introduce a microscopic two-channel p-wave FR model
for a description of a two-component Bose gas, as for
example realized by a 85Rb-87Rb mixture. Having re-
lated the parameters of the model to two-body scatter-
ing experiments on a dilute gas, in Sec. III we present a
general symmetry-based discussion of phases and associ-
ated phase transitions expected in such an atomic gas at
finite density. In Sec. IV, by minimizing the correspond-
ing imaginary-time coherent state action, we map out a
generic mean-field phase diagram for this system. In Sec.
V, we supplement this Landau analysis with a derivation
of the corresponding Goldstone-mode Lagrangians and
extract from them the low-energy elementary excitations
and dispersions characteristic of each phase. The true
(beyond-mean-field) nature of the quantum and thermal
phase transitions is discussed in Sec. VI. In Sec. VII we
study the topological defects, vortices and domain walls,
in each of the phases. We make a more direct contact
with cold-atom experiments in Sec. VIII by using a lo-
cal density approximation (LDA) to include the effects of
the trapping potential. We close with a brief summary
in Sec. IX.
2B. Summary of results
Before turning to the analysis of the system, we present
the main predictions of our work, a small subset of
which was previously reported in a Letter46. Our key
results are summarized by a FR temperature-detuning
phase diagram, illustrated in Fig. 1, and by the prop-
erties of the corresponding phases and transitions. We
FIG. 1: Schematic temperature-detuning phase diagram for
a balanced two-species p-wave resonant Bose gas. As il-
lustrated, it exhibits atomic (ASF), molecular (MSF), and
atomic-molecular (AMSF) superfluid phases. The AMSF
state is characterized by a p-wave, molecular, and finite-
momentum Q (see Fig. 2) atomic superfluidity.
find that in addition to the normal (i.e., non-superfluid)
high-temperature phase, the p-wave Feshbach-resonant
two-component balanced Bose gas (e.g., equal mixture of
85Rb and 87Rb atoms) generically exhibits three classes of
superfluid phases: atomic (ASF), molecular (MSF), and
atomic-molecular (AMSF) condensates, where atoms, p-
wave molecules, and both are Bose-Einstein-condensed,
respectively. Our most interesting finding is that the
AMSF phase, sandwiched between (large positive detun-
ing) ASF and (large negative detuning) MSF phases, is
necessarily a finite-momentum Q spinor superfluid, akin
to (but distinct from) a supersolid68–71. It is character-
ized by a momentum ~Q, with its magnitude
Q = αm
√
nm ∼
√
γpℓnm .
√
γp/ℓ, (1.1)
tunable with a magnetic field [via FR detuning, ν that
primarily enters through the molecular condensate den-
sity nm(ν)], with α, m, ℓ, and γp, respectively, the FR
coupling, atomic mass, average atom spacing, and a di-
mensionless measure of FR width21.
As illustrated in the phase diagram (Fig. 1), the ASF
appears at a large positive detuning (weak FR attraction)
and low temperature, where one of the three combina-
tions (ASF1, ASF2, ASF12) of the
85Rb and 87Rb atoms
is Bose-Einstein-condensed into a conventional, uniform
superfluid and the p-wave 85Rb-87Rb molecules are en-
ergetically costly and therefore appear only as gapped
excitations.
Νc1 Νc2MSFp AMSFp ASF
Ν
Q0
FIG. 2: (Color online) Schematic momentum Q(ν) character-
istic of the AMSF (polar) state, ranging between zero and the
p-wave FR width-dependent value.
In the complementary regime of a large negative detun-
ing, the attraction between two flavors of atoms is suffi-
ciently strong so as to bind them into tight p-wave hetero-
molecules (e.g., 85Rb-87Rb molecule), which at low tem-
perature condense into a p-wave superfluid, with atoms
in the species-balanced case existing only as gapped ex-
citations. In this tight-binding molecular regime the gas
reduces to a well-explored system of a spinor-1 conden-
sate47–64, with the spinor corresponding to the relative
orbital angular momentum ℓ = 1 of the two constituent
atoms of the p-wave molecule. Thus, for negative detun-
ing we predict the existence of ℓz = 0 “polar” (MSFp)
and ℓz = ±1 “ferromagnetic” (MSFfm) molecular p-wave
superfluid phases, with their relative stability determined
by the ratio a0/a2 of molecular spin-0 (a0) to molecular
spin-2 (a2) scattering lengths. We find that this ratio and
therefore the first-order MSFp-MSFfm transition are, in
turn, controlled with the p-wave FR detuning ν, or equiv-
alently, the atomic p-wave scattering volume v ∼ 1/ν,
tunable with a magnetic field.
We emphasize that (in contrast to the s-wave case29–31)
because a p-wave resonance does not couple a uniform
atomic condensate to the molecular one, a p-wave molec-
ular condensate is not automatically induced inside the
ASF state.
The most distinctive signatures of these superfluids
should be directly detectable via time-of-flight shadow
FIG. 3: (Color online) A cartoon of a p-wave molecule decay-
ing into two oppositely moving species of atoms, illustrating
a resonant mechanism for a finite-momentum Q atomic su-
perfluidity (indicated by wavy lines) in the AMSF phase.
3images, with the ASF exhibiting an atomic condensate
peak and the MSF displaying a p-wave molecular one.
At higher densities in a trap, the bulk phase diagram as
a function of the chemical potential (see Fig. 20 and 21)
translates into shell structure of distinct phases, which
we estimated within the LDA65–67.
In addition to these fairly conventional uniform atomic
and molecular BECs, for intermediate detuning around
a unitary point we predict the existence of AMSFp and
AMSFfm phases, characterized by a finite momentum Q
atomic condensate44,46, that is a superposition of the two
atomic species. Such a generically supersolid state68–71
is always accompanied by a p-wave molecular conden-
sate, concomitantly induced through the p-wave FR in-
teraction. In addition to exhibiting an off-diagonal long-
range order (ODLRO) of an ordinary superfluid the two
AMSFp,fm states (distinguished by the polar versus ferro-
magnetic nature of their p-wave molecular condensates)
spontaneously partially break orientational and transla-
tional symmetries, akin to polar and smectic liquid crys-
tals72 and the putative Fulde-Ferrell-Larkin-Ovchinnikov
states of imbalanced paired fermions73–80.
As illustrated in Fig. 4, in the AMSFp state, Q aligns
along the quantization axis along which the molecular
condensate has a zero projection of its internal ℓ = 1
angular momentum. For the case of the AMSFfm state,
Q lies in the otherwise isotropic plane, transverse to the
p-wave molecular condensate axis, as illustrated in Fig. 5.
In the narrow FR approximation we find that the
AMSFp,fm states are collinear, characterized by a sin-
gle Q of a Fulde-Ferrell-like form73, as opposed to a +Q
and −Q Larkin-Ovchinnikov-like74 or other more com-
plicated crystalline forms, found in imbalanced paired
fermionic systems78–80. However, because the detailed
spatial structure of the AMSFfm (but not the AMSFp
state) sensitively depends on the interactions (since it
spontaneously breaks symmetry transverse to the ℓz = 1
axis), we do not exclude a more general lattice structure
in a more generic beyond-mean-field model, which is best
analyzed numerically.
The phase boundaries between this rich variety of
phases can be calculated for a narrow FR and in a dilute
Bose-gas limit, but are notoriously difficult to estimate
in a strongly interacting system, where they can only be
qualitatively estimated within a mean-field analysis. In
the former case the zero-temperature phase boundaries
are given by critical detunings:
νMSFp−AMSFpc = −
(
g1 + g2 − 2gam + mα
2
~2
)
nm, (1.2a)
νAMSFp−ASFc =
(
2λ− gam + mα
2
2~2
)
na, for g2 < 0,
(1.2b)
with similar expressions for transitions out of the ferro-
magnetic phases, which can be found in Eq. (4.35). Here
gi’s and λi’s are molecular and atomic two-body interac-
tion pseudopotentials, respectively related to the back-
ground molecular (abg0 and a
bg
2 ) and atomic scattering
lengths (abg11, a
bg
22, and a
bg
12).
As any neutral superfluid, ASF, MSF, and AMSF are
each characterized by Bogoliubov modes, illustrated in
Figs. 13, 14, 15, and 16, with long-wavelength acoustic
“sound” dispersions,
EBσ (k) ≈ cσ~k, (1.3)
where cσ (with σ =ASF1,2,12, MSFp,fm, AMSFp,fm) are
the associated sound speeds with standard Bogoliubov
form cσ ≈
√
gσnσ/2m. In each of these SF states one
Bogoliubov mode (and only one in the ASFi states) cor-
responds to the overall condensate phase fluctuations.
In addition, the MSFp exhibits two degenerate “trans-
verse” Bogoliubov orientational acoustic modes. The
MSFfm is also additionally characterized by one “ferro-
magnetic”spin-wave mode, EMSFfmk ∼ k2 and one gapped
mode, consistent with the characteristics of a conven-
tional spinor-1 condensate52,53.
Because MSFp,fm’s are paired MSFs, they also exhibit
gapped single atomlike quasiparticles (akin to Bogoli-
ubov excitations in a fermionic paired BCS state) that
do not carry a definite atom number. These single-
particle excitations are “squeezed” by the presence of
the molecular condensate, offering a mechanism to re-
alize atomic squeezed states81, which can be measured
by interference experiments, similar to those reported in
Ref. 82. The low-energy nature of these single-atom ex-
citations is guaranteed by the vanishing of the gap at
the MSF-AMSF transition at ν
MSFp,fm−AMSFp,fm
c , with
EgapMSF(νc) = 0.
We also note that inside the MSFp,fm, for ν > ν
p,fm
∗ =
−(gp,fm+Cp,fmmα2/~2)nm, where Cp,fm = 2, 1 for polar
and ferromagnetic phases, respectively, the minimum of
the single-atom excitations (that for ν < ν∗ is at k = 0)
shifts to a finite momentum, k ≈ Q. This is a precur-
sor of the atomic gap-closing MSF-AMSF transition at
νMSF−AMSFc , where atoms also Bose condense at finite
momentum Q.
We predict that in addition to the conventional Bogoli-
ubov superfluid mode associated with the phase common
to the atomic and molecular condensates, the AMSF also
exhibits a Goldstone mode corresponding to the fluctu-
ation of a relative phase between the two atomic con-
densate components. Furthermore, a spatially periodic,
collinear AMSF state, characterized by at least ±Q mo-
menta (but not just single Q) further exhibits the con-
densate phonon mode u corresponding to the difference
between phases of the ±Q condensate components, akin
to the Larkin-Ovchinnikov state74,83,84.
For the single Q AMSF states, we predict the smec-
ticlike “phonon” spectra in the polar and ferromagnetic
4cases,
ωAMSFp(k) =
√
(Bk2z +Kk
4
⊥)/χ−, (1.4a)
ωAMSFfm(k) =
√
(Bk2z + k
2(Kxk2x +Kyk
2
y))/χ−,
(1.4b)
as well as the conventional Bogoliubov modes associ-
ated with superfluid order, and an orientational mode
ωγfm, associated with orientational symmetry breaking in
AMSFfm
ω+p(k) =
√
2ρs
χ+m
k, (1.5a)
ωγfm(k) =
√
Jk2
[
Bk2z + k
2(Kxk2x +Kyk
2
y)
]
Jχ−k2 + κ2k2y
, (1.5b)
where B = 2~
2na
m , K = Kx = 2Ky =
~
6
2m3α2 , J =
~
2nm
4m ,
κ =
~
2√nm
αm , and χ
−1
− =
1
2 (λ− λ12).
Having summarized the results of our study, we next
turn to the definition of the two-component p-wave reso-
nant Bose-gas model, followed by its detailed analysis.
II. MODEL
We study a gas mixture of two distinguishable bosonic
atoms (e.g., 85Rb, 87Rb)43, created by field operators
ψ†σ(r) =
(
ψ†1(r), ψ
†
2(r)
)
and interacting through a p-wave
FR associated with a tunable “closed”-channel bound
state. The corresponding p-wave (ℓ = 1) closed-channel
hetero-molecule (e.g., 85Rb-87Rb) is created by a Carte-
sian vector field operator φ†(r) = (φ†x, φ
†
y, φ
†
z), related
to φ†± = (φ
†
x ± iφ†y)/
√
2, φ†z = φ
†
z operators, which create
closed-channel molecules in the ℓz = ±1, 0 eigenstates, re-
spectively. This system is governed by a grand-canonical
Hamiltonian density (with ~ = 1 throughout),
H =
∑
σ=1,2
ψˆ†σεˆσψˆσ + φˆ
† · ωˆ · φˆ+Hbg (2.1)
+
α
2
(
φˆ† ·
[
ψˆ1(−i∇)ψˆ2 − ψˆ2(−i∇)ψˆ1
]
+ h.c.
)
,
where single-particle atomic and molecular Hamiltonians
are given by
εˆσ = − 1
2m
∇
2 − µσ, (2.2a)
ωˆ = − 1
4m
∇
2 − µm, (2.2b)
with the effective molecular chemical potential,
µm = µ1 + µ2 − ν, (2.3)
adjustable by a magnetic-field-dependent detuning ν,
the latter being the rest energy of the closed-channel
molecule relative to a pair of open-channel atoms. For
simplicity we have taken atomic masses to be identical
(a good approximation for the 85Rb-87Rb mixture that
we have in mind) and will focus on the balanced case
of µ1 = µ2 = µ, with µ fixing the total number of
85Rb
and 87Rb atoms, whether in the (open-channel) atomic or
(closed-channel) molecular form. The FR interaction en-
codes a coherent interconversion between a pair of open-
channel atoms 1, 2 (in a singlet combination of 1, 2 labels,
as required by bosonic statistics) and a closed-channel p-
wave molecule, with amplitude α85.
The FR coupling α and detuning ν are fixed experi-
mentally through measurements of the low-energy two-
atom p-wave scattering amplitude25,86,
fp(k) =
k2
−v−1 + 12k0k2 − ik3
, (2.4)
where v is the scattering volume (tunable via magnetic
field dependent detuning ν) and k0 (negative for the FR
case) is the characteristic wave vector21,87,
v−1 = − 6π
mα2
(ν − c1), (2.5a)
k0 = − 12π
m2α2
(1 + c2), (2.5b)
respectively analogous to the scattering length a and the
effective range r0 in s-wave scattering case. In the above
equations, constants c1,2 are determined by the details
of the p-wave interaction at short scales, which in the
pseudopotential model above are given by21
c1 =
mα2
9π2
Λ3, (2.6a)
c2 =
m2α2
3π2
Λ, (2.6b)
where Λ = 2π/d is the inverse size of the closed-channel
molecular bound state, on the order of the interatomic
potential range.
The p-wave resonance and bound-state energy are de-
termined by the poles of fp(k). At low energies (where
ik3 can be neglected) the energy of the pole is given by
Ep =
k2p
2m
≈ − 1
mv|k0| , (2.7)
which is real and negative and thus is a bound-state en-
ergy for v > 0 (negative detuning) and a finite lifetime
resonance for v < 0 (positive detuning).
In the above, for simplicity we have focused on a rota-
tionally invariant FR interaction, with ωˆ and α indepen-
dent of the molecular component i. This is an approxi-
mation for our system of interest, the 85Rb-87Rb mixture,
where, indeed, the p-wave FR around B = 257.8 G42,43
is split into a doublet by approximately ∆B = 0.6 G,
similar to the fermionic case of 40K21,23,25,86. We leave
the more realistic, richer case for future studies.
5The background (nonresonant) interaction density
Hbg = Ha +Hm +Ham (2.8)
is given by
Ha =
∑
σ=1,2
λσ
2
ψˆ†2σ ψˆ
2
σ + λ12ψˆ
†
1ψˆ
†
2ψˆ2ψˆ1, (2.9a)
Hm = g1
2
(φˆ† · φˆ)2 + g2
2
|φˆ · φˆ|2, (2.9b)
Ham =
∑
σ=1,2
gamψˆ
†
σφˆ
† · φˆψˆσ, (2.9c)
where coupling constants λσ, λ12, g1,2, gam are related to
the corresponding background s-wave scattering lengths
(a1, a2, etc.) in a standard way and thus are fixed ex-
perimentally through measurements on the gas in a di-
lute limit3. Correspondingly, we take these background
s-wave couplings to be independent of the p-wave detun-
ing, an approximation that we expect to be quantitatively
valid in the narrow resonance and/or dilute limits con-
sidered here. A miscibility of a two-component atomic
gas requires88
a1a2 > a
2
12 (2.10)
which may be problematic for the case of 85Rb-87Rb due
to the negative background scattering length of 85Rb.
The molecular interaction couplings g1, g2 (set by the
L = 0 and L = 2 channels of p-wave molecule-molecule
scattering), and gam can be derived from a combina-
tion of s-wave atom-atom (λσ) and p-wave FR (α) in-
teractions. We present lowest order of this analysis in
Sec.IVD3, which shows that these parameters can, in
principle, be tuned via a magnetic field through the p-
wave FR detuning ν.
The above two-channel model [Eq. (2.1)] faithfully cap-
tures the low-energy p-wave resonant and s-wave nonres-
onant scattering phenomenology of the 85Rb-87Rb p-wave
Feshbach-resonantmixture43. Its analysis at nonzero bal-
anced atomic densities, which is our focus here, leads to
the predictions summarized in the previous section.
1. Lattice model
As discussed in the Introduction, based on the ex-
perience for the s-wave case29–31,89, it is likely that a
stable realization of the above continuum p-wave res-
onant two-species bosonic model will require an intro-
duction of an optical lattice35,36. This leads to a two-
component atomic Hubbard model, with standard tight-
binding atomic and molecular lattice-hopping kinetic en-
ergies, density-density interactions, and a lattice projec-
tion of the p-wave Feshbach resonant coupling that in a
single-band Wannier basis is given by
HlatticeFRp =
α
2
∑
ri,α
b†αri(a1,ria2,ri−δα − a1,ria2,ri+δα) + h.c.,
(2.11)
where, for example, on a cubic lattice, δα are lattice
vectors. A related finite angular-momentum FR lattice
model was proposed and studied in an interesting paper
by Kuklov44, predicting a robust p-wave atomic conden-
sate in an optical lattice. As usual90, at low lattice filling
this lattice model reproduces the phenomenology of the
continuum model. As an additional qualitative feature,
at commensurate lattice fillings we also expect it to ad-
mit a rich variety of zero-temperature Mott insulating
phases and quantum phase transitions from them to the
superfluid ground states exhibited by the continuum sys-
tem studied here. We leave the detailed analysis of the
lattice model to future studies.
2. Coherence-state formulation of thermodynamics
With the model defined by Hˆ [Eqs. (2.1), (2.8), and
(2.9)], the thermodynamics as a function of the chemi-
cal potential µ (or equivalently total atom density, n),
detuning ν, and temperature T can be worked out in
a standard way by computing the partition function
Z = Tr[e−βHˆ ] (β ≡ 1/kBT ) and the corresponding free
energy F = −kBT lnZ. The trace over quantum me-
chanical many-body states can be conveniently reformu-
lated in terms of an imaginary-time (τ = it) functional
integral over coherent-state atomic, ψσ(τ, r) (σ = 1, 2),
and molecular, φ(τ, r), fields:
Z =
∫
Dψ∗σDψσDφ
∗Dφ e−S , (2.12)
where the imaginary-time action is given by91
S =
∫ β
0
dτ
∫
dr
[
ψ∗σ∂τψσ + φ
∗ · ∂τφ
+H(ψ∗σ, ψσ,φ∗,φ)
]
, (2.13a)
=
∫ β
0
dτ
∫
drL. (2.13b)
The Lagrangian density is given by
6L = ψ∗σ(∂τ −
∇2
2m
− µσ)ψσ + φ∗ · (∂τ − ∇
2
4m
− µm) · φ+ λσ
2
|ψσ|4
+ λ12|ψ1|2|ψ2|2 + gam
(|ψ1|2 + |ψ2|2) |φ|2 + g1
2
|φ∗ · φ|2 + g2
2
|φ · φ|2
+
α
2
(φ∗ · [ψ1(−i∇)ψ2 − ψ2(−i∇)ψ1] + c.c.) . (2.14)
Above (and throughout), the summation over a repeated
index, as for σ in the first term, is implied.
We note that closely related models also arise in com-
pletely distinct physical contexts. These include quan-
tum magnets that exhibit incommensurate spin-liquid
states92 and bosonic atoms in the presence of spin-orbit
interactions93.
The associated coherent-state action S is the basis of
all of our analysis in subsequent sections for the com-
putation of the phase diagram, the nature of the phases
and excitations in each of the corresponding phases of a
p-wave resonant Bose gas.
III. PHASES AND THEIR SYMMETRIES
Before turning to a microscopic analysis, it is instruc-
tive to consider the nature of the expected phases, corre-
sponding Goldstone modes and associated phase transi-
tions based on the underlying symmetries and their spon-
taneous breaking.
The fully disordered symmetric state of our two-
component Bose gas confined inside an isotropic and ho-
mogeneous94 trap exhibits the UN (1)⊗U∆N(1)⊗O(3)⊗
Tr ⊗ T symmetries. The first two U(1) groups are as-
sociated with the total (whether in atomic or molecular
form) atom number N = N1 +N2 + 2Nm and the atom
species number difference ∆N = N1 −N2 conservations.
The O(3) × Tr symmetries correspond to the Euclidean
group of three-dimensional rotations and translations (in
a trap-free case), and T is a symmetry of time reversal.
Since our system is composed of bosonic atoms and
molecules confined to a large trap95, at sufficiently low
temperature we expect it to be a superfluid that in
three dimensions exhibits BEC, characterized by complex
scalar atomic, Ψσ, and/or 3-vector molecular, Φ, order
parameters. Thus, in addition to the high-temperature
normal (non-superfluid) state, where the above order
parameters all vanish and the full symmetry UN (1) ⊗
U∆N(1) ⊗ O(3) ⊗ T ⊗ Tr is manifest96, at low tempera-
ture we expect the system to exhibit three classes of SF
phases,
1. Atomic Superfluid (ASF), Ψσ 6= 0 and Φ = 0,
2. Molecular Superfluid (MSF), Ψσ = 0 and Φ 6= 0,
3. Atomic Molecular Superfluid (AMSF), Ψσ 6= 0 and
Φ 6= 0,
that spontaneously break one or more of the above sym-
metries. Although these phase classes resemble the pre-
viously studied phases of an s-wave Feshbach-resonant
system29–31, as is clear in the following discussion, there
are important qualitative differences.
A. Atomic superfluid phases, ASF
At large positive detuning ν it is clear that the
molecules are gapped and all atoms are in the unpaired
open channel. In this regime, the gapped molecules can
be neglected (or integrated out) and the Hamiltonian
(2.1) reduces to that of two bosonic atom species, that
can exhibit BEC characterized by Ψ1, Ψ2 condensates.
Such a two-component system is characterized by two
types of phase-diagram topologies and has been exten-
sively studied in the statistical physics community101–103.
For a1a2 > a
2
12 it admits three ASF phases,
1. ASF1 (Ψ1 6= 0,Ψ2 = 0),
2. ASF2 (Ψ1 = 0,Ψ2 6= 0),
3. ASF12 (Ψ1 6= 0,Ψ2 6= 0),
with ASF1 and ASF2 separated from ASF12 and the
normal phases by continuous phase transitions driven
by temperature and density, or atomic polarization (or
equivalently the chemical potential imbalance) as illus-
trated in a mean-field phase diagram (Fig. 6). These
phases clearly break U1(1), U2(1), or both of these sym-
metries, respectively, and are therefore expected to ex-
hibit conventional Bogoliubov modes corresponding to
these U(1) symmetries.
Alternatively, for a1a2 < a
2
12, the ASF12 state is un-
stable, with ASF1 and ASF2 separated by a first-order
transition and the associated phase separation visible in
a trap.
We emphasize that, in contrast to the s-wave FR
bosonic system (where atomic condensation necessarily
induces a molecular one, and therefore the ASF phase is
not qualitatively distinct from the s-wave AMSF phase,
being separated from it by a smooth crossover)29–31, for
a p-wave FR, above k = 0 atomic ASF condensates do
not automatically induce a p-wave molecular condensate
since for k = 0 the p-wave FR coupling vanishes. Thus,
the ASF class of phases is qualitatively distinct from the
AMSF class that we discuss below.
7B. Molecular superfluid phases, MSF
In the opposite limit of a large negative detuning,
atoms are gapped, tightly bound into heteromolecules
that at low temperature condense into a p-wave MSF. In
this regime of atomic vacuum, the gas reduces to that of
interacting p-wave molecules, a system quite clearly iso-
morphic to that of the extensively studied F = 1 spinor
condensate51–53,56–61, with the hyperfine spin F here re-
placed by the orbital ℓ = 1 angular momentum of two
constituent atoms.
Like F = 1 spinor condensates, the p-wave MSF can
exhibit two distinct phases depending on the sign of the
renormalized interaction coupling g2 in Eq. (2.9b), or
equivalently the sign of the difference a
(m)
0 − a(m)2 of the
molecular L = 0 and L = 2 channels s-wave scattering
lengths97.
1. Ferromagnetic molecular superfluid, MSFfm
For g2 > 0 the ground state is the so-called “ferro-
magnetic”molecular superfluid, MSFfm, characterized by
an order parameter, Φ = Φfm√
2
(nˆ ± imˆ), with nˆ, mˆ,
ℓˆ ≡ nˆ×mˆ a real orthonormal triad, Φfm a real amplitude,
and the state corresponding to ℓz = ±1 projection of the
internal molecular orbital angular momentum along the ℓˆ
axis. MSFfm spontaneously breaks the time reversal, the
O(3) rotational and the global gauge symmetry UN(1),
the latter corresponding to a total atom number N con-
servation. Inside MSFfm the low-energy order parameter
manifold is that of the O(3) = SU(2)/Z2 group, corre-
sponding to orientations of the orthonormal triad nˆ, mˆ, ℓˆ.
As its hyperfine spinor-condensate cousin, MSFfm, ex-
hibits two gapless Goldstone modes, one linear (∝ k) Bo-
goliubov mode associating with the broken global gauge
symmetry and another quadratic (∝ k2) corresponding
to the ferromagnetic order, with associated spin waves52
reflecting the precessional FM dynamics.
2. Polar molecular superfluid, MSFp
Alternatively, for g2 < 0 the ground state is the so-
called “polar”98 molecular superfluid, MSFp, character-
ized by a (collinear) order parameter, Φ = Φpe
iϕnˆ, with
nˆ a real unit vector, ϕ a (real) phase, and Φp a (real)
order-parameter amplitude, with the state corresponding
to ℓz = 0 projection of the internal molecular orbital an-
gular momentum along nˆ. MSFp clearly spontaneously
breaks rotational symmetry by its choice of the ℓz = 0
quantization axis nˆ and the global gauge symmetry, cor-
responding to a total atom number conservation. The
low-energy order parameter manifold that characterizes
MSFp is given by the coset space (U(1)⊗S2)/Z2, admit-
ting half-integer “charge” vortices61 akin to (but distinct
from) the s-wave MSF29–31.
As we demonstrate explicitly in Sec. V, based on sym-
metry we expect the polar MSFp state to exhibit three
gapless Bogoliubov-like modes. One corresponds to the
breaking of the global atom number conservation and two
are associated with the breaking of rotational O(3) sym-
metry52.
C. Atomic-molecular superfluid phases, AMSF
As detuning is increased from large negative values
of the MSFp,fm phases, for intermediate ν the gap to
atomic excitations decreases, closing at a critical value of
νMSF−AMSFc at which, in addition, an atomic BEC takes
place. General arguments show that this precedes the
atomic condensation in the absence of FR coupling; that
is, νMSF−AMSFc (α) < ν
MSF−AMSF
c (0). The features of this
MSF-AMSF transition and the AMSF phase are derived
from the fact that at these intermediate detuning, the
atomic condensation necessarily takes place at a finite
momentum k = Q, set by a balance of the p-wave FR
hybridization and the atomic kinetic energies.
We emphasize that in contrast to the s-wave Feshbach-
resonant bosons29,30, for which an atomic condensate
necessarily induces a molecular condensate, thereby eras-
ing a qualitative distinction between the AMSF and
ASF states, for the p-wave case, ASF and AMSF phases
are qualitatively distinct29. The latter is ensured by
the momentum-dependent nature of the p-wave coupling
that breaks spatial rotational invariance and vanishes for
Q = 0.
As with other crystalline states of matter73,74,99, the
detailed nature of the resulting AMSF states depends on
the symmetry of the crystalline order, set by the recip-
rocal lattice vectors, Qn, at which condensation takes
place. Determined by a detailed nature of interactions
and fluctuations, typically the nature of crystalline order
is challenging to determine generically. Here we focus on
the collinear states, with a parallel set of Qn = nQ, that
in the present system can be generically shown to be
energetically preferred in the AMSFp state. There are
two possible classes of such collinear states, which are
bosonic condensate analogs of the Fulde-Ferrell (FF)73
and Larkin-Ovchinnikov (LO)74 states, extensively stud-
ied in fermionic paired superconductors and superflu-
ids78–80. The qualitative features of these classes of finite-
momentum superfluids are well captured by two simplest
representative states, one with a single Q and the other
with a pair of ±Q condensate, which we respectively de-
note as “vector”(AMSFv) and “smectic” (AMSFs). With
a choice ofQ the AMSFv,s states both break spatial rota-
tional symmetry. However, they are qualitatively distin-
guished by the AMSFv also spontaneously breaking the
time-reversal symmetry, while remaining homogeneous,
and the AMSFs instead also breaking the translational
symmetry along Q, while remaining symmetric under
the time reversal. Because within a mean-field theory
analysis it is the former, vector state that appears to be
8favored, for simplicity we focus on the single Q AMSF
states.
The nature and symmetries of these AMSF states fur-
thermore qualitatively depends on the parent MSF, with
AMSFfm and AMSFp as two possibilities depending on
the sign of the renormalized interaction coupling g2. In
addition to the symmetries already broken in its MSF
parent, by virtue of atomic condensation the AMSF state
breaks the remaining U∆N(1) global gauge symmetry as-
sociated with the conservation of the difference in atom
species number, ∆N . Other symmetries that it breaks
depend on the detailed structure of the AMSFv,sfm,p states.
1. Polar atomic-molecular superfluid, AMSFp
The AMSFp emerges from the MSFp. As we see in the
next section, in the AMSFp the finite-momentum atomic
condensate orders with Q along the molecular conden-
sate field Φ, and therefore (as illustrated in Fig.4) for
a single Q the vector superfluid does not break any ad-
ditional spatial symmetries. With the molecular quan-
tization axis, Φ locked to the atomic condensate mo-
mentum Q, on general symmetry grounds (simultane-
ous rotations of Φ and Q is a zero-energy Goldstone
mode), we expect and indeed find that (see Sec. VC)
the superfluid phase will be characterized by a smectic99
Goldstone-mode Hamiltonian. The AMSFsp superfluid,
in addition breaks translational symmetry along Φ, with
low-energy fluctuations about this state described by a
smectic phonon u and a superfluid phase ϕ Goldstone
modes.
FIG. 4: (Color online) Schematic of the AMSFp state. The
thick arrow indicates the atomic condensate momentum Q
and the nˆ arrow denotes the quantization axis along which the
projection of molecular internal orbital angular momentum
vanishes.
2. Ferromagnetic atomic-molecular superfluid, AMSFfm
In contrast, a finite-momentum atomic condensation
from the MSFfm leads to the AMSFfm. In this state, a
p-wave Feshbach resonant interaction leads to the ener-
getic preference for a transverse orientation of the atomic
condensate momentum Q to the molecular quantization
axis, ℓˆ = nˆ × mˆ. Consequently, as illustrated in Fig. 5,
the AMSFfm state breaks additional orientational sym-
metry of the uniaxial molecular state in the plane trans-
verse to the molecular quantization axis ℓˆ. That is, the
AMSFfm state is a biaxial nematic superfluid defined by
Q and ℓˆ axes, with the superfluid phase described by
a smectic99 Goldstone-mode Hamiltonian akin to that
of the FF state84. The latter form is enforced by the
symmetry associated with a simultaneous reorientation
of atomic momentumQ and molecular gauge transforma-
tion. The biaxial AMSFsfm superfluid, in addition breaks
translational symmetry alongQ, with low-energy fluctua-
tions about this state described by two Goldstone modes,
which are a smectic phonon u and a superfluid phase ϕ.
FIG. 5: (Color online) Schematic of the AMSFfm state. The
thick arrow indicates the atomic condensate momentum Q,
lying in the plane transverse to the quantization axis ℓˆ, along
which the projection of the molecular internal orbital angular
momentum is ℓz = +1.
IV. MEAN FIELD THEORY
Our main goal in this paper is to establish the phase
diagram and nature of phase transitions exhibited by the
p-wave Feshbach-resonant two-component Bose gas. This
requires a minimization of the free energy which, in the
presence of interactions and fluctuations is a nontrivial
function of a number of systems’ physical parameters.
However, outside the critical region, inside each phase
where fluctuations are small100, we can approximate the
Landau free-energy functional F [Ψσ,Φ] by replacing the
atomic and molecular coherent state fields with the clas-
9sical order parameters, Ψσ(r), Φ(r), that minimize the
action S via the saddle-point method. In the simplest ap-
proximation, the Landau free-energy functional F [Ψσ,Φ]
takes the form identical to H [ψˆσ, φˆ],
F [Ψσ,Φ] =
∫
d3r
[ ∑
σ=1,2
(
Ψ∗σε˜σΨσ +
λ˜σ
2
|Ψσ|4
)
+λ˜12|Ψ1|2|Ψ2|2 + g˜am
(|Ψ1|2 + |Ψ2|2) |Φ|2
+Φ∗ · ω˜ ·Φ+ g˜1
2
|Φ∗ ·Φ|2 + g˜2
2
|Φ ·Φ|2
+
α˜
2
(Φ∗ · [Ψ1(−i∇)Ψ2 −Ψ2(−i∇)Ψ1)] + c.c.)
]
,
(4.1)
with the effective couplings (µ˜σ, µ˜m, λ˜σ, . . . ), which are
functions of the microscopic parameters (µσ, µm, λσ, . . . )
in Eq. (2.1), encoding all the complexity of the fluctua-
tions and interactions on short scales. Though nontriv-
ial, these parameters are, in principle, derivable from the
Hamiltonian. However, we are not concerned with this
aspect of the problem. Instead, our goal is to capture the
qualitative form of the phase diagram, taking fluctuations
into account only when they qualitatively modify the na-
ture of the phases and phase transitions. For simplicity
of notation, we therefore neglect the distinction between
the microscopic and effective couplings, dropping tildes.
A. Order parameters
We begin by introducing order parameters that in
mean-field approximation completely characterize the
states of the system. In contrast to a conventional (s-
wave interacting) Bose gas, anticipating the energetics,
we allow the atomic condensates Ψ1(r) and Ψ2(r) to
be complex periodic functions characterized by momenta
Qn, with the simplest single Q1 = Q form given by
ψ1(r) → Ψ1(r) = Ψ1,QeiQ·r, (4.2a)
ψ2(r) → Ψ2(r) = Ψ2,−Qe−iQ·r, (4.2b)
φ(r) → Φ, (4.2c)
where Φ is a complex 3-vector order parameter charac-
teristic of the ℓ = 1 molecular condensate and the choice
of ±Q momentum relation for the two atomic condensate
fields is dictated by momentum conservation.
More generally, the atomic condensate order parameter
is given by
Ψσ(r) =
(
Ψ1(r)
Ψ2(r)
)
, (4.3a)
=
∑
Qn
(
Ψ1,Qne
iQn·r
Ψ2,−Qne
−iQn·r
)
. (4.3b)
However, as alluded to in the previous section, based on
the energetics of the model, we expect that for most of the
phase diagram a single Qn = Q and double Qn = ±Q
collinear forms of the atomic order parameters are suf-
ficient to capture the ground-state atomic condensates.
The latter LO-like form can equivalently, more simply be
written as
Ψσ(r) = Ψσ,Qe
iQ·r +Ψσ,−Qe−iQ·r, (4.4)
with Ψσ,±Q, Φ, andQ to be determined by the minimiza-
tion of the mean-field free energy. As we demonstrate in
Appendix A, it is the single Q (FF-like) condensate that
is preferred energetically in a mean-field approximation
and is therefore the primary focus of the analysis pre-
sented here.
The molecular condensate complex order parameter Φ
can, in general, be decomposed in terms of orthonormal
real 3-vectors u and v,21
Φ = u+ iv. (4.5)
As we demonstrate explicitly shortly, in this represen-
tation the two possible ℓ = 1 MSFs, ferromagnetic and
polar condensates are described by
u ⊥ v, “ferromagnetic”, ℓz = ±1 condensate, (4.6a)
u ‖ v, “polar”, ℓz = 0 condensate, (4.6b)
where for ferromagnetic state u = v and the polar state
can obviously be equivalently characterized by a vanish-
ing of one (but not both) of u and v. These two molecular
condensate states are the bosonic analogs of the px+ ipy
and px p-wave paired superfluids
21,23.
We next consider the Landau free energy as a function
of these atomic and molecular order parameters and, by
minimizing it for a range of experimentally tunable pa-
rameters, compute the mean-field phase diagram for this
p-wave resonant two-component Bose gas.
B. Atomic Superfluid (ASF)
As is clear from Eqs. (2.3) and (4.1) for large positive
detuning, ν, the molecular chemical potential µm < 0
is negative, with molecules gapped and therefore the
ground state is a molecular vacuum. We can thus safely
integrate out the small Gaussian molecular excitations,
leading to an effective atomic free energy,
Fa[Ψσ] ≈ F [Ψσ, 0]
≈
∫
d3r
[ ∑
σ=1,2
(
Ψ∗σ εˆσΨσ +
λσ
2
|Ψσ|4
)
+λ12|Ψ1|2|Ψ2|2
]
, (4.7)
with coefficients that are only slightly modified from their
bare values in Eq. (4.1). This functional is a special
U(1)⊗U(1) form of a O(N)⊗O(M) model, first studied
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many years ago by Fisher et al. and more recently in
magnetic and many other contexts101–103. This free en-
ergy is clearly minimized by a spatially uniform atomic
order parameter, Ψσ, giving
fasf =F [|Ψσ|, 0]/V (4.8a)
=
∑
σ=1,2
[− µσ|Ψσ|2 + λσ
2
|Ψσ|4
]
+ λ12|Ψ1|2|Ψ2|2
(4.8b)
as the ASF free-energy density.
FIG. 6: Mean-field phase diagram of a p-wave resonant two-
component Bose gas for large positive detuning. Molecules are
gapped, reducing the system to a conventional two-component
Bose gas, for λ1λ2 > λ
2
12 displaying three types of ASF phases.
A minimization of fasf , leads to four states correspond-
ing to condensed and normal (nonsuperfluid) combina-
tions of the two-component Bose gas. For both negative
chemical potentials, µ1 < 0, µ2 < 0, both atoms are in
the noncondensed, normal (N) phase
|Ψ1| = |Ψ2| = 0. (4.9)
On a lattice (e.g., generated by a periodic optical poten-
tial104) at commensurate atom filling, this would corre-
spond to a Mott insulating phase extending down to zero
temperature. In a continuum (e.g., a trap), the normal
state can only be realized by heating the gas above its
degeneracy temperature.
As physical parameters are varied (e.g., a weaker peri-
odic potential, lower temperature, and higher density for
one of the atomic species) for asymmetric mixture (dif-
ferent densities and/or masses), one of the two atomic
chemical potentials, µ1, µ2 can turn positive, leading to
a conventional normal-superfluid transition to ASF1 or
ASF2 states, respectively. The order parameters and
mean-field phase boundaries in each of these conventional
single-component atomic BECs are given by
ASF1: Ψ1 =
√
µ1
λ1
,Ψ2 = 0, for µ1 > 0, µ2 <
λ12
λ1
µ1,
(4.10a)
ASF2: Ψ1 = 0,Ψ2 =
√
µ2
λ2
, for µ2 > 0, µ1 <
λ12
λ2
µ2.
(4.10b)
We note that generically for a symmetric two-component
Bose mixture, these phases will be avoided by symmetry.
Further changes in the system’s parameters, so as to
drive both chemical potentials positive, for λ1λ2 > λ
2
12
leads to ASF1 - ASF12 or ASF2 - ASF12 transitions. The
resulting two-component condensate, ASF12, is charac-
terized by two nonzero atomic condensates and mean-
field phase boundaries given by
ASF12:
Ψ1 =
[
λ2µ1 − λ12µ2
λ1λ2 − λ212
] 1
2
,Ψ2 =
[
λ1µ2 − λ12µ1
λ1λ2 − λ212
] 1
2
,
for µ1 > 0, µ2 > 0,
λ2
λ12
> µ2µ1 >
λ12
λ1
. (4.11)
These classical phase transitions are generically continu-
ous, in the XY universality class, breaking the associated
U(1) symmetries. The N-ASF12 transition only takes
place in a fine-tuned balanced mixture µ1 = µ2 (which is
our primarily focus here) going directly through a tetra-
critical point, µ1 = µ2 = 0. Extensive studies demon-
strate it to be in the decoupled universality class101–103.
For λ1λ2 < λ
2
12, the ASF1 and ASF2 energies cross be-
fore either becomes locally unstable. Consequently, in-
stead of continuous transitions to the ASF12 state, the
two-component ASF12 is absent and the ASF1 and ASF2
phases are separated by a first-order transition, located
at
µ2 =
√
λ2
λ1
µ1 (4.12)
which terminates at a bicritical point. On this critical line
the ASF1 and ASF2 states coexist and spatially phase
separate.
C. Molecular Superfluid (MSF)
In the opposite limit of large negative detuning, that
is, −ν ≫ |µ|, open-channel atoms are gapped and the
ground state is an atomic vacuum. Hence, for µ < 0 the
free energy F [Ψσ,Φ] is minimized by Ψσ = 0 and a uni-
form molecular condensate Φ. The free-energy density
11
then reduces to
fmsf [Φ] = F [0,Φ]/V,
= −µm|Φ|2 + g1
2
|Φ∗ ·Φ|2 + g2
2
|Φ ·Φ|2,
(4.13a)
= −µm(u2 + v2) + g1
2
(u2 + v2)2 +
g2
2
(u2 − v2)2,
(4.13b)
identical to a spinor-1 bosonic condensate, corresponding
to the ℓ = 1 molecular Bose gas. Thus, the thermody-
namics and low-energy excitations of the MSF are iso-
morphic to that of the well-studied spin-1 Bose-Einstein
condensate52,53.
The minimization of fmsf [Φ] then leads to two super-
fluid phases, the MSFp for g2 < 0 and the MSFfm for
g2 > 0 molecular condensates. For the polar MSF, the
order parameter is given by
Φ =
√
µm
g1 + g2
nˆ = Φpnˆ, for g2 < 0, (4.14)
spanning the [U(1) × S2]/Z2 manifold of degenerate
ground states. For the ferromagnetic MSF, we instead
find
Φ =
√
µm
2g1
(nˆ+imˆ) =
Φfm√
2
(nˆ+imˆ), for g2 > 0, (4.15)
spanning the SO(3) manifold of states. In the above
equation, nˆ, mˆ, lˆ ≡ nˆ × mˆ is an orthonormal triad and
Φp,fm are complex order-parameter amplitudes, breaking
the SO(3) × UN (1) symmetry of the disordered phase.
For finite T the N-MSF transitions are in the well-studied
universality class of a complex O(3) model52. The MSFp
and MSFfm are separated by a first-order transition, at
g2 = 0 in mean-field approximation.
D. Atomic Molecular Superfluid (AMSF)
For the intermediate detuning, we consider a condensa-
tion of both atoms and molecules, for generality allowing
atoms to condense at a nonzero momentum. The latter
is motivated by the discussion in the Introduction of the
p-wave atom-molecule Feshbach coupling, which drives
such finite momentum atom condensation44,46.
To analyze the phase boundaries and the behavior of
the order parameters in the AMSF phase, it is conve-
nient to approach the AMSF state from the MSF phase
at negative detuning, where molecular condensate is well
formed, and study the atomic condensation upon the in-
crease of the detuning and of the atomic chemical poten-
tial.
We focus on the simpler case of a single momentum,
Q atomic condensate, that we also later find to be the
preferred form of the AMSF state. We relegate to Ap-
pendix A the conceptually straightforward, but techni-
cally slightly involved, analysis of the more general ±Q
momenta state.
Using the order parameter form from
Eqs. (4.2a), (4.2b), and (4.2c) inside the mean-field
free-energy density famsf = F [Ψσ,Φ]/V = fQ + fmsf , we
obtain
fQ = εQ
(
Ψ∗1,QΨ1,Q +Ψ
∗
2,−QΨ2,−Q
)−∆QΨ∗1,QΨ∗2,−Q −∆∗QΨ1,QΨ2,−Q
+
λ1
2
|Ψ1,Q|4 + λ2
2
|Ψ2,−Q|4 + λ12|Ψ1,Q|2|Ψ2,−Q|2, (4.16)
where εQ =
Q2
2m −µ+ gam|Φ|2, ∆Q = αΦ ·Q ≡ |∆Q|eiϕ0 ,
and for simplicity we specialized to a balanced mixture
set by µ1 = µ2 = µ. To determine the nature of the
atomic condensate in the AMSF state, we diagonalize
the quadratic part of the free-energy density, f0Q with a
unitary transformation U0,
U0 =
1√
2
(
eiϕ0 −eiϕ0
1 1
)
, (4.17)
obtaining
f0Q =
(
Ψ∗1,Q Ψ2,−Q
)( εQ −∆Q
−∆∗Q εQ
)(
Ψ1,Q
Ψ∗2,−Q
)
,
(4.18a)
=
(
Ψ∗− Ψ+
)
Q
U †0
(
εQ −∆Q
−∆∗Q εQ
)
U0
(
Ψ−
Ψ∗+
)
Q
,
(4.18b)
= ǫ+Q|Ψ+|2 + ǫ−Q|Ψ−|2, (4.18c)
where(
Ψ−
Ψ∗+
)
Q
= U †0
(
Ψ1,Q
Ψ∗2,−Q
)
=
1√
2
(
e−iϕ0Ψ1,Q +Ψ∗2,−Q
−e−iϕ0Ψ1,Q +Ψ∗2,−Q
)
,
(4.19)
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and
ǫ+Q = εQ + |∆Q|, ǫ−Q = εQ − |∆Q|. (4.20)
Expressing the quartic terms of the free-energy density in
terms of the diagonalized atomic condensate fields, Ψ±,
we find
|Ψ1,Q|4 = 1
4
(
|Ψ+|4 + |Ψ−|4 + 4|Ψ+|2|Ψ−|2 + (Ψ+Ψ−)2 + (Ψ∗+Ψ∗−)2
−2|Ψ+|2(Ψ+Ψ− +Ψ∗+Ψ∗−)− 2|Ψ−|2(Ψ+Ψ− +Ψ∗+Ψ∗−)
)
, (4.21a)
|Ψ2,−Q|4 = 1
4
(
|Ψ+|4 + |Ψ−|4 + 4|Ψ+|2|Ψ−|2 + (Ψ+Ψ−)2 + (Ψ∗+Ψ∗−)2
+2|Ψ+|2(Ψ+Ψ− +Ψ∗+Ψ∗−) + 2|Ψ−|2(Ψ+Ψ− +Ψ∗+Ψ∗−)
)
, (4.21b)
|Ψ1,Q|2|Ψ2,−Q|2 = 1
4
(|Ψ+|4 + |Ψ−|4 − (Ψ+Ψ−)2 − (Ψ∗+Ψ∗−)2) . (4.21c)
Since ǫ−Q < ǫ
+
Q, the MSF-AMSF transition takes place
at ǫ−Q = 0, tuned to this point by the FR detuning,
ν → νMSF−AMSFc . At higher detuning, ν > νMSF−AMSFc ,
a finite momentum Q atomic condensate develops, char-
acterized by a nonzero order parameter Ψ− 6= 0, and
Ψ+ = 0. From the latter condition, we deduce that
Ψ∗2,−Q = e
−iϕ0Ψ1,Q, (4.22)
and
Ψ− =
√
2e−iϕ0Ψ1,Q, (4.23)
leading to a considerable simplification of the AMSF Lan-
dau free-energy density,
famsf = ǫ
−
Q|Ψ−|2 +
1
2
λ|Ψ−|4
−µm|Φ|2 + g1
2
|Φ∗ ·Φ|2 + g2
2
|Φ ·Φ|2, (4.24)
where λ = 14 (λ1 + λ2 + 2λ12). The minimization of
famsf [Ψ−,Φ] over the order parameters and the atomic
momentum Q is straightforward. The optimum |Q0| =
Q0 is given by
∂famsf
∂Q
= 0, (4.25)
and leads to
Q0 = αm
[
(u2 − v2) cos2 θQ + v2
]1/2
, (4.26)
with θQ the angle between Q0 and u. Without loss of
generality, taking u > v and putting Q0 back into the
free energy shows that famsf is minimized by θQ = 0,
that is, by Q0 aligned along the longest of the u and v
components, giving
Q0 = αmu ≈ αm√nm. (4.27)
Thus, as illustrated in Fig. 2, the momentum Q0 is at
its maximum value near the MSF-AMSF phase bound-
ary and decreases continuously to zero with the molecu-
lar condensate nm at the AMSF-ASF transition, tunable
with a magnetic field via detuning, ν.
As in the treatment of the MSF phases, it is convenient
to express the free energy in terms of the magnitudes of
the real, u, and imaginary, v, vector components of Φ.
Minimizing it over Ψ−, we obtain
famsf = − 1
2λ
(
µ+
mα2
2
u2 − gam(u2 + v2)
)2
− µm(u2 + v2) + g1
2
(u2 + v2)2 +
g2
2
(u2 − v2)2,
(4.28)
with the atomic condensate given by
|Ψ−| =
[(
µ+
mα2
2
u2 − gam(u2 + v2)
)
/λ
]1/2
. (4.29)
Minimization of famsf with respect to u and v gives a
number of solutions. In addition to the normal (Ψ− = 0,
Φ = u = v = 0) and the ASF (Ψ− 6= 0, Φ = u = v = 0)
phases, we find the AMSFp (Ψ− 6= 0, u 6= 0, v = 0)
and the AMSFfm (Ψ− 6= 0, u > v 6= 0) phases that
are the descendants of the MSFp and MSFfm molecular
condensates.
1. Polar AMSF: AMSFp
A straightforward minimization of famsf [u, v],
Eq.(4.28) for g2 < 0 leads to the AMSFp phase,
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FIG. 7: (Color online) Schematic atomic (thick) and molec-
ular (thin) order parameters versus the FR detuning ν for
the polar phase, with νc1 = ν
MSFp−AMSFp
c and νc2 =
ν
AMSFp−ASF
c .
characterized by order parameters,
up =
√
λµm − g˜amµ
λ(g1 + g2)− g˜2am
, vp = 0, (4.30a)
|Ψ−,p| =
√
(g1 + g2)µ− g˜amµm
λ(g1 + g2)− g˜2am
, (4.30b)
where g˜am = gam−mα2/2. The phase boundaries corre-
sponding to the MSFp - AMSFp and AMSFp - ASF tran-
sitions are also easily worked out (set by the vanishing of
the atomic and molecular condensates, respectively) and
are given by
νMSFp−AMSFpc = − (g1 + g2 − 2g˜am)nm, (4.31a)
≈ −1
2
(g1 + g2 − 2g˜am)n, (4.31b)
νAMSFp−ASFc = (2λ− g˜am)na, (4.31c)
≈ (2λ− g˜am)n, (4.31d)
where we used µm = 2µ− ν = (g1 + g2)nm and µ = λna
to eliminate the molecular and atomic chemical poten-
tials in favor of the molecular condensate nm, the atomic
condensate na, and the detuning ν. We also used the
fact that at low temperature and for weak interactions,
nm ≈ n/2 and na ≈ n in the MSF and ASF, respectively.
It is clear from Fig. 8 (a) and Eq.(4.30b) for Ψ−,p that
the condition
λ(g1 + g2)− g˜2am > 0 (4.32)
is necessary for the stability of AMSFp. We observe
that in addition to setting the value of the finite mo-
mentum, Q0 of the atomic condensate, the p-wave FR
coupling, α, expands the stability of the AMSF phase.
Within the mean-field approximation, the MSFp-AMSFp
and AMSFp-ASF transitions are of second order. This
will be qualitatively modified, as we see when we discuss
fluctuation effects in Sec.VI.
FIG. 8: Mean-field phase diagrams for polar phase as a func-
tion of atomic and molecular chemical potentials, µa, µm,
respectively. The ferromagnetic phase is similar but with dif-
ferent parameters. (a) For λ(g1 + g2) − g˜
2
am > 0, all three
superfluid phases—ASF, AMSF, and MSF—appear and are
separated by continuous phase transitions (thick black lines).
(b) For λ(g1+g2)− g˜
2
am < 0, AMSF is unstable, and the ASF
and MSF are separated by a first-order transition (hatched
double line).
For λ(g1+ g2)− g˜2am < 0 [Fig. 8 (b)], the AMSFp state
is unstable, replaced by a direct first-order ASF-MSFp
transition. The corresponding phase boundary is given
by the degeneracy condition of the ASF and MSFp free
energies
fasf = −µ
2
2λ
= − µ
2
m
2(g1 + g2)
= fmsfp. (4.33)
2. Ferromagnetic AMSF: AMSFfm
A minimization of the free energy, famsf [u, v] for a
range of couplings shows that for intermediate detuning,
the low-temperature state is the ferromagnetic AMSFfm,
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characterized by
ufm =
√
2λg2µm − g2amµm − (g1 + g2)g˜amµ+ (g1 − g2)gamµ+ gamg˜amµm
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 , (4.34a)
vfm =
√
2λg2µm − g˜2amµm − (g1 + g2)gamµ+ (g1 − g2)g˜amµ+ gamg˜amµm
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 , (4.34b)
|Ψfm| =
√
g2(4g1µ− 4gamµm +mα2µm)
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 . (4.34c)
u
v
ÈYÈ
Νc1 Νc2MSFfm AMSFfm AMSFp ASFΝc3
Ν
F=u+iv, Y
FIG. 9: (Color online) Schematic atomic (thick) and molecu-
lar (thin and dashed) order parameters versus the FR detun-
ing ν for ferromagnetic phases. The AMSFfm-AMSFp phase
transition at νc2 leads to kinks (change in slope) in the molec-
ular (u) and atomic (Ψ) order parameter, later indicated by
a black dot. Without loss of generality we choose the nˆ axis
(component of u) to lie along Q0. The critical detunings are
denoted by νc1 = ν
MSFfm−AMSFfm
c , νc2 = ν
AMSFfm−AMSFp
c ,
and νc3 = ν
AMSFp−ASF
c .
The behavior of these order parameters as a function
of detuning, ν, is illustrated in Fig. 9. With increas-
ing detuning, the component v (being smaller than u)
vanishes first, signaling a transition of the ferromagnetic
AMSFfm to the polar AMSFp state. Depending on the
value of other parameters, upon further increase of ν the
system either continuously transitions at ν
AMSFp−ASF
c to
one of the three ASF states or undergoes a first-order
AMSFfm-ASF transition with u discontinuously jumping
to zero when v vanishes. As we discuss in Sec.V, on gen-
eral grounds, beyond the mean-field approximation, we
expect the transitions from such smectic like superfluid
phases (AMSFp,fm) to homogeneous and isotropic ASF
states to be driven first-order by fluctuations.
The detuning phase boundaries corresponding to the
MSFfm - AMSFfm and the AMSFfm - AMSFp transitions,
determined by a vanishing of the atomic and the v (trans-
verse to Q0) component of the molecular condensates,
respectively, are given by
νMSFfm−AMSFfmc = −
(
g1 − 2gam +mα2/2
)
nm, (4.35a)
≈ −1
2
(
g1 − 2gam +mα2/2
)
n, (4.35b)
νAMSFfm−AMSFpc =
8λg2 + gam
(
2mα2 − 4g2
)−mα2 (g1 − g2 +mα2)
4g2 + 2mα2
na. (4.35c)
As with the polar state, the stability of the AMSFfm
is dictated by a condition on the interaction couplings,
given by
4λg1g2 − 4g2gamg˜am − (g1 + g2)(mα2/2)2 > 0. (4.36)
In the opposite regime of 4λg1g2 − 4g2gamg˜am − (g1 +
g2)(mα
2/2)2 < 0 [Fig. 8 (b)], the AMSFfm state is un-
stable, replaced by a direct first-order MSFfm-ASF tran-
sition. The corresponding phase boundary is given by
the degeneracy condition of the ASF and MSFfm free en-
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Ν
Q0
FIG. 10: (Color online) Schematic detuning dependence of
the momentumQ0 of the atomic condensate starting with the
MSFfm, with νc1 = ν
MSFfm−AMSFfm
c , νc2 = ν
AMSFfm−AMSFp
c ,
and νc3 = ν
AMSFp−ASF
c .
ergies,
fasf = −µ
2
2λ
= −µ
2
m
g1
= fmsffm . (4.37)
3. Renormalized molecular interactions couplings
We conclude this section by noting that near a FR
the microscopic pseudopotentials gi, λi are modified by
quantum fluctuations, replaced by corresponding experi-
mentally determined scattering lengths. To lowest order
(Born approximation, valid at low densities) in the FR
coupling α, the diagrammatic corrections illustrated in
Figs. 11 and Fig. 12 are given by
FIG. 11: A lowest-order diagrammatic correction to molecular
interaction coupling gi.
δgR1 =
m4α4Λ2
π4
(
− 2π
2
15mΛ
+
abg
9π
− mα
2
16
(0.468)
)
,
(4.38a)
δgR2 =
m4α4Λ2
π4
(
− π
2
15mΛ
− mα
2
16
(0.0489)
)
, (4.38b)
where abg = a1 + a2 + 2a12, the scattering lengths are
defined by a standard relation, λσσ′ =
4pi~2aσσ′
m , and
Λ ≈ 2π/d is the ultraviolet cutoff set by the interatomic
FIG. 12: Next-lowest-order diagrammatic corrections to
molecular interaction couplings gi.
potential range. In the large Λ limit, δgRi reduce to
δgR1 ≃
m4α4Λ2
π4
(
abg
9π
− mα
2
16
(0.468)
)
, (4.39a)
δgR2 ≃ −
m5α6Λ2
(2π)4
(0.0489). (4.39b)
This two-loop approximation (though valid only in the
narrow FR limit), which finds δgR2 < 0, suggests that in
the broad-resonance limit it is the MSFp that prevails.
More generally, the importance of these fluctuation
corrections to molecular interactions is that they pro-
vide a mechanism to tune and, in principle, even change
the sign of the effective g2, thereby allowing a detuning-
driven MSFp-MSFfm transition.
V. ELEMENTARY EXCITATIONS
Having established the existence of a variety of super-
fluid ground states, we now turn our attention to the
nature of low-energy excitations in each of these phases.
As long as fluctuations remain finite for a range of a sys-
tem’s parameters, the phases detailed in the previous sec-
tion are self-consistently guaranteed to be stable in these
regimes and to retain their qualitative form.
We study quantum fluctuations within each of the
ASF, MSF and AMSF classes of phases established
above. To this end we expand the atomic and molecu-
lar bosonic operators around their mean-field condensate
values Ψσ, Φ,
ψσ = Ψσ + δψσ, (5.1a)
φi = Φi + δφi, (5.1b)
where δψσ (σ = 1, 2) are fluctuation fields for atoms of
flavors 1 and 2, respectively, and δφi (i = x, y, z) are
triplet of the ℓ = 1 molecular fluctuation fields.
For some of the analysis it is convenient to work in
momentum space,
δψσ =
1√
V
∑
k
aσ,k e
ik·r, (5.2a)
δφi =
1√
V
∑
k
bi,k e
ik·r. (5.2b)
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Using the above momentum representation inside the
Hamiltonian [Eq. (2.1)] and expanding to second order
in the fluctuations operators aσ,k, bi,k, we obtain H =
Hmft[Ψσ,Φ] +Hf , with
Hf =
∑
k
[ ∑
σ=1,2
(
1
2
ε˜σ,k+Qσa
†
σ,k+Qσ
aσ,k+Qσ + λ˜σaσ,−k+Qσaσ,k+Qσ
)
+ t1a
†
1,k+Qa2,k−Q + t2,k+Qa1,k+Qa2,−k−Q
+
∑
i=x,y,z
(
1
2
ω˜i,kb
†
i,kbi,k + δibi,−kbi,k
)
+
1
2
∑
i,j=x,y,z
i6=j
(
gijb
†
j,kbi,k + γijbi,−kbj,k
)
−
∑
σ
ασ,k · b†kaσ,k+Qσ + h.c.
]
, (5.3a)
≡
∑
k,α,β
c†α,kh˜
αβ
k cβ,k (5.3b)
where h˜αβk is a Bogoliubov Hamiltonian matrix defined
by matrix elements
ε˜σ,k = ǫk − µσ + 2λσ|Ψσ|2 + λ12|Ψσ|2 + gam|Φ|2,
(5.4a)
ω˜i,k =
1
2
ǫk − µm + g1|Φ|2 + (g1 + 2g2)|Φi|2,
+ gam(|Ψ1|2 + |Ψ2|2), (5.4b)
λ˜σ =
1
2
λσΨ
∗2
σ , (5.4c)
t1 = λ12Ψ1Ψ
∗
2, (5.4d)
t2,k = λ12Ψ
∗
1Ψ
∗
2 − αΦ∗ · k, (5.4e)
δi =
1
2
g1Φ
∗
iΦ
∗
i +
1
2
g2Φ
∗ ·Φ∗, (5.4f)
gij = g1Φ
∗
iΦj + 2g2Φ
∗
iΦj, (5.4g)
γij =
1
2
g1Φ
∗
iΦ
∗
j , (5.4h)
ασ=(1,2),k = ±αΨσ,Qσ(Qσ − k/2), (5.4i)
ǫk =
k2
2m , 1 = 2, 2 = 1, and we suppressed theQ subscript
on the atomic condensate order parameter, Ψσ,Q. The
ten-dimensional bosonic Nambu spinor cα,k is given by
cα,k ≡
(
aσ,k+Qσ , bi,k, a
†
σ,−k+Qσ , b
†
i,−k
)
. (5.5)
A diagonalization of this ten-dimensional Bogoliubov
Hamiltonian, preserving bosonic commutation relations
of the cα,k components gives the spectrum of the five
modes throughout the phase diagram. This can be done
numerically, but is not very enlightening. Instead, we
study the problem one phase at a time, which allows a
significantly more revealing solution of the problem.
A. ASF phases
In the simplest limit of a large positive detuning,
ν > νAMSF−ASF, the molecules are gapped, one or both
species of the atoms are condensed at zero momentum,
Q = 0, and the system is in the ASF phases. As discussed
in Sec. III, these are conventional well-studied superflu-
ids, characterized by one Bogoliubov mode for each of
the atomic U(1) symmetry that is broken. In the ASF
phases Φ = 0, the three molecular modes are gapped
and can therefore be integrated out (adiabatically elim-
inated). Away from the transition, this leads to only
a small renormalization (that we will neglect) of effec-
tive parameters in the resulting Hf . From Eq. (5.3a)
the atomic sector of the Bogoliubov Hamiltonian is then
given by
HASFσf =
∑
k
[ ∑
σ=1,2
(
1
2
ε˜σ,ka
†
σ,kaσ,k + λ˜σaσ,−kaσ,k
)
+ t1a
†
σ,kaσ,k + t2,kaσ,−kaσ,k
]
+ h.c.. (5.6)
1. ASFσ: single atomic species BEC
In the regime where only a single atomic species of
ψ1,2 condenses (i.e., Ψσ 6= 0,Ψσ = 0), the system is
in an ASFσ phase. Standard analysis then leads to a
conventional, gapless atomic Bogoliubov sound mode for
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species σ
E
(a)
kσ =
√
k2
2m
( k2
2m
+ λσn
)
, (5.7a)
≈ cak, (5.7b)
with ca ≈
√
λσn
2m , and a gapped atomic mode for the
complementary atomic species σ:
E
(a)
kσ ≃
k2
2m∗−
− µσ + λ12n
2
(5.8)
where n2 ≃ n1 = n2 for a balanced case. Above, the
coupling parameters are those from Eq. (4.1), with Φ =
Ψσ = 0, andm
∗
± are effective atomic masses renormalized
by interaction
1
m∗+
=
1
m
+
3nα2
2(ν − λn+ gam2 n)
, (5.9a)
1
m∗−
=
1
m
− 3nα
2
4(ν − λn+ gam2 n)
. (5.9b)
The remaining three molecular-like modes (corrected by
coupling to atoms) are gapped and in a k → 0 limit are
given by
E
(m)
k1 = E
(m)
k2 =
k2
4m
+ ν − λσ
2
n+
gam
2
n− µσ, (5.10a)
E
(m)
k3 ≃
k2
4m∗+
+ ν − λσ
2
n+
gam
2
n− µσ. (5.10b)
Ek1
HaL
Ek2
HaL
Ek1,2
HmL
Ek3
HmL
k
Eex
FIG. 13: Schematic ASF single BEC (ASFσ) excitation spec-
trum. The lowest curve is the atomic Bogoliubov mode and
the upper curves are gapped atomic (thin) and molecular
(thick) modes.
2. ASF12: double atomic species BEC
In the regime where both atomic species of ψ1,2 con-
dense, that is, Ψ1,2 6= 0, the system is in a two-species
ASF12 phase. Standard analysis, consistent with two
U(1) symmetries spontaneously broken, then leads to two
gapless atomic Bogoliubov sound modes for species 1 and
2. Together with the gapped molecular excitations this
leads to spectra of the five modes:
E
(a12)
k1 =
√
k2
2m
( k2
2m
+ 2λn
)
, (5.11a)
E
(a12)
k2 ≃ c(a12)k, (5.11b)
E
(m12)
k1 = E
(m12)
k2 =
k2
4m
+ ν − 2λn+ gamn, (5.11c)
E
(m12)
k3 ≃
k2
4m∗
+ ν − 2λn+ gamn, (5.11d)
where for E
(a12)
k2 and E
(m12)
k3 we took k → 0 and α → 0
limit and defined the sound velocity and effective atomic
mass:
c(a12) =
√
(λ− λ12)n
m
− 3nα
2
√
(λ− λ12)mn
4(ν − 2λn+ gamn) , (5.12a)
1
m∗
=
1
m
+
3(ν − (λ+ λ12)n+ gamn)nα2
(ν − 2λn+ gamn)2 . (5.12b)
E
(a12)
k1 and E
(a12)
k2 are atomlike, gapless, in-phase and out-
of-phase modes, respectively. E
(a12)
k2 and E
(m12)
k3 are mod-
ified by the FR interaction between atoms and molecules.
The ASF-AMSF phase boundary is determined by the
point where the molecular gap
EASFgap = ν − 2λn+ gamn (5.13)
closes, and is consistent with the critical detuning deter-
mined by the development of the molecular order param-
eter that we found in Sec. IV.
Ek1
Ha12L
Ek2
Ha12L
Ek1, 2
Hm12L
Ek3
Hm12L
k
Eex
FIG. 14: Schematic ASF double BEC (ASF12) excitation
spectrum. There are two gapless atomic Bogoliubov modes
(thin) as well as three gapped molecular modes (thick).
B. MSF phases
In the opposite limit of a large negative detuning,
ν < νMSF−AMSF both atomic species are gapped, Ψσ = 0,
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and p-wave molecules are condensed into one of the two
(ℓ = 1) ℓz = 0 MSFp and ℓz = ±1 MSFfm, isomorphic to
spinor-1 condensates with well-studied properties52,57,59.
To see this, we note that the atomic Bogoliubov exci-
tations are gapped and can therefore be integrated out.
Away from the transition, they lead to only a small renor-
malization of effective parameters. Neglecting these small
effects, the vanishing of ασ,k = ±αΨσ,Qσ (Qσ − k/2) = 0
decouples the Hamiltonian, Hf = Ha +Hm into atomic
and molecular parts, that then are straightforwardly di-
agonalized.
The atomic sector, Ha is of standard Bogoliubov form,
simplified to a 2× 2 form by t1 = λ˜σ = 0 inside the MSF
phases, leading to the atomic excitation spectrum, that
for the symmetric case of µ1 = µ2 ≡ µ is given by
EMSFa,k =
√
(ε˜k + |αΦ · k|)(ε˜k − |αΦ · k|), (5.14)
where ε˜k = k
2/2m− µ+ gam|Φ|2.
One key observation is that already inside the MSF
phases the atomic spectrum, EMSFa,k (degenerate for σ =
1, 2 species) develops a minimum at a nonzero momen-
tum kmin = Qp,fm, with the corresponding atomic gap
minimum, E
MSFp,fm
a,gap , given by a value dependent on the
nature of the MSFp,fm phase.
1. MSFp state : g2 < 0
As analyzed in Sec. IV, the MSFp phase is defined by
a molecular condensate order parameter, which can be
taken to be a three-dimensional real vector, Φ = u =
Φpnˆ, with nm = |Φp|2. In terms of the molecular con-
densate density nm ≈ n/2 the atomic chemical potential
for the symmetric case, µ1 = µ2 = µ is given by
µ =
1
2
(µm + ν) =
1
2
((g1 + g2)nm + ν) , (5.15)
controlled by the FR detuning, ν.
For this symmetric case µ1 = µ2 = µ (easily general-
izable for the asymmetric, imbalanced case), the atomic
spectrum minimum is characterized by
kmin = Qp,
= αm
√
nm, (5.16a)
E(MSFp,a)gap = −µ+ gamnm −
mα2nm
2
, (5.16b)
where in an isotropic trap the orientation of kmin is spon-
taneously chosen. The MSFp-AMSFp phase transition
boundary is set by the closing of this atomic gap and is
given by
νMSFp−AMSFpc = −
(
g1 + g2 − 2gam +mα2
)
nm. (5.17)
Reassuringly, this is identical to the critical detuning
for this phase boundary, which we obtained in Sec. IV
from the value of detuning at which the finite-momentum
atomic order-parameter became nonzero.
The diagonalization of molecular part Hm is also
straightforward, and is identical to the case of the spinor-
1 condensates52,57,59, with effective parameters of our
physically distinct, p-wave resonant scalar Bose gas. Sub-
stituting characteristics of the polar phase MSFp (order
parameters, µ, µm ≈ (g1 + g2)nm, g2 < 0, etc. from
above) into Hm, we obtain
HMSFpm =
∑
k
[(
1
2
ǫk + (g1 + g2)nm
)
b†‖,kb‖,k
+
(
1
2
ǫk + |g2|nm
)
b
†
⊥,k · b⊥,k
+
(
1
2
(g1 + g2)nmb‖,−kb‖,k
+
1
2
g2nmb⊥,−k · b⊥,k + h.c.
)]
, (5.18)
where b⊥,k are two degenerate transverse (to Qp) molec-
ular modes. This leads to three Bogoliubov-type disper-
sions,
E
MSFp
‖,k =
1
2
√
ǫ2k + 4(g1 + g2)nmǫk, (5.19a)
≃
√
(g1 + g2)nm
2m
k, (5.19b)
E
MSFp
⊥,k =
1
2
√
ǫ2k + 4|g2|nmǫk, (5.19c)
≃
√
|g2|nm
2m
k, (5.19d)
where the longitudinal mode, E
MSFp
‖,k describes the con-
ventional MSF phase fluctuations and the doubly degen-
erate transverse mode, E
MSFp
⊥,k is the dispersion for the
ℓ = 1 molecular orientational spin-waves. From the sec-
ond set of k → 0 expressions we read off the correspond-
ing phase and spin-wave velocities, given by
c
MSFp
‖ =
√
(g1 + g2)nm
2m
, (5.20a)
c
MSFp
⊥ =
√
|g2|nm
2m
. (5.20b)
2. MSFfm state : g2 > 0
Inside the MSFfm state, the molecular condensate or-
der parameter is given by Φ = Φfm√
2
(nˆ + imˆ), expressed
in terms of an orthonormal triad, nˆ × mˆ = ℓˆ. From
the earlier mean-field analysis, the molecular condensate
density is given by nm = |Φ|2 = µm/g1, leading for the
symmetric case, µ1 = µ2 = µ
µ =
1
2
(g1nm + ν) . (5.21)
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FIG. 15: Schematic excitation spectrum for the MSFp. The
doubly degenerate atomic spectrum (upper thin curve) ex-
hibits a minimum gap at nonzero k, a precursor of finite-
momentum atomic condensation inside the AMSFp. The
molecular spectra (thick curves), one longitudinal (lowest)
and two degenerate transverse (middle) modes, are of Bo-
goliubov type.
To lowest order, the atomic spectrum inside MSFfm has
identical structure as that of the MSFp state [Eq. (5.19)],
but with the replacement g1 + g2 → g1 and α2 → α2/2,
kmin = Qfm,
=
1√
2
αm
√
nm, (5.22a)
E(MSFfm,a)gap = −µ+ gamnm −
mα2nm
4
. (5.22b)
The MSFfm-AMSFfm phase transition boundary is deter-
mined by the vanishing of the atomic gap, and is given
by
νMSFfm−AMSFfmc = −
(
g1 − 2gam + 1
2
mα2
)
nm, (5.23)
identical to the critical detuning obtained from mean-
field theory for the order parameter in Sec. IV.
Using the above parameters characteristic of the
MSFfm phase inside Hm, the molecular sector of the
Hamiltonian reduces to
HMSFfmm =
∑
k
[
(
1
2
ǫk + 2g2nm)b
†
+,kb+,k + (
1
2
ǫk + g1nm)b
†
−,kb−,k +
1
2
ǫkb
†
z,kbz,k +
1
2
g1nmb−,kb−,k +
1
2
g1nmb
†
−,kb
†
−,k
]
,
(5.24)
where
b+ =
1√
2
(bn + ibm), (5.25a)
b− =
1√
2
(bn − ibm), (5.25b)
are expressed in terms of operators bn, bm, that are com-
ponents of b along nˆ, mˆ, respectively. Diagonalization of
the above Hamiltonian then gives the following spectrum
EMSFfmz,k =
1
2
ǫk =
k2
4m
, (5.26a)
EMSFfm+,k =
1
2
ǫk + 2g2nm, (5.26b)
EMSFfm−,k =
1
2
√
ǫ2k + 4g1nmǫk, (5.26c)
≃
√
g1nm
2m
k, (5.26d)
where the Bogoliubov sound speed is given by cMSFfm =√
g1nm/2m.
We note that despite a three-dimensional coset space,
SO(3) characterizing MSFfm, only two modes (linear and
quadratic in k) exhibit a spectrum that vanishes in k → 0
limit. The spectrum EMSFfm−,k is that of a conventional
Bogoliubov superfluid phase, here associated with the
U(1) broken gauge symmetry of the molecular conden-
sate. The quadratic in k gapless spectrum is that of
the ferromagnetic spin waves, where the two components
of the spinor are canonically conjugate and, as a result,
combine into a single low-frequency mode.
C. AMSF phases
To obtain the spectrum inside the AMSF phases re-
quires a solution of the fully general Hamiltonian, Hf
[Eq. (5.3a)]. Because in this superfluid state all atomic
and molecular modes are coupled, a direct BdG anal-
ysis generically involves a diagonalization of a 10 ×
10 Bogoliubov matrix. This can be done numeri-
cally. However, instead, below we take a complementary
coherent-state path-integral approach that allows us to
obtain the modes and dispersions analytically, leading
to more insight into their structure. Using the formu-
lation of the problem introduced in Sec. II 2, we ana-
lyze the low-energy fluctuations in the AMSF states us-
ing the coherent-state Lagrangian density, L[ψσ,φ] =
20
E
+, k
MSFfm
Ea, k
MSFfm
E
-, k
MSFfm
Ez, k
MSFfm
Qfm k
Eex
FIG. 16: Schematic excitation spectrum for the MSFfm. The
doubly degenerate atomic spectrum (thin curves) exhibits a
minimum gap at nonzero k, a precursor of finite momen-
tum atomic condensation. The molecular spectrum (thick
curves) consists of a longitudinal gapless quadratic ferromag-
netic spin-wave mode (lowest), a Bogoliubov sound mode, and
a quadratic gapped mode.
LMFT[Ψσ,Φ] + δL [Eq. (2.13)], where LMFT[Ψσ,Φ] is
the mean-field Lagrangian defining the AMSF phase and
δL is the Lagrangian density of the quadratic fluctua-
tions. To obtain δL we expand the atomic and molecular
bosonic fields ψσ,φ about their mean-field values (for
clarity of notation in this section we choose to use ρ in-
stead of n of the previous sections, where ρσ = na/2,
ρm = nm, and ρs = n),
ψσ =
√
ρσe
iθσ+iQσ ·r, (5.27a)
φ =
√
ρmφˆe
iϕ, (5.27b)
where Qσ = ±Q for σ = 1, 2, respectively, ρm =
ρm0 + δρm and ρσ = ρ0 + δρσ are the molecular and
atomic densities, with the mean-field values ρm0 = |Φ|2
and ρ0 = |Ψσ|2, and, based on Eq. (4.22), with the latter
σ independent in the AMSF phase. In addition to the
density fluctuations, δρm, δρσ, and two atomic and one
molecular superfluid phases, θσ, ϕ, the molecular Gold-
stone modes are characterized by a unit vector, φˆ, whose
form depends on the polar or ferromagnetic nature of the
AMSF state:
φˆ = nˆ, for AMSFp, (5.28a)
=
1√
2
(nˆ+ imˆ), for AMSFfm.
(5.28b)
Substituting these parametrizations of the atomic and
molecular fields into the Lagrangian, Eq. (2.14), we ob-
tain δL that controls fluctuations in the AMSF phases.
1. AMSFp
Focusing first on the polar state, with φ =
√
ρmnˆe
iϕ,
we find
δLp = ρσ(i∂τθσ − µσ) + ρσ
2m
(∇θσ +Qσ)
2 + ρm(i∂τϕ− µm) + ρm
4m
(∇ϕ)2 +
ρm
4m
(∇nˆ)2
− α√ρmρ1ρ2 nˆ · (∇θ1 −∇θ2 + 2Q) cos(ϕ− θ1 − θ2) + 1
8mρσ
(∇ρσ)
2 +
1
16mρm
(∇ρm)
2 +
λσ
2
ρ2σ
+ λ12ρ1ρ2 + gam(ρ1 + ρ2)ρm +
g
2
ρ2m − LMFT[ρ0, ρm0, nˆ0,Q], (5.29a)
= iδρ+∂τθ+ +
ρ0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q)2 + iδρm∂τϕ+
ρm0
4m
(∇ϕ)2 +
ρm0
4m
(∇nˆ)2
− 2αρ0√ρm0 nˆ · (∇θ− +Q) cos(ϕ− 2θ+)
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g
2
δρ2m,
(5.29b)
where g ≡ g1 + g2, λ = λ1 = λ2 for simplicity, and
θ± =
1
2
(θ1 ± θ2), (5.30a)
δρ± = δρ1 ± δρ2, (5.30b)
µ =
1
2
(µ1 + µ2), (5.30c)
h =
1
2
(µ1 − µ2), (5.30d)
Q = αm
√
ρm0nˆ0. (5.30e)
In the second form [Eq. (5.29b)], we expanded the La-
grangian about its mean-field value LMFT to quadratic
order in fluctuations, θσ, ϕ, δρσ, δρm, and neglected the
constant and subdominant contributions, that are negli-
gible at long scales and low energies. We note that, as
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usual, the linear terms in δLp [Eq. (5.29b)] vanish identi-
cally, enforced by the saddle-point equations for the con-
densates, ρ−0, ρm0, and Q.
Examining the last form of δLp, it is clear that im-
portant simplifications take place at long scales. In par-
ticular, the Feshbach resonant (Josephson-like) coupling,
−α cos(ϕ − 2θ+), between the closed-channel molecules
and atoms (which is always relevant in three dimensions
and therefore acts like a “mass”) locks their phases to-
gether at low energies giving
ϕ = 2θ+. (5.31)
Integrating ϕ out and completing the square for the
∇θ− +Q and nˆ, to lowest order then gives
δLp = i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q− αm√ρm0nˆ)2 + ρm0
4m
(∇nˆ)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g
2
δρ2m,
(5.32a)
= i(δρ+ + 2δρm)∂τθ+ +
ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− − αm√ρm0δnˆ)2 + ρm0
4m
(∇nˆ)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g
2
δρ2m,
(5.32b)
= i(δρ+ + 2δρm)∂τθ+ +
ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇∇⊥θ−)2
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g
2
δρ2m,
(5.32c)
where
ρs0 = ρ0 + ρm0, (5.33a)
zˆ = Qˆ, (5.33b)
and in the second form [Eq. (5.32b)] we used the mini-
mum value of Q [Eq. (5.30e)] characterizing the AMSFp
phase, which leads to a minimal-like coupling between
∇θ− and δnˆ, the latter transverse (⊥) to nˆ0 andQ. Sub-
sequently, to obtain our final expression, we integrated
out δnˆ that to lowest order via a Higgs-like mechanism
introduced a low-energy constraint
δnˆ =
1
αm
√
ρm0
∇⊥θ−, (5.34a)
=
1
Q
∇⊥θ−. (5.34b)
Using it inside the (∇nˆ)2 term then leads to a quantum
smecticlike “elasticity” for the θ− Goldstone mode, with
zˆ chosen to lie along Q, that is, zˆ = Qˆ. This smectic
dispersion is expected based on the underlying rotational
symmetry, which is spontaneously broken by the periodic
AMSFp state. It is closely related to other periodic su-
perfluids, such as, for example, the Fulde-Ferrell-Larkin-
Ovchinnikov pair-density wave states73,74,83,84.
As a final step we now integrate out the densities δρ±
fluctuations, obtaining at long scales (where ∇ρ± can
be neglected) our final form for the Goldstone mode La-
grangian in the AMSFp state:
δLp = 1
2
χ+(∂τθ+)
2 +
ρs0
m
(∇θ+)
2 +
1
2
χ−(∂τθ−)2 +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇2⊥θ−)
2, (5.35)
where the compressibilities are given by
χ− =
2
λ− λ12 , (5.36a)
χ+ =
g + 4g+ − 4gam
g+g − g2am
, (5.36b)
with g+ =
1
2 (λ+ λ12).
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Thus, the in-phase and out-of-phase Goldstone modes
are characterized by dispersions:
ω+p(k) = c+k, (5.37a)
ω−p(k) =
√
(Bk2z +Kk
4
⊥)/χ−, (5.37b)
with defined parameters
c+ =
√
2ρs0
χ+m
, (5.38a)
B =
2ρ0
m
, (5.38b)
K =
1
2m3α2
. (5.38c)
The linear ω+(k) dispersion of the superfluid phase θ+
is the expected Bogoliubov mode corresponding to the
superfluid order. The anisotropic smecticlike dispersion
of the “phonon” θ− is a reflection of the uniaxial finite-
momentum order in the AMSFp state, akin to the FF
superconductor73,84.
FIG. 17: (Color online) The diagram defining various vectors
appearing in Eq. (5.39a). ~V = nˆ cos(ϕ−2θ+)−mˆ sin(ϕ−2θ+),
while ϕ − 2θ+ is measured relative to the nˆ axis and ϕ0 is
measured relative to zˆ.
2. AMSFfm
The analysis for the AMSFfm phase is very similar,
with only a single modification of the MSFfm order pa-
rameter, given instead by φˆ in Eq. (5.28b). The corre-
sponding fluctuations Lagrangian density is given by
δLfm ≈ iδρ+∂τθ+ + ρ0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∇θ− +Q)2 + iδρm∂τ (ϕ− ϕ0) + iρm0nˆ · ∂τmˆ+ ρm0
4m
(∇ϕ)2
+
ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 +
1
16mρm0
(∇ρm)
2 −
√
2αρ0
√
ρm0 (∇θ− +Q) · [nˆ cos(ϕ − 2θ+)− mˆ sin(ϕ− 2θ+)]
+
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g1
2
δρ2m, (5.39a)
≈ i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(
∇θ− − 1√
2
αm
√
ρm0δnˆ
)2
+ iρm0δnˆ · ∂τmˆ
+
ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 +
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2
+
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g1
2
δρ2m, (5.39b)
where to get the second form we performed a gauge trans-
formation to absorb the nˆ − mˆ planar rotations angle
mˆ · ∂τ nˆ ≡ ∂τϕ0 into ∂τϕ and to simplify the FR term,
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as well as subsequently integrated out ϕ, completed the
square into a minimal-like coupling for ∇θ−, and chose
Q = αm
√
ρm0
2 nˆ0, similar to the polar state analysis of
the previous section.
Integrating out δnˆ, with the effective minimal-coupling
constraint [Eq. (5.34b)] and the constraint on the in-plane
(nˆ− mˆ) component of δmˆ,
nˆ · δmˆ = −mˆ · δnˆ, (5.40)
at long scales we find
δLfm ≈ i(δρ+ + 2δρm)∂τθ+ + ρs0
m
(∇θ+)
2 + iδρ−∂τθ− +
ρ0
m
(∂zθ−)2 +
1
4m3α2
(∇∇⊥θ−)2 +
1
4m3α2
(∇∂xθ−)2
+ i
√
2ρm0
αm
∂yθ−∂τγ +
ρm0
8m
(∇γ)2 +
1
16mρ0
(∇ρ+)
2 +
1
16mρ0
(∇ρ−)2 +
1
16mρm0
(∇ρm)
2
+
λ
4
δρ2+ +
λ
4
δρ2− +
λ12
4
(δρ2+ − δρ2−) + gamδρ+δρm +
g1
2
δρ2m, (5.41a)
=
1
2
χ+(∂τθ+)
2 +
ρs0
m
(∇θ+)
2 +
1
2
χ−(∂τθ−)2 +
1
2
B(∂zθ−)2 +
1
2
Kx(∇∂xθ−)2 +
1
2
Ky(∇∂yθ−)2
+ iκ∂yθ−∂τγ +
1
2
J(∇γ)2, (5.41b)
where we used [∇(δmˆ)]2 = [∇(nˆ · δmˆ)]2 + [∇(ℓˆ · δmˆ)]2,
introduced couplings
κ =
√
2ρm0
αm
, (5.42a)
Kx =
1
m3α2
= K, (5.42b)
Ky =
1
2m3α2
, (5.42c)
J =
ρm0
4m
= KyQ
2, (5.42d)
defined a real scalar field
γ ≡ ℓˆ · δmˆ, (5.43)
for fluctuations of mˆ outside of the nˆ − mˆ plane, and
chose axes
xˆ = mˆ, (5.44a)
yˆ = ℓˆ. (5.44b)
We note that the Goldstone-modes action [Eq. (5.41)]
exhibits a biaxial smectic energetics in the smectic
phonon, θ−, in addition to the xy-model energetics of
the superfluid phase, θ+. The biaxiality is expected and
arises due to a smectic in-plane polar (p-wave) order,
characterized by a spinor, φfm, with the quantization
axis, ℓˆ. The finite angular momentum, ℓz = ±1 along
ℓˆ distinguishes AMSFfm from AMSFp and leads to an
additional Goldstone mode γ.
A straightforward diagonalization of the above La-
grangian leads to dispersions for three Goldstone modes
inside the AMSFfm state:
ω+fm(k) = c+k, (5.45a)
ω−fm(k) =
√
[Bk2z + k
2(Kxk2x +Kyk
2
y)]/χ−, (5.45b)
ωγfm(k) =
√
Jk2[Bk2z + k
2(Kxk2x +Kyk
2
y)]
Jχ−k2 + κ2k2y
. (5.45c)
The anisotropic ωγfm(k) dispersion corresponds to the
ferromagnetic spin waves in the plane of atomic conden-
sate phase fronts (“smectic layers”) of the p-wave atomic-
molecular condensate, AMSFfm, reducing to the disper-
sion of MSFfm in Eq. (5.26) for a vanishing smectic order,
with B = 0.
VI. PHASE TRANSITIONS
In this section, we study the quantum MSF - AMSF
phase transitions beyond earlier mean-field approxi-
mation, demonstrating that they are described by a
d+1-dimensional quantum de Gennes (Abelian Higg’s)
model72 akin to that for a normal-to-superconductor and
nematic-to-smectic-A transitions. Based on the extensive
work for these systems105,106, in three (spatial) dimen-
sions (d = 3) we predict that the effective gauge-field
fluctuations drive this transition first order. The deriva-
tion is most transparent via a coherent-state Lagrangian,
Eq. (2.13),
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L = ψ∗σ(∂τ −
∇2
2m
− µσ)ψσ + φ∗ · (∂τ − ∇
2
4m
− µm) · φ+ λσ
2
|ψσ|4
+ λ12|ψ1|2|ψ2|2 + gam
(|ψ1|2 + |ψ2|2) |φ|2 + g1
2
|φ∗ · φ|2 + g2
2
|φ · φ|2
+
α
2
(φ∗ · [ψ1(−i∇)ψ2 − ψ2(−i∇)ψ1] + c.c.) , (6.1)
working in polar representation similar to that of the pre-
vious section.
A. MSFp-AMSFp polar transition
It is convenient to analyze the transition from the MSF
side, where the atomic and molecular order parameters
are given by
ψσ =ψσ,Qσe
iQσ·r, Qσ = ±Q, for σ = 1, 2 (6.2a)
φ =
√
ρm0e
iϕ(r)nˆ. (6.2b)
Using these forms inside L [Eq. (6.1)] and for simplic-
ity focusing on the balanced case with µ˜ = µ˜σ = µσ −
gamρm0, we obtain
Lp =ψ∗1,Q∂τψ1,Q + ψ∗2,−Q∂τψ2,−Q +
(
Q2
2m
− µ˜
)
(|ψ1,Q|2 + |ψ2,−Q|2) + 1
2m
|∇ψσ,Q|2
+
(
1
2m
Qσ · ψ∗σ,Q(−i∇)ψσ,Q − α
√
ρm0e
−iϕnˆ ·
(
Qψ1,Qψ2,−Q +
1
2
[ψ1,Q(−i∇)ψ2,−Q − ψ2,−Q(−i∇)ψ1,Q]
)
+ c.c.
)
+iδρm∂τϕ+ iρm0δm · ∂τ nˆ+ ρm0
4m
(∇ϕ)2 +
ρm0
4m
(∇nˆ)2 +
g
2
δρ2m +
g2
2
ρ2m0|δm|2 + Lint + Lmsf , (6.3)
where terms linear in fields vanish by virtue of the saddle-
point equations. The contribution Lmsf is the mean-field
part analyzed in Sec. IV and Lint is the higher order term.
Defining
εQ =
Q2
2m
− µ˜, (6.4a)
∆Q = α
√
ρm0nˆ ·Q, (6.4b)
and introducing atomic eigenfields ψ±,
ψ+ =
1√
2
(−ψ1,Q + ψ∗2,−Q), (6.5a)
ψ− =
1√
2
(ψ1,Q + ψ
∗
2,−Q), (6.5b)
a mean-field version of which was obtained in Sec. IV,
the Lagrangian simplifies considerably to,
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Lp =− ψ∗+∂τψ− + ψ+∂τψ∗− +
1
2m
| (−i∇+Q+ αm√ρm0nˆ cosϕ)ψ+|2 + 1
2m
| (−i∇+Q− αm√ρm0nˆ cosϕ)ψ−|2
+
[
ǫ+ − 1
2m
(Q+ αm
√
ρm0nˆ cosϕ)
2
]
|ψ+|2 +
[
ǫ− − 1
2m
(Q− αm√ρm0nˆ cosϕ)2
]
|ψ−|2
+ iα
√
ρm0nˆ · (ψ+(−i∇)ψ∗− − ψ∗+(−i∇)ψ−) sinϕ+
1
2g
(∂τϕ)
2 +
ρm0
4m
(∇ϕ)2 +
1
2g2
(∂τ nˆ)
2 +
ρm0
4m
(∇nˆ)2
+ Lint + Lmsf , (6.6)
where
ǫ± = εQ ± |∆Q| (6.7)
and we completed the square in Lp. It can be shown
that near a critical point the sinϕ contribution leads to
an irrelevant quartic correction to |ψ−|4 and renormal-
ization of (∂‖ψ−)2 stiffness. Furthermore, it is clear that
the canonically conjugate field ψ+ (it appears as a canon-
ical momentum for the critical field ψ−) remains massive
at the MSF-AMSF transition, defined by the vanishing
of the coefficient of |ψ−|2 term, consistent with Sec. IV.
Therefore, safely integrating out ψ+ and making a choice
Q = αm
√
ρm0nˆ0 that minimizes the energy, leads to
Lp =ε−1+ |∂τψ−|2 +
1
2m
| (−i∇− αm√ρm0δnˆ)ψ−|2
+ ǫ−|ψ−|2 + λ
2
|ψ−|4 + 1
2g2
(∂τ nˆ)
2 +
ρm0
4m
(∇nˆ)2
+
1
2g
(∂τϕ)
2 +
ρm0
4m
(∇ϕ)2, (6.8)
with λ = 14 (λ1 + λ2 + 2λ12), and we dropped the mean-
field part and irrelevant interactions.
Thus, as anticipated on symmetry grounds, the zero-
temperature MSFp-AMSFp transition is indeed described
by a quantum ((d+1)-dimensional) de Gennes model (or
equivalently the Ginzburg-Landau) Lagrangian72, where
the role of the nematic director (gauge-field) is played
by the ℓz = 0 quantization axis of the p-wave molecular
condensate.
B. MSFfm-AMSFfm ferromagnetic transition
Using the field forms appropriate for the ferromagnetic
case
ψσ =ψσQσe
iQσ ·r, Qσ = ±Q, for σ = 1, 2 (6.9a)
φ =
√
ρm0
2
(nˆ+ imˆ), (6.9b)
a very similar analysis leads to
Lfm =ǫ+|ψ+|2 + ǫ−|ψ−|2 + 1
2m
|∇ψ+|2 + 1
2m
|∇ψ−|2 + iρmnˆ · ∂τmˆ+ ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2
+ α
√
ρm0√
2
(nˆ− imˆ) · (ψ∗+(−i∇)ψ+ − ψ∗−(−i∇)ψ−)
+
Q
m
· (ψ∗+(−i∇)ψ+ + ψ∗−(−i∇)ψ−)− ψ∗+∂τψ− + ψ+∂τψ∗− + g2δρ2m + Lint + Lmsf , (6.10a)
=− ψ∗+∂τψ− + ψ+∂τψ∗− +
1
2m
∣∣∣∣∣
(
−i∇+Q+ 1√
2
αm
√
ρm0nˆ
)
ψ+
∣∣∣∣∣
2
+
1
2m
∣∣∣∣∣
(
−i∇+Q− 1√
2
αm
√
ρm0nˆ
)
ψ−
∣∣∣∣∣
2
+
[
ǫ+ − 1
2m
(
Q+
1√
2
αm
√
ρm0nˆ
)2]
|ψ+|2 +
[
ǫ− − 1
2m
(
Q− 1√
2
αm
√
ρm0nˆ
)2]
|ψ−|2 + iρmnˆ · ∂τmˆ
+
ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2 + α
√
ρm0√
2
(−imˆ) · (ψ∗+(−i∇)ψ− − ψ+(+i∇)ψ∗−)+ g2δρ2m + Lint + Lmsf , (6.10b)
where to obtain the final form we rotated nˆ and mˆ by
−ϕ and completed the square. Similarly to the treatment
of the polar case in the previous section, here it can be
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shown that the linear (−imˆ) term only leads to irrel-
evant quartic coupling and can therefore be neglected.
Integrating out the noncritical conjugate field ψ+ gives
the final Lagrangian form
Lfm =ε−1+ |∂τψ−|2 +
1
2m
∣∣∣∣∣
(
−i∇− αm
√
ρm0√
2
δnˆ
)
ψ−
∣∣∣∣∣
2
+ ǫ−|ψ−|2 + λ
2
|ψ−|4 + ρm0
8m
(∇nˆ)2 +
ρm0
8m
(∇mˆ)2
+ iρmnˆ · ∂τmˆ (6.11)
of the quantum de Gennes-Ginzburg-Landau form that
controls the MSFfm-AMSFfm transition. In the above we
dropped the mean-field part and irrelevant interactions.
As anticipated by symmetry, it is distinguished from the
polar case by the additional biaxial order whose fluctua-
tions are characterized by mˆ.
VII. TOPOLOGICAL DEFECTS
Having established the nature of the ordered states,
characterized by Landau order parameters, and the asso-
ciated Goldstone modes, we now turn to a brief discussion
of the corresponding topological defects. As usual, these
singular excitations are crucial to a complete character-
ization of the states and their disordering, particularly
in the case of non-mean-field (e.g., partially disordered)
states that are not uniquely characterized by a Landau
order parameter.
A. Defects in ASF
As discussed in Sec.IV, the ASFi states (with i =
1, 2, 12) are characterized by two atomic condensate or-
der parameters, ψσ =
√
ρσe
iθσ . Correspondingly, as in
an ordinary superfluid, because θσ are compact phase
fields (θσ and θσ + 2π are physically identified), in ad-
dition to their smooth Goldstone mode configurations,
there are vortex topological excitations, corresponding
to nonsingle-valued configurations of θσ(r). These are
defined by two corresponding integer-valued closed line
integrals enclosing a vortex line∮
d~ℓ · ~∇θσ = 2πpσ. (7.1)
In a differential form, the line defects are equivalently
encoded as
∇×∇θσ =mσ , (7.2)
with vortex line topological “charge” density given by
mσ(r) = 2π
∑
i
∫
piσtˆi(si)δ
3(r− ri(si))dsi , (7.3)
where si parametrizes the i’th vortex line (or loop), ri(si)
gives its positional conformation, tˆi(si) is the local unit
tangent, and vortex “charges” piσ are independent of si,
since the charge of a given line is constant along the de-
fect. Furthermore,
∇ ·m(r) = 0 (7.4)
enforces the condition that vortex lines cannot end in the
bulk of the sample; they must either form closed loops or
extend entirely through the system.
Thus, vortices in the single-component ASFσ states are
characterized by a nσ integer, and in the two-component
ASF12 the defects are specified by a pair of integers
(p1, p2). These are associated with the fundamental
group π1 of the torus U(1)⊗U(1), that characterizes the
low-energy manifold of Goldstone modes of the ASF12
state. It is therefore closely related to other U(1)⊗U(1)
systems, such as easy-plane spinor-1 condensates107 and
two-gap superconductors, for example, MgB2
108.
As in conventional superfluids vortices appear in re-
sponse to imposed rotation and proliferate with enhanced
quantum and thermal fluctuations, providing a comple-
mentary description of phase transitions out of the ASFi
states.
B. Defects in MSF
Because of its finite angular momentum, ℓ = 1, struc-
ture the defects in the MSF states are somewhat more
complicated. However, relying on the aforementioned re-
lation of the MSF to the well-explored spinor-1 conden-
sates 47,52,53,58,59,61, we inherit a clear characterization of
defects in the two MSF phases. As discussed in Sec. IV
the polar MSFp and the ferromagnetic MSFfm states are
respectively characterized by [S2 × UN(1)]/Z2 (the mod
out by Z2 corresponds to the identification of nˆ → −nˆ
with ϕ→ ϕ+π) and SO(3) order-parameter (Goldstone
mode) manifolds. The defects are characterized by the
homotopy group of the corresponding manifolds. In the
MSFfm case the SO(3)=S3/Z2 manifold also appears in
the dipole-locked A phase of helium-3 with topological
defects well understood109.
The nature of defects in the MSFp state was a sub-
ject of some debate, until it was definitively resolved by
Mukerjee, et al.61. These are characterized by elements
of the homotopy groups πn(S2 × UN(1)/Z2) = Z. The
key new feature is the appearance of a composite defect
that is a π vortex and nˆ texture where nˆ → −nˆ, keep-
ing the molecular order parameter single-valued at long
scales. The consequences of this were discussed and ex-
plored through Monte Carlo simulations by Mukerjee, et
al.61, and is quite closely related to other realizations of
composite half-integer defects29–31,83,84. We expect the
MSFp to exhibit similar phenomenology, which we do not
explore further here.
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C. Defects in AMSF
As discussed in Sec. IV, in addition to the molecular
condensate φ, the two AMSF states are characterized
by a finite momentum two-component atomic condensate
order parameter, with a nonzero amplitude
Ψ− = e−iϕΨ1,Q +Ψ∗2,−Q, (7.5)
and a vanishing amplitude Ψ+ = 0 [Eq. (4.19)]. The lat-
ter is consistent with the locking of the atomic condensate
phase θ+ =
1
2 (θ1 + θ2) to a MSF phase ϕ/2, imposed by
the FR coupling [Eq. (5.29)]. It also locks the atomic
condensate magnitudes to be equal, |Ψ1,Q| = |Ψ2,−Q|.
Using the phase representation, the atomic condensate
order parameter reduces to
Ψ− ∼ eiθ−e−iϕ/2 cos(θ+ − ϕ/2). (7.6)
From this form it is clear that, as a conventional super-
fluid, the AMSF admits 2π vortices in θ− = 12 (θ1 − θ2),
and ϕ = 0, corresponding to a 2π “spin” vortex,
θ−(r) = θ1(r) = −θ2(r), (7.7a)
= θ, 2π “spin” vortex, (7.7b)
with equal counterpropagating (atomic species 1 and 2)
currents and a vanishing “charge” (atomic number) cur-
rent. Above, θ is a polar coordinate angle.
Another type of a defect is topologically equivalent to
a 2π vortex in θ+(r),
θ+(r) = θ1(r) = θ2(r), (7.8a)
= θ, 2π “charge”-vortex, (7.8b)
with equal copropagating (atomic species 1 and 2) cur-
rents and a vanishing “spin” current. However, as is clear
from the Feshbach interaction form in Eq. (5.29b),
δLFBR ∼ cos(ϕ− 2θ+), (7.9)
for vortex-free molecular order parameter (e.g. ϕ = 0),
inside the AMSF phase the “charge” vortex 2π wind-
ing and currents are confined to a domain wall whose
thickness is set by the ratio of the superfluid stiffness
and FR coupling α, on the order of 1/Q. As a result
of this current confinement the energy of such domain-
wall scales linearly in two dimensions and as a surface
in three dimensions. Consequently, such ±2π “charge”
vortices are confined into neutral pairs inside the AMSF
phase. However, in the presence of a molecular 4π vor-
tex, with ϕ(r) = 2θ+(r) = 2θ, no domain wall appears
and conventional ±2π “charge” vortices can deconfine.
Finally, as with other analogous physical systems83,84,
the product form of the atomic condensate order param-
eter, Ψ− [Eq. (7.5)], admits composite defects with half-
integer topological charge. These are characterized by a
bound state of a π-“spin” and ±π-“charge”vortices, with
latter (as above) confined by FR interaction into a ±π
domain wall. The simplest (topologically faithful) real-
ization of this is a vortex only in one (but not both)
atomic species,
θ+(r) = θ−(r) =
1
2
θ1(r) =
1
2
θ, θ2(r) = 0,
(+π)− (+π) vortex domain wall, (7.10a)
θ+(r) = −θ−(r) = 1
2
θ2(r) =
1
2
θ, θ1(r) = 0,
(−π)− (+π) vortex domain wall. (7.10b)
Again, in the presence of a ±2π molecular vortex, ϕ(r) =
±θ, the π-“spin”, π-“charge” composite vortex, θ−(r) =
±θ+(r) = θ2 no longer exhibits a domain wall, since ϕ −
2θ+ = 2πp. It is therefore not confined inside the AMSF
state.
Clearly, out of the above six types of defects, the 2π-
“spin” vortex is least energetically costly, because it does
not involve a “charge” domain wall in θ+ nor require an
additional molecular vortex. On the other hand, it is the
two half-integer vortex domain-wall defects that are the
elementary ones. This therefore opens up a possibility
of unconventional nonsuperfluid states in the two-species
p-wave resonant Bose systems, driven by unbinding of
composite topological defects, like the 2π-“spin” vortex.
We leave the discussion of the resulting states to future
work.
FIG. 18: (Color online) (a) 2π-“spin” vortex with equal coun-
terpropagating atomic currents, j1, j2. (b) 2π-“charge” vortex
with equal copropagating currents, confined to a domain wall
(gray area) of width ξ ∼ 1/Q, with atomic order parameter
suppressed. In the presence of a molecular 4π vortex a do-
main wall is no longer required, and the “charge” vortex is
deconfined.
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FIG. 19: (Color online) π − π vortex in α = 0 limit. (a) In
θ1 − θ2 representation; black (gray) arrows indicate θ1 (θ2).
(b) In θ+ − θ− representation, the pair of arrows indicate θ+
and θ−, while the wavy line indicates a domain wall. For
α 6= 0, the FR coupling “squeezes” the θ+ π-vortex textures
into a domain wall of width ξ ∼ 1/Q. In the presence of an
additional molecular 2π vortex, the domain wall is absent and
the composite defect is deconfined.
VIII. LOCAL DENSITY APPROXIMATION
Because the primary experimental application of our
predictions is to degenerate atomic gases it is important
to extend our analysis to include the trapping potential
Vt(r), which in a typical experiment is well-approximated
by a harmonic potential. A full analysis of the effect of
the trap is beyond the scope of this paper, and here we
limit our treatment to a LDA.
Closely related to the WKB approximation87, LDA
amounts to the bulk system predictions, but with the
chemical potential replaced by an effective local chem-
ical potential µ(r) = µ − Vt(r). The validity of the
LDA relies on the smoothness of the trap potential,
with the criterion that Vt(r) varies slowly on the scale
of the longest physical length λ in the problem, i.e.,
(λ/Vt(r))dVt(r)/dr ≪ 1. Its accuracy can be equiv-
alently controlled by a ratio of the single-particle trap
level spacing δE to the smallest characteristic energy Ec
of the studied phenomenon (e.g, the chemical potential,
condensation energy, etc.), by requiring δE/Ec ≪ 1. For
our system the longest natural length scale is the period
2π/Q, Eq. (1.1) of the finite-momentum atomic conden-
sate inside the AMSF state. Thus, away from the AMSF-
ASF phase boundary, where Q vanishes (see Fig. 2), we
expect an LDA treatment of the effects of the trap to be
trustworthy.
A generalization of a resonant Bose-gas model
[Eq. (2.1)] to include a trap is straightforward, accounted
for by the additional Hamiltonian density
Htrap =
∑
σ=1,2
Vt(r)ψˆ
†
σψˆσ + 2Vt(r)φˆ
† · φˆ, (8.1)
with H → H + Htrap. In the above, for simplicity we
specialized to an atomic species-independent trapping
potential and approximated the closed-channel molecu-
lar trapping potential by twice the atomic one, valid for
the interaction range r0 (typically less than 50 A˚) much
smaller than the cloud size R (typically larger than a
micron).
Henceforth, to be concrete, we shall focus on an
isotropic harmonic trap (although this simplification can
easily be relaxed) with
Vt(r) =
1
2
mω2t r
2, (8.2a)
≡ µ r
2
R2
, (8.2b)
the latter expression defining the cloud size R. Within
LDA, locally the system is taken to be well-approximated
as uniform, but with a local chemical potential given by
µ(r) ≡ µ− 1
2
mω2t r
2, (8.3a)
= µ
(
1− r
2
R2
)
, (8.3b)
where µ is the true chemical potential (a Lagrange multi-
plier) enforcing the total atom number N . The spatially
varying species 1 and 2 chemical potentials are then given
by:
µ1(r) = µ(r) + h, (8.4a)
µ2(r) = µ(r)− h, (8.4b)
with a uniform chemical potential difference h set by the
atomic species imbalance78,79,84.
Consequently, within LDA the system’s energy den-
sity is approximated by that of a uniform bulk system
[Eq. (4.1)], with the spatial dependence entering only
through µ(r). The ground-state energy is then simply
a volume integral of this energy density. Thus, the phase
behavior of a uniform system as a function of the chem-
ical potential, µ, translates into a spatial cloud profile
through µ(r), with the critical phase boundaries µc cor-
responding to critical radii defined by µc = µ(rc, h)
78,79.
As predicted78,110 and observed111–115 in other systems,
this leads to a shell-like cloud structure “imaging” of the
bulk phase diagram as illustrated in Fig. 20.
Applying this LDA analysis to our system leads to
a prediction of rich, magnetic-field, atom-number, and
temperature-tunable shell structures in a p-wave reso-
nant Bose gas, schematically illustrated in Fig. 21. For
a range of atom number, detuning, and temperature ad-
mitting the AMSF phase, we expect a cloud shell with
an r-dependent atomic condensate wavevector q(r), given
by
q(r) = αm
√
nm(r), (8.5a)
≈ q0
√
1− r
2
R2
, for rMSF < r < rASF, (8.5b)
where rMSF(T,N, ν) and rASF(T,N, ν) are the bound-
aries of the AMSF shell.
29
FIG. 20: (Color online) N, ν, T -dependent cuts through the
bulk phase diagram with increasing radial position r through
the atomic cloud. Stars indicate system’s parameters (local
chemical potentials µa, µm) at the trap center.
IX. SUMMARY AND CONCLUSIONS
To summarize, we studied a degenerate gas of two-
species bosonic atoms interacting through a p-wave FR,
as realized, for example, in a 85Rb-87Rb mixture. We
mapped out the corresponding phase diagram and ther-
modynamic properties of the phases as a function of
temperature, atom number, and FR detuning, and ana-
lyzed the nature of corresponding phase transitions. We
showed that at intermediate detuning such atomic quan-
tum gas generically exhibits an AMSF state with atoms
condensed at a finite tunable momentum Q(ν) along a
direction set by the angular momentum axis of the molec-
ular condensate. This AMSF state undergoes quantum
phase transitions described by a quantum de Gennes
model into a p-wave (orbital spinor-1) MSF and into an
s-wave ASF at large negative and positive detunings, re-
spectively. A magnetic field can be used to tune the
modulation wavevector of the AMSF between zero and
a value set by interactions as well as to drive quantum
phase transitions in this rich system.
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Appendix A: Order parameter structure
As discussed in the main text, the detailed nature of
the AMSF states depends on the structure (the set of
reciprocal lattice vectors, Qn) of the finite-momentum
atomic order parameter. However, because ΨQn depends
on the details of the inter atomic interactions and fluc-
tuations, to determine its form in general is a nontrivial
problem, as exemplified by the FFLO problem and the
conventional crystallization. However, as seen in Sec.IV,
for the case of the AMSFp state, the problem simpli-
fies considerably as the energy is clearly minimized by
a collinear state, with Qn parallel to Φ. Such collinear
states fall into two universality classes84, represented by
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the FF-like73 and the LO-like74 single harmonic forms,
ΨFFσ = Ψσ,Qσe
iQσ ·r, (A1)
ΨLOσ = Ψσ,Qe
iQ·r +Ψσ,−Qe−iQ·r. (A2)
In the FF-like (LO-like) state each species is character-
ized by a single Q (double ±Q) momentum, exhibiting a
uniform (periodic) atomic density.
Focusing on these two collinear (FF and LO) states, in
this appendix we demonstrate that, generically (at least
within the mean-field theory), it is the FF state that is
energetically selected by the interactions.
To this end, we reexpress the mean-field energy den-
sities for FF and LO in terms of the corresponding
eigenmodes, Ψ±Q± , the latter involving two (±Q) critical
modes,
EFF = (εQ − |∆Q|)|ΨQ−|2 +
1
2
λ|ΨQ−|4, (A3)
ELO = (εQ − |∆Q|)(|ΨQ−|2 + |Ψ−Q− |2)
+
1
2
λ(|ΨQ−|2 + |Ψ−Q− |2)2 + λ′|ΨQ−|2|Ψ−Q− |2, (A4)
where λ = 14 (λ1+λ2+2λ12) and λ
′ = 14 (λ1+λ2− 2λ12).
These free energies thus show that the energetically
preferred form of the AMSF state is determined by the
coefficient λ′ of last term in Eq. (A4). For λ′ > 0, that
is, λ1 + λ2 > 2λ12, the single Q FF-like state is selected.
On the other hand, for λ′ < 0, that is, λ1+λ2 < 2λ12, it
is the LO-like state that has the lowest energy.
Combining the above requirement on λ′ for the stabil-
ity of the LO-like state with the condition for two-species
miscibility, λ1λ2 > λ
2
12, we find an inequality,
λ1 + λ2
2
< λ12 <
√
λ1λ2 (A5)
which for positive couplings λi can be shown to have a
zero range of stability. Thus, as advertised, within mean-
field approximation it is the single Q FF-like AMSF state
that is always energetically selected. Perhaps the LO-like
AMSF form can be realized for a metastable atomic gas
with λi < 0, as, for example, realized by a
87Rb-85Rb
mixture.
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