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Abstract
Method of characteristic function has been applied for solving a system of ﬁrst order nonlinear sheared ﬂows
with a free surface. The application of a one-parameter group of inﬁnitesimal transformations reduces the number
of independent variables by one, and consequently, by applying this method twice, the system of partial differential
equations, in three independent variables, with the boundary conditions reduces to a system of ordinary differential
equations with the appropriate corresponding conditions. The obtained differential equations are solved analytically
and the forms of the free surface, the horizontal component and vertical component of the velocity are obtained in
closed form for different cases. The results are illustrated graphically for different parameters.
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1. Introduction
Many of the phenomena simulated with atmospheric and oceanic models can be classiﬁed as wave-like
ﬂows which were deﬁned byWhitham [10] as any recognizable signal that is transferred from one part of
amedium to another with recognizable velocity of propagation. Thewave-likemotions of primary interest
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in geophysical ﬂuid dynamics are the physical transport of scalar variables by the motion of ﬂuid parcels,
oscillatory motions associated with buoyancy perturbations (gravity waves), and oscillatory motions
associated with potential vorticity perturbations (Rossby waves). Acoustic waves (sound waves) also
propagate through all geophysical ﬂuids, but inmany applications these are small-amplitude perturbations
whose detailed structure is of no interest, see Durran [1].
Only a few theoretical studies exist in studying the nonlinear and dispersive propagation of water waves
with a free surface [2–4,6–8]. This perhaps is due to the serious analytic difﬁculties in view of the more
complicated boundary conditions at the surface. The numerical treatment for full nonlinear water waves
was ﬁrst given by Longuet-Higgins in 1976 [3,4]. Freeman [2] in 1972 found a class of exact solutions
of free surface under the assumption that the ﬂow is simple or traveling waves in the horizontal direction.
Sachdev [6] in 1980 found exact time-dependent ﬂows for which the free surface decayed as t−2 in
contrast to Freeman’s self-propagating ﬂows in the horizontal direction. Sachdev and Reddy [7] in 1982
found some exact solutions describing unsteady plane gas ﬂows with shocks. Sachdev andVarughese [8],
again, in 1986 undertook the method of inﬁnitesimal transformations to discover new exact solutions of
partial differential equations describing free surface ﬂows under gravity. The authors applied the approach
of the characteristic function to solve these partial differential equations.
The characteristic function method CFM [9] is powerful, versatile and fundamental to the development
of systematic procedures that lead to invariant solution of the boundary value problems. Since the CFM
is not based on linear operators, superposition or other requirements of the linear solution techniques, it
is applicable to both linear and nonlinear differential models. The mathematical technique in the present
analysis is the one-parameter group transformation. The CFM, in general, is a class of transformation
which reduces the number of independent variables in some systems of partial differential equations by
one. The advantages of this method, over the methods of inﬁnitesimals, are due to treating the system of
partial differential equations as a system of algebraic equations, and consequently it is possible to obtain
a new system of partial differential equations with/without continuing to obtain ordinary differential
equations with less effort. The CFM is more convenient and more systematic since it expresses the
inﬁnitesimals of the group in terms of one or more functions, called the characteristic functions, where
each characteristic function depends only on one of the dependent variable. The procedure for ﬁnding
the inﬁnitesimals then reduces to ﬁnding the characteristic functions which can be obtained by solving
a set of algebraic equations that arise as a result of invoking invariance of the PDEs and its auxiliary
conditions, see Seshadri and Na [9].
Hence the CFM is applicable to solve a wider variety of nonlinear problems. It has been shown that
this approach leads essentially to the same class of ordinary differential equations that the method of
inﬁnitesimal transformation does. However, the CFM is more transparent and requires less effort to arrive
at the ﬁnal results.
The purpose of this paper is to provide a systematic treatment of CFM for solving the nonlinear partial
differential equations which have three independent variables; therefore, it requires two steps to reduce
the nonlinear system to nonlinear ordinary differential equations.
Although the invariance of the differential equations under an inﬁnitesimal group of transformations
leads to a reduction in the number of independent variables, the invariant representation expressed in terms
of the characteristic functions shows clear simpliﬁcation, systematic procedure as well as elegance in the
derivation based on the deductive methods of invariance analysis as it is illustrated in the present work.
It is highly recommended that the method is applicable to problems of geophysical ﬂuid dynamics that
includes Newton law, mass conservation, non-homogeneous ﬂuids, internal waves, geo-strophic currents,
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boundary layers and Ekman spirals, turbulence, geophysical turbulence. The method is a powerful tool
to ﬁnd solutions in analytic form.
In the present work we are able to ﬁnd a complete study of the wave motion through evaluation of the
wave height and the velocity components that were not treated intensively by other authors. The results
are found analytically and illustrated graphically.
2. Mathematical formulation of the problem
The unsteady two-dimensional inviscid ﬂow equations in the ﬂow domain are
(i) The mass conservation equation:
ux + vy = 0, (2.1)
(ii) The momentum equations:
ut + uux + vuy = −px , (2.2)
vt + uvx + vvy = −1

py − g, (2.3)
where the Cartesian coordinates “x” and “y” are measured along and perpendicular to the uniform
horizontal bottom and “u” and “v” are the horizontal and vertical components of the velocity, re-
spectively. The incompressible ﬂuid has density  and pressure p; g denotes acceleration due to
gravity.
The ﬂow is bounded below by the horizontal bottom y = 0 and above by the free surface y = h(x, t).
The boundary conditions, therefore, are
v = 0 on y = 0, (2.4)
ht + uhx − v = 0 on y = h(x, t). (2.5)
Eq. (2.3) reduces to
Dv
Dt
= −1

py − g, (2.6)
where DvDt is the total derivative. For small v, the vertical acceleration is negligible, then (2.6) becomes
py + g = 0, (2.7)
on the free surface y = h(x, t), the pressure is assumed to be constant, equal to p0, say. The hydrostatic
equation (2.7) therefore integrates to yield
p = p0 + g(h − y), (2.8)
for the water  = 1. Elimination of p from (2.2) with the help of (2.8) yields
ut + uux + vuy = −ghx . (2.9)
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Fig. 1. The geometrical conﬁguration of gravity waves.
Therefore the governing equations of motion are (Fig. 1)
ux + vy = 0, (2.10)
ut + uux + vuy + ghx = 0. (2.11)
For convenience, we recast the above system of the governing equations and auxiliary conditions into
a simpliﬁed form redeﬁning the variables as follows [8]:
z = y
h(t, x)
, w = Dz
Dt
= 1
h
(v − z(ht + uhx)). (2.12)
Introducing these new variables into the governing Eqs. (2.10) and (2.11) to obtain the problem in the
more concise form:
ht + uhx + h(ux + wz) = 0, (2.13)
ut + uux + wuz + ghx = 0, (2.14)
while the boundary conditions (2.4) and (2.5) simplify to
w = 0 on z = 0, 1. (2.15)
3. Solution of the problem
Our method of solution depends on the application of a one-parameter group transformation to the sys-
tem of partial differential equations (2.13) and (2.14). Under this transformation, the three independent
variables (t, x, z) will be reduced by one to two independent variables (, ). By applying the transfor-
mation again, the two independent variables reduced by one also and so the system of partial differential
equations transforms into a system of ordinary differential equations.
3.1. The group systematic formulation
This system of partial differential equations can be considered as two equations with eleven variables,
namely, u,w, t, x, z, p1, p2, q1, q2, r1 and r2, as well as ht and hx , where
p1 = u
t
, p2 = w
t
, q1 = u
x
, q2 = w
x
, r1 = u
z
, r2 = w
z
. (3.1)
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Thus Eqs. (2.13) and (2.14) become
G1 ≡ ht + uhx + h(q1 + r2) = 0, (3.2)
G2 ≡ p1 + uq1 + wr1 + ghx = 0. (3.3)
To apply the characteristicmethod to the two-dimensional inviscid ﬂowEqs. (3.2) and (3.3),we consider
the one-parameter group of inﬁnitesimal transformations in (t, x, z, u,w) given by
t¯ = t + (t, x, z, u,w) + O(2),
x¯ = x + (t, x, z, u,w) + O(2),
z¯ = z + (t, x, z, u,w) + O(2),
u¯ = u + m1(t, x, z, u,w) + O(2),
w¯ = w + m2(t, x, z, u,w) + O(2),
p¯i = pi + Pi(t, x, z, u,w, p1, p2, q1, q2, r1, r2) + O(2),
q¯i = qi + Qi(t, x, z, u,w, p1, p2, q1, q2, r1, r2) + O(2),
r¯i = ri + Ri(t, x, z, u,w, p1, p2, q1, q2, r1, r2) + O(2), (3.4)
where “” is the group parameter, i=1, 2 and , , ,m1,m2, P1, P2,Q1,Q2, R1 andR2 are the inﬁnites-
imals of the group of transformations.
3.2. The characteristic functions
Deﬁne the characteristic functions W1 and W2 as
Wi(t, x, z, u,w, p1, p2, q1, q2, r1, r2) = (t, x, z, u,w)pi + (t, x, z, u,w)qi + (t, x, z, u,w)ri
− mi(t, x, z, u,w), for i = 1, 2, (3.5)
where the inﬁnitesimals of the group of transformations , , , m1,m2, P1, P2,Q1,Q2, R1 and R2 are
expressed in terms of the two characteristic functions W1 and W2 as follows:
 = Wi
pi
,  = Wi
qi
,  = Wi
ri
,
mi = Wi
pi
pi + Wi
qi
qi + Wi
ri
ri − Wi, −Pi = Wi
u
p1 + Wi
w
p2 + Wi
t
,
− Qi = Wi
u
q1 + Wi
w
q2 + Wi
x
, −Ri = Wi
u
r1 + Wi
w
r2 + Wi
z
,
for i = 1, 2. (3.6)
The ﬁrst four expressions of the above equations (, ,  andmi) comes from the direct derivative of Eq.
(3.5). To ﬁnd Pi , Qi and Ri , differentiate the dependent variables u¯ and w¯ of Eq. (3.4) with respect to the
independent variables t¯ , x¯ and z¯, using the chain rule of differentiation, then considering the coefﬁcients
of , we get the expressions of Pi,Qi and Ri .
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Substitute (3.5) into the last three expressions of Eq. (3.6), leading to:
−Pi =
(

u
pi + 
u
qi + 
u
ri − mi
u
)
p1 +
(

w
pi + 
w
qi + 
w
ri − mi
w
)
p2
+
(

t
pi + 
t
qi + 
t
ri − mi
t
)
,
−Qi =
(

u
pi + 
u
qi + 
u
ri − mi
u
)
q1 +
(

w
pi + 
w
qi + 
w
ri − mi
w
)
q2
+
(

x
pi + 
x
qi + 
x
ri − mi
x
)
,
−Ri =
(

u
pi + 
u
qi + 
u
ri − mi
u
)
r1 +
(

w
pi + 
w
qi + 
w
ri − mi
w
)
r2
+
(

z
pi + 
z
qi + 
z
ri − mi
z
)
,
for i = 1, 2. (3.7)
3.3. The invariance analysis
Under the inﬁnitesimal group of transformation, the system of differential equationsGi=0, for i=1, 2,
will be invariant if DGi = 0, where the operator D is written as
D ≡  
t
+  
x
+  
z
+ m1 
u
+ m2 
w
+ P1 
p1
+ P2 
p2
+ Q1 
q1
+ Q2 
q2
+ R1 
r1
+ R2 
r2
. (3.8)
Apply the operator D from Eq. (3.8) on Gi of Eqs. (3.2) and (3.3), making use of the expressions given
by Eqs. (3.7) and eliminating r1 and r2, we get
a1p1 + a2p2 + a3q1 + a4q2 + a5q21 + a6p1q1 + a7p1q2
+ a8q1q2 + a9p1p2 + a10p2q1 + a11 = 0, (3.9)
and
b1p1 + b2p2 + b3q1 + b4q2 + b5q21 + b6p1q1 + b7p1q2
+ b8q1q2 + b9p1p2 + b10p2q1 + b11 = 0, (3.10)
where
a1 = h
(
−w 
x
+ 
x
+ m2
u
)
− (ht + uhx) 
u
, (3.11)
a2 = h
(
−w 
z
+ ghx

u
)
+ (ht + uhx)w 
w
, (3.12)
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a3 = hw
(
− 
x
+ 
z
+ m1
u
− m2
w
)
+ hu
(

x
+ m2
u
)
− (ht + uhx)
(
u

u
+ 2w 
w
)
,
(3.13)
a4 = ghhx
(

u
+ 
w
)
+ hw
(
−
z
+ m1
w
)
+ (ht + uhx)w 
w
, (3.14)
a5 = −hw
(

u
+ 
w
)
, (3.15)
a6 = −hw 
u
, (3.16)
a7 = h
(
−w 
w
+ 
u
+ 
w
)
, (3.17)
a8 = hu
(

u
+ 
w
)
, (3.18)
a9 = h 
u
, (3.19)
a10 = h
(
u

u
+ w 
w
)
, (3.20)
a11 = ghhx
(

x
+ m2
u
)
+ (ht + uhx)
(
w

z
− ghx

u
)
+ w
[

(
htt + uhxt − h
2
t
h
+ u hthx
h
)
+ 
(
hxt + uhxx − hthx
h
+ u h
2
x
h
)
− ht m2
w
+ hx
(
m1 + u m2
w
)
− 1
h
(h2t + 2uhthx + (uhx)2)

w
+ h
(
m1
x
+ m2
w
)
,
(3.21)
and
b1 = − m2 − ghx

u
+ 
t
+ u 
x
+ w
[
−
t
− u 
x
+ ghx

u
− w 
z
+ 
z
+ w
h
(ht + uhx)
(
w

w
− 
w
)]
, (3.22)
b2 = ghx

w
+ w m1
w
, (3.23)
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b3 = w
[
m1 − 
t
+ ghx
(

u
− 
w
)]
+ u
(
−m2 + 
t
− ghx

u
)
+ uw
(
− 
x
+ 
z
− ht
h

x
+ w hx
h

w
− u hx
h

w
)
+ w2
(

w
ht
h
− m1
w
− 
z
)
+ u2 
x
, (3.24)
b4 = u
(
ghx

w
+ w m1
w
)
, (3.25)
b5 = w2 
w
, (3.26)
b6 = w
(
w

w
− 
w
)
, (3.27)
b7 = u
(
−w 
w
+ 
w
)
, (3.28)
b8 = u
(
−w 
w
+ u 
w
)
, (3.29)
b9 = −w 
w
+ 
w
, (3.30)
b10 = −w 
w
+ u 
w
, (3.31)
b11 = w
[
g
(
hxt + hxx − hx m1
u
− hthx
h

w
+ hx 
z
)
+ m1
t
]
+ ghx
(

t
− ghx

u
− m2
)
+ u
(
ghx

x
+ m1
x
)
− uw gh
2
x
h

w
− uw2 hx
h
m1
w
+ w2
(
m1
z
− ht
h
m1
w
)
. (3.32)
Since the p’s and q’s are independent variables in Eqs. (3.9) and (3.10), their coefﬁcients, a’s and b’s,
must vanish. Putting these a’s and b’s to zero, and considering the following forms of the functions , 
and :
(t, x, z, u,w) = 1 + 2t + 3x + 4z + 5u + 6w,
(t, x, z, u,w) = 1 + 2t + 3x + 4z + 5u + 6w,
(t, x, z, u,w) = 1 + 2t + 3x + 4z + 5u + 6w, (3.33)
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where 1, 1, 1, . . . , 6, 6, 6 are arbitrary constants, as well as the special case in which m1 and m2 are
linear forms in u and w, i.e.
m1 = m11(t, x, z)u + m12(t, x, z)w + m13(t, x, z),
m2 = m21(t, x, z)u + m22(t, x, z)w + m23(t, x, z), (3.34)
substituting of , , ,m1 and m2 from Eqs. (3.33) and (3.34) into Eqs. (3.11)–(3.32) leads to the ﬁnal
form of , , ,m1 and m2 which can be written as
 = 2t + 1,  = (m11 + 2)x + m13t + 1,  = 0, m1 = m11u + m13, m2 = −2w
(3.35)
and
(2t + 1)ht + [(m11 + 2)x + m13t + 1]hx + 2m11h = 0. (3.36)
Now, the characteristic functions deﬁned by Eqs. (3.5) become
W1 = (2t + 1)p1 + [(m11 + 2)x + m13t + 1]q1 − (m11u + m13),
W2 = (2t + 1)p2 + [(m11 + 2)x + m13t + 1]q2 + 2w. (3.37)
We conclude that the system of Eqs. (2.13) and (2.14) will be invariant under an inﬁnitesimal group
of transformations, if the characteristic functions, W1 and W2 are of the form (3.37). Therefore, it should
now be possible to reduce the number of independent variables by one.
3.4. Calculation of height of the free surface “h”
The characteristic system of Eq. (3.36) is given by
dt
2t + 1 =
dx
(m11 + 2)x + m13t + 1
= dh
2m11h
. (3.38)
Integrating the ﬁrst two equations gives the similarity variable
 =
[
x + 1
m11 + 2 +
m13
m11
(
t + 1
m11 + 2
)](
t + 1
2
)−((m11/2)+1)
, (3.39)
where
m11 = −2 = 0. (3.40)
The critical points at m11 = −2 or m11 = 2 = 0 will be studied individually later. From the ﬁrst and
third terms of Eq. (3.38) we get
h =
(
t + 1
2
)2(m11/2)
S(), (3.41)
where S is an arbitrary function of .
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3.5. The reduction to ordinary differential equations
Our aim is to make use of CFM to represent the problem in the form of ordinary differential equations.
Then we have to proceed our analysis to complete the transformation in three cases.
Case 1: m11 = −2 = 0.
Similarity transformation can be obtained by solving the characteristic system:
dt
2t + 1 =
dx
(m11 + 2)x + m13t + 1
= dz
0
= du
m11u + m13 =
dw
−2w , (3.42)
which gives the similarity for the independent variables, that are
 =
[
x + 1
m11 + 2 +
m13
m11
(
t + 1
m11 + 2
)](
t + 1
2
)−((m11/2)+1)
(3.43)
 = z (3.44)
and the similarity for the dependent variables are
F(, ) =
(
t + 1
2
)−m11/2 [
u + m13
m11
]
and G(, ) =
(
t + 1
2
)
w, (3.45)
where F(, ) and G(, ) are arbitrary functions of  and .
By substituting the self-similar variables u andw (in  and ) from Eqs. (3.45) in Eqs. (2.13) and (2.14),
we obtain a system of partial differential equations with two independent variables  and :
F + G + [F − ( + 1)]
(
S
S
)
+ 2 = 0, (3.46)
[F − ( + 1)]F + GF  + F + gS = 0, (3.47)
where  = m112 .
The method of characteristic function is again applied to the system of partial differential equations
(3.46) and (3.47) to reduce it to a system of ordinary differential equations.
Deﬁne an inﬁnitesimal group of transformation as follows:
¯ =  + 	(, , F,G) + O(2),
¯ =  + 
(, , F,G) + O(2),
F¯ = F + 1(, , F,G) + O(2),
G¯ = G + 2(, , F,G) + O(2),
¯i = i + i(, , F,G,1,2,1,2) + O(2),
¯i = i + i(, , F,G,1,2,1,2) + O(2),
for i = 1, 2, (3.48)
where
1 =
F

, 2 =
G

, 1 =
F

, 2 =
G

. (3.49)
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Following the same procedure of the previous section, we obtain the new characteristic functions W˜1
and W˜2 as
W˜1 = 	1 − 	F, W˜2 = 	2, (3.50)
where 	 is a constant and S() = k2, where k is a constant, therefore the height of the free surface “h”
can be obtained from Eq. (3.41) as
h = k[x + 1/(m11 + 2) + (m13/m11)(t + 1/(m11 + 2))]
2
(t + 1/2)2
. (3.51)
The similarity transformations can be obtained by solving thecharacteristic system
d
	
= d
0
= dF
	F
= dG
0
, (3.52)
from which we get
F = P() and G = Q(), (3.53)
where P and Q are arbitrary function of .
Substituting the new functions P() and Q() into Eqs. (3.46) and (3.47), we obtain the following
system of ordinary differential equations:
Q′ + 3P − 2 = 0, (3.54)
QP ′ + P 2 − P + 2gk = 0, (3.55)
where the prime “′” denotes differentiation with respect to . Denoting gk by (42)−1 the solution of the
above system with the boundary conditions w = 0 at z = 0, 1 was proved by Sachdev [8] as
 =
(
2P − 1
2−11 − 1
)(4−21)/(2−21)
2F1
(
4 − 21
2 − 21
,
21
2 − 21
,
6 − 221
2 − 21
; 2P − 1
2−11 − 1
)
2F1
(
4 − 21
2 − 21
,
21
2 − 21
,
6 − 221
2 − 21
; 1
) , (3.56)
Q = −(2P − 1)(2P − 2)
42P ′
, (3.57)
where 2F1(·) is the hyper-geometric function, Luke [5], 1 and 2 = 2/1 are the real roots of algebraic
equation
2 − 2 + 2 = 0, (3.58)
for 2 > 2.
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Fig. 2. The calculated vertical velocity proﬁle at  = 3.
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Fig. 3. The maximum vertical velocity at  = 3 against time t .
Since we have calculated P() and Q() we can obtain the horizontal and vertical velocities as
u =
(
t + 1
2
)−1 [
x + 1
(m11 + 2) +
m13
m11
(
t + 1
(m11 + 2)
)]
P(z) − m13
m11
, (3.59)
w =
(
t + 1
2
)−1
Q(z). (3.60)
A typical proﬁle of the vertical velocity “w” against the vertical variable z==y/h, at different calculated
times is illustrated in Fig. 2. It is noticed that the vertical velocity decreases as time increase and tends to
zero as t → ∞, this is because the vertical velocity is small in shallow waters as well as the effect of the
gravity reduces the vertical velocity with the time.
Fig. 3 illustrates the behaviour of the maximum velocity against the time “t”, which shows the fast
decrease with the increase of time. This explains the decay of the free surface as shown in Figs. 4 and 6.
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Fig. 4. The nature of free surface at  = 3 and all other constants are vanishing except m13/m11 = 1.
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Fig. 5. The calculated horizontal velocity proﬁle at x = 0.3 and = 3 and all other constants are vanishing except m13/m11 = 1.
The nature of free surface is plotted in Fig. 4 and the horizontal velocity “u” is plotted in Fig. 5. In Fig. 4,
the limit of the fall of the free surface is larger than zero, this is because of the constantsm13/m11 = 0. The
horizontal velocity “u” corresponding to this nature of free surface which is calculated at the proposed
value x = 0.3 and  = 3 and all other constants vanishing are illustrated in Fig. 5. Again, since the
free surface decreases to a limit different from zero, also the horizontal velocity decreases to the value
m13/m11(P (z) − 1) as t → ∞.
Case 2: m11 = −2 and 2 = 0.
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Similarity transformation on the singular case at 2 = 0 can be derived by solving the characteristic
system
dt
1
= dx
m11x + m13t + 1
= dz
0
= du
m11u + m13 =
dw
0
= dh
2m11h
, (3.61)
which gives the similarity for the independent variables that are
 =
[
x + 1
m11
+ m13
m11
(
t + 1
m11
)]
e−(m11/1)t and  = z, (3.62)
and the similarity for the dependent variables are
F(, ) = e−(m11/1)t
[
u + m13
m11
]
, G(, ) = w and h = e(2m11/1)tS(). (3.63)
Substituting Eqs. (3.63) in Eqs. (2.13) and (2.14),we obtain a system of partial differential equations
in two independent variables  and :
F + G + [F − ]
(
S
S
)
+ 2 = 0, (3.64)
[F − ]F + GF  + F + gS = 0, (3.65)
where  = m11/1. The solution of the above system of equations gives S = k2, so that
h(x, t) = k
[
x + m13
m11
t + 3
m11
+ 1m13
m211
]2
. (3.66)
The characteristic system of (3.64) and (3.65) is
d
	
= d
0
= dF
	F
= dG
0
. (3.67)
From which we get,
F = P() and G = Q(), (3.68)
where P and Q are arbitrary functions of . Substituting from Eqs. (3.68) into Eqs. (3.64) and (3.65), we
obtain the following system of ordinary differential equations
Q′ + 3P = 0, (3.69)
QP ′ + P 2 + 2gk = 0. (3.70)
Denote gk by (42)−1. Therefore, (3.70) reduces to
Q = −P
2 + 1/22
P ′
. (3.71)
Substituting from (3.71) into (3.69), we obtain
 = A
(
sinh−1
(√
2P
)
+ √2P
√
2 + 42P 2
)
+ B,
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whereA andB are arbitrary constants. But there is no real value for P in (3.71) that satisﬁes the boundary
condition Q=0 at =0, 1. Therefore, we cannot ﬁnd any solution for the system of ordinary differential
equations (3.69)–(3.70) that corresponds to that case.
Case 3: m11 = −2 and m11 = 0.
For this special case, the characteristic system is given by
dt
2t + 1 =
dx
2x + m13t + 1
= dz
0
= du
m13
= dw−2w =
dh
0
, (3.72)
which gives the similarity variables
 = 1(
t + 1
2
)
[
x +
(
1
2
− 1m13
22
)]
− m13
2
ln
(
t + 1
2
)
and  = z. (3.73)
The similarity forms are
F(, ) = u − m13
2
ln
(
t + 1
2
)
, G(, ) =
(
t + 1
2
)
w and h = S(), (3.74)
where F(, ) and G(, ) are arbitrary functions of  and . Substituting Eqs. (3.74) in Eqs. (2.13) and
(2.14), we obtain:
F + G + [F − ( + )]
(
S
S
)
= 0, (3.75)
[F − ( + )]F + GF  + gS +  = 0, (3.76)
where  = m132 .
Proceeding exactly as above we get m13 = 0, and S = k2, so that
h(x, t) = k
(
x + 1/2
t + 1/2
)2
. (3.77)
The characteristic functions deﬁned by Eqs. (3.75) and (3.76) become
d
	
= d
0
= dF
	F
= dG
0
. (3.78)
Therefore,
F = P() and G = Q(), (3.79)
where P and Q are arbitrary functions of .
Substituting the new variables P() and Q() into Eqs. (3.75) and (3.76), we obtain the following
system of ordinary differential equations
Q′ + +3P − 2 = 0, (3.80)
QP ′ + P 2 − P + 2gk2 = 0, (3.81)
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Fig. 6. The free surface at  = 3 and all other constants are vanishing against the horizontal distance x.
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Fig. 7. The calculated horizontal velocity proﬁle at x = 0.3 and  = 3 and all other constants are vanishing.
which are the same as (3.54) and (3.55). The solution of the horizontal and vertical velocities is
u =
[
x + 1/2
t + 1/2
]
P(z) and w =
(
t + 1
2
)−1
Q(z). (3.82)
The horizontal velocity “u” corresponding to the nature of free surface of Fig. 6 which was calculated
at the proposed value x = 0.3 and  = 3 and all other constants are vanishing is shown in Fig. 7. Since
the free surface decreases to zero, the horizontal velocity also decreases to zero as t → ∞.
Case 4: m11 = −2 = 0.
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The characteristic system on the singular case at m11 = 2 = 0 is
dt
1
= dx
m13t + 1
= dz
0
= du
m13
= dw
0
= dh
0
, (3.83)
which gives the similarity variables
 = x − m13
21
t2 − 1
1
t and  = z (3.84)
and
F(, ) = u + m13
1
t, G(, ) = w and h = S(), (3.85)
where F(, ) and G(, ) are arbitrary functions of  and  and S() is an arbitrary function of  only.
Substituting Eq. (3.85) in Eqs. (2.13) and (2.14), we obtain:
F + G + [F − ]
(
S
S
)
= 0, (3.86)
[F − ]F + GF  + gS +  = 0, (3.87)
where  = 11 and S = −m131g , so that
h(x, t) = −m13
1g
[
x − m13
21
t2 − 1
1
t
]
. (3.88)
The characteristic system of (3.86) and (3.87) is
d

= d
0
= dF
F − 1/1
= dG
0
. (3.89)
Therefore,
F = 1
1
+ P() and G = Q(), (3.90)
whereP andQ are arbitrary functions of . Substituting fromEqs. (3.90) into system of partial differential
equations (3.86) and (3.87), we obtain;
Q′ + 2P = 0, (3.91)
QP ′ + P 2 = 0. (3.92)
Eq. (3.92) reduced to
Q = −P
2
P ′
. (3.93)
At the boundary condition Q = 0 we ﬁnd P = 0, which vanishes any solution. Therefore we cannot
ﬁnd any solution for the system of ordinary differential equations (3.91)–(3.92) corresponds to that case.
Case 5: m11 = −2 = 0.
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For this special case, the characteristic system given by
dt
2t + 1 =
dx
m13t + 1
= dz
0
= du
m13
= dw−2w =
dh
−22 , (3.94)
gives the similarity variables,
 = x − m13
2
t −
(
1
2
− 1m13
22
)
ln
(
t + 1
2
)
and  = z, (3.95)
and
G(, ) =
(
t + 1
2
)
w, F(, ) =
[
u − m13
2
](
t + 1
2
)
, h =
(
t + 1
2
)−2
S(). (3.96)
Substituting Eqs. (3.96) in Eqs. (2.13) and (2.14), we obtain:
F + G + [F − ]
(
S
S
)
= 0, (3.97)
[F − ]F + GF  − F + gS = 0, (3.98)
where  =
(
1
2
− 1m13
22
)
.
Following the same procedure as we did before, we get  = 0, and
h(x, t) = k
(
x − m13/2t + 	1/	2
t + 1/2
)2
, (3.99)
where 	1 and 	2 are constants. The characteristic functions for (3.97) and (3.98) will be
d
(	2 + 	1) =
d
0
= dF
	2F
= dG
0
. (3.100)
Therefore,
F =
(
 + 	1
	2
)
P() and G = Q(), (3.101)
where P and Q are arbitrary functions of .
Substituting the new variables from Eqs. (3.101) into system of partial differential equations (3.97)
and (3.98), we obtain the following system of ordinary differential equations:
Q′ + 3P − 2 = 0, (3.102)
QP ′ + P 2 − P + 2gk2 = 0, (3.103)
which are the same as (3.54) and (3.55). The solution of the horizontal and vertical velocities becomes
(Figs. 8 and 9).
u =
(
t + 1
2
)−1 [
x − m13
2
t + 	1
	2
]
P(z) + m13
m11
and w =
(
t + 1
2
)−1
Q(z). (3.104)
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Fig. 8. The shape of the free surface at  = 3 and all other constants are vanishing except m13/m11 = 1.
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Fig. 9. The calculated horizontal velocity proﬁle at x = 0.3 and = 3 and all other constants are vanishing except m13/m11 = 1.
4. Conclusion
Asolutionmethodology based on theCFMhas been applied to solve nonlinear shallowwater equations,
describing sheared ﬂow between a horizontal bottom and a free surface.
The carried out analysis, in this paper, shows the effectiveness of the method in obtaining invariant
solutions for the system of partial differential equations in three independent variables. Themain difﬁculty
of the problem is due to the free surface condition, and consequently the analysis of the problem faces
many difﬁculties that were an essential obstacle in many other analytical methods.
The obtained solutions, for different cases, are found in terms of a hyper-geometric function, and typical
proﬁles of the free surface, the horizontal and vertical velocities are illustrated in Figs. 2–9.
It is clear that the proﬁle of the free surface and the components of the velocity are inversely proportion
with the time. As well as the free surface varies parabolically with the distance “x”.
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