cos θ i , denote the product of the cosines of the principal angles {θ i } between the subspaces L and M . The direction cosines of an r-dimensional subspace L are the n r numbers {cos{L, IR n J } : J ∈ Q r,n } where Q r,n := the set of increasing sequences of r elements from {1, . . . , n} , and IR 
1 Introduction
Notation
We use the notation and terminology of [2] and [5] . In particular:
1.1.A
The volume of A ∈ IR where 4) are the corresponding l pairs of principal vectors.
1.1.C
The product of principal sines, and the product of principal cosines, are denoted by sin{L, M } := sin θ 1 · · · sin θ l , (1.5)
Note that (1.5) and (1.6) are just notation, and not ordinary trigonometrical functions. In particular, sin 2 {L, M } + cos 2 {L, M } ≤ 1.
1.1.D
Let Q r,n denote the set of increasing sequences of r elements from {1, . . . , n}. For A ∈ IR m×n r we denote by I(A) := {I ∈ Q r,m : rank A I * = r} , (1.7)
J (A) := {J ∈ Q r,n : rank A J * = r} .
(1.8)
1.1.E
The basic subspaces of dimension r of IR n are the
which, for r = 1, reduce to the n coordinate lines
(1.10)
Results
This paper studies relations between the volume function, principal angles and generalized inverses. In § 2 we study the direction cosines cos {L, IR n J } of a subspace L. The basic decomposition of linear operators IR n → IR m is given in § 3. In § 4 we prove related extremal properties of the Moore-Penrose. The Moore-Penrose inverse A † is of minimal volume among the {1, 2}-inverses of A.
Direction cosines
Let L be a line in IR n passing through the origin, spanned by the vector ℓ ℓ ℓ= (ℓ j ) . The direction cosines of L are the n cosines {cos {L, IR |cos {ℓ ℓ ℓ, e e e j }| |cos {m m m, e e e j }| (2.4)
with equality in (2.4) if and only if cos {ℓ ℓ ℓ, e e e j } and cos {m m m, e e e j } have the same signs for all j, or equivalently,
The analogous results for general subspaces of IR n are given below. First the analog of the identity (2.3).
Theorem 1 Let L be a subspace of IR n , dim L = ℓ > 0 and let r ∈ {1, . . . , n} . Then
Proof: Let r ≥ ℓ. For any J = {j 1 , · · · , j r } ∈ Q r,n , let P := (e e e j 1 , · · · , e e e jr ) ∈ IR n×r denote the matrix with columns e e e j , j ∈ J. Let the columns of Q ∈ IR n×ℓ form an orthonormal basis for L. Then
where σ i (P T Q) are singular values of P T Q. Therefore
where the second equality follows that for each term det(Q T K * Q K * ), K ∈ Q ℓ,n , it appears in the summation exactly r ℓ n r n ℓ times. The result for r < ℓ is obtained from (2.7) using the fact that the nonzero principal angles between L and M are the same as the nonzero principal angles between L ⊥ and M ⊥ , [5, Theorem 3] . Therefore if r < ℓ, 
be a full rank factorization of A, and apply (3.1) to C and R separately, to get
We recall
for any J ∈ J (A), see [5, Corollary 2] . Then (3.2) follows from (3.4) and (3.5) since I(A) = I(C), [2] that the basic decomposition of A † has the same convex weights as (3.2), The set of all {1, 2}-inverses of A is denoted by A{1, 2}. For any two subspaces S and T such that 
