Abstract-The performance of a turbo-coded code division multiaccess system with a minimum mean-square error (MMSE) receiver for interference suppression is analyzed on a Rayleigh fading channel. In order to accurately estimate the performance of the turbo coding, two improvements are proposed on the conventional union bounds: the information of the minimum distance of a particular turbo interleaver is used to modify the average weight spectra, and the tangential bound is extended to the Rayleigh fading channel. Theoretical results are derived based on the optimum tap weights of the MMSE receiver and maximum-likelihood decoding. Simulation results incorporating iterative decoding, RLS adaptation, and the effects of finite interleaving are also presented. The results show that in the majority of the scenarios that we are concerned with, the MMSE receiver with a rate-1/2 turbo code will outperform a rate-1/4 turbo code. They also show that, for a bit error rate lower than 10 3 , the capacity of the system is increased by using turbo codes over convolutional codes, even with small block sizes.
ratios (SNR) lower than the thresholds corresponding to the channel cut-off rates, where our interest lies. In order to apply the union bound analysis to the turbo-coded CDMA system, two improvements are proposed in this paper. First, the minimum distance of a specific interleaver is used to modify the average weight spectra, giving a more accurate estimate for the performance offered by the specific interleaver in the error-floor region. Second, the tangential bound is applied to the Rayleigh fading channel to extend the usefulness of the modified bound to the region below the cutoff rate.
Based on these improvements, we study the performance of a turbo-coded DS-CDMA system with an MMSE receiver on Rayleigh fading channels. The performance tradeoffs associated with the allocation of bandwidth to turbo coding and spreading are investigated. In addition, the performance of the turbo-coded system is compared to that of a convolutionally coded system with comparable hardware complexity. This paper is organized as follows. The structure of the turbo encoders and the two improvements on the conventional union bound are given in Section II. Section III presents the model of the CDMA system and the analysis of the MMSE receiver. Finally, results and conclusions are provided in Sections IV and V, respectively.
II. TURBO CODES

A. Encoder
The turbo encoder considered in this article consists of two or more identical rate-1/2 recursive systematic convolutional (RSC) encoders, each separated by a pseudorandom interleaver of block size . The parity bit streams are punctured, if necessary, and then transmitted together with the systematic bit stream. At the end of each transmission block, only the first encoder is driven back to the all-zero state through the transmission of tail-bits, whereas the remaining encoders are not terminated. For the first encoder, the trellis termination scheme of [3] is used, wherein the encoder feedback bit is taken as the encoder input and transmitted together with the parity bits. Therefore, the turbo code with constituent codes is equivalent to a block code, where is the rate of the constituent encoders with puncturing and is the degree of the feedforward and feedback polynomials. The overall rate of the code is given by (1) 0733-8716/01$10.00 © 2001 IEEE where the approximation is valid for practical values of , , and .
In this paper, turbo codes with different code rates are considered. The first encoder uses two rate-1/2 constituent encoders with the generator matrix , and the two parity sequences are alternately punctured, yielding the overall rate of approximately 1/2. For the rate-1/4 code, two coding schemes, labeled as code "A" and code "B," are considered. Encoder "A" employs three identical component codes with the generator matrix , and no puncturing is used. Encoder "B" employs two rate-1/3 constituent codes with generator matrix [4] . The second parity bit streams of both constituent codes are punctured alternately, resulting in an overall rate of approximately 1/4. Code "A" is the default rate-1/4 coding scheme for our results, unless otherwise stated.
B. Union Bound
In deriving analytical performance bounds, we assume that a maximum-likelihood (ML) decoder is used to decode the turbo codes. Although in practice an iterative decoder will be used, the bounds are useful at high enough SNR, where empirical evidence indicates that the performance of the ML decoder will be approached as the number of decoding iterations increases.
The word error probability and bit error probability of an ( ) linear block code can be upper bounded by [5] (
and (3) respectively, where denotes the pairwise error probability for codewords with Hamming distance . Here, is the number of codewords with Hamming weight and is the total weight of the information bits for codewords with Hamming distance , normalized by the number of information bits per block, . The sets of all pairs ( ) and ( ) represent the code weight spectra, which are determined by both the constituent encoders and the structure of the specific permutation. Unfortunately, determining the full weight spectra with a particular permutation is computationally prohibitive for realistic values of . In [2] , a probabilistic permutation called a "uniform interleaver" was introduced, which represents an average of all possible interleaving permutations. The uniform interleaver maps a given input sequence of length and weight into all distinct permutations of it with equal probability . With the help of a uniform interleaver, the average values of and can be determined. The weight enumerating function of the turbo code, conditioned on the input weight, is defined as (4) where denotes the number of codewords with input weight and redundancy weight , yielding the total weight . The coefficients and can be obtained by the relations (5) and (6) respectively. The weight enumerating function can be expressed in terms of the conditional weight enumerating functions , of the constituent codes according to [2] (7)
Finally, the conditional weight enumerating functions of the constituent block codes can be derived from the transfer function of the constituent convolutional codes. A computationally efficient algorithm for determining , that takes into account the puncturing scheme, is given in [6] .
C. Modified Union Bound
The union bound based on the uniform interleaver represents an average over all possible interleavers, and the simulation results show that particular pseudorandom interleavers usually offer performance close to the average until the error-floor region is reached [2] . In the error-floor region, the performance may differ because of the different values of the free distance produced by different interleavers. The difference can be as great as an order of magnitude, requiring some modifications to the average union bound that reflect properties of the specific interleaver.
Let us take the rate-1/2 code as an example. The minimum free distance among the codes produced by all turbo interleavers, , is found to be 3, corresponding to the pattern in both the original and permuted input sequences. In the worst case, puncturing may result in redundancy weight of zero from both parity bit streams. However, the probability of choosing a pseudorandom interleaver which gives this minimum distance is small. As proven in [7] , the contribution to the free distance from codewords with input weight becomes negligibly small for large block size, because of the so-called "interleaver gain." As approaches infinity, the free distance is more likely to be the "effective free distance," defined as the minimum weight among codewords corresponding to input words of weight 2. For our rate-1/2 code, the effective free distance is , with equal contributions of two from the systematic bits and the two punctured parity bit streams. Thus, we expect to find a pseudorandom interleaver resulting in for practical values of without much difficulty.
For a given value of , the values of the coefficients are usually smaller than unity for the first few terms. However, the coefficients corresponding to a particular interleaver always take on integer values. Denote the values for a particular interleaver as , and define as the set of the interleavers with . We have
For a particular value of Hamming distance , if , define (9) If we define as the set of interleavers yielding a minimum distance greater than , the size of is lower bounded by (10) or (11) In other words, the probability of randomly choosing an interleaver yielding minimum distance is at least . For the rate-1/2 code with , the values of are shown in Fig. 1 and the initial terms of the average weight spectrum are shown in Table I . We found , which implies that at least 61% of all possible interleavers produce a , as predicted by the effective free distance. There are numerous approaches to optimizing the turbo-code interleaver design [3] , [8] , some of which may lead to even larger than the effective free distance. In our system, we adopted the so-called " -Random" interleaver [3] , which prohibits the mapping of a bit position to another within a distance of a bit position already chosen in any of the previous selections. As a rule of thumb, for an interleaver with block size , is chosen. For the block size , we found such an interleaver with . In our simulation with the particular interleaver, all the error events encountered have Hamming weights at least 8, suggesting . We therefore modify the average weight spectrum to reflect the of the specific interleaver, setting A similar modification is also applied to each . The union bounds based on the modified weight spectra are shown in Fig. 2 . It can be seen that the modification hardly changes the results in the "water-fall" region at lower SNRs but greatly improves the accuracy of the performance estimates in the error-floor region at higher SNRs.
To verify the validity of the proposed modification, we compute a few initial terms of the weight spectra for the rate-1/2 code with the specific -Random interleaver, using the algorithm in [9] . The true spectra are compared to our modified spectra in Table II , and it is evident why the modified union bounds yield a better estimate for this specific interleaver than the conventional union bounds. The modification to the union bounds is used in the performance analysis that follows. 
D. Tangential Bound
The union bound, by its nature, becomes quite loose at SNRs lower than the threshold corresponding to the channel cutoff rates. There have been several tighter bounds proposed recently [10] - [12] , which can be adopted to extend the useful region lower than the cutoff rate on AWGN channels. However, these improved bounds are not readily applicable to wireless communication systems, where fading channels are more typical. In the following, we extend the tangential bound [13] , [12] to an ideally interleaved Rayleigh fading channel. The tangential bound is chosen because it offers a balance between computational complexity and the degree of improvement over the union bound. Since only the weight spectrum is needed in the computation, this bound applies to any linear block code, including parallel and serial concatenated turbo codes.
We assume a frequency-flat slow-fading channel. The output of the encoder is mapped to a sequence of BPSK symbols, denoted by an -dimensional real vector, . Here is the number of coded bits per code block and , . Assuming a coherent receiver with perfect phase synchronization and no inter-symbol interference (ISI), the received signal is described by (12) where -dimensional received vector; random noise vector whose components are independent Gaussian random variables with zero mean and common variance ; fading amplitude vector consisting of i.i.d. Rayleigh random variables. We assume the fading amplitudes are normalized so that , , and the density of is given by
The noise variance is determined by , where . The derivation of the tangential bound over the fading channel closely follows that of the tangential bound on the AWGN channel presented in [12] . The starting point for our derivation is an inequality due to Gallager [14] . Let the event corresponding to an error at the output of the decoder be denoted by . The probability of decoding error satisfies (14) where is some prespecified region (volume) in the observation space around the transmitted codeword. For the fading channel, the inequality above can be expressed by (15) where denotes the expectation with respect to the fading vector distribution.
Conditioned on the fading amplitude vector , the mean value of the received vector for each possible codeword has the same energy and is located on an -dimensional sphere with radius , as illustrated in Fig. 3 . Let be an orthonormal transformation of the noise vector so that the components of are independent Gaussian random variables with zero mean and the same variance , but is directed from the transmitted codeword,
, toward the origin. The region for the tangential bound is defined as (16) where is a parameter to be optimized.
The second term on the right-hand side of (15) can be written as [15] (17) where (18) Alternatively, this term can be represented using another form of the Gaussian Q-function [16] ( 19) When is large, this form provides an efficient method to evaluate (17) .
Let denote the event that the received vector is closer to some codeword at Hamming distance from the transmitted codeword , than to itself. The distance between and is , with defined as the set of positions where differs from : . The distance in Fig. 3 is given by (20) For simplicity of notation, we define two random variables and They are independent normalized Chi-square random variables with degrees of freedom and , respectively. Their density functions are given by (21) (22) respectively. Now , , and can be rewritten as
The conditional probability in (15) can be upper bounded by the following union bound:
where is the projection of noise along the axis from to , given by (25) Substitution of (17) and (24) into (15) When approaches infinity, the tangential bound will become the conventional union bound. This observation shows that the tangential bound is no looser than the union bound. In addition, if approaches minus infinity, only the second term in (30) will remain and this tends to one. So the tangential bound is never larger than one.
Note that in (26) and (30), we choose to optimize over after we remove the conditioning on . Although this choice makes the bound looser, it greatly reduces the computational complexity. The tangential bound can also be extended to other memoryless fading channels in a similar manner.
By replacing with , the tangential bound on the bit error probability is obtained. Fig. 4 compares the tangential bound on the bit error probability with both the union bound and simulation results for a turbo-coded BPSK system over an ideally interleaved Rayleigh fading channel. With the block size , the minimum distances for the rate-1/2 code and the rate-1/4 code "A" with the chosen -random interleavers are 8 and 22, respectively. The weight spectra are modified accordingly and used in (30) for the tangential bound. As an upper bound on performance of the ML decoder, the tangential bound becomes loose for BER higher than 10 for the rate-1/2 code. Compared to the conventional union bound, the improvement of the tangential bound is more significant for lower rate codes. Moreover, we observe in the figure that the performance of the iterative decoder may be worse than the tangential bound based on the ML decoder for the rate-1/4 code "A." It is our conjecture that the convergence of the iterative decoder is adversely affected by the fact that there are three constituent codes in code "A." In Fig. 5 , the simulation results and tangential bounds are compared for both code "A" and code "B." Since code "B" has only two constituent codes, its error floor is higher than that of code "A." However, code "B" outperforms code "A" for , and the simulation results for the iterative decoder of code "B" fall below the analytical bound based on the ML decoder. 
III. CDMA SYSTEM
A. System Model
Consider a DS-CDMA system with MMSE interference suppression and turbo coding. The block diagram of the system to be analyzed is shown in Fig. 6 . The turbo encoded bits are passed to a channel interleaver. The purpose of the interleaver is to separate adjacent code bits in time, so that, ideally, each code bit will experience independent fading. The output of the interleaver is then mapped to a sequence of QPSK symbols and spread by the signature sequence assigned to the given user. For an asynchronous DS-CDMA system, the transmitted signal for the th user is given by Re
where (32) is the transmitted power, is the transmitted symbol sequence with period , is the carrier frequency, and is the spreading sequence given by
is the th chip of the spreading sequence, is the processing gain, is the impulse response of the chip pulse shaping filter assumed to satisfy the constraint , and is the chip rate. Since it is necessary that the multiple access interference (MAI) statistics be cyclostationary for the MMSE receiver [17] , short spreading sequences are used. Therefore . The channel model assumes slowly varying, frequency nonselective Rayleigh fading along with AWGN. The received signal is given by (34) where total number of users in the system; normalized Rayleigh random variable; random phase uniformly distributed over ; delay experienced by the th user; low-pass equivalent, complex AWGN with . 1 We assume that is uniformly distributed in the interval and can be written as , where with equal probability, and is uniform on . Without loss of generality, index is assigned to the desired user, and we assume perfect bit synchronization (i.e., ). After down-conversion, the received signal passes through a chip-matched filter with a normalizing factor of , and then a linear adaptive filter with taps [18] . The output of the adaptive filter is fed into a block deinterleaver and an iterative turbo decoder which outputs the estimated data.
B. MMSE Receiver
Assume we can independently track the phase of the desired user and remove it from the received signal prior to entering the MMSE receiver. For the th code symbol, the output of the coherent demodulator and adaptive filter with tap weights is given by (35) where , and , , and are -element column vectors corresponding to the desired user's signal, the AWGN, and the MAI, respectively. It can be shown [1] that (36) and (37) where (38) 1 Following the conventional notations, z represents the conjugate of the complex variable z, and z represents the complex conjugate transpose of the complex vector z.
,
, and is the th user's symbol transmitted during the time interval . The elements in are independent complex Gaussian random variables with zero mean and variance , where is the transmitted symbol energy.
The optimum tap weights, which minimize the mean square error and are found by solving the Wiener-Hopf equation, are given by (39) where , and
The two possibilities for and depend upon the adaptive receiver's ability to track the time variations of the fading channels. If the fading for the th user changes relatively fast and cannot be tracked, then and . If the adaptive algorithm can track the fading on the th user, then and . The following analysis assumes that the receiver has perfect knowledge of the channel state information (CSI) and uses the optimum MMSE filter coefficients, and that infinite interleaving results in independent fades on each symbol. As shown in [1] , the output of the adaptive filter can be modeled as a conditionally complex Gaussian random variable as the number of interfering users goes to infinity, based upon the Liapounoff version of the Central Limit theorem [17] . Even for a small number of users, the Gaussian approximation has been shown to yield accurate results [19] . Conditioned on , , and , the output of the adaptive filter for the th symbol is modeled as a complex Gaussian random variable with mean and variance , where
Conditioning on the optimum tap weights simply refers to conditioning on the delays and on the fades of any interfering users which can be tracked by the adaptive receiver.
C. Bit Error Probability
Following the analysis presented in [1] , the conditional probability of pairwise error is given by (42) where (43) and is the set of bit positions over which an erroneous codeword differs from the correct codeword.
We now assume that the adaptive algorithm is not able to track the fading on any of the interfering users in the system, and the delays experienced by each user remain constant throughout a transmission block. These assumptions result in being independent of , and reduces to (44) where for any . Conditioned on , the bit error probability can be obtained by the tangential bound in (30) with equivalent SNR given by [1] 
Averaging over is done by taking a sample average for various realizations of the delays of all interfering users. Since the calculation of the tangential bound is quite timeconsuming, a table of versus the equivalent is used with linear extrapolation to accomplish the final averaging.
For comparison purposes, we also determined the performance of a matched-filter receiver. If we assume that long spreading sequences are employed and the MAI can be modeled as a Gaussian random variable, the bit error probabilities can be obtained from the tangential bound with replaced by , where [1] (46)
IV. RESULTS
We are interested in the coding-spreading tradeoff in a turbocoded CDMA system. A processing gain of for the uncoded system is assumed. For the MMSE receiver system, the spreading sequences are chosen to be Gold sequences of length 31 for the rate-1/2 codes, and the large set of Kasami sequences of length 15 for the rate-1/4 codes. Therefore, the total bandwidth expansion caused by coding and spreading remains roughly the same.
We assume an SNR of dB and perfect power control (i.e., ), unless otherwise specified. The analytical results for the MMSE receiver were obtained by averaging the conditional error probabilities over 1000 realizations of random delays of each user. For the simulation of finite interleaving systems, the multipath Rayleigh fading was generated using the Jakes model [20] with a data rate of 9.6 kbps and a maximum Doppler shift of 83 Hz, which corresponds to a carrier frequency of 900 MHz and a vehicle speed of 100 km/h. The number of information bits per block is set to be , corresponding to a tight delay constraint of 20 ms. A block interleaver was used as the channel interleaver, whose dimensions were chosen to be 48 8 and 48 16, for rate-1/2 and rate-1/4 codes, respectively. Dummy bits are appended to each codeword to match the size of the channel interleaver.
In the simulation, the Log-MAP algorithm is used in our iterative decoder [21] . To assure convergence, 15 iterations are used for the rate-1/2 code and the rate-1/4 code "B," and 30 iterations are used for the rate-1/4 code "A." It is claimed in [22] that the processing load of a Log-MAP decoder is no more than four times that of a conventional Viterbi decoder for a convolutional code with the same number of states as the constituent code. So the decoder complexity of the 32-state convolutional codes is approximately the same as that of the rate-1/2 turbo code or the rate-1/4 turbo code "B." For the rate-1/4 code "A," there are 12 states among the three constituent codes, and the decoder complexity is somewhere between that of 32-and 64-state Viterbi decoders. For the comparison, the 32-state convolutional codes of both rates are used. Fig. 7 compares the analytical results on the bit error probability for the MMSE receiver and the matched-filter receiver with both rate-1/2 and rate-1/4 turbo codes. The results show that the MMSE receiver provides a significant increase in capacity compared to that of the MF system. In addition, although the MF receiver with lower rate codes outperforms that with higher rate codes, the MMSE systems benefit from high-rate codes and larger processing gains when the system is heavily loaded. This is because the number of taps of the MMSE receiver is increased as the processing gain increases, and so the capability to suppress interference is also improved. Note there is a crossing at of the performance curves for the MMSE receivers with the two code rates, suggesting that when the system is operating at a very high capacity (relative to its processing gain), the dimension of the MAI becomes too large for the MMSE receiver to suppress the MAI efficiently and a lower rate code may give better performance. Fig. 8 compares the analytical results in the previous figure with simulation results. The simulations assume infinite interleaving and optimum tap weights for the MMSE receiver. The simulation results show that our theoretical estimates are good indicators of the performance for low BERs. Since the bound for the turbo codes becomes loose for lower SNRs, the theoretical estimates diverge from the simulation results as the BERs get larger, with the thresholds depending on the coding scheme and the receiver. In particular, we noted that the breakup points for the MMSE receiver are around . It can be seen that the theoretical estimates for the rate-1/4 code are not as accurate as those for the rate-1/2 code, because the tangential bound is not valid for the iterative decoder of code "A," as shown in Fig. 4 . Since the Gaussian approximation tends to be optimistic for low BERs [23] , the theoretical estimates may be lower than the simulation results for the MF receiver.
In Fig. 9 , we substitute code "B" for code "A" in the rate-1/4 systems. The capacity of the system for a target BER of 10 is improved by the use of code "B." However, both the analysis and simulation show that there is still a range of over which the MMSE receiver with the rate-1/2 code outperforms that with the rate-1/4 code. We also note that when the system is fully loaded (i.e., is near 31), the MMSE receiver with the rate-1/4 code "B" gives better performance. As discussed previously, this is because of the large dimensionality of the MAI, and also because of the excellent performance of the rate-1/4 code "B" in the BER range of . Fig. 10 analytically compares the performance of the MMSE receivers with code rates of 1/2 and 1/4, with the level of interference varied by changing the power ratio ( ) of all the interfering users in the system. Clearly, the rate-1/2 code with the MMSE receiver is more attractive than the rate-1/4 code when the near-far problem is severe. Fig. 9 . Comparison between analytical results and simulation for turbo-coded CDMA systems, assuming infinite interleaving and optimum MMSE coefficients. Code "B" is used in the rate-1/4 systems. Fig. 10 . Performance of MMSE receiver with different code rates and power ratios. P R = P =P for all interfering users, analytical results. Fig. 11 compares the performance of turbo-coded CDMA with that of convolutionally coded systems, based on the analytical results. The conventional union bound is applied to the convolutionally coded systems, while the tangential bound for the turbo-coded systems is based on the "uniform interleaver" and the minimum distance of the specific interleaver. Since we are using turbo codes with a relatively small block size, the performances remain approximately the same for the two coding schemes at , the typical target BER for voice communications. However, for a lower BER (e.g., ), the capacity of the system is significantly increased by using the turbo codes. Moreover, the benefit of turbo codes is more pronounced at larger block sizes, and the turbo-coded systems may outperform the convolutional-coded systems at all BERs for larger block sizes. The result indicates that turbo coding is more suitable for high-speed data communication applications.
Simulation results in Fig. 12 show the performance of the MMSE and MF receivers with finite interleaving and RLS adap- tation. For our RLS algorithm, is used as the forgetting factor and 300 training symbols are transmitted before decoding user data. The rate-1/2 turbo code with the MMSE receiver is still the best choice. For the MF receiver, the two code rates give approximately the same performance because the advantage arising from the large coding gain of the rate-1/4 code is greatly reduced by the effect of finite interleaving.
Finally, simulation results in Fig. 13 show the degradation of performance for the rate-1/2 turbo-coded system with the MMSE receiver as various system assumptions are removed. The biggest reduction of capacity results from finite interleaving, which shows that the delay constraint is a fundamental limit for reliable communication over fading channels. The figure also shows that when perfect CSI is available, the RLS algorithm is able to closely approximate the performance of the MMSE receiver with optimum tap weights.
V. CONCLUSION
An extension of the tangential bound is applied to turbo coding on a Rayleigh fading channel, and the actual value of the minimum distance corresponding to a particular turbo interleaver is used to yield more accurate performance in the error-floor region. Theoretical estimates based on these improvements show that the combination of an MMSE receiver and turbo coding can provide a substantial performance improvement compared to conventional matched-filter receiver systems in a multipath fading environment. The MMSE receiver significantly increases the capacity of the system, especially when the near-far problem is severe. For a small block size, turbo codes do not bring much improvement unless a low BER is targeted. Simulation results also show that the system capacity is greatly reduced by the effect of finite interleaving. However, further performance improvement could be expected if looser delay constraints allow the use of turbo codes with larger block size.
