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We report on spin-vortex pair dynamics measured at temperatures low enough to suppress stochas-
tic core motion, thereby uncovering the highly non-linear intrinsic dynamics of the system. Our
analysis shows that the decoupling of the two vortex cores is resonant and can be enhanced by
dynamic chaos. We detail the regions of the relevant parameter space, in which the various mech-
anisms of the resonant core-core dynamics are activated. We show that the presence of chaos can
reduce the thermally-induced spread in the switching time by up to two orders of magnitude.
Spin vortices carry a significant fundamental
interest[1–14] due to their high variety in terms of
physical layouts, spin configurations, and types of intra-
and inter-vortex interactions. Applications of relevance
are memory [6, 15–22], rf signal sources[23–25] as well
as biofunctional materials[26, 27]. Vertically stacked
vortices, with thin inter-vortex spacers, are rather
unique as they can possess a very localized yet very
strong core-core coupling potential[28–30]. Here we
study such a tightly spaced vortex pair and focus on
its most intriguing configuration, having parallel core
polarizations and antiparallel vortex chiralities (referred
to as the P-AP state; illustrated in Fig. 1a), as the
collective dynamics it exhibits are entirely different
from those of the individual vortices comprising the
pair. We show that the system can be made bi-stable
with the cores either magnetically and spatially coupled
(diatomic-molecule type pair) or well separated (disso-
ciated molecule), with highly nonlinear, chaos-enhanced
switching dynamics.
We develop an analytical model based on the Thiele
equation[31] and show that the dynamics of the system
can be reliably predicted with a set of only two time de-
pendent first order equations – a bare minimum of dimen-
sions required to have chaotic dynamics. Such simplic-
ity sets our spin vortex pairs apart from other magnetic
chaotic systems, studied with either continuous media
models[32, 33] or higher-dimensional models[34].
The effects of thermal agitation on bi-stable, period-
ically driven systems are well understood. A dynami-
cally meta-stable state appears as a result of the resonant
excitation with its energy elevated, which enhances the
stochastic escape rate[35, 36]. Alternatively, when the
external force oscillates slower than the systems char-
acteristic response time, a stochastic resonance can be
observed[37, 38]. Thermal effects on chaotic systems
were studied to a lesser degree, with one example be-
ing noise in Josephson junctions[39–41], important for
building voltage standards. Only time-averaged charac-
teristics are of interest in this case since the phase of the
junction is a periodic variable, making individual switch-
ing events non-important.
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FIG. 1. (a) Schematic of the studied vortex pairs, having ver-
tically tightly-spaced magnetic particles, each in a spin vortex
state with parallel core polarizations (vertical arrows) and an-
tiparallel chiralities (circular arrows) – the P-AP vortex pair
state. The pair is shown in a decoupled state, with a large
in-plane core-core separation, as against a coupled state, with
the two cores on-axis (not shown). (b) Measured magnetore-
sistance of a sample in a P-AP vortex state, with hystere-
sis at 77 K (blue) between the coupled and decoupled core-
core states (illustrated by insets showing corresponding spin
maps), and no hysteresis at 300 K due to thermal smearing
(dashed orange line).
In this work we investigate the microstates of a spin-
vortex pair, including their switching times and trajec-
tories, and show that the presence of dynamic chaos
can greatly reduce the thermally-induced spread in the
switching times, by up to two orders of magnitude. The
observed chaos dynamics take place at extremely low ex-
citation amplitudes, compared to other reported mag-
netic systems with chaotic behavior [33].
Our samples were nanopillars containing two verti-
cally stacked elliptical Permalloy (Py) particles, each 350
by 420 nm in-plane and 5 nm thick, separated by a 1
nm thick TaN spacer, integrated with a readout mag-
netic tunnel junction. For measurements, both Py par-
ticles were set into a vortex state with parallel core po-
larizations and antiparallel chiralities (P-AP; Fig. 1a),
and the magnetic response was measured magnetoresis-
tively (see[42, 43], and Supplementary for experimental
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FIG. 2. Measured core-decoupling probability as a function
of the excitation frequency and field amplitude applied as 300
ms pulse envelopes. The inset shows probability-vs-frequency
cross-sections for pulse-envelope excitations of 100 periods in
duration (40 to 100 ns).
details).
Figure 1b shows the magnetoresistance of a typical
sample in the P-AP vortex state at 77 K and room tem-
perature (RT). The well-defined R − H hysteresis ob-
served at 77 K at about 10-15 Oe is due to decoupling
and recoupling of the two vortex cores, and is smeared
out at RT. With all measurements done at 77 K and the
dc field kept at mid-hysteresis, we focus below on this key
hysteretic transition in the system between its coupled
and decoupled states (with tightly-bound and dissociated
cores, as illustrated by the micromagnetically simulated
spin maps for the two states, discussed in more detail in
Supplementary), which exhibits unique, chaos-enhanced
dynamics.
The core-core decoupling process was mapped out ver-
sus frequency and amplitude of the field excitation ap-
plied as a pulse envelope of 300 ms in duration. Such a
pulse envelope of a given amplitude and frequency, with
a subsequent readout of the junction state as to decou-
pled/coupled, was repeated 35 times to yield the core-
core switching probability for a given point in the param-
eter space, shown in Fig. 2. The bulk of the switching
region (orange) is somewhat lower in frequency than the
small-signal rotational resonance for the system (about
3 GHz[28], see Suppl.), expected since the dc bias field
corresponding to mid-hysteresis used in the measurement
increases the core-core separation of the coupled state,
thereby lowering the rotational frequency of the pair. At
higher excitation amplitudes the switching probability
map shows a complex structure with a sub-band centered
at 1.5 GHz.
The picture changes for shorter pulse envelopes. 100
period pulses (about 40 ns, versus 300 ms for the main
P (A, f) phase space of Fig. 2), timed to take into
consideration the geometry-modified effective damping
constant[44] of 0.1, are sufficient to establish a steady-
state oscillation while short enough to suppress ther-
mal escape events at 77 K. The corresponding response,
shown in the inset to Fig. 2, is qualitatively the same as
the main probability-vs-frequency peak, but requires a
significantly higher amplitude (illustrated by the dashed
triangle in the 300 ms data). The main switching map
(300 ms) is broadened toward higher frequencies, along
the kT -arrow. This is to be expected since for a given field
amplitude the high-frequency forced oscillations are lo-
cated deeper in the potential well, where a longer time is
needed to encounter a suitable thermal excitation event.
Thus, by varying the excitation duration and amplitude
we can study the various regimes of the vortex-pair dy-
namics with its rich phase space – essentially determin-
istic, stochastic, weakly or highly nonlinear, as well as
chaotic.
We use the Thiele equation framework established
earlier[28] to describe the vortex motion in the presence
of a strong core-core interaction. In this model, the core-
decoupling dynamics are fully described by using only
the separation between the cores, x = X1 − X2, where
X1,2 are the in-plane coordinates of the two cores. The
collective motion of the pair described by X1+X2 can be
disregarded for the discussion herein since the intermode
coupling is negligible, deprecated further by the immense
difference of the respective characteristic frequencies (of
the core-core rotational motion versus that of the pair’s
center).
The resulting equations of motion for the separation
vector are
[ez × x˙] = ω(|x|)x+ λx˙+ C (Hbias + h(t)) , (1)
where ω = ∂U(x|X=0)/∂x2Gx is the intrinsic oscillation fre-
quency dependent upon the oscillation amplitude x, λ =
piα ln(R/∆)[44, 45], with the micromagnetic damping
constant α, R – radius of the particle, ∆ – vortex core
size, h and Hbias – ac and dc magnetic fields. The form of
the core-core potential, U , was discussed in detail in[28].
Under an external time-dependent force the phase space
of the system becomes three dimensional, since now the
motion is determined not only by the starting position
but also by the starting time. Further details of the
model are discussed in Supplementary.
We illustrate the above model by numerically plotting
in Fig. 3a the bifurcation map, which displays the dif-
ferent dynamic regimes in our system. Here and below,
the ac field amplitude is in Oersteds rms normalized to
the biasing field magnitude. One can see that the main
core-decoupling map is centered at 2.0 GHz. Addition-
ally, a lower-frequency switching sub-band, itself with
sub-structure, is visible at around 1.5 GHz. Compar-
ing Fig. 3 with Fig. 2, one can see that the theoretical
and experimental core-core decoupling maps are in good
agreement in terms of the general layout as well as the
sub-structure.
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FIG. 3. (a) Bifurcation map of a P-AP vortex pair, with the bottom panels showing the progression of qualitative changes in
the core trajectories, from linear to non-linear with sequential period-doubling and eventually chaotic. (b) Example of a set
of chaotic core trajectories obtained using our analytical model. (c) A micromagnetic simulation of the same configuration as
used in (b), with the comparison fully validating the analytical approach employed.
The right wing of the core-switching map, its high-
frequency side, is particularly interesting. Here, the sys-
tem undergoes a period-doubling cascade (yellow, blue,
and purple regions in Fig. 3a), giving rise to chaotic dy-
namics (red) right at the edge of the dynamic-decoupling
regime (green). In the chaotic regime, the core trajecto-
ries are never repeated and do not settle into a steady
state (Fig. 3b,c).
The period-doubling can be qualitatively explained as
follows: at some amplitude the applied ac field becomes
strong enough to pull the cores from the bottom of the
coupled-potential well up toward the edge where the in-
trinsic oscillation frequency of the pair is lower and the
cores detune from the external excitation. The cores then
fall back into the well under the influence of magnetic
friction and the now out-of-phase ac field, and after one
period of recovery the cycle is repeated. The period-
doubled response can thus be split into a slow close-to-
the-edge motion with a high chance of escape, and a fast
recovery motion at the bottom of the well, with the two
strictly alternating. At still higher excitation amplitudes,
in the chaotic regime, the core trajectories can cross the
free motion separatrix, defined such that if the field was
turned off at that exact point the cores would not return
to the coupled-state well and a switching would occur.
The results of the analytical model were compared
to micromagnetic simulations performed using the Mu-
max3[33] package. The resulting chaotic trajectories are
compared in Fig. 3c versus Fig. 3b. We observe that the
micromagnetic chaotic trajectory shares the same shape
and qualitative evolution as the analytical one obtained
using (1), which is a strong validation for the model used.
In order to understand role of thermal fluctuations we
next discuss the short-pulse dynamics. We use the fluctu-
ation dissipation theorem to determine the random force
dispersion Γ [Suppl]. We then use the stochastic Runge-
Kutta numerical algorithm to obtain the distribution of
switching times in our system. The representative dis-
tributions of the switching time (T) as well as its spread
(∆T) are shown in Fig. 4a versus the ac field amplitude.
For a typical thermally-agitated system, the transition
width decreases monotonously since the relative role of
the stochastic effects decreases with increasing the ampli-
tude of the external force. The distribution is, however,
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FIG. 4. (a) Simulated decoupling time, T, and decoupling time spread, ∆T, as a function of the ac field amplitude of fixed
frequency 2.1 GHz; the drastic reduction in T and ∆T at about h=0.46 are the chaos-induced reduction in the core-switching
time and the width of the switching transition. (b) Simulated Lyapunov characteristic exponents; the inset shows the pinching
section of LCE into the positive range, reflecting the chaotic character of the core motion. (c) Measured core-switching
probability as a function of the length of the ac field pulse envelope, expressed in units of one period. (d) Measured width of
the core-switching transition (in Fig. 4c) versus the applied field amplitude for 2.2 and 2.5 GHz; to be directly compared with
the results of the analytical model in Fig. 4b. All measurements performed at 77 K, and mid-hysteresis biasing dc field of
17 Oe.
highly non-monotonous, with distinct minima of one to
two orders of magnitude, superposed on to a gradual de-
cay.
The first, most pronounced minimum precisely coin-
cides with the amplitude range where the dynamics be-
comes chaotic, as evidenced by the corresponding Lya-
punov characteristic exponents (non-zero LCE1,2) shown
in Fig. 4b, with one of them crossing into the positive
range, indicating the onset of chaos. The close proximity
of the chaotic trajectories to the decoupled state’s basin
of attraction, combined with the fractal nature of the
chaotic attractor, make the energy barrier to switching
arbitrarily small [Supplementary Fig. S5]. At the same
time the two attractors posses different degrees of stabil-
ity, such that at low temperatures the cores, once they
decouple, cannot be efficiently recaptured by the chaos
attractor because of the essentially absolute stability of
the core trajectories in the decoupled basin.
We have observed this theoretically predicted chaos
signature in a direct experiment. The switching time and
its statistical distribution were measured by varying the
pulse envelope of the applied ac field of given amplitude
and frequency from 1 to 107 cycles and recording whether
the vortex pair switched into the decoupled state, with
the entire sequence repeated 1000 times to obtain accu-
rate statistics. Three distinct dynamic regimes are ob-
served, shown in Fig. 4c, as the amplitude is increased.
The switching probability for low fields (blue curve in
Fig. 4c) is well described by the Poisson distribution,
with the switching rates limited by the rate of thermal
fluctuations with energy sufficient for lifting the cores out
of the coupled attractor. The rate of such fluctuations
is lower than the characteristic relaxation time of the
system for the given parameters, which allows the cores
to relax to dynamically stable trajectories between the
thermal-escape events.
At higher amplitudes (orange curve) the dynamically
stable trajectories, on average, increase in radius and pass
closer to the separatrix, which makes lower-energy ther-
mal fluctuations sufficient for activating core-decoupling.
At the same time, the number of fluctuations with energy
comparable to the switching threshold is much larger and
5their effects can multiply within the relaxation time for
a given trajectory. We point out, that, as expected, the
Poisson distribution no longer is accurate in the limit
where the intrinsic dynamics of the system is dominat-
ing and, as a result, a log-normal distribution provides
a much better fit to the experimental data (as shown in
Fig. 4c).
Still higher amplitudes (green curve in Fig. 4c) al-
ter the probability in a qualitative way, such that it
does not saturate at unity due to significant recoupling.
The recoupling probability is high due to the forced
high-energy oscillations within the decoupled well post-
switching, which in turn can undergo thermal excitation
events, bringing the system back into the coupled attrac-
tor.
The spread in the switching time (the width of the
switching transition) extracted from the switching prob-
ability using the above Poissonian and log-normal fitting,
is shown in Fig. 4d for two frequencies near the core-core
resonance. The observed non-monotonous behavior is in
excellent agreement with the theoretical prediction, with
the transition width going through a deep minimum at
intermediate field amplitudes. The transition width is
not straightforward to define at the highest amplitudes,
which results in the data cutoff in Fig. 4d at 27 and 36
Oe for 2.2 GHz and 2.5 GHz, respectively. The shift of
the distribution to lower field amplitudes with lowering
the frequency as well as the corresponding decrease in
the depth of the ∆T-vs-h minimum in Fig. 4d are consis-
tent with the changes expected theoretically (not shown)
as one moves along the right wing of the core-decoupling
bifurcation map of Fig. 3a.
A vortex pair with a hysteretic core-core bi-stability is
used to study dynamic chaos in a nanoscale spin system.
The observed core-core switching is chaos-enhanced by
up to two orders of magnitude in speed and can take place
at ultra-low resonant fields. These results expand the
knowledge base of nanomagnetism, demonstrating a sys-
tem with performance benefiting from dynamic chaos, of
relevance for applications in spintronics. The uncovered
details of the core-core dissociation can serve as a model
for other, nonmagnetic atomic, molecular, and nanosys-
tems.
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SAMPLES AND MEASUREMENT SETUP
The samples studied are nanopillars with the free syn-
thetic antiferromagnetic (SAF) layer composed of two
symmetric Permalloy (Py, Ni80Fe20) layers, each 5 nm
thick, separated by a TaN spacer of thickness 1 nm. The
spacer material was chosen to suppress the inter-Py di-
rect and indirect exchange coupling, such that the two
Py layers interact only magnetostatically. The read-out
of the SAF magnetic state is via the magnetoresistance of
a 1 nm thick Al-Ox tunnel junction separating the free-
SAF and a reference pinned-SAF (see inset to Fig.S.2).
The magnetic tunnel junction resistance is 1-2kΩ and
the magnetoresistance about 20%, measured between the
two uniformly magnetized ground states, with the bot-
tom free-SAF layer parallel and antiparallel to the top
reference-SAF layer. The reference SAF, an exchange-
biased CoFeB/Ru/CoFeB trilayer with the Ru thickness
chosen to maximize the antiparallel-RKKY coupling, is
nearly ideally flux-closed so as to produce no dc field bias
in the free-SAF layer.
The nanopillars were fabricated with the lateral dimen-
sions ranging from 350x420 to 420x500 nm, designed to
have the in-plane shape anisotropy of the individual Py
layers of a few mT in the uniform-magnetization states of
the junctions. A representative magnetoresistance loop
is shown in Fig.S.1, illustrating the zero-field bi-stability
of the free-SAF ground state (AP1 and AP2 states) and
the typical spin-flip transitions at a few mT with sub-
sequent saturation (P1 and P2 states) at about 20 mT.
The nanopillars are on-chip integrated in a toggle-style
memory cell layout, as described in [1], with the resis-
tive readout electrically separated from the 50Ω high-
frequency Cu line used to supply the GHz-range excita-
tions, aligned such that the rf-field is at 45 degrees to the
long axis of the SAF.
The leads are terminated at the surface of the Si chip
where they are wire-bonded to a chip-carrier and placed
in a liquid-nitrogen bath cryostat fitted with a large
external solenoid electro-magnet for suppling dc fields
oriented along the long axis of the SAF. The junction
resistance was measured using a Wheatstone bridge
with the voltage measured by a Stanford Research
Instruments SR830 DSP lock-in amplifier. The circuit
diagram of the measurement setup is shown in Fig.S.2.
The samples were fabricated using methods described in
[2].
AP2
AP1
P1
P2
Figure S.1: Magnetoresistance of the uniform groundstate of
a representative junction of size 350x420 nm, measured at 77
K. In the ground state the magnetization of the free layers are
uniform and antiparallel (AP1,2 states), shown schematically
at different points in the field sweep with the in-plane arrows
indicating the orientation of the individual Py particles.
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Figure S.2: Circuit diagram of the measurement setup. The
junction resistance is readout using a Wheatstone-bridge,
with the resistor values 9kΩ and 1.3kΩ in one arm and 9kΩ
together with the junction in the other arm. GHz-range ex-
citations are supplied to the junction through integrated 50Ω
high-frequency lines connected to an rf-generator (Keysight
13 GHz) or an arbitrary-wave-generator (Tektronix 5 GS/s).
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Figure S.3: (a) R−H hysteresis loop corresponding to core coupling/decoupling. At small fields the cores of the P-AP vortex
pair measured are centered in the Py particles and strongly bound. As the dc field increases the cores are pulled apart due to
the antiparallel chirality. Above some threshold, roughly -2 mT, the cores decouple and act as individual cores. (b) Microwave
spectrum of a P-AP vortex pair measured with the excitation amplitude of 0.3 mT (small-signal linear regime). The peak of
the rotational resonance corresponds to an anti-phase rotation of the two cores about the pair’s ’center-of-mass’. The frequency
of the oscillation is sensitive to the lateral separation of the two cores and decreases as the separation is increased, which leads
to a widening of the resonance peak toward lower frequencies as the rf field amplitude is increased (not shown).
MEASUREMENT METHODS
The vortex pair state was set in using the high-power
high-frequency excitations with amplitudes of tens of
mT and frequency in the range of 1-4 GHz. Once the
vortex state is set, its lifetime at zero field is essentially
infinite. In the vortex pair state 16 possible combi-
nations of core-polarization and chirality can occur.
Assuming the layers are symmetric these reduce to 4
non-degenerate states: Parallel core polarization and
Parallel chirality (P-P), AP-AP, AP-P, and P-AP. The
focus of this work is the non-linear dynamics of the
P-AP state, signified by its strong core-core coupling
combined with effective core-separation control. The
type of a vortex pair produced was determine from the
R −H sweeps, in which the resistance change is related
to the displacement of the bottom vortex core along the
short axis of the junction. The key signature of a P-AP
vortex pair is hysteresis in R − H, corresponding to
coupling and decoupling of the cores. Further, the P-AP
state is the only state with a resonance at about 3 GHz,
with the two cores strongly coupled and rotating about
the pair’s center. A field sweep and microwave spectrum
measured at 77 K for a typical P-AP spin vortex pair
are shown in Fig.S.3. We have previously reported of
the dynamic properties on the strongly-coupled P-AP
state, in its quasi-linear regime, at room-temperature[3].
Here we focus on the highly nonlinear, hysteretic core
decoupling/recoupling dynamics, unmasked from ther-
mal agitation by measurements at lower temperatures.
The measurements were performed by biasing the junc-
tion with a dc field to the center of the core-core hys-
teresis, -1.8 mT in Fig.S.3, then applying various rf
excitations using the on-chip 50Ω lines and measuring
the junction resistance to determine whether the sys-
tem had switched between the two core-core states. If
core-decoupling had occurred, the system was reset by
toggling the static field. Two types of high-frequency
excitations were used: continuous wave (CW) produced
by a Keysight N5173B EXG rf generator and waveforms
with precisely controlled number of periods produced by
a Tektronix AWG 7052 arbitrary waveform generator.
The lifetime of the coupled/decoupled states near the
center of the hysteresis are infinite in relation to the mea-
surement times used.
The CW signals had a typical duration of 300 ms (un-
controlled but roughly 1011 periods), much longer than
any intrinsic relaxation time in the measured system, en-
suring a steady-state regime. The CW measurements
were used for recording the amplitude-frequency maps,
such as in Fig.2, with repetitions to ensure proper statis-
tics. Prior to measurements, the rf feed lines, including
the on-chip wire-bonding, were characterized and com-
pensated for reflections via the rf generator sequence.
RF excitations in the form of shorter pulse-envelopes
were sine waves from one period in duration to close to
107 periods (about 600 ps to 600 µs). The measurements
were performed at fixed frequency and amplitude with
varying number of periods for determining the charteris-
tic core-core switching time and its spread, such as shown
in the inset to Fig.2 and Fig.4c,d. No reflection compen-
sation was used, as frequency was not swept.
3Figure S.4: Micromagnetically simulated spin distribution showing the coupled (a) and decoupled (b) core-core states of a P-AP
vortex pair. The out-of-plane hight reflects the z-component of the core magnetization in the two Py layers, while the blue and
red colors correspond to the positive and negative orientation of the in-plane easy-axis component of the magnetization in the
vortex periphery. The illustrations are not to scale: the actual separation between the layers in the measured samples is 1 nm
or about 1/400th of the lateral particle dimension, such that the spacer would be invisible on the scale shown. The cores were
separated by a static field applied in the plane, having the effects of pulling the cores apart in the direction perpendicular to
the field since the two chiralities are antiparallel: shown with red-blue versus blue-red for the two vortices in the pair.
MICROMAGNETIC SIMULATIONS
The micromagnetic simulations were performed using
the mumax3 simulation package[4]. The cellsize was
{x,y,z}={1.76471,1.76471,2} nm, with 240×200 cells in
the x-y plane. The spacer was modeled as a single-cell-
thick vacuum layer between the two permalloy disks, each
2 cells in height. The material parameters used were
the standard permalloy parameters, Ms ≈ 8·105 A/m,
A =13·10−12 J/m, and α = 0.013, with no intrinsic
anisotropy. The simulations did not include thermal fluc-
tuations. The simulated spin distributions of the coupled
and decoupled core-core states are shown in Fig.S.4.
A set of micromagnetic trajectories under continuous
ac field excitation, with the applied biasing dc field cor-
responding to the center of hysteresis (the mid-point of
bi-stability in the core-core potential) are shown in Fig.3c
in the main article. The micromagnetically simulated
trajectories have qualitatively the same form and evolu-
tion as those obtained in the analytical model, shown in
Fig.3b. An observation is that the naturally more precise
micromagnetic core-core potential is somewhat steeper
than the one used in the model and leads to effectively
slightly smaller separations between the cores, seen in
the micromagnetic trajectories as being more localized
near the equilibrium point (tighter trajectory spread in
Fig.3c as compared to that in Fig.3b of the main article).
Qualitatively, however, our analytics and micromagnet-
ics agree extremely well as regards to the presence of the
chaotic dynamics and the period-doubling cascade (Fig.3
of main text).
THEORY
The decoupling process was analyzed in full detail us-
ing an analytical model based on the Thiele equations,
since investigating the full parameter space using micro-
magnetic simulations is cumbersome for large systems
such as ours, requiring high spatial (sub-nm) and tem-
poral (ps-range) resolution for capturing the core mo-
tion. In our theoretical approach, the Thiele equations
are complemented with the appropriate core-core inter-
action potential. The equations of motion can be derived
from the Lagrangian,
L = G
∑
i
XiY˙i − U, (S.1)
where G = µ0LzMs/2γ is the gyroconstant and Xi are
the in-plane displacements of the vortex cores from the
center of the particle. The resulting equations of motion
are four first-order equations, which can be rewritten in
terms of the core-core separation, x = (X1 − X2), and
the pair’s ’center-of-mass’ offset, X = (X1 +X2)/2. The
phase-space of the system is spanned entirely by these
four coordinates and is independent of the initial veloci-
ties of the two cores.
The potential U describes the forces acting on the indi-
vidual cores as well as the direct interaction between the
cores. An individual core experiences a restoring force
from the particle boundary, centering it within the par-
ticle. This boundary-restoring force is given by the po-
tential,
Ums =
k
2
X2i +
k′
4
X4i , (S.2)
where k = 20µ0M2sL2z/9Lx and k′ ≈ k/2L2x, as shown in
[5]. The force is present due to an additional stray field
when the core is displaced from the particle’s center.
4In stacked vortex pairs, where the vertical core-core
spacing is small compared to the core size, the dominant
interaction is the direct magnetic dipolar core-core cou-
pling. The inter-vortex interaction through the boundary
stray-fields can then be considered negligibly small. The
resulting core-core interaction potential is a sum of the
four pair-wise interactions among the four poles of the
two cores and can be written as
Ucc(x) = σµ0M
2
s∆
2
[
−Φ
(
x
∆
,
D
∆
)
+2Φ
(
x
∆
,
D + Lz
∆
)
− Φ
(
x
∆
,
D + 2Lz
∆
)]
,
(S.3)
where, again, x is the lateral core-core separation, ∆ –
the core size, and D – the spacer thickness. Function
Φ(x, y) =
pi
4
√
2e−x
2/2
∫ ∞
0
rdr√
r2 + y2/2
e−r
2
I0(x
√
2r)
(S.4)
is the universal function describing the normalized poten-
tial between the two inner magnetic surfaces and I0 – the
modified Bessel function, obtained assuming a Gaussian
distribution of the magnetization in the core. Parame-
ter σ = ±1 is determined by the relative core polarities
and, for the parallel case (σ = 1), with the vertical core-
core spacing much smaller than the core length, the in-
teraction is a highly-localized, quasi-monopole core-core
attraction. The interaction becomes repulsive when the
in-plane core separation is increased to more than a few
core radii.
In addition to the core-boundary and core-core inter-
actions, an externally applied field interacts with the in-
plane spins in the vortex periphery, outside the core re-
gion, which results in a Zeeman force on the core directed
perpendicular to the field. The Zeeman potential is given
by
UZ = cχ [ez ×Xi]H, (S.5)
where the proportionality constant, c = piµ0MsLz/2, is
derived using the rigid vortex model and determines the
magnitude of the field-induced core movement, while the
vortex chirality, χ = ±1, determines its the direction.
The dynamics of the P-AP vortex pair is taken to de-
pend on the core-core separation only since excitation of
the ’center-of-mass’ motion is forbidden by the symme-
try between the two particles and can be excited only
at negligible levels through the weak non-linearity of the
boundary force, k′. The equations of motion for the sep-
aration vector are
[ez × x˙] = ω(|x|)x+ λx˙+ cχ(Hbias + h(t)) (S.6)
where ω = (∂U/∂x)/2Gx is the intrinsic oscillation fre-
quency and λ = piαln(Lx/∆) – the geometry-modified
Figure S.5: Calculated using the developed analytical model
basins of attraction for the decoupled state near the coupled
state’s potential well, for a specific point in time. The color
denotes the average number of ac field periods needed for
switching (core-core decoupling), with deep blue being infinite
and red being 3 periods. The regions of fast switching (few
periods) show a fractal behavior (same pattern on zoom in)
and correspond to chaotic trajectories within the potential
well.
effective damping constant. For a time dependent exter-
nal field the full phase-space becomes three dimensional.
Within it, the basins of attractions of the coupled and
decoupled core-core states can be mapped out for a reso-
nant excitation, without thermal fluctuations using (S.6).
With the excitation amplitude in the chaotic regime, the
two basins near the coupled well are shown in Fig.S.5 for
a single time-slice.
A study of the effects of thermal fluctuations on the
vortex-pair dynamics can be done within a linearized
model, whose Green’s function is given by
G(t) = Θ(t)
(
cos θt − sin θt
sin θt cos θt
)
e−λθt, (S.7)
where θ = kl/G, kl – some linearization parameter, and
Θ(t) – the Heaviside step function. The time evolution
under the influence of a random force, Fst(t), is then
given by
x(t) =
[
x0
(
cos θt
− sin θt
)
+ y0
(
sin θt
cos θt
)]
e−λθt+
+
∫ t
0
dτ G(t− τ) · Fst(τ) (S.8)
where the random force is assumed to be of white-noise
type: 〈Fi,st(t)Fj,st(t′)〉 = Γδijδ(t− t′).
Next, Bij(t′ − t) = 〈xi(t)xj(t′)〉 is calculated:
B(t) =
Γ
2λω
(
cos θt − sin θt
sin θt cos θt
)
e−λθ|t|. (S.9)
5Figure S.6: Simulated decoupling transition width as a func-
tion of normalized ac field amplitude at a fixed frequency of
2.1 GHz. The transition width is taken to be the difference
between the number of periods corresponding to the 90th and
10th switching times percentiles. The curves correspond to 80
K (blue; temperature in experiment), 160 K (green) and 240
K (orange). The minima correspond to the chaotic regime.
As can be seen, the effect of chaos is suppressed at higher
temperatures as well as the hysteresis itself (fully confirming
the experiment).
For the special case of t = t′ it can be compared to the
thermodynamic result:〈
x2i
〉
=
kBT
kl
. (S.10)
This gives the magnitude of the random force,
Γ =
2λkBT
G
, (S.11)
which does not depend on the linearization parameter, kl.
For core motion offset from the particle center the system
can still be linearized to the same form as (S.8), since
(S.11) does not depend on the linearization parameter.
The average decoupling time under the influence of an ex-
ternal ac field with the thermal fluctuations included was
calculated. We find that the width of the transition from
almost no decoupling to almost full decoupling, at some
resonant frequency, shows a non-monotonous behavior
versus the ac field amplitude. As shown in the main text
by comparing the theory versus experiment in Fig.4(b) vs
Fig.4(d), this behavior is due to chaotic dynamics in the
system. Fig.S.6 shows how the core-core decoupling tran-
sition width goes from highly non-monotonous to clearly
monotonous at higher temperatures, where the effects of
chaos are suppressed. Our experiments at room temper-
ature fully confirm this thermal transition – the core-core
decoupling at room temperature is fully stochastic with
no core-core bi-stability or hysteresis [Fig.1(b) of main
text].
The Lyapunov characteristic exponents (LCE) of a sys-
tem characterize the stability of a given trajectory to
small fluctuations. The time dependent deviation, δx(t),
from a trajectory evolves, in the linear approximation, as
δx(t) = |δx0|eλLCEt (S.12)
from some infinitesimal initial deviation, |δx0|, with the
Lyaponov characteristic exponents λLCE (one LCE per
dimension of phase-space). Positive LCE indicate an un-
stable motion, for which the deviation grows with time,
while negative LCE characterize stable motion. Gener-
ally, in three dimensions, a chaotic motion is character-
ized by a set of one positive, one negative, and one zero-
valued LCE.
The Lyapunov characteristic exponents for our system,
shown in Fig.4(b) of the main article, were calculated
using the methods described in [6]. Our algorithm is
based on [7], implemented in Mathematica, with our code
available at [8].
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