A good document summary should summarize the core content of the text. Research on automatic text summarization attempts to solve this problem. The encoder-decoder model is widely used in text summarization research. Soft attention is used to obtain the required contextual semantic information during decoding. However, due to the lack of access to the key features, the generated summary deviates from the core content. In this paper, we proposed an encoder-decoder model based on a double attention pointer network (DAPT). In DAPT, the self-attention mechanism collects key information from the encoder, the soft attention and the pointer network generate more coherent core content, and the fusion of both generates accurate and coherent summaries. In addition, the improved coverage mechanism is used to address the repetition problem and improve the quality of the generated summaries. Simultaneously, scheduled sampling and reinforcement learning (RL) are combined to generate new training methods to optimize the model. Experiments on the CNN/Daily Mail dataset and the LCSTS dataset show that our model performs as well as many state-of-the-art models. The experimental analysis shows that our model achieves higher summarization performance and reduces the occurrence of repetition.
I. INTRODUCTION
Automatic text summarization is a technology that has evolved to conform to the development of the information age. The information explosion has led to a rapid increase in the amount of available text. We need to refine and summarize this massive data content and generalize the main content of the user's attention so that users can quickly understand and browse the content. When browsing recent research, we find that existing text summarization techniques are mainly divided into two categories, i.e., the extractive methods and the abstractive methods. The extraction methods generate a summary by extracting important information from the document, while the abstract methods generate a summary by rewriting the content.
The emergence of modern neural networks, which mimics the mechanism of the human brain to explain the The associate editor coordinating the review of this manuscript and approving it for publication was Kemal Polat . characteristics of data, has led to the development of abstractive summarization. In particular, the sequence-to-sequence model [1] , [2] solves the sequence problem between text and summary. Then, the idea of the attention mechanism is incorporated into the model [3] , and the result is better than the previous model under the non-neural network. In recent years, new technologies based on pointer networks and coverage mechanisms have emerged, ranging from pointer networks and coverage mechanisms to reinforcement learning (RL) and spawning networks, to the latest deep communication agents [4] - [7] . These improvements have led to a significant increase in the scores of the evaluation indicators. However, in the summaries generated by these models, there is still substantial room for improvement in terms of accuracy (focusing on the core content of the text) and reducing repetition.
The existing model training generally uses the ''teacher forcing'' algorithm [8] and the cross entropy loss function. Consequently, there is an ''exposure bias'' [9] between training and testing. During training, the input of each time step comes from the reference word of the previous time step. During testing, however, the prediction of each word tested is based on the words generated by the model at the previous time step. Once a word is poorly generated, errors will accumulate, and the generation of subsequent words will deviate. Since the model uses the cross entropy loss function for training, the ROUGE [10] evaluation index is generally used to evaluate the quality of the generated statement in testing. One issue here is that the training loss and the evaluation index do not match. This ''teacher forcing'' algorithm and cross-entropy loss will cause the model to generate a summary of the same pattern as in the reference abstract. This is not as flexible as the ROUGE evaluation indicator in that the generated summary can be generated by arranging the vocabulary in other ways.
In this paper, we present a dual-attention pointer network (DAPT) model, using the self-attention mechanism to obtain the key features of the text from the encoder. In this process, the key information of the text will be well preserved. However, since the context of the currently predicted vocabulary is not considered, only the internal information of the text is concerned. Therefore, contextual semantic information will be lost. In the study of existing models, we found that the pointer network [4] can reproduce the details of the facts well, and generate more coherent and accurate summaries through the context vector and the attention pointer. To obtain contextual semantic information while acquiring key features, we use the gate mechanism to construct a dual-attention pointer network (DAPT) architecture. In addition, because the coverage mechanism's corrections to repetition problems are global, non-repeating parts are also affected. Therefore, we improve the coverage mechanism [4] to make the determination of repetition problems more accurate. To solve the ''exposure bias'' and training loss evaluation index mismatch problems, this paper uses the RL method to optimize the model. The two contributions of this paper are as follows:
• We propose a joint self-attention and pointer network generation mechanism. Soft attention and attention pointer were introduced to construct a dual-attention pointer network (DAPT) model. As a result, the summary generated by this model contains the key content of the text.
• We propose an improved coverage mechanism to address the repetition problems in the summary generated by the model, so that the summary become more readable and accurate. In addition, we have done two valuable work:
• We apply the RL method to the evaluation metric optimization of the model, and combine the scheduled sampling to improve the quality and readability of the generated summary.
• We conduct a series of experiments on the CNN/Daily Mail dataset and the LCSTS dataset. The experimental results demonstrate the effectiveness of the proposed method
II. RELATED WORKS A. ABSTRACTIVE SUMMARIZATION OF DEEP LEARNING
Deep learning is widely used in many research fields such as natural language processing and image processing [11] .
In the abstractive summarization, Rush et al. [3] first used modern neural networks in the generation of text summarization. According to the sequence-to-sequence architecture [2] , they use the convolution neural network(CNN) as the encoded part and employ the attention feedforward neural network between contexts to generate the abstract. Good results are achieved on the DUC-2004 and Gigaword datasets. On the basis of this work and the machine translation method proposed by Bahdanau et al. [12] , Nallapati et al. [13] provided a seq2seq+attention baseline model and constructed a CNN/Daily Mail text summarization dataset. The task of evaluating multiple-sentence summaries provides data protection for a large number of related works in the future. Recently, given the prevalence of RL, Paulus et al. [5] proposed an improved attention mechanism and a training method for reinforcement learning. Pasunuru and Bansal [14] introduced RL into the traditional seq2seq+attention model and improved the performance of the model by using multiple reward methods. It should be noted that the soft attention mechanism is generally used in the traditional seq2seq+attention baseline model. When generating a word of the summary, the soft attention mechanism can focus on the location of the most relevant information set in the source text. In general, the soft attention mechanism picks out the most useful information from the source text for the currently generated word. However, the core content of the source text in the process of abstract generation cannot be ignored. So we have introduced a self-attention mechanism for this problem. The self-attention mechanism does not consider the generated words, only considers the information of the source text. Therefore, it can learn the word dependence within the source text, and capture the key information of the source text.
Gehring et al. [15] successfully applied CNN to text summarization, enabling models to calculate and discover structural information in sentences in parallel. Lin et al. [16] used CNN to propose a gated convolution unit to extract global information and reduce duplication. Zhao et al. [17] made a deep research on the problem of unstructured content in the abstractive meeting summarization, and proposed the adaptive segmental encoder networks, which made the abstractive meeting summarization get new progress. In addition, in order to avoid generating false facts in the summary, Cao et al. [18] use the open information extraction and dependency parse tools to extract the actual fact description from the source text. In the next work [19] , they used existing summary as soft templates to supplement the input, and extended the seq2seq framework. In order to generate a more credible abstract, Yang et al. [20] proposed a new hybrid learning model using a hierarchical human-like strategy to simulate human processing of text summarization tasks.
B. POINTER NETWORK
The pointer network [21] is a variant of the seq2seq model. Instead of performing a sequence conversion, this network produces a series of pointers to the input sequence elements. The pointer network is applied to text summarization, mainly to solve the problem of sparse words and out-of-vocabulary words. When a model containing a pointer network generates a summary, it usually generates two probabilities, i.e., the probability of generation in the existing vocabulary and the probability of copying at the pointer. The CopyNet model proposed by Gu et al. [22] directly superimposes the generation probability and the copy probability. The switching generator-pointer model proposed by Nallapati et al. [13] and the pointer softmax model proposed by Gulcehre et al. [23] are independent of each other and do not attempt fusion. The method behind the pointer-generator network proposed by See et al. [4] uses a network to learn the weight between these two probabilities. The probability of weighted sums produces a better generated summary. The model achieved the most advanced results on the CNN/Daily Mail dataset in that year.
C. COVERAGE MECHANISM
The coverage mechanism first used in text summarization comes from a task in machine translation-addressing under-translation and over-translation problems [24] - [26] . Two main models, the coverage model [26] and the coverage penalty [25] , are used to address these problems. The coverage model guides the attention model to focus on non-repeating words by covering the vector. The coverage penalty is used as a reranking method to select the less repetitive summary in the beam search process. See et al. [4] improved on the coverage model of Tu et al. [24] to address the repetitive problem in text summarization by setting a coverage vector whose value is the sum of the attention distributions computed by all previous prediction steps. The model has already paid attention to the words of the original text. Simultaneously, the loss function is used to punish repeated attention to reduce repetition. We have found that although this method achieves a reduction in repetition, the performance is unstable. Because the attention mechanism in the model is global, so when the loss function is punished, other non-mainly attention words will also receive a punishment. However, although the punishment is not large, it may interfere with the generation of other targets. Therefore, we use a truncation mechanism to improve the coverage mechanism, making the loss function more accurate, reducing the number of repetitions and increasing reliability.
D. REINFORCEMENT LEARNING
In the text summarization, the ''exposure bias'' and loss-evaluation mismatch problems common in the model can be solved by introducing the ROUGE indicator during training. However, because ROUGE is not microscopic, it cannot be directly optimized by backpropagation. The same problem exists in not only text summarization but also other sequence generation tasks because the evaluation indicators in these tasks are also not diminable; thus, people began to consider using RL as a solution. Ranzato et al. [9] first proposed a sequence training method based on RNNs. The RL algorithm was used to train various RNN-based sequence generation task models. However, they needed to train another linear regression model as the baseline improved solution. Addressing the shortcomings of early high-variance gradient estimations in the model, Rennie et al. [27] proposed a self-critical sequence training (SCST), which uses the sentences generated during testing as a training baseline to further improve the performance. Subsequently, Paulus et al. [5] introduced SCST to text abstracts and integrated the ''teacher forcing'' algorithm to improve the quality of the generated abstract while solving the ''exposure bias'' and loss-evaluation mismatch problems. Celikyilmaz et al. [7] also adopted SCST. However, unlike the summary rewards of Paulus et al. [5] , they used sentence-based rewards as optimization goals.
III. MODEL
Our improved model is based on the sequence-tosequence + attention model, as shown in Fig. 1 . In the model, we built a bidirectional LSTM encoder for processing input text and a unidirectional LSTM decoder for outputting summaries. A self-attention mechanism, a soft attention mechanism and a pointer structure are also created in the model. The bidirectional LSTM encoders are shared and can generate key information or context information by matching a self-attention mechanism or a soft attention mechanism. The improved coverage mechanism will reduce repetition by participating in soft attention calculations.
A. SELF-ATTENTION
If the encoder encodes an excessive amount of much unimportant information, the generation of the summary may be affected during decoding, and the core content of the text cannot be obtained. Therefore, we need to highlight the salient features in the source text. This paper uses the self-attention mechanism [28] , [29] to match the encoder with itself to dynamically collect key information in the text. The input sequence of the source text is converted to word embedding X = {x 1 , x 2 , . . . , x n }, and the bidirectional LSTM encoder is used for processing, thereby obtaining the sequence of the hidden states of the encoder. The hidden state h generated by connecting the two-way hidden state before and after, will participate in the calculation of the key information vector z as input:
where v, W 1 most important part of the computation, representing the similarity between the i-th hidden state and the j-th hidden state. e i represents the importance of the i-th hidden state, and finally, a contains the attention weights of all hidden states, and can be used to determine key information according to the weight. Normalization using the softmax function makes the attention probability distribution of a clear. We obtain the key information weight vector a , and then a weighted sum of the hidden state H is calculated according to the probability distribution provided by a to obtain the key information vector z.
B. DUAL-ATTENTION POINTER NETWORK
The attention is fixed because the self-attention mechanism only focuses on the internal information of the text, which makes it impossible to generate a prediction with context semantics during decoding. Only repetitive and scattered words will appear in the generated summary. Therefore, we introduce the pointer network proposed by See et al. [4] . The pointer network is a variant of the sequence-to-sequence model with an attention mechanism. Instead of translating one sequence into another, the network produces a series of pointers to the elements of the input sequence. The soft attention mechanism [12] is combined with the self-attention mechanism. Through the context semantics used to generate the relationship between words, we supplement the missing context content and maintain the consistency of the generated summary. Moreover, if we encounter out-of-vocabulary words during decoding, we can point to and copy words according to the attention to improve the accuracy of the summary and alleviate the problem introduced by out-ofvocabulary words.
In pointer networks, the attention at each moment needs to tell the model which words in the text are more important in the prediction process of the decoder. Therefore, when generating the weight distribution at a certain moment, the soft attention adds the decoding state s t of the current moment for calculation:
where v 1 , W 3 , W 4 and b attn2 are learnable parameters, a t is the attention distribution for the current moment, and c t is the weighted sum of the hidden state of the encoder, which represents the content read from the text, and this vector is called the context vector. The method of constructing a double attention network model is simple. We introduce a gate mechanism into the network to obtain the probability g m ∈ [0, 1] of key information required for each step in the decoding. This is calculated using the key information vector z, the decoding state s t and the decoder input x t d :
in which the range of g m is [0,1], where W z , W s , W x and b cor are learnable parameters, and σ is the sigmoid function. g m is used to select the key information vector or the context vector when generating the probability distribution. The resulting distribution of the vocabulary P vocab is as follows:
where V 3 , V 4 , b 3 and b 4 are learnable parameters. o t is a mixture vector, and P vocab (w) provides a probability distribution of all word w predictions in the vocabulary. To address out-of-vocabulary words, we need to point to and copy words off the vocabulary from the source text. Therefore, we reintroduce a gate mechanism to determine whether the word is generated or copied in the current step. Based on the mixed vector o t , the decoding state s t and the decoded input x t d are added to participate in the calculation of the generation probability p gen :
The range of the generation probability p gen is [0,1], where U o , U s , U x and b ptr are learnable parameters, and σ is a sigmoid function. Finally, we use p gen to choose whether to generate words from the vocabulary or copy words from the source text. At the prediction stage, a probability distribution P(w) is output, the dimension of which is the vocabulary length plus the number of words in the source text that do not appear in the vocabulary. The loss function of timestep t and the overall loss of the entire sequence are:
C. IMPROVED COVERAGE MECHANISM
Repetition is a common problem in many natural language processing tasks and is a common problem for all generation models, especially in neural machine translation tasks, which often use sequence-to-sequence as a benchmark architecture [26] , [30] , [31] . Because the neural machine translation task is similar to the text summarization task and was developed earlier, the neural machine translation optimization model [4] , [32] is used in many text summarization optimization schemes. Similar to See et al. [4] , we adopt the coverage model proposed by Tu et al. [24] to solve the repetition problem. However, we improved it for better performance.
In the process of generating the coverage vector, the weight of the existing attention is no longer completely copied, but filtered by adding the truncation parameter. Therefore, it can prevent the weight of unrepeated words in the coverage vector to be too high. First, in the prediction process, a coverage vector k t = t−1 t =0 a t is maintained, which is the sum of all the attentions of the previous steps in the decoder. It should be noted that self-attention is not included in this calculation because it is fixed. k t records which words the model has focused on in the original text, in the case where the predicted words are not repeated, the attention weight coefficients are different at different moments, and the coefficients can be stored separately in a vector. We let this coverage vector influence the attention computation of the current step:
where w k is the learning parameter, the length of which being the same as v 1 . The goal is to tell the model what words it has previously focused on as it performs the current step of the attention calculations, therein hoping to avoid the situation of focusing consecutive attentions onto a few words. Second, the coverage vector is improved. Because the attention mechanism in the decoder is global, to improve the accuracy of the coverage, the truncation parameter β is added to the coverage vector to filter other non-primary words of concern, and a minimum number ε is used to replace the weight of these words to avoid the influence on the generation of primary targets after continuous accumulation. The improved algorithm for calculating the coverage weights of the i-th hidden state is shown in Algorithm 1.
Algorithm 1 Calculation of the Coverage Weight of the i-th Hidden State
Input: previous i-th hidden state attention weight
To avoid repetition, we need an additional loss function to penalize repetitive attention:
where β is a hyperparameter, and covloss t ≤ i a t i = 1. In this paper, the improved coverage model possesses a truncation ability, and the truncation parameter is added to make the loss penalty mainly concern the word. We must remove the loss function before the DAPT model converges. Because the attention distribution of the main target cannot be clearly determined before convergence, the loss of participation will cause the attention under the coverage mechanism to affect the generation of the main target and reduce the overall performance. Finally, the old loss generates a new loss function through a hyperparameter λ:
D. MIXED LEARNING OBJECTIVES
In the introduction, we described the ''exposure bias'' and loss-assessment mismatch in the model training. To solve such problems, we use mixed training objectives to optimize the model, including scheduled sampling and RL.
1) SCHEDULED SAMPLING
The training of the general LSTM decoder uses a ''teacher forcing'' algorithm, primarily by minimizing the maximum VOLUME 8, 2020 likelihood loss in each time step. The reason for the so-called teacher compulsion is that the input for each time step comes from the reference summary of the previous step. We define y * = {y * 1 , y * 2 , . . . , y * T } as a reference summary for a given input sequence x. We then train the goals by minimizing the following losses:
To solve the problem of ''exposure bias'' caused by the ''teacher forcing'' algorithm, in Paulus et al. [5] proposed a effective method. In the decoder, the input for each time step is not fully from the reference word of the previous time step; rather, the word generated by the previous time step model is selected with a probability of 25%. This reduces the ''exposure bias''. However, the reduction of reference words in the target sequence during early training results in the model not being able to quickly navigate from a randomly initialized state to a reasonable state.
Therefore, we adopt the scheduled sampling method [8] , which is an improved version of the ''teacher forcing'' algorithm. During training, the input of each time step of the model selects the reference word with probability q and then selects the output word of the previous time step of the model itself with probability 1 − q. The value of q is variable, and initially, due to inadequate training of the model, the value of q is as large as possible. With the continuous training of the model, the value of q should be reduced, and the output words of the model itself should be selected such that the model can be kept as consistent as possible during training and testing. In this article, we use the linear decay method, q i = max(q, l − mi). where q (0 ≤ q < 1) is the minimum true amount to the model, l and m provide the offset and slope of the change in q, and i represents the batch. Define y g = {y g 1 , y g 2 , . . . , y g T } as the model output sequence (generated summary) for a given input sequence x. Then, the input y ss t of the t-th step of the model has a probability of q i of choosing y * t−1 , and the probability of (1 − q i ) of choosing y g t−1 . We train the goals by minimizing the following losses:
log p(y ss t y ss 1 , y ss 2 , . . . , y ss t−1 , x) (19)
2) MIXED LOSS
Policy gradient is a basic algorithm in RL. We use policy gradients to minimize the negative reward expectations and directly optimize the non-differentiable ROUGE assessment indicators. The baseline DAPT model can be seen as an agent that interacts with the external environment, and the model generates words as operations taken by the agent. After generating the complete summary sequence y, it is compared with the reference summary sequence y * to calculate the reward r(y). Our model uses the SCST training method [27] , a selfcritical sequential training method that uses the rewards received by the model under the generation method used in the test as a baseline. In each training iteration, for each input sequence x, two output sequences are generated in different ways: y s , sampled from the probability distribution p(y s t y s 1 , y s 2 , . . . , y s t−1 , x) at each time step, and y b , which is the baseline output and is obtained by performing a greedy search and selecting the word with the highest probability in the probability distribution p(y b t y b 1 , y b 2 , . . . , y b t−1 , x) of generating a summary at each time step. We minimize the following losses to train the objective:
Negative expectations are minimized in the formula to use gradient descent. When the sampled y s yield a better return than the baseline, minimizing the loss corresponds to maximizing the conditional likelihood of the y s , thereby increasing the overall return expectation of the baseline DAPT model. Although the optimal training of RL solves the loss-evaluation mismatch problem, it may lead to reduced readability and fluency of the generated abstract. The readability of abstracts can be obtained by ''teacher forcing'', and here, we obtain the readability through scheduled sampling. Similar to Paulus et al. [5] , we also use mixed training objectives to integrate scheduled sampling and RL so that the resulting abstracts remain readable and yield higher evaluation metrics:
where γ is a hyperparameter that is used to adjust the loss of the two objective functions. In general, we pre-train the model and then use the hybrid loss for training optimization.
IV. EXPERIMENTS A. DATASET AND METRIC
We conducted experiments on two datasets: LCSTS [33] and CNN/Daily Mail [13] , [34] . LCSTS is a Chinese short text summary dataset that includes more than two million pieces of news data obtained via Weibo. Each piece of data is a statement pair that includes the original text and the corresponding summary. The original text is less than 140 words, and the reference summary has only one sentence and no more than 30 words. The data set is divided into three parts. PART I contains 2.4 million pieces of data, PART II contains 10,666 pieces of data, and PART III contains 1,106 pieces of data. Each statement pair in PART II and PART III is scored 1-5 by manual scoring, and the score is used to judge the degree of relevance of the short text to the abstract. As suggested by Hu et al. [33] , we use PART I as the training set and the 725 statement pairs with scores above 3 (including 3 points) in PART III as the test set. CNN/Daily Mail is a long paragraph summary dataset formed by collecting approximately one million news data. It contains online news articles (average of 781 tokens or approximately 40 sentences) and artificially generated summaries (average of 56 tokens or approximately 3.75 sentences). We obtained a non-anonymous version of the data using the data processing method provided by See et al. [4] , which included 287,226 training pairs, 13,368 verification pairs, and 11,490 test pairs. The statistics of the corpus are shown in Table 1 , where Avg-ref is the average manual summary length, and Avg-abs is the average article length.
We evaluate the performance of different methods in abstract text summarization tasks through the ROUGE-N [10] and ROUGE-L [10] evaluation metrics. ROUGE-N is an n-gram recall between a generated summary and a set of reference summaries. In the field of text summarization, the values of N are generally 1 and 2. In this paper, ROUGE-1 and ROUGE-2 are used as evaluation criteria. ROUGE-L calculates the similarity between two sentences by the length of the generated sentence and the largest common subsequence of the reference sentence. The ROUGE scores are all based on F1 scores of ROUGE-1, ROUGE-2 and ROUGE-L.
B. EXPERIMENTAL SETUP
In training stage, the magnitude of the truncation parameter β is averaged by subtracting the minimum value from the maximum value of the attention weight. We also attempted higher values, as this affects the penalty for duplication, the value of λ is 1. The minimum true amount q in the scheduled sampling is 0.6, and the value of γ in the mixed training is 0.975.
The number of hidden units in the LSTM in both our encoder and decoder is set to 512. For the LCSTS dataset, to reduce the occurrence of word segmentation errors and out-of-vocabulary words, we use Chinese character-based methods to process source and target outputs. The vocabulary is limited to 4000 tokens, the size of the input article is limited to the first 140 tokens, and the digest is limited to 30 tokens. In the CNN/DailyMail data set we limit the input vocabulary and output decode layer to 50,000 tokens. We limit the size of the input article to the first 800 tokens, and the digest is limited to 100 tokens. The model was trained with cross-entropy loss using the Adam [35] optimizer with an initial learning rate of 1 × 10 −3 and a batch size of 64. Finally, the training method of the mixed training is run on the trained model. At this stage, the learning rate is set to 3 × 10 −4 and the batch size is 64. During the test, we set the beam size to 5 during the beam search.
C. BASELINES 1) LCSTS
In the experiments on the LCSTS dataset, because we used Chinese character-based methods to process the data, the results are compared mainly with advanced models of the same type.
• RNN and RNN-context [33] are based on the seq2seq model, where the difference is in the presence or absence of attention mechanisms.
• CopyNet [22] integrates the copy mechanism into the seq2seq model.
• DRGN [36] is based on the seq2seq+attention model and the VAE (variational auto-encoder) concept from the imaging field, and a deep loop generation decoder is proposed to capture the implicit structure information.
• CGU [16] adds a convolutional gated unit to the traditional seq2seq+attention model to control global information and reduce duplication.
2) CNN/DAILY MAIL
We compare the proposed model with six mainstream baselines. These models are abstract models, and a brief description of the model is as follows.
• words-lvt2k-temp-att [13] applies the seq2seq+ attention model and fuses the semantic features into the model. The CNN/Daily Mail dataset was also simultaneously proposed in that work.
• graph-based attention [37] introduces the graph-based attention mechanism based on the encoder-decoder framework and proposes a hierarchical decoding algorithm for improving the quality of summary generation.
• pointer generator [4] uses a pointer-generator network. When generating the summary, the model can also extract words from the original text to make the summary more accurate.
• pointer generator + coverage [4] adds a coverage mechanism based on the pointer generator model. It records the content that has been generated to reduce duplication.
• ML+RL, with intra-attention [5] includes an intra-attention model and uses the hybrid learning objective to train the model.
• ML+RL ROUGE+Novel, with LM [38] incorporates the pre-training language model into the decoder and adds new metrics to produce a new RL method. Tables 2 and 3 show the performance of the models on the CNN/Daily Mail and LCSTS datasets, respectively. The data in the tables show that the DAPT model outperforms the traditional baseline model in terms of ROUGE values, therein achieving the performance of mainstream methods. Among those methods, DAPT is a double attention pointer network, DAPT + imp-coverage is a double attention pointer network with improved coverage mechanism, and RL+MLE(ss) indicates that hybrid training is used for optimization. First, our DAPT model can obtain the key information of the source text and can obtain better semantic features such that the attention mechanism becomes more effective, which is very beneficial to the model. Simultaneously, the pointer network can effectively reduce the appearance of out-of-vocabulary words, which can further improve the quality of the generated abstract. The addition of the coverage mechanism greatly reduces the number of repeated fragments in the generated sentence. As is shown in Fig. 2 , we can observe that the problem of repetition is almost completely eliminated in the CNN/Daily Mail dataset. The improved coverage mechanism does not affect the generation of the primary target and improves the penalty effect. In order to better reflect the significance of model improvement, we added the experiment of pointer generator + coverage (RL+MLE(ss)) in the CNN/Daily Mail dataset, which is to add reinforcement learning to the model of See et al. [4] . At the same time, in the LCSTS dataset, the pointer generator model of See et al. [4] was tested. As can be seen in Tables 2 and 3 , our improved model is superior to the original model in the two datasets, but our model does not improve much in the LCSTS dataset relative to the original model. Because the LCSTS dataset is a short text summary dataset, the encoder is more likely to get the main information, and the accumulation of the coverage vector is not excessive. Therefore, the effect of our model cannot be fully embodied.
D. RESULTS AND ANALYSIS
Both the improved coverage mechanism and the traditional coverage mechanism can reduce repetitions in the summary, and this degree of reduction is similar; however, the improved coverage mechanism can better improve the quality of the summary. To better show this performance, based on DAPT, we compared the improved coverage mechanism with the traditional coverage mechanism. The results are shown in Table 4 . We can see that the improved coverage mechanism yields a higher ROUGE score. After the model converges, we optimizes the model's ROUME evaluation metric by a hybrid training approach. This approach can improve the overall evaluation metric of the model by 2%-10%, which has a very large performance improvement for the model. At last, in Fig. 3 we present a summary generated by our model and compare it with the pointer-generator model and reference summary. The source text describes the cause of the orchid's lip formation. Obviously, the main point of the article is the orchid's lip petals. However, the summary generated by the pointer-generator model does not contain information about the lips but instead focuses on other trivial details. This is because too little attention is paid to key information in the model, and the unimproved coverage mechanisms can affect the generation of the main target. In contrast, the abstracts of our models are more coherent and contain more prominent information. Our model focuses on the lip rather than the just orchid, and it provides the most important identifying information. Because self-attention is responsible for selecting important information from the encoder output to improve the quality of the attention score, the trivial details can be reduced well.
V. CONCLUSION
In this paper, we propose a dual-attention pointer network (DAPT) for text summarization. The self-attention mechanism is introduced to obtain the key information of the source text, and the gate mechanism is combined to control the selection of information. Based on the existing coverage mechanism, we added truncation parameters to prevent this mechanism from interfering with the generation of other targets. In addition, this paper optimizes the evaluation metrics of the model by hybrid training, which improves the overall performance of the model without negatively impacting the readability of the generated abstract. The experimental results show that our method can generate a more accurate and consistent summary and has improved the ROUGE evaluation index compared with the traditional pointer-generator model.
