INTRODUCTION
In engineering systems, failures could occur from several correlated failure modes.
Complex, and nonlinear problems often have disjoint failure regions. This type of failure regions often occur in structural impact problems, such as crash dynamics of vehicles [1] . Disjoint failure regions limit the use of existing approaches for reliability assessment due to their discontinuous characteristic and distinct system behaviors [2] . Engineering systems with very low probability of failure have vast amount of sample points in the safe domain, each function evaluation of the sample points in the safe domain can be expensive in terms of computer simulation time or time and capital spent on physical testing. Each function evaluation could be either running a finite element analysis or conducting an actual physical test [3] . For example, report shows that it takes Ford Motor Company 36 to 160 hours to run a single crash simulation [4] . Therefore, it is imperative to reduce the number of function evaluation in engineering reliability analysis.
For engineering reliability analysis, there are simulation-based and analytical methods.
Existing approaches like Monte Carlo simulation (MCS) is easy to use but requires large computational time due to the large amount of function evaluations required, especially in the case of that each function evaluation is running a complex finite element analysis. For analytical method, first-order reliability method (FORM) [5, 6] has been widely used for reliability analysis. However, analytical methods rely on searching the most probable point (MPP), and the search algorithm requires gradient information. Highly nonlinear engineering problems may cause analytical methods to converge slowly or non-convergent [7] . As a sensitivity free method, dimension reduction method (DRM) [8] [9] [10] [11] [12] [13] [14] [15] involves an additive decomposition of system responses that reduces N-dimensional integration to N one-dimensional integrations, and a moment-based quadrature rule is used to estimate these one-dimensional integrations. The issue with DRM is that significant errors might be introduced from the dimension reduction procedure, and there is very limited accuracy improvements for DRM when new samples along each dimension are added.
Polynomial chaos expansion (PCE) method [16] [17] [18] [19] is an approach that constructs stochastic response surface by multi-dimensional polynomials over a sample space of random variables and updates itself by incorporating more uncertain samples. The accuracy of PCE can be improved by increasing the order of stochastic polynomial terms. However, the associated computational cost is high when there are many random variables. There are only a few existing approaches aim at tackling problems with disjointed failure regions. An approach called approximate metamodels which combines approximate global and local metamodels to determine the failure and the safe regions, and the probability of failure is obtained with an efficient importance sampling method [3] .This approach is efficient but the optimization algorithm still requires gradient information.
The explicit construction of limit state functions using Support Vector Machines has also been proposed [2] . The approach is effective but when the dimension of the problem increases, the number of training samples also increases. A probabilistic neural networks framework has been proposed which is a neural network classification approach to assess the reliability [20] .
To address problems with disjoint failure regions, this study proposes an enhanced Monte Carlo simulation (EMCS) approach. This approach involves using Kriging method for constructing surrogate model from the initial Design of Experiment (DoE). A confidence-based adaptive sampling scheme is used for selecting optimal samples with the greatest failure potential.
The selected failure sample is used for updating the Kriging model at each iteration. The complete updated Kriging model is then used in conjunction with Monte Carlo simulation for reliability estimation. For reliability analysis using Monte Carlo simulation, all samples are evaluated for their performance values in order to obtain the system reliability. However, the proposed method is able to evaluate only the initial DoE samples and the subsequent updating samples, which is just a tiny fraction of all the Monte Carlo samples. Therefore, the number of function evaluation has been significantly reduced, and this is why the proposed method is named enhanced Monte Carlo simulation.
The rest of the paper is organized as follows. Section 2 presents a review of reliability analysis, Monte Carlo simulation, First-Order Reliability Method and Kriging. Section 3 describes the confidence-based sampling scheme. Section 4 introduces the methodology of EMCS. In Section 5, three numerical case studies are used to demonstrate the efficacy of the proposed approach.
RELIABILITY ANALYSIS REVIEW
This section briefly reviews Monte Carlo simulation, First-Order Reliability Method and Kriging since they were used to compare with the proposed approach in our study.
Monte Carlo Simulation
Considering that P(x) is the system response where x is a vector of random input variables, failure occurs when P(x) is greater than the allowable limit C. Thus the limit state function G(x)
can be defined as
Therefore, failure occurs when G(x) < 0. The probability of failure can be expressed as
Where fx(x) is the joint probability density function of the system random inputs. For Monte Carlo
Simulation, a large number of random samples are drawn from the distribution fx(x) of the system inputs, and then the system responses G(x) are evaluated to estimate the probability of failure as
Where E[.] is the expectation operator, and If (x) represents an indicator function as
First-Order Reliability Method
The random variables x is transformed into standard normal variables. MPP is iteratively searched by an optimization algorithm. The limit state function is linearized at the MPP in the standard normal space. Therefore, the reliability can be obtained by approximating the standard normal tail distribution. The transformation of random variables x is expressed as
Where Fx (x) is the cumulative distribution function. And Φ is the standard Gaussian cumulative distribution function. The probability of failure is defined as
Where u is a set of standard normal random variables. The integral boundary G(u) is linearized at the MPP, which is u*, and the highest probability distributions can be achieved at the failure
Therefore, the probability of failure approximated by FORM is
The reliability index β is the distance from the origin to the MPP in the standard normal space.
The reliability index is also the shortest distance from the origin to the failure surface G(u)=0, an optimization problem is solved to locate the MPP and compute the reliability index as
Where u is a vector that starts from the origin and ends at the MPP in the standard normal space, ║║is the norm of a vector.
Kriging
Kriging is a nonparametric interpolation model that requires training samples for model construction and it can predict responses at new sample points [21] . An ordinary Kriging model can be expressed as
Where μ is the mean response, and S(x) is Gaussian stochastic process with mean equals to zero and variance equals to 2 . GK (x) is the Kriging prediction of the response at sample point x. The covariance function between two input xi and xj is expressed as
Where R is the correlation matrix. The (i, j) entry of matrix R is defined as 
Where A is an n×1 unit vector. Then μ and 2 can be obtained by maximizing the likelihood function as
With the Kriging model, the response for any given point x' can be estimated as
Where r is the correlation vector between x' and the sampled point x=[x1,…,xn]; the i th element of r is given by r(i) = Corr(x', xi). The mean square error e(x') can be estimated by
3. SAMPLING SCHEME
Deign of Experiment
Latin Hypercube Sampling (LHS) has been widely used as a sampling method in reliability analysis. LHS algorithm tries to make uniform sample distribution when samples are projected on to each edge of the hypercube [22] . Distributed Hypercube Sampling (DHS) is an algorithm that intends to avoid clustering and void regions when projecting sample points on the faces of hypercube by shuffling or swapping LHS pairings [7] . DHS is an improvement from LHS but it is still not sufficient to obtain a uniform sample distribution in the hypercube volume itself.
Therefore, improved distributed hypercube sampling (IHS) has been proposed to achieve zero variance in closest neighbor distance inside the hypercube volume [22] . Coefficient of variation of minimum distances between sample points is a measure of how well the sample points are uniformly distributed, and the smaller of the coefficient of variation the more uniform are the sample distribution. It is shown that IHS' coefficient of minimum distances is better than LHS and DHS published results [22] . Therefore, IHS is chose as the initial sampling method for our study due to the fact that it produces quality samples inside the hypercube.
Confidence-based Adaptive Sampling
The Kriging prediction of response at point ' x can be considered as a random variable that follows a normal distribution:
Where the mean ( ') K G x and the variance ( ') e x are defined in Eqs. (16) and Eqs. (17), respectively.
Since failure is defined as ( ') 0 K G x < , the probability of i x being a failure point is defined as the area of the normal cumulative distribution function in the interval of (-∞ 0] as in equation (19) .
[ ] 
Where n is the number of Monte Carlo samples. At each sample update iteration, out of all the Monte Carlo samples, the one sample with the maximum failure potential max( ) i x P is selected for function evaluation and used for updating the Kriging model.
EMCS METHODOLOGY
The as a finite element model, then a commercial software such as ANSYS will be used to evaluate the performance of each training sample.
Step 2: Kriging model construction
The Kriging model is being generated from the initial training samples. An existing MATLAB Kriging Toolbox [23] is used to construct the Kriging model in this study. A large number of Monte Carlo samples are generated for the random variables. The Kriging model is then used to predict the response values of the Monte Carlo samples.
Step The selected sample will then be excluded from the existing set of Monte Carlo samples to avoid being selected again in the subsequent iterations. This adaptive sampling scheme works iteratively and it is terminated when the maximum failure potential falls below a predefined threshold. The stopping rule is defined as max( )
Where Pxi is the failure potential at point xi, and n is the number of Monte Carlo samples, and C is the predefined threshold. For this study, we define C to be 0.05. The Kriging model is considered to be accurate enough for reliability estimation once the stopping rule has been satisfied.
Step 4: Estimation of probability of failure
The final updated Kriging model is used to predict the responses for the original set of Monte Carlo samples. The estimation of probability of failure of the engineering system is the ratio of the number of failure samples to the total number of samples.
CASE STUDIES
This section demonstrates the proposed approach for reliability analysis of problems with disjoint active failure regions with three case studies. The first case study is a two variable nonlinear analytical equation. The second case study is a tuned mass damper, the limit state is an analytical equation corresponds to the static response of the vibration absorber. And the third case study has an implicit limit state function which is a finite element model of a Y-shape cantilever beam.
A Mathematical Equation
A second order, nonlinear equation is shown as equation (21) . The two random variables follow normal distributions, x1~Normal (0, 0.8 2 ), x2~Normal (2, 0.8 2 ).
In Figure 2 , the solid curve is the limit state equation ( ) 0 G X = , the circles represent failure samples, and the dots represent safe samples. The disjoint failure regions are demonstrated in Figure 2 as the two clusters of failure samples are distinctively separated from each other. MCS of sample size of 10 8 is used to probability of failure evaluation. The estimated probability of failure is 2.56×10 -4 . It is very obvious that the probability of failure is extremely small so it requires a large amount of samples to obtain just one failure sample in this direct random sampling method. Therefore, EMCS is more accurate than Kriging when efficiency is maintained at the same level.
The result of Monte
The results of this mathematical example are summarized in Table 1 . Table 1 Results of the structural analysis approaches for the mathematical example 0.39%
A Vibration Absorber
This vibration absorber problem is adapted from [3] . A tuned damper system that includes a main system and a vibrational absorber is shown in Figure 3 . The main system is attached to the ground or a surface by a spring and a damper, and the absorber is attached to the main system by a spring only. The main system is subject to a harmonic excitation force ( ) cos( ) Figure 3 . Tuned vibration absorber
In equation (22), R is the ratio of absorber's mass to main system's mass, ζ is the damping ratio of the main system, β1 is the ratio of the nature frequency of the main system to the harmonic force frequency, and β2 is the ratio of the nature frequency of the absorber to the harmonic force Simulation to evaluate the probability of failure. FORM is non-convergent in this example due to its limitation to highly nonlinear problems. The number of samples used for the Kriging method is fixed as 125 so it can be compared with the published results of approximate metamodel [3] .
The accuracy of the Kriging method is much less than that of approximate metamodel. However, the proposed method is much more accurate than both the approximate metamodel and the Kriging method. The probability of failure results are summarized in Table 2 . Table 2 Results of the structural analysis approaches for the vibration absorber example 0.66%
A Cantilever Beam
A Y-shape cantilever beam is shown in Figure 5 (a). The two ends, A and B of the beam are fixed to the wall, and the C end is the free end of the beam. The free end is subjected to a distributed load w(y) that is equivalent to a total of 340 lbf. This type of structures have two distinctive disjointed failure regions, fracturing can occur at either one of the fixed ends due to the small random changes of the design (i.e., variations in the fixed ends beam thickness). Therefore, the failure points are located in two disjointed failure regions. Figure 5(b) is the geometry of the cantilever beam. Random variables x1 and x3 follow normal distributions, x1~Normal (1, 0.1 2 ), x3~Normal (1, 0.1 2 ), and the unit is inch. x2 and x4 are fixed as constants, 2 6" x = , 4 4" x = . The cantilever beam is 1" thick in z-direction. The modulus of elasticity is 1000 ksi, and Poisson's ratio is 0.33. The cantilever beam is modeled in the finite element software ANSYS and discretized into 28,000 8-noded hexahedral elements as shown in Figure 6 . From Figure 7 , it can be seen that the stress concentration is at the highest at the two fixed ends. The predefined probability of failure for MCS is 10 -3 . Therefore, the critical stress is defined as the 99.9 th percentile of the fixed end maximum stress distribution.
The critical stress is 35,411 psi. The limit state equation is defined as
Where max is the fixed end maximum stress of each simulation, and critical is the defined critical stress. For any max that is greater than critical, G(x) < 0, the cantilever beam is considered as having a structural failure. The cantilever beam is safe otherwise. FORM is implemented with a convergence level of 10 -3 . The initial trial point is set to be (x1, x3) = (1, 1), and the number of MPP searched is 2. Therefore, the number of function evaluation is 6. There are 300 training samples Table 3 . Table 3 Results of the structural analysis approaches for the cantilever beam example Three case studies demonstrated that the proposed EMCS approach outperforms other existing approaches for reliability analysis of problems with disjointed failure regions by producing accurate and efficient reliability assessment results.
