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Abstract
An algorithm is developed for underwater acoustic signal processing with an array of
hydrophones. With various acoustic signals coming from different directions, the maxi
mum likelihood approach is used to estimate the source bearings and time series. Simu
lated annealing is used to implement the resulting time-domain beamformer. Broadband
signals in spatially correlated noise are treated. Previous time-domain beamformers did
not consider the correlation between random noise, and they did not use the concept of
maximum likelihood, which is asymptotically optimal. We show that improved resolution
can be achieved using this new method.
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Chapter 1
Introduction
Li Beamforming
The problem solved in this thesis will be the determination of the bearing and time
series of a broadband acoustic source in additive white noise. Assume that a plane-wave
signal is propagating in a medium. An array of sensors is present in the medium. Each sen
sor is assumed to record the acoustic signal at its spatial position with perfect fidelity. The
waveform measured at each sensor is the sum of the signal with a time delay and noise.
The noise is due to disturbances propagating in the medium or to noise generated inter
nally in the sensor or in the associated electronics. The outputs of the sensors are summed
with weights and time delays to form a beam. This process is beamforming.
The idea of beamforming is to get a precise adjustment of the propagation delays of a
signal presumed to be propagating in a direction so as to reinforce it. Signals from other
directions and the noise are not reinforced. The energy in the beam is computed for many
directions-of-look by manipulating the time delays. Maxima of this energy as a function of
the directions-of-look are assumed to correspond to acoustic sources, and the source bear
ings correspond to the locations of these maxima.[1]
1.2 Time-domain beamforming
The standard time-domain approach is delay-and-sum beamforming. It has some limi
tations in practice.
William A. Kuperman, Michael D. Collins, etc., solved this problem using a time
domain approach. [2J{3} In their approach, Least Squares cost function is used as the
energy. Good estimation of the source bearings and time series are obtained by optimizing
the energy corresponding to the peak in the ambiguity function. The results are better
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than using conventional beamlorrriing techniques, such as the delay-and-sum beamformer.
The parameter search space is large and the computational load is heavy. However, it is not
"optimal beamformer" as it is called in papers [2] and [3] unless the noise is Gaussian clis
tributed, uncorrelated, and the signals are deterministic.
1.3 Maximum likelihood and least squares estimation
To make the time-domain heamforming truly optimal, maximum likelihood approach
instead of least squares is used in our research. Both maximum likelihood and least
squares are very popular in parameter estimation. However, maximum likelihood is
asymptotically optimal because it is asymptotically unbiased and it asymptotically reaches
the Cramer Rao Lower Bound for large data samples.[4][5][6]
1.4 Simulated Annealing
The maximum likelihood beamfoi-ming is implemented numerically on a digital com
puter. Simulated annealing refers to a class of numerical algorithms that imitate the slow
cooling annealing of a substance to obtain a crystalline or glass-like state.[7] In numeri
cal analysis, simulated annealing has been successfully applied to in various optimization
problems.
1.5 Thesis overview
In our research, maximum likelihood cost function is used to optimize the energy
instead of the least squares cost function. The random noise is considered to be spatially
correlated. The random noise could also be correlated in time, but because it is very time
consuming to compute the time covariance matrix and its inverse, usually, in practice, pre
whitening method is applied to decorrelate temporal correlation. The ocean noise is usu
ally wind generated noise, mammalian noise and distant ship noise. Due to the multi-path,
when the noise arrives at the array sensors hydrophones, there is correlation between the
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noise on each hydrophone. The surface noise generated by wind is almost always there, so
it’s more important than other types of noise.
In chapter 2, problem and data models are given. In section 2.1, the problem of time-
domain beamforming is described. In section 2.2. data model and signal models are given
in detail.
In chapter 3, maximum likelihood estimation algorithm is described in detail. Section
3.1 describes the ocean ambient noise. Section 3.2 describes maximum likelihood parame
ter estimation in general. Section 3.3 describes the specific maximum likelihood time-
domain beamforming algorithm, and its difference with least squares estimation.
in chapter 4, simulated annealing algorithms are applied to implement the maximum
likelihood time-domain beamformer. Section 4. 1 describes the simulated annealing algo
rithms in general, section 4.2 describes a fast simulated annealing algorithm.
Simulation results are given in chapter 5. Several cases are given. Arrays consisted of
different number of hydrophones are used to find different signals from various directions.
The signal are detected from different random noise environments. The estimated bearings
and time series using both maximum likelihood beamforming and least squares beam
forming are compared. The results show that using maximum likelihood beamforming,
higher resolution could be achieved than least squares beamforming when the array is
present in correlated noise.
Chapter 6 is conclusions and discussions.
15
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Chapter 2
Problem and Data Model
2.1 Problem definition
The problem is an array signal processing problem. Some plane-wave signals with dif
ferent waveforms and in different directions are propagating in the medium. A single array
of sensors is present in the medium. Each sensor measures the acoustic pressure of the sig
nals. Then the sensor data are used as the inputs to a beamformer. The output of the beam-
former -- the bearings and time series of the signals, are of interest to us.
Suppose the source is located in the far field. Spatially, the signal is regarded as a plane
wave relative to the receiving array so that the wavefronts are parallel. Temporally, the
spectrum of the signal of interest consists of a broadband or narrowband waveform, or a
discrete set of frequency lines. [8] Here we are primarily interested in broadband signals,
since efficient narrowband methods already exist.
A single array is present in the medium and is used to measure the acoustic field. The
array could be horizontal and vertical, it could be linear and non-linear.
A common form of array is the towed array, in which a set of sensors is deployed in a
linear configuration some distance behind a moving ship. Modern towed arrays often con
sist of a set of subarrays, each designed for a specific frequency range. A high-frequency
subarray can be obtained by using the more closely spaced set of sensors. A low-fre
quency subarray, on the other hand, can be realized by using the more separated set of sen
sors. The longer the array, the lower is the frequency range for which acceptable
performance can be achieved.
However, towed arrays also have some disadvantages. For example, a source can be
located only relative to a conic angle, which means that it is impossible to separate this
17
conic angle into aiimuth and elevation components without additional information. partic
ularly, we can not determine on which side of the array the source is located without addi
tional information. Another shortcoming arises from the fact that the array is never
perfectly horizontal nor vertical straight. This results to uncertainties in sensor positions
and thus degrade the heamforming calculation without perfect correction.
A second class of array is the hull-mounted array of sensors. Such arrays are often
two-dimensional. which allows the determination of the arimuth and elevation of the
source. Because of the restrictions on array size, these arrays in general do not have good
low-frequency response. Also, because the sensors are mounted on the hull. they are
exposed to a higher noise environment both from the noise due to the medium and from
noise transmitted through the hull than the sensors in the towed array.
Assume the acoustic pressure of each signal is represented by the symbol p,71t,
where m represents the in th source. The signals could have different source time series,
with arbitary center frequency and bandwidth, and could come from different directions.
An array of N equally spaced sensors is deployed to estimate bearings and time series
of the sources. A typical configuration of the array is illustrated in figure 2.1.
In this problem, the bearings and the time series of the M signals are all unknowns,
because we have no a priori information. The knowns are the acoustic pressure we mea
sured on the array sensors. Our task is to estimate the time series and their bearings cor
rectly based on these sensor data. The algorithm of the beamformer must have the ability
to suppress the noise.
2.2 Data model and signal model
Suppose
°m
is the bearing of the m th signal with respect to the array. When the m th
signal arrives at the array, it has a time delay Tm between two adjacent sensors. The
18
Figure 2.1: Configuration of the array and sources
relationship between the bearing and the time delay is
hsinO,77
T = 2.1
m
where c is the sound velocity in the medium, and h is the hydrophone spacing. Here we
assume the ocean is a homogeneous media in our problem, and the sound velocity C
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remains the same value through the water depth range.
The acoustic pressure measured at the n th sensor is:
P,2t =
2.2
This is the data model. It is the sum of all the acoustic signals arriving at the sensors with
corresponding time delays. In this equation, p,t is the time series of the mth plane
wave source, it could be either deterministic signal or random signal, or both. In our prob
lem, we assume that all the signals are deterministic, they can be broadband signals or nar
row band signals. The time delay corresponding to the bearing O of the m th source is
T17. W11t is the noise series, they are random, broadband. At each sensor, the noise has
spatial and temporal correlation because of multipath or other reasons. Usually, the ocean
ambient noise consists of sea surface generated noise, mammalian vocalization noise and
distant shipping noise.
The replica pressure at the n th sensor is defined as the sum of the test time series with
corresponding test delays. It is given by the following equation
Q,t
=
q,t
-
2.3
This is the signal model. In this equation, q171t is the test time series corresponding to
the m th plane wave source, the test time delay corresponding to the m th plane wave
source is am.
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The task is to match P1.1 t using Q17 t , match p, t using q7 t . and match
T1 using am. We will solve this problem in time domain, and estimate the true values of
the time series and time delays based on the raw sensor data.
Kupermans time domain beamforming[2][3] is a good solution for this problem when
the random noise at each sensor is uncorrelated. In that case, the Least Squares cost func
tion is used. Although Kuperman calls it "optimal time domain beamforming", in fact, it is
not optimal. Also, the noise model in Kuperman’s paper is uniform distributed random
noise, which is not always true in practice. In general, the noise at each sensor is spatially
correlated to each other, so we use Maximum Likelihood cost function instead of Least
Squares cost function. Maximum Likelihood estimation is asymptotically unbiased,
asymptotically reaching Cramer Rao Bound, so it is asymptotically optimal. This is
described in detail in the next chapter.
21
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Chapter 3
Maximum Likelihood Estimation
3.1 Ocean ambient noise
The ocean acoustic signals are almost always accompanied by ocean ambient noise.
When we estimate or detect the signals, to remove the noise is a major problem. There
fore, before discussing the Maximum Likelihood Estimation, we must discuss the mecha
nisms of the ocean ambient noise.
Generally, to sonar systems or other underwater acoustic devices, noise is composed of
ocean ambient noise, self-noise, and radiated noise.
Self-noise is the noise generated by the vessels ships, submarines, and torpedoes on
which the hydrophones are located. Radiated noise is generated by the vessels and trans
mits through the sea and appears as underwater sound at a distant hydrophone. There are
three major classes of self-noise and radiated noise - machinery noise, propeller noise, and
hydrostatic noise. Of the three classes of noise, machinery noise and propeller noise dom
inate the spectra of self-noise and radiated noise under most conditions. The relative
importance of the two depend upon frequency, speed, and depth. At very low speeds, the
hydrophone "sees" the ambient noise of the sea itself. With increasing speed, machinery
noise tends to dominate the low-frequency end of the spectrum, and a combination of pro
peller and hydrodynamic noise becomes important at high frequencies.[9]
In our problem, we suppose the array of hydrophones is still in the ocean, so the ambi
ent noise is the dominating noise to the hydrophones. We only consider the ambient noise,
and ignore the self-noise and radiated noise which are not important to this problem.
Ocean ambient noise is defined as the noise of the sea itself. It is that part of the total
noise background observed with a nondirectional hydrophone which is not due the hydro
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phone and its manner of mounting called "self noise", or to some identifiable localized
source of noise. [9] Ambient noise surrounds the hydrophone on all sides, though
unequally and in a nonisotropic manner. In deep water, the ambient noise of the sea has a
directionality of its own.
Ocean ambient noise can be generated by the ocean itself and other objects in the
ocean. Usually it is generated by ocean surface agitation, mammalian vovalization, and
cli stant shipping. The noise could be affected by sound propagation properties of the ocean
when it travels from its source to the array.
Ocean ambient noise is sound in the ocean, but it is not of our interest. Because it
interferes the signals and the sonar systems and other underwater sound devices, it is
Linwanted. The ambient noise can not be reduced by system operators except using receiv
ing arrays or frequency filters. When the noise and the signals are in the same frequency
band, the noise can not be totally removed. In our problem, both the noise and the signals
are broadband. So how to effectively suppress the noise is what we are interested in.
The noise sources in deep water and in shallow water are not the same.
In deep water, ambient noise sources include tides and hydrostatic effects of waves,
seismic disturbances, oceanic turbulence, ship traffic, surface waves and thermal noise,
etc.
The tides may generate noise with very low frequency, in the pressure spectrum of fre
quencies corresponding to 1 or 2 cycles/day. Such pressure changes are far below the fre
quencies of interest in underwater sound and are restricted to narrow regions of the
spectrum. [9]
Surface waves are also a source of hydrostatic pressure changes at a depth in the sea.
However, the pressure amplitude falls off rapidly with increasing depth and with decreas
ing wavelength of the surface waves. The attenuation is extremely rapid with increasing
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depth. In shallow water, however, the depth may not be great enough to completely elimi
nate the pressure effects of waves passing over a bottomed hydrophone: in such instances,
the rough surface can become the dominant source of the low-frequency background of a
pressure-sensi ti ye hydrophone.
Seismic disturbance is likely an important cause of low-frequency noise in the sea.
Microseismis has a nearly regular periodicity of about 1/7 Hz and a vertical amplitude on
land of the order of 10 4cm. It is roughly of the same level as that measured as the ambi
ent noise pressures at frequencies below 1 Hz. In addition, intermittent seismic sources
such as individual earthquakes and distant volcanic eruptions are undoubtedly transient
contributions to the low-frequency background of the deep sea.
Oceanic turbulence, in the form of irregular random water currents of large or small
scale, is also a probably cause of low-frequency noise.
Distant ship traffic is generated by the traveling ships, it is a dominant source of noise
at frequencies around 100 Hz, in the decade of 50Hz to 500 Hz.
Ocean ambient noise is governed by the roughness of the sea surface at higher fre
quencies. The noise level is correlated with the local wind speed over the measurement
hydrophone. In the frequency range from 500 Hz to 25 kHz, the sea surface generates the
major portion of the ambient noise through some processes such as breaking white caps,
flow noise, cavitation, wave-generating action of the wind on the surface of the sea, and,
second-order effect of sea-surface wave motion.
Thermal noise of the molecules of the sea places a limit on hydrophone sensitivity at
high frequencies.
hi shallow waters, such as in coastal water and in bays and harbors, the noise sources
are highly variable, both from time to time and from space to space. However, at a given
frequency in shallow water the noise background is the mixture of three different types of
25
noise: 1 shipping and industrial noise, 2 wind noise, and 3 biological noise. At a par
ticular time and space, the "mix" of these sources will determine the noise level, and
because the mix is variable with time, the existing noise levels will exhibit considerable
variability from time to time and from space to space. At bays and harbors. the man-made
noises of industrial activity and the noises produced by marine life and by the turbulence
of tidal currents all conspire to create a noisy ambient environment.
In coastal waters, such as the continental shelves, wind speed appears to determine the
noise level over a wide frequency range. The various processes by which the wind con
ceivably generates noise - hydrostatic effects of wind-generated waves, whitecaps, and
direct sound radiation from the rough sea surface - all play a part in determining the level
ofthe noise in seashore locations.
When shipping and biological noise sources are absent, and when wind noise is sole
contributor to the background, the shallow-water noise levels depend only on wind speed,
and are independent of hydrophone depth, water depth, and other site characteristics. On
the other hand, when shipping or other man-made noises exist, or when biological organ
isms contribute to the noise background, shallow water is a noisy and exceedingly variable
environment for most sonar operations.
In a dynamic, active area where shipping creates an important and changeable form of
environmental noise pollution, the standard deviation of a series of noise levels as mea
sured over a period of time is relatively -. On the other hand, at higher frequencies and
in the absence of biological noises, the variability of the wind speed during the observa
tion period is an important factor.
Intermittent sources of ambient noise include biological sounds, twenty-cycle pulses,
rain and explosions. For other sonar applications, the noise of fish and other fonns of life
in the sea is an annoying, though readily identified, hindrance to sonar operations and
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forms an erratic and, in large part, unpredictable part of the ambient background in which
the sonars must operate.
Falling rain may he expected to increase ambient noise levels to an extent depending
on the rate of rainball and perhaps on the area over which the rain is falling. The spectrum
of the noise of heavy rain is nearly white between 1 and 10kHz.
The simplest possible noise model of the ocean is an inflinte layer of uniform water
with a plane surface along which the sources of noise are uniformly distributed. With this
elemental model, one could predict the ambient-noise level to be independent of depth.
except for frequencies above about 10 kHz, where absorption would cause the level to
decrease with increasing depth.
Ambient noise has a complex Gaussian field distribution at moderate depths. This is
consistent with the view that the noise originates through a great many sources of random
amplitude and phase. Although ambient noise is Gaussian over short time periods, it is
clearly non-stationary over long time periods because of the variability of the sources of
noise. [9]
3.2 Maximum likelihood parameter estimation
Problems of statistical estimation deal with deriving parameters of quantities that can
be observed. These problems may deal with finding the parameters for the model of a sig
nal from direct measurements of that signal or for estimating one signal from another say
a clean transmitted signal from a received noisy and distorted one.
Maximum likelihood parameter estimation is a very important method in this area.
The problem of parameter estimation can be thought of having observations of a random
variable described by a probability density function of some known form, but with a
parameter whose value is unknown. The density function is thus denoted by fx;ex;O.
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For a given fixed set of observations, say x = x0. the maximum likelihood estimate
of the parameter is the value 0 that maximizes f e0 . This value or estimate of 0
will be denoted by 0117/, where is a function of the data x0.
When fx;ox;O is viewed as a function of 0. it is known as the likelihood function.
The maximum likelihood estimate of a parameter maximizes the likelihood function. If
the likelihood function is continuoLis, and the maximum does not occur at boundary, then
the maximum likelihood estimate for a real scalar parameter 0 can be found through
either the necessary conditions
fx;o0 = 0 3.1
B = OmI
or
1nf;0x;O = 0 3.2
0 = OmI
These equations are sometimes referred to as the likelihood equation and the log like
lihood equation, respectively. The log likelihood equation follows from the likelihood
equation because the logarithm is a strictly monotonic increasing function. This form is
convenient in many problems where the likelihood function involves an exponential, such
as Gaussian distribution. For vector parameters Q the corresponding likelihood and log
likelihood equations involve setting the gradient or vector of derivatives with respect to all
components of the parameter vector to zero.
The maximum likelihood estimate for a parameter 0 can be written as
OmiX = argmaxf0x;0 3.3
It is clear that the estimate is a function of the observations. Moreover, since the obser
vations are a random vector, the estimate itself is a random variable and has a mean, cova
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nancc. density function, and so on. Not all estimates are maximum likelihood estimates.
The estimate for the mean of a Gaussian random signal
= x[n] 3.4
11 = 0
is a maximum likelihood estimate.
An estimate
°N is unbiased if
E{ON} = 0 3.5
Otherwise the estimate is biased with bias b0 = E{ ON } - 0. An estimate is asymp
totically unbiased if
urn E{ON} = 0 3.6
N-*oo
Maximum likelihood estimation is asymptotically unbiased.[10]
An estimate
°N is consistent if
urn Pr[ON-0 <E] = 1 3.7
N->oo
for any arbitrarily small number C. The sequence of estimates { Oy } is said to converge
in probability to the parameter 0.
An estimate
°N is said to be efficient with respect to another estimate 0’ if the differ
ence of their covariance matrices
-
is positive definite Q6,
-
0. This
implies that the variance of every component of 0 must be smaller than the variance of the
corresponding component of 0’. If
°N is unbiased and efficient with respect to 0N - 1
for all N, then eN is a consistent estimate.
The Chebychev inequality states that
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VarON
Pr[0N-0 Ej 3.8
Thus. if the variance of 0N decreases with N, the probability is that ON - 0 C
approaches zero as N 00 In other words, the probability is that ON - 0 <C
approaches one.
The variance of any unbiased estimate can be bounded by the Cramer Rao Bound,
which is in the right-hand side of the following inequality:
VarlO]> 1 1 3.9
E{1nf;ox;0 } nf.0 x;0 }
and E{lnf.ox;0 } is called the Fisher information. The Cramer Rao Bound
gives the absolute lower bound for the variance of any unbiased estimator satisfying regu
larity conditions.[1 1]
The two alternate expressions on the right-hand side are valid as long as the partial
derivatives exist and are absolutely integrable. Maximum likelihood estimation can reach
the Cramer Rao Bound asymptotically. Estimators that achieve the Cramer Rao Bound are
said to be efficient. For large data size, the ML estimates are asymptotically efficient or
consistent.
An estimate satisfying the bound with equality is known as a minimum-variance esti
mate. It can be shown that if an unbiased minimum variance exists and the maximum like
lihood estimate does not occur at a boundary, then the maximum likelihood estimate is
that minimum-variance estimate.
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3.3 Maximum Likelihood time-domain beamforming
As we just discussed in the previous section, maximum likelihood estimation is an
asymptotically optimal method in parameter estimation problems, because it is asvrnptoti
cally unbiased, and asymptotically reaches the Cramer Rao Bound.
Suppose the noise has a Gaussian distribution with zero mean, Wt N0,
.
Let Pt and Qt are column vectors of the data and replica pressure
The probability density function is given by
pt;Qt = exp- {t - Qt]tC1 [t - Qt i 3.11
2Qj2
where C is the covariance matrix, it is defined as
cr1,r1 cr1,r2
cr7, r1 cr7, r2
crN, r1 crN, r2
crj, r = E[ Pt - QtP1t - Q1tt] 3.13
and the symbol t stands for the conjugate transpose for a complex value.
Pt =
P1t
P7t
INt
,Qt =
Q1t
Q2t
QNt
310
where
cr1, rN
cr2, rN
crN, IN
3.12
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We want to find those values that maximize the probability density function to get the
optimal estimation. Because the probability density function is in exponential form. it is
monotonically increasing, we can take natural logarithm and the result is the same.
Because the first term in the right-hand side is a constant, so the problem of maximiz
ing the logarithm term in the left-hand side becomes to minimize this term
[Pt - Qt]C1 [Pt - Qt]
We use this term to define our cost function.
We define energy as
3.15
3.16
3.17
l.tJ
-1
E
= j [t-Qt1 Q [it-Qt]dt
-tj
= f I2tdt
n=1
are the observation starting and ending time index. In the computation,
E = A1Pt - Q*tP1t - Q1tj 3.18
j=1 i=1
where A.. is the element on the ith row and the jth column of the inverse of the covari
ance matrix c.
and
where -t and
it turns out to be
N
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In temporally uncorrelated noise, minimizing E leads to the maximum likelihood
time-domain beamformer. The physical significance of this method is that we are, in
effect, choosing the value of the parameter of interest vhich most likely caused the given
observed signals to occur.
E0 is the value of E for q,17t = p7t and
= If noise is present, E0
is not necessarily the minimum of E because the optimal time-domain beamformer is
degraded as the test time series attempt to cancel both the signal and the noise.
For independent identically distributed random noise, the covariance matrix is diago
2
nal, i.e., C = c I, the correlation matrix is the identity matrix, then
E = 2 J’1[Pt_Q,7t]2dt 3.19
n=u
This is Least Squares Estimation. Since c is a constant, we can define E as
N
E = f[Pt_Qtj2dt 3.20
n=1
It is a special case of Maximum Likelihood Estimation, when noise data are completely
uncorrelated. In this case, the maximum likelihood estimation and the least squares esti
mation get the same result.
***********. ---***-----*-**------*----
Chapter 4
Fast Simulated Annealing Algorithm
4.1 Simulated annealing algorithms
Simulated annealing refers to a class of numerical algorithms. It imitates the slow
cooling annealing process of a substance to obtain a crystalline or glass-like state. The
cooling process of an annealing procedure is usually done very slowly so that the number
of defects in the crystal structure is reduced, and the potential energy stored in the molec
ular structure is minimized. [7] Simulated annealing was originally suggested by Metropo
lis in 1953. But it was in 1980s, simulated annealing algorithms were developed
successfully in many diverse applications in numerical optimization such as, optimizing
VLSI layout and routing problems arising in the design of computer systems. travelling
salesman problem, image restoration of noisy blurred images, and communications code
design.
In numerical analysis, simulated annealing has been employed successfully in various
optimization algorithms. Generally, an optimization problem is to maximize or minimize
an objective cost function of many variables. These variables can be analogies to the mol
ecules of a dynamical system, and the objective cost function maybe identified with the
potential energy of the system. Simulated annealing seeks to maximize or minimize this
potential energy by defining an appropriate temperature for the system. This temperature
is slowly reduced over time, and the function variables will tend to settle in a low energy
configuration.
Simulated annealing has also been applied to optimization problems arising in estima
tion theory and signal processing. An annealing algorithm for finding the maximum likeli
hood estimates for a set of model parameters from noisy data measurements is described
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in this thesis. This fundamental problem arises in many areas including spectral analysis,
signal detection, image processing, and sensor array processing, which is the application
considered in this thesis.
Now we are going to describe a fairly general simulated annealing algorithm that
could be applied to a variety of unconstrained optimization problems.
Simulated annealing is a form of stochastic optimization that is based on the Boltzman
statistical properties of large numbers of molecules variables in thermal equilibrium.
One of its most important features is that it can escape from local stationary points in the
cost function. This allows the algorithm to proceed to find a globally optimal solution.
Let fO be a cost function that is to be maximized, where 0 is a column vector of
parameters to be found. The problem is to find a set of optimal parameters that
yields a global maximum of the cost function, or one of the maxima if the objective func
tion has several identically valued global maxima.
We define the energy E to be the objective cost function,
E = f0 4.1
The algorithm involves an artificial quantity called the system temperature, denoted by
Tk.
The algorithm is started with an initial guess at the optimal parameters o* Let
{ k’ k = 0, 1, 2, ... } be a sequence of estimates of the function parameters produced
by the simulated annealing procedure, and let Ek be the corresponding energies due to
these parameters, i.e.,
Ek
=
f07< 4.2
At the kth iteration, a random change to the parameters, Ask, is proposed, and the
energy Ek’ associated with these new parameters is computed. This random change to the
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current parameters is chosen according to a certain generating probability density func
tion, which will normally be dependent on the system temperature. The change. AEk. in
the energy arising from these new parameters is also evaluated,
AEk = Ek-Ek 4.3
This energy change may be negative, indicating that the new parameters lead to a reduc
tion to the cost function. If the energy change is positive, the new parameters are always
accepted, and the algorithm continues to choose another set of parameters. If on the other
hand the change is negative, and the cost has reduced, then the new parameters are
accepted stochastically, with a certain probability called the acceptance probability. The
acceptance probability distribution is a function of both the magnitude of the energy
change and the system temperature.
The procedure of choosing new parameters and stochastic acceptance is continued for
several iterations, and then the system temperature is reduced according to the annealing
schedule. By making the acceptance probability a monotonic decreasing function of tem
perature, then, as the temperature is reduced. the probability of accepting downward
changes in the cost function is also reduced, and if the generating and accepting probabili
ties are chosen correctly, the algorithm will tend to settle in maximum energy states. Note
that the algorithm can accept both increases and decreases in the cost function and it is this
feature that allows escape from local stationary points.
Geman and Geman have discussed convergence properties of the simulated annealing
algorithm when a Boltzman acceptance probability function is used.[12] The probability
of accepting lower cost is,
Pr = ex[_ 4.4
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It was also shown that in this case, that if the annealing schedule has the inverse loga
rithmic form,
T0
Tk
= log1 +k
4.5
where T0 is an appropriate initial temperature, convergence will occur in infinite time,
but no guarantee are made for finite time.
Simulated annealing is a Monte Carlo optimization technique in which the tempera
tLire an artificial control parameter is gradually lowered until a nearly perfect crystal the
global minimum of the ambiguity function is obtained. The cooling process consists of a
Markov process in which each step involves randomly perturbing the parameters, evaluat
ing an energy ambiguity function, and testing if the energy is lowered. When we use
eqLlation 3.16 or 3.20 as the energy function, if the energy is lowered, the perturbation
is accepted; if the energy is raised, the perturbation is accepted according to a Boltzman
probability distribution to allow escape from local minima.
The analogy between the thermodynamics of annealing and large combinatorial opti
mization problems is useful for developing and understanding simulated annealing algo
rithms. For example, the concept of critical temperature is central to simulated annealing.
The most general simulated annealing algorithm converges asymptotically to an optimal
sol ution if the initial temperature is sufficiently high and the temperature decreases inverse
logarithmically with the number of iterations.
Simulated annealing has been applied to narrow-hand heamforming in the presence of
noise and to various other problems. Since the advantages of simulated annealing are the
greatest for the problems involving a large number of parameters, the method should be
most useful for time-domain problems in which source bearings and time series are
unknowns.
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4.2 Fast simulated annealing algorithm
A last simulated annealing algorithm that could converge with an inverse linear cool
ing schedLile by occasionally allowing relatively large perturbations vvas developed in
[13]. It leads to significantly improved convergence rates compared with classical anneal
ing algorithms sLich as in the inverse logarithmic form. The fast simulated annealing algo
rithm employs a Cauchy generating density and a Boltzman acceptance probability. Under
these conditions the annealing schedule follows an inverse law instead of an inverse loga
rithmic law, i.e.,
T0
Tk
= 1+k 4.6
However, convergence is not guaranteed even in infinite time. The fast simulate annealing
schedule uses a Cauchy density for the generation of new candidate parameter estimates.
The density has the following functional form,
oT10e
= 7 2 N+ 1/2
4.7
j+aT
where c is a scalar parameter that controls the width ofthe density, and N is the number
of the parameters to be found. The generating probability is a function of temperature, at
high temperatures the density has a wide spread and new parameters are essentially cho
sen at random, while at lower temperatures a more local sampling takes place.
The probability of accepting the lower cost is given by the Boltzman distribution,
Pr = 1 4.8
I AIi
1 + expL__k.J
The acceptance probability tends to zero as the temperature tends towards zero. Thus, at
low temperatures the algorithm only accepts increases in the cost function. At higher tern
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peratures both increases and decreases can be accepted, which allows the algorithm to
escape from local maxima.
In this thesis, a time-domain signal processing method for bearing and time series esti
mation is applied in simulations. The method is based on a fast simulated annealing algo
rithm that is analogous to the cooling of a mixture of liquids. The unknown bearings have
a higher freezing temperature than the unknown time series, and standard simulated
annealing algorithms which are analogous to the cooling of a pure substance are not
effective because the bearings freeze out of the mixture as separate imperfect crystals.
Simulated annealing algorithms consist of a sequence of iterations involving random
perturbations of the unknown parameters. The perturbations are influenced by an artificial
control parameter, the temperature T, which decreases slightly after each iteration. All per
turbations that produce decreases in E are accepted i.e., the test parameters are modified
at all values ofT. Perturbations that produces increases in E are accepted with a probabil
ity that decreases with T a random number generator is used to determine whether or not
to accept the perturbations. Since E must be computed many times, it is important to
have a means for computing E efficiently.
We use equation 3.16 and 3.20 as our energy functions. We work with dimension
less variables, where the sound speed is unity. Hydrophone data is assumed to be available
at t = t1 = jAt for -J j J and E is evaluated numerically over -ti, ti. The
test time series values q = q17711 are initialized with zeros, and the test delays are
also initialized with zeros. The control parameter T is initially assigned the value T0, and
T = _0 at the i th iteration, which involves randomly perturbing the test parameters in
two steps.
For the first step, only the values of the time series are perturbed. The perturbed value
for the jth value of the m th time series is
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.1q,771-Aq
q,17,
= 1
4.9
q11 + Aq if Xqm I >
where the random numbers Xqm j arc selected uniformly from 0,1 at each iteration.
The grid size Aq for the time series discrctization is small relative to the maximum of
over n and t. Thus only small perturbations are allowed for the time series. The
energy change due to this perturbation is
tiE = Eq’,1 - Eq j 4.10
If exp_ > q j, the perturbation is accepted and q is replaced by
where the random numbers Pqm j are selected uniformly from the interval
0,1 at each iteration. In particular, the perturbation is accepted if tiE < 0 i.e., lower
energy states are always accepted.
In this step, because the n th hydrophone acoustic pressure P7t is a linear function
of the source pressures Pmt,
Pt
=
p17t
_Tm + Wt 4.11
when we take partial derivative with respect to pt and set it to zero to get the mini
mum values, we can see that there’s only one global minimum in the energy function, the
L-..... ......... :_ i.-...._.....1 mL.........’. ... .......L1_.._ ..Cpiiuioauuii Is uiiiy wiiii IIc1gy is iuwicu. iiii S 110 piouiiii 01 spiiig lilt
local minima.
a P,1t = 0 4.12
apm
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One the other hand, because P12t is a non-linear function of the time delays T,71,
when we take derivative with respect to and set it to zero to get the minima, there
might exist more than one minima,
___
= 0 4.13
Thus, the algorithm must have the ability to escape from the local minima and converge to
the global minima.
One of the keys to the usefulness of a simLilated annealing algorithm is to be able to
compute tiE efficiently. Since the time series perturbations result in local perturbations of
the Q,, most of the terms in the sums representing in integrals in Eq’ are identi
cal to terms in the sums representing the integrals in Eq1
,j. Thus it is possible to
compute tiE efficiently by summing a relatively small number of terms.
For the second step, the time delays are perturbed for one source at a time. The per
turbed value of the m th time delay is
3
= mznh, max-h, + hm 4.14
where the random numbers X.m are chosen uniformly from the interval -1,1 at each
iteration and h is the hydrophone spacing. Thus large perturbations in the time delays are
possible, but small perturbations are more likely to occur. The energy change due to this
perturbation is
tiE = Ec51’_E117 4.15
If exp_ > m, the perturbation is accepted and Gm is replaced by Grn’
where the numbers qm are selected uniformly from the interval 0,1 at each itera
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tion. This process is repeated at each iteration for m = 1, 2 M . It is not possible to
compute tiE as a perturbation for this step. However, this does not seriously degrade effi
ciency because it is necessary to compute tiE only M times for this step as opposed to
2 x J x M times for the first step.
Like the original fast simulated annealing algorithm, this algorithm performs well with
a linear cooling schedule because large perturbations are occasionally allowed for the time
delays. Thus the time delays appear to be more important than the values of time series in
some sense. The importance of the delays is apparently analogous to the fact that corn
pounds with different freezing temperatures crystallize separately from a mixture.
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Chapter 5
Simulation Results
In this chaptei some simulation results in different cases are given.
In section 5.1, the noise is spatially correlated Gaussian noise. In subsection 5.1.1, the
diagonal elements of the covariance matrix are inhomogeneous. A single source is propa
gating in the medium, it could he an impulse, short pulse, long pulse, sinusoidal signal
with different frequencies, and a general broadband signal - a sinusoidal signal with expo
nential attenuation. An array of 3 hydrophones is employed for this case. In subsection
5.1.2, the diagonal elements of the covariance matrix are homogeneous. In this case, both
single source and multi-source are used. The single source takes the form of a broadband
signal and a multi-impulse. An array of 3 hydrophones is used. For the multi-source case,
3 broadband signals are estimated by an array of 5 hydrophones and an array of 25 hydro
phones, respectively.
In section 5.2, the noise is surface generated noise in a ocean waveguide. The
waveguide is bounded above by a pressure release surface and below by a pressure release
bottom.
In section 5.1 and 5.2, both maximum likelihood estimation and least squares estima
tion are employed to estimate the time series and the bearings. The results show that the
maximum likelihood estimation gets better results than the least squares estimation in all
cases.
In section 5.3, the noise is spatially uncorrelated noise. This is a special case. For this
case, because the covariance matrix is reduced to a diagonal matrix, the maximum likeli
hood estimation and the least squares estimation get the same result.
In all of these cases, the noise is uncorrelated in time.
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We use the standard deviation of thc clii lerence between the resulting estimated test
time series and the real signal to analysis the performance of the quality of the beamform
ing.
For example, when only one signal is present, the acoustic pressure measured at the
n th sensor is:
P,t
=
p t - n-c + kvt 5.1
The replica pressure at the nth sensor is
Q11t = qt-nG 5.2
where Q,1t are the estimations of P,7t. The variance between them is
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varPt - Q,7t = 5.3
and the standard deviation is
stdP,1t - Q,2t = 5.4
Thus the smaller the standard deviation, the better the performance of the estimator.
5.1 In spatially correlated Gaussian noise
In this section, we work with dimensionless variables. Suppose the sound velocity
C = 1 and the hydrophone spacing h = 20. In subsections 5.1.1.1, 5.1.1.2, 5.1.1.4
5.1.1.4.1, 5.1.1.4.2, 5.1.1.4.3, 5.1.2.1, 5.1.2.2, and 5.1.2.3 5.1.2.3.1, 5.1.2.3.2, the
niir QiOi1lQ ire hrn1r1hcir,d In siihsertinn I 1 th sniirre sicn1 is ncirrnw hcin1
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5.1.1 The diagonal elements of the covariance matrix are inhomogeneous
The noise is a correlated Gaussian random process in space, but uncorrelated in time.
The noise is generated by the following process. Suppose x1 t, x7t and x3t
are random processes with Gaussian distribution, and they are independent. Let
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xt
Xt = x7t 5.5
x3t
and
y1t
= 2 5.6
y3t
Yt is a linear combination of Xt, and is given by
Yt = AXt 5.7
where
a b d
= b a b 5.8
d b a
In this case, x1 t, x2t and x3t have Gaussian distribLition: x1 t -. N0, 1,
x7t - N0, 1, x3t N0, 10000. The diagonal elements of the covariance
matrix are inhomogeneous.
y1t = ax1t + bx2t + dx3t 5.9
y2t = bx1t + ax7t + bx3t 5.10
y3t = dx1t + bx2t + ax3t 5.11
where
.‘ iO y2t and y3t are linear combinations of x1 t, x2t and x3t,
therefore, they also have Gaussian distributions. Because x1t, x7t and x3t are
independent random processes, we have the mean values
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= at + + = 0 512
=
bt +a+bt = 0 513
= + + aJ.I = 0 5.14
and the variance
2 22 22 22 2 2 2
= a G +b G +d G = a +b +u0000d 5.15
Yi A2
2 22 22 22 2 2 2
= b G. +a G +b G = b +a +l0000b 516
Y2 A1 X3
2 22 22 22 2 2 2
= d G. +b 0. +a 0 = d +b +l0000a 5.17
A1
and the covariance
0yiy2
= E{y1
-
-
Y2
= E{y1y7}
- YiY2
= E{y1y7} 5.18
= E{ax1 + bx7 + dx3bx1 + ax2 + bx3} 5.19
= abE{x} + abE{x} + bdE{x} 5.20
2 2 2 2
0, = abG + abG + bdG 5.21
X1 X2 X3
For the same reason,
2 2 2 2
0 , = bdG +abG +abG 5.22
Y2Y3 X1 X2 X3
2 ,2 ,22
0 = aa + 13 0 + aao 5.23
X1 X2
Also, we have
2 2
0 = 0 5.24
Y2Yi Y1Y2
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77
0 =0
Y2Y3
2 2
= 0YiY3
Take a = 1, b = 0.5 and ci = 0.01 , we have
This is the theoretical value. The inverse covariance matrix is
2.25
Q= 51.0
100.26
51.0
2501.25
5000.505
100.26
5000.505
10000.2501
1
c =
3.1677
-3.3979
-3.3979
4.8832
1.6673
-2.4077
1.6673 -2.4077 1.1873
The generated noise is shown in figure 5.1.
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Figure 5.1: The spatially correlated Gaussian noise with different variance
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5.1.1.1 Source signal is an impulse
The plane wave source signal is an impulse. shown in figure 5.2.
pt = Aöt
The Fourier transform for pt is
-jwtpte citSw
=
5.30
For this signal, Sw = is a constant for all 0. Thus its bandwidth is B = oa.
We have <L, which is the length of the array. Therefore the signal is a broadband
signal. The amplitude of the signal is A = 350. its bearing is 0 = 20°.
-100
-200
-300
-400
-60
Figure 5.2: Plane wave source signal - an impulse
We use an array of three hydrophones to solve this problem. The length of the array is
L = 40. The hydrophone data is consisted of signal and noise. The hydrophone data is
shown in figure 5.3.
5.29
Sources M=1
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Hydrophone data N-3
_
IL
-80 -60 -40 -20 0 20 40 60 80
-200 . .
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400
200
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-200
Figure 5.3: Hydrophone data with an impulse signal
Test Series using MLE in correlated noises, N=3, M=1
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Figure 5.4: MILE result of the impulse source
C.
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First, the iV1airnum Likelihood Estimation method is used. In this case. we take the
grid size Aq = 0.5. the number of iterations I = 10000, and initial temperature
T0 = 5 x I 0. The rcsults are shown as following. The estimation result of the source
is shown in figure 5.4.
The standard deviation between the estimation valLie of the signal and the true signal is
stdpt-qt = 11.8752.
The results of the hydrophone data are shown in figure 5.5.
The MLE result of the bearing is shown in figure 5.6. It’s correct, roughly 20°. The
energy is shown in figure 5.7.
ML estimation N=3, M=1
::1111,
-200 .. . . -
-400 I I I I I
-80 -60 -40 -20 0 20 40 60 80
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-400 I I I I I I I
-80 -60 -40 -20 0 20 40 60 80
Figure 5.5: MLE result - Hydrophone data
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Figure 5.6: MILE result of the bearing
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Figure 5.7: Energy
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Next, the Least Squares Estimation method is used to work out this problem. Take the
grid size tiq = 0.05, the number of iterations I = 10000, the initial temperature
= 3.75 x i06. The results are given as followings.
The LSE result of the source is shown in figure 5.8. Unfortunately, the signal can not
be found using Least Squares Estimation.
C.
Figure 5.8: LSE result of the impulse signal
The LSE result of the bearing is shown in figure 5.9. The bearing could not be found
correctly, either.
5.1.1.2 Source signal is a short pulse
In this case, a short pulse is used as a plane wave signal. It is shown in figure 5.10. The
source bearing is 0 = 20°. The amplitude is 350. The source equation is
pt = 350ut+ 10-ut- 10 5.31
Test Series using LSE in correlated noises, N=3, M=1
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The product of the time window interval and the sound velocity is 20. it is less than the
length of the array 40, so it is a broadband signal.
Bearings M_1. N=3, LSE
Figure 5.9: LSE result of the bearing
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Figure 5.10: Source is a short pulse
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The hydrophone data are given in figure 5. 11.
Hydrophone data N=3
II
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Figure 5.11: Hydrophone data
Both MLE and LSE methods are used to solve this problem. The results are shown in
the following figures. For the Maximum Likelihood method, take the grid size
tiq = 0.5 , the number of iterations I = 10000, initial temperature T0 = 5 X 10.
Figure 5.12 shows the MILE result of the source, the standard deviation of the estimated
signal is stcipt - qt = 12.4474. Figure 5.13 shows the MLE result of the bear
ing, it is around 20°, which is the true value. For the Least Squares method, take the grid
size tiq = 0.075, the number of iterations I = 10000 and the initial temperature
T0 = 3.75 x 106. Figure 5.14 shows the LSE results of the source, figure 5.15 shows
the LSE result of the bearing. Figure 5.16 shows the energy vs. the iteration. We can see
that although the energy is lower than E0 = 1610004.5, and the estimated bearing is
very good, but the standard deviation of the estimated signal by LSE is
stdpt - qt = 38.3420, which is much larger than the MILE result.
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Figure 5.12: MILE result of the source
Bearings M=1, N=3, MLE
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Figure 5.13: MILE result of the bearing
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Test SerIes using LSE in correlated noises, N-3, M=1
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Figure 5.15: LSE result of the bearing
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Figure 5.14: LSE result of the signal
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Figure 5.16: LSE Energy
5.1.1.3 Source signal is a long pulse
In this case, a long pulse is used as the source. It is a narrow-band signal. It is shown in
figure 5.17. The source bearing is 0 = 20°. The amplitude is 350. The source equation
is
pt = 350ut+500-ut-500 5.32
The product of the time window interval is 1000, it is much greater than the length of
the hydrophone 40, so it is a narrowband signal.
The hydrophone data is shown in figure 5.18.
Both MILE and LSE methods are used to solve this problem. For the Maximum Likeli
hood method, take the grid size tiq = 0.25, the number of iterations I = 8000, ini
tial temperature T0 = 5 x 10. Figure 5.19 shows the MLE result of the source, the
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Figure 5.17: Source is a long pulse
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Figure 5.18: Hydrophone data
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standard deviation of the estimated signal is stdpt - qt = 11.0596. Figure
5.20 shows the MILE result of the hearing, it is around 20°. which is the true value.
Test SerIes using MLE in correlated noises, N=3, M=1
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Figure 5.19: MLE result of the source
Bearings M=1, N=3, MLE
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Figure 5.20: MILE result of the bearing
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For the Least Squares method, take the grid site Aq = 0.10, the number of itera
tions I = 8000 and the initial temperature T0 = 3.75 X 10. Figure 5.21 shows the
LSE results of the source, figure 5.22 shows the LSE result of the bearing. We can see that
although the estimated bearing is good, but the standard deviation of the estimated signal
by LSE is stdpt - qt = 33.3887, which is much larger than the MLE result.
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Test Series using LSE in correlated noises, N=3, M=1
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Figure 5.21: LSE result of the time series
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Figure 5.22: LSE result of the bearing
5.1.1.4 Source is a sinusoidal signal
Sinusoidal signals with different frequencies are used as sources. In this case, the
results by suing Maximum Likelihood Estimation are also better than those by using Least
Squares Estimation.
5.1.1.4.1 Source is a low frequency sinusoidal signal
The source is a low frequency sinusoidal signal with a bearing of 0 = 20° . The time
series is given by the equation:
I 350 sin + 500 -500 t 500
pt = ‘ 250 I 5.33
L 0 otherwise
It is shown in figure 5.23. Its frequency is f = 1/500, which is much smaller than the
ratio of the sound velocity and the length of the array c/L = 1/40, thus, it is a broad
band signal. The hydrophone data is shown in figure 5.24.
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Figure 5.24: Hydrophone data when the source is a low frequency sine signal
Once more both MLE and LSE methods are used to solve this problem. For the Maxi
mum Likelihood method, take the grid size Aq = 0.5. the number of iterations
I = 8000, initial temperature T0 = 1.0 x 10g. Figure 5.25 sho s the MILE result of
the source. the standard deviation of the estimated signal is
stcipt - qt = 11.6573. Figure 5.26 shows the IVILE result of the bearing, it is
around 20°. which is the true value.
0
C.
Figure 5.25: MILE result of the time series
For the Least Squares method, take the grid size Aq = 0.50, the number of itera
tions I = 8000 and the initial temperature T0 = 5 x i6. Figure 5.27 shows the
LSE results of the source, figure 5.28 shows the LSE result of the bearing. We can see that
the estimated bearing is a little bit higher than the true value, also the standard deviation of
the estimated signal by LSE is stdpt - qt = 34.4685, which is much larger
than the MILE result.
Test SerIes using MLE in correlated noises, N=3, M-1
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Figure 5.26: MILE result of the bearing
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Figure 5.27: LSE result of the time series
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Figure 5.28: LSE result of the bearing
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5.1.1.4.2 Source is a higher frequency sinusoidal signal
The source is a higher frequency sinusoidal signal with a bearing of 0 = 20°. The
time series is given by the equation:
pt =
-500t500
0 otherwise
5.34
It is shown in figure 5.29. Its frequency is f = , which is smaller than the ratio of
the sound velocity and the length of the array = , thus, it is also a broadband signal.
The hydrophone data is shown in figure 5.30.
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Figure 5.30: Hydrophone data when the source is a higher frequency sine signal
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Both MLE and LSE methods are used to solve this problem. For the Maximum Likeli
hood method, take the grid site Aq = 0.5. the number of iterations I = 8000, initial
temperature T0 = 5.0 x 108. Figure 5.31 shows the MILE result of the source, the stan
dard deviation of the estimated signal is stcipt - qt = 12.1417. Figure 5.32
shows the MILE result of the bearing, it is around 20°. which is the true value.
For the Least Squares method, take the grid site Aq = 0.50, the number of itera
tions I = 8000 and the initial temperature T0 = 5 X 10. Figure 5.33 shows the
LSE results of the source, figure 5.34 shows the LSE result of the bearing. We can see that
although the estimated bearing is good, but the standard deviation of the estimated signal
by LSE is stdpt - qt = 34.8488, which is much larger than the MILE result.
Test Series using MLE in correlated noises, N=3, M=1
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Figure 5.31: MLE result of the time series
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Figure 5.32: MILE result of the bearing
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Figure 5.33: LSE result of the time series
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Figure 5.34: LSE result of the bearing
5.1.1.4.3 Source is a general broadband signal
The source is a broadband signal with a bearing of 0 = 20° . The time series is given
by the equation:
[ rt+_ioi2l r2mt+ 1011pt
=
exp1 20 ] cosL 30 j 5.35
it is shown in figure 5.35. This signal is a broadband signal because of the exponential
term, it makes the carrier waveform much narrower in time domain, so it is broad in fre
quency domain.
The hydrophone data is shown in figure 5.36.
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Both MLE and LSE methods are used to solve this problem. For the Maximum Likeli
hood method, take the grid size Aq = 0.5. the number of iterations I = 8000, initial
temperature T0 = 3.75 x 10. Figure 5.37 shows the E result of the source. the-
standard deviation of the estimated signal is stcipt - qt = 13.0113. Figure
5.38 shows the MLE result of the bearing, it is around 20°, which is the true value.
For the Least Squares method, take the grid size Aq = 0.05, the number of itera
tions I = 8000 and the initial temperature T0 = 2.5 x 10. Figure 5.39 shows the
LSE results of the source, figure 5.40 shows the LSE result of the bearing. We can see that
although the estimated bearing is good. hut the standard deviation of the estimated signal
byLSEis stdpt -qt = 34.3556, which is much largerthan the MILE result.
Test Series using MLE in correlated noises, N=3, M=1
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Figure 5.37: MILE result of the time series
200
-200
73
Bearings M-1. N-3. MLE
0 1000 2000 3000 4000 5000 6000
Number of iterations
Figure 5.38: MILE result of the bearing
Test Series using LSE in correlated noises, N=3, M=1
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Figure 5.39: LSE result of the time series
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Figure 5.40: LSE result of the bearing
5.1.2 The diagonal elements of the covariance matrix are homogeneous
In this case the diagonal elements of the covariance are homogeneous. The noise at
every hydrophone has the same variance, and is zero-mean Gaussian noise, and it is spa
tially correlated.
The noise generation process is as same as that in 5.1.1, however, in this case, x1t
N0,2500,x7t -N0,2500,x3t N0,2500.
y1t, y7t and y3t are linear combinations of x1t, x7t and x3t,
therefore, they also have Gaussian distribution. Because x1t, x7t and x3t are
independent random processes, we have the mean values
Yi = al..t1 + + dp = 0 5.36
Y2 = bI...t + aI...t + bt = 0 5.37
= + bI...t + at = 0 5.38
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andl the variance
2 22 22 22 2 2 2
= a +b o. +d = 2500a +b +d 539
Yi -l -2 X3
2 22 22 22 2 2 2
= b . +a o. +b = 2500b +a +b 5.40Y2 - I 3
2 22 22 22 2 2 2
= d +b +a = 2500d +b +a 541Y3 I 3
and the covariance
2 2 2 2
= abc +aba +bd 5.42X2 X3
2 2 2 2
= bdG +abo +abc 5.43
Xi X2
2 2 22 2
I
= ad + b + ad 5.44X X2 X3
Take a = 1,b = 0.5 andd = 0.01,wehave
3125.25 2512.50 675
c = 2512.50 3750 2512.50 5.45
675 2512.50 3125.25
This is the theoretical value. Its inverse matrix is
0.0014 -0.0015 0.0009
= -0.0015 0.0023 -0.0015 5.46
0.0009 -0.0015 0.0014
The generated noise is shown in figure 5.41. The correlation matrix is:
1.0000 0.7179 0.2115
= 0.7179 1.0000 0.7438 5.47
0.2115 0.7438 1.0000.
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Figure 5.41: The spatially correlated Gaussian noise with same variance
5.1.2.1 Source is a broadband signal
The source is a broadband signal with a bearing of 20°. The time series is given by
the equation:
I rt+ioi1 r2t+10i1pt = 20 J IcosL 30 J 5.48
it is the same broadband signal as in 5.1.1.4.3, as shown in figure 5.35.
The hydrophone data is shown in figure 5.42. First, MLE is used. Take the grid size
Aq = 0.25, the number of iterations I = 8000, initial temperature
T0 = 2.5 x i6. The MILE result of the time series is shown in figure 5.43, the stan
dard deviation of the estimated signal is stdpt - qt = 22.7044, and the MLE
result of the bearing is shown in figure 5.44, it’s around the true value, 20°.
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Figure 5.42: Hydrophone data when source is a broadband signal in correlated noise
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Figure 5.43: MILE result of the time series
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Figure 5.44: MILE result of the bearing
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Next the LSE is used. Take the grid size Aq = 0.05, the number of iterations
I = 8000, initial temperature T0 = 2.5 X 10. The LSE result of the time series is
shown in figure 5.45. the standard deviation of the estimated signal is
stdpt - qt = 31.5055. which is greater than that of the MLE result. And the
LSE result of the hearing is shown in figure 5.46.
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Figure 5.46: LSE result of the bearing
5.1.2.2 Source is multi-impulse
The source is a multi-impulse signal with a bearing of 0 = 20°. The time series is
given by the equation:
pt
=
350t+ 10k 5.49
It is shown in figure 5.47. This signal is the sum of the time delayed pulses, is a broad
band signal. The hydrophone data is shown in figure 5.48.
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Figure 5.47: Source is multi-impulse
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Figure 5.48: Hydrophone data when the source is multi-impulse
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Both MILE and LSE are used to estimated the signal. When using MILE, take the grid
size Aq = 0.5, the number of iterations 1 = 8000, initial temperature
T0 = 5.0 x The MILE result of the time series is shown in figure 5.49, the stan
dard deviation of the estimated signal is .vtdpt - qt = 26.7640, and the MILE
result of the bearing is shown in figure 5.50, is around the true value, 20°.
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Figure 5.49: MILE result of the time series
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For the LSE case, take the grid size Aq = 0.5 , the number of iterations I = 8000,
initial temperature T0 = 5.0 x i06. The LSE result of the time series is shown in fig
ure 5.51. The standard deviation of the estimated signal is
stdpt - qt = 33.5828, which is greater than that of the MILE result. And the
LSE result of the bearing is shown in figure 5.52.
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Figure 5.50: MILE result of the bearing
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Figure 5.51: LSE result of the time series
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Figure 5.52: LSE result of the bearing
5.1.2.3 Multi-source
For various different sources from different directions, based on the array data, both
Least Squares Estimation and Maximum Likelihood Estimation are used to find out the
signals.
Several examples dealing with different cases are simulated.
Suppose there are 3 plane wave sources, M = 3. The 3 signals are shown in figure
5.53. The time series are broadband signals. They are given by
I rtini2l r7t+1flip0t = exp-[ cosL’ ‘J 5.50
I r t i21 r2tip1t = -exp1_[j IcosL] 5.51
Bearings M=1. N_3. LSE
0 1000 6000 7000
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rt-_10121 r2t- 101
p2t = exp L 20 j cosL 15 552
Signal 0 comes with an angle of 00 = 20°, signal Icomes with an angle of
01 = -30°, signal 2 comes with an angle at 02 = 450 . The amplitude of the signals
is normalized to 1.
Sources M=3
_
Ii
_
-40 204060
Figure 5.53: Broadband sources
The variance of the noise at each hydrophone is at the same level. Two single arrays
are used to solve this problem. First, an array of 5 hydrophones is employed. Second, an
array of 25 hydrophones is used.
5.1.2.3.1 An array of 5 hydrophones is used
For this case, the noise is shown in figure 5.54. The hydrophone data is shown in figure
5.55.
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Figure 5.54: Spatially correlated noise N=5
Both MILE and LSE are employed to estimate the signal time series and their bearings.
When using MILE, take the grid size Aq = 0.0015, the number of iterations
I = 10000, initial temperature T0 = 37500. The MILE result of the time series is
shown in figure 5.56. The standard deviation of the estimated signals is
stdp0t-q0t = 0.0936, stclp1t-q1t = 0.0988, and
stdp7t - q2t = 0.1025 respectively. The MILE result of the bearings is shown
in figure 5.57, the estimated bearings are roughly the real value: 00 = 20°,
01 = -30°, and 02 = 45° respectively.
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Figure 5.55: Hydrophone data N=5
When using the LSE, take the grid size Aq = 0.002, the number of iterations
I = 10000, the initial temperature T0 = 3.75 X 10. The LSE result of the time
series is shown in figure 5.58, the standard deviation of the estimated signals is
stdp0t-q0t = 0.1557, stclp1t-q1t = 0.1507, and
stdp2t - q2t = 0.1206 respectively. They are larger than those of the MILE
result. This means that the MILE is better than the LSE, the standard deviation of the esti
mated signals is smaller, closer to the true value. The LSE result of the bearings is shown
in figure 5.59.
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Test Series using MLE in correlated noises, N=5, M=3
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Figure 5.56: MLE result of the time series N=5
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Test Series using LSE in correlated noises, N=5, M-3
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Figure 5.58: LSE result of the time series N=5
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Figure 5.59: LSE result of the bearings N=5
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5.1.2.3.2 An array of 25 hydrophones is used
For this case, the noise is shown in figure 5.60, 5.61, and 5.62. The hydrophone data is
shown in figure 5.63, 5.64, and 5.65.
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Figure 5.60: Spatially correlated noise N=25
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Figure 5.61: Spatially correlated noise Cont. N=25
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Figure 5.62: Spatially correlated noise Cont. N=25
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Figure 5.63: Hydrophone data N=25
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Figure 5.64: Hydrophone data Cont. N=25
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Figure 5.65: Hydrophone data Cont. N=25
Both MLE and LSE are used to estimate the signal time series and their bearings.
When using MILE, take the grid size Aq = 0.001, the number of iterations
I = 10000, the initial temperature T0 = 2.5 x The E result of the time
series is shown in figure 5.66. The standard deviation of the estimated signals is
stdp0t-q0t = 0.0433, stdp1t-q1t = 0.0650, and
stdp2t - q7t = 0.0434 respectively. The MLE result of the bearings is shown
in figure 5.67.
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Test Series using MLE in correlated noIses. N=25, M=3
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Figure 5.66: MILE result of the time series N=25
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Figure 5.67: MLE result of the bearings N=25
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When using LSE. taLc the grid size Aq = 0.002, the number of iterations
I = 10000, the initial temperature T0 = 3.75 x l0. The LSE result of the time
series is shown in figure 5.68. the standard deviation of the estimated signals is
stclp0t - q0t = 0.0526, stclp1 t
- q1 t = 0.0786, and
stdp2t - q2t = 0.0526, respectively. They are greater than those of the MLE
result. This means that the estimated values by using MLE is closer to the true values, thus
MLE is better than LSE in time series estimation. The LSE result of the bearings is shown
in figure 5.69.
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Figure 5.68: LSE result of the time series N=25
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Figure 5.69: LSE result of the bearings N=25
5.2 Surface generated noise in a waveguide
Surface generated noise is the major ocean ambient noise in our beamforming prob
lem, especially in shallow water case. Assume that the sources are located in a infinite
plane parallel to the ocean surface, the plane is below the surface at depth z’. Suppose the
sources are uncorrelated, but when they propagate to the array, the hydrophone data will
have some correlation because of multi-path. Let r1, z1 and r2, z2 be two arbitrary
points in the water.
Suppose the water is a stratified medium, in which the sound velocity and density are
only functions of the depth. In this case, the noise field can be represented by normal
modes. If the medium is finite in depth with appropriate boundary conditions, the normal
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modes will he discrete and the propagating modes will be finite in number. We take this
case as an example.
In this example. we use a simplified isovelocity homogeneous waveguide bounded
above by a pressure release surface and below by a pressure release bottom. The effects of
the channel on the signal are limited to absorption and multipath generation. Absorption in
the medium can he modeled as a function of frequency. The frequency-dependent attenua
tion coefficient is given by the following equation
= 0.lf + 40f2
2
+ 2.75 x 104f2 5.53
1+f 4100+f
where cf’ is in dB per kiloyard, and f is in kHz.[9]
At arbitrary field points r1, z1 and r2, z2,the spatial correlation is given by[14]
2 22mqpz 2CR, z1, z2 = S sin2z’ sin211z1sin217z7J0K,R5.s4
EKH n=1
where H is the water depth
R is the radial distance between the two points R = = -
q is a constant
P5z’ is the density of the medium at the depth of the noise sources
E is the propagating attenuation coefficient
K is the real part of the wavenumber
= is the modal wavelength for the pressure release surface and pressure
release bottom case
2H 1.
1’rnax = + is the number of terms in the modal sum[15]
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K,7 is the real part of the modal wave number
We are computing the correlation relationship between the hydrophones. For an
equally spacing horizontal array, which is lOm below the surface. R is the hydrophone
spacing, z1 and z2 ai’e the coordinates in Z direction, they are z 1 = = 10 in.
Other parameters are.
H= lOOm
q=1
p5z = 1000kg/rn3
c = 1500m/s
Suppose the noise sources are broadband, they are in the frequency range
f = 300Hz-l000Hz
then,
= 5rn-1.5rn
rnax = 40-133
= 0.lf + 40f2
2 + 2.75 x
lo_4f2 where f is in kHZ
1+f 4100+f
Xc’.
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Suppose the number of hydrophones is N = 3, the spacing is h = lrn
R = 1 rn. The average cross-spectral density matrix is
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1.9624 0.6636 0.1128
c
= 0.6636 1.9624 0.6636 x iO
0.1128 0.6636 1.9624
1.0000 0.3382 0.0575
C,7
= 0.3382 1.0000 0.3382
0.0575 0.3382 1.0000
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Figure 5.70: Noise in a isovelocity homogeneous waveguide
with pressure release surface and pressure release bottom
The source of interest is the same as shown in figure 5.35, but its bearing is
0 = 30° . The hydrophone data is shown in figure 5.71.
The normalized correlation coefficient matrix is
5.55
5.56
According to the above matrix, the correlated noise time series is generated, shown in
figure 5.70.
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Figure 5.71: Hydrophone data
Maximum likelihood results are shown in figure 5.72 and figure 5.73. The parameters
are, grid size Aq = 0.25, the number of iterations I = 10000, initial temperature
T0 = 1.5 x 106. The ThE result of the time series is shown in figure 5.72, the stan
dard deviation of the estimated signal is stdpt - qt = 22.4781, and the MILE
result of the bearing is shown in figure 5.73, it’s around the true value, 30°.
Least Squares Estimation results are shown in figure 5.74 and figure 5.75. The param
eters are, grid size Aq = 0.05, the number of iterations I = 10000, initial tempera
ture T0 = 1.5 x The LSE result of the time series is shown in figure 5.74, the
standard deviation of the estimated signal is stdpt - qt = 34.9986, and the
LSE result of the bearing is shown in figure 5.75, it’s a little bit biased from the true value,
30°.
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Figure 5.72: MILE result of the time series
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Figure 5.73: MILE result of the bearing
400 -
200-- -- - --
-200
-400
-40
a’
C.
Ca
a’C
=
Ca
a
at
Bearings M=1, N=3, MLE
-80
-100
0 1000 8000 9000 10000
103
600
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Figure 5.74: LSE result of the time series
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Figure 5.75: LSE result of the bearing
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5.3 In spatially uncorrelated noise
In uncorrelated noise, the Maximum Likelihood Estimation and the Least Squares
Estimation get the same i’esults. We work with dimensionless variables, the sound velocity
C is unity, the hydrophone spacing h = 20.
The noise is shown in figure 5.76. The hydrophone data is shown in figure 5.77.
The source is a broadband signal with a bearing of 20°. The time series is given by
the equation:
I rt+_ioi2l r2mt+ 1011pt = exp1-[
20 j cosL 30 J 5.57
it is shown in figure 5.35.
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Figure 5.76: The uncorrelated noise
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Figure 5.77: Hydrophone data
First, the MILE is used. Take the grid size txq = 0.25, the number of iterations
I = 4000, initial temperature T0 = 1.5 x i06. The ThE result of the time series is
shown in figure 5.78, the standard deviation of the estimated signal is
stdpt - qt = 37.0401, and the MILE result of the bearing is shown in figure
5.79, it’s around the true value, 20°.
Then the LSE method is used. Take the same parameters, Aq = 0.25, I = 4000,
and T0 = 1.5 x io6. The results are exactly the same as those when using E
method. The estimated time series is shown in figure 5.80, the standard deviation of the
estimated signal is stdpt - qt = 37.040 1 . The estimated bearing is shown in
figure 5.81.
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Figure 5.78: MILE result of the time series
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Figure 5.79: MILE result of the bearing
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Figure 5.80: LSE result of the time series
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Figure 5.81: LSE result of the bearing
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Chapter 6
Conclusions and Discussions
6.1 Conclusions
Maximum likelihood time-domain beamforming achieves good performance in vari
ous cases. In the spatially correlated noise background, we get better results using maxi
mum likelihood estimation than using least squares estimation in estimating the time
series and bearings of the signals. The simulation results show that, when the spatial cova
riance matrix is not diagonal, regardless of whether the diagonal elements are inhomoge
neous or homogeneous, and the signals are broad or narrow hand, maximum likelihood
time-domain beamforming performs better than least squares time-domain beamforming.
If the covariance matrix is diagonal, the maximum likelihood estimation gets the same
results as the least squares estimation does.
Fast simulated annealing algorithm is a useful method in estimation, especially in our
maximum likelihood time-domain beamforming, because it is more computationally effi
cient than exhaustive search.
6.2 Discussions
1. Number of sources unknown
We have proceeded under the assumption that the total number of signals present in
the data is known. In practice, that number MI is unknown and it also will have to be esti
mated from the data. Referring back to the signal model, in presence of independent and
identically distributed noise, the structural properties associated with the array output
covariance matrix C can be readily exploited to solve this problem. Statistical tests based
on the asymptotic multivariate Gaussian nature of the eigenvalues, have been devised for
the real data case to estimate the number of equal eigenvalues with a certain confidence
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level. Its use in array processing is reported and the extension of these methods to coherent
scenarios is discussed.[l6]
2. Temporally correlation
In this thesis, only spatially correlated noise is treated. In practice, the noise is also
temporally correlated. In this case, a whitening filter should be used to make the noise
uncorrelated in time.
3. Spatial domain
The underwater sound environment is characterized by a multitude of noise-like sig
nals and signal-like noises. In the face of this sometimes bewildering mix of signal and
noise, two avenues for signal extraction are available, temporal domain processing and
spatial domain processing. The most fundamental tools for temporal domain processing
are correlation and spectrum analysis. Temporal domain correlation has a well-known jus
tification based on the matched filter when a priori knowledge of the signal spectrum is
available. It should, of course, not be surprising that nearly all of the temporal domain pro
cessing concepts have direct counterparts in the spatial domain. As a fundamental rela
tionship, a parallel can be drawn between a sampled time interval of equally spaced,
sampled data points and a one-dimensional line array of sensors which are equally
spaced ovei’ some finite spatial aperture.[17]
4. Artificial control parameter and grid size in simulated annealing algorithm
The artificial control parameter and the grid size are based on trial and error. If the
temperature is too high, the algorithm might not converge; if the temperature is too low,
sometimes we get wrong results. The grid size for time series is small compared to the
amplitude of the signals. If it’s too small, then the algorithm might not converge. If it’s too
large, the result we get will not be the best, the variance of the estimation will be larger
than the optimal values.
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