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Abstract. Emojis are emerging as an alternative way to interact and commu-
nicate online, and their large-scale adoption has the potential to reveal distinct
patterns of human communication and social interactions. In this work, we in-
vestigate the hypothesis that emojis are a kind of language. By building networks
of emoji co-occurrence, we examine the diversity of the community structure of
such networks with regards to predefined categories of emojis. Using four differ-
ent techniques of community detection, we validate our hypothesis on six Twitter
datasets: five from specific topics and one random dataset. Our results demon-
strate that the community structure of emojis is more diverse when they are used
in non-random topics such as politics and sports, and that Stochastic Block Mod-
els appears to extract communities with higher diversity.
1 Introduction
Online social networks have attracted a significant number of users and have rapidly
become people’s main form of communication. In these social networks, users commu-
nicate their feelings and emotions mainly using short pieces of text. The message size
limitation, either imposed by the platform or bolstered by the need to say more and type
less, can be challenging to convey the right idea and can create misunderstandings. The
need to convey meaning succinctly led to the usage of pictographical representations of
emotions and ideas in the form of emoticons (e.g., “;-)”, “;p”). The large scale adop-
tion of emoticons led to the emergence of modern Emojis, which are small images used
with the intent of expressing emotions on ideas within text. Nowadays, emoji usage is
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widespread, and they can be found in many instant messaging apps as well as in social
media sites such as Twitter, Instagram, Facebook, and many others.
Currently, more than half of the posts on Instagram contain emojis, and they attract
a 17% higher interaction rate when compared to messages which do not include emo-
jis [7]. In 2015, emojis were announced as the fastest growing communication method
in the United Kingdom [2], and given the ever-increasing usage of emojis in social
media, the assessment of emojis as a form of language deserves further investigation.
However, this assessment cannot be made with classical linguistic techniques [21],
as emojis inherently lack the features found in structured languages. Instead, the rela-
tionship of meaning and diversity of characters can be explored to asses the semantic
patterns of the emoji usage phenomena.
One common way to analyze languages and their similarities is to probe the entropy
of the words ordering in different families of the languages [14,12,9]. Furthermore,
word maximum entropy approach is a reliable tool for linguistic disambiguation or
part of speech text tagging [19,11]. In this paper, we consider emojis as words of a
hypothetical language in which the entropy of the words will give us the information
on how diverse emojis are used.
In this work, we analyze emojis by investigating its semantics through the sequences
formed by their co-occurrence in social media posts. In order to communicate and ex-
press their feelings, users may use a more diverse set of emojis such that emojis of dif-
ferent categories will appear together with a higher likelihood. This diversity analysis
is possible because emojis are originally grouped into seven categories, Smiley-People,
Animals-Nature, Food-drink, Activities, Objects, Symbols, and Flags; the categories are
used to gauge diversity. By building networks of co-occurring emojis, we can unveil
their community structure and subsequently assess the diversity of their community
structure with respect to categories of emojis to quantify the semantics. In this work,
we use the assessment of communities proposed by Hartman et al. [8] to examine
the richness of emoji semantics through the diversity of communities from six Twitter
datasets collected based on different topics (as described in Table 1) using four tech-
niques of community detection (as described in Table 2). By analyzing the structural
properties of such communities as well as their resemblance to available metadata, our
work sheds light on the idea that emojis are a form of language.
The contribution of this paper stems from the use of our previously proposed as-
sessment tool for communities detection (in the sense of their ability to capture organi-
zations known a priori) [8] to argue that emojis are being used in a way that resembles
language structure (entropy) [12].
This paper starts with a description of related works in Section 2. We follow in
Section 3 with the description of the data used in this paper, how we create emoji di-
rected co-occurrence networks, and the community detection algorithms we use in this
work. In Section 4 we present our main results, concluding the paper with some final
considerations in Section 5.
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2 Related Work
Recent studies on emojis can be divided into two major approaches. In the first ap-
proach, researchers aim to understand the meaning of emojis. Barbieri et al. [1] investi-
gated the meaning of Twitter emojis by examining the likelihood of the pairwise appear-
ance and measuring how often emojis convey the same meaning. Novak et al. [15] drew
a sentiment map of the 751 most frequently used emojis and found high frequency of
usage associated with positive tweets. Wijeratne et al. [20] created a dictionary to make
a machine readable sense inventory for emoji. In order to create octuples representing
the meaning of the emoji, they used the Unicode, description, image, and keywords
attached to the meaning of the emoji.
The second approach attempts to analyze the collective behavior of users based
on emoji usage. Novak et al. [15] found that the inter-annotator agreement of tweets
containing emojis were higher than the ones without emojis. More interestingly, they
acknowledged that users normally use emojis at the end of tweets, and the rank of
emojis did not change between different languages. Seyednezhad et al. [18] extracted a
network of emojis based on their co-occurrence in tweets from two different datasets.
They stated the emoji with the maximum edge betweenness could give us a hint about
the underlying subject in which the tweets were collected. This work was generalized by
Fede et al. [4] by experimenting with more datasets which contained directed networks.
They concluded that important emojis are topic dependent. Lu et al. [13] created a
network of emojis by point-wise mutual information (PMI). Their findings pointed to a
strong correlation between social indicators and patterns of emoji usage.
Using networks of emojis, we can extract the structure of related emojis using com-
munity detection techniques. Community detection techniques aim to identify the build-
ing blocks of networks and their structural properties. It has been applied to networks
of protein interaction, food web, genetic disorders, gene expression, and social net-
works [5]. However, the most efficient techniques for exploring communities may yield
different results [10,8]. Hence, recent works have used community detection techniques
in a holistic approach [8], which includes a comparative analysis of multiple techniques
as well as the the resemblance of extracted communities to available metadata. This is
the direction we pursue in this work.
3 Data and Methods
3.1 Data Collection and Curation
For this study, we collected tweets from Twitter based on different topics at different
time periods. The goal is to cover a diverse set of topics, allowing us to examine the
effect of such diversity on communities, extracted by state-of-the-art community detec-
tion techniques. Moreover, we add to the analysis a topic-free dataset. This data contains
tweets randomly sampled from the Twitter feed, without the use of tracking keywords.
The random data allows us to observe any possible bias due to using topic-based data.
Table 1 shows further information about the datasets used in this work.
In order to show the network statistics are correlated with the emojis’ frequency
of usage, we calculated the Spearman’s rank correlation between the frequency and
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weighted degree of the nodes. The highly correlated ranks suggest network characteris-
tics such as weighted degree can explain the frequency of emoji usage.
Table 1. Six datasets collected from Twitter. The topics of the datasets covers several areas of
interest. The Spearman’s rank correlation is calculated for each dataset between the frequency
and weight-degree of the nodes.
Label Dataset Characteristics
# Tweets
(Millions)
% Containing
emojis
Collection period
Spearman’s rank
correlation
D1 G-20 Surnames of G-20 countries’ leaders 10.6 7% Aug. 24 - Sep. 24, 2014 0.94
D2 Organ Organ transplantation terms 2.5 9% Oct. 2015 - Apr. 2017 0.85
D3 rioSports Sports in the 2016 Rio Olympics 1.8 1% Aug. 05 – Aug. 21, 2016 0.95
D4 rioTerms “Olympics” in different 5.8 1% Aug. 05 – Aug. 21, 2016 0.92
D5 WWC Women’s World Cup 2015 10.7 1% Jun. 06 - Jul. 05, 2015 0.91
D6 randSample 2 months samples from Twitter 168.5 < 1% Dec. 13, 2016 - Jan. 31, 2017 0.97
In summary, we have data related to politics (D1), health (D2), sports (D3, D4, and
D5), as well as a random collection of tweets (D6). The random sample D6 has the
lowest percentage of tweets containing emojis, while the organ transplantation D2 col-
lection has the greatest amount.
3.2 Network Construction
The main focus of this paper is on comparing prominent community detection tech-
niques and the characteristics of the communities they uncover for a variety of datasets.
Differing from previous works [18], here we consider that the order of emojis appearing
in a tweet is fundamental and hence better represented using directed links.
Fig. 1. Directed network of emojis. We create a connection from emoji to emoji in the order they
appear in a tweet. This process is repeated for every tweet in the dataset. Then we accumulate all
the sub-networks extracted from tweets into a main directed network of emojis.
A directed network of emojis gives us an opportunity to study the collective usage of
emojis on social media. Additionally, different sequences of emojis may reflect different
feelings expressed by users. For example, someone tweeting “I loved this place until
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that horrible incident happened”, the meaning is different from another tweet such
as “This place is sometimes horrible , but I love it anyway!”. Note that the order
of the emojis is related to the sentiment being expressed. In order to build the directed
network, we connect each emoji to every subsequent one appearing in the same tweet.
Figure 1 shows the process of making directed weighted links between emojis.
3.3 Community Detection Techniques and Evaluation Criteria
Since the emoji co-occurrence networks are weighted and directed, we used state-of-
the-art techniques that support networks with these features [5]. Table 2 describes the
selected techniques and their respective approach to identifying communities. For each
emoji network that was constructed, all techniques are applied and the characteristics
of the communities found are then analyzed.
Table 2. Community Detection Techniques
Acronym Name Approach Description
IM InfoMap Bottom-up Builds a map of information flow in the network using a random walk. Finding
a community is equivalent to minimizing the flow representation by applying
a compression technique [17].
BM
Stochastic
Block Models
Top-down Applies maximum likelihood estimation to infer the latent block division in the
empirical network. Such inference is equivalent to the entropy minimization
of the network ensemble [16].
LP
Label Propagation Hybrid Based on belief propagation, where each node spreads its label to its neighbors.
Convergence of labels uncovers the community structure [6].
LM Louvain modularity Bottom-up Works by optimizing network modularity, which is the tightness of node connectivity
into modules/communities in the empirical network relative to a null model [3].
To begin, we examined the size characteristics of the communities found by these
four techniques. Then, we apply an unsupervised evaluation by computing the commu-
nities’ conductance. The conductance C of a community k, measures the ratio between
the intragroup and intergroup connectivity of the communities [5] and is computed as
shown in Equation 1.
C(k) =
∑i∈k, j 6∈kwi j
∑i∈k, jwi j
, (1)
where wi j is the weight of the link connecting nodes i and j. In this sense, well-
structured communities exhibit a higher volume of edges between nodes within a com-
munity compared to edges going to the outside of the community.
We also conduct a supervised evaluation using the idea of rank stability for com-
munity detection [8] which was proposed as a way to measure the homogeneity of a
particular community using the attribute values of nodes within that community as fol-
lows:
E(n) =−
L
∑
t=1
pkt(n) log2[pkt(n)] , (2)
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where pkt(n) is the proportion of nodes in community k that are associated with
attribute t in their rank n, and L is the number of emoji categories. In this work, we only
have one attribute (n= 1) which can be one of the six categories of emojis.
4 Results
The statistical and structural properties of extracted communities can vary depending on
the community detection technique. For instance, the number of communities extracted
on large-scale networks significantly vary depending on the community detection tech-
nique [8]. We organized our results in three parts. First, we characterize two structural
properties of major importance, namely, community size and conductance. Then, we
characterize the communities of emoji networks with regards to emoji categories known
a priori to shed light in the context of emojis as language. Lastly, we present how these
macroscopic characteristics are related and how a careful exploration of such relation-
ship has the potential to help us gain insights on the structure and function of emojis.
Overall, emoji networks exhibit a well-defined community structure with regards
to their size which is slightly shifted depending on the dataset (Fig. 2, left). Excep-
tionally, LP appears to find communities with typically greater size, it identifies the
least number of communities, whereas other techniques find ten times more communi-
ties; this result is consistent with previous work [8]. Although the distribution of nodes
within communities is an important aspect when identifying groups of interrelated emo-
jis, we also need to quantify the extent in which extracted communities exhibit desirable
structural properties.
Despite the lack of a general definition of a community, the number of links run-
ning between nodes within the community (i.e., internal edges) should be larger than the
number of links running from nodes within the community to nodes outside the commu-
nity (i.e., external edges). Conductance extends such definition for weighted networks
(Equation 1). The conductance of communities vary depending on the technique and
dataset (Fig. 2, middle). IM and LM show a more similar conductance distribu-
tion when compared to BM . Precisely, BM has a higher likelihood of identifying
communities with greater typical conductance. Similarly, IM and LM are likely
to identify communities with moderate values of typical conductance. Lastly, LP is
likely to identify communities with lower conductance.
Besides analyzing the structural properties of communities, we are also interested
on evaluating communities to gain insight on the usage of emojis as a language. Here,
we apply an entropy based metric to explore the levels of meaning in emoji usage. Our
assumptions are that the higher the diversity of emoji categories within a community,
the higher the level of meaning conveyed by these emojis.
We carry out this analysis by assessing the extent in which emojis within a commu-
nity resemble the official emoji categories, using the rank entropy of communities [8].
The rank entropy (Equation 2) varies depending on the employed technique and un-
derlying dataset (Fig. 2, right). Overall, the highest rank entropies are exhibited by
communities extracted using BM as well as communities extracted from dataset D1.
Conversely, the lowest entropies are exhibited by communities extracted using LP
Communities of Emojis in Twitter Networks 7
Fig. 2. Community size (S, left), conductance (C, middle), and rank entropy (E, right) of emoji
networks characterized across six datasets of different thematics D1...6 using four community
detection techniques, namely, infomap IM , block models BM , label propagation LP , and
Louvain modularityLM .
as well as communities extracted from the random dataset D6. LP presents some
exceptions to aforementioned statements.
We can characterize communities of emojis by their structural properties, such as
community size and conductance, as well as by their resemblance with available meta-
data using the rank entropy. Besides the independent characterization of community
size, conductance, and rank entropy, we can also examine the relationship between
these characteristics and unveil additional properties of the extracted communities. In-
deed, these characteristics are related to each other (Table 3). Overall, communities with
greater size tend to be moderately associated with lower conductance and higher rank
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entropy; however, there is a lack of a significant association between conductance and
rank entropy. After controlling for community size, conductance appears to be associ-
ated with rank entropy mainly depending on the underlying dataset. For instance, it is
moderate in datasets D1 and D2, and it is absent in the random dataset D6.
Table 3. Relationship between community size S, conductance C, and rank entropy E as mea-
sured by Pearson correlation. Community size S is negatively correlated with conductance C and
positively correlated with rank entropy E. Even after controlling for community size, there is a
lack of significant correlation between conductance and rank entropy in all techniques, except
for label propagation.(ρˆSE·S = 0.12, p > .1). However, further looking such correlation in each
dataset across multiple techniques, conductance is positively correlated with rank entropy, which
is strongest in D1 and weakest in the random dataset D6.
IM BM LP LM D1 D2 D3 D4 D5 D6
ρˆSC −0.14 −0.12 −0.24 −0.05 −0.19 −0.14 −0.14 −0.17 −0.13 −0.19
ρˆSE 0.41 0.37 0.56 0.46 0.36 0.31 0.36 0.35 0.34 0.31
ρˆCE −0.03 0.01 −0.03 −0.03 0.11 0.12 0.10 0.05 0.01 −0.05
ρˆCE·S 0.01 0.05 0.12 −0.02 0.20 0.18 0.16 0.12 0.06 0.01
5 Conclusion
Emojis are a de facto form of communication; their simplicity and ease of use were fun-
damental for their wide adoption. When we build emoji networks, we can exhibit the
structural properties of its usage with significant detail. These networks show the func-
tion of emojis and how they relate to language. In this work, we investigated the hypoth-
esis that emojis are a form of language by building networks of emojis co-occurring on
social media posts and subsequently analyzing the diversity of their community struc-
ture. To gain insights on how emojis are used, we compare the diversity of communities
from specific topics such as politics and sports with that of randomly collected dataset.
We found that users tend to communicate on social media using emojis of different cat-
egories. In this sense, the Stochastic Block Model would be more suitable way of doing
community analysis on these networks because it is capable of finding more diverse
(i.e., higher rank entropy) and well-formed communities (i.e., higher conductance). Yet,
other possibilities to build emoji networks remain to be explored such as those based
on risk ratio, pointwise mutual information and Φ-correlation.
Finding suitable datasets is quite hard because emojis are used in mostly personal
communications. The usage on Twitter allowed us to perform this work but would be
interesting to investigate the network of emojis on other social media such as Instagram
to verify if the language characteristics we found here are also present. We have at-
tempted to use another dataset from Reddit but unfortunately emoji is not widely used
on Reddit.
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