Abstract-The capacity region of the K -user vector Gaussian multiple-access channel with general message sets is established. Furthermore, due to the presence of convexity, both in the discrete and continuous senses, it is shown that this capacity region is efficiently computable. The capacity result is obtained by specializing recent results by the authors for the discrete memoryless multiple-access channel and demonstrating that it suffices to only consider jointly Gaussian input and auxiliary random variables. For this second conclusion, it is shown that jointly Gaussian random variables maximize entropy subject to lattice conditional independence and covariance constraints, a result that is of interest in its own right. Discrete convexity arises since the capacity region is a union of polymatroids. Over each polymatroid, computing the maximal weighted sum rates is simple due to submodularity-a discrete analog of concavity-of the set function associated with the linear inequalities that define the polymatroid. Continuous convexity arises as the set of admissible covariance matrices is convex and the polymatroidal bounds are concave in these covariances.
More generally, some of the bits to be sent by one transmitter may also be known to other transmitters. Collections of bits commonly known to multiple transmitters are called common messages, and such messages may arise because of correlations among sources or by way of cooperation between transmitters. For example, an array of sensors might measure correlated data whose correlations have common parts in the sense of Gács, Körner, and Witsenhausen [2] , [3] . Alternatively, by utilizing an ancillary network that is separate from the MAC, transmitters may exchange bits to construct common messages. This ancillary network may be a noiseless, rate-limited wireline model, as in the conferencing encoder MAC [4] , [5] , or it may be a noisy, wireless network [6] .
Whatever the mechanism might be that gives rise to common messages, with common messages arises the potential for transmitter cooperation. If the transmitters are nearly synchronized, on a symbol level, such cooperation allows for the gains of distributed beamforming to be realized [7] . In modern cellular networks, the gain due to distributed beamforming may be attainable on the downlink via the use of coordinated multi-point joint transmission provision in recent LTE standards [8] , [9] . This gain may be in rates achieved, power saved, or range extension permitted. When all transmitters construct a single common message over a shortrange local area network, a prototype system demonstrating the gain of distributed beamforming on a long-range uplink is described in [10] .
Such applications, and the need for a better informationtheoretic understanding of data transmission over large networks, motivate the consideration of the Gaussian MAC with general message sets, where K transmitters need to transmit a collection of L independent messages, with each distinct message known to a unique subset S ⊆ [1:K ] of the K transmitters. 1 This setting is deliberately general, including the range from the classical setting of only private messages (with L = K ) to one with all possible private and common messages (with L = 2 K − 1). Moreover, multiple antennas are well known to bring significant performance benefits in the MIMO MAC with private messages, such as in space-division multiple-access (SDMA) systems. Such benefits can therefore also be expected, indeed to an even greater extent due to the potential for transmitter cooperation, in the MIMO MAC with general message sets.
The potential difficulty of allowing an arbitrary number of users and general message sets is the combinatorial complexity that arises due to the number of messages and conditions which govern their reliable communication. Different approaches to managing this complexity have led to different characterizations of capacity in the discrete memoryless case [11] [12] [13] [14] . Yet, despite their differences, as found by the authors in [14] , all of these descriptions can be facilitated by defining a partial order on the message sources. This order designates when the auxiliary codewords for one message source are to be generated dependently on the auxiliary codewords of another message source. For each distinct partial order, there is a distinct achievable scheme based on superposition coding, and a corresponding distinct capacity description. While prior superposition coding inner bounds [11] , [12] correspond to two special choices of this partial order, the novel and unifying framework in [14] produces a large class of superposition coding inner bounds that each attain the capacity region.
Furthermore, viewing superposition coding through the prism of partial order reveals a useful combinatorial structure [14] : that of polymatroids. While this structure was apparent in the superposition coding inner bound with independent auxiliary codeword generation [11] , the order theoretic framework of [14] reveals a polymatroidal structure-albeit hidden-for any formulation of superposition coding, of which generating auxiliary codewords independently is one formulation. The set function associated with each polymatroid is defined over the family of all down-sets, which in turn have a lattice structure, while the union over polymatroids is over distributions that satisfy conditional independence relations over a dual family of all up-sets, which also have a lattice structure.
In this paper, we start by applying our results for the discrete memoryless MAC (DM-MAC) in [14] to the vector Gaussian MAC. A first step in this direction is accomplished by a limiting argument on increasingly finer discretizations of the alphabets of the channel inputs and output, leading to the conclusion that the polytopes of the capacity region description of the vector Gaussian MAC have polymatroidal structure.
However, this initial characterization of capacity is not computable, as neither cardinality nor dimensionality bounds on the auxiliary random variables are available. To arrive at a computable representation, we seek a finer characterization of capacity involving a smaller set of admissible auxiliary random variables and channel inputs. It is reasonable to expect that one can restrict attention to auxiliary and input random variables that are jointly Gaussian; for example, in the Gaussian MAC with only private messages, where there are no auxiliary random variables in the capacity description, jointly Gaussian inputs are optimal. This follows from the principle that, subject to a covariance constraint, the Gaussian distribution maximizes entropy [16] and conditional entropy [17] . However, demonstrating this rigorously for the Gaussian MAC with general message sets is much more subtle. In addition to covariance constraints on the channel inputs, there are also lattice conditional independence constraints on the auxiliary random variables that need to be satisfied. Simply replacing the joint ensemble of the channel inputs and auxiliary random variables with a corresponding Gaussian random variable of the same covariance may fail to satisfy these lattice conditional independence constraints.
As observed in the two-user scalar Gaussian MAC by Bross et al. in [5] and by Wigger and Kramer in the three-user vector Gaussian MAC in [18] , this difficulty can be overcome by first replacing the auxiliary random variables with a clever choice of an intermediate set of auxiliary random variables, and then by replacing these intermediate random variables with jointly Gaussian random variables having the same joint covariance, yielding the desired maximum entropy principle.
With the formalism of order theory, we provide a simpler perspective on these prior maximum entropy methods, and more importantly, we show that this perspective naturally generalizes to the K -user case. Our method identifies an intermediate set of auxiliary random variables through conditional expectation, where the sets of variables conditioned upon are nested according to a particular partial order. Matching this order to the partial order that characterizes superposition coding with dependent auxiliary codeword generation assures that these intermediate random variables satisfy a set of correlation conditions on the lattice of all up-sets of this partial order. This in turn assures that their jointly Gaussian counterparts, of the same covariance, satisfy conditional independence relations on that same lattice.
With this maximum entropy generalization, we find that the K -user capacity region can be simply paramterized as a union of polymatroids over a convex set of admissible covariance matrices. While there is a wide class of capacity descriptions available for the DM-MAC setting, in which no single description is necessarily superior to another, in the Gaussian MAC a single capacity characterization appears to be the most natural.
To support this claim, we argue that this single capacity characterization is easy to compute with, allowing the equivalence to other capacity characterizations to be easily established. Two desirable properties that help to enable this conclusion are that the set of admissible covariance matrices is convex and that the defining mutual information bounds of the constituent polymatroids of the capacity region are concave in the admissible covariances. Together, these properties show that time-sharing need not be considered, as the union of polymatroids which describe the capacity region is convex. Combining these insights with the beneficial properties of polymatroids leads to the conclusion that the maximal weighted sum-rate is a convex program, that is, in principle, efficiently solvable.
The rest of this paper is organized as follows. In Section II, the MIMO MAC with general message sets and its capacity region are defined, with the necessary mathematical preliminaries on order theory and polymatroids appearing in Sections II-B and II-C. In Section III, we state the capacity region for the MIMO MAC with general message sets and successively refine this characterization until we arrive at a computable characterization in Section III-C. In Section IV, we detail how our capacity characterization reproduces existing results in the literature for the 2-user scalar Gaussian MAC and the 3-user vector Gaussian MAC. In Section V, we show that the boundary of the capacity description of Section III-C is efficiently computable as a consequence of the presence of both discrete and continuous convexity. In Section VI, we use the theory in Section V to support the claim in Section III-D that the capacity description in Section III-C is the most natural one, in that alternative capacity descriptions, obtained via different formulations of superposition coding, are equivalent to it. Finally, in Section VII, we detail the key maximum entropy method which permits the development of the computable capacity region characterizations given in Section III. Section VIII summarizes our key findings.
II. SYSTEM MODEL AND PRELIMINARIES

A. Channel and Source Messages
For the n-th channel use, the K -user Gaussian MIMO MAC has one channel output Y n ∈ C r×1 with r dimensions and K channel inputs, where the j -th user's channel input X j,n ∈ C t j ×1 has t j dimensions. The dimensions involved correspond to the number of available antennas: the receiver has r antennas, while the j th transmitter has t j antennas.
The input and output relationship is given by
where the r -dimensional circularly symmetric Gaussian noise Z n has zero-mean and identity covariance. Between the j th transmitter and the receiver, the signals transmitted by user j undergo the linear transformation given by H j ∈ C r×t j . The channel is assumed to be memoryless so that the additive noise sequence Z 1 , Z 2 , . . . has elements that are distributed independently and identically. When communicating over N channel uses, the j th user's transmission must obey the average total power constraint
for some positive power budget P j > 0. Each message to be transmitted is indexed by the set of transmitters at which it is known. Hence, M S denotes the message that is known at the transmitters indexed by the set S ⊆ [1:K ]. For instance, M {1,2,3} is a message known only to the first, second, and third transmitters in a MAC with at least three users. Let E = {S 1 , · · · , S L } denote the set of subsets of [1:K ] that correspond to the L messages that must be transmitted. By combining messages if necessary, we can assume that no two messages share the same index set. Thus, the message index set E contains distinct subsets of [1:K ] . We distinguish between a subset S ⊆ [1:K ], which indexes a set of transmitters, and sets of those subsets, i.e. a B ⊆ E, which indexes a set of messages, by using the sans-serif font in the latter case.
Without loss of generality, we assume each message M S takes values in [1:W S ], where W S is a positive integer. Transmitter j transmits the messages it is aware of, whose indices Hasse Diagrams of example message index sets when ordered by set inclusion. (a) all possible messages for the three-user MAC (b) all possible messages for the two-user MAC and (c) a mix of common and private messages for the four-user MAC. Here, 2 X denotes the set of all subsets of a finite set X and we abbreviate {1, 2} to 12, {1, 3} to 13, etc. are within the set
by encoding over a block of N channel uses:
The range of the encoder e j is the codebook and its elements are the codewords for the j th user. The receiver decodes by mapping the received sequence to a set of message estimates (M S : S ∈ E). The message rates (R S : S ∈ E) are achievable if for each > 0 there is a block length N 0 such that for every block length N ≥ N 0 there are encoders and a decoder such that W S ≥ 2 N R S (1− ) , the power constraint (2) is satisfied, and P({M S =M S , ∀S ∈ E}) ≥ 1 − . The capacity region C K (P 1 , . . . , P K ) is defined to be the closure of the set of achievable rates.
B. Order Theory
To develop and state our results, we require notions from order theory [19] . Formally, an order on a finite set P is a binary relation ≤ that is (i) reflexive: x ≤ x (ii) antisymmetric: x ≤ y and y ≤ x imply x = y, (iii) transitive: x ≤ y and y ≤ z implies x ≤ z. The strict order < is defined to be x < y iff x ≤ y and x = y. A set equipped with an order is an ordered set. Finite order relations can be visualized through Hasse diagrams, which are defined in terms of covering relations. For an ordered set P and two elements x, y ∈ P, if x < y and x ≤ z < y implies that z = x, then x − < y (in words, y covers x). The Hasse diagram of an ordered set P is an assignment p(x) in the plane R 2 to each element x ∈ P such that if x − < y, then x is lower than y. For each covering pair x − < y in P, connect the point p(x) with p(y) so that the connecting line does not lie over another point p(z). Example Hasse diagrams for the partial order of set inclusion are depicted in Figure 1 .
The following two types of subsets of ordered sets will play an important role: for an ordered set P, a subset Q ⊆ P is (i) an up-set if x ∈ Q, y ∈ P, and y ≥ x implies y ∈ Q.
(ii) a down-set if x ∈ Q, y ∈ P, and y ≤ x implies y ∈ Q. These two types of subsets are duals of each other: if Q is a down-set, then P\Q is an up-set. 2 For each element x ∈ P, let ↑ {x} = {y ∈ P : x ≤ y} be the principal up-set of x and ↓ {x} = {y ∈ P : y ≤ x} be the principal down-set of x.
Denote the family of all down-sets to be F ↓ , and dually, denote the family of all up-sets to be F ↑ . In this notation, we assume that the underlying ordered ground set is clear from the context. These families are particularly interesting as each is a lattice family:
Definition 1: A collection of sets F over a ground set P is a lattice family over P if
and ∅ ∈ F , P ∈ F . Due to this lattice structure, we henceforth refer to the family of the down-sets, F ↓ , as the "down-set lattice family" and the family of up-sets, F ↑ , as the "up-set lattice family."
C. Polymatroids
Our description of the capacity region will involve a union of bounded polyhedra with a special combinatorial structure. These special polyhedra are polymatroids.
Definition 2 (Polymatroid): Let F be a lattice family over a finite ground set E and f : F → R + be a set function defined over F . The polyhedron 3
for any A, B ∈ F . The above definition is not the usual definition of a polymatroid, but it is the one most germane to this work. In the usual definition, a polymatroid is defined only for the canonical case in which the lattice family F is the boolean lattice of all subsets of E. From that definition, however, the more general Definition 2 can be derived [14] , [20] .
III. RESULTS: K -USER CAPACITY REGION
It was shown by the authors in [14] that the discrete memoryless setting allows for multiple ways of characterizing the capacity region. For instance, the capacity region may be attained by one of many possible superposition coding strategies, each corresponding to a particular choice of partial order on the message index set. 4 Moreover, for each superposition coding strategy, there are many capacity achieving choices for the set of admissible auxiliary random variables and channel inputs. Hence, each combination of superposition strategy and set of admissible auxiliary random variables and channel inputs leads to a different capacity description [14] . 3 R E denotes the real vector space with coordinates indexed by the elements of E. If E has L elements, it can be identified with R L . R E + denotes the nonnegative orthant of this space. 4 Not all possible partial orders lead to an admissible superposition coding strategy. Those that do, are referred to as superposition orders in [14] .
To obtain a computable characterization of the capacity region for the Gaussian case, we first adapt one of the capacity descriptions for the discrete memoryless setting to the vector Gaussian case. Then, by way of certain key simplifications, we obtain a description of the capacity region that, in a sense, is an analog to all of the available capacity characterizations in the discrete memoryless setting.
The rest of this section is organized as follows. In Section III-A, we demonstrate that the capacity region is equal to the convex hull of a union of polyhedra over a certain set of admissible auxiliary random variables and channel inputs. In Section III-B, we refine that capacity region description by showing that a restriction of the union to a particular set of structured, jointly Gaussian auxiliary random variables and channel inputs does not shrink that rate region. In Section III-C, we re-parametrize that refined form of the capacity region directly in terms of the covariance matrices of those jointly Gaussian random variables and demonstrate that the convex hull operation can be dispensed with as well, thereby providing a computable form of the capacity region. 5 In Section III-D, we show how this form is an analog to all the available capacity characterizations in the DM-MAC. In Section III-E, the covariance parametrization is refined further to one that involves cooperative beamforming in the special case of the scalar MAC with single antennas at all terminals (also known as the single-input, single-output (SISO) MAC).
A. Polymatroidal Structure
Our starting point is a special case of the capacity description in the discrete memoryless setting of [14, Th. 2] in which the message index set is ordered according to set inclusion. Hence and henceforth, we assume that the message index set E, the elements of which are themselves subsets of the user index set [1:K ], is our underlying ordered ground set with the partial order of set inclusion, unless otherwise stated. Thus, for any S, S ∈ E, S ≤ S iff S ⊆ S .
To present our first capacity characterization, for a set of auxiliary random variables (U S : S ∈ E) indexed by E, let U B = (U S : S ∈ B) denote the subset of variables with indices in B ⊆ E. Then a characterization of the capacity region for Gaussian channel is given by the following lemma.
Lemma 1: By adding zero-rate messages if necessary, assume that E is closed under intersection. The capacity region of the K -user MIMO MAC with message index set E is
where Co(·) yields the convex hull of its argument,
where F ↓ is the family of all down sets over E, and Q contains those auxiliary random variables (U S : S ∈ E) and channel inputs X 1 , . . . ,
where
is the unique set within E whose principal up-set is equal to W j (S( j ) ∈ E as E is closed under intersections).
Much of the formalism follows from [14, Th. 2] for the discrete memoryless setting, choosing to equip E with the partial order of set inclusion, and employing timesharing rather than coded time-sharing. To adapt that result to the present Gaussian setting, we need to account for the power constraint and the fact that the channel alphabets are not finite. The power constraint can be accommodated by a straightforward extension to channels with cost, which gives rise to the condition (Q3). The extension from finite alphabets to the infinite alphabets of linear vector spaces over the field of complex numbers can be handled by a limiting argument on successively refined discretizations [21, Ch. 3] .
This order-theoretic formulation of the capacity region reveals the presence of combinatorial structure.
Theorem 1: Suppose that the set of auxiliary random vari- (6), is a polymatroid. In particular, its defining inequalities are over the down-set lattice F ↓ and its defining conditional mutual information bounds
are normalized (P1), non-decreasing (P2), and submodular (P3) over that same lattice family.
Proof: This follows from [14, Th. 3] . A benefit of polymatroidal structure is that the computation of the optimal auxiliary random variables and channel inputs can be done more simply. As the capacity region is convex, its boundary is characterized by solutions to the convex program of maximizing the weighted sum-rate
for some vector μ ∈ R E , over all rates in the capacity region. Using the properties of polymatroids, which we detail in Section V-A, we can reduce this search for an optimal rate point from the convex hull of a union of polymatroids to the convex hull of only one vertex from each polymatroid, a theme on which we elaborate in Section V.
B. Gaussian Inputs Are Optimal
Despite this simplification afforded by polymatroidal structure, determining the optimal weighted sum rate in (9) still involves a search over the auxiliary and input random variables in Q. As the alphabets of the auxiliary random variables in Q may be arbitrary and grow to arbitrary dimension, it is not clear how to solve the optimization problem in (9) by exploring even over single choices within Q in finite time. Moreover, one may need to search over combinations of choices as well, since time-sharing may be needed to attain the capacity boundary. Thus, it is not clear if the capacity region can be computed.
To obtain a computable capacity description, we need to limit the set of admissible auxiliary and input random variables in Q satisfying (Q1)-(Q3) while ensuring that the convex hull of the union over this limited set is still the capacity region given in Lemma 1. To this end, in Theorem 2, we demonstrate that it suffices to consider only a subset of those random variables within Q which are jointly Gaussian. This subset has a particular tiled structure, which we introduce next, that allows the channel inputs and auxiliary random variables to have the needed relationship with each other.
Henceforth, assume that if a vector is indexed by a subset S ⊆ [1:K ], such as w S , then it has length j ∈S t j and may be partitioned in the following specific manner. With { j 1 , . . . , j |S| } = S as an increasing enumeration of S (that is, j 1 < j 2 < . . . < j |S| ), the vector w S can be partitioned into its |S| components as
where w S, j has length t j . In particular, the partitions consist of contiguous numbers within w S that can be thought of as "tiling" w S . They correspond to codewords that are cooperatively sent by the transmitters indexed by S to transmit the common message M S . In particular, w S, j corresponds to the part of those codewords contributed by the j th transmitter within S.
To compare vectors of different sizes to each other, it is useful to embed w S from the vector space of dimension j ∈S t j , in which any cooperative signal sent by the transmitters indexed by S must lie, into the vector space of dimension t 1 + · · · + t K , in which any cooperative signal sent by the collective set of all transmitters must lie. For this embedding, we set the vector entries corresponding to j ∈ [1:K ]\S to be zero. We write the embedded vector as P S w S , which has (t 1 + t 2 + · · · + t K ) × 1 dimensions, where for each S ⊆ [1:K ], P S is the coordinate embedding defined implicitly by
for every ( j ∈S t j ) × 1 complex vector w S . In this embedded vector P S w S , the non-zero and zero-partitions "tile" together into a vector of t 1 + · · · + t K dimensions as illustrated by Figure 2 . The next theorem presents the second characterization of the capacity region.
Theorem 2 (MIMO-MAC Capacity):
By adding zero-rate messages if necessary, assume that E is closed under intersection. Then the capacity of the K -user MIMO MAC with 
The gray regions represent the vector partitions that may be non-zero.
where (6) and Q G contains auxiliary random variables (U S : S ∈ E) and channel inputs X 1 , . . . , X K that satisfy (Q0 ) (U S : S ∈ E) have the tiled structure described above, (Q1 ) U S = P T S S ∈↑{S} P S W S for each S ∈ E for some set of independent, zero-mean, and jointly Gaussian random variables (W S : S ∈ E) with the tiled structure specified by (Q0 ).
Proof: Achievability follows from Lemma 1 as any set of auxiliary random variables (U S : S ∈ E) and channel inputs X 1 , . . . , X K which satisfy (Q1 )-(Q3 ) also satisfy (Q1)-(Q3), as we detail below. Some of these implications are immediate: (Q3 ) is (Q3), and (Q2 ) is a restriction to a single deterministic function from the many deterministic functions allowed for in (Q2). The implication of (Q1) from (Q1 ) is more subtle. To show it, we first highlight the following useful fact:
If A is an up-set of E, then W A → U A is one-to-one. (12) This follows from the fact that, when A is an up-set, U A can be computed from W A through (Q1 ) and W A can be computed from U A through the iterative relationship W S = U S − S ∈↑{S}\{S} P T S P S W S . Now, to show that (Q1 ) implies (Q1), enumerate the message indices S 1 , . . . , S L into a non-increasing order so that S i ⊂ S j only if j < i . By the chain rule for probabilities,
The non-increasing nature of the enumeration of E implies that {S 1 , . . . , S i } is an up-set and thus
where (i ) follows from (12) and the fact that each of B i ∪ D i , ↑ {S i } and D i are up-sets, and (ii) follows from the independence of the variables (W S : S ∈ E). The real difficulty is to show that the restriction from (Q1)-(Q3) to (Q0 )-(Q3 ) is without loss of generality. To do this, we show that jointly Gaussian random variables, of the tiled structure described above, maximize the conditional entropy terms H (Y|U E\B ) (for each down-set B) subject to the conditions (Q1)-(Q3). This argument is detailed in Section VII.
The maximum entropy result of Section VII, which is crucial to the proof of the above theorem-that the Gaussian distribution maximizes entropy subject to more than just a covariance constraint-may be of independent interest beyond the MAC with general message sets. The extra constraint may be stated in more than one way. In the above proof, that constraint was stated as requiring the auxiliary random variables to have a joint distribution that successively factors as in (Q1). However, in Section VII, we alternatively characterize it as a set of conditional independence relations, defined on the up-set lattice family. Such a representation is not only more useful for the proof of the result, but it may also further widen the applicability of the maximum entropy argument as formalized in Lemma 4 in Section VII.
Theorem 2 is general, encompassing MACs with any number of users and with any collection of common and private messages. To provide intuition, we consider the following two concrete examples: a four-user MAC with one private and three common messages (not all of the 2 4 − 1 = 15 possible messages) and a three-user MAC with all of the 2 3 − 1 = 7 possible private and common messages.
1) Four-User MIMO MAC Example:
Consider the fouruser MAC with E = {{2}, {1, 2}, {3, 4}, {2, 3, 4}}. For convenience, abbreviate {2} as 2, {1, 2} as 12, etc., so that E = {2, 12, 34, 234} and the corresponding messages are M 2 , M 12 , M 34 and M 234 . In other words, M 2 is known only to the second transmitter, M 12 is known to transmitters 1 and 2, etc. Recall that we order E according to set inclusion; a visual representation of this order relation is given by the Hasse diagram in Figure 1c .
By Theorem 2, the capacity region of this channel model is the convex closure of the rates satisfying for some set of jointly Gaussian random variables (U S : S ∈ E) that satisfy (Q0 )-(Q3 ). The structure of the (U S : S ∈ E), as well as their relationship to the independent jointly Gaussian (W S : S ∈ E) as dictated by (Q0 ) and (Q1 ) is given explicitly by 
⎤ ⎦ Similarly, the relationship between these variables and the channel inputs provided by (Q2 ) is explicitly given as ⎡
The inequalities for the relevant partial sum-rates as in (14), as well as the lattice structure present in them, can be gleaned from Figure 3 .
2) Three-User MIMO MAC Example: To illustrate that the complexity of an exhaustive description can grow quickly in the number of users and/or the number of messages, we consider the three-user MAC with all possible common and private messages. Here, the down-set lattice F ↓ has many elements but its lattice structure is nice.
Again abbreviate {1} as 1, {1, 2} as 12, etc. for all subsets of [1:3] . Thus E = {1, 2, 3, 12, 13, 23, 123}. A Hasse diagram under the set inclusion order for this message index set is depicted in Figure 1a .
According to Theorem 2, the capacity region for this threeuser MIMO MAC is equal to the convex closure of the set of non-negative rates (R 1 , R 2 , R 12 , R 3 , R 13 , R 23 , R 123 ) which satisfy the inequalities (16) , given at the top of the next page, for some set of jointly Gaussian vector random variables (U S : S ∈ E) that satisfy the conditions (Q0 )-(Q3 ). The structure of the (U S : S ∈ E), as well as their relationship to the independent jointly Gaussian (W S :∈ E) as dictated by (Q0 ) and (Q1 ) is given explicitly at the top of the next page in (17) . Similarly, we explicitly denote the relationship between these variables and the channel inputs provided by (Q2 ) with (18) on the next page.
In this description, we listed all the inequalities associated with elements of the down-set lattice F ↓ , to be explicit. However, this exhaustive itemization provides no indication of its underlying lattice structure. Alternatively, we equip the down-set lattice family F ↓ with partial order of set inclusion, and depict its lattice structure through a Hasse Diagram in Figure 4 . An explicit and structured representation of the condition (16) is therefore all non-negative rates must satisfy S∈B R S ≤ I U B ; Y|U E\B for those subsets B of E that are within the down-set lattice family F ↓ depicted in Figure 4 .
C. Covariance Parametrization
The set of random variables Q G over which the capacity region is defined in Theorem 2 is a very structured subset of Q. As these random variables are all Gaussian and zero-mean, one can state Theorem 2 directly in terms of the covariance matrices of the random variables W S rather than in terms of those random variables themselves. This re-parametrization is provided by Theorem 3 in this section.
To state this re-parametrization, we introduce further notation. Recall that each random variable W S , taken to have the dimensions and partitions defined by (10) , induces a block partitioning of the covariance matrix
, the covariance between the jth and k-th sub-vectors of W S . Denote the set (K S : S ∈ E) of block-partitioned covariances succinctly as K E . For a set of such block-partitioned covariance matrices K E , define for each subset
The mutual information bounds of Theorem 2 will take this form when re-parameterized in terms of covariances, as we will show in the proof of Theorem 3 to follow. For fixed K E , (19) is a set function over the subsets of E, whereas for fixed subset B ⊆ E, (19) is a function of (K S : S ∈ B). As a function of (K S : S ∈ B), it is of the form log det(I + h(·)), where h(·) is a linear mapping to the space of r × r positive semidefinite matrices. A function of this type is concave, as proved in the following lemma.
Lemma 2: If h(X) is a linear mapping from some linear space to the linear space of positive semidefinite matrices of fixed dimension, then log det(I + h(X)) is concave in X.
where (i ) follows from the concavity of log det(I + X) as a function of X over the cone of positive semidefinite matrices [22] and (ii) follows from the linearity of h(X). Now, Theorem 2 can be equivalently stated as follows.
Theorem 3 (MIMO-MAC Capacity with Covariances):
By adding zero-rate messages if necessary, assume that E is closed under intersection. We have that (a) The capacity region of the K -user MAC with message index set E is
where, with ρ(K E ; B) as defined by (19) ,
and K contains covariance matrices (K S : S ∈ E) which have the block partitioned structure described above and satisfy the power constraint (Q3 )
(c) No time-sharing is needed to attain capacity since the union in (20) is convex.
Proof: The statement of the capacity region in Part (a) corresponds to the union (11) within the parentheses of Co(·) in the statement of the capacity region in Theorem 2. However, as we show in part (c), this union is convex, so that the convex hull operation is unnecessary.
To see that the union (11) matches the rate region described in part (a), observe that in reparametrizing from tiled Gaussian random variables to covariance matrices, the condition (Q3 ) becomes (Q3 ) and the mutual information bounds defining (6) are, for each down-set B ∈ F ↓ ,
where (i ) follows from (12) , which ensures that the two maps U E\B → W E\B and U E → W E are one-to-one.
Part (b) which states that the polyhedron P(K E ) in (21) is a polymatroid follows from (22) and Theorem 1. The proof of Part (c) is as follows: consider any two rate points R (1) and R (2) in the rate region described in (20) . Each R ( j ) is achievable by some set of admissible covariance matrices K ( j ) E . Now consider a convex combination of these rate points: (2) for some λ ∈ [0, 1]. By Lemma 2, for each subset B ∈ F ↓ the corresponding mutual information bound given in (22) is concave in K E . Thus, R (λ) is in the polymatroid (21) when the collection of covariance matrices is taken to be K
Consequently, R (λ) is also within the union (20) .
Like Theorem 2, the above theorem is general. To be specific, we consider the following example.
1) A Three-User MIMO MAC Example: Consider the threeuser MIMO MAC with message index set E = {2, 12, 23, 123} where we use the abbreviated notation for message indices as in previous examples. Then we have that the capacity region is the closure (not convex closure) of the non-negative rates which satisfy the conditions given in (23) (at the bottom of this page) subject to the positive semi-definite constraints In the above block decomposition of the covariance matrices, the blocks K S,i j have dimensions t i × t j for each S ∈ E; e.g., K 123,12 has dimensions t 1 × t 2 . When not specifying the block partitioned indices, K S has dimensions ( j ∈S t j )×( j ∈S t j ); e.g., K 2 has the dimensions t 2 × t 2 and K 12 has dimensions (t 1 + t 2 ) × (t 1 + t 2 ).
D. Various Superposition Coding Formulations
As stated previously, multiple capacity descriptions were obtained in the DM-MAC in [14] , each corresponding to an achievable scheme based on superposition coding in which the auxiliary codewords are generated in a manner consistent with a particular superposition order. In this section, we will show that Theorem 3 is the fundamental result for the capacity region of the vector Gaussian MAC, in that it implies the optimality of the Gaussian analogs to each of the superposition-coding-based capacity region characterizations for the DM-MAC. As a first step in the direction of demonstrating this, we develop the vector Gaussian MAC version of Han's description of the capacity region for the DM-MAC [11] , where the capacity region was determined to be achievable by superposition coding with independent auxiliary codeword generation, and where the down-set lattice family F ↓ in (21) is replaced by the boolean lattice of all possible subsets of E.
Theorem 4 (Independent Auxiliary Codeword Generation): By adding zero-rate messages if necessary, assume that E is closed under intersection. Then the capacity region of the K -user MAC with message index set E is
Moreover, this capacity region can be attained by superposition coding with independent auxiliary codeword generation. Proof: We show that the rate region in (24) is equal to the capacity region (20) given in Theorem 3. Using the same argument which showed that (20) was convex, it can be observed that the region (24) is convex. Now, any convex region P ⊆ R E can be uniquely characterized by the set of optimal values max x∈P S∈E μ S x S for every μ ∈ R E . Thus, it suffices to show that
for all weighted preferences μ ∈ R E . A detailed argument on this equivalence is given in Section VI. To show the region can be achieved by superposition coding with independent auxiliary codeword generation, we interpret the MAC with general message set E as though each message index S ∈ E corresponded to a distinct user with "private" message M S and ( j ∈S t j )-dimensional input W S that satisfies (Q0 ). Relate these new auxiliary inputs to the true channel input through (Q2 ), i.e., through X j = S∈W j W S, j . Then the relationship between the auxiliary inputs and the channel output is given by restating (1) p S, j ≤ P j . Now, choose (W S : S ∈ E) to be independent, zero-mean, jointly Gaussian random variables with covariance K S so that these power constraints are satisfied. Then, by the capacity region for a MAC with only private messages, we can achieve any rate-tuple in the polymatroid (25) by independently generating codewords for the auxiliary inputs [1] . We refer to these codewords as the auxiliary codewords. By varying over the power constraints ( p S, j : j ∈ S ∈ E), any set of covariances K E ∈ K can be made to be admissible for this coding scheme, demonstrating that the union (24) is achievable through superposition coding with independent auxiliary codeword generation.
Next, we show that Theorem 3 also implies the optimality of the Gaussian analogs of each capacity region in [14] provided there for various formulations of superposition coding in the DM-MAC. Comparing Theorem 3 to Theorem 4, we see that both capacity region characterizations are of the form
The two characterizations differ only in the choice of the lattice family F on E which defines their constituent polymatroids (28). In Theorem 3, the lattice family is the down-set lattice family on E under the partial order of set inclusion, in which S ≤ S if and only if S ⊆ S . To emphasize the underlying partial order of set inclusion, denote this down-set lattice family as F ↓ (⊆). In Theorem 4, the lattice family is the boolean lattice of all subsets of E, which is also the down-set lattice family of E under the discrete order, in which S ≤ S if and only if S = S . To emphasize the underlying discrete order, denote the boolean lattice of all subsets of E as F ↓ (=). More generally, allow the lattice family F to be the downset lattice family F (≤) of any superposition order ≤, which is defined in [14] to be any partial order on the message index set E that satisfies S ≤ S only if S ⊆ S . The down-set lattice family F ↓ (⊆) is contained within F ↓ (≤), which in turn is contained within the boolean lattice F ↓ (=). So, for each set of covariances
, and consequently,
By Theorem 4, the rate regions on the left and right sides of (29) are both equal to the capacity region. Hence, (29) assures that
is also equal to the capacity region. According to the theory in [14] , with adaptations to the Gaussian case analogous to those made in the proof of Theorem 1, for each set of covariances K E ∈ K, the polymatroid P F ↓ (≤) (K E ) is achievable by superposition coding with a single codebook, where the dependencies in auxiliary codeword generation are consistent with the chosen superposition order. For this formulation of superposition coding, there are several choices of jointly Gaussian auxiliary random variables that are consistent with the covariances K E . Choosing the auxiliary random variables to be the independent (W S : S ∈ E) of (Q1 ) determines a Gaussian analog to capacity descriptions in [14, Th. 5]. Alternatively, choosing the auxiliary random variables to be the dependent (U S : S ∈ E) of (Q1 ), where the up-sets are in the context of the chosen superposition order, determines a Gaussian analog to [14, Th. 6] . 6 Thus, Theorem 3 establishes the optimality of the Gaussian analogs of all of the capacity regions described [14] , provided there for the discrete memoryless case. In essence, this implication was a result of an equivalence of corresponding problems of weighted sum-rate optimization.
E. SISO MAC: Cooperative Beamforming
In the single-input single-output (SISO) case, Theorem 3 can be further simplified. In this case, the channel model for the n-th channel use can be more simply written as
where y n ∈ C is the channel output and x j,n ∈ C is the j th transmitter's input. The channel is memoryless so that the additive noise sequence z 1 , z 2 , . . . are independently and identically distributed according to CN (0, 1). The channel coefficient vector h ∈ C 1×K is implicitly defined in (31). The inputs satisfy the power constraint (2), where X j,n is replaced by x j,n . For the SISO MAC, it is possible to further refine Theorem 3. In particular, it is shown that it suffices to only consider rank-one common message covariance matrices. Each such covariance matrix K S is matched to the channel gains between the transmitters indexed in S and the receiver. In addition to these channel gains, K S is parametrized in terms of the received power p S and a set of |S| real nonnegative numbers (ρ S, j : j ∈ S), which we call "load-balance numbers". The principal eigenvector of the rank-one covariance K S can be seen as the cooperative beamformer employed across the antennas of transmitters indexed by S for transmitting the message M S .
Theorem 5 (SISO Capacity): By adding zero-rate messages if necessary, assume that the message index set E is closed under intersection. Then the capacity of the SISO MAC with general message set E is given by the set of rates satisfying S∈B R S ≤ log 1 +
S∈B p S
for all down-sets B ∈ F ↓ for some set of received powers ( p S : S ∈ E) and load-balance vectors (ρ S : S ∈ E) which satisfy the power constraint
and where ρ S = (ρ S, j : j ∈ S), for each S ∈ E, is on the |S|-dimensional simplex, i.e., j ∈S ρ S, j = 1 and ρ S, j ≥ 0. Proof: For each set of admissible covariances K E , P(K E ) is the polymatroid (21), with the channel matrix H as the channel vector h in the defining bounds, and the capacity region is the union of such polymatroids, as given by (20) . 6 In this case, (Q2 ) must be generalized to X j = S∈Min W j U S, j , where Min W j contains the minimal sets in W j according to the chosen superposition order, i.e., those sets S ∈ W j for which S ≤ S and S ∈ W j imply that S = S.
The idea is that for each K E , we will construct a new set of rank-one covariancesK E , which also satisfy the power constraint (Q3 ), and for which P(K E ) ⊆ P(K E ).
For each S ∈ E, the quadratic form involved in the bounds that define P(K E ) for a given K E , namely hP S K S P * S h * , is the received power due to the message indexed by S ∈ E. Noting that each diagonal "block" K S, j j is simply a real, non-negative scalar in the SISO MAC, define
By the Cauchy-Schwarz inequality, we have
so that p S is the maximal received power for the signal corresponding to this auxiliary random variable W S . For each S ∈ E, and each transmitter j ∈ S, define the non-negative number ρ S, j through
By (32) and (34), for each S ∈ E we have
is on the |S|-dimensional simplex. Now, define for each S ∈ E, the unit-rank covariance matrix
As K S, j j =K S, j j for all pairs ( j, S) with j ∈ S ∈ E,K S also satisfies the power constraint (Q3 ), which in turn may be equivalently stated as (Q3 ). Moreover, hP SKS P T S h * = p S for each S ∈ E. Hence, using (33), we have
, and the theorem is proved.
IV. CONNECTION TO PRIOR RESULTS
The results presented so far unify and generalize prior results. In particular, they extend the SISO MAC results of Bross et al. [5] from the two-user case to the K -user case and the MIMO MAC results of Wigger and Kramer [18] from the three-user case to the K -user case. Moreover, our results reveal the hitherto undiscovered fact that these prior capacity descriptions and their K -user and general message set generalizations of Theorem 3 have the form of a union of polymatroids, the significance of which is explored in Section V.
A. Two-User SISO MAC
Consider a real-valued two-user SISO MAC whose channel model is
where x 1 and x 2 are the first and second transmitters' channel input, respectively, and the Gaussian additive noise z is zeromean and has variance σ 2 . At the two transmitters, the power constraint (2) must hold. Suppose further that there are two private and one common message to send so that we may write E = {1, 2, 12}. Bross et al. [5] determine its capacity region to be the set of rates which satisfy
for some pair of parameters
We show that the above form of the capacity region is equivalent to one that results from the K = 2 and E = {1, 2, 12} specialization of Theorem 5. First, we consider a channel model that is equivalent to (36). Any rate achievable for the real-valued version of the channel (31) with K = 2, h 1 = h 2 = 1/σ , and z ∼ N (0, 1) is achievable for the channel (36), and vice versa. Now, by Theorem 5, the capacity region for this equivalent channel is equal to the set of rates which satisfy
for some set of received powers ( p 1 , p 2 , p 12 ) and load-balance vector (ρ 12,1 , ρ 12,2 ) on the 2-dimensional simplex such that the power constraint p j + ρ 2 12, j p 12 ≤ P j /σ 2 is satisfied at both transmitters j ∈ {1, 2}.
We can assume without loss of generality that equality holds in the power constraints. Fix one such set of received powers and load-balance vector. For each transmitter j ∈ [1:2], define the parameter β j to be the number within the interval [0, 1] that satisfies β j P j /σ 2 = p j , so that the first three inequalities in (37) match those in (38). Now, at the j th transmitter, we must have ρ 2 12, j p 12 = (P j /σ 2 )β j . Thus,
Squaring both sides leads to the simplification that
so that the fourth inequality in (37) matches that in (38) as well. Thus, Theorem 5 recovers the result of [5] .
B. Three-User MIMO MAC
Consider the real-valued version of the three-user MIMO MAC example provided immediately following Theorem 3. For this setting, Wigger and Kramer [18] prove the following result.
Theorem 6: The capacity region of the three-user MIMO MAC is given by the set of rates that satisfy the bounds (16) , for some set of jointly Gaussian random variables (V S : S ∈ E) in place of the variables (U S : S ∈ E), such that (W0) V S has ( j ∈S t j ) dimensions for each S ∈ E, (W1) the random variables V 12 , V 13 , V 23 , V 123 are independent and satisfy the Markov constraints
In the above specification of the capacity region, the exhaustive itemization of the 18 inequalities in [18] does not reveal the combinatorial structure implicit in the polyhedral conditions (16) . For instance, it does not reveal the inherent lattice structure that was depicted earlier in Figure 4 . While [18] demonstrates that the mutual information terms of (16) can be written in terms of covariance matrices, it does not comment on the computability of the boundary of the capacity region based on the results therein.
According to Theorem 2, the capacity region for the above three-user MIMO MAC is as given in Section III-B.2. We will show that this capacity characterization is equivalent to that in Theorem 6 due to [18] , as it should be. In addition to its generality, in that it applies to K users and an arbitrary message index set E, Theorem 2 also asserts that the involved polytopes in its capacity descriptions are polymatroids, thereby proving a fortiori that the three-user capacity description in [18, eq. (16) ] also involves polymatroids.
To see that the capacity description of [18] is equivalent to that in the example of Section III-B.2, we need to only show that the set of jointly Gaussian random variables that occur in Theorem 3 for this example are no different from the set of jointly Gaussian random variables that occur in Theorem 6.
Hence, it must be shown that any set of independent random variables (W S : S ∈ E) which satisfy (Q0 )-(Q3 ) can be mapped to a set of random variables (V S : S ∈ E) which satisfy (W0)-(W3), and vice versa.
Suppose that (W S : S ∈ E) are independent random variables which satisfy (Q0 )-(Q3 ). Let V S = W S for S ∈ {12, 13, 23, 123} and V j = X j for j ∈ {1, 2, 3}. Then, by construction, (W0) is satisfied as (Q0 ) is a more restrictive condition than (W0). The independence condition of (W1) follows from the independence of the random variables W E . The remaining Markov conditions of (W1), given by (39a), can be readily verified from (Q2 ). 7 Trivially, (W2) is satisfied.
Finally, as
(W3) is satisfied as well. For the reverse direction, let (V S : S ∈ E) be jointly Gaussian random variables which satisfy (W0)-(W3); we will construct a set of independent jointly Gaussian (W S : S ∈ E) which satisfy (Q0 )-(Q3 ). For brevity, letẼ = {12, 13, 23, 123} index messages that are known to more than one user, VẼ denote (V 12 , V 13 , V 23 , V 123 ) , and X be the vector of inputs
where (i) follows from the Markov condition (W1) and the fact that X and VẼ are zero-mean and jointly Gaussian so that the linear MMSE estimate is equal to the general MMSE estimate. In this step, we introduce a matrix
for each transmitter j ∈ {1, 2, 3}. Stacking the three relations (41) together into a single equation gives (18) .
Let W S be the resultant "tiled" random variable assembled by stacking the vectors (W S, j : j ∈ S) on top of each other as described in Section III. Then, by construction, each W S satisfies the constraint (Q0 ) on the acceptable dimensions of the random variables. Through the prescription given in (Q1 ), we can construct a set of random variables (U S : S ∈ E) that satisfy (Q1 ). Now, as the random variables (V S : S ∈Ẽ) are mutually independent, so too are the variables (W S : S ∈Ẽ). By MMSE estimation, each W j, j must be independent of VẼ. Finally, by the Markov constraints (39a), it must be that W 1,1 , W 2,2 , and W 3,3 are independent of each other. To see this consider that
where (i ) follows from the tower property of conditional expectation, (ii) because since (39a) implies W 1,1 is conditionally independent of W 2,2 given (V 12 , V 13 , V 123 ),
As all of the random variables W 1,1 , W 2,2 , and W 3,3 are jointly Gaussian, no correlation implies independence, and pair-wise independence implies mutual independence. Thus, the random variables (W S : S ∈ E) are mutually independent and jointly Gaussian.
As the relation (18) is simply (Q2 ), that condition is satisfied. By (40), (W3) implies that (Q3 ) is satisfied.
V. OPTIMAL WEIGHTED SUM-RATES
Theorem 3 yields a computable characterization of the capacity region of the MIMO MAC with general message sets, as we illustrate in this section. In fact, with the particular combination of factors at play, the capacity boundary is efficiently computable through a convex program. Three key properties enable this: 1) the capacity region is a union of polymatroids 2) the polymatroidal bounds are concave in the admissible covariances and 3) the admissible covariances lie in a convex set. As the capacity region is a convex set, its boundary is characterized by a set of linear programs. Those linear programs are of the form
where μ ∈ R E is a weight vector in which the rates corresponding to higher weights are rewarded more than the rates corresponding to lower weights. As we will show, for each μ ∈ R E , the solutions to the optimization problem (42) can be obtained efficiently by a two-step procedure. First, optimize over the individual polymatroids, and secondly, optimize over the set of admissible covariance matrices. To describe this, for each admissible choice of the set of covariances K E ∈ K, recall that P(K E ) be the polymatroid defined in (21) . Then we can re-phrase the optimization problem (42) through this two-step decomposition as
Each of the two optimizations above can be carried out efficiently. The first step of optimizing over each individual polymatroid has a closed-form solution due to the presence of convexity in a discrete sense, as detailed next in Section V-A. The second step, where optimization is carried out over admissible covariance matrices, in general has no closedform solution but may be carried out efficiently due to the presence of convexity in a continuous sense, and is detailed in Section V-B.
A. Optimization Over Polymatroids
To explain the benefit of polymatroid structure, we describe a key feature of any polymatroid: its vertices are easily characterized. To that end, let F be a lattice set family over a finite ground set P and P F be some polymatroid defined over this ground set and lattice set family, as in Definition 2. Now, consider a linear program
Then, by the properties of polymatroids, we can explicitly identify at least one vertex of the polymatroid that attains the maximum in (44). For each A ⊆ P, define
to be the smallest element in F that contains A. Furthermore, enumerate the ground set P = {e 1 , . . . , e L } so that
Then a maximizing rate point for the linear program (44) is given explicitly by
This rate point can be understood as the result of a discrete greedy algorithm: starting with x e 1 = · · · = x e L = 0, successively increase x e for = 1, 2, . . . until the next tightest constraint is met. An intuitive means of understanding why this greedy algorithm is optimal is that the properties (P2)-(P3), defined in Section II-C, correspond to a "discrete convex" property. In particular, the non-decreasing and submodular properties together imply that (P4) For any triple A, B, C ∈ F with A ⊆ B, 
that any concave function g(·) on the real line satisfies. Just as a greedy hill-climbing procedure finds the global maximum of concave functions, so too does a greedy algorithm find the maximum of a linear objective over all points within a polymatroid.
To apply this toward the optimization problem (42), consider the inner optimization problem of (43):
This optimization problem has an explicit solution by the previous discussion. First enumerate the message index set
Then, recalling the notation in (45) for each l ∈ [1:L], let
be the smallest element of the down-set lattice F ↓ of the message index set E containing the subset {S 1 , . . . , S } of E. For convenience, let B 0 = ∅. By the explicit characterization of the vertices of a polymatroid, the optimal value for the linear program (46) is given by
where ρ(K E ; B) is as defined in (19), and in the last step we introduced the non-negative variables δ = μ S − μ S +1 ≥ 0 for ∈ [1:k − 1] and δ k = μ S k .
B. Optimization Over Covariances
With an explicit solution to the inner optimization problem of (43), we can equivalently state the original optimization problem (42) as
where each B is as defined in (48), and where we use A 0 to denote that the matrix A is positive semidefinite (i.e. xAx * ≥ 0 for all complex vectors x of the appropriate dimension). This optimization problem in turn is a convex program. In particular, the set of admissible covariance matrices K is convex, as its constraints are linear. These constraints are the power constraints given by (Q3 ), whose linearity follows from the linearity of tr(·), and the positive semidefinite constraint, which is linear due to the linearity of the quadratic form g(A) = xAx * in A for any complex vector x of the appropriate dimension.
Additionally, the objective is concave, as a consequence of Lemma 2, which in turn is reliant on the concavity of log det(I + X) over positive semidefinite matrices X 0. Thus, the combination of a concave objective with an convex feasible set implies that, in principle, the above formulation is efficiently solvable by standard semidefinite programming techniques [22] .
C. Example: Two-User MIMO MAC
As an example, consider optimization over the Gaussian analog of the classical Slepian-Wolf capacity region for the two-user MAC with two private and one common message (i.e. with message index set E = {1, 2, 12}). By Theorem 3, its capacity region is given as the set of non-negative rates
for some set of admissible covariances (K 1 , K 2 , K 12 ). Consider, for instance, computing the optimal covariances which maximize the weighted sum-rate
For this objective, the appropriate message index set enumeration is S 1 = 1, S 2 = 12, and S 3 = 2 and their corresponding B i , as defined in (48), are given by B 1 = {1}, B 2 = {1, 2, 12}, B 3 = {1, 2, 12}. Then, as δ 1 = δ 2 = δ 3 = 1, the formulation (49) implies that the maximal value of (51) is equivalent to the optimization problem given in (53) (at the top of this page).
VI. PROOF OF ALTERNATIVE CAPACITY CHARACTERIZATION
In this section, we prove the equivalence in (26), which would complete the proof of Theorem 4. As in the previous section, each optimization problem within (26) can be broken into two steps: first, for a fixed set of covariances K E ∈ K, optimize over its corresponding polymatroid. Then, pick an optimal covariance choice within K. Thus, (26) can be rewritten as
These optimization problems differ only in the constituent polymatroids of each union in the constraints. On the righthand side are the polymatroids P H (K E ), with a defining inequality for every subset B ⊆ E. On the left-hand side are the larger polymatroids P(K E ), which have a defining inequality only for subsets in F ↓ , when E is ordered by set inclusion.
From the main result in Section V, the left-hand side is equivalent to (49). In an analogous manner, the right-hand side is equivalent to (54) below, as we show next.
To this end, recall that the defining lattice set family for the polymatroid P H (K E ) is the boolean lattice F = 2 E , which is the down-set lattice for the discrete order in which S ≤ S if and only if S = S . For the boolean lattice, the operator (45) is simply 2 E (A) = A for all subsets A ⊆ E.
Hence, paralleling the argument in the previous section, the optimization problem on the right-hand side of (52) is equivalent to
where A = {S 1 , . . . , S }. This differs from the optimization problem in (49) only in the difference between the A and B , which is the smallest down-set of E that includes A . As the inclusion A ⊆ B may be strict, it would appear that the two optimization problems may have different optimal values. However, they do not, as the following lemma shows. Lemma 3: If A ⊂ B strictly for some ∈ [1:k], then any optimal choice of covariances for the optimization problem (54) must have K S = 0 for every S ∈ B \A .
Proof: We show that any set of covariances that do not satisfy the condition of the lemma attain a smaller objective value than a set of covariances that do.
Consider a set of covariances Q E where Q S = 0 for some S ∈ B \A . If S ∈ B \A , then necessarily S = S p for some p > . If p ≤ k, then the covariance K S p appears in the summation (54a) in all terms with index p ≤ ≤ k; if p > k, then it does not appear in the summation (54a) at all.
Since B is the smallest down-set including A , there is a S q with q ≤ < p such that S p ⊂ S q . Consider the alternative set of covariances given by
and K S = Q S for all S ∈ E\{S p , S q }. Then, the summations corresponding to ∈ ({1, . . . , q − 1} ∪ {p, . . . , L}) ∩ [1:k] remain unchanged by the change of covariances,
while the summations with indices in ∈ {q, . . . , p−1}∩ [1:k] monotonically increase in the positive semidefinite order, i.e.,
Thus, since log det(A) ≤ log det(B) when 0 ≺ A B, the objective (54a) increases when replacing the set of covariances Q E with K E . Moreover, if Q E satisfies the power constraint, so does K E .
Thus Lemma 3 assures that any optimal choice of covariances must satisfy S∈A K S = S∈B K S for all l ∈ [1:k], even if there is the strict inequality A ⊂ B for some l ∈ [1:k]. Thus, the optimization problems on the left and right hand sides of (52) attain the same optimal value for every choice of weight vector μ ∈ R E .
A. Example: Two-User MIMO MAC
As an example of the equivalence between Theorems 3 and 4, we revisit the two-user MIMO MAC example of Section V-C. While the capacity description of Theorem 3 was given in (50), we provide here its description due to Theorem 4. Recalling that H = H 1 H 2 , Theorem 4 implies that the capacity region is equal to the set of rates which satisfy the following 7 inequalities
for some set of covariances (Q 1 , Q 2 , Q 12 ) which satisfy (56b)-(56c) (at the top of the next page). Now, using the polymatroid theory of Section V-A, computing the maximal weighted sum-rate in (51) over the above capacity description reduces to the optimization problem (54), which can be expressed as (56) since A 1 = {1},
The proof of Theorem 4 in Section VI asserts that the optimal weighted sum rate attained by (53) is equal to that attained by (56). This fact can also be directly established in this example as follows.
Consider the sequence of substitutions 12 and then
so that the objective (56a) is replaced by (53a) and the constraints (56b)-(56c) are replaced by (53b)-(53c). For this particular choice of Q 1 , Q 2 and Q 12 , (56a) becomes (53a) so that (56a) has an optimal value that is at least as large as (53a) does. The converse is true as well since if we simply relabel the covariances (
, then the constraints (53b)-(53c) match the constraints (56b)-(56c) while the objective (53a) can be no smaller than (56a). Thus, the optimal weighted sum rates attained by (53) and (56) are equal.
VII. CONVERSE AND MAXIMUM ENTROPY
To prove the converse for Theorem 2, we alternatively represent the joint factorization conditions (Q1) via a set of Markov conditions on the up-set lattice family F ↑ . This is formalized by [14, Lemma 3] , which we reproduce here.
Lemma 4 (Up-set Lattice Conditional Independence): The set of random variables (U S : S ∈ E) which satisfy (Q1) are the set of random variables for which
forms a Markov chain in that order for every pair of up-sets B, A ∈ F ↑ . The condition (57) is to be interpreted as requiring that U B and U A are independent if B ∩ A = ∅, while it is uninformative if either B ⊆ A or A ⊆ B. Thus, by the equivalence stated in Lemma 4, we refer to any set of random variables (U S : S ∈ E) which satisfy (Q1) as being up-set lattice conditionally independent, which we henceforth abbreviate as up-set LCI.
This relationship between a condition on the factorization of the joint distribution and a set of Markov relations can be further specialized for the set of Gaussian variables Q G which satisfy (Q1 ). In particular, the set of conditional independence relations (57) defined on the up-set lattice reduces to a set of covariance conditions defined over the lattice family of principal up-sets in E.
Lemma 5 (Up-set LCI in the Gaussian Case): Assume that E is closed under intersections. The set of jointly Gaussian random variables (U S : S ∈ E) which satisfy (Q1 ) are the set of zero-mean jointly Gaussian random variables which satisfy, for each tuple (s, S, r, R) with s ∈ S ∈ E and r ∈ R ∈ E,
where T is the unique set within the message index set E for which ↑ {T } = (↑ {S}) ∩ (↑ {R}). Proof: Let R, S ∈ E be any pair of message indices in E for which ↑ {R} and ↑ {S} are not disjoint. Then we claim that there is a unique message index T such that ↑ {T } = (↑ {R}) ∩ (↑ {S}). To see this, consider the intersection of the principal up-sets ↑ {S} and ↑ {R}. As E is closed under intersections, the set 
where the last step follows from the independence of the zeromean random variables (W S : S ∈ E) which implies that the covariances of the cross-terms are zero. Suppose first that the principal up-sets of R and S are disjoint; that is, (↑ {R}) ∩ (↑ {S}) = ∅. Then (60) where the labeled step (i ) follows from the independence of the zero-mean random variables (W S : S ∈ E).
Conversely, suppose we know that (58) holds for all tuples (s, S, r, R) with s ∈ S ∈ E and r ∈ R ∈ E, and that the random variables (U S : S ∈ E) are jointly Gaussian and zero-mean. As the mean and covariance uniquely specify Gaussian variables, the random variables (U S : S ∈ E) must satisfy (Q1 ). Moreover, these random variables must be associated with independent jointly Gaussian variables (W S : S ∈ E) through (Q1 ), which are recoverable through GramSchmidt orthogonalization. If S 1 , . . . , S L is an exhaustive, never-increasing enumeration of the elements of E, then we successively re-construct, for = 1, . . . , L, 
for each s ∈ S . 8 8 From a combinatorial perspective, the mapping (61), from U E → W E is the Möbius inverse of the mapping (Q2) from W E → U E with respect to the partial order of set inclusion on the message index set [24] .
With these alternative up-set LCI representations of the conditions (Q1) and (Q1 ), we are able to state the key enabling result for Theorem 2.
Lemma 6 (Maximum Entropy under LCI and Covariance Constraints):
Assume that E is closed under intersections. Let (U S : S ∈ E) and X 1 , . . . , X K be a set of auxiliary random variables and channel inputs satisfying the up-set lattice conditional independence constraint (Q1), the deterministic constraint (Q2), and the covariance constraint (E3) Cov(X j , X j ) = K j for each j ∈ [1:K ]. Then there is a jointly Gaussian choice of auxiliary random variables (U G S : S ∈ E) and channel inputs X G 1 , . . . , X G K also satisfying (Q1), (Q2), and (E3), and with corresponding output denoted as Y G , such that
for every down-set B ∈ F ↓ . Moreover, this choice satisfies the more restrictive conditions (Q0 )-(Q2 ) in place of (Q1) and (Q2). Proof: Assume without loss of generality that E[X j ] = 0. Define, for each pair (S, j ) with j ∈ S ∈ E,
which is a vector of size t j × 1 with zero mean. Let U S be the vector obtained by stacking the partitions U S, j as described in Section III. Then by construction, the collection of auxiliary random variables (U S : S ∈ E) satisfies (Q0 ). We make three key observations: (K1) Each U S is a function of the auxiliary random variables U ↑{S} . Consequently, when A is an element of the upset lattice, the set of auxiliary random variables U A is a function of the auxiliary random variables U A . (K2) As X j is a function of U S( j ) , (Q2 ) is satisfied: where the first step follows from the tower property of conditional independence and the second step by the Markov relation U ↑{S} − − U ↑{T } − − U ↑{R} implied by up-set lattice conditional independence. Hence, the covariance condition (58) . . .
By construction, Cov(X j , X j ) = Cov(X G j , X G j ) and thus (E3) is satisfied. Moreover, for any down-set B, E\B is an up-set and so
where (i ) follows from observation (K1) stated earlier and the data-processing inequality and (ii) follows as the Gaussian distribution maximizes conditional entropy subject to a covariance constraint [17] .
VIII. SUMMARY
Despite the combinatorial complexity in the number of messages and rate-sum bounds, the capacity region of the vector Gaussian MAC with general message sets admits a simple and efficiently computable characterization.
This result was demonstrated in two steps. First, the capacity results for the DM-MAC with general message sets were specialized to the Gaussian case to determine an order-theoretic description of the capacity region. In this description, the capacity region is determined to be a union of polymatroids over a class of admissible auxiliary random variables and channel inputs. Secondly, a more parsimonious description of the capacity region was obtained by restricting the class of admissible auxiliary random variables and channel inputs to a convex and jointly Gaussian subset. In this description, both continuous and discrete convexity are present-with polymatroidal structure, a convex set of admissible covariances, and with concave polymatroid bounds in those admissible covariances. A consequence of this combination of properties of the capacity region is that the computation of the maximal weighted sum-rate can be framed as a convex program. Hence, the maximal weighted sum-rate is not only computable, but it is efficiently computable.
