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COCENTERS OF HECKE-CLIFFORD AND SPIN HECKE
ALGEBRAS
MICHAEL REEKS
Abstract. We determine a basis of the cocenter (i.e., the trace or zeroth Hochschild
homology) of the degenerate affine Hecke-Clifford and spin Hecke algebras in classical
types.
1. Introduction
The degenerate affine Hecke-Clifford algebra was introduced in type An−1 in [Naz], and
in all classical types in [KW]. These algebras are variations on the degenerate (or graded)
affine Hecke algebras, which were introduced independently in [Dr] (to study Yangians)
and in [Lu] (to study representations of reductive p-adic groups). The degenerate affine
spin Hecke algebras were introduced in type An−1 in [W], and in all classical types in
[KW]. These are degenerate affine Hecke algebras associated to the spin Weyl groups.
Hecke-Clifford algebras and spin Hecke algebras are closely related to the study of the
spin representation theory of classical Weyl groups [Joz].
In studying the representation theory of these algebras, it is useful to have a de-
scription of the cocenter, or trace: the quotient of the algebra by the linear subspace
spanned by the commutators. This space is also the zeroth Hochschild homology of the
algebra. In this paper, we determine a linear basis for the cocenter of the degenerate
affine Hecke-Clifford and spin Hecke algebras in the classical types, adapting methods
used in [CiHe] to solve the corresponding problem for degenerate affine Hecke algebras.
The Hochschild homology of the degenerate affine Hecke algebras was computed first in
[So], which also provides a description of the cocenter.
Let HcX be the degenerate affine Hecke-Clifford algebra associated to the Weyl group
W = WX of type X , for X = An−1, Bn, or Dn, as constructed in [Naz] (for type A) and
in [KW] (for types B and D). As a vector space, HcX is isomorphic to S(V )⊗CV ⊗CW ,
where S(V ) is the symmetric algebra of the reflection representation of W and CV is the
Clifford algebra associated to V.
For certain conjugacy classes of W , we associate a subset JC of the root system and
pick an element wC ∈ C ∩WJC , where WJC is the parabolic subgroup associated to JC .
We then fix a basis fJC ;i of a certain subspace of S(V
2), the subspace of the symmetric
algebra spanned by the squares of generators, which is determined by the action of
WJC . The first main result of the paper is that the set {wCfJC ;i}, as C runs over the
distinguished conjugacy classes for each type described in Sections 3.3 and 3.4, forms a
basis for the cocenter H
c
X = (H
c
X/[H
c
X ,H
c
X ])0.
The proof that {wCfJC ;i} is a spanning set for H
c
X relies on several reduction results.
We show that an arbitrary element of HcX can be reduced mod [H
c
X ,H
c
X ] to an element
containing no instances of generators of the Clifford algebra. We then show that Weyl
group elements belonging to certain conjugacy classes, which vary between types, vanish
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in the cocenter. Then we take advantage of a filtration of HcX to pass to the associated
graded object, and use methods developed in [CiHe] to prove that {wCfJC ;i} spans in
that setting. Finally, we can lift the the spanning set to the ungraded object.
To prove linear independence, we establish a trace formula for parabolically induced
HcX-modules . This trace formula allows us to separate the wC ’s by their action on
subspaces of S(V 2). By applying this trace formula to the action of the w′Cs on a set
of irreducible modules of the parabolic subalgebras, we obtain the linear independence
result and the first main theorem of the paper, Theorem 5.5.
Next, let HspX be the degenerate affine spin Hecke algebra associated to the spin Weyl
group W− of type X , for X = An−1, Bn, or Dn. These algebras were originally con-
structed in [W] (in type A) and in [KW] (in types B and D). As a vector space, HspX is
isomorphic to CW−⊗C〈b1, . . . , bn〉, where C〈b1, . . . , bn〉 is the skew polynomial algebra.
The algebra HspX is Morita superequivalent to H
c
X in the sense that H
sp
X ⊗ CV ∼= HcX .
The second main result of the paper is that the set {tCf−JC ;i}, as C runs over the same
distinguished conjugacy classes of W as in the Hecke-Clifford case, forms a basis of HspX .
We prove that this forms a spanning set by following similar reduction procedures as in
the Hecke-Clifford case; our approach here does not rely on the Morita superequivalence.
Finally, we use the Morita superequivalence to carry the linear independence of the basis
for H
c
X over to the spanning set of H
sp
X .
The paper is organized as follows. In section 2, we establish notations and describe
the degenerate affine Hecke-Clifford algebras in types A, B, and D. In section 3, we
prove a series of lemmas to reduce an arbitrary element in the cocenter of HcX to a
corresponding element with no Clifford algebra generators, and then prove that Weyl
group elements not belonging to certain distinguished conjugacy classes vanish in the
cocenter. In section 4, we establish a spanning set of the associated graded object H
0
X
and lift it to H
c
X in each type. We then proceed in section 5 to prove that these spanning
sets are linearly independent by establishing a trace formula for parabolically induced
module. In section 6, we construct the degenerate spin affine Hecke algebra in each type.
Section 7 contains reduction formulas similar to those in section 3, with proofs adapted
to the new setting. Finally, in section 8, we establish a spanning set for H
sp
X and then
take advantage of the Morita superequivalence to prove that it is linearly independent.
Acknowledgements. The author would like to thank Weiqiang Wang for providing
guidance and valuable discussions about the topics of the paper.
2. Preliminaries on Hecke-Clifford algebras
We establish basic notations and definitions, and then recall the definition of the
degenerate affine Hecke-Clifford algebra in types A, B, and D. We then recall some
basic facts about these algebras, including a PBW property and a filtration, and finally
define the cocenter.
2.1. Root systems and the Weyl group. Let Φ = (V0, R, V
∨
0 , R
∨) be a semisimple
real root system: V0 and V
∨
0 are finite dimensional real vector spaces, R and R
∨ span
V0 and V
∨
0 respectively and, there is a bijection R ↔ R∨ such that (α, α∨) = 2, and R
and R∨ are preserved by the reflections sα : v 7→ (v − (v, α∨)α). Set
V = C⊗R V0 and V ∨ = C⊗R V ∨0 .
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LetW be the finite Weyl group of Φ, the subgroup ofGL(V ) generated by sα, α ∈ R. Fix
a choice of positive roots R+ and positive coroots (R+)∨, and let Π = {α1, . . . , αr} ⊂ R+
be a basis, the set of simple roots. Then W is a finite Coxeter group with presentation
〈s1, . . . , sn|(sisj)mij = 1, mii = 1, mij = mji ∈ Z≥2, for i 6= j〉(1)
where mij ∈ {1, 2, 3, 4, 6} is specified by the Coxeter-Dynkin diagrams, wherein the
vertices correspond to generators of W . Two generators si and sj, i 6= j, have mij = 2
if there is no edge between i and j, mij = 3 if i and j are connected by an unmarked
edge, and mij = ℓ if the edge connecting i and j is labeled with an ℓ ≥ 4.
(2)
An ◦ ◦ . . . ◦ ◦
1 2 n− 1 n
Bn(n ≥ 2) ◦ ◦ . . . ◦ ◦
1 2 n− 1 n
4
Dn(n ≥ 4) ◦ ◦ · · · ◦ ◦ 
  
◦
❅
❅❅◦
1 2 n− 3 n− 2
n− 1
n
For every subset J ⊂ Π, denote by WJ the parabolic subgroup of W , generated by
{si = sαi |α ∈ J}. Denote by VJ , RJ , V ∨J , R∨J the corresponding vector spaces.
2.2. The Clifford algebra. The reflection representation V carries aW -invariant non-
degenerate bilinear form (−,−), which gives rise to an identification V ∗ ∼= V . We iden-
tify V ∗ with a suitable subspace of Cn and choose a standard orthonormal basis {ei} of
Cn.
Denote by Cn the Clifford algebra assosciated to (Cn, (−,−)). It is an associative
C-algebra with identity which contains Cn as a subspace and is generated by elements
of Cn subject to the relation
uv + vu = (u, v) u, v ∈ Cn.(3)
Set ci =
√
2ei for each i. Then CV is generated by elements c1, . . . , cn subject to
relations
c2i = 1, cicj = −cjci i 6= j.(4)
Let CV be the Clifford algebra associated to (V, (−,−)), which is a subalgebra of Cn.
The algebra CV has generators βi corresponding to the simple roots αi of the Lie algebra
corresponding to W ; note that, in this paper, we always choose to work with the Lie
algebra gln in type An−1, rather than sln. Note that CV is naturally a superalgebra with
each βi odd. The explicit generators are given in the following table for types An−1, Bn,
and Dn:
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Type of W N Generators for CW
An−1 n βi = 1√2(ci − ci+1), 1 ≤ i ≤ n− 1
Bn n βi =
1√
2
(ci − ci+1), 1 ≤ i ≤ n− 1, βn = cn
Dn n βi =
1√
2
(ci − ci+1), 1 ≤ i ≤ n− 1, βn = 1√2(cn−1 +
cn)
The action of W on V preserves the bilinear form ( , ), so W acts on CV by automor-
phisms. This allows us to form the semidirect product CV ⋊CW , which is also naturally
a superalgebra with CW even.
2.3. The degenerate affine Hecke-Clifford algebras. We recall the degenerate
affine Hecke-Clifford algebras of types An−1, Bn, and Dn, following the descriptions
of [Naz] in type An−1 and [KW] in types Bn and Dn. Let S(V ) be the symmetric alge-
bra of V . Then S(V ) ∼= C[x1, . . . , xn], where {x1, . . . , xn} is a basis of V ∗. Let u ∈ C
and set W = Sn, the Weyl group of type An−1.
The degenerate affine Hecke Clifford algebra of type An−1, HcAn−1 , is the C-algebra
generated by x1, . . . , xn, c1, . . . , cn, and Sn, subject to relations making C[x1, . . . , xn],
CV , and CSn subalgebras, along with the additional relations:
xici = −cixi, xicj = cjxi (i 6= j),(5)
σci = cσ(i)σ (1 ≤ i ≤ n, σ ∈ Sn),(6)
xi+1si − sixi = u(1− ci+1ci),(7)
xjsi = sixj (j 6= i, i+ 1).(8)
Denote the action of Sn on S(V ) by f 7→ fσ, f ∈ S(V ), σ ∈ Sn.
Next, letW = WDn , the Weyl group of type Dn. It is generated by elements s1, . . . , sn
where s1, . . . , sn−1 are subject to the defining relations of Sn, and there are the additional
relations:
sisn = snsi (i 6= n− 2),(9)
sn−2snsn−2 = snsn−2sn, s2n = 1.(10)
The degenerate affine Hecke-Clifford algebra of type Dn, H
c
Dn
, is generated by xi, ci, si,
1 ≤ i ≤ n, subject to relations making C[x1, . . . , xn], CV , and CW subalgebras, along
with the relations (5) – (8) and the additional relations:
sncn = −cn−1sn,
snci = cisn (i 6= n− 1, n),
snxn + xn−1sn = −u(1 + cn−1cn),(11)
snxi = xisn (i 6= n− 1, n).
Finally, let W = WBn , the Weyl group of type Bn. It is generated by elements
s1, . . . , sn, where s1, . . . , sn−1 are subject to the defining relations on Sn, and there are
the additional relations:
sisn = snsi (1 ≤ i ≤ n− 2)(12)
(sn−1sn)4 = 1, s2n = 1.(13)
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The simple reflections of W lie in two different conjugacy classes: sn is not conjugate
to s1, . . . , sn−1.
Let u, v ∈ C. The degenerate affine Hecke-Clifford algebra of type Bn, HcBn , is gener-
ated by xi, ci, si, 1 ≤ i ≤ n, subject to relations subject to relations making C[x1, . . . , xn],
CV , and CW subalgebras, along with the relations 5 – 8, and the additional relations:
sncn = −cnsn,
snci = cisn (i 6= n),
snxn + xnsn = −
√
2 v,
snxi = xisn (i 6= n).
The PBW theorems for the degenerate affine Hecke-Clifford algebras in type An−1
were proved in [Naz] and in [KW] using different methods, and in types Bn and Dn in
[KW]. The even center of these algebras- the subalgebra of even central elements - was
also established in [KW].
Proposition 2.1. Let X = An−1, Dn or Bn.
(1) The multiplication of subalgebras C[x1, . . . , xn], CV , and CW induces a vector
space isomorphism
C[x1, . . . , xn]⊗ CV ⊗ CW −→ HcX .
Equivalently, the elements {xαcǫw|α ∈ Zn+, ǫ ∈ Zn2 , w ∈ W} form a linear basis
for HcX .
(2) Let X = An−1, Bn or Dn. Then
Z(HcX)0
∼= C[x21, . . . , x2n]WX .
Each of these algebras is naturally a superalgebra with even generators from S(V )
and CW and odd generators from CV .
Denote by S(V 2) the subspace of S(V ) spanned by the squares of the basis elements
in S(V ). Thus Z(HcX)0
∼= S(V 2)WX .
2.4. A filtration of HcX. In any of the algebras defined in Section 2.3, we can define a
notion of degree as follows. From the various PBW basis theorems, we see that every
h ∈ HcX , for X = An−1, Bn, or Dn, can be written
h =
∑
w∈W
awcww
where aw ∈ S(V ) and cw ∈ CV . Set
|h| = max
w∈W
{|aw|}
where |aw| denotes degree in S(V ). Set F jHcX = {h ∈ HcX | |h| ≤ j}; then we have a
filtration
CV ⋊CW = F0HcX ⊂ F1HcX ⊂ . . .
Let gr(HcX) be the associated graded algebra. It is clear from the defining relations
for HcX that gr(H
c
X)
∼= H0X , the degenerate affine Hecke-Clifford algebra with parameter
u = 0.
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2.5. Parabolic Subalgebras. For any J ⊂ Π, define the parabolic subalgebra HcX,J to
be the subalgebra of HcX generated byWJ , CV , and C[x1, . . . , xn]. For every HcX,J-module
M , define the parabolically induced module
Ind
Hc
X
Hc
X,J
M := HcX ⊗HcX,J M.
2.6. The cocenter. For any h, h′ ∈ HcX , define the commutator [h, h′] = hh′−h′h. Let
[HcX ,H
c
X ] be the submodule of H
c
X generated by all commutators. The cocenter of H
c
X
is the space
H
c
X :=
(
HcX
[HcX ,H
c
X ]
)
0
.
The main goal of the paper is to find a linear basis for the cocenter.
Note that we restrict our definition to only the even cocenter. Referring to the example
of the cocenter of the finite Hecke-Clifford algebra, as studied in [WW1, Section 4.1],
gives intuition as to why this is the correct notion of cocenter.
Wan and Wang study the space of trace functions on the finite Hecke-Clifford algebra
Hn: linear functions φ : Hn → C such that φ([h, h′]) = 0 for all h, h′ ∈ Hn, and φ(h) = 0
for all h ∈ (Hn)1. This latter requirement encodes the information that odd elements act
with zero trace on any Z2-graded Hn-module (because multiplication by an odd element
results in a shift in degree). The space of such trace functions is clearly canonically
isomorphic to the dual of the even cocenter, rather than of the full cocenter. Moreover,
since the even cocenter ofHn has dimension equal to the number of irreducible Z2-graded
representations of Hn, this restriction sets up the desired linear isomorphism between
the space of trace functions and the linear span of the irreducible representations (the
matrix of this isomorphism is the character table of the algebra).
In the affine case, we see that the trace of the action of an odd element on any HcX-
module is still zero, due to the same degree shift. Hence we deduce that the interesting
information about traces of HcX (and, thus, much of the interesting representation-
theoretic information about HcX) is contained in the even cocenter.
3. Reduction
The goal of this section is to show that an element h =
∑
w∈W awcww ∈ HcX is
congruent in the cocenter to a (possibly differently indexed) linear combination h =∑
i aiwi without any Clifford algebra elements, and to show that certain conjugacy
classes of Weyl group elements vanish in the cocenter.
3.1. Clifford reduction in type An−1. We adapt the procedure in [WW1], where
similar formulas are developed in the finite and non-degenerate case, with appropriate
modifications. Let w(n) = s1s2 . . . sn−1 = (1 2 . . . n). The following follows directly
from the defining relations in HcAn−1 .
Lemma 3.1. In HcAn−1, we have
w(n)ci = ci+1w(n) for 1 ≤ i ≤ n− 1,
w(n)cn = c1w(n).
For n ∈ Z>0, let [n] = {1, 2, . . . , n}. For any subset I ⊆ [n], let cI = Πi∈Ici. Note
that it suffices to consider only elements wcI where |I| is even, since |ci| = 1 for all i
and we are studying the even cocenter.
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Lemma 3.2. For I ⊆ [n] with |I| even, we have
w(n)cI ≡ ±w(n) mod [HcAn−1,HcAn−1 ].
Proof. Write I = {i1, . . . , ik}. Then
w(n)cI = (1 2 . . . n)ci1 . . . cik
= ci1+1(1 2 . . . n)ci2 . . . cik
≡ (1 2 . . . n)ci2 . . . cikci1+1 mod [HcA,HcA]
=
{
(−1)k−1w(n)ci1+1ci2 . . . cik i1 + 1 < i2
(−1)k−2w(n)ci3 . . . cik i1 + 1 = i2.(14)
Now we have either reduced the size of I by two or increased i1 by one. Since |I| is
even, we can continue in this way until no ci remain. 
If γ = (γ1, . . . , γk) is a sequence of (not necessarily decreasing) positive integers such
that
∑k
i=1 γi = n, call γ a composition of n. For such a composition γ of n, set
wγ = wγ1 . . . wγk .
Lemma 3.3. Let γ = (γ1, γ2) be a composition of n with γ1, γ2 > 0. Let I1 =
{i1, . . . , ia} ⊆ {1, . . . , γ1} and I2 = {j1, . . . , jb} ⊆ {γ1 + 1, . . . , γ2}, and assume that
a+ b is even. Then we have
wγcI1cI2 ≡
{
0 a, b odd
±wγ a, b even mod [H
c
An−1
,HcAn−1 ].
Proof. Note that a and b must have the same parity if their sum is even. We have
wγ = wγ1wγ2 = wγ2wγ1 . Suppose that a and b are both odd. Then
wγcI1cI2 = wγ1cI1wγ2cI2
≡ wγ2cI2wγ1cI1 mod [HcAn−1,HcAn−1 ]
= wγcI2cI1
= −wγcI1cI2.
since commuting cI1 past cI2 yields a sign of (−1)ab. Hence wγcI1cI2 ≡ 0 mod [HcA,HcA].
Next, suppose a and b are even. Note that γ1 + 1 ≤ j1 ≤ n− 1, so cj1 anticommutes
with all cis. We have
wγcI1cI2 = wγ1wγ2ci1 . . . ciacj1 . . . cjb
= −wγ1ci1wγ2cj1ci2 . . . ciacj2 . . . cjb
= −ci1+1cj1+1wγci2 . . . ciacj2 . . . cjb
≡ −wγci2 . . . ciacj2 . . . cjbci1+1cj1+1 mod [HcA,HcA].
Now, commuting ci1+1 and cj1+1 has four possible results, depending on which of the
two (if either) cancels with the second Clifford element in their subset. In particular,
we have
wγcI1cI2 ≡

wγci1+1ci2 . . . ciacj1+1cj2 . . . cjb i1 + 1 < i2, j1 + 1 < j2
−wγci1+1ci2 . . . ciacj3 . . . cjb i1 + 1 < i2, j1 + 1 = j2
−wγci3 . . . ciacj1+1cj2 . . . cjb i1 + 1 = i2, j1 + 1 < j2
wγci3 . . . ciacj3 . . . cjb i1 + 1 = i2, j1 + 1 = j2.
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In any case, we have either reduced the length of cI1 or cI2 or increased the index of the
first element. Continuing in this manner gives the result. 
By induction, we have the following:
Proposition 3.4. If γ = (γ1, . . . , γk) is a composition of n, I ⊂ [n] is an even subset,
and Ik = I ∩ {
∑k−1
i=1 γi + 1, . . . ,
∑k
i=1 γi}, then we have
wγcI ≡
{ ±wγ if every |Ik| is even
0 else
mod [HcAn−1,H
c
An−1
].(15)
The sign is determined by the structure of each subset. Finally, specializing γ to a
partition of n, we obtain the desired result.
3.2. Clifford reduction in types Bn and Dn. We can extend Proposition 3.4 to
types B and D. The commutation relations between elements of W and elements of
Cn in types Bn and Dn differs from that in type An−1 only in that we have the extra
relations sncn = −cnsn and sncn = −cn−1sn, respectively. Let w(n) = s1 . . . sn. We have
the following versions of Lemmas 3.1 and 3.2:
Lemma 3.5. In HcBn and H
c
Dn
, we have
w(n)ci = ci+1w(n) for 1 ≤ i ≤ n− 1,
w(n)cn = −c1w(n).
Lemma 3.6. Let X = Bn or Dn. For I ⊆ [n] with |I| even, we have
w(n)cI ≡ ±w(n) mod [HcX ,HcX ].
The proofs are identical, with an additional (−1) added in equation (14) if n ∈ I. We
also have
Lemma 3.7. Let γ = (γ1, γ2) be a composition of n with γ1, γ2 > 0. Let I1 =
{i1, . . . , ia} ⊆ {1, . . . , γ1} and I2 = {j1, . . . , jb} ⊆ {γ1 + 1, . . . , γ2}, and assume that
a+ b is even. Then for X = Bn or Dn, we have
wγcI1cI2 ≡
{
0 a, b odd
±wγ a, b even mod [H
c
X ,H
c
X ].
There are only two modifications to the proof. In Lemma 3.3, the only problem occurs
if I2 contains both n − 1 and n, so that cI2 ends with . . . cn−1cn. Then commuting cI2
past wγ2 gives in type Dn that
wγ2 . . . cn−1cn = . . . sn−1(cncn−1)sn = . . . (cn−1cn)wγ = cI2wγ2
Hence there is no impact on the proof. In type Bn, there is a sign change which cancels
out: we have
wγ2 . . . cn−1cn = . . . sn−1(−cn−1cn)sn
= . . . (−cncn−1)wγ2
= . . . (cn−1cn)wγ2 .
Thus, we have the following proposition.
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Proposition 3.8. Let X = Bn or Dn. If γ = (γ1, . . . , γk) is a composition of n, I ⊂ [n]
is an even subset, and Ik = I ∩ {
∑k−1
i=1 γi + 1, . . . ,
∑k
i=1 γi}, then we have
wγcI ≡
{ ±wγ if every |Ik| is even
0 else
mod [HcX ,H
c
X ].(16)
3.3. Conjugacy classes in type An−1. Though we can apply the reduction formulas
from the previous section to remove Clifford algebra generators from our basis elements,
they still restrict the Weyl group elements that can appear.
Let OPn be the set of partitions of n with all odd parts. It is proved in [BW] that
OPn parametrizes the even split conjugacy classes of CW in type An−1. These are the
even conjugacy classes in CW which split into two separate conjugacy classes in the
double cover CW˜ . It is proved in [Joz2] that the number of even split conjugacy classes
is the number of simple CW−-modules, so we should expect the combinatorics of these
classes to play a role in our bases.
Proposition 3.9. If λ is a partition of n with λ /∈ OPn and w ∈ Sn has cycle type λ,
then w ≡ 0 mod [HcAn−1 ,HcAn−1].
Proof. Since elements which are conjugate in HcA are congruent in the cocenter, we may
take
wλ = (1 . . . λ1)(λ1 + 1 . . . λ1 + λ2) . . . (λ1 + . . .+ λn−1 + 1 . . . n).
Suppose that λ has an even part, and take it without loss of generality to be λ1. Then
wλ ≡ c1 . . . cλ1wλcλ1 . . . c1 mod [HcA,HcA]
= c1 . . . cλ1c1cλ1 . . . c2wλ
= (−1)λ1−1wλ.
In the last step, we have commuted one of the c1’s past each other Clifford element
(a total of λ1 − 2 inversions), after which each ci cancels. Hence, we have wλ ≡ −wλ
mod [HcA,H
c
A]0, whence wλ ≡ 0 mod [HcA,HcA]0. 
3.4. Conjugacy classes in types Bn and Dn. Conjugacy classes in the Weyl group
in type Bn correspond to bipartitions (λ, µ), |λ| + |µ| = n (cf. [Mac]). For a partition
λ, denote by ℓ(λ) the number of parts of λ. Let OP denote the set of partitions (of
any n) with all odd parts, and EP denote the set of partitions with all even parts. The
even split conjugacy classes of the spin Weyl group of type Bn are parametrized by
bipartitions of n (λ, µ) ∈ (OP , EP), cf. [BW].
Proposition 3.10. Let (λ, µ) be a bipartition of n and w ∈ WBn an element in the con-
jugacy class corresponding to (λ, µ). If (λ, µ) /∈ (OP , EP), then w ≡ 0 mod [HcBn,HcBn ].
Proof. For a bipartition (λ = (λ1, . . . , λr), µ = (µ1, . . . , µs)), let
wλ,µ = (1, . . . , λ1) . . . (
r−1∑
j=1
λj+1, . . . , |λ|)(|λ|+1, . . . , |λ|+µ1) . . . (|λ|+
s−1∑
j=1
µj+1, . . . , n),
where the λ-cycles are understood to be positive, and the µ-cycles negative. We claim
that unless (λ, µ) ∈ (OP, EP) with ℓ(µ) even, wλ,µ ≡ 0 mod [HcBn ,HcBn]. Indeed, if λ
has even part λi, let c = cλi+1cλi+2 . . . cλi+1. Then, as in type A,
cwλ,µc
−1 = −wλ,µ.
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If µ has an odd part µi, we may assume without loss of generality that it corresponds
to a cycle containing n, adjusting wλ,µ if necessary. Let c = cµi+1 . . . cn (the length of c
is µi − 1). Then cwλ,µc−1 = (−1)µi−1cc−1wλ,µ = −wλ,µ.
For example, if (λ, µ) = ({2}, {3}), wλ,µ = (12)(345). We have
c1c2(12)(345)c2c1 = c1c2c1c2(12)(345)
= −c21c22(12)(345)
= −(12)(345).
Also,
c3c4c5(12)(345)c5c4c3 = (−1)c3c4c5c3c5c4(12)(345)
= (−1)3c23c24c25(12)(345)
= −(12)(345).
Finally, if ℓ(µ) is odd, conjugating by cn yields wλ,µ ≡ −wλ,µ. 
Conjugacy classes in the Weyl group in type Dn also correspond to bipartitions. Let
SOP denote the set of partitions (of any n) with distinct odd parts; the set SOP
parametrizes the even split conjugacy classes of the spin Weyl group of type Dn, cf.
[BW].
Proposition 3.11. Let (λ, µ) be a bipartition of n and w ∈ WDn an element in the
conjugacy class corresponding to (λ, µ). If n is odd and (λ, µ) /∈ (OP, EP) with ℓ(µ)
even, then w ≡ 0 mod [HcDn,HcDn]. If n is even and (λ, µ) /∈ (EP,OP) with ℓ(µ) even
and (λ, µ) /∈ (∅,SOP), then w ≡ 0 mod [HcDn,HcDn].
Proof. For a bipartition (λ, µ), let wλ,µ be as above. If n is odd, we have that wλ,µ ≡ 0
mod [HcDn,H
c
Dn
]0 unless (λ, µ) ∈ (OP , EP) with ℓ(µ) even by the same arguments as in
type B. If n is even and (λ, µ) ∈ (∅,SOP), conjugation by c as above does not fix wλ,µ
up to sign, so this case does not vanish. 
4. Spanning sets of the cocenter in HcX
We pass to the associated graded object of the Hecke-Clifford algebra, which is isomor-
phic to the Hecke-Clifford algebra with parameter identically 0. We establish a spanning
set of the cocenter in this case, and then lift it to H
c
X using an algebraic argument.
4.1. Spanning set of H0X. Let C be a conjugacy class of WJ , J ⊆ I. We say that C is
elliptic in WJ if WJ ′ ∩ C = ∅ for all proper subsets J ′ ⊂ J . Any element of WJ which
is a member of an elliptic conjugacy class is called an elliptic element in WJ .
Example. In WAn−1 = Sn, there is a unique elliptic conjugacy class, which corresponds
to the partition (n). The elliptic elements are the n-cycles. For any connected subset J
of the root system, the elliptic elements in WJ are the (|J |+ 1)-cycles.
In WBn and WDn, the unique elliptic conjugacy class corresponds to the bipartition
(∅, (n)), and the elliptic elements are the negative n-cycles.
We say that two subsets J1, J2 ⊂ I are W -equivalent, J1 ∼W J2, if there exists a
w ∈ W such that w(J1) = J2. Set I = 2I/ ∼W , the set of equivalence classes of subsets
of I for the equivalence relation ∼W . For any conjugacy class C of W , set JC to be the
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minimal element (with respect to cardinality) of I such that C ∩ JC 6= ∅– since there is
exactly one element of I of each cardinality, such a JC must exist. Note that if C is an
elliptic conjugacy class, JC = I.
Any w ∈ C ∩ JC is by definition elliptic in WJC . Fix one such elliptic element,
wC ∈ WJC , and let .JW J be a set of minimal length representatives for WJ/W\WJ .
We have the following result due to [CiHe] linking centralizers of elliptic elements in
parabolic subgroups to the normalizers of the parabolic subgroups:
Proposition 4.1. [CiHe, Proposition 2.4.3] Let J ⊂ I and let w ∈ WJ be an elliptic
element. Let Z = {z ∈J W J |z(J) = J}. Then we have
WJCW (w) = NW (WJ) = WJZWJ .
Now we establish spanning sets of the cocenter in each type.
Recall that S(V 2) is the subspace of S(V ) spanned by the squares of basis elements,
that H0X is the affine Hecke-Clifford algebra of type X with parameter identically 0,
that gr(HcX)
∼= H0X . Thus we have H0X ∼= CW ⋉ (Cn ⊗ S(V 2)) as C-algebras. Hence we
certainly have H0X ⊂ span{wcαS(V 2)}, where w ∈ W and α ∈ Zn2 .
Proposition 4.2. We have H0x = span{wS(V 2)}.
Proof. Apply Proposition 3.3 and the corresponding results for types Bn and Dn to each
element in the spanning set. Every element will thus either be congruent to 0 or to an
element in wCS(V
2) for some C in the cocenter. 
Next, let x, y ∈ W and f ∈ S(V 2). Then
xyx−1f ≡ yx−1fx = yfx−1 mod [H0X ,H0X ]
where fσ denotes the action of σ on f by conjugation. Hence span{wS(V 2)} = {wCS(V 2)},
where C is the conjugacy class of w and wC is a representative.
Now we restrict the conjugacy classes of Weyl group elements which may appear.
Proposition 4.3. (1) We have H0An−1 = span{wλS(V 2)}λ∈OPn.
(2) We have H0Bn = span{wλ,µS(V 2)}(λ,µ)∈(OP ,EP), ℓ(µ) even.
(3) If n is odd, H0Dn = span{wλ,µS(V 2)}(λ,µ)∈(OP ,EP), ℓ(µ) even. If n is odd, H0Dn =
span{wλ,µS(V 2)} with (λ, µ) ∈ (OP , EP) or (λ, µ) ∈ (∅,SOP), ℓ(µ) even.
Proof. By Propositions 3.9, 3.10, and 3.11, every element not in these conjugacy classes
is congruent to 0 in the cocenter, so removing them from a set does not change the
span. 
Finally, we restrict to a subspace of the symmetric algebra.
Proposition 4.4. Fix a conjugacy class C of W , and let J = JC. Then we have
wCS(V
2) ≡ wCS((V 2)WJ )NW (WJ ) mod [H0X ,H0X].
Proof. We follow [CiHe, Section 6]. We have V 2 = (V 2)WJ ⊕ U as a WJ -module, where
U is spanned by {x2i |i ∈ J}. Since wC is elliptic in WJ , it acts faithfully on U , so 1−wC
is invertible on U . Let f ∈ S(V 2) and u ∈ U . Since 1−wC has full rank, there exists a
v ∈ U such that v − wC(v) = u. Thus, we see that
uwCf = vwCf − wC(v)wCf = vwCf − wCfv = [v, wCf ].
12 MICHAEL REEKS
Hence UwCS(V
2) ∈ [H0X ,H0X ]. Therefore we have
wCS(V
2) = wCS(U)S((V
2)WJ ) = S(U)wCS((V
2)WJ ) ⊂ wCS((V 2)WJ ) + [H0X ,H0X ].
Let f ∈ S((V 2)WJ ) and x ∈ CW (wC). Then we have
wCf ≡ xwCfx−1 = wCxfx−1
= wCf
x mod [H0X ,H
0
X ].
Hence we can average over the centralizer of wC to obtain that
wCf =
1
|CW (wC)|
∑
x∈CW (wC)
wCf
x ∈ wCS((V 2)WJ )CW (wJ ).
Finally, apply Proposition 4.1 to get
wCf ∈ wCS((V 2)WJ )NW (WJ )
using the fact that S((V 2)WJ )CW (w) = S((V 2)WJ )WJCW (w). 
For each C, let {fJC ;i} be a basis of the vector space S((V 2)WJC )NW (WJC ). Propositions
4.3 and 4.4 give us the following.
Proposition 4.5. (1) The set {wλfJλ;i}λ∈OPn spans H0An−1.
(2) The set {wλ,µfJλ,µ;i}(λ,µ)∈(OP ,EP), ℓ(µ) even spans H0Bn.
(3) If n is odd, the set {wλ,µfJλ,µ;i}(λ, µ) ∈ (OP, EP),
ℓ(µ) even
spans H0Dn.
If n is even, the set {wλ,µfJλ,µ;i} with (λ, µ) ∈ (OP , EP) or (λ, µ) ∈ (∅,SOPn)
with ℓ(µ) even spans H0Dn.
4.2. Spanning set of H
c
X. The goal of this section is to lift the spanning set constructed
above for H0X to H
c
X . The proof is motivated by [CiHe, Section 6.2], with appropriate
modifications.
Lemma 4.6. If S spans H
0
X , then its image in H
c
X spans H
c
X .
Proof. We proceed by induction on degree (the base case being precisely H0X). Com-
mutators preserve degree, and, in particular, if f1 and f2 are homogenous elements
of S(V ) of degree k and j, respectively and ǫ1, ǫ2 ∈ Zn2 , then the top degree term of
[w1c
ǫ1x1, w2c
ǫ2x2] is given by
(17) y := ±w1w2w2−1x1x2w−12 (cǫ1)cǫ2 − w2w1w−11 (x2)x1w−11 (cǫ2)cǫ1
where the signs are determined by the number of nontrivial ci crossing over xi terms in
f1 or f2. This has degree j + k. Hence we have
[w1c
ǫ1f1, w2c
ǫ2f2] ∈ y + F j+k−1.
It suffices to show that we can write homogenous elements of HcX as a linear combi-
nation of elements in S, commutators, and elements of lower degree. Let h ∈ HcX be
homogenous of degree k, and write h =
∑
w aww, aw ∈ S(V ). Let h0 =
∑
w aww be the
corresponding element in H0X . We have a spanning set for H
0
X , so we may write
h0 =
∑
x∈S
cxx0
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where x is the element of HcX represented by x0. Without loss of generality, we may
choose these representatives to have maximal degree in HcX . Hence we write
h0 =
∑
x∈S
cxx0 +
∑
i
[a0,i, b0,i] a0,ib0,i ∈ H0X , [a0,i, b0,i] ∈ Fk.(18)
Here a0,i and b0,i are representatives of some ai, bi ∈ HcX , with [ai, bi] ∈ Fk for all i.
By (17), we have [ai, bi]− [a0,i, b0,i] ∈ Fk−1. Then h−
∑
x∈S cxx− [ai, bi] ∈ Fk−1, i.e. the
difference between h and its corresponding element in H0X has degree less than k. Thus
we can write h as a linear combination of elements in S up to an element of Fk−1; by
induction, we are done. 
The following is an immediate consequence of Lemma 4.6 and Proposition 4.5.
Proposition 4.7. (1) The set {wλfJλ;i}λ∈OPn spans HcAn−1.
(2) The set {wλ,µfJλ,µ;i}(λ,µ)∈(OP ,EP) spans HcBn.
(3) If n is odd, the set {wλ,µfJλ,µ;i}(λ, µ) ∈ (OP, EP),
ℓ(µ) even
spans HcDn.
If n is even, the set {wλ,µfJλ,µ;i} with (λ, µ) ∈ (OP, EP) or (λ, µ) ∈ (∅,SOPn)
with ℓ(µ) even spans HcDn.
5. Linear independence in HcX
We now show that our sets from Proposition 4.7 are linearly independent, and hence
form bases. We first require some results about induction and restriction functors in
HcX −mod in order to prove a trace formula for parabolically induced HcX-modules. The
trace formula will allow us to separate the elements of the spanning sets.
Define the trace pairing Tr : HcX × R(HcX)→ C by
Tr(h, π) = tr π(h).
For each J ⊂ I, let iJ : (HcX)J → HcX be the inclusion. We define rJ as in [CiHe]: for
h ∈ HcX , let ψh be the right (HcX)J -module morphism given by left multiplication by h.
Set rJ(h) = tr(ψh) - we can define trψh because H
c
X is a free right (H
c
X)J -module with
finite basis W J . We record two results from [CiHe] needed to prove a trace formula.
The following is [CiHe, Lemma 5.5.1], and the proof extends easily to the Hecke-Clifford
case.
Lemma 5.1. Let J ⊂ I.
(1) For each h ∈ (HcX)J and π ∈ R(HcX), we have Tr(iJ(h), π) = Tr(h, rJ(π)).
(2) For each h ∈ HcX and π ∈ R((HcX)J), we have Tr(h, iJ(π)) = Tr(rj(h), π).
Note that iJ and rJ restrict to well-defined maps iJ and rJ , respectively, on the
cocenter; the lemma holds for these maps as well. We also have the following formula
for rJ(wf).
Lemma 5.2. [CiHe, Proposition 6.3.1] Let J, J ′ ⊂ I. Let w ∈ WJ be elliptic and let C
be the conjugacy class of w in W . Then, for any f ∈ S((V 2)WJ )NW (WJ ), we have
rJ ′(wf) =
∑
x∈JW J′ ,x−1(J)⊂J ′
x−1 ◦ (wf).
14 MICHAEL REEKS
Remark 5.3. Note that if x−1wx ∈ WJ ′ for x ∈ W , we must have that x ∈J W J ′
and that x−1(J) ⊂ J ′ since w is an elliptic element. Conversely, if x ∈J W J ′ satisfies
x−1(J) ⊂ J ′, it must also be true that xwx−1 ∈ WJ ′, again because w is elliptic. Hence,
if C ∩WJ ′ = ∅, the above sum is empty, so rJ(wf) = 0 for any f .
Proposition 5.4. Let J, J ′ ⊂ I, let w ∈ WJ be elliptic and let C be the conjugacy class
of w in W . Let M be an (HcX)J ′-module and f ∈ S((V 2)WJ )NW (WJ ). Then we have
Tr(wf, Ind
Hc
X
(Hc
X
)J′
M) =
{
0 if C ∩WJ ′ = ∅
|NW (WJ)/WJ |Tr(wf,M) else.
Proof. If C ∩WJ ′ = ∅, the statement follows by Lemma 5.2 and Remark 5.3. Assume
C ∩ WJ ′ 6= ∅; since w is elliptic in WJ , J must be JC . By Remark 5.3, there exists
an x ∈J W J ′ such that x−1(J) ⊂ J ′, so we must have |J | ≤ |J ′|. Thus J ∼ J ′ by the
minimality of JC with respect to cardinality. By Proposition 4.1,
|{z ∈J W J ′|z−1(J) = J ′}| = |{z ∈J W J |z−1(J) = J}| = |NW (WJ)/WJ |
where the first equality follows because the second set is sent to the first by x−1. The
proposition now follows from Lemma 5.2. 
Recall that a conjugacy class C of W , JC is a minimal subset of I such that C ∩
WJC 6= ∅, wC is an elliptic element in WJC , and {fJC ,i} is a basis of the vector space
S((V 2)WJC )NW (WJC ). The following is the first main result of the paper.
Theorem 5.5. For X = An−1, Bn, or Dn, the spanning set of H
c
X given in Proposition
4.7 is linearly independent, and hence forms a basis of H
c
X .
Proof. We proceed by induction on cardinality of subsets J ⊂ I. Our goal is to apply
Proposition 5.4 to separate the elements of the spanning set into linearly independent
subsets. Suppose that ∑
C,i
aC,iwCfJC ;i = 0
where aC,i ∈ C. First, set J = ∅. We have (HcX)∅ = S(V ), so every character of (HcX)∅ is
parametrized by an element v ∈ V ∨. Fix such a v and its corresponding character χv,
and consider Ind
HcX
(Hc
X
)∅
(χv). Since W∅ = {1}, by Proposition 5.4,
Tr
(
wCfJC ;i, Ind
HcX
(Hc
X
)∅
(χv)
)
= 0
for all C 6= {1} and all i. Thus, we have
Tr
(∑
C,i
aC,iwCfJC ;i, Ind
HcX
(Hc
X
)∅
(χv)
)
= Tr
(∑
i
a1,if∅;i, Ind
HcX
(Hc
X
)∅
(χv)
)
= |W |
∑
i
a1,i(f∅;i, v)
= 0.
Hence
∑
i a1,if∅;i vanishes on each W orbit of V
∨, so the polynomial function
∑
a1,if∅;i
vanishes on its entire domain. Thus∑
i
a1,if∅,i = 0.
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But {f∅;i} was taken to be a basis. Hence we must have a1,i = 0 for all i.
Now let J ⊂ I. We assume by induction that aC′,i′ = 0 for all i′ and for every
JC′ ⊂ J (up to equivalence with respect to ∼). For any module M of (HcX)J , the
nonzero summands of Tr
(∑
C,i aC,iwCfJC ;i,M
)
are parametrized by those C such that
JC ∩ J 6= ∅; by the induction hypothesis, we can assume that JC = J for all such C.
Let M be an irreducible (HcX)J -module, with irreducible character χv parametrized by
v ∈ NW (WJ)/(V ∨)WJ . Then applying Tr(−, IndH
c
X
(Hc
X
)J
M) to the linear combination gives
that
Tr
( ∑
JC=J,i
aC,iwCfJC ;i, Ind
Hc
X
(Hc
X
)J
M
)
= |NW (WJ)/WJ |Tr
( ∑
JC=J,i
aC,iwCfJC ;i,M
)
= |NW (WJ)/WJ |
∑
JC=J,i
aC,i(fJC ;i, v),
by Proposition 5.4. By hypothesis, we therefore have
|NW (WJ)/WJ |
∑
JC=J,i
aC,i(fJC ,i, v) = 0.
As above, this implies that the polynomial
∑
aC,ifJC ;i vanishes on its domain, con-
tradicting the linear independence of {fJC ;i}. Hence, aC,i = 0 for all JC = J (up to
equivalence with respect to ∼) and all i. By induction aC,i = 0 for all C and all i, as
desired.

6. Degenerate spin affine Hecke algebras
We now aim to develop a result on bases of cocenters analogous to Theorem 5.5 for a
closely related class of algebras, the degenerate spin affine Hecke algebras.
6.1. The skew polynomial algebra. Let C〈b1, . . . , bn〉 be the algebra generated by
b1, . . . , bn subject to the relations
bibj + bjbi = 0 (i 6= j).
This is the skew polynomial algebra. It has a subalgebra C〈b21, . . . , b2n〉; these algebras will
take the place of S(V ) and S(V 2), respectively, in our discussion of spin affine Hecke
algebras.
The skew polynomial algebra has a natural superalgebra structure by letting each bi
be odd.
6.2. Spin Weyl groups. LetW be a finite Weyl group. There is a distinguished double
cover W˜ for W :
1 −→ Z2 −→ W˜ −→ W −→ 1.(19)
We denote by Z2 = {1, z}, and by t˜i a fixed preimage of the generators si of W for each
i. The group W˜ is generated by z, t˜1, . . . , t˜n with relations
z2 = 1, (t˜it˜j)
mij =
{
1, if mij = 1, 3
z, if mij = 2, 4, 6.
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The quotient algebra CW− := CW˜/〈z + 1〉 of CW˜ by the ideal generated by z + 1 is
called the spin Weyl group algebra associated to W . Denote by ti ∈ CW− the image
of t˜i. The spin Weyl group algebra CW
− has the following presentation: CW− is the
algebra generated by ti, 1 ≤ i ≤ n, subject to the relations
(20) (titj)
mij = (−1)mij+1 ≡
{
1, if mij = 1, 3
−1, if mij = 2, 4, 6.
The algebra CW− is naturally a superalgebra by letting each ti be odd.
In particular, let W be the Weyl group of type An−1, Bn, or Dn. Then the spin Weyl
group algebra CW− is generated by t1, . . . , tn with the labeling as in the Coxeter-Dynkin
diagrams (cf. (2)) and the explicit relations:
Type of W Defining Relations for CW−
An−1 t2i = 1, titi+1ti = ti+1titi+1,
(titj)
2 = −1 if |i− j| > 1
t1, . . . , tn−1 satisfy the relations for CW−An−1 ,
Bn t
2
n = 1, (titn)
2 = −1 if i 6= n− 1, n,
(tn−1tn)4 = −1
t1, . . . , tn−1 satisfy the relations for CW−An−1 ,
Dn t
2
n = 1, (titn)
2 = −1 if i 6= n− 2, n,
tn−2tntn−2 = tntn−2tn
6.3. The degenerate spin affine Hecke algebra. Let W = WAn−1 . The degenerate
spin affine Hecke algebra of type An−1, H
sp
An−1
, was constructed in [W]. It is the C-algebra
generated by C〈b1, . . . , bn〉 and CW− subject to the additional relations:
bi+1ti + tibi = 1
tjbi + bitj = 0, (i 6= j, j + 1).
Note that HspAn−1 contains the skew polynomial algebra and CW
− as subalgebras. The
algebra HspAn−1 has a superalgebra structure with all generators being odd.
The degenerate spin affine Hecke algebraas in types Bn and Dn were constructed in
[KW]. Let W = WDn . The degenerate spin affine Hecke algebra of type Dn, H
sp
Dn
, is is
the algebra generated by C〈b1, . . . , bn〉 and CW− subject to the additional relations:
tibi + bi+1ti = 1 (1 ≤ i ≤ n− 1)
tibj = −bjti (j 6= i, i+ 1, 1 ≤ i ≤ n− 1)
tnbn + bn−1tn = 1
tnbi = −bitn (i 6= n− 1, n).
In particular, the subalgebra generated by t1, . . . , tn−1 and b1, . . . , bn is isomorphic to
H
sp
An−1
.
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Finally, let u ∈ C and let W = WBn . Then HspBn is the algebra generated byC〈b1, . . . , bn〉 and CW− subject to the following relations:
tibi + bi+1ti = 1 (1 ≤ i ≤ n− 1)
tibj = −bjti (j 6= i, i+ 1, 1 ≤ i ≤ n− 1)
tnbn + bntn = u
tnbi = −bitn (i 6= n).
These algebras have a PBW property, and we have a description of their even centers.
Proposition 6.1. [W],[KW]
(1) Let X = An−1, Dn, or Bn. The multiplication of the subalgebras CW− and
C[b1, . . . , bn] induces a vector space isomorphism
C〈b1, . . . , bn〉 ⊗ CW−X ∼−→ HspX .
(2) Let X = An−1, Bn or Dn. The even center of H
sp
X is isomorphic to C〈b21, . . . , b2n〉WX .
6.4. A Morita superequivalence. The degenerate spin affine Hecke algebras are
closely related to the degenerate affine Hecke-Clifford algebras, via the following iso-
morphism.
Proposition 6.2. [W],[KW] Let X = An−1, Dn, or Bn. Then there exists an isomor-
phism of superalgebras
Φ : HcX
∼−→ CV ⊗ HspX .
Since CV is a simple superalgebra, this isomorphism defines a Morita superequivalence
in the sense of [W]. In particular, when n is even, CV ∼= M(2n−1|2n−1), and we have a
usual Morita equivalence. When n is odd, CV ∼= Q(2n−1), and the categories HcX-smod
and HspX-smod are equivalent up to a parity shift.
In the non-Z2 graded setting, a Morita equivalence A→ B induces an isomorphism of
cocenters A
∼−→ B, because X ∼= HH0(X) for any algebra X (where HH∗ is Hochschild
homology) and Hochschild homology is Morita-invariant(cf. [Ka]). This result does not
extend directly to the superalgebra case - if n is odd, the Morita superequivalence does
not necessarily preserve homology - but the superequivalence of HcX and H
sp
X nonetheless
suggests a connection between their cocenters.
We aim to compute a basis of
H
sp
X =
(
H
sp
X
[HspX ,H
sp
X ]
)
0
.
using methods similar to the Hecke-Clifford case. As a consequence, we will show that
the cocenters are in fact isomorphic in this case.
7. Reduction for the spin affine Hecke algebra
This section is analogous to section 3. We prove a variety of reduction results to
restrict the types of Weyl group elements that appear in the cocenter.
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7.1. Reduction in type An−1. We adapt the procedure in [WW1], where a basis for
the space of trace functions for the spin Hecke algebra in type An−1 is computed. For
w ∈ Sn, fix a reduced expression w = si1 . . . sin. Denote tw = ti1 . . . tin ∈ CW−. As
in section 3, set t(n) = t1t2 . . . tn−1, and for γ = (γ1, . . . , γℓ) a composition of n, let
tγ = tγ1tγ2 . . . tγℓ .
Proposition 7.1. Let γ = (γ1, . . . , γℓ) be a composition of n with ℓ(tγ) even and let µ
be the partition of n corresponding to γ. Then we have
tγ ≡
{
0, if µ /∈ OPn
±tµ, if µ ∈ OPn mod [H
sp
An−1
,HspAn−1].
Proof. Suppose µ /∈ OPn. Let a be the least integer such that γa is even, and let b be
the least integer such that b > a and γb is even; such a b must exist because ℓ(tγ) is
even. Set ty,k = tγ1+...+γk−1+1 . . . tγ1+...+γk (the cycle corresponding to γk in tγ). Thus
tγ = tγ,1 . . . tγ,ℓ. Commuting tγ,k over tγ,j results in a sign of (−1)(j−1)(k−1), which is
negative only if j and k are both even. Thus we have
tγ ≡ tγ,atγ,a+1 . . . tγ,ℓtγ,1 . . . tγ,a−1
= tγ,atγbtγ,a+1 . . . tγ,a−1
= −tγ,btγ,a . . . tγ,a−1
≡ −tγ,a . . . tγ,a−1tγ,b
= −tγ
where the equivalences are mod [HspAn−1 ,H
sp
An−1
]. Hence tγ ≡ 0 mod [HspAn−1 ,HspAn−1].
If µ ∈ OPn, the images of tγ and tµ in HcAn−1 are equal; since the isomorphism Φ
restricts to an injective map on CW−, they must be equal in HspAn−1 as well. 
Proposition 7.2. Let wC be a minimal length representative of a conjugacy class C
corresponding to the cycle type µ = (µ1, . . . , µℓ) ⊢ n. Then we have
twC ≡
{ ±tµ, if µ ∈ OPn
0, otherwise
mod [HspAn−1,H
sp
An−1
].
Proof. The minimal length representative must have the form
wC = (si11si12 . . . si1γ1−1
)(si21si22 . . . si2γ2−1
) . . . (siℓ1 . . . siℓγℓ−1
)
where γ = (γ1, . . . , γℓ) is a composition of n given by rearragning the parts of µ, and
ikj = γ1 + . . .+ γk−1 + j. We claim that twC ≡ ±tγ mod [HspAn−1 ,HspAn−1]; the lemma will
then follow from Proposition 7.2.
It suffices to consider the case γ = (n) (by dealing with each cycle separately). Thus
wC = si1 . . . sin−1 . If ij = j for all 1 ≤ j ≤ n − 1, then wC = wγ. Otherwise, there
is at least one a such that ia 6= a; choose the smallest such a (note that we must have
ia > a). We proceed by induction on a. Observe that
twC = (−1)a−1tiat1t2 . . . ta−1tia+1 . . . tin−1
≡ (−1)a−1t1t2 . . . ta−1tia+1 . . . tin−1tia mod [HspAn−1 ,HspAn−1 ](21)
Now tia+1 is in the ath position; repeat this process until tia+k = ta is in the ath position.
Hence
twC = ±t1t2 . . . tati′a+1 . . . ti′n−1 .
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By the inductive hypothesis, we are done. 
7.2. Reduction in types Bn and Dn. Set t
−
(n) = t1t2 . . . tn−1tn = t(n)tn. For composi-
tions γ = (γ1, . . . , γℓ) and ν = (ν1, . . . , νk) of n, let t(γ,ν) = tγ1 . . . tγℓt
−
ν1
. . . t−νk .
Proposition 7.3. (1) Let γ = (γ1, . . . , γℓ) and ν = (ν1, . . . , νk) be compositions of
n with ℓ(tγ) + ℓ(tν) even and let (λ, µ) be the bipartition of n corresponding to
(γ, ν). Then we have
t(γ,ν) ≡
{
0, if (λ, µ) /∈ (OP , EP)
±t(λ,µ), if (λ, µ) ∈ (OP , EP) mod [H
sp
Bn
,HspBn].
(2) Let γ, ν, λ, and µ be as in the previous part. If n is odd, we have
t(γ,ν) ≡
{
0, if (λ, µ) /∈ (OP, EP)
±t(λ,µ), if (λ, µ) ∈ (OPn, EPn) mod [H
sp
Dn
,HspDn].
If n is even, we have
t(γ,ν) ≡
{ ±t(λ,µ), if (λ, µ) ∈ (OP , EP) or(λ, µ) ∈ (∅,SOPn)
0, otherwise
mod [HspDn,H
sp
Dn
].
Proof. (1) If λ /∈ OP , we can repeat the proof of Proposition 7.1.1 to show that
tγ ≡ 0, and hence t(γ,ν) ≡ 0. Suppose µ /∈ EP. Let a be the smallest integer so
that νa is odd. If ℓ(ν) is even, let b be the smallest integer such that b > a and
νb is odd. Then we have, as in Proposition 7.1.1,
t−ν ≡ t−ν,at−ν,a+1 . . . t−nu,ℓt−ν,1 . . . t−ν,a−1
= −t−ν,bt−ν,a . . . t−ν,a−1
≡ (−1)2(k−b−1)+1t−ν .
Here the extra signs come from commuting t−ν,b past the tn in each term. Hence
t−ν ≡ 0 mod [HspX ,HspX ].
If (γ, ν) ∈ (OP, EP) the equality follows as in the type An−1 case.
(2) If n is odd or n is even and (λ, µ) /∈ (∅,SOPn), the proof follows as in type Bn.
For (λ, µ) ∈ SOPn, following the proof as in type Bn gives
t−ν ≡ t−ν,at−ν,a+1 . . . t−nu,ℓt−ν,1 . . . t−ν,a−1
= −t−ν,bt−ν,a . . . t−ν,a−1
≡ (−1)1+2(2)tν,a . . . tν,btntn−2tn . . . tν,a−1
= (−1)5tν,a . . . tν,btn− 2tntn−2 . . . tν,a−1
= (−1)k−b−1+5t−ν .
But since ℓ(µ) is even, k − b− 1 is odd, so k − b− 1 + 5 is even. Hence we have
no sign change. Indeed, since the image of t−ν is nonzero and equal to tµ in H
c
Dn
,
we must have the same equality in HspDn .

Proposition 7.4. (1) Let wC be a minimal length representative of a conjugacy
class C corresponding to the bipartition (λ, µ) in WBn. Then we have
twC ≡
{ ±t(λ,µ), if (λ, µ) ∈ (OP, EP)
0, otherwise,
mod [HspBn ,H
sp
Bn
].
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(2) Let wC be a minimal length representative of a conjugacy class C corresponding
to the bipartition (λ, µ) in WDn. Then if n is odd we have
twC ≡
{ ±t(λ,µ), if (λ, µ) ∈ (OP, EP)
0, otherwise.
mod [HspDn,H
sp
Dn
].
If n is even, we have
twC ≡
{ ±t(λ,µ), if (λ, µ) ∈ (OP , EP) or(λ, µ) ∈ (∅,SOPn)
0, otherwise.
mod [HspDn,H
sp
Dn
].
Proof. Both cases follow immediately from the proof of Proposition 7.1.2, using Propo-
sition 7.2.1 in place of 7.1.1 and modifying Equation 21 to use the appropriate rela-
tions. 
8. Bases for the cocenter of the spin affine Hecke algebra
We establish spanning sets for H
sp
X , and then use the Morita superequivalence to prove
that these sets are linearly independent.
8.1. Spanning sets. Let CX be the set of conjugacy classes labelled by OPn if X =
An−1, by (OP , EP) if X = Bn, and by (OP , EP) if X = Dn with n odd, or (OP , EP)∪
(∅,SOPn) if X = Dn with n even. The following is similar to [WW1, Theorem 6.6].
Lemma 8.1. Let w ∈ WX with ℓ(w) even. Then there exist f−w,ν ∈ C such that
tw ≡
∑
ν∈CX
f−w,νtν .
Proof. The type An−1 case is proved in [WW1]. The type Bn and Dn cases follow from
a similar argument using Proposition 7.2.2. 
As before, filter HspX by degree in C〈b1, . . . , bn〉 and let H−,0X be the associated graded
object, which is isomorphic to the degenerate spin affine Hecke algebra with all param-
eters identically 0. Now we follow the procedure in Section 4.
Lemma 8.2. For X = An−1, Bn, or Dn, we have
H
sp,0
X ⊂ span{twCC[b21, . . . , b2n]}C∈CX .
Proof. Apply Propositions 7.1.2 and 7.2.2 to each element in the (trivial) spanning set
W−XC〈b21, . . . , b2n〉. Thus every element is either congruent to 0 or to twC mod [HspX ,HspX ].

For a conjugacy class C of W−, define JC and wC as before, using the natural action
of W− on {1, 2, . . . , n}. Now, for convenience, denote C〈b2〉 = C〈b21, . . . , b2n〉.
Lemma 8.3. Fix a conjugacy class C of W , and let J = JC. Then we have
twCC〈b2〉 ≡ twCC〈(b2)W
−
J 〉NW−(W−J ).
Proof. The proof of Proposition 4.1.4 extends to this case without modification except
possible the addition of signs: it depends only on the action of WX on S(V ), which is
the same as the action of W−X on C〈b2〉 with parameter 0 up to a possible change in
sign. 
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For each C ∈ CX and W of types An−1, Bn, or Dn, let {f−JC ;i} be a basis of the vector
space C〈(b2)W−J 〉NW−(W−J ). Combining Lemmae 8.0.2 and 8.0.3 gives:
Proposition 8.4. For X = An−1, Bn, or Dn, we have
H
sp,0
X = span{twCf−JC ;i}C∈CX .
Finally, we lift the spanning set to the ungraded object, as before.
Proposition 8.5. For X = An−1, Bn, or Dn, we have that
H
sp
X = span{twCf−JC ;i}C∈CX .
Proof. Equations 22 and 23 lift to the spin case up to a change in sign; but these
equations were already agnostic to sign, so this does not affect the proof. Hence any
spanning set of H
sp,0
X is also a spanning set of H
sp
X . 
8.2. Linear independence. The following is the second main result of the paper.
Theorem 8.6. For X = An−1, Bn, or Dn, the set {twCf−JC ;i}C∈CX forms a linear basis
of H
sp
X .
Proof. It suffices to prove that these sets are linearly independent. We take advantage
of Theorem 5.0.2 and the isomorphism in Proposition 6.4.1. The inverse Φ−1 of the
isomorphism in Proposition 6.4.1 induces an injective map HspX → HcX . We claim that it
restricts to an inclusion
Φ−1 : HspX → H
c
X .
Indeed, by Proposition 8.5, the set {twCf−JC ;i}C∈CX spans H
sp
X . The image of an element
in this set under Φ−1 is
Φ−1(twCf
−) = wCf
where f ∈ S(V 2) is obtained from f− ∈ C〈b2〉 by replacing all bi’s with xi’s. But the
images of the elements wCfJC ;i for C ∈ CX were shown to be linearly independent in
Theorem 5.0.2, so the map Φ−1 is an inclusion. But the set {twCf−JC ;i}C∈CX is then the
preimage under an inclusion of a linearly independent set, and must therefore be linearly
independent.

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