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We present a study of the transmission of electrons through a semiconductor quantum wire with
strong spin-orbit coupling in proximity to an s-wave superconductor, which is Coulomb-blockaded.
Such a system supports Majorana zero modes in the presence of an external magnetic field. With-
out superconductivity, phase lapses are expected to occur in the transmission phase, and we find
that they disappear when a topological superconducting phase is stabilized. We express tunneling
through the nanowire with the help of effective matrix elements, which depend on both the fermion
parity of the wire and the overlap with Bogoliubov-de-Gennes wave functions. Using a modified
scattering matrix formalism, that allows for including electron-electron interactions, we study the
transmission phase in different regimes.
PACS numbers: 73.23.-b, 74.45.+c, 74.78.Na, 71.10.Pm, 73.63.Nm
Introduction. Majorana zero modes (MZMs) are local-
ized zero energy states that can arise in topological super-
conductors [1, 2]. In the last decade, they have attracted
much attention, because they are promising candidates
for the realization of quantum computation [3–5]. Re-
cent progress [6–14] suggests that MZMs can be realized
experimentally, and that they can be detected by electric
conductance measurements.
The motion of electrons through a mesoscopic device is
characterized by a transmission matrix T . In the simplest
case, it reduces to a complex number. From the Landauer
formula the conductance is proportional to the square of
its absolute value. Its quantum mechanical phase deter-
mines how electrons moving along different trajectories
interfere. A typical interference experiment consists of
two arms that electrons can travel through. One con-
taining the device, the other one acting as a reference
arm. When the arms join, the electrons interfere due to
different relative phases. The phase in the reference arm
can be adjusted by means of the Aharonov-Bohm effect,
leading to oscillations of the total conductance depending
on a magnetic flux within the interferometer loop.[15–36]
In this paper, we study the transmission phase when
the device is a quantum dot made of a topological super-
conductor that can host MZMs [3, 37–42]. In particular,
in the Coulomb blockade regime, it has been predicted
that the transmission phase is sensitive to the presence
of MZMs [43–48]. For concreteness, we consider a semi-
conducting nanowire with Rashba-type spin-orbit cou-
pling covered by a metallic superconductor such as Alu-
minum [40–42], see Fig. 1.
We find that the trivial and topological regime can be
distinguished by the presence or absence of phase lapses,
where the phase exhibits an abrupt change of pi. The
presence/absence of phase lapses may be understood as
originating from the spatial symmetry of Bogoliubov-de-
Gennes (BdG) wave function amplitudes and the way
they evolve as we scan through consecutive Coulomb
blockade peaks. In neighboring peaks, the dominant con-
tribution to the transmission amplitude switches between
being electron type and hole type. In the topological
regime, the spatial symmetry of the effective p-wave pair-
ing leads to an opposing inversion symmetry of these am-
plitudes and thus absence of phase lapses. In contrast,
in the non-topological regime, the doubling of the num-
ber of Fermi points invalidates this argument, and hence
may introduce phase lapses. We point out that this de-
pends on the spin polarization and discuss how the trans-
mission phase is influenced by external parameters, with
and without breaking an effective time reversal symmetry
that may occur in these wires. We also explicitly distin-
guish between cases where consecutive Coulomb blockade
peaks are dominated by tunneling through the same level
or through consecutive levels.
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Figure 1. Schematic setup. We consider two wires (azure rect-
angles) connected to leads to the left and right. The shaded
rectangles denote tunneling bridges, and the triangles gates
which control the coupling of the Majorana to the leads. The
upper wire is in proximity to a conventional s-wave supercon-
ductor (SC in the figure). The red circles represent Majorana
zero modes. We couple the reference arm of the interferome-
ter to a reservoir to avoid the phase rigidity effect (coupling
indicated by dashed lines)[26].
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2In the Coulomb blockade regime, the transmission de-
pends on the total number N0 of electrons in the quan-
tum dot, which is comprised of the semiconducting wire
and the superconducting coating. If the dot is capaci-
tively coupled to a gate with voltage VG, then its energy
includes a charging term Hc = EcN
2
0 /2 − eVGN0. At
small bias voltage, an electron may only tunnel if there
is no energy cost for allowing the electron into the dot,
i.e. if the charging terms for N0 and N0 + 1 are roughly
equal. This occurs when the gate voltage eVG takes cer-
tain discrete values EN0 . As a function of gate voltage,
the transmission T (VG) has sharp conductance peaks at
these values. By considering only two resonances, and
by assuming them to be independent of each other, these
resonances can be described by a Breit-Wigner form ob-
tained from the retarded Green function of the wire [49].
Between two resonances, EN0 < eVG < EN0+1, we find,
taking into account the lack of degeneracy of the quan-
tum dot spectrum (for details and limits of applicability
see [50]).
Tσσ(VG) =
∑
N=N0,
N0+1
ρFλσL(N)λ
∗
σR(N)
eVG − EN + ipiρF
∑
σ′(|λσ′L(N)|2 + |λσ′R(N)|2)
+O
(
ρ2Fλ
4
(eVG)
2
)
, (1)
with λ ∼ λσ,L/R. Here, σ denotes the spin of the trans-
mitted electron, and we do not consider spin-flip pro-
cesses as they do not contribute to interference. We will
assume tunneling proceeds through Bogoliubov quasipar-
ticles. The resonances then occur at the effective single-
particle energy EN0 = N0Ec + nmin , with nmin denoting
the lowest Bogoliubov quasiparticle energy. This cap-
tures the behavior of the system near a resonance. If we
assume that the incoming electron tunnels via a single
state in the wire, then the complex quantities λσL(N)
and λσR(N) can be identified with the coupling of this
state to the left and the right lead. Finally, ρF is the
density of states at the Fermi energy in the leads. For a
given gate voltage, we always include the two neighboring
resonances with EN0 < eVG < EN0+1.
When the gate voltage VG is swept across a reso-
nance, the phase of the transmission changes by pi ac-
cording to Eq. (1). However, when increasing the volt-
age further, towards the next resonance, a phase lapse
has often been seen in many interferometer studies over
the years [18, 20, 23, 30, 35, 51–53]. In particular,
this will happen when two subsequent resonances have
coefficients with equal phase, arg(λσL(N)λ
∗
σR(N)) =
arg(λσL(N + 1)λ
∗
σR(N + 1)), as the denominators in
Eq. (1) differ by a relative minus sign. On the other
hand, phase lapses are absent when the sign of the coeffi-
cients changes from one resonance to the other, such that
arg(λσL(N)λ
∗
σR(N))−arg(λσL(N+1)λ∗σR(N+1)) = ±pi
[54].
In the following, we study the evolution of the trans-
mission phase for different regimes of the nanowire sys-
tem. The interference setup is illustrated in Fig. 1. To
avoid the phase rigidity effect in the presence of time-
reversal symmetry [26], we include a reservoir in the
setup.
Model. The electrons in the wire are described by the
BdG Hamiltonian
H =
[
− ~
2
2m
∂2y − µ− iαRσx∂y
]
τz
−Bzσz −Bxσx + ∆τx, (2)
with second quantized form HˆD =
1
2
∫
dyΨ†HΨ, where
Ψ = (ψ↑, ψ↓, ψ
†
↓,−ψ†↑) is a Nambu vector of electron op-
erators. The coefficient αR denotes a Rashba-type spin-
orbit coupling while Bx and Bz are Zeeman energies aris-
ing from a magnetic field in the xz-plane. The proximity
to the s-wave superconductor induces a pairing energy
∆, which we choose to be real. Finally, the chemical po-
tential is denoted by µ, and the Pauli matrices σi and τi
act in spin- and particle-hole space respectively. Particle-
hole symmetry {H, P} = 0 is described by P = σyτyK
where K denotes complex conjugation. Additionally, we
have an anti-unitary reflection symmetry [H, Π˜] = 0 de-
fined on BdG wave functions, Φ, as (Π˜Φ)(y) = KΦ(L−y)
where L is the length of the wire. For Bx = 0, the
Hamiltonian also has an effective time-reversal symme-
try T˜ = σzK with T˜
2 = +1 and [H, T˜ ] = 0, which
puts it into the BDI symmetry class of topological su-
perconductors [55]. For suitable parameters, the wire
hosts MZMs [40–42].
The spatial form of the MZM wave function depends
on the number of particles in the nanowire Nw via the
chemical potential µ. However, the total number of par-
ticles N0 in the dot is larger than Nw, because electrons
may also reside in the superconductor. In general, the
semiconductor wire has a much larger level spacing than
the superconductor, such that, at equilibrium most of
the electron density will be accommodated in the super-
conductor. Hence the tunneling from the leads to the
hybrid superconductor-wire system is through the same
wire level for several subsequent resonances. Thus, tun-
neling amplitudes are mainly determined by wave func-
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Figure 2. Plots of the the transmission phase arg(T↑↑ + T↓↓)/pi (black) and amplitudes |T↑↑|2 + |T↓↓|2 (blue and red), at zero
temperature and at the Fermi level calculated using the S-matrix, for a quantum wire with tunneling through the same level
in consecutive peaks [panels (a) and (c)], and tunneling through consecutive levels in consecutive peaks [panels (b) and (d)].
For the former EM/Ew = 0.05, such that only every 20th electron entering the hybrid system of wire and superconductor,
enters the wire, whilst for the latter EM/Ew = 1. In the presence of a superconducting gap ∆, the wire can either enter a
trivial [(a) and (b)] or a topological [(c) and (d)] phase, depending on the number of particles Nw in the wire. All plots are
calculated by discretizing the BdG Hamiltonian (2) on a 1D lattice with 500 sites with parameters L = 2.5µm, m = 0.02me,
t˜ = ~2/(2ma2) = 80 meV, u0 = αR/a = 0.05t˜, Bz = 0.003t˜, Bx = 0 and Ec = 3∆. Here, a is the lattice spacing, t˜ the hopping
and u0 an effective spin-orbit coupling in the discretized model. The two columns in each panel are results for the normal
regime (∆ = 0) and the superconducting regime where ∆ = 2.5δF . The tunneling matrix elements t on the left and right sides
have been chosen to be equal and satisfy ρF t
2 = 0.2∆. The plots have been made by summing the transmission over the spin
configurations. The transmission phases have been shifted by integer multiples of pi for clarity.
tions in the wire, but the charge of additional Cooper
pairs mostly counts towards the charge in the supercon-
ductor, not the wire. We model this with a charging
term
Hˆc,0 =
1
2
E0Nˆ
2
0 +
1
2
EwNˆ
2
w − eVGNˆ0 − EMNˆ0Nˆw. (3)
Here, the charging energy E0 refers to the whole dot,
Ew to the wire, and EM denotes the coupling between
them. Replacing Nˆw by Nw = 〈Nˆw〉, and minimiz-
ing the Hamiltonian with respect to this expectation
value, we obtain Nw = (EM/Ew)〈N0〉 and the effective
charging Hamiltonian Hˆc mentioned before Eq. (1) with
Ec = E0 − E2M/Ew. In this way, we can also apply our
model when tunneling occurs through subsequent wire
levels. We refer to the regime EM/Ew  1 as tunneling
through the same level in consecutive peaks, and to the
regime Nˆw = Nˆ0 as tunneling through consecutive levels
in consecutive peaks.
In order to calculate the transmission phase numeri-
cally, we discretize the Hamiltonian HˆD (defined below
Eq. (2)) on a lattice with hard-wall boundary conditions.
The BdG equations that emerge from HD can then be
solved for a given chemical potential which is determined
self-consistently for a given total number of particles, and
number of particles in the wire [50]. The BdG wave func-
tions thus obtained are the ones we use to deduce the
tunneling amplitudes. For this, we supplement the dot
Hamiltonian HˆD with a description of the leads in terms
of HˆL =
∑
k,σ
α=L,R
kαc
†
kσαckσα, where α labels the left and
right leads respectively, σ denotes spin, and ckσα (c
†
kσα)
annihilates (creates) an electron in lead α. The tunnel
4coupling between leads and dot is described by
HˆT =
∑
mσ
α=L,R
tαmσc
†
σ(yα)dm + h.c., (4)
where cσ(yα), c
†
σ(yα) are lead operators evaluated in the
vicinity of lead α, dm (d
†
m) annihilates (creates) an elec-
tron in the m’th wire state with energy m, and tαmσ
is the tunneling matrix element between lead α and the
m’th wire state. The tunneling matrix elements are iden-
tical in magnitude, while their phase is set to be the phase
of ϕmσ(y), the eigenstates of the wire part HˆD for ∆ = 0,
close to the ends of the wire.
The wire operators dm can now be expressed in terms
of BdG operators βn and β
†
n. Assuming the gap in the
superconductor is greater than in the wire, an unpaired
electron must enter the wire, occupying the lowest BdG
quasiparticle state for N0 odd. Denoting this state by
nmin we thus write 2β
†
nminβnmin − 1 = (−1)N0 in the
ground state. Higher quasiparticle states are not occu-
pied in the ground state so β†nβn = 0 for n 6= nmin.
Following Ref. [43], we project the Hamiltonian to the
states with N0 and N0 + 1 particles and introduce new
fermionic operators fn. The tunneling part then becomes
[50]
HT =
1
2
∑
α=L,R
nσ
λnσαc
†
σ(yα)fn + h.c., (5)
with effective tunneling matrix elements
λnminσα = λ
u
nminσα + λ
v
nminσα
− (−1)N0 [λunminσα − λvnminσα] , (6)
and λnσα = 2λ
u
nσα for n 6= nmin. Here
λunσα =
∑
m
tαmσ
∫
dy ϕ∗mσ(y)unσ(y), (7)
λvnσα =
∑
m
tαmσ
∫
dy ϕ∗mσ(y)v
∗
nσ(y), (8)
where unσ(y) and vnσ(y) are the BdG wave functions
found by solving the BdG equation corresponding to
HˆD. To obtain the transmission amplitude, we apply
the scattering matrix formalism [56, 57]. The S-matrix
is S() = 1− 2piiW † [1−HD + ipiWW †]−1W where 1
denotes the unit matrix and W the coupling matrix ob-
tained from HˆT. If we assume that for each N0, tunneling
proceeds only via the Bogoliubov quasiparticle with the
lowest energy, we find, at zero temperature and at the
Fermi level, that the transmission is given by Eq. (1) with
tunneling amplitudes λσα(N0) = λnminσα/2 for α = L,R.
Results. Before discussing the results in detail let us
note that the presence of the superconductor may in-
fluence the visibility of the interference. Indeed, when
the superconductor acts as a normal conductor, its level
spacing is small, and we expect a rather large suppres-
sion of the interference and weak localization correction
to the conductance [58]. Our main results for realistic
parameter regimes [59] are shown in Fig. 2. In the nor-
mal phase, the wire shows phase lapses when tunneling
proceeds through the same level, Fig. 2(a). When tun-
neling occurs through consecutive levels, phases lapses
are partially absent. In the trivial regime, superconduc-
tivity does not change the pattern. We now consider the
topologically non-trivial regime. When electrons tunnel
through the same level, we can distinguish the normal
conducting and the superconducting regime by the pres-
ence or absence of phase lapses. For tunneling through
consecutive levels phase lapses are always absent.
Interestingly, the transmission is sensitive to the spin
polarizations of the MZMs at the ends of the wire. Defin-
ing ESO = mα
2
R/(2~2), we find that, in the regime
Bz  ESO, both ends have the same spin polarization,
in the z-direction. For Bz  ESO, the ends have or-
thogonal polarizations along the y-axis, so electrons in
the two arms of the interferometer will have orthogonal
polarizations, leading to a suppression of the interference
signal.
Note that the effective tunneling matrix elements al-
ternate between λunα and λ
v
nα when summing over N0.
Furthermore the BdG wave functions, of a Hamiltonian
invariant to the spatial symmetry operation (x → −x)
with respect to the wire’s mid-point, are either symmet-
ric or anti-symmetric under this operation, such that
only either the even or odd elements in the sums (7)
and (8) are non-zero. We therefore expect the exis-
tence of phase lapses to be connected with the inversion
(anti-)symmetry of BdG wave functions. Moreover the
Hamiltonian (2) is invariant under the inversion symme-
try Π = Π˜T˜ . This implies that un↑(y) and vn↓(y) behave
in the same way under inversion and likewise for un↓(y)
and vn↑(y). On the other hand un↑(y) and un↓(y), and
vn↑(y) and vn↓(y) behave in an opposite way under in-
version. Naively we would then expect no phase lapses,
regardless of whether the wire is in the topological or
trivial regime. In the latter case however, the dominant
particle and hole like processes have opposite spin, such
that products like λun↑Lλ
u∗
n↑R and λ
v
n↓Lλ
v∗
n↓R with the same
sign dominate the transmission, and phase lapses occur.
This is unlike the topological regime where the spins are
mostly polarized.
We now study the transmission phase in the topologi-
cal regime for the case where the BDI time-reversal sym-
metry is broken by a magnetic field, Bx 6= 0[60–62]. We
consider a homogeneous wire longer than the localiza-
tion length of the Majorana wave functions, in the regime
Bx  ESO  Bz. Here we can linearize the Hamiltonian
(2) and find [50]
H˜ = −i~vF∂yszτz + εsz + ∆˜τxsz, (9)
5acting on BdG wave functions Φ = [u1, u2, v2, v1]
T where
u1, v1 and u2, v2 correspond to right- and left-movers.
The Pauli matrices sµ operate on these, while τµ act
on particles and holes. They have opposite veloci-
ties ±vF , but the magnetic field along the wire axis
causes an energy shift ε. The effective pairing ∆˜ is ob-
tained from the relation ε/∆˜ = Bx/∆. Since a hard-
wall boundary reflects left- into right movers, we obtain
u1(0) = −u2(0) and v1(0) = −v2(0). Then, the Majo-
rana solution localized at the left end of the wire is given
by ΦL(y) ∝ (1,−1,−ie−iδ, ie−iδ)T e−(y/~vF )
√
∆˜2−ε2 with
phase δ = arcsin(ε/∆˜). Identifying the tunneling am-
plitude as the component u1(0), and fixing its phase by
requiring particle-hole symmetry, we thus find, at reso-
nance,
arg(T↑↑) = arcsin(Bx/∆) + pi · integer, (10)
which is independent of the total wire length. This equa-
tion implies that upon breaking BDI symmetry, the in-
terference pattern will not be at an extremum at zero
flux. The phase shift will however will be identical
for consecutive peaks. To understand the phase shift
arcsin(Bx/∆), we use an anti-unitary reflection symme-
try of the Hamiltonian (2) and denote the BdG wave
functions by Φ(y) = [u↑, u↓, v↓,−v↑]T . The left Majo-
rana solution satisfies HΦL = 0 and PΦL = ΦL, such
that ΦR(y) = ΦL(L−y)∗ is the Majorana solution at the
right end. For a finite but sufficiently long wire, these
will hybridize slightly to give the lowest energy Bogoli-
ubov quasiparticle Φ ∝ (ΦL ± iΦR), where the relative
prefactor is fixed to ±i because the coupling Hamiltonian
has particle-hole symmetry. Thus, the transmission am-
plitude is fully determined by the left Majorana solution,
T↑↑ ∝ u↑(yL)u∗↑(yR) = ∓iu↑,L(yL)2 and does not depend
on the wire length if the BdG equation does not explicitly
depend on it.
Conclusion. We have studied the transmission of elec-
trons through a hybrid system consisting of a quan-
tum wire and an s-wave superconductor in the Coulomb
blockade regime in a magnetic field and with strong spin-
orbit coupling. In this regime the system supports zero-
energy MZMs. We consider only tunneling through a sin-
gle Bogoliubov quasiparticle. In this case we found that
the existence of phase lapses in the transmission phase
depends on the superconducting gap and on whether the
wire is in the topological or trivial phase. We expect that
it should be possible to measure this effect in interference
experiments.
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1Supplemental Material
DERIVATION OF THE TRANSMISSION FROM THE S-MATRIX
For completeness we here show how to derive Eq. (1) of the main text. We thus assume a two-level system with
Hamiltonian
H =
(
1 0
0 2
)
, (S1)
with eigenenergies 1 and 2. The system described by this Hamiltonian is taken to be coupled to two leads. The
coupling is described by the coupling matrix
W =
(
λ1L λ1R
λ2L λ2R
)
, (S2)
where we use the same notation as in the main text. From this we can form the S-matrix using
S() = 1− 2piiW † [1−H + ipiWW †]−1W. (S3)
The S-matrix describes the relationship between incoming and outgoing states scattering of a system, here described
by H. From it, we can now read of the transmission as the off-diagonal element. In order to arrive at our result
in Eq. (1), we replace the eigenenergies with the single-particle energies discussed in the main text. To gain some
intuition into the appearance of phase lapses we then calculate the transmission in the limit of weak couplings. In
this case, we can neglect off-diagonal terms in the matrix in the square brackets of (S3), making the matrix inversion
straight-forward. In order to estimate the magnitude of corrections, we finally Taylor expand in the off-diagonal terms
and replace the denominator by its value eVG/2 in between resonances. We hence arrive at Eq. (1).
This approximation is accurate at the vicinity of the resonances [S1]. In between resonances the off-diagonal terms
may determine the width of the phase lapse. Taking into account only two resonances, and focusing on the large B
limit where the spins are polarized, we can extract the transmission matrix element of the scattering matrix to be,
1
Det
(λ∗1L, λ
∗
2L)
(
− 2 + i
(|λ2L|2 + |λ2R|2) −i (λ1Lλ∗2L + λ1Rλ∗2R)
−i (λ∗1Lλ2L + λ∗1Rλ2R) − 1 + i
(|λ1L|2 + |λ1R|2)
)(
λ1R
λ2R
)
. (S4)
Here Det is the determinant of the 2× 2 matrix in (S4). Away from a resonance this determinant is not singular, and
a sharp phase lapse may occur only as a consequence of the variation of the numerator with energy. More specifically,
a sharp phase lapse occurs if the numerator (and hence the transmission) passes through zero. The expression (S4)
may be simplified to be
1
Det
(λ∗2L(− 1)λ2R + λ∗1L(− 2)λ1R) (S5)
As is evident from Eq. (S5), a particular phase relation between the different tunneling matrix elements is needed
for the transmission to vanish and go through a sharp pi-lapse of its phase. In particular, a sharp phase lapse occurs
between the two resonances when arg λ∗1Lλ1R = arg λ
∗
2Lλ2R.
ABSENCE OF PHASE LAPSES IN THE PRESENCE MAJORANA END STATES
We here show that phase lapses do not occur if the wire supports Majorana zero modes. To do this we assume
that tunneling proceeds through the (almost) zero energy Bogoliubov quasiparticle state β0, whose electron operator
is c0(y) = u(y)β0 + v
∗(y)β†0 = ξL(y)γ1 + ξR(y)γ2, with associated Majorana operators γ1, γ2 and Majorana wave
functions ξL(y), ξR(y) localized near the left lead yL and right lead yR. Although in principle the superconductor
accommodates only pairs of electrons, N = 2M , the zero energy quasiparticle state can accommodate one extra
electron, thus allowing odd N = 2M + 1 as well. When N = 2M , the quasiparticle state is unoccupied, and it is
2plausible that an additional electron tunnels via the particle-like part of the Bogoliubov-de Gennes wave function,
λσL,R(2M) ∝ uσ(yL,R; 2M). On the other hand, when N = 2M + 1, the quasiparticle is occupied and needs to
be emptied, so that the hole-like part is relevant for tunneling λσL,R(2M + 1) ∝ v∗σ(yL,R; 2M + 1). If we further
assume that the quasiparticle wave function is the same for different particle numbers, uσ(y; 2M) ≈ uσ(y, 2M + 1)
and similarly for v, then the phases of consecutive resonances satisfy
λσL(2M + 1)λ
∗
σR(2M + 1)
λσL(2M)λ∗σR(2M)
≈ uσ(yL)uσ(yR)
∗
v∗σ(yL)vσ(yR)
= −1. (S6)
The last equality follows from the localization property of the Majorana wave functions ξL, ξR, as well as from the
requirement that γ1, γ2 be Hermitian, and that β0, β
†
0 satisfy the canonical anticommutation relations. This establishes
the absence of phase lapses when the wire supports Majorana zero modes.
EFFECT OF SPIN
To estimate the effect of spin we express the zero energy solution as a superposition of three decaying waves (e−κy
with Reκ > 0): one evanescent wave (Imκ = 0), and two oscillating waves (Imκ = ±kF ). The decay of the evanescent
wave is mostly determined by the Zeeman gap Bz/ESO, whereas the decay of the oscillating waves is determined by
the superconducting gap ∆/ESO. In the regime Bz  ESO, the oscillating waves dominate, in contrast to the case
Bz  ESO. This ultimately leads to the net spin polarizations discussed in the main text.
LINEARIZATION OF THE HAMILTONIAN WITH BROKEN TIME-REVERSAL SYMMETRY
We consider the regime Bx  ESO  Bz and linearize the Hamiltonian given in Eq. (2) of the main text, reproduced
here for convenience
H =
[
− ~
2
2m
∂2y − µ− iαRσx∂y
]
τz −Bzσz −Bxσx + ∆τx. (S7)
In the absence of superconductivity, this Hamiltonian has two bands. We first project to the lower band
with dispersion relation E−(k) = ~2k2/2m − µ −
√
B2z + (αRk −Bx)2. If we denote the corresponding eigen-
spinor by φ−(k), we can implement the projection by introducing a fermionic field ψ0(k) and making the ansatz
(ψ↑(k), ψ↓(k)) = φ−(k)ψ0(k). Reintroducing superconductivity, the projected second-quantized Hamiltonian is
Hˆproj. =
∑
k[E−(k)ψ
†
0(k)ψ0(k)+∆−(k)ψ0(−k)ψ0(k)+h.c.] where ∆−(k) is now an effective p-wave pairing. At Bx = 0,
it can be expressed as ∆−(k) = (∆/2)∂E−(k)/∂Bx thanks to the identity ∂E−(k)/∂Bx = −〈φ−(k)|σx|φ−(k)〉. We
now linearize about two fixed momenta ±k0 by expanding the field ψ0 into right- and left-moving fields ψ1, ψ2 with
respect to these momenta. To first order, the Zeeman energy Bx will lead to a shift of the energy of the left-movers
relative to the right-movers. We keep only this contribution and discard any other contribution beyond zeroth order.
We obtain a linearized BdG Hamiltonian
H˜ = −i~vF∂yszτz + εsz + ∆˜τxsz, (S8)
with second quantized form H˜ = 12
∫
dyΨH˜Ψ with Ψ = (ψ1, ψ2, ψ†2, ψ†1)T . Here, the Pauli matrices sµ, act on right-
and left-movers, while τµ act on particles and holes. The Fermi velocity is vF = (1/~)(∂E−/∂k)(k0), the relative
energy shift is ε = Bx(∂E−(kF )/∂Bx), while the new effective order parameter has the form ∆˜ = ∆(∂E−(kF )/∂Bx).
DETAILS OF NUMERICS
In order to solve the BdG equations we discretize the BdG equations on a one-dimensional lattice with 500 sites. To
solve these discretized equations it is necessary to determine the chemical potential corresponding to a given particle
number in the wire. As discussed in the main text, the latter is obtained by minimizing the charging energy and is
given by Nw = (EM/Ew)N0, where Ew is the charging energy in the wire, and EM the coupling. N0 denotes the total
number of particles in the system. We now write the wire number operator in terms of BdG operators and take the
expectation value with respect to the ground state. This yields the number of particles in the wire, in the ground
state
3Nw =
∑
n,σ
∫
dy |vnσ(y)|2, (S9)
where the sum is taken over states with positive energy. If now a quasiparticle is added through the Bogoliubon
with lowest energy, the total particle number is changed by
δN =
∑
σ
∫
dy
[|unminσ(y)|2 − |vnminσ(y)|2] , (S10)
where we recall that nmin labels the BdG quasiparticle with the lowest energy. In Eqs. (S9) and (S10), unσ(y) and
vnσ(y) are BdG wave functions, which depend on the chemical potential through the BdG Hamiltonian. By fixing the
number of particles in the wire, such that the wire is either in the topological or trivial regime, we can thus obtain
the chemical potential self-consistently. The number of particles used for the calculations in the topological regime
are shown in Fig. S1.
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Figure S1. Number of particles in the system, calculated such that the wire is in the topological regime. The number of particles
in the wire and superconductor respectively are found by minimizing Eq. (3) of the main text with respect to Nw. The crosses
show the total number of particles in the system, the circles the number of particles in the superconductor, whilst the dots
show the number of particles in the wire. The calculations for subsequent resonances have been done assuming EM/Ew = 0.05
such that every 20th electron added to the system is added to the wire.
DERIVATION OF THE EFFECTIVE TUNNELING HAMILTONIAN
We here show how to derive the tunneling Hamiltonian given in Eq. (5) of the main text. The starting point is the
tunneling Hamiltonian (4) reproduced here for completeness
HˆT =
∑
mσ
α=L,R
tαmσc
†
σ(yα)dm + h.c.. (S11)
Recall that, α labels the left and right leads respectively, σ denotes spin, cσ(yα), c
†
σ(yα) are lead operators evaluated
in the vicinity of lead α, dm (d
†
m) annihilates (creates) an electron in the m’th wire state with energy m, and tαmσ is
4the tunneling matrix element between lead α and the m’th wire state. The wire operators dm can now be expressed
in terms of the local fermionic operator dσ(y) and the normal-state BdG eigenfunctions ϕmσ(y) as
dm =
∑
σ
∫
dy ϕ∗mσ(y)dσ(y), (S12)
In the presence of the pairing term, we can expand the fermionic operator dσ(y) in terms of BdG quasiparticles such
that
dσ(y) =
∑
n
e−iφ/2
[
unσ(y)βn + v
∗
nσ(y)β
†
n
]
. (S13)
Here, e−iφ/2 lowers the total charge Nˆ0 by one, and unσ(y) and vnσ(y) are the BdG wave functions found by solving
the BdG equation corresponding to HˆD. With this, the tunneling part of the Hamiltonian becomes
HˆT =
∑
α=L,R
nσ
c†σ(yα)e
−iφ/2[λunσαβn + λ
v
nσαβ
†
n] + h.c., (S14)
where the matrix elements
λunσα =
∑
m
tαmσ
∫
dy ϕ∗mσ(y)unσ(y), (S15)
λvnσα =
∑
m
tαmσ
∫
dy ϕ∗mσ(y)v
∗
nσ(y). (S16)
describe the coupling of the particle- and hole-like parts to the leads.
As discussed in the main text, we now assume that the gap in the superconductor is greater than in the wire. Thus
for N0 odd, the unpaired electron goes into the wire and occupies the lowest lying BdG quasiparticle state. We hence
choose the creation and annihilation operators such that 2β†nminβnmin − 1 = (−1)N0 in the ground state. The other
quasiparticle states are not occupied, so β†nβn = 0 is zero in the ground state for n 6= nmin. Following Ref. [S2], we can
project the Hamiltonian to a tunneling problem through a single resonant level. For that, we project the Hamiltonian
to the states with N0 and N0 + 1 particles, and set s± = e±iφ/2. We then introduce auxiliary Majorana operators
such that
βn =
1
2
(
γ
(n)
b1 − iγ(n)b2
)
, (S17)
and map
γ
(nmin)
b1 s− → fnmin , (S18)
γ
(nmin)
b1 s+ → f†nmin , (S19)
γ
(nmin)
b2 s− → −i(−1)N0fnmin , (S20)
γ
(nmin)
b2 s+ → i(−1)N0f†nmin . (S21)
The new operators satisfy fermionic anticommutation relations, and the dependence on N0 ensures that 〈f†nminfnmin〉 =
0 in the ground state. A similar mapping can be performed for n 6= nmin, with the caveat that the occupation of
quasiparticles β†nβn is always zero in this case, such that the dependence on N0 vanishes. The tunneling part thus
becomes
HT =
1
2
∑
α=L,R
nσ
λnσαc
†
σ(yα)fn + h.c., (S22)
with effective tunneling matrix elements
λnminσα = λ
u
nminσα + λ
v
nminσα − (−1)N0
[
λunminσα − λvnminσα
]
, (S23)
5and λnσα = 2λ
u
nσα for n 6= nmin. This is the effective tunneling Hamiltonian quoted in the main text.
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