Abstract-A simplified maximum likelihood classification technique for handling remotely sensed image data is proposed which reduces, significantly, the processing time associated with traditional maximum likelihood classification when applied to imaging spectrometer data, and copes with the training of geographically small classes. Several wavelength subgroups are formed from the complete set of spectral bands in the data, based on properties of the global correlation among the bands. Discriminant values are computed for each subgroup separately and the sum of discriminants is used for pixel labeling. Several subgrouping methods are investigated and the results show that a compromise among classification accuracy, processing time, and available training pixels can be achieved by using appropriate subgroup sizes.
INTRODUCTION
HE great benefit of the very large number of spectral T samples per pixel, available with data recorded by imaging spectrometers (such as AVIRIS), is that the full reflectance spectrum for a particular ground region can be characterized. Consequently, interpretation using spectral features, based either on theoretical models or library searching [l] , [2] , will emerge as important analytical procedures. In the absence of these techniques, however, recourse will still be needed to more conventional methods, such as supervised classification based on maximum likelihood methods, used successfully in the past on data with limited numbers of spectral bands. This paper addresses an efficient means by which maximum likelihood classification can be applied to imaging spectrometer data sets, in such a way that the intrinsic limitations of applying this procedure to data of high dimensionality can be overcome.
Conventional maximum likelihood classification is based on the assumption that the probability distribution for each spectral class is of the form of a multivariate normal model with dimensions which equal the number of spectral bands. This leads to the discriminant function gi(x) = -In Ici( -(x -m i ) '~; ' ( x -mi) [ 
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where x is a pixel brightness vector, mi is the mean brightness vector for class i, and Ci is its covariance matrix of size N x N, which is the total number of spectral bands.
C is the number of classes available for labeling the pixel.
The decision rule generally used is
if gi(x) > gj(x) for a l l j # i
where wi is spectral class i.
The technique is widely employed when the number of channels, N, is small, as for example with Landsat MSS and TM data, and SPOT HRV data. With large N, however, two problems arise: classification time increases significantly owing to its quadratic dependence on N, and small classes may not have enough training pixels available for reliable estimates of the maximum likelihood statistics mi, Ci. For example, it is estimated that a minimum of 1ON pixels per training class is necessary, with desirably as many as lOON, for reliable statistical estimates Overcoming these two disadvantages is a major issue when the data being considered have been produced by devices such as AVIRIS (Airborne Visible and Infrared Imaging Spectrometer) and the proposed HIRIS (High Resolution Imaging Spectrometer); these record data with more than 200 spectral bands. With this aim in mind there have been suggestions in the literature for better classification algorithms. These can be categorized into two groups: band reduction techniques and multistage algorithms.
Because the number of bands is a key factor, one way to solve the problem is to carry out data reduction and reduce the number of bands while preserving as much information as possible. Feature selection is made according to the particular classes of interest, based on their spectral reflectance characteristics and/or class separability [ 5 ] , [6] . On the other hand, the principal components transform [3] or the discrete cosine transform can, in principle, be applied to hyperspectral data sets and only some informative new bands used for classification purposes. However transformation of a 200 band data set is particularly time consuming, so that this approach is generally not viable.
Multistage classification techniques reduce overall processing time by reducing the number of classes to be considered at an early stage in the analysis process. The idea of a three stage maximum likelihood classification [7] is [41.
0916/2892/94$04.00 0 1994 IEEE to estimate the range of the quadratic term in the discriminant function in (1) first, with the help of linear algebraic theorems, and then eliminate some classes in the search process. The precise values of the quadratic term are calculated only at the final stage. Fast likelihood classification [8] uses a fraction of the total available features at each stage; the number of bands used increases as processing stages proceed. If a class has a likelihood value at any stage less than a threshold, the class is considered unlikely for the pixel in question and is removed from further consideration. Ultimately, only a small number of classes need to be considered at the final stage when all available spectral bands are used. These methods however do not obviate the problem of the number of training pixels required for small classes.
In this paper we propose a simplified maximum likelihood classification method, in which the N dimensional normal multivariate class model has been modified. The complete set of spectral bands is broken into several subgroups based on the nature of the global correlation among the bands. Each subgroup is regarded as independent by ignoring the correlation between subgroups (see following). Therefore, class probability models are assumed to be of the form of normal multivariate (sub N dimensional) distributions within each subgroup. The discriminant function then becomes the sum of the logarithmic discriminant values of all subgroups.
Particular cases, with subgroups of constant size one, two, and three, chosen without regard to the properties of the correlation matrix, are also tested. The results of minimum Euclidean distance and traditional maximum likelihood classifications are presented as well for comparison purposes.
Excellent results are obtained with the new method, in terms of both classification accuracy and classification time reduction.
TECHNIQUES
Correlation between Bands
The proposed method was triggered by visualizing the correlation matrix of typical hyperspectral data. It is observed, as expected, that correlations between neighboring spectral bands are generally higher than for bands further apart, and also that high correlations appear in blocks. As a result, when the whole correlation matrix is examined, a roughly block diagonal matrix is formed, although sometimes with off-diagonal blocks of high correlation as well. An example is given in Fig. l(a) which is the matrix of absolute correlations for an AVIRIS image recorded over Jasper Ridge, U.S.A., represented in image form, with 256 grey levels. The tone is proportional to the absolute value of the correlation (white = 1 or -1; black = 0). Only 196 bands are represented since water absorption bands, and those with high noise content, have been removed before processing, as discussed below.
The method pursued here considers the highly correlated blocks separately and thus employs the maximum likelihood method on covariance data of reduced dimensionality.
Selection of BlockdSubgroups
Selection of subgroups is guided, essentially, by finding the boundaries of highly correlated blocks in the correlation matrix; clearly these will be different for different images. The selection can be done either by inspection or by automated searching for well defined (interblock) boundaries in the correlation matrix. As an illustration of the latter, Fig. l(b) shows a set of high correlation blocks determined from Fig. l(a) by, first, thresholding the absolute correlations to above 0.5, and then searching for edges. Such an approach was not necessary in our study because inspection of the correlation matrix was straightforward.
Once boundaries in the correlation matrix have been identified and blocks determined, the average correlation within each block can be computed to guide the process of simplification in which only the more highly correlated blocks (Le., those along the diagonal) are retained. Fig. l(c), for example, shows the average correlations within the diagonal blocks and within off-diagonal segments, chosen to illustrate the low correlations that exist away from the diagonal. The average correlation over all offdiagonal blocks is 0.28, compared with 0.78 over the diagonal blocks. By ignoring the off-diagonal blocks in the classification process and thus the corresponding covariances in (l), correlations less than 0.28, on the average, have been discarded.
Although correlations among near neighboring bands are generally the highest, on occasions there may also be high correlations among groups of bands widely separated in a reflectance spectrum. As an illustration, Fig. 2(a) shows the average correlations of bands 2 to 35 and the other wavelength blocks. It can be seen that bands 101-137 and 148-191 are highly correlated with bands 2 to 35. It is of benefit in block selection if the bands are, therefore, reordered so that regions of high correlation are brought to the diagonal of the correlation matrix. This corresponds to reordering the bands in Fig. 2(a) to that shown in Fig. 2(b) . The corresponding correlation matrix is shown in Fig. 2(c) . The average correlation over the diagonal groups is now 0.85, and that for the off-diagonal groups is 0.27.
It is interesting to note that this reordering also relegates the low correlation, and therefore noise, bands to the bottom and right-hand borders of the correlation, and thus covariance matrix.
Another factor which guides, and in fact limits, the selection of block size is a consideration of the number of training pixels per class available. Reliable statistics for maximum likelihood classification as noted earlier requires at least ten times the number training pixels as bands being used in the biggest subgroup.
Using uniform subgroup sizes of two or three, in which only the covariance between neighbors one or two apart are taken into account, should be satisfactory in some applications. If the subgroup size is reduced to one, only diagonal elements are preserved and every band is regarded independently. Further, forcing all the diagonal elements to one, reduces the problem to that of Euclidean distance classification [ 3 ] . These simplifications are also considered in the following.
Simplified Maximum Likelihood Discriminant Function
Referring to the global correlation matrix among the complete set of N bands as shown in Fig. l(a The dimensions of x, mi, and Ci are reduced to nk (nk < N ) , the size of kth subgroup, so that advantage can be taken of the corresponding quadratic reduction in classification time. Also, the number of training pixels required per class, which is linked with the size of the biggest subgroup, is much smaller than when all bands are used. The modified discriminant function is still in the same form as the traditional maximum likelihood classification. Therefore, current software is readily modified for the new method.
Experiments have been conducted to test the scheme using two AVIRIS image data sets. Comparisons are made between the new method and conventional classification in the following. In all cases it is assumed that the classes considered can be modeled effectively by multivariate normal distributions. The good results obtained suggest that any lack of normality is not significant. Moreover, it should be noted that any of the marginal distributions of a multivariate normal distribution are themselves normal. Thus, if classes are acceptably normal when represented by the full set of spectral bands then they will be similarly normal in any subgroup.
EXPERIMENTS AND RESULTS The data used was recorded by AVIRIS and standard scenes for Jasper Ridge, 1989 and Moffett Field, 1989 were utilized.
Each data set consists of 224 bands. However, there are spectral overlaps resulting from the use of four individual spectrometers in the AVIRIS instrument. These overlap regions were removed (original bands numbered 33, 34,  35, 97, 98, 99, 100, 101, 161, 162, 163, 164) . Bands corresponding to the significant water absorption regimes at 0.94 pm, 1.14 pm, and 1.9 pm were also removed The first experiment compares the performance of the modified method and conventional maximum likelihood classification, when two poorly separable spectral classes are used.
A low separability cluster pair was obtained by the following steps: Using 10 bands (bands 10, 30, 50, 70, 90,  110, 130, 150, 170, 190) , 15 clusters were generated from the Jasper Ridge image with the ISODATA unsupervised algorithm in MultiSpec (a Macintosh version of the LAR-SYS software package). The separability between each pair of clusters was calculated and the pair with the lowest J-M distance (0.95), was used for carrying out the experiment. The two clusters are called cluster A and cluster B, respectively, in the following; lo00 pixels were used for training data and 250 pixels for testing data in each cluster.
Conventional maximum likelihood classification (C.ML) is used as a control experiment, against which the block (i.e. subgroup) method (B.ML) can be compared. Eight blocks are selected, based on the correlations among the original bands, as depicted in Fig. 3(a) . The bands in the fourth, sixth, and the last subgroups should be considered as individual subgroups with size 1 X 1 because they are poorly correlated. However it is simpler to consider them together as a special subgroup in which only diagonal elements are used rather than the full square block; this was done here. Table I shows the classification accuracies obtained with the two methods. As seen B.ML performs as well as the full maximum likelihood approach. Classification time has also been recorded. Using C.ML as a reference, B.ML requires only 20% of the time, i.e., it is five times faster. A second experiment was performed using a full range of cover types in each of the two images. A number of tests were carried out, using different block methods. These were: 1) Variable Subgroup Size (VSize)-For the Jasper Ridge image, five subgroups were selected corresponding to the five diagonal blocks in Fig. 2(c) ; subgroup 1 consists of reordered bands 1 to 34; subgroup 2 bands 35 to 76, etc. The details are depicted in Fig. 3(b) . The same approach has been used for the Moffett Field image which has the correlation matrix shown in Fig. 4(a) . Because only relatively small blocks are allowed by the available limited training fields and since, in this case, reordering bands is not necessary the subgroups were established on the original band numbers [ Fig. 4(b) ]. Subgroups three and five are special groups as explained for Fig. 3(a) . It causes no extra work to deal with them separately and it is not worthwhile moving them together by reordering.
2) Uniform Subgroups of Size Three (3 x 3)-65 and 62 subgroups are formed for the Jasper Ridge and Moffett Field images, respectively.
3) Uniform Subgroups of Size Two (2 x 2)-98 and 93 subgroups are formed for the Jasper Ridge and Moffett Field images, respectively. 4) Diagonal Elements Only (1 X 1)-Subgroups of size one.
) Minimum Euclidean Distance Classification (MD)-
This is equivalent to the case where the diagonal elements in the covariance matrix are forced to be unity, and off-diagonal elements are set to zero.
Seven and nine cover types were selected visually from the Jasper Ridge and Moffett Field images, respectively, by using MultiSpec. The number of training pixels and testing pixels for each class are given in Tables I1 and 111 , respectively. The overall classification accuracies obtained with the different methods are listed in Table IV. Tables V and VI show the complete results as confusion matrices for the testing areas, for the extreme cases of the (block) variable subgroup size method (VSize) and minimum distance classification (MD).
The minimum distance classifier provides the lowest accuracy among the five methods, as expected. Significant improvement is achieved after at least second order statistics are taken into account in the remaining four tests. The low accuracy of 81 % for class "road" in the Jasper Ridge image using variable subgroup classification is the result of an inadequate number of training pixels (108) relative to the number of bands (42) in the biggest subgroup.
Conventional maximum likelihood classification using the full covariance matrix has been carried out for comparison. Although most training areas are not large enough, compared with the 196 or 187 bands, to give meaningful statistics estimation, classification times have been recorded. This allows the classification times required by the simplified methods to be expressed relative to full maximum likelihood classification. For classification of 500 pixels in the Jasper RidgeIMoffett Field image among efficiency, accuracy, and feasibility can be achieved by choosing among the methods trialed. In practice this could be carried out on a representative subset of the data. Once the most effective method has been identified it would then be applied to the full image. into sevenhine classes the relative times required by the other methods are plotted in Fig. 5 . This shows the savings in classification time to be 70-77% using variable subgroup classification and 96-97 % using the other methods. Uniform subgroups of size two or three are recommended in this particular experiment, because substantial saving of processing time has been achieved with only a slight sacrifice of classification accuracy. CONCLUSIONS The block form maximum likelihood classification method has several advantages. Original data are used without transformation and class spectral reflectance characteristics are maintained. Secondly, the modified discriminant function has the same form as the conventional maximum likelihood function, so that only minimal modification of conventional software is required. Also, by exploiting only the essential correlations among bands in imaging spectrometer data, it has been seen that classification accuracy can be achieved comparable to that ob-
