INTRODUCTION {#S1}
============

Imagine you are watching Shakespeare's *Hamlet* in a theater. Afterwards, a friend asks you whether you noticed that the skull was from a sheep. You might reply: "No, I didn't pay attention to the skull". Alternatively, you could state that you didn't consciously perceive this detail. Based on phenomenological experience in our daily lives, we rarely distinguish between being in an *attentive* and being in a *conscious* state of mind. Intuitive meshing of these constructs has also influenced scientific conceptualization. For instance, it has been assumed that attention acts as a mechanistic precursor of conscious experience ([@R45]; [@R57]). Multiple empirical studies support the idea that our ability to detect and become consciously aware of visual changes strongly depends on the involvement of attention ([@R54]; [@R62], [@R63]; [@R68]). Additionally, some neural structures and their mutual connections subserving attention and consciousness appear to closely overlap ([@R61]).

Recently, the relationship between attention and consciousness has sparked new interest. Based upon findings that subjects are able to categorize scenes in the near absence of top-down attention ([@R43]; [@R59]; [@R60]), it was proposed that the constructs are less interwoven than had previously been assumed ([@R38]; [@R72]). However, conceptual problems impede an unequivocal decision as to whether attention and consciousness are independent or meshed. Neither attention nor consciousness are well-defined, unitary constructs. The construct of *attention*, for instance, can be divided into feature-based, object-based, and spatial attention (i.e., by the kind of selection), into bottom-up and top-down attention or into focused and diffuse attention. Koch and Tsuchiya ([@R38]) therefore limited their discussion about the independence of attention and consciousness to (spatial) visual top-down attention. However, it is still a matter of debate whether and to what extent even visual top-down attention is a unitary construct. Thus, it was suggested that "relatively independent attentional mechanisms operate within different cognitive subsystems depending on the demands of the current stimuli and tasks." ([@R77], p. 153). Attention then rather constitutes an umbrella term, or a catch-all-term ([@R10]) that characterizes control processes in perception and cognition operating at multiple stages of the system ([@R32]).

Similarly, the concept of *consciousness* is far from being well defined. There are at least two components of consciousness that are frequently debated ([@R5]): While *phenomenal consciousness* is defined as the content of an experience, *access consciousness* refers to the process whereby information is made available to the brain's "consumer" systems (e.g., planning or evaluation systems; [@R6]). Although the latter is a functional term and therefore in principle amenable to emulation in synthetic systems, it remains a rather elusive construct. For example, it was further subdivided into *awareness-access* and *broadcasting-access* ([@R7]).

In order to avoid the risk of ending in a merely "semantic debate" without much practical gain, precise conceptualizations are needed. As computational models require an exact definition of each of their underlying processes, it might be of use to approach *attention* and *consciousness* from a computational perspective. We will here argue that - from such a computational perspective - attention and consciousness might be understood as open- and closed-loop processes, respectively. Although parts of our framework are already implemented ([@R65]; [@R74]), the term *framework* is thought to do justice to the fact that it still contains gaps to be filled by future research.

A Computational Account of Attention and Consciousness {#S2}
======================================================

From a functional point of view, the purpose of attention is to avoid informational overload of the brain's limited processing capacity ([@R8]) or alternatively, to support parameter specification for action ([@R2]; [@R53]). This is thought to be achieved through filtering of information which logically implies some form of selection. There is evidence from neurophysiology that selection is implemented through a competitive biasing process, in which processing resources are allocated to relevant stimuli ([@R19]). Relevance is either defined by the task (task-driven or top-down attention), or by the saliency of a stimulus (stimulus-driven or bottom-up attention). We showed elsewhere that attentional effects in exogenous cuing and motion onset experiments (e.g., [@R58]; [@R79]) can be explained by simple sensory feedback loops ([@R80]). Accordingly, in our view, the major computational purpose of attention is to determine the top-down bias through which relevant information is selected.

It was suggested that the computational goal of visual consciousness is to provide the best interpretation of the current scene ([@R11], [@R12]). In this sense, the focus is on information that is already present and on its further cycling within the system to accomplish a task at hand. There is gathering consensus that conscious information processing engenders global availability of information and wide-spread, distributed processing in the brain ([@R18]; [@R31]; [@R73]). This idea was first outlined within the framework of global workspace theory ([@R4]) and was recently extended to the neuronal level of analysis ([@R15]).

In summary, the networks involved in attention serve to select relevant information, while the networks subserving conscious processing determine which elements of information should be a part of the "global workspace". In the following, we will build upon these ideas and argue that it might be useful to think of *attention* as a mechanism responsible for providing a selective bias within open cortico-subcortical loops while consciousness might be understood as a process of activating memory and stimulus content within closed cortico-subcortical loops.

General framework {#S2a}
-----------------

In our computational framework, we postulate the existence of two kinds of cortico-subcortical loops. Closed loops connect a specific ensemble of cortical cells via subcortical structures back to itself. Open loops connect a cortical ensemble to a different one (which may or may not be in the same cortical region). In general, both closed and open loops involve the thalamus which is heavily connected with the cortex and is of vital importance for both driving and modulating cortical processing ([@R67]). A basic kind of open or closed loop therefore consists of mutually excitatory connections between cortex and thalamus.

We propose that the *development* of connectivity in such loops involves additional subcortical structures, particularly the basal ganglia (BG), but probably also hippocampus and cerebellum. The BG are part of parallel cortico-BG-thalamo-cortical loops that contribute to different functional domains ([@R1]). These loops interact hierarchically to allow information flow from motivational loops via motor-planning loops to motor-execution loops of the brain ([@R26]). We suggest that BG are particularly important for learning functional connectivity within such loops but might also remain in charge for online control: Based on reinforcement signals, they will learn to integrate inputs from distinct cortical areas (e.g., from cortical areas related to sensory, cognitive, motor, and motivational functions) to induce activity within specific open or closed loops. Once BG have learned such an integration for a particular combination of inputs, they continue to perform it until cortico-thalamo-cortical or cortico-cortical connections may take over control ([@R3]; [@R76]).

### Closed Loops {#S2a1}

Closed loops (see [Figure 1](#F1){ref-type="fig"}) allow information to reverberate within them. We hypothesize that consciousness arises from the activation of relevant limbic, associative, or motor loops which ensure the integration and maintenance of information in a global workspace.

![Closed loops of different complexities, here for visual processing. Cell ensembles are shown as circles. Colors indicate which (of two) representations a cell is coding. Closed loops allow representation-specific activity to reverberate within self-excitatory circles. Section A: Closed cortico-cortical and cortico-thalamo-cortical loops. Section B: Closed cortico-cortical and cortico-basal ganglio-thalamo-cortical loops. BG = basal ganglia. ITC = inferior temporal cortex. PFC = prefrontal cortex. V4 = visual area V4.](acp-08-001-g002){#F1}

Recently, we developed a computational model that learns to maintain information in cortico-BG-thalamo-cortical loops ([@R65]). In this model, the BG are crucial for *activating* closed loops and, most importantly, for *learning* task-relevant associations ([Figure 1](#F1){ref-type="fig"}, Section B). Without learning these associations, habitual behavior becomes a difficult, potentially impossible task. The transition from deliberate behavioral control to habit formation could thus provide important insights into the functional role of consciousness, particularly since habitual behavior appears to correlate both with the withdrawal of BG from processing ([@R49]; [@R56]; [@R76]) and with a decrease of conscious control. We do not propose that consciousness "resides" in the BG, but that they are fundamentally involved in making contents globally *available* by their control over thalamo-cortical loops. This control could be either indirect, through learning (i.e., by progressively interlinking loops), or it could be direct, through online control (i.e., when the BG stay in charge for switching thalamo-cortical loops on and off). Consistent with such a prominent role of BG in consciousness, a recent fMRI study showed decreasing levels of consciousness (induced by propofol) to be accompanied by a decrease in functional connectivity between the putamen and other brain regions, while relatively preserving thalamo-cortical connectivity ([@R48]). The authors conclude that a disruption of subcortical thalamo-regulatory systems (involving the BG) may precipitate a disruption of thalamo-cortical connectivity.

Generally, when stimuli or events are processed, different contents will be processed within different loops. The perception of color and shape of an object, for instance, the feelings when touching it and the memories and associations linked to it, will likely be analyzed within separate loops. To encode the contents of visual consciousness, closed loops involve modality-specific areas, such as visual area V4 and inferior temporal cortex (ITC; analogously, for audition, the superior temporal gyrus would be involved). Although mid-level visual areas project into the BG as well ([@R66]), closed-loop processing (cf. [Figure 1](#F1){ref-type="fig"}) particularly involves prefrontal cortex (PFC). As illustrated by Schroll et al. ([@R65]), prefrontal neurons can provide context information to closed cortico-BG-thalamo-cortical loops. Thus, PFC is an important interface between motivation, sensory representations, and action by providing task-relevant constraints for decision processes.

If consciousness depends upon closed-loop activity, how can unconscious processing be described in our framework? Several studies demonstrated that subliminally presented stimuli are still processed in the visual system, even with regard to semantic meaning ([@R16]; [@R34]; [@R37]). In accord with this, our framework does not require closed-loop recurrent activity anywhere in the system for a spread of activation from lower-order to higher-order brain regions (e.g., via open loops). In this early spread of activation, masked and unmasked stimuli are not yet distinguishable by their neural response ([@R39]; [@R64]; [@R70]). We propose that unconscious processing is likely to derive from cessation of stimulation before stimulus-related activity has passed through relevant closed loops. In this situation, the neural trace decays before the activity begins to cycle. The minimum presentation time for a stimulus to be consciously perceived can therefore be defined as the time needed by a piece of information to travel through the corresponding closed loops once. This could occur in events of 100 ms, as suggested by Wu, Busch, Fabre-Thorpe, and Van Rullen ([@R78]).

### Open Loops {#S2a2}

Open loops (cf. [Figure 2](#F2){ref-type="fig"}) allow selective biasing of information processing in a unidirectional way. Desimone and Duncan ([@R19]) stress the importance of top-down biasing signals for attentional selection in their neurophysiologically motivated framework of attention. However, "biased competition" is a single-neuron theory and hence offers no specification of how this process is implemented in a full network, for example by specifying the sources of such biasing signals. The prefrontal cortex is known for its involvement in executive functions and is a good candidate for such biasing signals because of its anatomical connectivity ([@R50]). Recently, we provided a computational framework to explain how attentional processes can derive from open-loop functioning ([@R74]). In this model, prefrontal, task-related representations (via cortico-BG-thalamo-cortical loops) bias a competitive interaction between different stimulus representations within the inferior temporal cortex (ITC) in a top-down manner. Depending on which PFC representations are active at a given time, different ITC representations will receive selective excitation. The PFC therefore modulates ITC processing by selectively favoring specific representations. The idea of open-loop modulation can easily be generalized to take place between any two cortical ensembles, not only for the visual, but also for the tactile or auditory domain. In computational terms, we thus conceptualize *attention* as a process where a specific ensemble of cells activates another ensemble via an open loop in a task-related manner.

![Open loops of different complexities. Cell ensembles are shown as circles. Colors indicate which (of two) representations an ensemble is coding. Open loops allow activity to spread from one set of representations to a different one. Section A: Open cortico-cortical and cortico-thalamo-cortical loops. Section B: Open cortico-basal ganglio-thalamo-cortical loops. BG = basal ganglia. ITC = inferior temporal cortex. PFC = prefrontal cortex. V4 = visual area V4.](acp-08-001-g002){#F2}

Interactions between open and closed loops {#S2b}
------------------------------------------

In our framework, *consciousness* and *attention* are disjunct in that they rely on different computational processes. However, this does not exclude the possibility that they interact with and depend upon each other. The activation of closed loops is dependent upon present sensory input as forwarded via open loops. Thus, open-loop activation usually *precedes* closed-loop activation in the sense that it boosts a stimulus representation that is supposed to cycle in a closed loop. Similarly, Dehaene and Nacchache ([@R15]) proposed that attention acts as an amplifier to allow selected information to become part of the global workspace. In our model, open-loop biasing can occur independently of closed-loop processing. This is in line with several experiments which demonstrate that attentional sets can modulate *unconscious* semantic and visuo-motor processing pathways ([@R35]; [@R36]; [@R46]) and do not necessarily lead to conscious experiences ([@R33]; [@R51]; [@R69]). Furthermore, interactions can also occur in the opposite direction. We demonstrated elsewhere that closed cortico-BG-thalamo-cortical loops can learn to maintain information, and that this information, in turn, can be used to bias action selection via open loops ([@R65]).

Learning of consciousness and attention {#S2c}
---------------------------------------

From our perspective, attention and consciousness are not fully innate. Rather, they evolve as an organism interacts with its environment. Although novel stimuli may be perceived consciously upon first encounter and may also drive attention in a bottom-up way, we assume these processes to depend heavily upon prior experiences with similar stimuli. We do not argue against the possibility that some basic mechanisms of consciousness and (stimulus-driven) attention may depend upon pre-wiring, but we want to emphasize that early learning has an important and often underestimated impact.

According to our computational framework, reinforcement-driven structural changes in BG guide the development of thalamo-cortical connections as required to receive positive reinforcements ([@R65]). Similarly, Vitay and Hamker ([@R74]) demonstrated that open cortico-BG-thalamo-cortical loops can learn to extensively bias processing within sensory cortex to subserve attentional selection. There is indeed mounting evidence of the involvement of BG in learning cognitive tasks ([@R55]). Even more, there is evidence from monkey experiments that associative learning in the striatum precedes learning in the prefrontal cortex ([@R49]; [@R56]). Thus, we suggest that the development of cortico-BG-thalamo-cortical loops is a necessary prerequisite for conscious and attentional processing.

Discussion {#S3}
==========

We here outlined a preliminary computational framework within which attention and consciousness can be understood as open- and closed-loop processes, respectively. Our proposal is largely in agreement with previous theories of attention and consciousness, but provides a computational and therefore more precise taxonomic framework of attention and consciousness. It particularly emphasizes the role of BG and the importance of learning. In our theoretical framework, attention and consciousness are independent but strongly interacting processes. In the following, we briefly outline how the concepts of open and closed loops relate to the key tenets of previous models of attention and consciousness.

Open loops and theories of goal-directed attention {#S3a}
--------------------------------------------------

It is generally assumed that goal-directed attention requires top-down control for biased competition ([@R19]; [@R50]). While several computational models of attention rely on such principles, we previously proposed a systems-level model of attention that fleshes out the rather abstract concept of biased competition by demonstrating how competitive effects emerge by interacting brain areas ([@R27], [@R28]; [@R29]; [@R80]). In this model, top-down signals influence the neural dynamics of a network consisting of areas V4 and ITC as well as prefrontal areas including the frontal eye field. We further showed that, dependent on a cue, BG can learn to perform delayed match-to-sample and delayed pair-association tasks ([@R74]). In these tasks, an object is presented, followed by the cue. Then, a choice display containing two objects is presented. Dependent on the cue, reward is given if either the same object or a pair-object is chosen. Through dopamine-modulated learning, the prefrontal cortex learns to provide top-down signals to bias processing in a sensory cortico-BG-thalamo-cortical loop. Generalizing from these computational studies, we refer to attention as the delivery of appropriate top-down signals for visual guidance via open loops, regardless of whether they relate to basic or higher-level contents.

Closed loops and theories of consciousness {#S3b}
------------------------------------------

In our framework, *consciousness* is conceptualized as closed-loop processing which is similar to ideas of reentrant processing that is considered crucial in most theoretical accounts of consciousness ([@R13]; [@R17]; [@R20]; [@R22]; [@R23]; [@R25]). Lamme and Roelfsema ([@R42]) suggested to use the feedforward-feedback dichotomy to conceptualize the difference between unconscious and conscious vision. A central tenet of this proposal is that recurrent processing within the visual cortex is thought to be sufficient for (phenomenal) consciousness ([@R41]). Although this idea is generally consistent with our framework, we do not consider all forms of reentrant processing essential for consciousness. For example, our computational model of attention ([@R27], [@R28]) heavily relies on reentrant processing (which serves to boost relevant information), but does not explain consciousness. Similarly, we do not fully agree with the suggestion to regard information integration as the quintessence of consciousness ([@R71]). We showed that information integration can already take place in pre-conscious processing ([@R27], [@R28]) and that (attentional) reentrant processing (e.g., from ITC to V4 and from frontal eye fields to V4) enforces binding and ensures that different brain areas process different aspects of the same content (or physical object in the world). In our view, without the specification of an underlying neuroanatomical and functional architecture, both recurrent processing and information integration remain necessary, but by no means sufficient correlates of consciousness. This position is motivated by the fact that a single neuronal structure or computational process can usually be related to more than one psychological concept or domain: Persistent activity, for instance, is traditionally associated with working memory but may also be linked to decision making ([@R14]). Moreover, individual brain structures can be associated with a broad range of processes (e.g., [@R21]; [@R24]). An example is the discovery of a close overlap between the neural systems underlying attention and working memory ([@R40]; [@R47]). This could be considered as a "specifity problem" in cognitive neuroscience. In this sense, it will be very difficult to identify neuronal correlates that unequivocally refer to consciousness, that is, those that will not be part of related constructs such as working memory or decision making. Therefore, instead of identifying singular neural correlates of consciousness, we specify the computational principles of an extensive anatomical architecture, providing both necessary and sufficient conditions for consciousness.

Dehaene and Naccache ([@R15]), in their neural model of global workspace theory, also offer an extensive neural architecture. In this model, a global workspace is implemented by reentrant processing within specialized modules. In contrast, we emphasize the role of the BG and the aspect of learning. Finally, we not only combine attentional and conscious processing in one framework, but also offer more tangible taxonomies for these phenomena.

Most importantly, our architecture is driven by a top-down engineering approach, that is, we incrementally build an artificial system that simulates the properties associated with consciousness and related constructs. This circumvents some methodological shortcomings associated with experimental procedures such as functional magnetic resonance imaging (fMRI). The problem is that "the statistical analyses and thresholding methods applied to the haemodynamic responses probably underestimate a great deal of actual neural activity related to the stimulus or task" ([@R44], p. 154). In other words, it can never be ruled out that additional structures are involved in the neural correlates of consciousness (NCC). In contrast, our computational model allows to observe how certain dynamics *evolve* and which structures are necessary for a task at hand. Hence, it makes clear predictions that can, in turn, guide a more theory-driven design and analysis of fMRI experiments.

We here primarily addressed the computational correlates of consciousness. This is often referred to as the "easy problem", while the "hard problem" denominates the difficulty of explaining why we have qualitative phenomenal experiences ([@R9]). The latter is sometimes thought to be by its very nature not a tangible subject for scientific investigations ([@R52]). However, we do not imply that our framework excludes phenomenological experiences or qualia (e.g., the feeling of seeing a color such as red). We rather assume that this will require additional closed-loop processing by limbic thalamo-cortical loops in which the BG also participate ([@R30]; [@R75]).

Conclusion {#S4}
==========

One major problem in consciousness research so far has been that *consciousness* and *attention* are not well defined. By suggesting open and closed loops to differentiate these constructs, we here provide more precise computational conceptualizations. We developed a patchwork of computational models ([@R27], [@R28]; [@R65]; [@R74]) which, taken together, not only provide a framework of attention and consciousness in terms of cortico-BG-thalamo-cortical open and closed loops, but also specify how these processes interact. In agreement with existing theories of attention and consciousness, we outline how properties such as biased competition, recurrent activity, and information integration arise as a consequence of network dynamics. Our framework could provide guidance to experimental researchers and allows computational simulations of experiments.

Most importantly, our framework of open and closed loops not only specifies computational mechanisms but also embeds them in a detailed neuroanatomical architecture and thus circumvents the specificity problem in cognitive neuroscience (e.g., [@R14]; [@R21]). Finally, our approach stresses the often overlooked developmental aspect of attention and consciousness as it offers an interpretation of how attentional biasing and conscious processing emerge to optimally adapt an agent to its environment. We admit that our framework is far from being complete, but hope, in the style of Warren McCulloch, that the reader will not bite our fingers, but look where we are pointing.
