We present a new medium access control protocol for a pbotoiric ring network based on a conibination of wavelength-and time-division multiple access. The protocol can achieve a maximum throughput i n excess of 90%. though simulations of this protocol show that it has a practical limit of around 70% throughput. By comparison. the alternative proposed protocol. slotted ALOHA, has a maximum throughput of around 3G% ~ almost half that of our protocol.
is slotted ALOHA which has poor performance. This paper describes the design and perfornmice o i a MAC protocol specifidly designed for MAWSON. This paper is st,rnctured as follows. Sect,ion 11 describes the MAWSON net,work architecture. Sect,ion 111 describes the proposed MAC! probocol. Section IV discusses (,lie need for synclironizat,ion between wavelength channels in the net,rvork. and the liinilat~ioiis illis imposes. Section V describes the performance of the protocol, both the bounds iinposed by the prot,ocols overheads. and the siinulat,ed perfornnnce. Section VI then concludes t,he paper. 11. NETWORK A R~I . I~T E~T U I U A four-node, four-wavelength MAIVSOW ring is illustra,t.ed in Figure l . The network infrast,ruct.urc is a, passive optical nehorl; (PON) consisting of a fibreopt,ic ring ivit,h WDM add-drop multiplexers (ADM) located at each access point. Each .4DM drops a single, fixed wavelength. hut, allows any nuinber of wavelrngtlis t,o be added simnltaneously. In t,he demoiistration network the ADMs are simple passive optical coniponeiil,s which are illust,rated in Fzgur? 2. Tlie [nsaive ADM is ha,sed upon an opt,ical circulator; a fibre grating and a fibre coupler. This stmicture has previously been employed i n a lahorat,ory demonstration of a four-channel spectrum-sliced WDR.1 network [ 3 ] . As shown in Figzilr 3. all input, vavelengt,hs init,iall,y mm C r v~ pori, I <,U p o d 2 UC tlir circ:uia,ior. The f i h e grat,ing reflect,s all light wit.liin a fixed bandwidth around maveleiigt~li X i . so a signal at, t,liat rvaoelengt,h is reflected back t,o port, 2 of t,he circulat,or 0-7103-4984-9/98/$10.00 0 1998 IEEE. and emerges at port 3 . Port 3 is thus the ADM drop port. Signals at any wavelength(s) may be added t o &he ring via the coupler, which would typically have an asymmetric coupling ratio in order to present minimal loss to the "through" channels, at the expense of additional insertion loss for the added channel(s). A node will only receive information which war tmnsmitted on the dropped wavelength. It is assumed that each node is equipped with a WDM laserarray transmitter (seel for example, [4]) ca,pable of tmnsmitting at all wavelengths used in the network. Such a transmitter is not only capable of switching very rapidly between wavelengths, but also of broadcasting common data on a number of wavelengths simultaneously. It is not considered necessary or desirable for a node to he able to send different data on different, wavelengths at the same time.
add-drop multiplexers
Since each node receives on only one wavelength, multiple source nodes wishing to transmit to a single destination node must do so at different times t,o avoid data collisions, i. E . time-division multiple access (TDMA) is required in addition to WDMA. The structure of the TDMA is linked to tlie MAC protocol which is described in Section 111 below.
A. Features and Aduantages of MAWSON
The most important requirement, for any practical LAN technology is that it he lour-cost. WDM technologies in general do not meet this requirement at this time, however in designing MAWSON we have at,tempted t,o select components with good potential for cost reduction over a five-year time-frame. Our design does not depend upon any continuously-tunable transmitters or receivers. Ea,ch node requires only one modulator, and associa,ted high-speed elect,roiiics, independent of the number of wavelengths in the network. Since tlie ADM is part of the network infrastructure, no optical filters are required in the nodes. Thus, given a standardized set of wavelengths and a suitable laser array device, the ha,rdwa,re in all nodes is identical, supporting mass-production and simplified inventory handling. We have elected not to provide a channel-sensing ca,pability at, each node, such as is assumed in [SI, to reduce costs. We have chosen instead to develop access prot.ocols which do not, depend upon such a facility.
M.4WSON has a, number of ot,lier features desirable in LAN applications. It is estremely flexible and robust: unlike switching technologies (e.g. switched Ethernet, ATM) it is not critically dependent upon correct operation of any one element; and unlike current ring-based networks, a single node failure should not disrupt the entire network. Nodes in the MAW-SON network only process informationa,t the rate of a single channel; no electronics operating at the aggregate rate are required. We have designed a configuration protocol (not described in this paper) which allows MAWSON nodes to automatically determine the network topology, including node/wavelength mappings and propagation delays. We plan to extend this protocol to support automatic fault isolation. Thus MAWSON will be capable of self-configuration, and be simple to manage and maintain.
THE REQUEST/ALLOCATION PROTOCOL
Since a transmitter cannot sense the transmission channel, it cannot Q priori avoid transmitting when another node in the ring is transmitting, leading to a receiver collision. The retransmission cost when a collision occurs leads to a reduction in performance which can be seen in systems which allow such collisions such as ALOHA, or slotted ALOHA [Si, with maximum throughputs of 18% and 36%, respectively.
The aim of MAC protocol? is to provide fair and efficient access to the medium (regardless of scale), without introducing excessive loss or delay.
The specific properties of MAWSON prevent the use of protocols such as Carrier Sense Multiple Access with Collision Detection (CSMAICD) as used in Ethernet. The carrier cannot, be sensed to prevent collisions. nor can collisions he detected a . 9 they occur, but must be detected by higher layer protocols. This property is more characteristic of long delay networks (such as satellite networks) where the intrinsic delay makes carrier sensing impractical.
The protocol proposed here is a collision free protocol which uses allocation hy the receiver. Each node which wishes to transmit, to a particular receiver must, yequest bandwidth, and wait for an allocution before it caii t,raiismit. The protocol will thus be referred to as the Request/Allocation Protocol (RAP).
In order t.0 implement RAP, time is divided into uniform slots. The slot structure is shown in Figure 9. The slot is divided into a header and a dat,a. section: the header section starts with a minislot used for clock synchronization, and then contains A -1 request,/allocation (R/A) miiiislots for an N node net,work, while the data section ia divided into A4 Data, MiniSlots (DMSs). There is one R/A minislot preallocated to each node that ma-transmit on the channel -they are preallocated to avoid collisions. R/A miiiislot i # j on wavelength j is used to request, DMSs for use by node i on wavelengt,li j , and to a,llocate DhlSs to node j 011 wavelength i. bit,s are required in the request field. where i . 1 is the smallest, integer not less than 2. Furthermore, t.he it,li allocation hit indicates to a node that, it has been allocated the it11 of the DMSs and so M bits are required to allow separate allocation of all of i,he DMSs. Thus each R/A minislot, requires
hits. This is the overhead of the RAP prot,ocol. l h e reqiirsts must, br processed. a,nd so the allocat,ioii occurs in t,hc slot, folloa-ing (,lie one in which the request was received, and transmission hegins in the slot following allocation. Thus the Request/Allocation/Translnissio~i (R/A/T) procedure is a three stage procedure taking place over t,hree slots.
IV. SYNCHRONIZATION
The protocol requires s~nchronization of the slots 011 all channels to a,void transmission collisions. Synchronization imposes a, significant limitation on the protoc.ol. Either the slot, period is no longer than t,he total propagation t,inie of light on the ring, or substantial guard times must be included around headers and helween DMSs.
The most, natural and efficient solution is when the slot period equals the propagation time, then the slot struct,nre fits int,o the ring io the sense that the entire slot may be not,ionally present, within the ring, and t,he slots may be placed back-to-back. The slots on each channel may be considered to be something like a ribbon rotating around the ring, onto which ea,ch node may transmit, in allocated minislot,s ~ for example see Fzgurc 5. allocated to ~ note that, these cyclically permute so that a rrodr only needs to place requests a n d allocations onto one channel ut a time.
Figure 6 (a.) shows a t,imr-spa.ce diagram of the slotstructure for a t.hrec node iiet,work mit,h the slot, period equal t,o t,he propagat,ion time. i . e . it, shows how t,he slot moves through t,irne a,nd space. Note that t,he diagram is really an unwra,pped c>:linder ~ t,he top edge of t,hr diagram joins to t,he boitom ~ t,he hea,der formiiig a continuous spiral around t,he cylinder. In contrast, if t,he slot period is longer than the propaga,tion time t,Iien the slot cannot, fit in1.o t.he ring.
[Tsing the analogy of Figure 5 t,he rihboii is now longer than the ring 011 which it sits. In some sense only part of t,he ribbon may he 011 t,he ring at. anp one time. We might, try to have a spool of ribbon leaving the ring at sonie point,. for inst,ance at, a node in t.he network. but, t,his is coiibrary t,o t,lie principle of the MAWSON which is iIltrrrded t." Le R p""s;y' nri,\-ork. A node would have to have significant, active equipment to remow all OS I.he (:hannels from the net.work and delay t,liese signals for some period of t,ime. . 4 feasible alternative would be to have a separate notional spool for each channel, located at the node which receives that channel. This requires no additional hardware since each ADM already removes the signal on its own receive channel. However, this complica,tes synchronization of the channels substantially. In part,icula,r, a. wide guard time must b e inserted arouiid tlie header and bet,ween DMSs to flush uiiwa,nt,ed data from tlie ring.
Fzytrre 6 (b) illustrat,es the guard t.ime. The figure shows the 1oca.t.ion (in time and space) of tlie header, but, it should be noted that this represents the header on all three channels, not all of which eaist, oyer tlie extent u€ tlie header in the diagram. For instance, light, traveling to Node 3 along Channel 3 is removed €ram the network by t,lie ADM at Node 3, and therefore the header on Cha.nne1 3 is removed at Node 3. However in order for Node 3 to transmit requests t,o Node 2, t,he header on Channel 2 continues from Node 3 until it, reaches Node 2. Tlie dashed line in the figure illustrates the transmission of a request or allocat,ioii from Node 3 t.o Node 2 along Channel 2.
The wide guard t,ime around the header is required to prevent, receiver collisions. For inst,ance. if Node I began tra,iismittiiig data to Node 2 on Channel 2 at. time t t (Th, 1). then Node 2 would receive the data before receiving its header. Worse vet, if Node 1 continued transmission of data past time 1.0, there would be a, receiver collision bet,weeii t.he data and The DMSs are also separated by a guard time to isolate them from the other DMSs. However, the transmitting node does not change during one of the DMSs, so that the minislot may be as long as desired.
Introducing such wide guard times is inefficient, and so we only consider the case where the slot period is the same as the propagation delay in the ring.
The slot period may be less than one ring propagation time, but this simply wastes capacity because the R/A/T cycle requires three ring propagation times.
Fitting two slots into the ring length leads to extra overhead without reducing the minimum delay characteristics of the system. It is preferable to have multiple DMSs within a single slot, to allow more than one node to transmit during each RIAIT cycle.
Tlie limitation that the slot he the same length as the ring means that a long ring is needed to a,ttain an efficient protocol. For instance a 1 km ring at 100 Mbits/s has a propagation delay corresponding to a -500 bit slota slot barely sufficient to transmit all of the header information, and therefore with very little room to transmit data. There will also be an absolute minimum length for the ring determined hy the length of the header, which is roughly proportional to tlie numher of nodes in the system.
We will discuss, in tlie following section, the minimum practical lengths of the ring for the protocol t.o be efficient. Extra ring length can be easily and chea.ply added in the form of fibre on a spool.
It should also be noted that the limitation described a.bove is reduced for higher speed networks. At 1 Gbit,/s tlie slot period is reduc.ed by an order of magnitude, and the miniinuni ring length is similarly reduced. niakiiig the limitatioii almost negligible.
V. PERFORMANCE
This section describes the performance of the protocol. We assuine here that. the slot period is equal t o the propa.gation delay in the ring. The performance described below a.ssumes 100 Mbit/s transmission, but there is one transmission cliannel per node, and therefore the transmission capacity of the network scales directly with the nuinher of nodes in t.he network, i.e. the nebwork capa,city is 100 Mbik per second per node. full duplex.
The allocation procedure is inherently fair, and so the performance measures we will concentrat,e on are scalability, throughput, dela,y a,nd loss. Tlie scalability and maximum throughput of tlie protocol are described immediately below. Deli~y and 1om mea- In the followiiig we assuinr 'VI = 7 as this is a rrasonable choice for the number of DMSs. . A lorn number sucli as 1 or 2 leads to delays because a node illay have t,o wail, several cycles before it receives a,n alloca.t,ion. whilst, a high number leads t,o a large R,/A overhead. Choosing AI = 2 "~ 1 is logical, because t,he ririrriberofrequesl, hit,s is [log3(M+l)1. Note t,hat in a rral net,work t,hc number of DMSs would ideally vary wit,h t,lie number of nodes in t,he network. but, t,hat. we have kept, t,his fixed here bo illustrate t,he variat,ion in overhead with different numbers of nodes.
Fig1op 7 shows t,he maxirnuiii attainable t,lirougliput for the above net,worl; for 3 . 10 and 30 nodes for different, ring 1engt.hs. As expected the maximum 1,liroughput increases mitli increasing ring length as thc Kj.4 overhead decreases i n proportion t,o the t,ota,l slot length. It, is notewort,hv that, r?-it,h approxiniat,ely lkm of fibre per node t,lie maximum throughput is approximately 90%;. I n contrasl, the maximum throughput, for sloited ALOHA is appro xi mat el^^ 36%. regardless of ring length.
U . Simulated Pcrformarrct
The ring net,work 9 8 s sirriirlat,ed under a variety of scenarios. a,nd ring designs. The sirnulakd traffic was made u p of Poisson packet arrivals with packet sizes drawn from a uiiiforin distribution mitli miuimum pcket, size 160 hits and niaxiinum packet, size 9000 bits. Other simnla,tions confirmed similar resulk wit,Ii ot,lier packct, size distrihut,ioirs (for example one drawn from t,lie sizes of Ethernet packets 011 our owl1 Etl ,,,,,,i ).
The p"'l<eLs' clestillat,;olls w e r e chosen randoinly. The siiiiula.t,ions rised finite buffers of size 256 kbits per node. per. channel.
An issuc of interest, is how many DMSs slioukl be used for a particular number of nodes. Fzyurc 8sIio~vs average waiting times (dhe time between a packel arriviiig at a node, and being transmitt,ed onto the net,work), and loss probabilities as a function of the nuuiber of DMSs used. for 3 node rings of various ring lengths. Note that for a 10 km ring, 2 data, minislots (1 per possible transmitter) is a quite satisfactory solution, both in t,erms of delay a,nd loss. However, for a 10 km ring. as the overhead increases with more DMSs t,he loss and delay increase. Figure 9 shows tlie waiting time distributions for a 2Ukm ring with 3 DMSs under varying loads. The finite buffer imposes an upper limit, on buffering delay which has little effect for loads of 70 Mbps/node or less: but. which has a significant, effect for loads of 75 Mbps/node or greater. 'rhus the maximum yra,ctical throughput, of the network is around 70010 rather than the >XI% bound, but, it, i s normal in networks not 1.0 IF able to achieve the t,heoret,ical upper bound.
Finally we show thaa the protocol is scalable. Fiqure I O shoivs the scaling behavior of thr protocol for a, fixed ring length of 20 kin. For larger numbers of nodes the knee occurs at a lower throughput. indicating a gradual rednctioii in capacit,y which would typically he overcome by a,n increase in ring length.
As stat,ed a,bore the protocol i s inherently fair bccause of the alloca,tioii procedure, and simulatioii coilfirmed this conclusion, though space limitations prevent us from presenting t,he simulation results.
C. Discusszon of Rtsvl1.s Longer rings improve throughput, but, the tradeoff is that, longer rings introduce longer delays, an effect, enhanced because t,lie request a,llocatioii cycle introduces delays in addition to bufferiiig aiid trans-This additional dehy is t,wice t,he a1 t,o t,r.averse the ring (once for t,he . This leads to extra delays of 1.0e-05 seconds per km for a packet arriving at an empty buffer, which is insignificant coinpared with the buffering delays at the nodes. Even this ininiinumdelap could be reduced by making cyclic allocation of any unallocat,ed DMSs so that a new packet arriving a,t a node ma.? lie immediately transmitted in one of these extra iiiinislots. Furt,hermore, using prioritized queues, nodes can ensure ail upper bound on delajv for delay--sensitive t,raffic. Any protocol such as ALOHA, or CSMA/CD that allows collisions, and therefore retransmissions, cannot guarantee such aii upper bound.
VI. CONCLUSION
A MAC prot,ocol for the MAWSON net,xork arcliitect,ure has been presented. The protocol is efficient it, introduces around 10% overhead. In practise the protocol ca,n provide throughputs of up t,o 70%, of the umximum bit rat,e with no subst,aiitial loss, and introduces delays on the order of only a few milliseconds. Furt,hermore, the protocol has a fixed upper bound on delay, and is intrinsically fair.
Note that although 70% throughput of a 100 Mbit/s link does not sound impressive by modern standards, there is one channel per node which represents 70 Mbits/s full duplex per node. The assumptions used in the simulations were conservative the actual MAWSON network will probably have less overhead, and therefore higher throughput.
The protocol has other desirable properties such as: Bit rate transparency: two nodes with higher speed transmission capabilities may transmit at this higher speed during the DMSs with no penalty.
Link layer transparency: any protocol such as the Logical Link Control protocol of IEEE 802.2 may be used to transmit the packets within the DMSs.
Robustness to node failure: a node failure does not effect transniissioii between other pairs of nodes.
There are a nuniber of other features which could be easily incorporated into the above protocol if the specific need arises, for example:
Semi-permanent DMS reserva,tion could provide virtual circuits for high-speed real-time services.
One or more DMSs could operate on an ALOHA hasis, i.e. any node could transmit during that minislot, with the understanding that a collision would result. in the loss of the packet. This might be ideal for tra.ffic which is sensitive to delay but can tolerate some loss, such as uncoinpressed voice traffic. t Acknowledgments of the number of correctly received packets could be built into the R/A minislots, as a fourth phase of the R/A/T cycle.
The features listed above may be included in a later version of MAWSON if t,here is a perceived need.
