Flame surface density based modelling of head-on quenching of turbulent premixed flames  by Sellmann, Johannes et al.
ARTICLE IN PRESS 
JID: PROCI [m; October 24, 2016;17:30 ] 
Available online at www.sciencedirect.com 
Proceedings of the Combustion Institute 000 (2016) 1–9 
www.elsevier.com/locate/proci 
Flame surface density based modelling of head-on 
quenching of turbulent premixed flames 
Johannes Sellmann a , ∗, Jiawei Lai b , Andreas M Kempf a , 
Nilanjan Chakraborty b 
a Universität Duisburg-Essen, Faculty of Engineering, Carl-Benz-Str. 199, D-47057 Duisburg, Germany 
b Newcastle University, School of Mechanical and Systems Engineering, Stephenson Building, Claremont Road, 
Newcastle Upon Tyne, NE1 7RU, UK 
Received 2 December 2015; accepted 27 July 2016 
Available online xxx 
Abstract 
The near-wall behaviour of the generalised flame surface density (FSD) transport in the context of 
Reynolds Averaged Navier–Stokes (RANS) simulations has been analysed for different values of global Lewis 
number using three-dimensional Direct Numerical Simulation (DNS) data of head-on quenching of statis- 
tically planar turbulent premixed flames by an isothermal inert wall. It has been found that the statistical 
behaviour of the FSD based reaction rate closure and the terms of the FSD transport equation are signifi- 
cantly affected by the presence of the wall and by the global Lewis number. The near-wall predictions of the 
standard FSD based mean reaction rate closure and existing sub-models for the unclosed terms of the FSD 
transport equation have been found to be inadequate based on a-priori DNS assessment, and modifications 
to these models have been suggested so that the predictions of modified models for reaction rate closure and 
FSD transport remain satisfactory, both close to the wall and away from it over a wide range of global Lewis 
number. 
© 2016 by The Combustion Institute. Published by Elsevier Inc. 
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has been directed to the analysis of wall-bounded 
reacting flows [1–7] . Poinsot et al. [3] conducted 
two-dimensional DNS simulations of “head-on 
quenching” (HOQ) of turbulent premixed flames, 
and reported a significant modification of the 
vorticity field within the flame front due to the 
presence of a wall. Bruneaux et al. [4,5] con- 
ducted three-dimensional incompressible DNS 
simulations of a “sidewall quenching” (SWQ) 
configuration for a premixed flame in a channel lsevier Inc. 
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 ow configuration. The data obtained from the
imulations by Bruneaux et al. [4] was used to
nalyse a flame surface density (FSD) based re-
ction rate closure [5] . The near-wall behaviour
f a V-flame anchored in a channel flow with
sothermal walls was investigated by Alshalaan
nd Rutland [1,6] and Gruber et al. [7] . Alshalaan
nd Rutland [6] analysed the near-wall statistics of 
SD as well as turbulent scalar transport and wall
eat flux. 
The FSD quantifies the flame surface area per
nit volume of the flame [8] , and is often used
or the mean chemical reaction rate closure in
urbulent premixed flames for both Reynolds Av-
raged Navier–Stokes (RANS) [9–14] and Large
ddy Simulations (LES) [15–22] . The FSD can
ither be modelled using an algebraic expression
9,15,17,21] or by solving a modelled transport
quation [10–14,16,18,19,22] . The current analysis
ill focus on the RANS modelling of FSD based
ean reaction rate closure in the near-wall region
longside the modelling of the unclosed terms in
he transport equation for the generalised FSD (i.e.
gen = | ∇c | [15] , where c is the reaction progress
ariable and the over-bar denotes Reynolds aver-
ging operation). The case considered is HOQ of 
tatistically planar turbulent premixed flames by an
nert isothermal wall for different values of global
ewis number Le (i.e. ratio of thermal diffusivity
o mass diffusivity). It is worth noting that most
ES simulations reduce to RANS in the near-wall
egion so that the present analysis will also be rel-
vant to LES. The effects of turbulent Reynolds
umber Re t and global Lewis number Le on the
tatistical behaviour of gen away from the wall
ave been investigated in a number of recent stud-
es [11–14] , which indicated that the qualitative be-
aviour of the FSD is unaffected by Re t , but that
he relative contributions of the unclosed terms of 
he FSD gen transport equation are affected to
ome extent. By contrast, Le may influence both
he qualitative and quantitative behaviour of the
nclosed terms [11–13] . Furthermore, the conven-
ional FSD based closure for the mean reaction rate
 ˙  ω = ρ0 S L gen with the unburned gas density ρ0 ,
nd the unstrained laminar burning velocity S L )
s likely to undepredict (overpredict) ˙ ω for flames
ith Le < 1 ( Le > 1) respectively [13] . Although
he near-wall behaviour of FSD based closures has
een addressed in the past [5,6] , the effects of turbu-
ence intensity and Le on near-wall FSD modelling
f FSD have not yet been considered. This paper
ddresses this gap by analysing three-dimensional
NS data of HOQ of statistically planar turbulent
remixed flames by an inert isothermal wall. 
. Mathematical background 
The chemical mechanism is simplified in this
tudy by a single-step Arrhenius-type reaction inPlease cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 order to permit extensive parametric analysis. Sev-
eral FSD based analyses [5,6,9–22] have already
been carried out using single step chemistry, and
some of these closures have been demonstrated to
be successful in capturing experimental observa-
tions [20–22] . Furthermore, the usage of simple
chemistry allows for the analysis of Lewis num-
ber effects in isolation, which was followed in sev-
eral previous analyses (see [11,13] and references
therein). Detailed chemistry and transport, on the
other hand, would lead to an accurate descrip-
tion of wall quenching for the specific set of pa-
rameters, but not for general cases. Previous anal-
yses [3,23,24] demonstrated that experimentally
obtained wall heat flux and quenching distance
[25–27] can be accurately predicted using simple
chemistry. 
A reaction progress variable c = ( Y R 0 −Y R )/
( Y R 0 −Y R ∞ ) is defined based on a suitable reactant
mass fraction Y R where the subscripts 0 and ∞
denote the values in the fresh and burned gas, re-
spectively. In RANS, the progress variable trans-
port takes the following form: 
∂ ( ¯ρ ˜ c) /∂ t + ∂ (ρ¯ ˜ u j ˜  c)/∂ x j 
= ˙ ω + ∇ · ( ρD ∇c ) − ∂ (ρu j ′′ c ′′ )/∂ x j (1)
Here u j denotes the j th component of the ve-
locity vector, ρ and D are density and diffusiv-
ity of the progress variable respectively, and ˜ ϕ =
ρϕ / ¯ρ and ϕ ′′ = ϕ − ˜ ϕ are the Favre-mean and -
fluctuation of a general quantity ϕ respectively.
The combined reaction rate and molecular diffu-
sion term can be modelled as: ˙ ω + ∇ · ( ρD ∇c ) =
( ρS d ) s gen where (ϕ) s = ϕ| ∇c | / | ∇c | denotes sur-
face averaging [15] and S d = ( Dc / Dt )/| ∇c | is the lo-
cal displacement speed. For unity Lewis number
flames the model ( ρS d ) s ≈ ρ0 S L is often applied
[13,16,21,22] . The transport equation for gen takes
the following form [10–14,16,18,19,22] : 
∂ gen /∂ t + ∂ 
(
˜ u j gen 
)
/∂ x j 
= −∂ 
{ [ 
( u i ) s − ˜ ui 
] 
gen 
} 
/∂ x i ︸ ︷︷ ︸ 
T 1 −t urbulent t ransport 
+ ((δi j −N i N j )∂ u i /∂ x j )s gen ︸ ︷︷ ︸ 
T 2 −strain rate 
−∂ 
[ 
( S d N i ) s gen 
] 
/∂ x i ︸ ︷︷ ︸ 
T 3 −propagation 
+ ( S d ∂ N i /∂ x i ) s gen ︸ ︷︷ ︸ 
T 4 −curvature 
(2)
Here  N = −∇ c/ | ∇ c | is the local flame nor-
mal vector. The terms T 1 −T 4 are unclosed and
thus need modelling. The near-wall modelling of 
T 1 −T 4 will be addressed in Section 4 of this paper.
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Table 1 
List of initial simulation parameters away from the wall. 
Case u ′ / S L l / δth Da Ka 
A 5 .0 1.67 0.33 8.67 
B 6 .25 1.44 0.23 13.0 
C 7 .5 2.50 0.33 13.0 
D 9 .0 4.31 0.48 13.0 
E 11 .25 3.75 0.33 19.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Instantaneous c and T fields for case E at 
t 1 =2.1 δZ / S L and t 2 =6.3 δZ / S L . 3. Numerical implementation 
The DNS have been carried out using the
well-known code SENGA [17–19] . The domain
size is taken as 70.6 δZ ×35.2 δZ ×35.2 δZ , where
δZ = αT 0 / S L and αT 0 are the Zel’dovich flame thick-
ness and the thermal diffusivity in the unburned
gas, respectively. The domain is discretized by a uni-
form Cartesian grid of 512 ×256 ×256 cells, which
ensures at least 10 grid points across the thermal
flame thickness δth defined with the dimensional
temperature ˆ T , adiabatic flame temperature T ad ,
and the unburned gas temperature T 0 as: δth =
( T ad − T 0 ) /Max | ∇ ˆ T | L . The mean flame propaga-
tion is aligned with the negative x 1 -direction, i.e.
towards the isothermal no-slip inert wall with tem-
perature T w = T 0 . The mass flux in the wall nor-
mal direction is zero, and the boundary opposite to
the wall is partially non-reflecting. Periodic bound-
aries are specified in the transverse directions ( x 2
and x 3 ). High-order finite-difference and explicit
Runge–Kutta schemes are used for spatial differen-
tiation and time-advancement respectively. 
Since flame-wall interaction is highly relevant
to Internal Combustion (IC) engines, and all
conventional hydrocarbon fuels for IC engines
have Le close to unity, three different global Lewis
numbers close to unity (i.e. Le = 0.8, 1.0, 1.2)
have been considered for this analysis. Standard
values were assumed for the Zel’dovich number
β = T ac ( T ad − T 0 ) /T 2 ad = 6 . 0 , the Prandtl number
Pr = 0.7 and the ratio of specific heats γ = 1.4.
The heat release parameter τ is taken to be
τ = ( T ad −T 0 )/ T 0 = 6.0. The velocity field away
from the wall has been initialised by an homoge-
neous isotropic incompressible turbulence field,
superimposed on top of an unstrained planar
laminar flame solution. For each Le , simulations
have been carried out for the turbulence param-
eters in Table 1 , which shows the initial values
of normalized root mean square value of tur-
bulent velocity u ′ / S L , normalized integral length
scale l / δth , Damköhler number Da = lS L / δth u ′ and
Karlovitz number Ka = ( u ′ / S L ) 3/2 ( l / δth ) −1/2 away
from the wall. 
The values of u ′ / S L and l / δth are representa-
tive of the thin reaction zone regime [28] , and of 
ultra-lean mode Gasoline Direct Injection engine
operation [29] . The simulation time varies for dif-
ferent values of Le and u ′ / S , as each of the simu-L 
Please cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 lations was run until the minimum, maximum and 
mean wall heat fluxes assumed identical values af- 
ter quenching. It has been ensured that each simu- 
lation was continued for t ≥ 12 δZ / S L , or 15–30 ini- 
tial eddy turn over times (i.e. 15 −30 l / u ′ ). Ensemble 
averaging of any quantity ϕ in a wall parallel plane 
at x 1 is done for the evaluation of ϕ¯ and ˜ ϕ. 
4. Results & discussion 
Figure 1 presents fields of reaction progress 
variable c and non-dimensional temperature T = 
( ˆ  T − T 0 ) / ( T ad − T 0 ) at two different time instances 
(t = 2.1 δZ / S L and 6.3 δZ / S L ) for case E. 
It shows that c and T fields are considerably dif- 
ferent from each other close to the wall for all val- 
ues of Le . For globally adiabatic flames at Le = 1.0 
and low Mach number, c is identical to T , but not 
in the near-wall region even for Le = 1.0, which is 
consistent with previous findings [3] . Figure 1 also 
shows that T  = c even when the flame is away from 
the wall (e.g. t = 2.1 δZ / S L ) for Le  = 1.0 flames. Fur- 
thermore, the c field shows higher values at the 
wall for flames with smaller values of Le , which 
is indicative of greater extent of flame quench- 
ing for smaller Le at a given instant of time. A 
higher extent of flame wrinkling and faster flame 
propagation at lower Le brings the flame fingers 
closer to the wall where it eventually quenches 
due to heat loss through the wall [24] . It has been 
found that chemical reaction vanishes in a region 
given by x 1 / δZ < Pe min where Pe min is the mini- 
mum Peclet number (where Pe = X / δZ is the wall 
Peclet number with the wall normal distance X of e surface density based modelling of head- 
eedings of the Combustion Institute (2016), 
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Fig. 2. Variations of the normalised mean reac- 
tion rate ˙ ω × δZ / ρ0 S L (solid line), along with 
the predictions of ρ0 S L gen ×δZ / ρ0 S L (solid line 
), Q m ρ0 S L gen ×δZ / ρ0 S L (dashed line), Al- 
shaalan and Rutland [6] model (dotted line), and 
A 1 ( ρ0 S L / Le ) gen ×δZ / ρ0 S L (dashed circle line) at 
different t + = tS L / δz = 2 ( ); 6 ( ). The same 
colour key applies for Figs. 3, 4 and 6 . 
t  
t
ω  
f  
a  
C  
a  
s  
s  
p  
f  
h  
f  
v  
[  
m  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 he T = 0.9 isosurface [3,24] ). This can be substan-
iated from Fig. 2 , which shows the distribution of 
˙  × δZ / ρ0 S L with x 1 / δZ at different time instants
or cases A and E, which here represent the lowest
nd highest turbulence intensity cases respectively.
ases B and D show qualitatively similar behaviour
s cases A and E respectively, and thus are not
hown in Figs. 2 –6 . The intermediate case C is not
hown here for conciseness but presented in sup-
lemental material. The minimum Peclet number
or head-on quenching of laminar premixed flames
as been found to be ( Pe min ) L = 3.09 , 2.83 and 2.75
or Le = 0.8 , 1.0 and 1.2, respectively [24] . These
alues are consistent with previous computational
3] and experimental [25–27] analyses. The mini-
um wall Peclet number Pe for turbulent flamesmin 
Please cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 remains comparable to the corresponding laminar
flame value ( Pe min ) L for Le = 1.0 and 1.2 cases, but
for Le = 0.8 cases, Pe min assumes a smaller mag-
nitude than the corresponding ( Pe min ) L . Lai and
Chakraborty [24] parameterised Pe min in turbulent
flames as = 0.5( Pe min ) L ( erf(8 Le −6) + 1), which is
utilised subsequently in this paper. Interested read-
ers are referred to Lai and Chakraborty [24] for a
detailed discussion of the effects of Le on wall heat
flux and Pe in HOQ, which will not be repeated here
for the sake of brevity. 
4.1. Closure for the mean reaction rate ˙ ω 
Figure 2 shows that before the onset of HOQ,
ρ0 S L gen predicts ˙ ω satisfactorily for Le = 1.0
but underpredicts (overpredicts) ˙ ω for Le = 0.8
( Le = 1.2). This is consistent with previous find-
ings [13] , which suggested that ( ρS d ) s is not ap-
proximated well by ρ0 S L in non-unity Lewis num-
ber flames. Moreover, ρ0 S L gen overpredicts ˙ ω
when the flame approaches the wall for all Le
cases because high magnitudes of ∇c occur in
the near-wall region, whereas the temperature
is not sufficient to support chemical reaction.
As a result, ρ0 S L gen = ρ0 S L | ∇c | overpredicts ˙ ω
in the near-wall region during flame quenching,
which is consistent with previous findings [5,6] .
Alshaalan and Rutland [6] proposed the near-
wall modification: gen = | ∇c | (1 + c y ˜ A w ) × exp[ −
β(τ ˜ A / ((1 + τ ˜ T )(1 + τ ˜ c))) c x ] where c x = 0.25 and
c y = 48 are the model parameters, ˜ A = ( ˜  c− ˜ T ) is
a non-adiabaticity parameter and ˜ ϕw is the Favre-
average of a general quantity ϕ at the wall. This
modification leads to a significant underprediction
of ˙ ω when the flame is away from the wall (see
Fig. 2 ), whereas ˙ ω is overpredicted close to the wall.
Bruneaux et al. [5] proposed a modification to
the conventional ˙ ω closure by a multiplier Q m =
exp [ −2 β( ˜  c− ˜ T ) ] in the model expression ( ˙  ω =
Q m ρ0 S L gen ) where Q m is unity when the flame is
away from the wall but decreases in the near-wall
region. However, the prediction of Q m ρ0 S L gen dif-
fers significantly from ˙ ω when the flame begins to
interact with the wall especially for non-unity Lewis
number flames. Chakraborty and Cant demon-
strated [13] that away from the wall, ( ρS d ) s can be
approximated by ρ0 S L / Le . Using this, a revised clo-
sure has been proposed as ˙ ω = A 1 ( ρ0 S L /Le ) gen ,
where A 1 = 0.5[ erf( x 1 / δZ −0.7 ) + 1] is a wall cor-
rection that damps the magnitude of ( ρ0 S L / Le ) gen
in the near-wall region x 1 / δZ 	 Pe min but asymp-
totically approaches unity for x 1 / δZ 
 Pe min .
Figure 2 shows that A 1 ( ρ0 S L / Le ) gen predicts ˙ ω sat-
isfactorily both away from the wall and close to it.
The expression A 1 ( ρ0 S L / Le ) gen can therefore be
used to predict ˙ ω if gen is modelled accurately, the
closure of the transport equation terms for gen will
be discussed next. e surface density based modelling of head- 
eedings of the Combustion Institute (2016), 
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Fig. 3. Variations of the normalised turbulent flux 
[ ( u i ) s − ˜ ui ] gen × δZ / S L (solid line) and the prediction of 
Eq. (3 ) (dashed line), and Eq. (4 ) with near-wall modifi- 
cation (dashed circle line) at different t + = tS L / δZ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 4.2. Modelling of the turbulent transport term T 1 
The behaviour of T 1 depends on the turbu-
lent flux [ ( u i ) s − ˜ ui ] gen and needs to be mod-
elled. The variation of [ ( u i ) s − ˜ ui ] gen with x 1 / δZ
is shown in Fig. 3 for cases A and E at dif-
ferent times for Le = {0.8, 1.0, 1.2}. An in-
creased u ′ / S L leads to an increase in magnitude of 
[ ( u i ) s − ˜ ui ] gen , whereas the magnitude of the FSD
flux increases with decreasing Le . Figure 3 indicates
that [ ( u i ) s − ˜ ui ] gen is significantly affected by the
wall and that [ ( u i ) s − ˜ ui ] gen only exhibits positive
values close to the wall before vanishing altogether
following flame quenching. Bruneaux et al. [5] pro-
posed the following gradient hypothesis model: [ 
( u i ) s − ˜ ui 
] 
gen = −( νt / σ )(∂ gen /∂ x i ) (3)
Here νt = min (0 . 09 ˜ k 2 / ˜   , 0 . 20( x ( 1 − e −x + / 26 ) ) 
˜ k 1 / 2 ) and σ are the eddy viscosity and tur-
bulent Schmidt number respectively, withPlease cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 τw , x + = ρx ( τw / ¯ρ ) 1 / 2 /μ, ˜ k = ρu ′′ i u ′′ i / 2 ¯ρ and 
˜  = μ(∂ u ′′ i /∂ x j )( ∂ u ′′ i /∂ x j ) / ¯ρ being the wall shear 
stress, the non-dimensional wall distance, turbulent 
kinetic energy and its dissipation rate respectively. 
For σ = 1.0, Eq. (3 ) does not predict the 
qualitative behaviour of [ ( u i ) s − ˜ ui ] gen both far 
from the wall and close to it for the cases con- 
sidered here, and predicts an opposite sign to 
that of [ ( u i ) s − ˜ ui ] gen obtained from DNS data 
(see Fig. (3 )). This discrepancy originates from 
the predominantly counter-gradient behaviour 
of [ ( u i ) s − ˜ ui ] gen in the cases considered here. 
Chakraborty and Cant [13] proposed a model 
that also accounts for both gradient and counter 
gradient transport: [ 
( u i ) s − ˜ ui 
] 
gen 
= ( A 2 − A 3 ˜  c) ρu ′′ i c ′′ gen / { ρc ′′ 2 + ρ¯ ˜ c( 1 − ˜ c) } (4) 
Equation 4 with the model parameters A 2 = 1.0 
and A 3 = 2.0 shows a satisfactory behaviour away 
from the wall but it underpredicts the magni- 
tude of [ ( u i ) s − ˜ ui ] gen close to the wall (see 
supplemental material). To improve the predic- 
tions of Eq. (4 ), the following expressions are 
suggested: A 2 = 1.06 −0.06 erf( x 1 / δZ −2.0 ) and 
A 3 = 0.93 + 1.07 erf( x 1 / δZ −2.0 ) so that A 2 and 
A 3 approach 1.0 and 2.0, respectively, away from 
the wall ( x 1 / δZ > 2.0 ), whereas they increase and 
decrease respectively close to the wall ( x 1 / δZ < 
2 ). Figure 3 shows that Eq. (4 ) with near-wall 
modification satisfactorily predicts the behaviour 
of [ ( u i ) s − ˜ ui ] gen both far from the wall and close 
to it. 
4.3. Modelling of the tangential strain rate term T 2 
The variation of T 2 with x 1 / δZ is shown in 
Fig. 4 for the cases A and E at different times for 
Le = {0.8, 1.0, 1.2}. The term T 2 assumes positive 
values but its magnitude decreases with time when 
the flame starts to interact with the wall and even- 
tually vanishes. Bruneaux et al. [5] used the model 
T 2 = αm ( ˜  / ˜ k )(u ′ / S L , l / δZ ) gen where αm ≈ 2.0 is a 
model parameter and ( u ′ / S L , l / δZ ), is an efficiency 
function [30] . The predictions of the Bruneaux et 
al. [5] ( T 2 = αm ( ˜  / ˜ k )(u ′ / S L , l/ δZ ) gen ) are shown 
in Fig. 4: this model does not capture the qual- 
itative behaviour of T 2 for the cases considered 
here and overpredicts the magnitude of T 2 . This 
warrants for a new modelling methodology for T 2 . 
The term T 2 can be decomposed [12–14] into T D , 
the contribution due to dilatation ∂ u i / ∂ x i , and 
T N , the contribution of the normal strain rate 
N i N j ∂u i / ∂x j : 
T 2 = ( ∂ u i /∂ x i ) s gen ︸ ︷︷ ︸ 
T D 
− (N i N j ∂ u i /∂ x j )s ︸ ︷︷ ︸ 
T N 
gen (5) e surface density based modelling of head- 
eedings of the Combustion Institute (2016), 
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Fig. 4. Variations of the strain rate term T 2 × δ2 Z / S L 
(solid line) along with the predictions of the Bruneaux 
et al. [5] model (dashed line) and the combined outcome 
of the models of T D 1 , T N 1 , T D 2 and T N 2 with wall mod- 
ifications (dashed circle line) at different t + = tS L / δZ . 
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Fig. 5. Variations of ( T D 1 ( ), T D 2 ( ), –
T N 1 ( ), –T N 2 ( )) ×δ2 Z / S L obtained from 
DNS (solid line) and the model predictions accord- 
ing to c¯ = ( 1 + τg a L e −b ) ˜ c/ (1 + τg a L e −b ˜ c) , ( N i N j ) s = 
( N i ) s ( N j ) s + ( δi j / 3)[ 1 − ( N k ) s ( N k ) s ] , Eqs. (6 ) and ( 8 ) re- 
spectively, with (dashed circle line) and without (dashed 
line) wall modifications at different t + = tS L / δZ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The dilatation rate term T D can be decomposed
nto the resolved T D 1 and unresolved T D 2 parts:
 D = T D 1 + T D 2 . The resolved part is defined [12] as:
 D 1 = (∂ ˜ u i /∂ x i ) | ∇ ¯c | , which needs evaluation of 
¯ from ˜ c. Here c¯ = ( 1 + τg a L e −b ) ˜  c/ (1 + τg a L e −b ˜ c)
s considered following previous analyses [12,13] ,
here a = 1.5 and b = 0.26 are the parameters, g =˜ 
 
′′ 2/ [ ˜  c( 1 − ˜ c) ] is the segregation factor, and Le −b
ccounts for the strengthening of heat release ef-
ects with decreasing Le . Figure 5 shows that the
pproximation c¯ = ( 1 + τg a L e −b ) ˜  c/ (1 + τg a L e −b ˜ c)
nables a satisfactory prediction of T D 1 both away
rom the wall and close to it. 
For the unresolved dilatation term T D 2 =
( ∂ u i /∂ x i ) | ∇c | − (∂ ˜  ui /∂ x i ) | ∇ ¯c | Katragadda et al.
12] suggested the following model: 
 D 2 = (τS L / δth L e 1 . 845 ) 
[
A 4 · ( 1 − ˜ c) ζ
(
gen − | ∇ ¯c | 
)]
(6)Please cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 The parameters are A 4 = 1.8/(1 + Ka L ) 0.35 and
ζ = 1.5 −1.8 Le , with K a L = ( ˜  δth ) / ( S 1 . 5 L ) being the
local Karlovitz number . The Karlovitz number de-
pendence of A 4 ensures weakening of dilatation ef-
fects for high values of Ka L [12,13] . Figure 5 shows
that Eq. (6 ) provides a satisfactory prediction of 
T D 2 but the near-wall behaviour has been found
to be inadequate. Here A 4 and ζ have been mod-
ified to account for the near-wall behaviour as:
A 4 = 0 . 9 exp [ 1 . 2( ˜  cw − ˜ T w ) ] [ erf ( Le. x 1 / δZ ) + 1 ] /
( 1 + K a L ) 0 . 35 and ζ = 1 . 5 exp [ 0 . 2( ˜  cw − ˜ T w ) ] −
1 . 8 Le . Note that ( ˜  cw − ˜ T w ) not only accounts
for non-adiabaticity induced by the wall but also
acts as a quenching sensor (i.e. ( ˜  cw − ˜ T w ) remains
zero when the flame is away from the wall but
it rises once the flame quenching is initiated).
Thus, the involvement of ( ˜  cw − ˜ T w ) in A 4 and ζ
modifies the prediction of Eq. (6 ) in the near-wall
region only when the flame starts to quench. Thee surface density based modelling of head- 
eedings of the Combustion Institute (2016), 
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 modified parameters A 4 and ζ approach the earlier
expressions [12] away from the wall. Equation (6 )
with the modified A 4 and ζ provides a satisfactory
prediction of T D 2 both away from the wall and
near to it (see Fig. 5 ). 
The normal strain rate term T N can also be split
into resolved ( T N 1 ) and unresolved ( T N 2 ) parts: 
−T N = −
(
N i N j 
)
s 
(∂ ˜  ui /∂ x j ) gen ︸ ︷︷ ︸ 
T N1 
− (N i N j ∂ u ′′ i /∂ x j )s gen ︸ ︷︷ ︸ 
T N2 
(7)
The resolved component T N 1 can be closed if 
( N i N j ) s is suitably modelled. Figure 5 shows that
( −T N 1 ) can be predicted satisfactorily both away
from the wall and close to it without any mod-
ification with the model: ( N i N j ) s = ( N i ) s ( N j ) s +
( δi j / 3)[ 1 − ( N k ) s ( N k ) s ] [10] . Katragadda et al.
[12] suggested the following model for ( −T N 2 ): 
−T N2 = 
(
˜ / ˜ k 
)
[ C 1 − τ C 2 f ( Le ) D a L ] gen (8)
Here C 1 and C 2 are model parameters, D a L =
˜ k S L / ( ˜  δth ) is the local Damköhler number, and
f( Le ) = exp( Le −0.945 −1) is a function, accounting
for increased flame normal acceleration with de-
creasing Le [12] . The term C 1 ( ˜  / ˜ k ) gen is respon-
sible for FSD generation due to alignment of ∇c
with the most compressive principal strain rate un-
der the action of turbulent straining ( ∼ ˜ / ˜ k ) [12] .
By contrast, −( ˜  / ˜ k ) τ C 2 D a L gen accounts for
FSD destruction due to the alignment of ∇c with
the most extensive principal strain rate induced by
flame normal acceleration ( ∼ τ f ( Le ) S L / δth ) [12] .
Based on the present analysis, C 1 = erf(0.1 x 1 / δZ )
and C 2 = A 5 ( 1 − ( N k ) s ( N k ) s ) / ( 1 + K a L ) 0 . 35 have
been proposed guided by the analysis of Katra-
gadda et al . [12] where A 5 is given by: 
A 5 = 0 . 471 erf ( 0 . 5 · x 1 / δZ ) exp 
(
2 . 0 
(
˜ cw − ˜ T w 
))
×
[
0 . 3 
erf ( R e L + 0 . 01 ) 0 . 5 exp ( − ˜ cw ) 
]A 6 
(9)
In this expression A 6 = 0.5(erf( −x 1 / δZ + 3 ) + 1
and R e L = ( ρ0 ˜  k 2 / μ0 ˜  ) is the local turbulent
Reynolds number, where μ0 is the unburned
gas viscosity. The error function erf(0.5 • x 1 / δZ )
in Eq. (9 ) allows for the gradual increase of 
( −T N 2 ) from the wall. The combined effects
from error function and exponential function in
erf ( 0 . 5 · x 1 / δZ ) exp ( 2 . 0( ˜  cw − ˜ T w ) ) are needed to
capture the correct magnitude in the near-wall
region ( x 1 / δZ < ) at all times. The expression
[0 . 3 / erf ( R e L + 0 . 01 ) 0 . 5 exp ( − ˜ cw ) ] A 6 is responsible
for the correct prediction of ( −T N 2 ) away from
the wall. The involvement of ( ˜  cw − ˜ T w ) and ˜ cw
ensures that the near-wall modification takes effectPlease cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 only when the flame quenching takes effect. The 
Karlovitz number dependence of C 2 ensures the 
weakening of flame normal acceleration effects for 
high values of Ka L [12] . 
Figure 4 shows the predictions of T 2 
when T D 1 , T N 1 , T D 2 and T N 2 are mod- 
elled with c¯ = ( 1 + τg a L e −b ) ˜  c/ (1 + τg a L e −b ˜ c) , 
( N i N j ) s = ( N i ) s ( N j ) s + ( δi j / 3)[ 1 − ( N k ) s ( N k ) s ] , 
Eqs. (6 ) and ( 8 ) respectively. This model captures 
qualitative and quantitative behaviour of T 2 both 
away from the wall and near to it, except in case 
E for Le = 0.8 where a slight overprediction is 
observed. However, this model is more successful 
in capturing both qualitative and quantitative be- 
haviours of T 2 than the Bruneaux et al. [5] model 
both away from and close to the wall. 
4.4. Modelling of propagation and curvature terms 
( T 3 + T 4 ) 
Several previous analyses [11–13] modelled the 
propagation and curvature terms together. The 
variation of ( T 3 + T 4 ) with x 1 / δZ is presented in 
Fig. 6 for cases A and E at different times for 
Le = {0.8, 1.0, 1.2}. The combined term ( T 3 + T 4 ) 
shows positive (negative) values towards the un- 
burned (burned) gas side of the flame brush. 
Bruneaux et al. [5] proposed separate models for T 3 
and T 4 ( T 3 = −∂{ S L M i gen (1 − (1 −Q m )/ γ ω )}/ ∂x i 
and T 4 = −S L 2 gen / ¯c ( 1 − c¯ ) with γ ω = 0.3, Q m = 
exp [ −2 β( ˜  c− ˜ T ) ] and the resolved flame normal 
vector  M = −∇ ˜  c/ | ∇ ˜  c| ). Figure 6 shows that the 
Bruneaux et al. [5] model does not capture the qual- 
itative behaviour of ( T 3 + T 4 ) obtained from DNS 
data. 
Chakraborty and Cant [13] proposed the follow- 
ing model for ( T 3 + T 4 ) with the model parameters 
β0 = 8.0 and c cp = 0.35: 
( T 3 + T 4 ) = − ∂ 
∂ x i 
[
ρ0 S L 
ρ¯
( N i ) s gen 
]
+ ρ0 S L 
ρ¯
∂ ( N i ) s 
∂ x i 
gen 
−β0 
[ 
1 − ( N k ) s ( N k ) s 
] 
(
c¯ − c cp 
)
S L 2 gen 
c¯ ( 1 − c¯ ) (10) 
Equation 10 provides a satisfactory prediction 
away from the wall but overpredicts the magni- 
tude of ( T 3 + T 4 ) close to the wall (see supplemen- 
tal material). This deficiency is avoided when S L in 
Eq. (10 ) is replaced by a modified flame speed S ′ L = 
S L exp [ −8 . 0( ˜  c− ˜ T ) ] and Fig. 6 shows that Eq. (10 ) 
with S ′ L satisfactorily predicts ( T 3 + T 4 ) both away 
from the wall and close to it. The involvement of 
( ˜  c− ˜ T ) in the modified flame speed S ′ L accounts 
for the reduction in flame propagation rate during 
flame quenching. e surface density based modelling of head- 
eedings of the Combustion Institute (2016), 
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Fig. 6. Variations of the normalised curvature and prop- 
agation term ( T 3 + T 4 ) × δ2 Z / S L obtained from DNS data 
(solid line) and the predictions of the Bruneaux et al. 
[5] model (dashed line) and Eq. (10 ) with near-wall mod- 
ification (dashed circle line) at different t + = tS L / δZ . 
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 . Conclusions 
The FSD based reaction rate closure for HOQ
f statistically planar turbulent premixed flames
as been analysed for three-dimensional DNS data
or different values of Le . The existing models,
hich were proposed for the mean reaction rate
nd the unclosed terms of the FSD transport equa-
ion away from walls, have been found to yield in-
ccurate predictions in the near-wall region during
ame quenching. These models have been modified
or the accurate prediction in the near-wall region,
ased on a-priori analysis using explicitly Reynolds
veraged DNS data. Here, following previous anal-
ses [5,6] , the near-wall modifications have been
roposed in terms of the minimum Peclet num-
er (i.e. normalised quenching distance) and the
uantities ( ˜  c− ˜ T ) and ( ˜  cw − ˜ T w ) , which account
or non-adiabaticity and flame quenching, respec-
ively. It has been demonstrated earlier [3,23] that
 different wall temperature (which amounts to aPlease cite this article as: J. Sellmann et al., Flam
on quenching of turbulent premixed flames, Proc
http://dx.doi.org/10.1016/j.proci.2016.07.114 modification of τ ) does not significantly affect the
minimum wall Peclet number (which has been con-
firmed by limited number of simulations but not
shown here), and thus a modification of wall tem-
perature is not expected to have a major influ-
ence of the performance of near-wall modifications
proposed here. In this a-priori analysis, the newly
proposed models perform better than the existing
models [5] , but they need to be validated further for
higher turbulent Reynolds number Re t and more
detailed chemistry. Further validation of the mod-
els in actual RANS simulations for the purpose of 
a-posteriori assessment is necessary. 
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