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We discuss properties and applications of factorial cumulants of various particle numbers and for
their mixed channels measured by the event-by-event analysis in relativistic heavy-ion collisions.
After defining the factorial cumulants for systems with multi-particle species, their properties are
elucidated. The uses of the factorial cumulants in the study of critical fluctuations are discussed. We
point out that factorial cumulants play useful roles in understanding fluctuation observables when
they have underlying physics approximately described by the binomial distribution. As examples,
we suggest novel utilization methods of the factorial cumulants in the study of the momentum cut
and rapidity window dependences of fluctuation observables.
PACS numbers: 12.38.Mh, 25.75.Nq, 24.60.Ky
I. INTRODUCTION
Event-by-event fluctuations are important observables
in relativistic heavy-ion collisions [1]. It is believed that
these observables are sensitive to early thermodynam-
ics of the hot medium created in heavy-ion collisions,
and thus are suitable for the search for the QCD critical
point and the deconfinement phase transition [1–6]. In
particular, the study of the non-Gaussianity of fluctua-
tions is one of the central topics in this realm [7–10]. Ac-
tive studies have been carried out theoretically [11–23],
and experimentally by STAR and ALICE collaborations
[24–29], as well as in the lattice QCD numerical simu-
lations [30]. The fluctuation observables will also play
crucial roles in the future heavy-ion experiments aiming
at the study of extremely dense medium [31–33].
In the study of event-by-event fluctuations, especially
on their non-Gaussianity, the set of quantities called cu-
mulants is usually employed for their characterization.
Cumulants have various useful features in describing fluc-
tuations [1]. For example, cumulants of thermal fluctu-
ations are extensive variables, and their ratios do not
depend on the volume of the system [7]. Moreover, the
cumulants of conserved charges are directly connected to
grand potential in grand canonical ensemble. This prop-
erty makes their definition clear, and at the same time
enables us to interpret their property, especially the sign
change near the critical point, in an intuitive way [9].
Recently, another set of variables called factorial cu-
mulants has acquired interests [34–38]. It was found that
the factorial cumulants are useful to simplify theoreti-
cal analysis in some problems [34, 35, 38]. The uses of
the factorial cumulants in the study of experimental data,
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such as the multiplicity dependences of fluctuations, have
also been proposed [36, 37]1. Experimental analyses on
the factorial cumulants have been started in response to
these suggestions [28].
However, we believe that further clarifications are nec-
essary for these discussions. First, it seems that the dif-
ference between cumulants and factorial cumulants has
not been recognized well in the community. Although
these two sets of quantities can be regarded identical in
the very vicinity of the QCD critical point [36], the ex-
perimental results suggest that such an idealization is not
applicable to the realistic data. One thus cannot regard
them identical. Second, advantages of factorial cumu-
lants compared to cumulants are not clear in the previ-
ous studies. As discussed already, cumulants are useful
quantities to describe the thermal property of fluctua-
tions. This property, on the other hand, is lost in fac-
torial cumulants in general as we will see in this paper.
Factorial cumulants must have advantages to compensate
for it. Third, in Refs. [36, 37] only the factorial cumu-
lants of a single particle species has been discussed. The
extension of the argument to multi-particle species, for
example the factorial cumulants of net particle numbers
and mixed factorial cumulants, will enrich the applica-
tions of factorial cumulants. Finally, it is instructive to
understand why factorial cumulants play useful roles in
some analyses as in Refs. [34, 35, 38].
The purpose of the present study is to clarify these
issues. In the first half of this paper, Secs. II and
III, we define the factorial cumulants and factorial mo-
ments for systems composed of multi-particle species hav-
ing various charges, and discuss their properties. In
Refs. [36, 37], it is pointed out that factorial cumulants
1 In Ref. [37], factorial cumulants are referred to as “correlation
functions”. In this paper we use this term for the density-density
correlation discussed in Secs. II E and III B.
2for a single particle species can be interpreted as the cu-
mulants after removing effects of the trivial self correla-
tion. We show that this interpretation can be generalized
to the case with multi-particle species having non-unit
charges. Nevertheless, we argue that this property would
not be useful in the search of the QCD critical point.
In the latter half in Secs. IV–VII, we discuss new us-
ages of factorial cumulants in heavy-ion collisions. We
show that factorial cumulants play useful roles in the
analysis of momentum cut and rapidity window depen-
dences of fluctuations, as well as the efficiency correction
of cumulants. We show that the dependence of factorial
cumulants on the momentum cut is given by a simple
power-law behavior when the particles are emitted inde-
pendently to different momenta. We suggest the use of
this property in studying the correlation in the particle
emissions, and for the reconstruction of the cumulants of
conserved charges for full momentum acceptance. The
other application is concerned with the analysis of the
early-time fluctuation from the rapidity window depen-
dence of factorial cumulants. In Refs. [34, 35], based
on the non-interacting Brownian particle model for the
diffusion of conserved charges it was suggested that the
cumulants in the early stage can be estimated from the
rapidity window dependences of higher-order cumulants
in the final state. By introducing factorial cumulants into
this argument, we discuss that they are useful quantities
for an inspection of the validity of this picture. It is also
discussed that the reconstruction of the early-time fluc-
tuations can be carried out more robustly with the use of
the factorial cumulants. These discussions are based on
a simple property of factorial cumulants in the binomial
model [1, 38], which will be discussed in Sec. IV.
This paper is organized as follows. In Sec. II, we
first define factorial cumulants. We then discuss their
property in Sec. III. In Sec. IV, we discuss the binomial
model, especially the relation of factorial cumulants in
this model. We then apply this result to the analyses
of the efficiency correction, momentum cut dependence,
and rapidity window dependence of fluctuation observ-
ables in Secs. V, VI, and VII, respectively.
II. DEFINITIONS
In this section, we define factorial cumulants, as well
as cumulants, moments, and factorial moments. We first
consider these quantities with a single stochastic variable
in Sec. II A, and then extend it to the multi-variable case
in Sec. II B. Readers who are familiar with factorial cu-
mulants may skip Sec. II A.
A. Single-variable case
Let us consider a probability distribution function
P (n) of an integer stochastic variable n satisfying∑
n P (n) = 1. The moments and cumulants, and their
factorials are sets of quantities characterizing P (n). The
mth order moment of P (n) is given by
〈nm〉 =
∑
n
nmP (n). (1)
Using the moment generating function
G(θ) =
∑
n
eθnP (n) = 〈eθn〉, (2)
the moments are given by
〈nm〉 = ∂mθ G(θ)|θ=0, (3)
with ∂θ = d/dθ.
The other useful quantities characterizing P (n) are the
cumulants 〈nm〉c. From the cumulant generating func-
tion
K(θ) = lnG(θ) = ln〈eθn〉, (4)
cumulants are defined by
〈nm〉c = ∂mθ K(θ)|θ=0. (5)
The relation between cumulants and moments are ob-
tained from Eqs. (3), (4) and (5). Up to third order, the
cumulants are converted into moments as
〈n〉c = ∂θK = ∂θ lnG = ∂θG
G
= 〈n〉 (6)
〈n2〉c = ∂2θK =
∂2θG
G
− (∂θG)
2
G2
= 〈n2〉 − 〈n〉2 = 〈(δn)2〉,
(7)
〈n3〉c = ∂
3
θG
G
− 3∂θG∂
2
θG
G2
+ 2
(∂θG)
3
G3
= 〈(δn)3〉, (8)
with δn = n − 〈n〉, where it is understood that θ = 0
is substituted and we used G(0) = 1. Cumulants higher
than first order are represented by the moments of δn
(central moments) [1]. Moments can also be converted
into cumulants with a similar manipulation by taking
derivatives of G(θ) = exp(K(θ)) [1].
Cumulants have useful properties in describing the
fluctuations in physical systems [1]. For example, the
second-order cumulant gives the variance of fluctuations
as in Eq. (7). The cumulants of conserved charges in
grand canonical ensemble are extensive variables, and are
directly connected to grand potential. Moreover, the cu-
mulants for some specific distributions take simple values.
For example, all cumulants are equivalent in Poisson dis-
tribution and in a classical free gas composed of particles
with unit charge. For Gauss distribution, all cumulants
for m ≥ 3 vanish. These properties are useful to see the
proximity to and difference from these distributions.
Next, we introduce factorial moments 〈nm〉f and fac-
torial cumulants 〈nm〉fc. We define these quantities from
generating functions
Gf(s) =
∑
n
snP (n) = 〈sn〉, Kf(s) = lnGf(s), (9)
3FIG. 1. Relation between moments, cumulants, factorial mo-
ments, and factorial cumulants. The relations between mo-
ments and factorial moments are equivalent to those between
cumulants and factorial cumulants (arrows (a)). Also, the
relations between moments and cumulants are equivalent to
those between factorial moments and factorial cumulants (ar-
rows (b)).
as
〈nm〉f = ∂ms Gf |s=1, 〈nm〉fc = ∂ms Kf |s=1, (10)
respectively, with ∂s = d/ds [39]. From Eqs. (9), (2)
and (4), these generating functions are related with each
other via the change of variables s = eθ as
K(θ) = Kf(e
θ), Kf(s) = K(ln s). (11)
The same relation holds between G(θ) and Gf(s). The
explicit relations between cumulants and factorial cumu-
lants are obtained from Eq. (11). For second order, for
example,
〈n2〉fc = ∂2sKf = ∂2sK(ln s) = ∂s{s−1∂sK(ln s)}
= s−2{∂2sK(ln s)− ∂sK(ln s)}
= 〈n2〉c − 〈n〉c = 〈n(n− 1)〉c, (12)
where it is understood that s = 1 is substituted. Similar
manipulation to mth order leads to
〈nm〉fc = 〈n(n− 1) · · · (n−m+ 1)〉c. (13)
Equation (13) shows the reason why 〈nm〉fc are called
“factorial” cumulants. The same relations holds between
the moments and factorial moments:
〈nm〉f = 〈n(n− 1) · · · (n−m+ 1)〉. (14)
As we have seen above, one of the sets of quantities,
moments, cumulants and their factorials, can be repre-
sented by other quantities, and each set carries the same
information on P (n). From the above construction, it is
clear that the relations between moments and factorial
moments are the same as that between cumulants and
factorial cumulants (arrows (a) in Fig. 1). Also, the re-
lations between moments and cumulants are the same as
that between factorial moments and factorial cumulants
(arrows (b) in Fig. 1). These correspondences also hold
for the multi-variable case discussed in the next section.
The factorial cumulants of Poisson distribution vanish
except for the first order, i.e.
〈nm〉fc,Poisson = 0 (for m ≥ 2). (15)
This can be shown from the fact that the factorial-
cumulant generating function of Poisson distribution is
given by KPoisson(s) = λ(s − 1) [1], with λ = 〈n〉 de-
noting the average. This property is useful to see the
difference of a distribution from Poissonian one.
For a probability distribution function P (x) for a con-
tinuous stochastic variable x, by defining the moment
generating function as
G(θ) =
∫
dxeθxP (x), (16)
all sets of quantities can be constructed in a similar man-
ner.
B. Multi-variable case
Next, we consider the probability distribution function
P (n1, n2, · · · , nM ) = P (n) (17)
forM integer stochastic variables n = (n1, · · · , nM ), and
its moments, cumulants, and their factorials. We con-
sider these quantities for the linear combination of the
stochastic variables given by
q(a) =
M∑
i=1
aini, (18)
with a = (a1, · · · , aM ). Note that the conserved charges
in heavy-ion collisions are given by the form in Eq. (18),
where ni correspond to the particle numbers of various
hadrons. For example, the net-baryon number N
(net)
B is
given by the baryon and anti-baryon numbers, NB and
NB¯, as N
(net)
B = NB −NB¯.
The mth order moment of q(a) is given by
〈qm(a)〉 =
∑
n
qm(a)P (n) =
∑
n
( M∑
i=1
aini
)m
P (n), (19)
where
∑
n denotes the sum over n1, · · · , nM . By defining
the moment generating function as
G(θ) =
∑
n
[ M∏
i=1
eniθi
]
P (n) =
〈 M∏
i=1
eniθi
〉
, (20)
with θ = (θ1, · · · , θM ), the moments of q(a) are given by
〈qm(a)〉 = ∂m(a)G(θ)|θ=0. (21)
4with
∂(a) =
M∑
i=1
ai
∂
∂θi
. (22)
By introducing another linear combinations of ni, q(b) =∑M
i=1 bini and q(c) =
∑M
i=1 cini, the mixed moment of
q(a), q(b) and q(c), for example, is given by
〈q(a)q(b)q(c)〉 =
∑
n
q(a)q(b)q(c)P (n)
= ∂(a)∂(b)∂(c)G(θ)|θ=0. (23)
Next, the cumulants for P (n) are defined from the
cumulant generating function
K(θ) = lnG(θ), (24)
as
〈qm(a)〉c =∂m(a)K(θ)|θ=0, (25)
〈q(a)q(b)q(c)〉c =∂(a)∂(b)∂(c)K(θ)|θ=0, (26)
and so forth.
The cumulants of q(a) are represented by moments as
〈q(a)〉c =∂(a)K = ∂(a) lnG =
∂(a)G
G
= 〈q(a)〉, (27)
〈q2(a)〉c =
∂2(a)G
G
− (∂(a)G)
2
G2
= 〈q2(a)〉 − 〈q(a)〉2
=〈(δq(a))2〉, (28)
and so forth. One finds that these derivations are the
same as the single variable case in Eqs. (6) – (8) with
replacements of n and ∂θ in favor of q(a) and ∂(a). This
means that 〈qm(a)〉c can be interpreted as the cumulants of
q(a) as if q(a) is a primary stochastic variable. This prop-
erty of cumulants makes their interpretation clear, and
enables us their practical calculation straightforward. As
we will see below, this simple property does not hold for
factorial moments and factorial cumulants, i.e. in general
〈qm(a)〉fc 6= 〈q(a)(q(a) − 1) · · · (q(a) −m+ 1)〉c. (29)
The mixed cumulants are represented by moments with
similar manipulations as in the previous section, for ex-
ample,
〈q(a)q(b)〉c = ∂(a)∂(b)K =
∂(a)∂(b)G
G
− (∂(a)G)(∂(b)G)
G2
= 〈q(a)q(b)〉 − 〈q(a)〉〈q(b)〉 = 〈(δq(a))(δq(b))〉.
(30)
Next, we introduce factorial moments and factorial cu-
mulants of q(a). We define these quantities from the gen-
erating functions
Gf(s) =
∑
n
[ M∏
i=1
snii
]
P (n) =
〈 M∏
i=1
snii
〉
,
Kf(s) = lnGf(s), (31)
with s = (s1, · · · , sM ) as
〈qm(a)〉f = ∂¯m(a)Gf(s)|s=1, 〈qm(a)〉fc = ∂¯m(a)Kf(s)|s=1,
(32)
with
∂¯(a) =
M∑
i=1
ai
∂
∂si
. (33)
The mixed factorials are also defined as in Eq. (23), for
example,
〈q(a)q(b)q(c)〉fc = ∂¯(a)∂¯(b)∂¯(c)Kf(s)|s=1. (34)
From these definitions, it is clear that the relation be-
tween moments and factorial moments is the same as
that between cumulants and factorial cumulants (the ar-
rows (a) in Fig. 1). The equivalence of the arrows (b) in
Fig. 1 for the multi-variable case is also easily confirmed.
C. Relations between cumulants and factorial
cumulants
Next, we relate cumulants and factorial cumulants for
the multi-variable case. Although we concentrate on the
relations between cumulants and factorial cumulants, the
following results are applicable to those between mo-
ments and factorial moments.
Because the generating functions of cumulants and fac-
torial cumulants, K(θ) and Kf(s), are related with each
other by the change of variables si = e
θi , their relations
are obtained by rewriting ∂¯(a) in terms of ∂(a). For the
first order we have
∂¯(a) =
M∑
i=1
ai
∂
∂si
=
M∑
i=1
ai
∂θi
∂si
∂
∂θi
=
M∑
i=1
ai
1
si
∂
∂θi
, (35)
where we used ∂θi/∂sj = 0 for i 6= j. By substituting
s = 1, one obtains
∂¯(a) = ∂(a). (36)
The second derivative is calculated to be
∂¯(a)∂¯(b) =
M∑
i=1
ai
∂
∂si
M∑
j=1
bj
∂
∂sj
=
M∑
i,j=1
ai
∂
∂si
bj
1
sj
∂
∂θj
=
M∑
i,j=1
aibj
(
−δij
s2j
∂
∂θj
+
1
sisj
∂2
∂θi∂θj
)
. (37)
Substituting s = 1, we have
∂¯(a)∂¯(b) = ∂(a)∂(b) − ∂(ab), (38)
where we introduced the symbols
∂(ab) =
N∑
i=1
aibi
∂
∂θi
, ∂(abc) =
N∑
i=1
aibici
∂
∂θi
, (39)
∂¯(ab) =
N∑
i=1
aibi
∂
∂si
, ∂¯(abc) =
N∑
i=1
aibici
∂
∂si
, (40)
5and so forth. Similar manipulations for higher orders lead to
∂¯(a)∂¯(b)∂¯(c) =∂(a)∂(b)∂(c) −
[
∂(a)∂(bc) + (3 comb.)
]
+ 2∂(abc), (41)
∂¯(a)∂¯(b)∂¯(c)∂¯(d) =∂(a)∂(b)∂(c)∂(d) −
[
∂(a)∂(b)∂(cd) + (6 comb.)
]
+ 2
[
∂(a)∂(bcd) + (4 comb.)
]
+
[
∂(ab)∂(cd) + (3 comb.)
] − 6∂(abcd), (42)
where “comb.” represents terms given by all possible combinations of subscripts, for example,
∂(a)∂(bc) + (3 comb.) = ∂(a)∂(bc) + ∂(b)∂(ca) + ∂(c)∂(ab), (43)
with the number denoting total number of the combinations.
Applying these derivatives to the generating functions
and substituting s = 1, the factorial cumulants are trans-
lated into cumulants as
〈q(a)〉fc = 〈q(a)〉c, (44)
〈q(a)q(b)〉fc = 〈q(a)q(b)〉c − 〈q(ab)〉c, (45)
〈q(a)q(b)q(c)〉fc = 〈q(a)q(b)q(b)〉c
− [〈q(a)q(bc)〉c + (3 comb.)]+ 2〈q(abc)〉c,
(46)
and so forth. In particular, the factorial cumulants of
q(a) are given by
〈q2(a)〉fc = 〈q2(a)〉c − 〈q(a2)〉c, (47)
〈q3(a)〉fc = 〈q3(a)〉c − 3〈q(a2)〉c + 2〈q(a3)〉c, (48)
where q(a2) = q(aa) and so forth. The relations up to
sixth order are found in Ref. [38].
From the above results one can verify Eq. (29). In fact,
Eq. (47) shows that 〈q2(a)〉fc 6= 〈q(a)(q(a)−1)〉c; only when
all ai are 0 or 1, both sides in Eq. (29) are equivalent.
This property of factorials make their interpretation and
their calculation in practical analyses difficult; to cal-
culate the factorial cumulants, one may construct them
from cumulants using the relations (44)–(46).
It is also possible to represent cumulants by factorial
cumulants. These relations are obtained by representing
the θ derivatives in terms of the s derivatives. Up to
third order, we obtain
〈q(a)〉c = 〈q(a)〉fc (49)
〈q(a)q(b)〉c = 〈q(a)q(b)〉fc + 〈q(ab)〉fc (50)
〈q(a)q(b)q(c)〉c = 〈q(a)q(b)q(b)〉fc
+
[〈q(a)q(bc)〉fc + (3 comb.)]+ 〈q(abc)〉fc.
(51)
For the results up to sixth order, see Ref. [38].
D. Examples
In the previous subsection we obtained the factorial
cumulants for linear combinations of stochastic variables
q(a). To obtain the factorial cumulant of ni for a given i,
we set the vector a so that ai = 1 while all other compo-
nents are zero, which results in q(a) = ni. The factorial
cumulants 〈nmi 〉fc are then represented by cumulants as
〈nmi 〉fc = 〈ni(ni − 1) · · · (ni −m+ 1)〉c, (52)
which is the same result as Eq. (13). Similarly, the
mixed factorial cumulant of two variables, for example,
〈nm11 nm22 〉fc, is obtained by substituting a = (1, 0, · · · , 0)
and b = (0, 1, 0, · · · , 0) into 〈qm1(a)qm2(b) 〉fc as
〈nm11 nm22 〉fc =〈qm1(a)qm2(b) 〉fc
=〈n1(n1 − 1) · · · (n1 −m1 + 1)
× n2(n2 − 1) · · · (n2 −m2 + 1)〉c, (53)
where we used q(am) = q(a), q(bm) = q(b), and
q(am1bm2 ) = 0. The mixed factorial cumulants including
more than two stochastic variables can also be obtained
in a similar manner.
The operation of cumulant is compatible with the sum
and multiplications of constant numbers; for example,
〈(a1n1 + a2n2)2〉c = a21〈n21〉c + 2a1a2〈n1n2〉c + a22〈n22〉c,
(54)
which is clear from the definition in Eq. (25). This prop-
erty also holds for factorial moments and factorial cumu-
lants.
In relativistic field theory, conserved charges are given
by the net number, i.e. the difference between particle
and anti-particle numbers, N(net) = N − N¯ , with N and
N¯ being particle and anti-particle numbers. The factorial
cumulants of N(net) are given by substituting M = 2 and
a1,2 = ±1, where n1 and n2 corresponds to N and N¯ .
The factorial cumulants of N(net) are then calculated to
6be
〈N(net)〉fc = 〈N(net)〉c, (55)
〈N2(net)〉fc = 〈N2(net)〉c − 〈N(tot)〉c, (56)
〈N3(net)〉fc = 〈N3(net)〉c − 3〈N(net)N(tot)〉c,+2〈N(net)〉c,
(57)
and so forth, where N(tot) = N + N¯ is the total particle
number. These results show that the factorial cumulants
of N(net) cannot be written solely by the cumulants of
N(net), but contain those of N(tot).
As discussed in Sec. II A, the factorial cumulants of
Poisson distribution vanishes except for the first order
as in Eq. (15). This property also holds for the multi-
variable case. When the distributions of n1, · · · , nM obey
Poissonian independently, i.e. P (n) =
∏
i PPoisson(ni),
we have
〈qm(a)〉fc,Poisson = 0 (for m ≥ 2). (58)
This can be shown from the fact that the factorial-
cumulant generating function in this case is linear in s.
E. Factorials of continuous functions
Next we consider the moments, cumulants, and their
factorials of continuous functions. We consider a
probability distribution functional P [ρ(x)] of a one-
dimensional function ρ(x)2. The moment generating
function in this case is defined by
G[θ(x)] =
∫
Dρe
∫
dxθ(x)ρ(x)P [ρ(x)], (59)
where
∫ Dρ represents the functional integral, which sat-
isfies
∫ DρP [ρ(x)] = 1. The moments of ρ(x) are then
given by the functional derivatives of G[θ(x)] as
〈ρ(x1)ρ(x2) · · · ρ(xl)〉 =
∫
Dρρ(x1) · · · ρ(xl)P [ρ(x)]
=
δ
δθ(x1)
· · · δ
δθ(xl)
G[θ(x)]|θ(x)=0.
(60)
The cumulants, factorial moments and factorial cumu-
lants are defined similarly from functional derivatives
with respect to θ(x) or s(x) of the generating functions
Gf [s(x)] =
∫
Dρe
∫
dxρ(x) ln s(x)P [ρ(x)], (61)
K[θ(x)] = lnG[θ(x)], Kf [s(x)] = lnGf [s(x)], (62)
respectively.
The relation between moments and factorial moments in this case is obtained from functional derivatives as
〈ρ(x1)〉 = δ
δθ(x1)
G =
δs(x1)
δθ(x1)
δ
δs(x1)
Gf = 〈ρ(x1)〉f , (63)
〈ρ(x1)ρ(x2)〉 = δ
2G
δθ(x1)δθ(x2)
=
δs(x1)
δθ(x1)
δs(x2)
δθ(x2)
δ2Gf
δs(x1)δs(x2)
+
δ2s(x1)
δθ(x1)δθ(x2)
δGf
δs(x1)
=〈ρ(x1)ρ(x2)〉f + δ(x1 − x2)〈ρ(x1)〉f , (64)
〈ρ(x1)ρ(x2)ρ(x3)〉 =〈ρ(x1)ρ(x2)ρ(x3)〉f
+ δ(x1 − x2)〈ρ(x1)ρ(x3)〉f + δ(x2 − x3)〈ρ(x2)ρ(x1)〉f + δ(x3 − x1)〈ρ(x3)ρ(x2)〉f
+ δ(x1 − x2)δ(x1 − x3)〈ρ(x1)〉f , (65)
where we used δs(x1)/δθ(x2) = δ(x1−x2)∂s(x1)/∂θ(x1).
The same manipulation can be repeated to arbitrary
higher orders.
2 To define this functional, one may start from the discretized
representation of ρ(x) and take the continuum limit [34, 35].
By dividing the coordinate x into discrete cells with length ∆x
and writing the integral of ρ(x) in a cell labeled by i as ρi, one
can define the probability distribution function P (ρ1, ρ2, · · · ).
The functional P [ρ(x)] is then defined by the ∆x → 0 limit
of this function. The integral measure Dρ in Eq. (59) and the
functional derivative are also defined in this limit, respectively, as
Dρ = lim∆x→0
∏
i
dρi and δ/δθ(x) = lim∆x→0(1/∆x)(∂/∂θi).
The moments 〈ρ(x1) · · · ρ(xm)〉 and cumulants
〈ρ(x1) · · · ρ(xm)〉c are usually called correlation func-
tions. In particular, the cumulants correspond to the
“connected part” of the correlation function [1], and play
useful roles for various purposes. The meanings of their
factorials, 〈ρ(x1) · · · ρ(xm)〉f and 〈ρ(x1) · · · ρ(xm)〉fc, will
be discussed in Secs. III B and III C.
When ρ(x) represents a charge density, the total charge
in a finite interval ∆ is given by the integral of ρ(x) as
Q∆ =
∫
∆
dxρ(x). (66)
7The cumulants of Q∆ is given by
〈Qm∆〉c =
∫
∆
dx1
δ
δθ(x1)
· · ·
∫
∆
dxM
δ
δθ(xm)
K[θ(x)]|θ(x)=0
=
∫
∆
dx1 · · ·
∫
∆
dxM 〈ρ(x1) · · · ρ(xm)〉c. (67)
Other quantities, moments and factorials, are also given
similarly. From the construction it is clear that the mo-
ments, cumulants, and their factorials of Q∆ satisfy the
relations obtained in Sec. II A.
III. PROPERTIES OF CUMULANTS AND
FACTORIAL CUMULANTS
In this section, we discuss properties of factorial mo-
ments and factorial cumulants which would be important
in the study of fluctuations in relativistic heavy-ion col-
lisions.
A. Thermal fluctuations
An important characteristics of the cumulants of con-
served charges in a thermal system is that they are di-
rectly connected to grand partition function and are cal-
culable in statistical mechanics, while the factorial cumu-
lants generally do not have such a property. In a thermal
system described by the grand partition function
Z = Tre−β(H−µN), (68)
with Hamiltonian H , inverse temperature β = 1/T , a
conserved charge N and its chemical potential µ, the cu-
mulants of N are given by [1]
〈Nm〉c = − ∂
m
∂(βµ)m
lnZ. (69)
Using this relation, 〈Nm〉c are calculable in statistical
mechanics without ambiguity. Equation (69) also sug-
gests the relation between the cumulants
〈Nm+1〉c = ∂
∂(βµ)
〈Nm〉c, (70)
which plays a quite useful role in understanding the sign
of higher-order cumulants near the QCD critical point [9].
These arguments are not applicable to the cumulants of
non-conserved quantities, because they have no direct
connection to the partition function like Eq. (69) [1].
The factorial cumulants in general have no direct con-
nection to the partition function, either. In fact, con-
served charges in QCD are given by a net particle number
N(net) = N − N¯ , and their factorial cumulants contain
the total particle number N(tot) when they are repre-
sented by cumulants as in Eqs. (55)–(57). Because the
total particle number is not a conserved charge in QCD,
the factorial cumulants have no direct connection to the
partition function, and hence are not calculable unam-
biguously based on QCD and statistical mechanics. Sim-
ilarly, the factorial cumulants of particle and anti-particle
numbers N and N¯ cannot be represented by the cumu-
lants of conserved chargeN(net). Only in extremely dense
systems in which the anti-particle density is negligible,
N ≫ N¯ , we have N(net) ≃ N(tot) ≃ N and the factorial
cumulants of N(net) can be constructed from conserved-
charge cumulants.
Next, let us give a few remarks on the use of facto-
rial cumulants in the search of QCD critical point. It is
known that the cumulants of conserved charges diverge
at the critical point. This divergence is more steeper for
higher orders [8]. This means that, in the very vicinity
of the critical point, the cumulants satisfy
〈N(net)〉c ≪ 〈N2(net)〉c ≪ 〈N3(net)〉c ≪ 〈N4(net)〉c. (71)
When Eq. (71) is satisfied, the cumulants and facto-
rial cumulants can be regarded identical [36], because
the factorial cumulants are given by the linear combina-
tion of the cumulants with a common highest-order term.
We, however, emphasize that the experimental results by
STAR and ALICE collaborations [25–27, 29] show that
the idealization like Eq. (71) is not applicable to the re-
sults on higher order cumulants. Therefore, in the study
of these experimental results cumulants and factorial cu-
mulants have to be distinguished.
B. Factorials and correlation functions
Next, we consider a system composed of classical par-
ticles carrying a charge, and show that the factorial mo-
ments and factorial cumulants of the total charge in a
spatial volume, respectively, corresponds to the moments
and cumulants after removing the trivial correlations of
individual particles [36, 37].
Let us consider a classical one-dimensional system
composed of particles having a unit charge. The charge
density ρ(x) of this system is given by
ρ(x) =
I∑
i=1
δ(x− zi), (72)
where I is the total particle number in the system and zi
are the positions of particles.
From Eq. (72) and the property of delta function δ(x−
y)δ(y − z) = δ(x − z)δ(y − z), the products of ρ(x) are
8rewritten as
ρ(x1)ρ(x2) =
∑
i,j
δ(x1 − zi)δ(x2 − zj)
=
∑
i6=j
δ(x1 − zi)δ(x2 − zj)
+ δ(x1 − x2)
∑
i
δ(x1 − zi), (73)
ρ(x1)ρ(x2)ρ(x3) =
∑
i,j,k
δ(x1 − zi)δ(x2 − zj)δ(x3 − zk)
=
∑
i6=j,j 6=k,k 6=i
δ(x1 − zi)δ(x2 − zj)δ(x3 − zk)
+ δ(x1 − x2)
∑
i6=k
δ(x1 − zi)δ(x3 − zk)
+ δ(x2 − x3)
∑
j 6=i
δ(x2 − zj)δ(x1 − zi)
+ δ(x3 − x1)
∑
k 6=j
δ(x3 − zk)δ(x2 − zj)
+ δ(x1 − x2)δ(x1 − x3)
∑
i
δ(x1 − zi),
(74)
and so forth. By taking the expectation values of both
sides and comparing them with Eqs. (63)–(65), one finds
that the factorial moments of ρ(x) are given by the cor-
responding moments but without the contribution of the
self correlation,
〈ρ(x1)ρ(x2) · · · ρ(xm)〉f
=
∑
i1,··· ,im
il 6=ik
(l,k=1,··· ,m)
〈δ(x1 − zi1)δ(x2 − zi2) · · · δ(xm − zim)〉.
(75)
The factorial moments 〈Qm∆〉f of a charge in an interval
∆ in Eq. (66) are also understood as the moments of Q∆
but without the self correlation. Since factorial cumu-
lants are constructed from the factorial moments with
the same relation between cumulants and moments as
in Fig. 1, they are interpreted as the cumulants without
the self correlation, too. This interpretation for factorial
moments and factorial cumulants is valid for arbitrary
higher orders.
The same conclusion is obtained for a system composed
of multi-particle species having non-unit charges. In this
case, the density of a charge is given by
ρ(x) =
∑
t
etρt(x) (76)
with
ρt(x) =
It∑
i=1
δ(x − zi), (77)
where et is the charge carried by particles labeled
by t with the total number It, and the sum for t
runs over all particle species. The probability den-
sity functional is extended to those of the densities,
P [ρ1(x), ρ2(x), · · · ]. By defining the factorial generat-
ing functionals for P [ρ1(x), ρ2(x), · · · ] and repeating the
same calculation, it is possible to conclude that the fac-
torial moments and factorial cumulants of Eq. (76) can
be understood as the moments and cumulants without
the self correlation even in this case.
We note that the above property of factorials is ap-
plicable only to classical systems in which the density is
given in the form (76). In such systems, factorials would
play a useful role in studying correlations between differ-
ent particles [37]. In a system in which the classical par-
ticle picture is not applicable, however, this argument is
no longer applicable. Because the system near the QCD
critical point would belong to the latter case, one has to
keep this limitation in mind when the factorial cumulants
are applied to the search of the critical point.
C. Hadronization and resonance decays
In relativistic heavy-ion collisions, degrees of freedom
carrying charges change during the time evolution. In
the deconfined medium in the early stage, charges are
carried by quarks. These degrees of freedom are confined
into hadrons at hadronization. Even after the hadroniza-
tion and chemical freezeout, particle species continue to
change by the inelastic scatterings and resonance forma-
tions3. In this subsection, we consider the meaning of
factorial cumulants in systems in which particle species
change by these reactions.
For this purpose, let us consider a simple model com-
posed of doubly charged particles in some unit, whose
particle number N is distributed by the probability dis-
tribution function P (N). Then, we suppose that all par-
ticles decay into two particles having a unit charge, re-
spectively. The number n of decayed particles is then
given by n = 2N , and thus the probability distribution
function of n is given by
P˜ (n) =
∑
N
δn,2NP (N). (78)
In the following we calculate the cumulants and facto-
rial cumulants before and after the decay, and show that
factorial cumulants change their values by this reaction,
while the values of cumulants are conserved.
3 For example, particles carrying electric charge change by the
reaction p+pi− → ∆0 → n+pi0. This reaction continue to occur
even after the chemical freezeout [40, 41]. Only the numbers of
baryons and anti-baryons can be regarded fixed after chemical
freezeout.
9Let us first consider the moments. The moment gen-
erating function of P˜ (n) is given by
G˜(θ) =
∑
n
enθP˜ (n) =
∑
n,N
enθδn,2NP (N)
=
∑
N
e2NθP (N) = G(2θ), (79)
where G(θ) =
∑
N e
NθP (N) is the moment generating
function of P (N). The moments of n are obtained by
taking θ derivative of Eq. (79). From Eq. (79), we obtain
∂mθ G˜ = (2∂θ)
mG for θ = 0, which gives
〈nm〉 = 〈(2N)m〉, (80)
where the expectation values of the left- and right-hand
sides are taken for P˜ (n) and P (N), respectively. Equa-
tion (80) is reasonable in the light of charge conservation;
because the total charge does not change by the decay,
its moments are not altered. Similarly, one can show the
same conclusion for cumulants, i.e. 〈nm〉c = 〈(2N)m〉c.
Next let us consider the factorial moments. The
factorial-moment generating function of P˜ (n) is calcu-
lated to be
G˜f(s) =
∑
n
snP˜ (n) =
∑
N
s2NP (N) = Gf(s
2), (81)
with Gf(θ) =
∑
N s
NP (N). By taking the s derivatives
of Eq. (81) and substituting s = 1 one finds,
〈n〉f = 〈2N〉f , 〈n2〉f = 〈(2N)2〉f + 〈2N〉f ,
〈n3〉f = 〈(2N)3〉f + 3〈(2N)2〉f , (82)
and so forth. This result shows that the factorial mo-
ments change their values by the decay contrary to the
case of moments in Eq. (80) except for the first order.
The same conclusion holds for factorial cumulants, i.e.
〈nm〉fc 6= 〈(2N)m〉fc.
Because the values of factorial cumulants (moments)
are not conserved by reactions changing particle species
as in this example, their values are sensitive to the reac-
tions. In relativistic heavy-ion collisions, particle species
carrying charges continue to change by hadronization
around the phase boundary and by inelastic scatterings
until the final state. The factorial cumulants would be
altered in non-trivial ways by these processes. When one
applies factorial cumulants in the analysis of fluctuations
in heavy-ion collisions, this property has to be remem-
bered.
IV. FACTORIAL CUMULANTS IN THE
BINOMIAL MODEL
From the discussion in the previous section, it seems
that in relativistic heavy-ion collisions factorial cumu-
lants do not have clear advantages compared to cumu-
lants. Nevertheless, in the rest of this paper we discuss
that the factorial cumulants can play quite useful roles
for some purposes in the study of fluctuations. We pick
up three such examples in Secs. V, VI, and VII. All of
them are to some extent related to the reconstruction of
the “original” fluctuations from the experimental data
obtained in constrained and/or incomplete conditions.
All of these applications are related to the binomial
model [1, 38, 40, 41, 44–47]. In this section, therefore, we
first give a brief review on the binomial model, and derive
relations between the factorial cumulants in this model,
which play a central role in the subsequent sections.
A. The binomial model
For an illustration of the binomial model [1], let us
consider a probability distribution function P (N) for an
integer stochastic variable N . We suppose that N is the
number of particles in each “event”, and we are inter-
ested in the cumulants of the event-by-event fluctuation
of N . We further suppose that the particle number in
each event is counted by a detector. However, the de-
tector cannot measure the particles definitely, but only
with a probability p less than unity. The probability p
is called efficiency. Then, the distribution of the particle
number n observed by the detector in each event, P˜ (n),
and accordingly its cumulants, is different from those of
the actual number N . The problem considered here is to
obtain the cumulants of P (N) from the information on
P˜ (n) obtained in this incomplete experiment.
This problem can be resolved completely when the
probabilities to observe particles are uncorrelated for in-
dividual particles. Then, if the actual particle number in
an event is N , the probability to observe n particles in
this event is given by the binomial distribution function
Bp,N (n) = NCnp
n(1− p)N−n, (83)
where NCn =
N !
n!(N−n)! is the binomial coefficient. The
distribution function P˜ (n) thus is related to P (N) as
P˜ (n) =
∑
N
Bp,N(n)P (N). (84)
We refer to Eq. (84) as the binomial model. This model
was employed to connect baryon and proton number cu-
mulants [40, 41] and for the efficiency correction [41, 44].
We will see in the next section how to perform the effi-
ciency correction in the binomial model.
The binomial model (84) can be extended to multi-
variable systems. Suppose a system composed of M
particle species, and that the probability that par-
ticle numbers N1, N2, · · · , NM are obtained in an
“event” is given by the probability distribution function
P (N1, N2, · · · , NM ) = P (N). We also assume that the
particles labeled by i are measured with an efficiency
pi. We denote the observed particle numbers as ni, and
the probability distribution function of ni as P˜ (n). As-
suming the independence of the efficiencies for individual
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particles, the distribution functions P (N) and P˜ (n) are
related with each other as
P˜ (n) =
∑
N
P (N)
M∏
i=1
Bpi,Ni(ni). (85)
B. Factorial cumulants in binomial model
Next, we relate the factorial cumulants of P˜ (n) and
P (N) in the binomial model (85). To obtain these rela-
tions, it is convenient to use the generating functions of
P˜ (n) and P (N). First, the factorial-moment generating
function of the binomial distribution (83) is given by
G
(binomial)
f;p,N (s) =
∑
n
Bp,N (n)s
n = (1 + p(s− 1))N . (86)
Using Eq. (86), the factorial-moment generating function
of P˜ (n) is calculated to be,
G˜f(s) =
∑
n
P˜ (n)
M∏
i=1
snii
=
∑
N
P (N)
∑
n
M∏
i=1
Bpi,Ni(ni)s
ni
i
=
∑
N
P (N)
M∏
i=1
(1 + pi(si − 1))Ni
= Gf(s
′), (87)
with s′i = 1+pi(si−1), and Gf(s) is the factorial-moment
generating function of P (N). The same relation holds
between factorial-cumulant generating functions,
K˜f(s) = ln G˜f(s) = lnGf(s
′) = Kf(s
′). (88)
From Eq. (87), one finds that ∂¯(a)K˜f = ∂¯(ap)Kf and
∂¯m(a)Kf = ∂¯
m
(a/p)K˜f , ∂¯(a)∂¯(b)Kf = ∂¯(a/p)∂¯(b/p)K˜f ,
(89)
and so forth, where it is understood that s = 1 is substi-
tuted and ∂¯(a/p) =
∑M
i=1(ai/pi)∂si . Equation (89) shows
that the factorial cumulants of P˜ (n) and P (n) are con-
nected by simple relations [38]
〈Qm(a)〉fc = 〈qm(a/p)〉fc, 〈Q(a)Q(b)〉fc = 〈q(a/p)q(b/p)〉fc,
〈Q(a)Q(b)Q(c)〉fc = 〈q(a/p)q(b/p)q(c/p)〉fc, (90)
and so forth, where we defined linear combinations of Ni
and ni, respectively, as Q(a) =
∑M
i=1 aiNi and q(a) =∑M
i=1 aini. The expectation values of Q(a) and q(a) are
taken for P (n) and P˜ (n), respectively. Equation (90)
is the important relation which play central roles in the
subsequent sections.
We finally note that the same relations as in Eq. (90)
hold for factorial moments, as one can easily show from
Eq. (87). This property of factorial moments are used in
Refs. [44–46] for the efficiency correction of cumulants.
V. EFFICIENCY CORRECTION
In this section, as an example of a problem in which
the relation (90) plays a useful role we first consider the
problem of the efficiency correction of cumulants, i.e. the
reconstruction of the original cumulants from observed
ones, following Ref. [38].
In the efficiency correction, one has to represent the
cumulants of the genuine particle number distribution
P (N) from those of the observed distribution P˜ (n) as
discussed in Sec. IVA. In the binomial model, these re-
lations are obtained straightforwardly with the use of
Eq. (90). In fact, the cumulants of Q(a) can be repre-
sented by those of q(a) by the following three steps:
1. Convert a cumulant of P (N) into factorial cumu-
lants.
2. Convert the factorial cumulants of P (N) into fac-
torial cumulants of P˜ (N) using Eq. (90).
3. Convert the factorial cumulants of P˜ (N) into cu-
mulants.
As an example, we show the explicit manipulation for the
second and third orders:
〈Q2(a)〉c =〈Q2(a)〉fc + 〈Q(a2)〉fc = 〈q2(a/p)〉fc + 〈q(a2/p)〉fc
=〈q2(a/p)〉c − 〈q(a2/p2)〉c + 〈q(a2/p)〉c, (91)
〈Q3(a)〉c =〈Q3(a)〉fc + 3〈Q(a)Q(a2)〉fc + 〈Q(a3)〉fc
=〈q3(a/p)〉fc + 3〈q(a/p)q(a2/p)〉fc + 〈q(a3/p)〉fc
=〈q3(a/p)〉c − 3〈q(a/p)q(a2/p2)〉c + 2〈q(a3/p3)〉c
+ 3
(〈q(a/p)q(a2/p)〉c − 〈q(a3/p2)〉c)+ 〈q(a3/p)〉,
(92)
where three equalities in Eqs. (91) and (92) correspond
to the three steps shown above. In Eqs. (91) and (92),
the cumulants of genuine particle numbers Q(a) are rep-
resented by those of observed particle numbers. Because
the latter cumulants are experimentally observable, one
can construct genuine cumulants using these relations.
The same manipulation is applicable to arbitrary higher
orders. More detailed discussion, as well as the explicit
results up to sixth order and mixed cumulants, is found
in Ref. [38].
We note that the last steps in Eqs. (91) and (92), i.e.
the conversion from factorial cumulants to cumulants, is
necessary to carry out the numerical analysis effectively.
This is because the calculation of the factorial cumulants
is not as simple as cumulants because of Eq. (29). The
above procedure of the efficiency correction can drasti-
cally reduce the numerical costs compared to those in
Ref. [45, 46] when the order of the cumulant is large [38].
This method also simplifies the analytic manipulation
compared to the method proposed in Ref. [47].
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VI. DEPENDENCE ON MOMENTUM CUTS
In this and next sections, we apply factorial cumulants
to the analyses of the acceptance dependences of fluctu-
ation observables, and show that they play unique roles
in these analyses. In this section we first study the de-
pendence on the momentum cuts.
The detectors for heavy-ion collisions can measure par-
ticles in a finite transverse-momentum (pT ) range. For
example, the STAR detector [27] can measure protons
and anti-protons in the range 0.4 < pT < 0.8 GeV us-
ing time projection chamber (TPC). The range can be
extended to 0.4 < pT < 2.0 GeV with the simultane-
ous use of time of flight (TOF), although the efficiency
is lowered for pT > 0.8 GeV. Although the maximum
pT range is determined by the detector, the range can
be varied by introducing pT cuts within the maximum
coverage allowed by the detector. The dependence of the
net-proton number cumulants on the pT range has been
analyzed by the STAR collaboration [6, 27]. These ex-
perimental analyses show that the cumulants have clear
pT -cut dependence.
To describe the pT -cut dependences of the fluctuation
observables, let us assume a simple model that parti-
cles are emitted to different pT independently. Then, the
probability that a particle arrives at a given pT range is
simply given by the ratio of the particle yield in the pT
range and the total one. Moreover, the probabilities for
individual particles are independent. In this case, there-
fore, the measurement of particles in the pT range is re-
garded as the same problem of the efficiency correction
in the binomial model discussed in the previous section.
To be more specific, let us consider a system with M
particle species and denote the particle numbers in each
event as N1, · · · , NM . When these particles are mea-
sured with a pT cut, n1, · · · , nM particles among them
are observed in the pT range. Assuming the indepen-
dent particle emission, the relation between the particle
numbers N1, · · · , NM and n1, · · · , nM are given by the
binomial model Eq. (85). The probability to measure a
particle labeled by i in the pT range, which corresponds
to the efficiency in the previous sections, is simply given
by the ratio
pi =
〈ni〉
〈Ni〉 . (93)
As discussed in Sec. IV, the factorial cumulants
in the binomial model are related with each other
through Eq. (90). Substituting a = (1, 0, · · · , 0), b =
(0, 1, 0, · · · , 0), and so forth into Eq. (90) one obtains
〈ni1 · · ·nim〉fc = pi1 · · · pim〈Ni1 · · ·Nim〉fc. (94)
Furthermore, using Eq. (93) we have
〈ni1 · · ·nim〉fc
〈ni1〉 · · · 〈nim〉
=
〈Ni1 · · ·Nim〉fc
〈Ni1〉 · · · 〈Nim〉
. (95)
The left-hand side of this equation is experimentally ob-
servable with various pT ranges, while the right-hand side
is the genuine factorial cumulant with the full momen-
tum acceptance. Because the right-hand side does not
depend on the pT range, Eq. (95) tells us that the left-
hand side does not have pT range dependence. There-
fore, the assumption of the independent particle emission
can be checked experimentally by plotting the left-hand
side of Eq. (95); if this plot were constant as a func-
tion of pT range, it supports the independent particle
emission. Moreover, in this case Eq. (95) can also be
used to determine the right-hand side, i.e. the factorial
cumulants with full momentum coverage 〈Ni1 · · ·Nim〉fc,
by performing a constant fit to the data. In this way,
one can obtain various factorial cumulants for full mo-
mentum coverage using Eq. (95). The factorial cumu-
lants can then be used to analyze the genuine cumulants
of conserved charges, which are quantities suitable for a
comparison with theoretical analysis.
Note that the above procedure is similar to the effi-
ciency correction discussed in Sec. V, but has two unique
features. First, one can inspect the validity of the use
of the binomial model using the experimental data for
various pT cuts. Second, the simultaneous use of the ex-
perimental results obtained with various pT cuts should
be responsible for reducing the statistical error of the re-
constructed factorial cumulants.
It is also noteworthy that Eq. (95) shows that the fac-
torial cumulants have a power-law behavior,
〈ni1 · · ·nim〉fc ∼
〈ni1〉
〈Ni1〉
· · · 〈nim〉〈Nim〉
, (96)
against the variation of pT range. In particular, the facto-
rial cumulants of single charge obey the same power-law
behavior; for example, the proton number np observed
with a pT cut obeys
〈nmp 〉fc = c
( 〈np〉
〈Np〉
)m
, (97)
where Np denotes the total proton number and the co-
efficient c corresponds to its factorial cumulants, c =
〈Nmp 〉fc4.
In Sec. III B, we discussed that factorial cumulants are
interpreted as the cumulants without self correlation, and
they vanish when the particles are not correlate with one
another. One thus may suspect why the nonzero values
of the factorial cumulants 〈ni1 · · ·nim〉fc are obtained in
Eq. (96) despite the assumption for independent parti-
cle emission. In the problem considered here, however,
different particles are correlated because the original dis-
tribution P (N) has such correlations. Suppose, for ex-
ample, the particles are observed with perfect momen-
tum coverage. In this case we simply observe P (N),
4 Because factorial cumulants higher than first order vanish for
Poisson distribution as in Eqs. (15) and (58), when the distri-
bution of Ni obeys the Poissonian Eqs. (96) and (97) becomes
zero.
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whose factorial cumulants are nonzero. Equations. (96)
and (97) tell us that the factorial cumulants are sup-
pressed when they are observed with an “efficiency loss”
owing to the pT cut, and the suppression is stronger for
higher order. In the limit of small pT bin, 〈ni〉 goes to
zero and the factorial cumulants approach zero faster for
higher order. In this limit, therefore, all factorial cumu-
lants higher than first order are negligible, which means
that the distribution approaches Poissonian one.
For the search of the QCD critical point, it is par-
ticularly interesting to construct the net-proton number
cumulants for full pT coverage in this method. To carry
out the analysis, we need the following steps:
1. Measure the pT -cut dependences of various facto-
rial cumulants of proton and anti-proton numbers,
〈n2p〉fc, 〈npnp¯〉fc, 〈n2p¯〉fc, 〈n3p〉fc, 〈n2pnp¯〉fc, 〈npn2p¯〉fc, · · · .
(98)
2. Plot these factorial cumulants in the normalization
in Eq. (95), for example,
〈n3p〉fc
〈np〉3 ,
〈n2pnp¯〉fc
〈np〉2〈np¯〉 ,
〈npn2p¯〉fc
〈np〉〈np¯〉2 ,
〈n3pnp¯〉fc
〈np〉3〈np¯〉 . (99)
This plot is useful to inspect the existence of the
correlation in the particle emissions of protons and
anti-protons, because these ratios should become
constants if these particles are emitted indepen-
dently.
3. If Eq. (99) does not have pT -cut dependences, ana-
lyze the factorial cumulants for the full momentum
coverage, i.e. the right-hand side of Eq. (95), by
performing a constant fit to the experimental data.
4. Construct the cumulants of the net-proton number
of the total system. This can be carried out by
combining the factorial cumulants obtained in the
above step.
We also note that this procedure can be straightforwardly
extended to the analysis of the net-baryon number cumu-
lants [40, 41].
If the experimental results on the ratios in Eq. (99)
were not constant but has a pT -cut dependence, the devi-
ation from constant serves as the signal of the correlation
in the particle emission. In this case, it is an interesting
study to describe the deviation in theoretical analyses
[48, 49].
Recently, it is sometimes discussed that the monoton-
ically increasing behaviors of the (factorial) cumulants
with increasing the pT range [28] are related to the crit-
ical enhancement of fluctuations associated to the QCD
critical point. As we saw above, however, the factorial
cumulants have the power-law behavior as in Eq. (96)
even in a simple independent emission model. Therefore,
monotonically-increasing behavior of a factorial cumu-
lant is not necessarily related to the critical fluctuation.
Because cumulants are given by the linear combination
of the factorial cumulants, the same conclusion applies
to cumulants, too. Only when the original distribution
is given by Poissonian, the pT -cut dependence becomes
constant, because all factorial cumulants higher than first
order vanish. The power-law behavior thus means a non-
Poissonian behavior of the original distribution. Critical
fluctuation is one of the potential possibilities which give
rise to such a non-Poissonian distribution.
VII. RAPIDITY WINDOW DEPENDENCE
In this section, we consider the rapidity window depen-
dences of fluctuation observables on the basis of factorial
cumulants.
One of the ultimate goals of the study of fluctuations
in heavy-ion collisions is the observation of the phase
transition of QCD, especially the QCD critical point. To
realize this subject, it is desirable to measure the fluctua-
tions in the early stage at which the phase transition had
taken place directly. The experiments, however, can mea-
sure fluctuations only in the final state. As the medium
undergoes time evolution in the hadronic stage before
they arrive at the detectors, the fluctuations are modi-
fied from the primordial one [1]. For conserved charges,
this modification comes from the diffusion process. Ow-
ing to this effect, the fluctuations in the early stage are
smeared when they are observed.
In Refs. [34, 35], it is suggested that this smearing
effect can be understood and removed from the use of
the rapidity window dependences of cumulants. In this
study it is assumed that the diffusion takes place due to
the motion of particles which are random and not corre-
lated with one another. In the present paper, we call this
model as the non-interacting Brownian particle model.
In this model, the primordial fluctuations can be con-
structed by combining the rapidity window dependences
of various cumulants. In this section, we pursue this idea
using factorial cumulants. As we have seen in the previ-
ous sections, the factorial cumulants play useful roles in
reconstructing the “original” fluctuation from the data
obtained by an imperfect experiment. In this section, we
show that the factorial cumulants are useful in removing
the smearing effects and reconstructing the primordial
fluctuation. We discuss that they play particularly use-
ful roles in verifying the validity of the non-interacting
Brownian particle model, and in realizing more system-
atic reconstruction of the early-stage fluctuations from
the experimental data.
A. Non-interacting Brownian particle model
We first briefly review the non-interacting Brownian
particle model [34, 35]. To simplify the argument, we
assume the Bjorken space-time evolution and adopt the
Milne coordinates, the space-time rapidity y and proper
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time τ . In order to describe the net-particle numbers,
we consider two particle species whose densities per unit
rapidity are denoted by ρ(y) and ρ¯(y), which give the
net-particle number density as ρnet(y) = ρ(y)− ρ¯(y).
We consider the time evolution of fluctuations due to
the diffusion from the chemical to kinetic freezeouts. We
thus take the initial condition at the chemical freezeout
time τ = τ0, and denote the probability distribution func-
tional of ρ(y) and ρ¯(y) at τ0 as P0[ρ(y), ρ¯(y)]. Due to
the diffusion after the chemical freezeout, the probability
distribution functional of ρ(y) and ρ¯(y) is modified. We
denote the probability in the final state at proper time
τ = τF as PF[ρ(y), ρ¯(y)].
In experiments, one can measure PF[ρ(y), ρ¯(y)]
5, while
the early-time distribution P0[ρ(y), ρ¯(y)] is more suitable
for the analysis of the phase transition. The purpose of
this section is to obtain the cumulants of ρnet(y) at τ =
τ0 from the experimental information on PF[ρ(y), ρ¯(y)].
To deal with this problem, we employ the following two
assumptions:
1. The densities ρ(y) and ρ¯(y) are composed of parti-
cles which do not undergo creations and annihila-
tions.
2. The motions of the particles are independent for
individual particles.
We note that these assumptions are well justified when
we consider the net-baryon number after chemical freeze-
out [34, 35]. Because of the diffusion, the positions of
individual particles are shifted from τ = τ0 to τF. We
denote the probability density of the position of a parti-
cle at τ = τF which was located at y = y0 at τ = τ0 as
f(y− y0). In the following, we assume that this distribu-
tion is given by Gaussian
f(y) =
1√
2pid
e−y
2/2d2 (100)
with the diffusion length d. The diffusion length d is
related to the τ dependent diffusion coefficient D(τ) in
rapidity space as [22]
d =
(
2
∫ τF
τ0
dτ ′D(τ ′)
)1/2
. (101)
B. Reconstructing initial fluctuations
We denote the particle density in the final state as
ρF(y) and ρ¯F(y), and consider the particle numbers at
5 Although the fluctuation should be defined in coordinate space
so that it is compared with thermal fluctuation [1], the exper-
imental measurements are performed in momentum space [42].
This difference gives rise to the “thermal blurring” effect [1, 42].
For nucleons, this effect increases the apparent diffusion length
in rapidity space by about 0.25 after the thermal freeze-out [42].
The effect thus can be included in the present formalism by sim-
ply increasing the diffusion length.
midrapidity −∆y/2 < y < ∆y/2,
n∆y =
∫ ∆y/2
−∆y/2
dyρF(y), n¯∆y =
∫ ∆y/2
−∆y/2
dyρ¯F(y), (102)
and their cumulants and factorial cumulants.
Our goal is to obtain information on the initial-state
distribution P0[ρ0(y), ρ¯0(y)] from the ∆y dependence of
the fluctuations of Eq. (102). This can be achieved
by representing the fluctuations of n∆y and n¯∆y using
P0[ρ0(y), ρ¯0(y)]. For this purpose, we first divide the ra-
pidity coordinate into discrete cells with length δy. Then,
the total particle number in a cell labeled by i in the ini-
tial state is given by
Ni = ρ0(yi)δy, N¯i = ρ¯0(yi)δy, (103)
where yi is the rapidity of cell i, and ρ0(y) and ρ¯0(y)
represent the density at τ = τ0.
Next, a particle in a cell at yi is distributed in the ra-
pidity space in the final state with Eq. (100). Therefore,
the probability that this particle is located in the rapidity
window −∆y/2 < y < ∆y/2 is given by
p∆y(yi) =
∫ ∆y/2
−∆y/2
dy′f(y′ − yi). (104)
We denote the numbers of particles which were in the
cell i at τ = τ0 and found in the rapidity window in the
final state as ni and n¯i. Because of the independence
of the motions of individual particles, the probabilities
p∆y(yi) are independent for individual particles. There-
fore, the initial- and final-state particle numbers (Ni, N¯i)
and (ni, n¯i), respectively, are related with each other by
the binomial model Eq. (85), with probabilities Eq. (104).
The total particle numbers in ∆y in the final state
Eq. (102) are given by
n∆y =
∑
i
ni, n¯∆y =
∑
i
n¯i, (105)
where the sum over i runs over all cells.
In Sec. II B, the linear combination of ni is represented
by the symbol q(a). To represent Eq. (105) in a similar
manner as the symbol q(a) in Sec. II B, we write
n∆y =
∑
i
aini +
∑
j
a¯j n¯j , n¯∆y =
∑
i
bini +
∑
j
b¯j n¯j ,
(106)
where ai = 1 and a¯j = 0, while bi = 0 and b¯j = 1 for all i
and j. Using the result in the binomial model, Eq. (90),
one thus can represent the factorial cumulants of n∆y as
〈nm∆y〉fc =
〈(∑
i
ni
)m〉
fc
=
〈(∑
i
p∆y(yi)Ni
)m〉
fc
→
〈(∫
dyp∆y(y)ρ0(y)
)m〉
fc
, (107)
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where in the last arrow we took the δy → 0 limit and
replaced the sum with an integral. Similarly, the factorial
cumulants of n¯∆y and the mixed factorial cumulants of
n∆y and n¯∆y are given by
〈n¯m¯∆y〉fc =
〈(∫
dyp∆y(y)ρ¯0(y)
)m¯〉
fc
, (108)
〈nm∆yn¯m¯∆y〉fc =
〈(∫
dyp∆y(y)ρ0(y)
)m( ∫
dyp∆y(y)ρ¯0(y)
)m¯〉
fc
.
(109)
The factorial cumulants of the net-particle number
n
(net)
∆y = n∆y − n¯∆y are obtained by first decomposing
〈(n(net)∆y )m〉 as
〈(n(net)∆y )m〉 = 〈(n∆y − n¯∆y)m〉
= 〈nm∆y〉 −m〈nm−1∆y n¯∆y〉+ · · · , (110)
and using Eqs. (107)–(109).
C. ∆y dependence
Equations (107)–(110) represent the factorial cumu-
lants of n∆y and n¯∆y in the final state using those of
the initial condition, ρ0(x) and ρ¯0(x). However, they
are too general for practical purposes. To simplify the
argument, now we assume that the initial distribution
P0[ρ0(y), ρ¯0(y)] satisfies the locality condition, i.e.
〈ρ0(y1) · · · ρ0(ym)ρ¯0(ym+1) · · · ρ¯0(ym+m¯)〉c
= χmm¯δ(y1 − y2) · · · δ(y1 − ym+m¯), (111)
which is justified in a thermal medium at the length scale
at which the extensive property of thermodynamic func-
tions is satisfied [1]; in heavy-ion collisions, even near
the critical point Eq. (111) would be a good approxima-
tion [36]. The coefficients χmm¯ in Eq. (111) are inter-
preted as the (mixed) susceptibility in the initial condi-
tion. In fact, from Eq. (111) the cumulants of particle
number in a rapidity window ∆y
N∆y =
∫
∆y
dyρ0(y), N¯∆y =
∫
∆y
dyρ¯0(y), (112)
satisfy
〈Nm∆yN¯ m¯∆y〉c = χmm¯∆y. (113)
From Eq. (111), the locality condition also holds for
factorial cumulants in the initial condition
〈ρ0(y1) · · · ρ0(ym)ρ¯0(ym+1) · · · ρ¯0(ym+m¯)〉fc
= κmm¯δ(y1 − y2) · · · δ(y1 − ym+m¯). (114)
Here, κmm¯ are related to χmm¯ by the same relations as
those for factorial cumulants in Sec. II B, i.e.
χ10 = κ10, χ01 = κ01,
χ20 = κ20 + κ10, χ11 = κ11, χ21 = κ21 + κ11,
χ31 = κ31 + 3κ21 + κ11, (115)
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FIG. 2. Function Fm(X) in Eq. (118). Dependences of all
factorial cumulants on ∆y are proportional to Fm(X). The
horizontal axis corresponds to the ratio between the rapidity
window ∆y and the diffusion length d.
and so forth. The relations (115) can also be obtained
by replacing moments and factorial moments in favor of
cumulants and factorial cumulants in Eqs. (63)–(65) and
substituting Eqs. (111) and (114).
Substituting Eq. (114) into Eq. (107), one obtains
〈nm∆yn¯m¯∆y〉fc = κmm¯
∫
dy[p∆y(y)]
m+m¯. (116)
Using Eq. (100), Eq. (116) is calculated to be
〈nm∆yn¯m¯∆y〉fc
∆y
= κmm¯Fm+m¯
(∆y
d
)
(117)
with
Fm(X) =
1
∆y
∫
dz
(∫ 1/2
−1/2
dz′
X√
2pi
e−
(z−z′)2
2 X
2
)m
.
(118)
In the left panel of Fig. 2, we show Fm(X) as functions
of X for m = 2, 3, 4.
Using the relations in Sec. II B, the above results for
factorial cumulants can be converted into cumulants.
These results agree with those in Refs. [34, 35] obtained
from the diffusion master equation. The same result for
second order is obtained in Ref. [43].
It is instructive to see the behavior of Eq. (117) in the
small ∆y limit. In this limit corresponding to X → 0,
Fm(X) is expanded as
Fm(X) =
Xm−1√
m(2pi)m−1
(
1− m− 1
24
X2 +O(X4)
)
.
(119)
This result shows that the factorial cumulants have power
law behaviors 〈nm∆yn¯m¯∆y〉fc ∼ ∆ym+m¯, as pointed out in
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FIG. 3. Upper panel shows Fm(X) divided by ∆y
m−1. In
the lower panel the same function is shown in the normal-
ization (Fm(X)/∆y
m−1)/Fm(0). Dependences of all factorial
cumulants on ∆y are proportional to Fm(X). The expansion
of Fm(X) up toX
2, Eq. (119), are also shown by dashed lines.
Ref. [36] for the single variable case. Equation (119)
also shows that the deviation from the power law be-
havior is more prominent for higher orders. In Fig. 3, we
show Fm(X) in the normalizations Fm(X)/∆y
m−1 and
(Fm(X)/∆y
m−1)/Fm(0).
D. Implications to experiments
Let us inspect phenomenological implications of the
above result.
First, Eq. (117) tells us that the factorial cumulants
〈nm∆yn¯m¯∆y〉fc have a common ∆y dependence for the same
m + m¯ with different proportionality coefficients. For
example, all the factorial cumulants of proton and anti-
proton at fourth order,
〈n4p〉fc, 〈n3pnp¯〉fc, 〈n2pn2p¯〉fc, 〈npn3p¯〉fc, 〈n4p¯〉fc, (120)
defined in a rapidity window ∆y are proportional to
F4(∆y/d) with the proportionality coefficients κmm¯.
This behavior can be checked explicitly in experiments.
Because Eq. (117) is obtained from the non-interacting
Brownian particle model, this experimental analysis
serves as a check of the validity of this picture. In
Refs. [34, 35], similar argument has been made only on
the basis of the cumulants. The discussion with factorial
cumulants enables more quantitative analysis of the ∆y
dependence.
Second, the ∆y dependences of the factorial cumulants
〈nm∆yn¯m¯∆y〉fc can be used to study the diffusion length d
experimentally, by comparing the ∆y dependences of var-
ious factorial cumulants with the form of Fm(X) in Fig. 2.
The diffusion length is directly connected to the diffusion
coefficient, and an important experimental observable to
study transport property of the medium. We emphasize
that the use of the factorial cumulants with various or-
ders would be helpful in this analysis, because the ∆y
dependence is different for different orders as in Fig. 2.
Third, if the non-interacting Brownian particle model
is justified experimentally, one can use the above results
to estimate of the susceptibilities in the initial condition,
χmm¯. In this analysis, one first determines κmm¯ from
the magnitude of 〈nm∆yn¯m¯∆y〉fc. The susceptibilities χmm¯
can then be constructed from κmm¯ with Eq. (115). By
combining the values of χmm¯, it is possible to obtain the
susceptibility of the conserved charges, such as the one
of the net-baryon number. The susceptibility obtained
in this way is the quantity which is the most suitable
for the comparison with theoretical analyses and lattice
QCD simulations.
Finally, we note that the above results are obtained
within an idealized setting which would not be justified
in real heavy-ion collisions [1]. First, although we as-
sumed Bjorken expansion this picture would be violated
for lower energy collisions. For lower energy collisions,
the effects of global charge conservation [12] have to be
considered seriously, too. Second, our results are ob-
tained with the assumption of locality Eq. (111). When
the correlation length is not sufficiently small, this as-
sumption has to be relaxed. As discussed in Ref. [22]
for second order cumulant, non-equilibrium effects near
the critical point also lead to the violation of the locality
assumption. Third, other various effects in real heavy-
ion collisions [1, 13, 16, 18, 19] have also be taken into
account. We left the inclusion of these effects for future
study.
VIII. SUMMARY
In the present study, we studied the properties and ap-
plications of factorial cumulants in relativistic heavy-ion
collisions. The properties of factorial cumulants includ-
ing those of mixed channels and particles having non-
unit charges have been discussed. We showed that these
factorial cumulants can be interpreted as the cumulants
after removing the effect of self correlation in classical
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particle systems. Nevertheless, it is also discussed that
these properties of factorial cumulants are not so useful
in heavy-ion collisions.
We discussed new usages of factorial cumulants for
three practical problems in Secs. V, VI, and VII. These
arguments are related to the binomial model, which is
justified when the underlying probabilistic processes are
independent. In the binomial model, factorial cumulants
in this model are connected by a simple relation Eq. (90).
We showed that this relation plays quite useful roles in
the reconstruction of the original cumulants from the in-
complete information obtained experimentally. As such
examples, we discussed the uses of factorial cumulants
in efficiency correction and the studies of pT range and
rapidity window dependences of fluctuation observables.
We finally note that the discussions in Secs. V, VI, and
VII can be combined, although in this paper we discussed
them separately for simplicity. For example, it is possible
to deal with the effects of the efficiency of detectors and
pT cut simultaneously.
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