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Abstract
In this paper, we investigate the existence of infinitely many solu-
tions for the following fractional Hamiltonian systems:
tD
α
∞(−∞D
α
t u(t)) + L(t)u(t) = ∇W (t, u(t)) (0.1)
u ∈ Hα(R,RN ).
where α ∈ (1/2, 1), t ∈ R, u ∈ Rn, L ∈ C(R,Rn
2
) is a symmetric and
positive definite matrix for all t ∈ R, W ∈ C1(R×Rn,R), and ∇W is
the gradient of W at u. The novelty of this paper is that, assuming
there exists l ∈ C(R,R) such that (L(t)u, u) ≥ l(t)|u|2 for all t ∈ R,
u ∈ Rn and the following conditions on l: inft∈R l(t) > 0 and there
exists r0 > 0 such that, for any M > 0
m({t ∈ (y − r0, y + r0)/ l(t) ≤M})→ 0 as |y| → ∞.
are satisfied and W is of subquadratic growth as |u| → +∞, we show
that (0.1) possesses infinitely many solutions via the genus properties
in the critical theory. Recent results in [Z. Zhang and R. Yuan, Solu-
tions for subquadratic fractional Hamiltonian systems without coer-
cive conditions, Math. Methods Appl. Sci., DOI: 10.1002/mma.3031]
are significantly improved.
Key works: Liouville-Weyl fractional derivative, fractional Hamilto-
nian systems, critical point, variational methods.
MSC 2010: 34C37; 35A15; 35B38
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1 Introduction
Fractional differential equations both ordinary and partial ones are applied
in mathematical modeling of processes in physics, mechanics, control the-
ory, biochemistry, bioengineering and economics. Therefore the theory of
fractional differential equations is an area intensively developed during last
decades [1], [7], [8], [13], [14], [16], [19], [27]. Therein, the composition of
fractional differential operators has got much attention from many scientists,
mainly due to its wide applications in modeling physical phenomena exhibit-
ing anomalous diffusion. Specifically, the models involving a fractional dif-
ferential oscillator equation, which contains a composition of left and right
fractional derivatives, are proposed for the description of the processes of
emptying the silo [11] and the heat flow through a bulkhead filled with gran-
ular material [21], respectively. Their studies show that the proposed models
based on fractional calculus are efficient and describe well the processes.
In the aspect of theory, the study of fractional differential equations in-
cluding both left and right fractional derivatives has attracted much attention
by using fixed point theory and variational methods [3], [4], [9], [22], [23],
[24], [25], [26], [28] and their references. We note that, it is not easy to use
the critical point theory to study the fractional differential equations includ-
ing both left and right fractional derivatives, since it is often very difficult
to establish a suitable space and a variational functional for the fractional
boundary value problem.
Very recently in [22] the author considered the following fractional Hamil-
tonian systems
tD
α
∞(−∞D
α
t u(t)) + L(t)u(t) = ∇W (t, u(t)) (1.1)
where α ∈ (1/2, 1), t ∈ R, u ∈ Rn, L ∈ C(R,Rn
2
) is a symmetric matrix
valued function for all t ∈ R, W ∈ C1(R × Rn,R) and ∇W (t, u(t)) is the
gradient ofW at u. Assuming that L andW satisfy the following hypotheses:
(L) L(t) is positive definite symmetric matrix for all t ∈ R, and there exists
an l ∈ C(R, (0,∞)) such that l(t)→ +∞ as t→∞ and
(L(t)x, x) ≥ l(t)|x|2, for all t ∈ R and x ∈ Rn. (1.2)
(W1) W ∈ C
1(R× Rn,R), and there is a constant µ > 2 such that
0 < µW (t, x) ≤ (x,∇W (t, x)), for all t ∈ R and x ∈ Rn \ {0}.
(W2) |∇W (t, x)| = o(|x|) as x→ 0 uniformly with respect to t ∈ R.
2
(W3) There exists W ∈ C(R
n,R) such that
|W (t, x)|+ |∇W (t, x)| ≤ |W (x)| for every x ∈ Rn and t ∈ R.
It showed that (1.1) has at least one nontrivial solution via Mountain pass
theorem.
In particular, if α = 1, (1.1) reduces to the standard second order differ-
ential equation
u′′ − L(t)u+∇W (t, u) = 0, (1.3)
where W : R× Rn → R is a given function and ∇W (t, u) is the gradient of
W at u. The existence of homoclinic solution is one of the most important
problems in the history of that kind of equations, and has been studied
intensively by many mathematicians. Assuming that L(t) and W (t, u) are
independent of t, or T -periodic in t, many authors have studied the existence
of homoclinic solutions for (1.3) via critical point theory and variational
methods. In this case, the existence of homoclinic solution can be obtained
by going to the limit of periodic solutions of approximating problems.
If L(t) andW (t, u) are neither autonomous nor periodic in t, this problem
is quite different from the ones just described, because the lack of compacte-
ness of the Sobolev embedding. In [17] the authors considered (1.3) without
periodicity assumptions on L and W and showed that (1.3) possesses one
homoclinic solution by using a variant of the mountain pass theorem with-
out the Palais-Smale contidion. In [15], under the same assumptions of [17],
the authors, by employing a new compact embedding theorem, obtained the
existence of homoclinic solution of (1.3).
Motivated by the previously mentioned results, using the genus properties
of critical point theory, in [28], the authors generalized the result of [22] and
established some new criterion to guarantee the existence of infinitely many
solutions of (1.1) for the case that W (t, u) is subquadratic as |u| → +∞.
Explicitly, L satisfies (L) and the potential W (t, u) is supposed to satisfy the
following conditions:
(HS)1 W (t, 0) = 0 for all t ∈ R, W (t, u) ≥ a(t)|u|
θ and |δW (t, u)| ≤ b(t)|u|θ−1
for all (t, u) ∈ R × Rn, where θ < 2 is a constant, a : R → R+ is a
bounded continuous function and b : R→ R+ is a continuous function
such that b ∈ L
2
2−θ (R);
(HS)2 There is a constant 1 < σ ≤ θ < 2 such that
(W (t, u), u) ≤ σW (t, u) for all t ∈ R and u ∈ Rn \ {0};
(HS)3 W (t, u) is even in u, i.e. W (t, u) =W (t,−u) for all t ∈ R and u ∈ R
n.
3
Moreover they got the behavior∫
R
[
1
2
|−∞D
α
t uj(t)|
2 +
1
2
(L(t)uj(t), uj(t))−W (t, uj(t))
]
dt→ 0− (1.4)
as j → +∞.
As is well-known, the condition (L) is the so-called coercive condition
and is a little demanding. In fact, for a simple choice like L(t) = sIdn, the
condition (1.5) is not satisfied, where s > 0 and Idn is the n × n identity
matrix. Considering this trouble, very recently in [29] the recent results in
[28] are generalized and significantly improved. More precisely in [29] the
authors considered the case that L(t) is bounded in the sense that
(L)′ L ∈ C(R,Rn
2
) is a symmetric and positive definite matrix for all t ∈ R
and there are constants 0 < τ1 < τ2 < +∞ such that
τ1|u|
2 ≤ (L(t)u, u) ≤ τ2|u|
2 for all (t, u) ∈ R× Rn.
and the potential W (t, u) is supposed to satisfy the following assumptions:
(HS)′1 W (t, 0) = 0 for all t ∈ R, W (t, u) ≥ a(t)|u|
θ and |∇W (t, u)| ≤
b(t)|u|θ−1 for all (t, u) ∈ R × Rn, where 1 < θ < 2 is a constant,
a : R → R+ is a bounded continuous function, and b : R → R+ is a
continuous function such that b ∈ Lξ(R,R) for some 1 ≤ ξ ≤ 2.
Under conditions (L)′, (HS)′1 and (HS)3, the authors proved that (1.1) has
infinitely many nontrivial solutions. But they lost the behavior (1.4).
Motivated by this previous result, in this paper we consider the existence
of infinitely many nontrivial solution to (1.1) under some weaker condition
than (L) and we recovered the behavior (1.4). More precisely we consider
(Lw) L(t) is positive definite symmetric matrix for all t ∈ R, and there exists
an l ∈ C(R,R) such that
(L1w) inft∈R l(t) > 0,
(L2w) There exists r0 > 0 such that, for any M > 0
m({t ∈ (y − r0, y + r0)/ l(t) ≤M})→ 0 as |y| → ∞.
and
(L(t)x, x) ≥ l(t)|x|2, for all t ∈ R and x ∈ Rn. (1.5)
Up until now, we can state our main resut
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Theorem 1.1 Suppose that (Lw), (HS)1− (HS)3 are satisfied. Then, (1.1)
has infinitely many nontrivial solutions {uj}j∈N such that∫
R
[
1
2
|−∞D
α
t uj(t)|
2 +
1
2
(L(t)uj(t), uj(t))−W (t, uj(t))
]
dt→ 0−
as j → +∞.
Remark 1.1 From (HS)1, it is easy to check that W (t, u) is subquadratic
as |u| → +∞. In fact, in view of (HS)1, we have
W (t, u) =
∫ 1
0
(∇W (t, su), u)ds ≤
b(t)
θ
|u|θ, (1.6)
which implies that W (t, u) is of subquadratic growth as |u| → +∞.
Remark 1.2 In [22], assuming (L) holds, the author introduced some com-
pact embedding lemma (see its Lemma 2.2), which has also been used in [28]
to verify that the corresponding functional of (1.1) satisfies the (PS) con-
dition. In our present paper, we weaken (L) to (Lw) and under this new
condition we get a new compact embedding result (see Lemma 2.2).
The rest of the paper is organized as follows: Some preliminary results
are presented in Section §2. In Section §3, we are devoted to accomplishing
the proof of our main result.
2 Preliminary Results
2.1 Liouville-Weyl Fractional Calculus
In this section we introduce some basic definitions of fractional calculus which
are used further in this paper. For more details we refer the reader to [7].
The Liouville-Weyl fractional integrals of order 0 < α < 1 are defined as
−∞I
α
x u(x) =
1
Γ(α)
∫ x
−∞
(x− ξ)α−1u(ξ)dξ (2.1)
xI
α
∞u(x) =
1
Γ(α)
∫ ∞
x
(ξ − x)α−1u(ξ)dξ (2.2)
The Liouville-Weyl fractional derivative of order 0 < α < 1 are defined as the
left-inverse operators of the corresponding Liouville-Weyl fractional integrals
−∞D
α
xu(x) =
d
dx
−∞I
1−α
x u(x) (2.3)
5
xD
α
∞u(x) = −
d
dx
xI
1−α
∞ u(x) (2.4)
The definitions (2.3) and (2.4) may be written in an alternative form:
−∞D
α
xu(x) =
α
Γ(1− α)
∫ ∞
0
u(x)− u(x− ξ)
ξα+1
dξ (2.5)
xD
α
∞u(x) =
α
Γ(1− α)
∫ ∞
0
u(x)− u(x+ ξ)
ξα+1
dξ (2.6)
We establish the Fourier transform properties of the fractional integral and
fractional differential operators. Recall that the Fourier transform û(w) of
u(x) is defined by
û(w) =
∫ ∞
−∞
e−ix.wu(x)dx.
Let u(x) be defined on (−∞,∞). Then the Fourier transform of the Liouville-
Weyl integral and differential operator satisfies
̂
−∞Iαx u(x)(w) = (iw)
−αû(w) (2.7)
̂
xIα∞u(x)(w) = (−iw)
−αû(w) (2.8)
̂
−∞Dαxu(x)(w) = (iw)
αû(w) (2.9)
̂
xDα∞u(x)(w) = (−iw)
αû(w) (2.10)
2.2 Fractional Derivative Spaces
In this section we introduce some fractional spaces for more detail see [5].
Let α > 0. Define the semi-norm
|u|Iα
−∞
= ‖−∞D
α
xu‖L2
and norm
‖u‖Iα
−∞
=
(
‖u‖2L2 + |u|
2
Iα
−∞
)1/2
, (2.11)
and let
Iα−∞(R) = C
∞
0 (R)
‖.‖Iα
−∞ .
Now we define the fractional Sobolev space Hα(R) in terms of the fourier
transform. Let 0 < α < 1, let the semi-norm
|u|α = ‖|w|
αû‖L2 (2.12)
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and norm
‖u‖α =
(
‖u‖2L2 + |u|
2
α
)1/2
,
and let
Hα(R) = C∞0 (R)
‖.‖α
.
We note a function u ∈ L2(R) belong to Iα−∞(R) if and only if
|w|αû ∈ L2(R). (2.13)
Especially
|u|Iα
−∞
= ‖|w|αû‖L2. (2.14)
Therefore Iα−∞(R) and H
α(R) are equivalent with equivalent semi-norm and
norm. Analogous to Iα−∞(R) we introduce I
α
∞(R). Let the semi-norm
|u|Iα
∞
= ‖xD
α
∞u‖L2
and norm
‖u‖Iα
∞
=
(
‖u‖2L2 + |u|
2
Iα
∞
)1/2
, (2.15)
and let
Iα∞(R) = C
∞
0 (R)
‖.‖Iα
∞ .
Moreover Iα−∞(R) and I
α
∞(R) are equivalent , with equivalent semi-norm and
norm [5].
Now we recall the Sobolev lemma.
Theorem 2.1 [22] If α > 1
2
, then Hα(R) ⊂ C(R) and there is a constant
C = Cα such that
sup
x∈R
|u(x)| ≤ C‖u‖α (2.16)
Remark 2.1 From (2.1), we now that if u ∈ Hα(R) with 1/2 < α < 1, then
u ∈ Lq(R) for all q ∈ [2,∞), because∫
R
|u(x)|qdx ≤ ‖u‖q−2∞ ‖u‖
2
L2.
In what follows, we introduce the fractional space in which we will construct
the variational framework of (1.1). Let
Xα =
{
u ∈ Hα(R,Rn)|
∫
R
[
|−∞D
α
t u(t)|
2 + (L(t)u(t), u(t))
]
dt <∞
}
,
then Xα is a reflexive and separable Hilbert space with the inner product
〈u, v〉Xα =
∫
R
[(−∞D
α
t u(t), −∞D
α
t v(t)) + (L(t)u(t), v(t))] dt
7
and the corresponding norm
‖u‖2Xα = 〈u, u〉Xα
Similar to Lemma 2.1 in [22], we have the following conclusion. Its proof is
just the repetition of Lemma 2.1 of [22], so we omit the details.
Lemma 2.1 Suppose L satisfies (Lw). Then X
α is continuously embedded
in Hα(R,Rn).
Lemma 2.2 Suppose L satisfies (Lw). Then the imbedding of X
α in L2(R,Rn)
is compact.
Proof. We note first that by Lemma 2.1 and Remark 2.1 we have
Xα →֒ L2(R,Rn) is continuous.
Now, let (uk) ∈ X
α be a sequence such that uk ⇀ u in X
α. We will show
that uk → u in L
2(R,Rn). Suppose, without loss of generality, that uk ⇀ 0
in Xα. The Banach-Steinhaus theorem implies that
A = sup
k
‖uk‖Xα < +∞.
For any y ∈ R, ∀M > 0 set
IM(y) = {t ∈ (y − r, y + r)/ l(t) ≤M},
IM(y) = {t ∈ (y − r, y + r)/ l(t) > M}
Choose {yi} ⊂ R such that R ⊂ ∪
∞
i=1(yi− r, yi+ r) and each t ∈ R is covered
by at most 2 such intervals. Then, for any M > 0 and R > 2r, we have∫
(−R,R)c
|uk(t)|
2dt ≤
∞∑
|yi|≥R−r
∫
(yi−r,yi+r)
|uk(t)|
2dt
≤
∞∑
|yi|≥R−r
[∫
(yi−r,yi+r)∩IM (yi)
|uk(t)|
2dt+
∫
(yi−r,yi+r)∩IM (yi)
|uk(t)|
2dt
]
≤
∞∑
|yi|≥R−r
[∫
IM (yi)
|uk(t)|
2dt+
1
M
∫
(yi−r,yi+r)
l(t)|uk(t)|
2dt
]
≤
∞∑
|yi|≥R−r
[
( sup
(yi−r,yi+r)
|uk(t)|)
2m(IM(yi)) +
1
M
∫
(yi−r,yi+r)
l(t)|uk(t)|
2dt
]
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≤
∞∑
|yi|≥R−r
[
Cm(IM(yi))‖uk‖
2
Hα(yi−r,yi+r)
+
1
M
∫
(yi−r,yi+r)
l(t)|uk(t)|
2dt
]
≤ 2‖uk‖
2
Xα
[
C sup
|y|≥R−r
(m(IM(y))) +
1
M
]
≤ 2A
[
C sup
|y|≥R−r
(m(IM (y))) +
1
M
]
.
For any ǫ > 0, taking M and R large enough, we can obtain that∫
(−R,R)c
|uk(t)|
2dt ≤
ǫ
2
.
By Sobolev Theorem, uk → 0 uniformly on [−R,R]. Then, for such R > 0,
there exists k0 > 0 such that∫
[−R,R]
|uk(t)|
2dt ≤
ǫ
2
, for all k ≥ k0.
Hence, by the arbitrary of ǫ we can obtain that uk → 0 in L
2(R,Rn). 
Remark 2.2 From Remark 2.1 and Lemma 2.2, it is easy to verify that the
embedding of Xα in Lq(R,Rn) is also continuous and compact for q ∈ (2,∞).
Therefore, combining this with Theorem 2.1, for any q ∈ [2,∞], there exists
Cq such that
‖u‖Lq ≤ Cq‖u‖Xα. (2.17)
Now, we introduce more notations and some necessary definitions. Let B
be a real Banach space, I ∈ C1(B,R), which means that I is a continuously
Fre´chet-differentiable functional defined on B.
Definition 2.1 I ∈ C1(B,R) is said to satisfy the (PS) condition if any
sequence {uj}j∈N ⊂ B, for wich {I(uj)}j∈N is bounded and I
′(uj) → 0 as
j → +∞, possesses a convergent subsequence in B.
In order to find infinitely many solutions of (1.1) under the assumptions
of Theorem 1.1, we shall use the ‘genus’ properties. Therefore, we recall the
following definition and result (see [18]).
Let B be a Banach space, I ∈ C1(B,R) and c ∈ R. We set
Σ = {A ⊂ B \ {0} : A is closed in B and symmetric with respect to 0},
Kc = {u ∈ B : I(u) = c, I
′(u) = 0}, Ic = {u ∈ B : I(u) ≤ c}.
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Definition 2.2 For A ∈ Σ, we say genus of A is j (denote by γ(A) = j) if
there is an odd map ψ ∈ C(A,Rj \ {0}), and j is the smallest integer with
this property.
Lemma 2.3 Let I be an even C1 functional on B and satisfy the (PS) con-
dition. For any j ∈ N, set
Σj = {A ∈ Σ : γ(A) ≥ j}, cj = inf
A∈Σj
sup
u∈A
I(u).
1. If Σj 6= φ and cj ∈ R, then cj is a critical value of I.
2. If there exists r ∈ N such that
cj = cj+1 = ... = cj+r = c ∈ R
and c 6= I(0), then γ(Kc) ≥ r + 1.
Remark 2.3 From Remark 7.3 in [18], we know that if Kc ∈ Σ and γ(Kc) >
1, then Kc contains infinitely many distinct points, that is, I has infinitely
many distinct critical points in B.
3 Proof of Theorem 1.1
Now we are in the position to proof Theorem 1.1. Although its proof is just
the repetition of the process of Theorem 1.1 in [28], for the reader′s conve-
nience, we give some of the details. We begging present some preliminary
lemmas.
Lemma 3.1 Under the conditions of (Lw) and (HS)1, if uj ⇀ u in X
α, the
there exists one subsequence still denoted by {uj}j∈N such that ∇W (t, uj)→
∇W (t, u) in L2(R,Rn).
Proof. Assume that uj ⇀ u in X
α, then by Banach-Steinhaus Theorem,
there exists a constant M > 0 such that
sup
j∈N
‖uj‖Xα ≤M, ‖u‖Xα ≤M. (3.1)
Moreover, in view of (HS)1, it follows that
|∇W (t, uj(t))−∇W (t, u(t))|
2 ≤ b2(t)
(
|uj(t)|
θ−1 + |u(t)|θ−1
)2
(3.2)
≤ 2b2(t)
(
|uj(t)|
2(θ−1) + |u(t)|2(θ−1)
)
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Therefore, on account of (2.17), (3.1), (3.2), and the Ho¨lder inequality, we
have∫
R
|∇W (t, uj(t))−∇W (t, u(t))|
2dt ≤ 2
∫
R
b2(t)
(
|uj(t)|
2(θ−1) + |u(t)|2(θ−1)
)
dt
≤ 2‖b‖2
L
2
2−θ
(
‖uj‖
2(θ−1)
L2 + ‖u‖
2(θ−1)
L2
)
≤ 4C
2(θ−1)
2 ‖b‖
2
L
2
θ−1
M2(θ−1).
On the other hand, by Lemma 2.2, uj ⇀ u implies that there exists one
subsequence still denoted by {uj}j∈N such that uj → u in L
2(R,Rn), which
yields that uj(t) → u(t) for almost every t nR. Using Lebesgues’s conver-
gence Theorem, we finish the proof of this Lemma. 
We are going to establish the corresponding variational framework to
obtain solutions of (1.1). To this end, define the functional I : B = Xα → R
by
I(u) =
1
2
‖u‖2Xα −
∫
R
W (t, u(t))dt. (3.3)
Lemma 3.2 Under the conditions of Theorem 1.1, we have
I ′(u)v =
∫
R
[(−∞D
α
t u(t), −∞D
α
t v(t)) + (L(t)u(t), v(t))− (∇W (t, u(t)), v(t))]dt
for all u, v ∈ Xα, which yields that
I ′(u)u = ‖u‖2Xα −
∫
R
(∇W (t, u(t)), v(t))dt (3.4)
Proof. See [28]. 
Lemma 3.3 If (Lw), (HS)1 and (HS)2 hold, then I satisfies (PS) condition.
Proof. Assume that {uj}j∈N ⊂ X
α is a sequence such that {I(uj)}j∈N is
bounded, and I ′(uj) → 0 as j → +∞. Then there exists a constant M > 0
such that
|I(uj)| ≤ M, ‖I
′(uj)‖(Xα)∗ ≤M, (3.5)
for every j ∈ N, where (Xα)∗ is the dual space of Xα. Now by (3.3) and
(3.4), we obtain that(
1−
σ
2
)
‖uj‖
2
Xα = I
′(uj)uj − σI(uj)
+
∫
R
[(∇W (t, uj(t)), uj(t))− σW (t, uj(t))]dt (3.6)
≤ M‖uj‖Xα + σM.
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Since 1 < σ < 2, the inequality (3.6) shows that {uj}j∈N is bounded in X
α.
Then the sequence {uj}j nN has a subsequence, again denoted by {uj}j nN
and there exists u ∈ Xα such that
uj ⇀ u in X
α,
which yields that
(I ′(uj)− I
′(u))(uj − u)→ 0. (3.7)
Moreover, according to Lemma 3.1 and the Ho¨lder inequality, we have∫
R
(∇W (t, uj(t))−∇W (t, u(t)), uj(t)− u(t))dt→ 0 (3.8)
as j → +∞. Consequently, combining (3.7) and (3.8) with the following
equality
(I ′(uj)−I
′(u), uj−u) = ‖uj−u‖
2
Xα−
∫
R
(∇W (t, uj(t))−∇W (t, u(t)), uj(t)−u(t))dt,
it is easy to deduce that ‖uj − u‖Xα → 0 as j → +∞. 
Now, we are in the position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1 According to (HS)1 and (HS)3, it is obvious that
I is even and I(0) = 0. In order to apply Lemma 2.3, we prove that
for any j ∈ N there exists ǫ > 0 such that γ(I−ǫ) ≥ j. (3.9)
Let {ej}
∞
j=1 be the standard orthogonal basis of X
α, that is,
‖ej‖Xα = 1 and 〈ei, ek〉Xα = 0, 1 ≤ i 6= k. (3.10)
For any j ∈ N, define
Xαj = span{e1, e2, ..., ej}, Sj = {u ∈ X
α
j : ‖u‖Xα = 1},
then, for any u ∈ Xαj , there exists λi ∈ R, i = 1, 2, ..., j, such that
u(t) =
j∑
i=1
λiei(t) for t ∈ R, (3.11)
which indicates that
‖u‖Lθ =
(∫
R
|u(t)|θ
)1/θ
=
(∫
R
|
j∑
i=1
λiei(t)|
θdt
)1/θ
(3.12)
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and
‖u‖2Xα =
∫
R
[
|−∞D
α
t u(t)|
2 + (L(t)u(t), u(t))
]
dt
=
j∑
i=1
λ2i
∫
R
[
|−∞D
α
t ei(t)|
2 + (L(t)ei(t), ei(t))
]
dt (3.13)
=
j∑
i=1
λ2i ‖ei‖
2
Xα =
j∑
i=1
λ2i .
On the other hand, in view of (HS)1, for any bounded open set D ⊂ R,
there exists η > 0 (dependent on D) such that
W (t, u) ≥ a(t)|u|θ ≥ η|u|θ, (t, u) ∈ D × Rn. (3.14)
As a result, for any u ∈ Sj, we can take some D0 ⊂ R such that∫
R
W (t, u(t))dt =
∫
R
W (t,
j∑
i=1
λiei(t))dt ≥ η
∫
D0
|
j∑
i=1
λiei(t)|
θdt = ̺ > 0.
(3.15)
Indeed, if not, for any bounded open set D ⊂ R, there exists {un}n∈N ∈ Sj
such that ∫
D
|un(t)|
θdt =
∫
D
∣∣∣∣∣
j∑
i=1
λinei(t)
∣∣∣∣∣
θ
dt→ 0, as n→ 0,
where un =
∑j
i=1 λinei such that
∑j
i=1 λ
2
in = 1. Because
∑j
i=1 λ
2
in = 1, we
have
lim
n→+∞
λin =: λi0 ∈ [0, 1] and
j∑
i=1
λ2i0 = 1.
Hence, for any bounded open set D ⊂ R,∫
D
∣∣∣∣∣
j∑
i=1
λi0ei(t)
∣∣∣∣∣
θ
dt = 0.
The fact that D is arbitrary yields that u0 =
∑j
i=1 λi0ei(t) = 0 a.e. on R
which contradicts the fact that ‖u0‖Xα = 1. Hence, (3.15) holds true.
In addition, because all norms of a finite dimensional norm space are
equivalent, there is a constant c′ > 0 such that
c′‖u‖Xα ≤ ‖u‖Lθ , ∀u ∈ X
α
j . (3.16)
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Consequently, according to (HS)1 and (3.11)-(3.16), we have
I(su) =
s2
2
‖u‖2Xα −
∫
R
W (t, su(t))dt
=
s2
2
‖u‖2Xα −
∫
R
W (t, s
j∑
i=1
λiei(t))dt
≤
s2
2
‖u‖2Xα − s
θ
∫
R
a(t)
∣∣∣∣∣
j∑
i=1
λiei(t)
∣∣∣∣∣
θ
dt
≤
s2
2
‖u‖2Xα − ηs
θ
∫
D0
∣∣∣∣∣
j∑
i=1
λiei(t)
∣∣∣∣∣
θ
dt
≤
s2
2
‖u‖2Xα − ̺s
θ
=
s2
2
− ̺sθ, u ∈ Sj,
which implies that there exists ǫ > 0 and δ > 0 such that
I(δu) < −ǫ for u ∈ Sj . (3.17)
Let
Sδj = {δu/ u ∈ Sj}, Ω =
{
(λ1, λ2, ..., λj) :
j∑
i=1
λ2i < δ
2
}
.
The it follows from (3.17) that
I(u) < −ǫ, ∀u ∈ Sδj ,
which, together with the fact that I ∈ C1(Xα,R) and is even, yields that
Sδj ⊂ I
−ǫ ∈ Σ.
On the other hand, it follows from (3.11) and (3.13) that there exists an odd
homeomorphism mapping ϕ ∈ C(Sδj , ∂Ω). By some properties of the genus,
we obtain
γ(I−ǫ) ≥ γ(Sδj ) = j, (3.18)
so (3.9) follows. Set
cj = inf
A∈Σj
sup
u∈A
I(u),
then, from (3.18) and the fact that I is bounded from below on Xα, we have
−∞ < cj ≤ −ǫ < 0,
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that is, for any j ∈ N, cj is a real negative number. By Lemma 2.3 and
Remark 2.3, I has infinitely many nontrivial critical points, and consequently,
(1.1) possesses infinitely many solutions.
In what follows, we show that cj → 0
− as j → +∞. To this end, define
Xj = span{ej}, Zj =
∞⊕
k=j
Xk,
where {ej}
∞
j=1 is the standard orthogonal basis of X
α. Set
βj = sup
u∈Zj ,‖u‖Xα=1
‖u‖L2, (3.19)
then βj → 0 as j → +∞. Indeed, it is clear that 0 < βj+1 ≤ βj , so that
βj → β ≥ 0 as j → +∞. For every j ≥ 1, there exists uj ∈ Zj such that
‖uj‖Xα = 1 and ‖uj‖L2 ≥
βj
2
. By definition of Zj, uj ⇀ 0 in X
α. Then it
implies that uj → 0 in L
2(R,Rn) by Lemma 2.2. Thus, we have achieved
that β = 0. In view of (1.6), (2.17), and the Ho¨lder inequality, we have
0 ≤
∫
R
W (t, u(t))dt ≤
1
θ
∫
R
b(t)|u(t)|θdt
≤
1
θ
‖b‖
L
2
2−θ
‖u‖θL2
≤
Cθ2
θ
‖b‖
L
2
2−θ
‖u‖θXα. (3.20)
Therefore by (3.3) and (3.20), we obtain
I(u) ≥
1
2
‖u‖2Xα −
Cθ2
θ
‖b‖
L
2
2−θ
‖u‖θXα,
which yields that I(u) is coercive, that is, I(u) → +∞ as ‖u‖Xα → +∞.
Therefore, there exists a τ > 0 such that I(u) > 0 for ‖u‖Xα ≥ τ . Moreover,
for any A ∈ Σj, because γ(A) ≥ j, we have A ∩ Zj 6= φ. Subsequently, on
account of (3.19), it indicates that
sup
u∈A
I(u) ≥ inf
u∈Zj , ‖u‖Xα≤τ
I(u) ≥ inf
u∈Zj , ‖u‖Xα≤τ
(
1
2
‖u‖2Xα −
βθj
θ
‖b‖
L
2
2−θ
‖u‖θXα
)
≥ −
βθj
θ
‖b‖
L
2
2−θ
τ θ,
which implies that
cj = inf
A∈Σj
sup
u∈A
I(u) ≥ −
βθj
θ
‖b‖
L
2
2−θ
τ θ.
Combining this with cj > 0 and βj → 0, we get cj → 0
− as j → +∞. 
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