Assuming that the claim sizes of an insurance company have a common distribution with gamma-like tail, we study the asymptotic tail behaviour of the reinsured amounts under ECOMOR and LCR reinsurance treaties, respectively. Our novel results include a precise asymptotic expansion for the tail probability of the reinsured amounts under the ECOMOR treaty, and tight asymptotic bounds for the LCR case. As a by-product we derive a precise asymptotic expansion for the tail of the product of regularly varying random variables.
Introduction
In our framework the claim sizes of an insurance portfolio, X k , k = 1, 2, . . ., form a sequence of positive independent and identically distributed (iid) random variables, and arrive according to a counting process {N (t); t ≥ 0}. We assume hereafter that {X k ; k = 1, 2, . . .} and {N (t); t ≥ 0} are mutually independent.
Denote by X 1,N (t) ≥ · · · ≥ X N (t),N (t) the order statistics of the claims occurring up to time t. Then the total loss amounts covered by LCR (largest claims reinsurance) and ECOMOR (excédent du coût moyen relatif) reinsurance treaties up to time t > 0 are, respectively,
and 2) and Jones (2008) proposed to fix time t and investigate the tail asymptotics of these treaties. Precise results in this direction are derived by Jiang and Tang (2008) for exponential claims and claims with a convolutionequivalent tail, i.e., claims in the class S(γ). The latter paper motivates this contribution, which is concerned with the asymptotic analysis of both treaties with gamma-like claims (see the definition below).
A nice property of iid gamma distributed random variables is that their sum is again gamma distributed.
Lemma 7.1 in Rootzén (1986) (see also Rootzén (1987) ) showed that if instead independent random variables have distribution functions tail-equivalent to a gamma distribution, then the distribution of their sum is also tail-equivalent to a gamma distribution. A crucial novel result of this contribution (see Lemma 2.1 below) is the extension of Rootzén's result to the larger class of random variables with gamma-like tails. Utilizing the derived closure property under addition for gamma-like random variables, we obtain the precise asymptotic behaviour of the ECOMOR treaty with gamma-like claims. For the LCR treaty which is more complicated to deal with, a precise asymptotic formula is derived when l = 2 and some tight asymptotic bounds are given when l ≥ 3.
Moreover, we obtain for the LCR treaty a precise asymptotic formula with closed-form coefficients when the claims follow the gamma distribution with shape parameter greater than 1.
The rest of this paper is organized as follows. After presenting some preliminary results in Section 2, we display our principal findings in Section 3. Section 4 discusses our results and provides some extensions for the weighted ECOMOR treaty. Two auxiliary lemmas and all the proofs are displayed in Section 5.
Preliminaries
In this paper, all limit relations hold as x tends to ∞ unless otherwise specified. By the definition, (λx) ∼ (x) for all λ > 0; see Bingham et al. (1987) or Embrechts et al. (1997) for the main properties of slowly varying functions.
Remark 2.1. Clearly, (2.1) can be rewritten in a compact way as
is a regularly varying function with index α − 1, i.e., h ∈ R α−1 . This alternative expression of F will be used in some proofs below to simplify the presentation. However, we do not plug it into our results because it will conceal the gamma-like properties of F with respect to (w.r.t.) shape parameter α.
A canonical example of the gamma-like distribution with parameters α, γ > 0 is the gamma distribution with the corresponding parameters, i.e.,
where Γ(·) is the Euler Gamma function. In this case we have
Note in passing that if α = 1, then the gamma distribution coincides with the exponential distribution, for which relation (2.3) holds exactly, i.e.,
A key interesting finding of this paper is the following result, which will be used in the proofs of several main theorems below. Its proof is postponed to Section 5.
Lemma 2.1. Let X 1 ,. . . ,X l (l ≥ 2) be l independent positive random variables with gamma-like tails F i (x) ∼ i (x)x αi−1 e −γx for some positive constants γ, α i and some slowly varying functions i (x), i = 1, . . . , l. Then we have It turns out that Lemma 2.1 is of particular interest also for the tail asymptotics of the product of independent regularly varying random variables, which is recently studied in Hashorva et al. (2010) and Hashorva (2012) .
Indeed, as a by-product of the aforementioned lemma we immediately obtain the following result:
∈ R −γ with α i , i (·), i ≤ l, and γ as in Lemma 2.1, then we have
We remark that if i (x) ≡ c γ and α i = 1 for all i ≤ l, then (2.6) reduces to
which is the result of Lemma 4.1(4) in Jessen and Mikosch (2006) .
Main Results
Denote by Q t (z) = E z N (t) the probability generating function of N (t). Hereafter t will be fixed and has no particular role. If Q t is analytic at z > 0, then
As in Jiang and
Tang (2008) we shall use the notation Q (r) t (1) to denote the series at z = 1, and do not require that Q (r) t (z) is analytic at z = 1. We assume in the following that l ≥ 2 since in view of Lemma 1 of Ladoucette and Teugels (2006) the tail behaviour of L 1 (t) has been studied for all claim distributions with infinite right tails.
Theorem 3.1. Consider the ECOMOR treaty defined in (1.2) with l ≥ 2 and t > 0 fixed. Assume that the claims X 1 , X 2 ,. . . are iid with the common continuous distribution
for some γ, α > 0 and some slowly varying function (·). If E (N (t)) l−1 < ∞, then
Clearly, if the claim sizes have the exponential distribution given as (2.4), then (3.1) can be written as 
where
Intuitively, L l (t) should have also a gamma-like tail when
however the constant C seems to be technically too involved, and hence its determination is out of the scope of this contribution. Indeed, as shown below for a gamma claims with shape parameter greater than 1 the constant C is even in that special case very involved. 
When l = 2, it follows that (3.4) is a special form of (3.3) with (x) ≡ γ α−1 /Γ(α). Theorems 3.1-3.3 together with Lemma 2.1 reveal that, for the gamma-like claims and any fixed l and t, the tails of E l (t) and L l (t) (the sums concerning order statistics) have the same decay rate as (are proportionally or weakly equivalent to) the tails of the sums of corresponding iid claims.
Discussions and Extensions
A general class of claim size distributions can be defined asymptotically by
for some slowly varying function (·) and constants α ∈ R, γ ≥ 0, p > 0. Thus, the case of gamma-like claims dealt with in this paper corresponds to the special choice of parameters α, γ ∈ (0, ∞) and p = 1. Under the case p = 1 currently considered, F has an exponential behaviour, and in particular F belongs to the class L(γ), which means simply that F is in the Gumbel max-domain of attraction with a constant scaling function equal to γ. By definition (see e.g., Resnick (1987) ) F is in the Gumbel max-domain of attraction with positive scaling function σ(·) if, for every s ≥ 0, It is clear that using (4.3) the kernels of the LCR and ECOMOR treaties,
, can be written as the weighted sum of iid exponential random variables with certain non-negative weights u 1 , . . . , u n :
Relation (4.4) can also be regarded as the sum of independent exponential random variables with different parameters γ/u i , i = 1, . . . , n.
Assuming that there are m (1 ≤ m ≤ n) positive and distinct u i 's denoted by v 1 > · · · > v m > 0, and each
. . , m, corresponds to n k u i 's with n 1 + · · · + n m = n, Amari and Misra (1997) gave the following closed-form expression
It is clear that from the asymptotic point of view we only need to take care of the terms in (4.5) with
. Hence, after rearrangement formula (4.5) implies
Next, we re-consider the LCR treaty in terms of the above analysis. By representation (4.3), it holds for every
Corresponding to the previous notation, we have in this case m = n − l + 1,
. . , m, n 1 = l, and n 2 = · · · = n m = 1. Plugging all of these into (4.6) leads to
For every n ≥ l, it is well-known that the l largest order statistics selected from n iid random variables with common continuous distribution function F have the following joint probability density function (pdf):
Consequently, for any x > 0,
It follows from (4.9) that there exists some constant C 1 such that, for all large x,
Hence, when E (N (t)) l < ∞, the dominated convergence theorem and (4.7) imply
which coincides with Theorem 2.1(i) of Jiang and Tang (2008) .
Finally
By (4.3), it holds for every n ≥ l that
Recalling (4.4), the right-hand side of the above relation is S l−1 with u i = i j=1 w j /i, i = 1, . . . , l − 1. Then it follows from (4.5) that, for every n ≥ l
where m, n 1 , . . . , n m ≤ l − 1. Hence, there exists some constant C 2 not related to n such that
is valid for all large x. Consequently, applying the dominated convergence theorem and (4.6) to
we arrive at the following theorem: 
Remark 4.1. In the non-weighted case i.e., w 1 = · · · = w l−1 = 1, one can obtain by (4.11) that, for every
Then relation (3.2) holds since
i=1 X i follows the gamma (Erlang) distribution with shape parameter l − 1. Ignoring the probabilistic insight, one can also directly obtain (3.2) by (4.12) with m = v 1 = 1 and n 1 = l − 1.
We note that (4.12) was derived without imposing any moment conditions on the counting process {N (t); t ≥ 0}, while in Jiang and Tang (2008) E (N (t)) l−1 < ∞ is required.
Further Results and Proofs
We present next Lemma 5.1 which is crucial to prove both Lemma 2.1 stated in Section 2 and Lemma 5.2 below.
We proceed then with the proofs of our theorems stated in Section 3.
We mention first the following crucial result in the theory of regularly varying function, namely if h ∈ R ρ for some real ρ, then for every A > 1 and δ > 0 there exists some x 0 such that, whenever x, y ≥ x 0 , Lemma 5.1. Let F 1 and F 2 be two distribution functions with gamma-like tails F i (x) ∼ i (x)x αi−1 e −γx for some positive constants γ, α i and some slowly varying functions i (·), i = 1, 2. For any two non-negative functions a(·) and b(·) such that lim x→∞ a(x)/x = a and lim x→∞ b(x)/x = b for some 0 ≤ a ≤ b < 1 we have
Proof. We only need to prove the assertion for a = 0. Then the case of a > 0 follows from decomposing the integral on the left-hand side of (5.2) as
. Noting that 0 ≤ b < 1, we choose ε small enough such that 0 < ε < min b1 {b>0} /2 + 1 {b=0} , 1 − b . By the assumptions on both a(·) and b(·), for this choice of ε and large x, it holds that
As mentioned in Remark 2.1, we write
By (5.1), it holds for large x that
Next, partial integration implies
Since F 2 (x) ∼ h 2 (x)e −γx , we have
Using F 2 (x) ∼ h 2 (x)e −γx and (5.1) again, for every δ > 0 there exists some y 0 > 0 such that, for y ≥ y 0 ,
and, for y ≥ y ≥ y 0 h 2 (y )
By such y 0 , we further split V 2 (x) into two parts as
It is obvious that
Applying (5.6) to V 22 (x) and then using the variable substitution z = y/x leads to the following inequalities
By (5.7), for large x, the integrand of J(x) is bounded by 2 (1 − z) α1−1−ε z α2/2−1 , which is integrable. Hence, by the dominated convergence theorem, we have
Combining this result with (5.10) and noting the arbitrariness of δ, we obtain
Consequently,
In addition, it is clear that 
Similarly, we can derive that lim inf
Noting the arbitrariness of ε, we obtain relation (5.2) for a = 0 and hence complete the proof. 2
Proof of Lemma 2.1. We only need to prove relation (2.5) for l = 2, and then the assertion holds by mathematical induction. For l = 2 and x > 0 we have
It is clear that
Applying Lemma 5.1 to I 2 (x) and I 3 (x) leads to
and
which proves relation (2.5) for l = 2. 2
The next lemma is crucial for the proof of Theorem 3.2.
Lemma 5.2. Under the assumptions of Lemma 2.1, for every non-negative function b(·) satisfying lim x→∞ b(x) = b, we write
Then it holds that
(5.14)
Particularly, when l = 2 the two sides of relation (5.14) are asymptotically equivalent, i.e., on each compact y-set in R. Consequently, for every real λ and i ≤ l
We first prove relation (5.15), i.e., the case l = 2, and then proceed by mathematical induction. According to
Applying (5.16) and Lemma 5.1, in turn, to J 2 (x) gives
Hence the claim in (5.15) follows.
Next we assume that relation (5.14) holds for l − 1. For every ε > 0, since lim x→∞ b(x) = b, it holds for large
Hence, we have for large x that
Define a random variable Z as
Then (5.17) can be further written as
where in the last step we used F l (x) ∼ h l (x)e −γx and the regular variation of h l (x). By (5.1), it holds for large
e γy P (Z ∈ dy) .
Using partial integration and noting that P (Z > y) = q l−1 (y, b ε ) gives
It follows from Lemma 2.1 that
By the induction assumption on q l−1 (x, b ε ) and the similar procedures as in dealing with V 2 (x) in the proof of Lemma 5.1 before (see (5.8)-(5.12)), we obtain
Finally, it holds for large x that
which can be proved to be o(1)
by Lemma 2.1 and the similar procedures as in dealing with V 2 (x) in the proof of Lemma 5.1. Plugging (5.19) and
noting the arbitrariness of ε, we complete the proof of Lemma 5.2. 2
Remark 5.1. Before proceeding with the proofs of our theorems, we mention that in the above lemmas we do not require that F i 's are continuous distribution functions, which is imposed in the statements of our theorems.
Proof of Theorem 3.1. In view of (4.8), we can derive that
Consequently, by conditioning on Y , we obtain
Then Lemma 2.1 implies
By (5.1), for large x, the integrand of I(x) is bounded by 2 (1 + (l − 1)y) (l−1)(α+1)−1 e −(l−1)γy , which is integrable. Hence, using the dominated convergence theorem gives
With similar arguments as above, for all k = 1, . . . , l − 2, we obtain
(5.24) Substituting (5.23) and (5.24) into (5.22) yields
It follows from (5.21) and Lemma 2.1 that, for large x, there exists some constant C 3 not related to n such that
Recalling E (N (t)) l−1 < ∞, the proof is completed by applying the dominated convergence theorem and (5.25) to (5.20) . 2
Proof of Theorem 3.2. Recalling (4.9),
holds with
where Y is the random variable specified in the proof of Theorem 3.1. Next, by the definition of the random variable Y , we have
Consequently, (5.27) and Lemma 2.1 imply
We can also obtain by (5.27) and Lemma 2.1 that, for large x, there exists some constant C 4 not related to n such that
Recalling E (N (t)) l < ∞, the asymptotic upper bound for P (L l (t) > x) can be obtained by applying Fatou's lemma and (5.28) to (5.26).
On the other hand, applying Lemma 5.2 with b(x) = 0 to relation (5.27) leads to
where asymptotic equivalence holds when l = 2. Then the asymptotic lower bound for P (L l (t) > x) and relation In what follows, given the rate parameter γ > 0 fixed, we denote by G α the gamma distribution function with the shape parameter α > 0 and rate parameter γ.
Proof of Theorem 3.3. Recalling (5.27) with Y distributed by G n−l+1 α , we split it into two parts according to whether or not Y > x/l and rewrite it as P L (x, n) = I 1 (x, n) + I 2 (x, n). It follows from (2.3) that and G α−1 . Since we can take the random pairs (E i , Y i ), i = 1, . . . , l − 1 to be mutually independent, I 2 (x, n)
can be rewritten as
(5.31) and we agree to the following convention that whenever ∅ occurs it is regarded as 1, i.e., the notation ∅ will automatically disappear from formulas. In addition, we admit the traditional conventions that i∈∅ y i = 0, i∈∅ y i = 1, and i∈∅ A i = Ω. Hence, combining with the previous conventions, it holds in our setup that if i > j then 
By the memoryless property of E 1 , . . . , E k , it holds that
Observing that the inner integral w.r.t. y k+1 , . . . , y l−1 and the outer one w.r.t. y 1 , . . . , y k are separable now, we have
The last summand of k = l − 1 in (5.32) is
Hence we equipped the indicator 1 {k =l−1} in (5.33) to make it accurate under our conventions.
Unfolding the brace of (5.33) and plugging the two items obtained into (5.31), and then replacing dG
by (n − l + 1)G n−l α (y)g α (y)dy, where g α is the pdf of G α , we can rewrite I 2 (x, n) as the sum of the corresponding items:
It is clear that I 21 (x, n, l − 1) = 0, and for k = 0, . . . , l − 2, where in the last step we used the variable substitution z = w/(1−(k + 1)w) to the integral. When k = l − 1, I 22 (x, n, l − 1) has the following simple expression 
