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Abstract. Confluence of a nondeterministic program ensures a func-
tional input-output relation, freeing the programmer from considering
the actual scheduling strategy, and allowing optimized and perhaps par-
allel implementations. The more general property of confluence modulo
equivalence ensures that equivalent inputs are related to equivalent out-
puts, that need not be identical. Confluence under invariants is also con-
sidered. Constraint Handling Rules (CHR) is an important example of a
rewrite based logic programming language, and we aim at a mechaniz-
able method for proving confluence modulo equivalence of terminating
programs. While earlier approaches to confluence for CHR programs con-
cern an idealized logic subset, we refer to a semantics compatible with
standard Prolog-based implementations. We specify a meta-level con-
straint language in which invariants and equivalences can be expressed
and manipulated, extending our previous theoretical results towards a
practical implementation.
1 Introduction
Confluence of a program consisting of rewrite rules means that its input-output
relation is functional, even if the selection of internal computation steps is non-
deterministic. Thus the underlying implementation is free to choose any optimal
ordering of steps, perhaps in parallel, and the programmer do not need to care
about – or even know about – the internal scheduling strategy.
Constraint Handling Rules (CHR) is a rewrite rule-based language [9,10,12].
The property of confluence of CHR programs has been studied since the intro-
duction of CHR, e.g., [1,2,3,4,13]. Most of these confluence results are developed
with respect to a logic-based semantics reflecting only the logical subset of CHR;
this choice gave elegant confluence proofs. More recently confluence results are
developed for a more realistic semantics [5,6]; realistic in the sense that it re-
flects the de-facto standard implementations of CHR upon Prolog, e.g., [14,21],
including a correct treatment of Prolog’s non-logical devices (e.g., var/1, is/2)
and run-time errors. Here we focus on this Prolog-based semantics.
⋆ This work is supported by The Danish Council for Independent Research, Natural
Sciences, grant no. DFF 4181-00442.
While confluence means that the input-output relation is functional, the more
general property confluence modulo equivalence means that the input-output
relation may be seen as a function from equivalence classes of the input to
equivalence classes of the output. In this case, we again obtain the free choice
of computation order. Typical examples include redundant data structures (e.g.,
representing a set as a list in which the order is immaterial) and algorithms
searching for a single best solution among several (two solutions are considered
equivalent when they have the same score), e.g., the Viterbi algorithm [6].
Example 1 ([4,6,16]). The following non-confluent program is a typical exam-
ple of programs using redundant data structures; it collects items into a set
represented as a list.
set(L),item(X) <=> set([X|L])
This rule will apply repeatedly, replacing constraints matched by the left hand-
side with those indicated on the right. For instance, the input query
?- set([]), item(a), item(b).
may produce two different outputs: set([a,b]) and set([b,a]), both repre-
senting the same set.
Often programs are developed with a particular set of initial queries in mind.
This includes the set-program of Example 1, reflecting a tacitly assumed state
invariant: only one set-constraint is allowed. While confluence requires that
all states, including states that were never intended to be reached, satisfy the
confluence property, confluence under invariant only requires that states in the
invariant satisfy the confluence property. Thus when a program is confluent
under invariant, it means that a part of the input-output relation is functional,
namely that which is restricted to invariant states. Due to the non-logical built-in
constraints of the Prolog-based semantics, the empty program is not confluent,
see Example 6; thus no program is confluent under this semantics. We identify a
basic invariant that ensures confluence (under invariant) of the empty program.
Most confluence results of CHR, and those we present here, are based on
Newman’s lemma [18] and a similar lemma for confluence modulo equivalence by
Huet [15] (Section 2), and are only relevant for terminating programs. Methods
for proving termination of CHR programs have been considered by, e.g., [11,19,20].
An example of a non-terminating CHR program is shown in Example 2 below,
which we can show confluent under a suitable invariant that enforces termina-
tion.
Example 2. The following program implements a version of Euclid’s algorithm
for computing the greatest common divisor of two (or more) positive integers.
r1 : gcd(N)\gcd(N)<=> true.
r2 : gcd(N)\gcd(M)<=> N<M, L is M-N | gcd(L).
These rules will apply repeatedly; the first rule removes duplicates and the second
one considers two unequal integers and replaces the larger by their distance. For
example, the input query
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?- gcd(49), gcd(63).
produces the output gcd(7). In general, the program is a nonterminating since
inputs with a non-positive number may make the program loop, e.g., the sec-
ond rule applies to gcd(0), gcd(1) producing the same state. In addition, the
program may produce run-time errors, for instance by gcd(1), gcd(1/0) (since
</2 in the Prolog-based implementation/semantics evaluates its arguments).
We introduce a small but useful extension to this line of work; we propose the
weaker property termination under invariant1 (i.e., not necessarily termination
outside the invariant), which is sufficient when proving confluence (modulo equiv-
alence).
Example 3. (Example 2 continued) For the gcd-program, a relevant invariant
would be one restricting the states to those containing only gcd-constraints with
positive integer arguments; the program is terminating and confluent under this
invariant, and moreover it excludes states that may cause run-time errors.
When the invariants remove the inputs that may cause undesired program be-
havior such as non-termination or encountering of run-time errors, the invariant
restricted input-output function is not only partial, but total.
1.1 Related Work
Most earlier approaches worked only for an idealized set of logical built-ins man-
aged by a “magic” constraint solver that has no counterpart in standard CHR
implementations, e.g., [1,2,3,4,7]. It was suggested by [7] to take invariants into
account (under the name of observable confluence), staying within the first-order
framework. Due to the lack of a more expressive meta-level, including a formal
representation of invariants, this approach explodes (as also noticed by its au-
thors) into infinitely many proof cases for simple invariants such as groundness.
In [4], we have shown how this problem can be eliminated for the mentioned
logic-based semantics, introducing a meta-level representation analogously to
what we do in the present paper.
Confluence modulo equivalence was introduced for CHR by [5], also arguing
to use a Prolog-based semantics closer to current CHR implementations. An in-
depth theoretical analysis of these issues is given by [6], also suggesting to use a
ground meta-level representation for invariants and equivalences. An attempt to
handle confluence modulo equivalence was made by [13] based on the approach
of [7], inheriting the mentioned explosion problem.
1.2 Contributions
In this work we focus on the more realistic Prolog-based CHR semantics that is
compatible with Prolog-based CHR implementations. We present essential steps
1 A similar property has been studied by [8] in term rewriting under the name of “local
termination”.
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towards a constraint solver for proving confluence modulo equivalence under
invariants for CHR programs that are terminating (under invariant). We ex-
tend previous approaches introducing a specific meta-logic constraint language
in which we can refer to states as data objects and better reason with invariants
and equivalences. We use the meta-language for specifying abstract transitions
and joinability (modulo equivalence) proofs in relation to the Prolog-based se-
mantics.
1.3 Overview
Section 2 provides the basic definitions and properties of transitions systems,
and Section 3 recalls the syntax and operational semantics for CHR with correct
handling of non-logical built-ins such as var/1, nonvar/1 and is/2. Section 4
introduces the meta-level transition system for CHR, including its meta-level
constraint language, and Section 5 shows our confluence results. Section 6 gives
some concluding remark and plans for future work.
2 Preliminaries
We give the basic definitions in a compact form here; background and motivating
examples may be found in [6]. A transition system is a pair 〈A, 7→〉, where A is a
set of states and 7→ ⊆ A×A is the transition relation;
∗
7→ is the reflexive transitive
closure of 7→. An element of s ∈ A is final or normal form if ∄s′ : s 7→ s′. The
system is terminating whenever every transition sequence s1 7→ s2 7→ · · · is finite.
An invariant I is a subset of A such that s ∈ I ∧ s 7→ s′ ⇒ s′ ∈ I. Whenever
s ∈ I, s is an I-state. A state equivalence is an equivalence relation over A,
typically written as ∼; the set of equivalence classes given by ∼ is written A/∼.
In the context of an invariant I, 7→ and ∼ are tacitly assumed to be restricted
to I-states.
Two states s1, s2 are joinable (modulo ∼) whenever there exists a state s12
(states s′1, s
′
2) such that s1
∗
7→ s12
∗
←[ s2 (s1
∗
7→ s′1 ∼ s
′
2
∗
←[ s2).
A system is confluent whenever, for any s0, s1, s2 with s1
∗
←[ s0
∗
7→ s2, that
s1, s2 are joinable. It is confluent modulo ∼ whenever, for any s0, s′0, s1, s2 with
s1
∗
←[ s0 ∼ s′0
∗
7→ s2, that s1, s2 are joinable modulo ∼.
An α-corner is of the form s1 ←[ s0 7→ s2; a β-corner is of the form
s1 ∼ s0 7→ s2; in both cases, the indicated relationships must hold. A system
is locally confluent (modulo ∼) whenever all α- (α- and β-) corners are joinable
(joinable modulo ∼). The following well-known lemmas reduce proofs of con-
fluence (modulo equivalence) for terminating systems to proofs of the simpler
property of local confluence (modulo equivalence).
Lemma 1 (Newman [18]). A terminating transition system is confluent if
and only if it is locally confluent.
Lemma 2 (Huet [15]). A terminating transition system is confluent modulo
∼ if and only if it is locally confluent modulo ∼.
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In accordance with [7], these extends to observable confluence (modulo ∼) in the
context of an invariant, i.e., when 7→ (and ∼) is restricted to I-states. Similarly,
transitions, corners, etc. whose states are I-states are called observable.
We suggest the following generalization: a transition system is terminating
under I, whenever every observable transition sequence is finite. Lemmas 1 and 2
generalize immediately for termination under invariant as follows.
Lemma 3. An observably terminating transition system is observably confluent
(modulo ∼) if and only if it is locally observably confluent (modulo ∼).
Proof. Follows immediately from Lemmas 1 and 2 for an I-restricted system.
3 Prolog-based CHR
We recall the syntax and operational semantics of CHR with non-logical Pro-
log built-ins such as var/1, nonvar/1 and is/2. These and any other built-ins
are executed immediately resulting in a substitution (perhaps a failure or error
substitution as defined below) that is applied to the current state, analogous to
how a typical CHR implementation upon Prolog works, e.g., [14,21].
Standard first-order notions of variables, terms, predicates, atoms, etc. are
assumed. We extend substitutions to include special mappings between states. A
(proper) substitution is a mapping from a finite set of variables to terms, e.g., the
substitution [x/t] replaces variable x by term t. For a proper substitution σ and
expression E, Eσ (or E ·σ) denotes the expression that arises when σ is applied
to E; composition of two proper substitutions σ, τ is denoted σ◦τ . A substitution
σ extends proper substitutions with two special substitutions failure and error ;
applying special substitution failure (resp. error) to a state s /∈ {error , failure}
is defined as (s)failure = failure (resp. (s)error = error).2
Two disjoint sets of constraint predicates are assumed, namely user constraint
predicates and built-in constraint predicates. The meaning of built-in predicates
is given by a function Exe that maps them into substitutions. The set of built-in
predicates may vary, see [5,6], but we assume always =/2 with Exe(t1=t2) being a
most general unifier of t1, t2 if one exists, and failure otherwise. Exe is extended
to sequences of built-ins as follows, which is not commutative.
Exe((b1, b2)) =


Exe(b1) when Exe(b1) ∈ {failure, error},
Exe(b2 Exe(b1)) when otherwise Exe(b2 Exe(b1))
∈ {failure, error},
Exe(b1) ◦ Exe(b2 Exe(b1)) otherwise
Thus the special substitutions are absorbing in the sense that once failure or
error has been detected, this cannot be changed.
2 Application of special substitutions to failure and error states is undefined.
Example 4. We would expect Exe(nonvar(a)) = ∅ and Exe(nonvar(X)) =
failure. When Exe produces the error substitution, it indicates that the built-in
cannot evaluate due to insufficient instantiation or anomalies such as division by
zero. Assuming that Exe models the is/2 predicate as it is defined in Prolog,
we get the following.
Exe((X is Y+1, Y=2)) = error Exe((Y=2, X is Y+1)) = {Y/2, X/3}
3.1 Syntax
We use the generalized simpagation form [12] to capture all rules of CHR. A rule
is a structure of the form H1\H2 <=>G|C, where H1\H2 is the head of the rule,
where H1 and H2 are sequences, not both empty, of user constraints, G is the
guard which is a sequence of built-in constraints, and C is the body which is a se-
quence of constraints of either sort. WhenH1 is empty, the rule is a simplification,
which may be written H2<=>G|C; when H2 is empty, it is a propagation, which
may be written H1==>G|C; any other rule is a simpagation; when G = true,
(G|) may be left out. The head variables of a rule are those appearing in the head,
any other variable is local. A pre-application of a rule r = (H1\H2 <=>G|C) is of
the form (H ′1\H
′
2 <=>G
′|C′)σ where r′ = (H ′1\H
′
2 <=>G
′|C′) is a variant with
fresh variables of r and σ is a substitution to the head variables of r′, where, for
no variable x, xσ contains a local variable of r′. The notions of head variables
and local variables extends naturally to pre-applications.
3.2 Operational Semantics
A state representation (s.repr.) is either a multiset of constraints (a proper state)
or one of failure or error ; applying the failure (error ) substitution to a proper
s.repr. yields the failure (error ) s.repr. A state is an equivalence class of s.repr.s
under variable renaming; failure or error identify their own classes.
A rule application wrt. a proper state repr. S is a pre-applicationH1\H2 <=> G|C
such that Exe(G) is a proper substitution that does not instantiate the pre-
application’s head variables, i.e., Hi = HiExe(G) for i ∈ {1, 2}.
There are two sorts of transition steps, by rule application and by built-in.
H1 ⊎H2 ⊎ S 7→ (H1 ⊎ C ⊎ S)Exe(G)
when there exists a rule application H1\H2<=>G|C
{b} ⊎ S 7→ S Exe(b) for a built-in b constraint
Notice that for a built-in step, the resulting state may be failure or error .
3.3 Invariants and Confluence
CHR programs without invariants are often not confluent.
Example 5. We consider the CHR program consisting of the following four rules.
6
r1: p(X) <=> q(X) r3: q(X) <=> X>0 | r(X)
r2: p(X) <=> r(X) r4: r(X) <=> X<-0 | q(X)
It is not confluent since the corner q(X)←[ p(X) 7→ r(X) is not joinable. However,
adding the invariant “reachable from an initial state p(n) where n is a number”
makes the program observably confluent, as shown in Example 16 below.
In fact, depending on which built-ins that are defined in the semantics, even the
empty-program may not be confluent.
Example 6. Assuming that the semantics includes Prolog-like built-ins is/2
and =/2, even the empty program is non-confluent; e.g., the corner (error ←[
{X is Y+1, Y=2} 7→ {X is 2+1}) is not joinable.
These examples signify the need for considering observable confluence for Prolog-
based CHR, rather than classical confluence.
4 A meta-level transition system for CHR
We introduce a transition system whose individual states each cover typically
infinitely many CHR states, and such that each transition (sequence) analo-
gously covers typically infinitely many transition (sequence)s. In this system, we
can formulate critical corners, which, if shown joinable, implies joinability of all
covered CHR corners. Thus a proof of local confluence of a given CHR program
may be reduced to a finite number of cases. The difference between this and
earlier approaches is that we step up to a meta-level representation in which we
can represent invariant and state equivalence statements.
We assume a specific CHR program together with an Exe function giving
meaning to its built-ins plus invariant I and state equivalence ∼. By the object-
level system, we refer to the transition system thus induced by the operational
semantics for CHR given above.
Any object term, formula, etc. is named by a ground meta-level term. Vari-
ables are named by special constants, say X by ’X’, and any other symbol by a
function symbol written the same way; e.g., the non-ground object level atom
p(A) is named by the ground meta-level term p(’A’). For any such ground
meta-level term mt, we indicate the object it names as [[mt]]Gr . For example,
[[p(’A’)]]Gr = p(A) and [[p(’A’) ∧ ’A’>2]]Gr = (p(A) ∧ A>2).
To describe meta-level states, we assume a constructor, 〈−,−〉, the state
(representation) constructor. Intuitively, when we indicate a meta-level state as
〈S,B〉, S will represent the multiset of CHR constraint in the covered states, and
B is not intended to represent a component of these states, but is a sequence of
built-ins to be executed and applied to S (in suitable way) to form CHR states.
For a given object entity e, we define its lifting to the meta-level by 1) se-
lecting a meta-level term that names e, and 2) replacing variable names in it
consistently by fresh meta-level variables. For example, p(X) ∧ X>2 is lifted to
p(x) ∧ x>2, where X and x are object variable and, resp., meta-variable. We
will refer to a lifted n-ary built-in constraint b(x1, . . . , xn) where x1, . . . , xn are
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(unique) meta-variables as a built-in template. By virtue of this overloaded syn-
tax, we may often read such an entity e (implicitly) as its lifting; and exception
is states which relate differently as indicated by the definition of the covering
function.
To characterize sets of object terms, formulas, etc. with a single meta-level
term, we assume a collection of logic meta-level constraints whose meanings are
given by a first-order theory M.
Definition 1. The theory M includes at least the following constraints.
– =/2 with its usual meaning of syntactic identity,
– Type constraints type/2. For example type(var,x) is true in M whenever
x is the name of an object level variable; var is an example of a type, and
we introduce more types below when we need them.
– Modal constraints ..⌣F , ..⌢F , and ..!F are defined to be true in M whenever
Exe([[F ]]Gr ) returns a proper substitution, a failure substitution and an error
substitution, respectively.
– The extended modal constraint ..⌣HF is true inM whenever
..
⌣F is true and
[[H ]]Gr = [[H ]]GrExe([[F ]]Gr ) holds (the substitution does not bind variables
in H).
– freshVars(L,T) is true in M whenever L is a list of all different variables
names, none of which occur in the term T ; freshVars(L1,L2,T) abbrevi-
ates freshVars(L12,T) where L12 is the concatenation of L1 and L2.
Substitutions are defined as usual at the meta-level, and we denote the set of
grounding substitutions that satisfy a meta-level constraints as by [M ] = {σ |
M |= Mσ}. A constrained meta-level term is of the form mt where M where
mt is a meta-level term and M a conjunction of meta-level constraints. Such
constrained meta-level terms may describe infinite sets of object-level entities.
The covering function [[−]] from constrained meta-level terms into sets of object
level notions is defined as [[mt where M ]] = {[[mt]]σ | σ ∈ [M ]} where the
notation [[−]]σ is defined as follows.
[[〈S,B〉]]σ = [[S]]σExe([[B]]σ)
[[mt]]σ = [[mtσ]]Gr , when mt does not contain 〈−,−〉
[[f(mt1, . . . ,mtn)]]
σ = f([[mt1]]
σ, . . . , [[mtn]]
σ), otherwise.
A constrained meta-level term T is inconsistent whenever [[T ]] = ∅; otherwise, it
is consistent.
4.1 Meta-level states
A meta-level state representation is a constrained meta-level term Σ which [[Σ]]
is a set of object level state representations. Two meta-level state representations
Σ1 and Σ2 are variants whenever [[Σ1]] = [[Σ2]]. A meta-level state is an equiv-
alence class of meta-level state representations under the variant relationship.
Analogous to the object level, we typically indicate a given meta-level state by
one of its meta-level state representations.
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Example 7. Consider the following meta-level state representation.
SR1 =
(
〈{p(x)}, x=c〉 where type(var,x)∧type(const,c)
)
It covers all CHR states {p(c)} in which c is a constant. We will use below, the
property that we can add consistent meta-level constraints on variables not men-
tioned elsewhere without changing the set of covered CHR states. For example,
[[SR1]] = [[SR2]]. i.e., SR1 and SR2 are variants, where
SR2 =
(
〈{p(x)}, x=c〉 where type(var,x)∧type(const,c)∧type(int,i)
)
.
A consistent meta-level state Σ is called proper whenever every object level state
in [[Σ]] is proper, a failed (an error) state whenever [[Σ]] = {failure} (= {error}),
and mixed whenever [[Σ]] contains two or more of failure , error or a proper state.
A consistent state repr. (〈S,B〉 where M) is reduced if B = true, and it is
reducible to a state repr. (〈S′, true〉 where M) whenever [[(〈S,B〉, 〈S′, true〉)
where M ]] is the identity relation. Notice that this property is stronger than
variance introduced above, as the meta-level constraints are the same in both
state repr.s and common meta-variables in the two are instantiated simultane-
ously.
4.2 Operational semantics
A meta-level rule application wrt. a proper and reduced meta-level state 〈H1 ⊎
H2 ⊎ S, true〉 where M is a lifted pre-application H1\H2 <=>G|C with local
variables L and head variables H , such that
M |= M → ..⌣HG ∧ freshVars(L,H1 ⊎H2 ⊎ S).
There are two sorts of transitions from proper and reduced meta-level state
representations: By rule application
Σ Z=⇒ 〈H1 ⊎C ⊎ S,G〉 where M
whenever Σ is reducible to 〈H1 ⊎H2 ⊎S, true〉 where M , whenever there exists
a meta-level rule application H1\H2 <=>G|C. By built-in
Σ Z=⇒ 〈S, b〉 where M
whenever Σ is reducible to 〈S ⊎ {b}, true〉 where M. Notice for a built-in tran-
sition, that the resulting state may be mixed.
Example 8. Consider the rule r3 : q(X)<=> X>0|r(X) extracted from Example 5
below. Read as a meta-level application instance, it gives rise to the following
transition.
(
〈{q(x), s(x)}, true〉 Z=⇒ 〈{r(x), s(x)}, x>0〉
)
where
..
⌣ x(x>0)
The freshVars/2 constraint is not needed as there are no local variables.
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Lemma 4. Let Σ be a proper and reducible s.repr. If there is a meta-level tran-
sition Σ Z⇒ Σ′ then any element S 7→ S′ in [[Σ Z⇒ Σ′]] is a CHR transition.
Proof. Let (〈A,B〉 Z⇒ 〈A′, B′〉) where M be a meta-level transition and σ an
arbitrary substitution in [M ]. We have to show that ([[〈A,B〉]]σ 7→ [[〈A′, B′〉]]σ) =
([[Aσ]]GrExe([[Bσ]]Gr ) 7→ [[(A′σ)]]GrExe([[B′σ]]Gr )) is a transition in the object
system. We consider the two cases, by rule application and by built-in.
By rule application. By def. of meta-level transition, (〈A,B〉 where M) is
proper and reducible to a form (〈H1 ⊎H2 ⊎ S, true〉 where M), obtaining that
[[H1σ⊎H2σ⊎Sσ]]Gr = [[Aσ]]GrExe([[Bσ]]Gr ) is proper and [[(A′σ)]]GrExe([[B′σ]]Gr )
= [[H1σ ⊎ C ⊎ Sσ]]
GrExe([[Gσ]]Gr ). There exists a meta-level rule application,
i.e., a lifted pre-application H1\H2 <=>G|C with local variables L and head
variables H , such that M |= M → ..⌣HG ∧ freshVars(L,H1 ⊎H2 ⊎ S). Thus
Exe([[Gσ]]Gr ) is a proper substitution that does not instantiate head variables
H , and since these conditions are a direct formalization of the requirements for
object level transition, [[H1σ\H2σ <=> Gσ|Cσ]]
Gr is an object level application
instance, which leads to the conclusion.
By built-in. By def. of meta-level transition, (〈A,B〉 where M) is proper
and reducible to a form (S ⊎ {b}, true〉 where M) and 〈A′, B′〉 is the same as
〈S, b〉. By definition of “reducible”, [[Aσ]]GrExe([[Bσ]]Gr ) = [[Sσ ⊎ {bσ}]]Gr =
[[Sσ]]Gr ⊎ [[bσ]]Gr which is then a proper state, thus, ([[Sσ]]Gr ⊎ [[bσ]]Gr ) 7→
[[Sσ]]GrExe([[bσ]]Gr ) = [[A′σ]]GrExe([[Bσ]]Gr ) concludes the proof. ⊓⊔
4.3 Invariants and Equivalences
Meta-level invariants II and equivalences ≈ are defined as follows.
– II(S) whenever I(s) for all s ∈ [[S]].
– S1 ≈ S2 whenever s1 ∼ s2 for all (s1, s2) ∈ [[(S1, S2)]].
The following properties that II is in fact an invariant and ≈ is in fact an equiv-
alence relation are direct consequences of the above definition and Lemma 4.
Proposition 1. If II(Σ1) and Σ1 Z⇒ Σ2 then II(Σ2).
Proposition 2. The ≈ relation is an equivalence relation, i.e., reflexive, tran-
sitive and symmetric.
To express meta-level invariants and equivalences we assume two meta-level con-
straints.
Definition 2. The theory M includes two constraints inv and equiv such that
inv(Σ) is true inM whenever [[Σ]]Gr is an I state (representation) of the Prolog-
based semantics, and equiv(Σ1, Σ2) whenever [[(Σ1, Σ2)]]
Gr is a pair of state
(representation)s (s1, s2) such that s1 ∼ s2.
The following correspondences follow immediately from the definitions above.
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Proposition 3. II = {S where M | M |= M → inv(S)}
≈ = {(S1, S2) where M | M |= M → equiv(S1, S2)}
Example 9 (Example 5 cont’). The invariant defined as “reachable from an initial
state p(n) where n is a number” for the program in Example 5 may be formalized
at the meta-level as states of the form 〈{pred(n)}, B〉 where type(num,n) ∧
..
⌣ nB where pred is one of p, q and r, and B is one of n<-0, n>0, and true.
Example 10. (Example 1 continued) Consider again the set-program. An in-
variant relevant for this program may be formalized as states of the form
〈{set(L)}⊎S, true〉 where type(constList,L)∧type(constItems,S);
we assume types const for all constants, constList for all lists of such, and
constItems for sets of constraints of the form item(c) where c is a constant.
A state equivalence relevant for this program may be formalized as follows
〈{set(L1)}⊎S, true〉 where M
≈ ≈ 〈{set(L2)}⊎S, true〉 where M
≈
where M≈ stands for type(constList,L1)∧type(constList,L1)∧perm(L1,L2)∧
type(constItems,S), and perm(L1,L2) means that L1 is a permutation of L2.
4.4 Meta-level joinability and splitting
Joinability at the meta-level is related to joinability at the object level.
Proposition 4. If a meta-level corner is joinable modulo ≈ then all corners
covered by it are joinable modulo ∼.
Proof. This is a direct consequence of Lemma 4 and definition of ≈.
However, a meta-level corner covering only joinable (mod. ∼) object corners may
not be joinable (mod. ≈), as demonstrated by following example.
Example 11. (Example 5-9 cont’) Consider the meta-level corner
Λ = 〈{q(n)}, true〉 ⇐\ 〈{p(n)}, true〉 Z⇒ 〈{r(n)}, true〉 where type(num,n).
No rule apply to either of the wing states and, thus, they are not joinable.
However, all the covered corners are joinable, e.g. using rule r3 for q(1) 7→ r(1)
and rule r4 for q(-1)←[ r(-1).
To accommodate this phenomenon we introduce splitting of meta-level terms
such as states, transitions, equivalences, or corners and afterwards split-joinability
(mod. ≈).
Let (mt where M) be a constrained meta-level term, and {Mi}i∈Inx a set of
meta-level constraints such that M |=
(∨
i∈Inx Mi
)
↔ true. We can now define
a splitting of (mt where M) into the following set of constrained meta-level
terms
{mt where M ∧Mi}i∈Inx .
The following is a direct consequence of the definitions.
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Proposition 5. If {mt where M ∧Mi}i∈Inx is a splitting of (mt where M)
then [[mt where M ]] =
⋃
i∈Inx [[mt where M ∧Mi]].
Example 12. (Example 5, 9, 11 cont’) The meta-level corner Λ (Example 11) is a
constrained meta-level term and { ..⌣ (n>0), ..⌣ (n<-0)} is a set of constraints with
M |= ( ..⌣ (n>0) ∨ ..⌣ (n<-0))↔ true. Thus, we may split Λ into the corners
〈{q(n)}, true〉 ⇐\ 〈{p(n)}, true〉 Z⇒ 〈{r(n)}, true〉 where type(num,n)∧ ..⌣ (n>0)
〈{q(n)}, true〉 ⇐\ 〈{p(n)}, true〉 Z⇒ 〈{r(n)}, true〉 where type(num,n)∧ ..⌣ (n<-0).
Definition 3 (split-joinable). A meta-level corner Λ is split-joinable modulo
≈ if there is a splitting {Λi}i∈Inx such that each Λi is joinable modulo ≈.
Example 13. (Example 5, 9, 11 cont’) The splitted corners of Example 12 are
joinable as follows; thus, the corner Λ of Example 11 is split-joinable.
〈{q(n)}, true〉 Z⇒ 〈{r(n)}, true〉 where type(num,n) ∧ ..⌣ (n>0)
〈{q(n)}, true〉 ⇐\ 〈{r(n)}, true〉 where type(num,n) ∧ ..⌣ (n<-0).
Proposition 6. A meta-level corner is split-joinable modulo ≈ if and only if all
corners covered by it are joinable modulo ∼.
Proof. “If ”: Let Λ denote a meta-level corner that is split-joinable modulo
≈; that is there exists an indexed set of corners {Λi}i∈Inx such that [[Λ]] =⋃
i∈Inx [[Λi]] where each Λi is joinable modulo ≈. Thus, for any object corner
λ covered by Λ, there is some Λi that covers λ and is joinable modulo ≈. By
Proposition 4, λ is joinable modulo ∼.
“Only if ”: Index the set of object corners by Inx , and lift every object corner
λi to a ground meta-level corner Λi such that [[Λi]] = {λi}. Now, we choose a
splitting of the meta-level corner Λ into a set ∪i∈InxΛi, each of which is joinable
modulo ≈, obtaining, by Definition 3, that Λ is split-joinable modulo ≈. ⊓⊔
5 Confluence
As noted in Section 2, (obs.) confluence (mod. equiv.) of a terminating system
can be shown by (obs.) local confluence (mod. equiv.). Similarly to previous work
we define a smaller set of critical corners whose joinability ensures this property.
Definition 4 (critical α-corners).
critical α1-corners. Let 〈A ⊎ S, true〉 where M be a proper and reduced
meta-level state where A = (H1 ⊎ H2) ∪ (H ′1 ⊎ H
′
2), M =
..
⌣HG ∧
..
⌣H′G
′ ∧
freshvars(L,L′, A⊎S) and (H1⊎H2)∩H ′2 6= ∅. Furthermore, let H1\H2 <=>G|C
and H ′1\H
′
2 <=>G
′|C′ be two meta-level rule applications with local and head
variables L, H, and L′, H ′, respectively. A critical α1-corner is defined as
〈(A\H2)⊎C⊎S,G〉 ⇐= \ 〈A⊎S, true〉 Z=⇒ 〈(A\H
′
2)⊎C
′⊎S,G′〉 where M.
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critical α2-corners. Let 〈A ⊎ S, true〉 where M be a meta-level state where
A = H1 ⊎H2 ⊎ {b}, M =
..
⌣HG ∧ freshvars(L,A ⊎ S), b is a built-in template
and there is a meta-level rule application H1\H2 <=>G|C with local and head
variables L and H. A critical α2-corner is defined as
〈(A\H2)⊎C ⊎ {b}⊎ S,G〉 ⇐= \ 〈A⊎ S, true〉 Z=⇒ 〈A\{b} ⊎S, b〉 where M.
critical α3-corners. Let 〈{b, b
′}⊎S, true〉 where M be a meta-level state where
b and b′ are built-in templates. A critical α3-corner is defined as
〈{b′} ⊎ S, b〉 ⇐= \ 〈{b, b′} ⊎ S, true〉 Z=⇒ 〈{b} ⊎ S, b′〉 where M.
Example 14. (Example 6 cont’) Assuming built-ins is/2 and =/2, the empty pro-
gram is shown non-confluent; the critical α3-corner (error ⇐\ {x is y+1, y=2} Z⇒
{x is 2+1}) where type(var,x)∧ type(var,y) is not split-joinable. The pro-
gram is confl. under invariants excluding built-ins; the corners are inconsistent.
Example 15. (Example 5, 9, 11-13 cont’) Consider again the non-confluent pro-
gram without the invariant. There is a single non-split-joinable critical α1-corner
q(n)⇐\ p(n) Z⇒ r(n) where true. There is a series of joinable α2-corners where
the rule and the built-in transition commute. There are many non-joinable crit-
ical α3-corners, see Example 14.
Definition 5. Let (Σ1 ⇐\ Σ0 Z⇒ Σ2) where M be a critical αi-corner for i ∈
{1, 2, 3}; a critical observable αi-corner is defined as (Σ1 ⇐\ Σ0 Z⇒ Σ2) where
M ∧ inv(Σ0).
Notice that by Proposition 1, it follows that M |= M → inv(Σ1) ∧ inv(Σ2).
Theorem 1. An observable terminating program Π is observably confluent iff
its observable critical α-corners are joinable.
Proof. A direct consequence of the subsequent Theorem 2.
Example 16. (Example 5, 9, 11-13, 15, cont’) Consider the program and its
invariant. There is a single critical α1-corner, namely Λ of Example 11 that
was shown split-joinable. There are zero observable critical α2-corners and α3-
corners. Thus, the program is observably confluent.
Definition 6 (critical β-corners). critical β1-corners. Let (〈A, true〉 where
M) be a consistent meta-level state, (〈H1 ⊎ H2 ⊎ S, true〉 where M) a proper
meta-level state withM= ..⌣HG∧freshvars(L,H1⊎H2⊎S)∧equiv(〈A, true〉, 〈H1⊎
H2⊎S, true〉), and H1\H2 <=>G|C a meta-level rule application with local vari-
ables L and head variables H. A critical β1-corner is defined as
〈A, true〉 ≈ 〈H1 ⊎H2 ⊎ S, true〉 Z=⇒ 〈H1 ⊎ C ⊎ S,G〉 where M.
critical β2-corners. Let (〈A, true〉 where M) and (〈{b}⊎S, true〉 where M)
be meta-level states where M = freshvars(L,H1 ⊎ H2 ⊎ S) ∧ equiv(〈A, true〉,
〈H1 ⊎H2 ⊎ S, true〉) and b is a built-in template. A critical β2-corner is defined
as
〈A, true〉 ≈ 〈{b} ⊎ S, true〉 Z=⇒ 〈S, b〉 where M.
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Definition 7. Let (Σ1 ≈ Σ0 Z⇒ Σ2) where M be a critical βi-corner for i ∈
{1, 2}. A critical observable βi-corner is defined as (Σ1 ≈ Σ0 Z⇒ Σ2) where
M ∧ inv(Σ0) ∧ inv(Σ1).
Note that, by Proposition 1, it follows that inv(Σ2).
Lemma 5 (Critical Corner Lemma). Any observable object level corner s1 ∼
s0 7→ s2 (resp. s1 ←[ s0 7→ s2) is either joinable modulo ∼, or it is covered by an
observable critical α-corner (resp. β-corner).
Proof. We will go through the different sorts of observable corners and show
that either they are not covered by a corner and joinable, or they are covered by
some observable critical corner. In the following we let
r
7→ refer to a transition
by a rule application being an instance of rule r, and
b
7→ refer to a transition by
built-in.
s1
r
←[ s0
r′
7→ s2 This is possible in three ways. (1) There is no overlap between the
heads of the rule applications, thus, the rule applications commute. (2) The
rule applications r = h1\h2 <=> g|c and r
′ = h′1\h
′
2 <=> g
′|c′ have an overlap
(h1 ⊎ h2)∩ h′2 6= ∅. Hence, we can construct an observable critical α1-corner
Σ1 ⇐\ Σ0 Z⇒ Σ2 where M such that (s1
r
←[ s0
r′
7→ s2) ∈ [[Σ1 ⇐\ Σ0 Z⇒
Σ2 where M ]]. (3) There is no overlap (H1 ⊎ H2) ∩ H
′
2 = ∅ but there
is one by (H ′1 ⊎ H
′
2) ∩ H2 6= ∅; in this case Definition 4 states that there
exists an observable critical α1-corner Σ1
r′
←[ Σ0
r
7→ Σ2 covering the corner
s2
r
′
←[ s0
r
7→ s1, thus, by symmetry it also covers this corner.
s1
r
←[ s0
b
7→ s2 Refer to the corner in question as λ, and let Λ be a the critical
meta-level corner constructed from r (Definition 5) and the built-in template
of the built-in predicate in b. It is straightforward to show that λ ∈ [[Λ]]; thus
there are no such object level α2 corner that is not covered by some critical
α2 meta-level corner.
(s1
b
←[ s0
b
7→ s2), (s1 ∼ s0
r
7→ s2), (s1 ∼ s0
b
7→ s2) The proofs are similar in struc-
ture to the previous and is left out. ⊓⊔
Proposition 7. An observable critical corner is split-joinable modulo ≈ if and
only if every corner covered by it is joinable modulo ∼.
Proof. This is a special case of Proposition 6. ⊓⊔
Theorem 2 (Critical Corner Theorem). A program is observable locally
confluent modulo ∼ if and only if its observable critical α- and β-corners are
split-joinable modulo ≈.
Proof. ⇐: Assume that the observable critical α- and β-corners are split-joinable
modulo ≈; by the Critical Corner Lemma (Lemma 5) and Proposition 7 we
conclude that the program is observable locally confluent. ⇒: Assume that the
program is observable locally confluent modulo ∼, thus all corners covered by
observable critical corners are joinable modulo ∼, thus, by Proposition 7, the
observable critical corners are also split-joinable modulo ≈. ⊓⊔
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Theorem 3. An observable terminating CHR program is observably confluent
modulo ∼ if and only if its observable critical α- and β-corners are split-joinable
modulo ≈.
Proof. A direct consequence of Theorem 2 and Lemma 2 generalized under in-
variant, i.e., an observable terminating system is observably confluent modulo
∼ if and only if it is observable locally confluent modulo ∼. ⊓⊔
When showing joinability (modulo equivalence) of the observable critical corners
we will leave out duplicates and corners with similar wing-states.
Example 17 ([4]). (Example 1 cont’) Consider the one-rule set-program to-
gether with the invariant and equivalence from Example 10. There are two crit-
ical α-corners, given by the two ways, the rule can overlap with itself.
〈{item(x1), set(L1), item(x2)}, true〉
〈{set([x1|L1]), item(x2)}, true〉
〈{item(x1), set([x2|L1])}, true〉
〈{set(L1), item(x1), set(L2)}, true〉
〈{set([x1|L1]), set(L2)}, true〉
〈{set(L1), set([x1|L2])}, true〉
Each corner is assumed encapsulated in “where M” withM = type(const,x1)∧
type(const,x2)∧type(constList,L1)∧type(constList,L2)∧type(constItems,S).
The corner on the right is inconsistent due to the two set-constraints and the
corner on the left is joinable modulo the equivalence as follows.
〈{item(x1), set(L), item(x2)}⊎S, true〉
〈{set([x1|L]), item(x2)}⊎S, true〉 〈{item(x1), set([x2|L]), }⊎S, true〉
〈{set([x2,x1|L])}, true⊎S〉 〈{set([x1,x2|L])}⊎S, true〉
In addition, there is one β-corner (assumed encapsulated in “where M ∧
perm(L1,L2)”) which is joinable modulo ≈ as follows.
〈{item(x), set(L1)} ⊎ S, true〉
〈{item(x), set(L2)} ⊎ S, true〉 〈{set([x|L1])} ⊎ S, true〉
〈{set([x|L2])} ⊎ S, true〉
Thus this proves the program observably locally confluent.
Example 18. Consider the gcd-program together with the invariant “states with
gcd-constraints with positive integers”; we assume a type posGcd for sets of
constraints of the form gcd(n) where n is a positive integer. In the following we
indicate the five corners (leaving out one duplicate), with the proof of joinability
hinted for the first one.
〈{gcd(n), gcd(n), gcd(m)}⊎S, true〉
〈{gcd(n), gcd(m)}⊎S, true〉 〈{gcd(n), gcd(n), gcd(l)}⊎S, (n<m, l ism-n)〉
〈{gcd(n), gcd(l′)}⊎S, (n<m, l′ism-n)〉 〈{gcd(n), gcd(l)}⊎S, (n<m, l ism-n)〉
r1 r2
r2 r1
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This corner is assumed encapsulated in “where ..⌣ [n,m](n<m, l ism -n) ∧
freshvars(l, {gcd(n), gcd(m)}⊎S)∧type(posGcd,{gcd(n), gcd(m)} ⊎ S)”. For the
proof joinability, i.e., the lower part of the diagram, we need to extend the meta-
level constraint with freshvars(l′, {gcd(n), gcd(m)} ⊎ S), which we can do
without changing the set of covered CHR states.
For reasons of space, we indicate the four remaining corners by their common
ancestor state; the corners can be determined based on their meta constraints.
〈{gcd(n), gcd(m), gcd(m)}⊎S, true〉 where M
where M is the same meta-level constraint as in the first corner above.
〈{gcd(n), gcd(m1), gcd(m2)}⊎S, true〉 where
..
⌣ [n,m1](n<m1, l1 ism1 -n) ∧
..
⌣ [n,m2](n<m2, l2 ism2 -n)∧
freshvars(l1, l2, {gcd(n), gcd(m1), gcd(m2)} ⊎ S)∧
type(posGcd,{gcd(n), gcd(m1), gcd(m2)} ⊎ S)
〈{gcd(n1), gcd(n2), gcd(n3)}⊎S, true〉 where
..
⌣ [n1,n2](n1<n2, l2 isn2 -n1) ∧
..
⌣ [n2,n3](n2<n3, l3 isn3 -n2)∧
freshvars(l2, l3, {gcd(n1), gcd(n2), gcd(n3)} ⊎ S)∧
type(posGcd,{gcd(n1), gcd(n2), gcd(n3)} ⊎ S)
〈{gcd(n1), gcd(l1), gcd(n2)}⊎S, (n1<m, l1 ism -n1)〉 where
..
⌣ [n1,m](n1<m, l1 ism -n1) ∧
..
⌣ [n2,m](n2<m, l2 ism -n2)∧
freshvars(l1, l2, {gcd(n1), gcd(n2), gcd(m)} ⊎ S)∧
type(posGcd,{gcd(n1), gcd(n2), gcd(m)} ⊎ S)
6 Conclusion
The work presented here is part of a research project aiming to provide au-
tomatic or semi-automatic tools for proving confluence modulo equivalence of
CHR programs. We described a meta-level language and used it to define a
meta-level transition system, able to simulate infinitely many CHR transitions
by a single meta-level transitions. Our approach is the first to obtain this in the
context of invariants and modulo equivalence. Furthermore, we stepped from a
theoretically interesting semantics, to one describing CHR as it is implemented
and used. Instead of assuming termination, we proposed the weaker property
observable termination and demonstrated it useful. Methods for proving termi-
nation of CHR programs have been studied, e.g., [11,19,20], but they still need
to be adapted for observable termination.
A constraint solver for the meta-level language is under development in CHR
as the obvious implementation language. Its main job is to reduce meta-level
states or to identify when this is not possible, and to decide satisfiability of
a conjunction of meta-level constraints. Our current experiments indicate that
when splitting is not necessary, we can implement proofs of joinability similarly
to existing confluence checkers for CHR, e.g., [17], referring to the mentioned
constraint solver in each step. When and how to split is an open challenge, and
a mechanism is needed for propagating a proposed split backwards through a
transition sequence.
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