Abstract. In this note, we introduce a new class of separable Banach As an application, we obtain new a priori bounds for the Navier-Stokes equation.
Introduction
The theory of distributions is based on the action of linear functionals on a space of test functions. In the original approach of Schwartz [SC] , both the test functions and the linear functionals have a natural topological vector space structure, which is not normable. For those interested in applications, this is an inconvenience, requiring additional study and effort. Thus, in most applied contexts, the restricted class of Banach spaces due to Sobolev have proved useful (see Leoni [GL] ). In this case, the base space of functions are of Lebesgue type, which also have some limitations. The study of problems in the foundations of relativistic quantum theory, path integrals and nonlinear analysis have led to the need for a Banach space structure for nonabsolutely integrable functions. Recent research has uncovered a new class of separable Banach spaces, which are natural for the class of nonabsolutely integrable functions and have provided the first rigorous foundation for the Feynman path integral formulation of quantum mechanics (see [GZ] ). The purpose of this note is to introduce a another class of Banach spaces which contain the nonabsolutely integrable functions, but also contains the Schwartz test function space as dense and continuous embeddings.
The Jones Spaces
We begin with the construction of a special class of functions in
(see Jones, [J] page 249).
1.1. The remarkable Jones functions. Definition 1.1. For x ∈ R, 0 ≤ y < ∞ and 1 < a < ∞, define the Jone's functions g(x, y), h(x) by:
The following properties of g are easy to check:
(1)
∂g(x, y) ∂y
It is also easy to see that
Integration by parts in the last expression in (1.1) shows that
). Since h(0) = ∞ 0 exp{−y a }dy, an additional integration by parts shows that h(0) = Γ(
Let Q be the set of rational numbers in R and for each x i ∈ Q, define
where c k is the standard normalizing constant. It is clear that the support,
we can now define:
1.2. The Construction. To construct our space on R n , let Q n be the set of all vectors x in R n , such that for each j, the component x j is rational. Since this is a countable dense set in R n , we can arrange it as We choose the natural order which maps N × N bijectively to N:
{(1, 1), (2, 1), (1, 2), (1, 3), (2, 2), (3, 1), (3, 2), (2, 3), · · · } and let {B m , m ∈ N} be the set of closed cubes B k (x i ) with (k, i) ∈ N × N and x i ∈ Q n . For each x ∈ B m , x = (x 1 , x 2 , . . . , x n ), we define E k (x) by :
It is easy to see that
It is clear that
The completion of L 1 [R n ] with the above inner product is a Hilbert space, which we denote as
Theorem 1.2. For each p, 1 p ∞, we have:
as a continuous, dense and compact embedding.
(2) The space
, the space of finitely additive measures on R n , as a continuous dense and compact embedding.
so that there is a constant C = C(q),
for each k. It follows that {f n } converges strongly to f in SD 2 .
To prove (2), we note that
In order to justify our definition, let α be a multi-index of nonnegative
with the standard locally convex topology (test functions).
(
continuous dense embedding.
(4) The functions S[R n ], of rapid decrease at infinity are contained in
Proof. To prove (1), suppose that φ n → φ in D[R n ]. By definition, there exist a compact set K ⊂ R n , which is the support of φ n − φ and D α φ n converges to D α φ uniformly on K for every multi-index α. Let {E K j } be the set of all E j , with support K j ⊂ K. If α is a multi-index, we have:
Thus, since α is arbitrary, we see that
To prove (2) we note that, as D[R n ] is a dense locally convex subspace of for some g ∈ SD 2 [R n ]. Thus, T ∈ SD 2 [R n ] ′ and, by the identification T ↔ g
To prove (3), recall that each
An easy calculation shows that:
It now follows that, for any
1.3. Functions of Bounded Variation. The integral due to Henstock [HS] and Kurzweil [KW] (HK-integral), is the easiest to learn and best known of those integrals that integrate nonabsolutely integrable functions, which also extend the Lebesgue integral. A good discussion of all the standard types of integrals, with comparisons among themselves and the Lebesgue integral, can be found in Gordon [GO] .
The objective of this section is to show that every HK-integrable function
To do this, we need to discuss a certain class of functions of bounded variation. For functions defined on R, the definition of bounded variation is unique. However, for functions on R n , n ≥ 2, there are a number of distinct definitions.
The functions of bounded variation in the sense of Cesari are well known to analysts working in partial differential equations and geometric measure theory (see Leoni [GL] ).
there exists a signed Radon measure µ i , such that
The functions of bounded variation in the sense of Vitali [TY1] , are well known to applied mathematicians and engineers with interest in error estimates associated with research in control theory, financial derivatives, high speed networks, robotics and in the calculation of certain integrals. (See, for example [KAA] , [NI] , [PT] or [PTR] 
where x i is any component of x.
The following two theorems may be found in [TY1] . (See p. 184 and 187, where the first is used to prove the second
f g is HK-integrable and (HK) [a,b] f (x)g(x)dλ n (x) = (RS) [a,b] (HK) [a,x] f (y)dλ n (y) dg(x)
f g is HK-integrable and
Proof. Since each E k (x) is continuous and differentiable,
p and for f ∈ L p , define:
It is easy to see that · SD p defines a norm on L p . If SD p is the completion of L p with respect to this norm, we have:
Proof. As in the previous theorem, by construction SD
densely, so we need only show that
and q < ∞, we have 
(2.1)
The equations describe the time evolution of the fluid velocity u(x, t) and the pressure p of an incompressible viscous homogeneous Newtonian fluid with constant viscosity coefficient ν in terms of a given initial velocity u 0 (x) and given external body forces f (x, t).
Let P be the (Leray) orthogonal projection of (L 2 [R 3 ]) 3 onto H[R 3 ] and define the Stokes operator by:
domain of A. If we apply P to equation (2.1), with B(u, u) = P(u · ∇)u, we can recast equation (2.1) into the standard form: 
The above definition formalizes the requirement that the fluid has nonzero, but bounded positive definite energy. However, this condition still allows the velocity to approach zero at infinity in a weaker norm. 
(2) For u(x, t) ∈ SD 2 ∩D(A) and each t ∈ [0, ∞), there exists a constant
Proof. From the definition of the inner product, we have
R n E k (y) · u(y)dλ n (y) .
Using the fact that u ∈ D(A), it follows that Using this in the above equation and summing on j, we have (A = −P∆)
R n E k (y) · Au(y)dλ n (y) = R n E k (y) · u(y)dλ n (y).
It follows that
Au, u H sd
Conclusion
We have constructed a new class of separable Banach spaces, 
