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Abstract
Tensor B-spline methods are a high-performance alternative to solve partial differential equations (PDEs). This paper
gives an overview on the principles of Tensor B-spline methodology, shows their use and analyzes their performance in
application examples, and discusses its merits. Tensors preserve the dimensional structure of a discretized PDE, which
makes it possible to develop highly efficient computational solvers. B-splines provide high-quality approximations,
lead to a sparse structure of the system operator represented by shift-invariant separable kernels in the domain,
and are mesh-free by construction. Further, high-order bases can easily be constructed from B-splines. In order to
demonstrate the advantageous numerical performance of tensor B-spline methods, we studied the solution of a large-
scale heat-equation problem (consisting of roughly 0.8 billion nodes!) on a heterogeneous workstation consisting of
multi-core CPU and GPUs. Our experimental results nicely confirm the excellent numerical approximation properties
of tensor B-splines, and their unique combination of high computational efficiency and low memory consumption,
thereby showing huge improvements over standard finite-element methods (FEM).
Keywords: partial differential equation, Ritz-Galerkin formulation, tensor algebra, B-spline, finite-element method,
shift invariance, filter, kernel, structure, parallel processing, sparse matrix-vector multiplication, non-uniform memory
access, multi-core processor.
1 Introduction
Finding a numerical solution of a PDE is a computationally intensive task in many scientific and engineering applica-
tions. Even “routine” modeling problems such as weather forecasting can be extremely challenging in practice, and
the development of fast and accurate PDE solvers is an important field of research.
Finite-element numerical methods (FEM) for PDEs rely on mesh-based domain discretization and employ polyno-
mial basis functions. FEM has been studied extensively for decades and became the de-facto instrument for solving
PDEs on arbitrarily-shaped domains. Meshing automation, however, defines a key practical problem in FEM-based
approaches, which heavily depends on the specific properties of the domain considered [1]. While pure mesh-less meth-
ods require much less effort to discretize the domain, finding efficient numerical integration schemes is challenging for
such methods [2]. Discontinuous Galerkin (DG) FEM methods combine physical accuracy and flexibility of mesh gen-
eration via weakly enforced continuity of discontinuous elements, however at the price of relatively high computational
costs [3].
Contrary to FEM-based approaches characterized by polynomial bases and the use of matrix algebra, the class of
tensor B-spline methods discussed in this work uses spline bases and tensors. Splines have been used for computer
graphics and computer-aided design for a long time, and they also have been applied to signal and image processing
and reconstruction. A specific B-spline framework for signal and image processing was proposed by Unser [4, 5, 6].
The use of splines for solving PDEs has been studied by Ho¨llig [7, 8, 9], who showed how B-splines can be used in the
context of finite-element methods. The classical approach to solve the resulting discrete system of equations is based
on matrix algebra using sparse matrix formats. However, this approach suffers from high computational costs which
limits its applicability to problems of small or moderate size. To some extent, these computational problems can be
overcome in a very elegant way by using tensors [10, 11]. Compared to matrices, such tensors allow us to represent
multidimensional structures in a more compact and natural way. This computational tensor algebra approach [12]
makes it possible to develop highly efficient numerical algorithms, and several benefits of combining tensors and B-
splines have been shown in the context of multidimensional signal reconstruction [13] and for solving diffusion PDEs
in Optical Diffusion Tomography [14, 15].
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The Tensor B-spline method has many appealing properties of a “generic” numerical PDE solver: 1) it provides
us with accurate and flexible discretizations of coefficients, sources and solutions, 2) it allows for efficient integration
strategies, 3) it makes it relatively simple to develop fast and memory-efficient algorithms, 4) the mathematical elegance
of computational tensor algebra [12] leads to natural and transparent models. The key advantages over FEM are: 1)
no mesh is needed, 2) a high-degree B-spline is more efficient than a high-degree FEM polynomial, and 3) a high-degree
Tensor B-spline solver is more computationally and memory efficient than classical FEM solvers. Therefore, splines
offer accurate solutions at significantly reduced computational costs.
Fig. 1 highlights the main properties that make Tensor B-splines promising candidates for numerical PDE methods.
Splines naturally link continuous and discrete domains [4] (Fig. 1 (a)) while providing excellent approximations of
coefficients, sources and solutions. The combination of B-splines and tensor algebra preserves the intrinsic structure
of the problem, and enforces both sparsity and separability in a very natural way (Fig. 1 (b)). At the same time, it
makes it easy to design highly efficient parallel and matrix-free algorithms. As a result, highly accurate and efficient
solutions can be obtained (Fig. 1 (c)).
B-splines Tensor Algebra
Tensor B-splines
structure sparsity
convolutionseparability
B-splines
continuous
 
discrete
a) b) c)
high accuracy
Tensor B-splines
in Numerical Methods
high efficiency
Figure 1: Diagram of Tensor B-spline PDE solver main features
The remainder of this paper is structured as follows. Section 2 introduces the mathematical concepts behind Tensor
B-spline numerical methods for PDEs. Elliptic PDEs, B-spline spaces, and fundamental properties of B-splines are
discussed, with specific emphasis on the use of computational tensor algebra to the B-spline Ritz-Galerkin formulation.
Further, efficient computational strategies are discussed. Section 3 focuses on assessing the performance of the method
proposed based on several real-world examples. Finally, Sections 4 and 5 present an in-depth discussion and conclusion.
2 Tensor B-spline Method for PDEs
2.1 Notation
Vectors are denoted by lower-case bold symbols, such as b ∈ Rd. Particularly we denote x ∈ Rd, d = 1, 2, 3 to be
an element of real coordinate space. An element of a vector c is denoted as ck. Matrices are denoted by upper-case
bold symbols, such as A ∈ Rd1×d2 . If not specified differently, scalar fields are denoted as D(x) ∈ R. Tensors are
denoted by calligraphic symbols [12] with shorthand notation for multiple tensor indices, such as Dm, wlm ∈ R, where
l, m ∈ Zd, d = 1, 2, 3. We define Ω to be a domain with boundary ∂Ω and normal to a domain boundary n (see
Fig. 2).
∂Ω
Ω
n
Figure 2: A domain Ω, the domain boundary ∂Ω, and a normal to the domain boundary n
2.2 Elliptic PDEs
A generic partial differential equation (PDE)
F (x, ϕ(x), ϕ′x1 , ..., ϕ
′
xn , ϕ
′′
x1 , ..., ϕ
′′
xn , ...) = 0,x ∈ Ω (1)
links an unknown multivariate function ϕ(x) and its partial derivatives in the domain Ω. In order to obtain a solution
of the PDE, boundary conditions (BC) have to be provided to define the function behavior on the domain boundary
∂Ω.
2
In most cases it is either impossible or intractable to obtain an analytic solution of a PDE coupled with BC on
domains Ω of arbitrary shape. Therefore the solution is obtained numerically. The unknown function is approximated
by an expansion
ϕ(x) ≈ ϕˆ(x) =
∑
k∈Z
ckη(x), x ∈ Ω. (2)
From Equation (2) it follows that for given basis functions η(x), the function ϕˆ(x) itself is fully described by the
expansion coefficients ck. In practice, it is highly important to choose appropriate basis functions η(x), where “ap-
propriate” typically refers to good approximation properties and linear independence. The error between the function
ϕ(x) and its approximation ϕˆ(x) defines the residual, which is then minimized by specific numerical procedures. For
instance, the method of weighted residuals requires∫
Ω
ψl(x)(ϕ(x)− ϕˆ(x))dx = 0, l ∈ Z. (3)
If the weight functions are chosen to be equal to basis functions ψl(x) = ηl(x), the Ritz-Galerkin formulation is
obtained (which is equivalent to the least squares method). Substitution of (2) into (3) leads to
∑
k ck
∫
Ω
ψlηk(x)dx =∫
Ω
ψlϕ(x)dx, l ∈ Z and can be written in terms of the variational formulation
a(ϕ(x), ψ(x)) = l(ψ(x)), (4)
where a(·, ·) is an elliptic bilinear form and l(·) is a bounded linear functional on a Hilbert space H. Basis (trial)
functions ϕ(x) and weight (test) functions ψ(x) belong to Sobolev space: ϕ(x) ∈ H1(Ω) , ψ(x) ∈ H1(Ω), H1(Ω) =
{f(x) : ||f(x)||L2(Ω) <∞, ||f(x)||H1(Ω) <∞} (see Appendix I for the exact definitions of the norms).
We now consider elliptic PDEs of the form
−∇ · (D(x)∇ϕ(x)) + µa(x)ϕ(x) = q(x), x ∈ Ω. (5)
If we assume that (5) describes some diffusion process, then ϕ(x) is the density of the diffusing material, D(x) is the
diffusion coefficient, µa(x) is the absorption coefficient and q(x) is the source density. As special cases we obtain the
Poisson equation ∇2ϕ(x) = q(x), x ∈ Ω and the Laplace equation ∇2ϕ(x) = 0, x ∈ Ω.
An elliptic PDE can be coupled with boundary conditions of different types. For x ∈ ∂Ω: 1) Dirichlet BC
ϕ(x) = g(x) (non-homogeneous), ϕ(x) = 0 (homogeneous); 2) Neumann BC ∇ϕ(x) · n = g(x), n is the outward
normal to the domain boundary ∂Ω; 3) Robin BC α(x)(∇ϕ(x) · n) + β(x)ϕ(x) = g(x); 4) Cauchy BC ϕ(x) = a(x),
∇ϕ(x) ·n = b(x); 5) Mixed BC requires different boundary conditions to be satisfied on disjoint parts of the boundary
of the domain where the condition is stated.
In the case of the Robin BC of the form 2D(x)(∇ϕ(x) ·n) +ϕ(x) = 0,x ∈ ∂Ω, after in integration (5) by parts we
have
a(ϕ(x), ψ(x)) =
∫
Ω
D(x)∇ϕ(x) · ∇ψ(x) + µa(x)ϕ(x)ψ(x)dx + 1
2
∫
∂Ω
ϕ(x)ψ(x)ds, (6)
l(ψ(x)) =
∫
Ω
q(x)ψ(x)dx. (7)
The important idea underlying finite element methods (FEMs) is the specific choice of basis functions η(x) with
limited (local) support. For example, FEM uses Lagrange polynomials that are non-zero only within an element, and
equal to zero outside. In the next section we show how the unknown function ϕ(x) can be represented in B-spline
basis.
2.3 B-spline Spaces
Before we apply B-spline basis functions to (6) and (7), we would like to give a short overview of their properties. Since
their introduction in the late 60’s [16, 17], B-splines have found many applications in computer graphics, computer-
aided design, medical imaging [4, 5, 6], PDEs [7, 8, 9], etc. A graphical representation of univariate B-spline functions
is shown in Fig. 3 (a), B-splines of higher dimensions (multivariate B-splines) are obtained via tensor products. An
example of a one-dimensional interpolation using cubic B-splines is shown in Fig. 3 (b).
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Figure 3: (a) Univariate B-spline functions βn(x) of degree n = 0...5, (b) An example of interpolation of samples s(k)
using univariate cubic B-spline functions β3(x), s(x) =
∑
k c(k)β
3(x− k).
We consider B-splines on uniform grids. Table 1 provides a summary of important properties of B-splines. For a
detailed theory of B-splines we refer the reader to [7, 4].
sign and support positive in its local support (−n+12 , n+12 ), zero outside
smoothness (n− 1)-times continuously differentiable
structure piecewise polynomial with smoothly connected pieces, symmetrical, monotone
derivative dβ
n(x)
dx = β
n−1(x+ 12 )− βn−1(x− 12 )
integration
∫ x
−∞ β
n(x)dx =
∑+∞
k=0 β
n+1(x− 12 − k)
convolution βm+n+1(x) =
∫
supp
βm(x− y)βn(y)dy, βn(x) = β0(x) ∗ β0(x) ∗ ... ∗ β0(x)︸ ︷︷ ︸
(n+1) times
scalar product βm+n+1(k − l) = ∫
supp
βm(x− k)βn(x− l)dx
interpolation s(x) =
∑
k∈Z ckβ
n(x− k), ck = (bn)−1 ∗ sk, cubic spline has minimum curvature property
cardinal representation s(x) =
∑
k∈Z skη
n(x− k), ηn(x) = ∑k∈Z(bnk )−1βn(x− k)
Table 1: The summary of properties of a univariate B-spline βn(x).
A generic framework for signal processing with B-splines was extensively studied by Unser [5, 6]. The basic steps
are shown in Fig. 4: 1) the continuous input signal s(x) is transformed into the B-spline space via so-called direct
B-spline transform (implemented as recursive filtration); 2) the signal processing is performed in the discrete domain of
B-spline coefficients ck; 3) the result is transferred back to the continuous signal domain via so-called indirect B-spline
transform (implemented as convolution with sampled B-spline).
Input signal s(x)
Direct B-spline
transform
(recursive
filtration)
Process signal
in space of B-splines
(manipulate with
coefficients ck )
Indirect B-spline
transform
(convolution with
sampled B-spline)
Output signal s′(x)
continuous domain discrete domain continuous domain
Figure 4: Signal processing in the B-spline framework
The B-spline framework utilizes efficient digital filtering techniques to perform the interpolation, approximation,
differentiation, etc. of the multidimensional input signal. This approach to digital filtering has been shown to be more
efficient than matrix-based algorithms [6].
We depict the univariate B-splines in comparison to the FEM polynomial functions in Fig. 5 (a, b).
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Figure 5: Univariate B-spline (a) and FEM (b) bases, an intersection of a B-spine function and a domain boundary
(c)
The one-dimensional example clearly shows the main differences between the bases. While linear FEM and B-
splines coincide, an increasing basis order introduces additional nodes in FEM (white circles) and spreads the support
of B-splines. B-splines do not conform to the domain boundary (c): for n > 1, B-splines beyond the domain also
contribute to the solution. Fig. 5 (d) shows the approximation of the step function with cubic B-spline and the
approximation error. The reader might notice that, when the step function is sampled, the B-splines coinciding with
grid nodes will result in an exact representation of the step function.
A multivariate B-spline of degree n with grid step h ∈ Rd is defined as outer (tensor) product of d univariate
B-splines:
βnk,h(x) = β
n(x1/h1 − k1) · · ·βn(xd/hd − kd), k ∈ Zd (8)
By analogy to (2) we expand unknown function (solution of a PDE) by B-spline basis functions
ϕˆ(x) =
∑
k1
∑
k2
· · ·
∑
kd
ck1k2···kdβ
n(x1/h1 − k1) · · ·βn(xd/hd − kd)
=
∑
k∈Zd
ckβ
n
k,h(x). (9)
The same operation is applied to the known coefficients and source functions:
D(x) =
∑
m∈Zd
dmβ
n
m,h(x), µa(x) =
∑
m∈Zd
dmβ
n
m,h(x), q(x) =
∑
j∈Zd
qjβ
n
j,h(x). (10)
The expansion coefficients dm, mm, qj are obtained via direct B-spline transform that exploits either interpolation
of approximation (L2 projection); after solving for ck they have to be transformed to the signal space using indirect
B-spline transform (see Fig. 4).
Finally, we have a discrete Ritz-Galerkin formulation of (6), (7):∑
k
ck
∑
m
dm
∫
Ω
(
∇βnbk,h(x) · ∇βnbl,h(x)
)
β
np
m,h(x)dx +
∑
k
ck
∑
m
mm
∫
Ω
βnbk,h(x)β
nb
l,h(x)β
np
m,h(x)dx
+
1
2γ
∑
k
ck
∫
∂Ω
βnbk,h(x)β
nb
l,h(x)ds =
∑
j
qj
∫
Ω
βnsj,h(x)β
nb
l,h(x)dx. (11)
The rest of the paper is dedicated to efficient solution strategies for Equation (11) or similar formulations involving
the use of tensor algebra and efficient filter-like numerical algorithms, allowing efficient parallel implementations for
multi-core processors and GPUs.
2.4 Tensor Structure
The discrete Ritz-Galerkin formulation (11) is inherently multidimensional. Indeed, the formulation has more di-
mensions then the initial PDE problem. To deal with this situation, two main ideas are commonly used: 1) the
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basis functions are chosen with a small support in order to make the discretization sparse and therefore the problem
computationally feasible (crucial idea of FEM); 2) the multidimensional formulation is folded into sparse matrices and
vectors to fit well-established routines of Matrix Algebra [7, 8, 18, 19], and afterwards the solution is rearranged into
the original dimensions of the problem.
However, the standard approach of matricizing the multidimensional formulation has its limitations. While it
flattens and merges the different dimensions, the underlying structure (containing important information for efficient
computations) appears to be hidden. Given this flattened representation, there is only limited room for optimization,
mainly dealing with values and indices of the block-diagonal sparse matrix format. This format, however, typically
has little in common with the initial problem structure. Moreover, the structure of the (sparse) matrix needs to be
represented, adding overhead to the implementation and rendering a software framework less generic.
Tensors, or multi-way arrays, are natural objects to be used instead of matrices in such cases. Tensors are replacing
matrices more and more in many problems that were originally described in terms of matrices [20, 10, 11]. From a
technical perspective, tensors are straight-forward generalizations of vectors and matrices, cf. Fig. 6.
scalar vector matrix
3-way 4-way0-way 1-way 2-way
A
a a A
Tensor Algebra
Matrix Algebra
Ak Akl Aklm Aklmn
tensor tensor tensor tensor tensor
N-way
tensor
Figure 6: Tensors as generalizations of scalars, vectors and matrices.
Tensors preserve the dimensional structure and data coherence. While being slightly more complicated objects
than matrices, tensors frequently allow for more elegant solutions in a simpler way. The natural instrument for
solving tensor structured problems is Computational Tensor Algebra [12], targeted to highlight possible optimizations
for computations with multidimensional data. The summary of tensor operations in comparison to operations with
matrices and vectors is presented in Table 2. As one can see, tensor algebra operations are fully defined by tensor
indices and their positions rather than by special symbols like, for example, the Kronecker product in matrix algebra.
Such a unification has the potential to allow for automatic simplification of tensor expression and optimal derivation
of computational algorithms. For details we refer the reader to [12].
Operation Tensor Algebra Matrix Algebra
inner product a = un v
n a = uTv
outer product An1n2 = un1 vn2 A = uvT
matrix-vector product vm = Bmn u
n v = Bu
matrix-matrix product Dml = B
m
n C
n
l D = BC
element-by-element product wm = u
mvm w = u ◦ v
tensor product Fmnkl = B
mnEkl F = B⊗E
Table 2: The summary of important mathematical operations in Matrix and Tensor Algebra, where a ∈ R is a scalar,
u, v, w ∈ Rn are vectors, A ∈ Rn×n, B ∈ Rm×n, C ∈ Rn×l, D ∈ Rm×l, E ∈ Rk×l, F ∈ Rmk×nl are matrices, (·)T
- transposition operation, ◦ - Hadamard product, ⊗ - Kroneker product, A ∈ Rn×n, B ∈ Rm×n, C ∈ Rn×l, D ∈
Rm×l, E ∈ Rk×l, F ∈ Rm×n×k×l are tensors.
We will use the described tensor notation further in this paper. After applying the symbols of tensor algebra to
the Ritz-Galerkin formulation (11) we get
ckdmw
klm + ckmmf
klm +
1
2
ckh
kl = qjr
jl ⇔ F (c) = t, (12)
where tensors wklm, fklm, hkl, rji correspond to integrals in (11). In expression (12), the multidimensional integrals
are encapsulated, and arithmetic operations can be considered in terms of tensor algebra indices as shown in Table 2.
First, the expression suggests that computations can be done either via an inner or an outer product. Second, it can be
observed that different algorithms are defined where one of the indices k, l or m is used in the algorithm’s outermost
loop.
When the system of equations (12) has a large number of unknowns, the usual approach is to apply an iterative
solver. In such a solver it is critical to compute the system operator F (c) as efficiently as possible. At first glance, the
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tensors wklm, fklm could be of a large size and their direct computation appears to be intractable due to huge memory
requirements. However, due to the finite support of B-spline functions these tensors have a large number of zeros,
i.e. they are sparse. Moreover, the non-zero values are localized around the grid nodes and are translation invariant.
Therefore, they have a kernel-like structure, where the width of these kernels depends on the B-spline degree.
Inside the domain, the kernels are translation invariant, and due to the B-spline separability property, these kernels
are also separable:
wˆklm = (1/h
2)wˆk1l1m1 · · · fˆkdldmd + ...+ (1/h2)fˆk1l1m1 · · · wˆkdldmd ; fˆklm = fˆk1l1m1 · · · fˆkdldmd . (13)
Such a kernel-based decomposition structure of the system operator induces filtering-like algorithms which makes
it possible to define algorithms from a signal processing viewpoint. The translation invariant kernels are the key
component in these efficient filtering-like algorithms. Inside the domain, the operations are presented by multilinear
convolution, with shift-invariant separable kernels, as depicted in Fig. 7.
dˆm1m2m3
∗fˆk1m1 ∗wˆk2m2 ∗fˆk3m3
∗fˆk2m2 ∗wˆk3m3
∗wˆk1m1 ∗fˆk2m2 ∗fˆk3m3
mˆm1m2m3 ∗fˆk1m1 ∗fˆk2m2 ∗fˆk3m3
pˆk1k2k3
Figure 7: Domain computations are implemented as filtering algorithm
When the domain boundary is of arbitrary shape, the rectangular grid of the B-spline basis does not conform to
the boundary geometry. Therefore, B-splines will be truncated on the boundary. These truncated B-splines result
in non-separable kernels. We refer the reader to [14, 15] where an efficient method for the integration of such non-
separable kernels was proposed. Usually, the number of such kernels is small in comparison to the number of domain
kernels.
2.5 Method Overview and High Performance Computational Strategies
An overview of the generic Tensor B-spline numerical method for PDEs is given in Fig. 8. The method starts in the
continuous domain with the Ritz-Galerkin formulation of a PDE, given source and coefficients 1©. The continuous
formulation is discretized with Tensor B-splines 2©. At this stage the domain and boundary kernels are computed
and both the source and the coefficients are transformed into B-spline space via the direct B-spline transform. The
obtained system of equations is solved using some suitable method. In this paper we consider the conjugate gradient
method targeted for large-scale problems 3©. The obtained coefficients of the solution are transformed back into the
continuous domain by way of the indirect B-spline transform 4©.
Ritz-Galerkin
formulation
of a PDE
a(φ(x), ψ(x)) = l(ψ(x))
PDE coefficients, source
D(x), ..., q(x)
wk1m1 , wk2m2 , ...
fk1m1 , fk2m2 , ...
B-spline coeffs.
dm, ..., ql
Solving
the system
of equations
IndirectB-spline
transform
φ(x′)
φ(x′) =
∑
ckβ
n(x′ − k)
continuous domain
Direct B-spline
(recursive filtration)
transform
B-spline approximation
of a solution
φ(x) =
∑
ckβ
n(x− k)
continuous domain
ck
Compute decomposed
domain and full boundary
kernels
ck
...
Tensor B-spline space
on grid x′
evaluate solution
1 2 3 4
F (c) = t
Figure 8: An overview of the Tensor B-spline numerical method for PDEs
The system operator (12) is the fundamental building block of iterative methods, and it defines the most time-
consuming stage when solving large sparse linear systems. Fig. 9 depicts possible strategies provided by the Tensor
B-spline method for this operation.
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-significant memory consumption
-low FLOP performance
-reasonably fast
-6-D blocked dense tensor
-regular memory access 
-low flop/byte ratio 
-less memory consumption 
-high FLOP performance
-fastest
-runtime computation, no storage  
-least number of memory transfers 
-very high flop/byte ratio 
-least memory consumption
-highest FLOP performance
-slower than 3-D convolution
a) b) c)
Figure 9: Computation strategies of the Tensor B-spline method
A standard sparse matrix-vector multiplication (SpMV) procedure (Fig. 9, a) requires assembling a sparse matrix
from B-spline kernels. It was shown that this approach appears to be the least efficient [14, 15]. This follows from
the overhead due to the sparse matrix format, from non-regular memory access, from a very low flop-to-byte ratio
[21, 22], and from problems concerning load imbalance [23]. Since SpMV is a memory-bound procedure, performance
optimizations do not overcome the issue of considerable memory consumption.
The use of tensor structures permits the implementation of more efficient computing algorithms. The first one uses
a natural 6-D block tensor that reduces memory consumption and provides regular memory access. The 6-D block
tensor Pkl = dmw
klm +mmf
klm + (1/2)hkl is assembled before the iterative solving. At each iteration it is multiplied
with ck. This algorithm is the fastest [14, 15] but still is not feasible for large systems (Fig. 9, b). The second, on-the-
fly algorithm computes the ckdmw
klm + ckmmf
klm + (1/2)ckh
kl in the runtime and results in a significant reduction
in memory usage (Fig. 9, c). It has a very high flop-to-byte ratio and gains from high floating point performance of
CPUs and GPUs, as we are showing below.
3 Method Performance
We begin with a didactic one-dimensional example that compares the accuracies of a Tensor B-spline solver and an
FEM solver. For a comprehensive comparison with FEM in 2-D and 3-D, we refer the reader to [14, 15]. The problem
is defined by a Diffusion PDE with Robin BC:
−∇ · (D(x)∇ϕ(x)) + µa(x)ϕ(x) = q(x), x ∈ Ω (14)
2D(x)(∇ϕ(x) · n) + ϕ(x) = 0, x ∈ ∂Ω. (15)
The domain limits are [−25, 25], the source is q(x) = exp(−(x2 )2). The grid step h was decreased using the expression
h(µ) = 2−µ, µ = {0, 1, 2, 3}. Note that both method’s bases correspond to the ones shown in Fig. 5. The L2 and H2
errors (defined in Appendix I) are computed between the numerical solutions and the analytic reference solution. Two
situations were studied, in which: 1) additional nodes where introduced in FEM, and 2) FEM was forced to have the
same number of nodes as the Tensor B-spline method. The plots of errors are shown in Fig. 10.
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Figure 10: L2 and H1 norms of errors between the reference solution and B-spline and the reference and FEM solution.
FEM uses additional nodes (a), (b). FEM uses the same number of nodes as B-splines use (c), (d).
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Table 3: Number of operations for Fig. 10
B-spline FEM (with additional nodes) FEM (same number of nodes)
h n=1 n=2 n=3 n=4 n=5 p=1 p=2 p=3 p=4 p=5 p=1 p=2 p=3 p=4 p=5
1 251 465 665 895 1095 251 701 1351 2201 3251 251 351 433 529 651
0.5 501 915 1315 1745 2145 501 1401 2701 4401 6501 501 701 892 1101 1301
0.25 1001 1815 2615 3445 4245 1001 2801 5401 8801 13001 1001 1401 1783 2201 2601
0.125 2001 3615 5215 6845 8445 2001 5601 10801 17601 26001 2001 2801 3592 4401 5201
From Fig. 10 one can observe that a high-order FEM with additional nodes is more accurate than a high-order
Tensor B-spline, but at the same time, the number of operations for a high-order FEM grows dramatically (Table 3).
With the same number of nodes, a high-order Tensor B-spline is more accurate while requiring only slightly more
operations.
The next benchmark considers a three-dimensional case. The performance of the system operator, stated to be the
most critical part of the Tensor B-spline solver, was estimated on a heterogeneous workstation. A simplified diagram
of the architecture of the workstation is shown in Fig. 11. The workstation’s CPU AMD EPYC 7401P has four
non-uniform memory access (NUMA) nodes (shown in dark gray). Each node is connected to its own random-access
memory (RAM) domain and to the other nodes. There are 128 GB (4 × 2 × 16 GB) of RAM in total. Each node
contains a multi-core processor with floating-point SIMD units and several levels of cache memory. Three nodes are
connected to GPUs AMD Radeon Vega Frontier Edition. Each GPU has 4096 stream processors (shown in light gray)
and 16 GB of RAM.
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GPU
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Figure 11: The target high-performance workstation consisting of the AMD EPYC 7401P 2.0 GHz 24 cores CPU,
128GB RAM, and three AMD Radeon Vega Frontier Edition 16 GB RAM GPUs.
The platform’s massive parallelism and non-uniform memory access could challenge an efficient implementation of
a numerical algorithm. However, the Tensor B-spline method allows us to use data parallelism in a very intuitive way.
Fig. 12 depicts a possible pattern of data distribution that was applied to the CPU-based computations in this paper.
The rectangular domain of size L1×L2×L3 is divided into rectangular sub-domains (chunks) of size L1×L2×L3/4.
The chunks are bound to NUMA nodes and further divided into blocks of size L1/M × L2/M × L3/4/N in order to
be processed independently and simultaneously by threads involving SIMD instructions. One can adjust the number
of threads per node (N) as well as the number of blocks per node (M) to tune the performance and CPU load.
The majority of computations is represented by filtration of input data (see Fig. 7) performed with the use of fused
multiply-add (FMA) SIMD instructions.
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Figure 12: The pattern of data distribution for CPU-based computations
The workstation runs 64-bit Linux Ubuntu 16.04.5 LTS. We used GCC 8.1.0 compiler, POSIX threads for paral-
lelization, and libnuma library for memory management and threads binding to NUMA nodes, AVX instructions for
vectorized floating point computations. The GPU-based computations were performed using an Active Oberon tensor
runtime with OpenCL support.
The important property of any numerical algorithm is its scalability, since it allows us to understand the potential
performance that can be achieved on different platforms and even supercomputers. The scalability of the method is
presented in Table 4, showing the performance of the on-the-fly algorithm for different numbers of exploited NUMA
nodes and threads.
Table 4: On-the-fly algorithm scalability performance on the AMD AMD EPYC 7401P CPU. Grid of size 240x240x960,
cubic splines.
NUMA nodes threads time, s GFLOPS
1
4 84.93 36
8 72.43 42
12 50.90 60
2
8 48.10 64
16 31.67 96
24 26.00 117
4
12 27.78 110
24 17.55 174
48 14.69 208
The Tensor B-spline method shows a significant increase in performance when more and more NUMA nodes and
threads are used. Table 5 shows the performance of the on-the-fly algorithm for different B-spline degrees, grids and
precisions.
Table 5: On-the-fly algorithm performance on the AMD EPYC CPU only.
double precision single precision
n Grid(L1xL2xL3) GFLOP MEM R/W, GB time, s GFLOPS MEM R/W, GB time, s GFLOPS
1 240x240x960 97 2.11/0.42 1.07 91 1.06/0.21 0.87 111
2 240x240x960 781 2.16/0.44 6.93 113 1.08/0.22 3.65 213
3 240x240x960 3054 2.22/0.44 15.11 202 1.11/0.22 9.87 309
1 480x480x960 388 8.38/1.68 3.81 102 4.19/0.84 3.72 104
2 480x480x960 3124 8.52/1.70 21.75 144 4.26/0.85 14.14 221
3 480x480x960 12214 8.66/1.73 59.81 204 4.33/0.87 40.10 305
1 960x960x960 1552 33.37/6.67 14.34 108 16.69/3.34 13.36 116
2 960x960x960 12496 33.79/6.76 83.85 149 16.89/3.38 57.05 219
3 960x960x960 48857 34.21/6.84 237.90 205 17.10/3.42 163.76 298
1 1200x1200x1200 3031 65.02/13.00 28.70 106 32.51/6.50 26.62 114
2 1200x1200x1200 24406 65.67/13.13 172.94 141 32.83/6.57 111.65 219
3 1200x1200x1200 95424 66.32/13.26 474.72 201 33.16/6.63 324.12 294
Table 5 shows that Tensor B-spline method achieved 200 GFLOPS in double precision and 300 GFLOPS in single
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precision when cubic basis functions are used. Despite of the very large problem sizes, the on-the-fly strategy provides
conservative memory usage, thus the problem of 1.7 billion nodes requires only 66.3 GB to read and 13.26 GB to
write. The amount of used memory almost does not depend on the B-spline degree.
Table 6 depicts GPU performance of the on-the-fly algorithm for single precision.
Table 6: AMD RADEON Vega GPU performance for the on-the-fly algorithm
One GPU Two GPUs Three GPUs
n Grid Memory,GB time GFLOPS time GFLOPS time GFLOPS
3 72x72x72 0.00695 68 ms 212 71 ms 204 - -
3 144x144x144 0.0556 510 ms 227 512 ms 226 - -
3 258x258x258 0.3198 3.821 s 243 1.912 s 485 1.333 s 711
3 522x522x522 2.649 21.079 s 352 10.54 s 703 7.4486 s 1055
In the last example, we present the solution of the heat equation in steady state with Mixed BC (Dirichlet and
Neumann)
−∇ · (k(x)∇u(x)) = g(x), ∈ Ω (16)
u(x) = u0, ∈ ∂Ω1 (17)
∇ϕ(x) · n = 0, ∈ ∂Ω2, (18)
where u(x) is the temperature, k(x) is the thermal conductivity, and g(x) is the rate of heat generation.
The domain of numerical computations is obtained by segmentation of a computed tomography (CT) scan of
a human leg. Skin, blood vessels, surrounding tissue, and the internal volume of the leg were separated based on
gray-scale values, holes were closed and air is added around the skin. The resulting domain size is 600 × 600 × 2400
(≈ 0.8 billions of unknowns). The grid step (resolution) is h = 0.3 mm. The visualization of the leg’s skin and arteria
is shown in Fig. 13.
Figure 13: The volumetric visualization of the leg’s skin and arteria obtained from a CT dataset
For the numerical computations, a data distribution pattern was used as depicted in Fig. 12. There are 98.5 %
of domain kernels and 1.5 % of boundary kernels. A linear B-spline basis was used. The solution was computed in
double precision. The Dirichlet BC was approximated with Robin BC using the boundary penalty method [24]. The
Dirichlet BC sets the temperature on the boundary to 20 ◦C . The advantage of this method is that it does not
require the basis functions to vanish on the boundary. The solver uses the parallel implementation of the on-the-fly
algorithm of the system operator, because neither sparse matrices nor 6-D tensors would fit into the 128 GB of RAM
available. A parallel version of the conjugate gradient algorithm with Jacobi preconditioner was used. In order to
speed-up the convergence on such a large grid, the solver was initialized with a solution obtained on a reduced grid of
size 120×120×480. The solution is presented in Fig. 14 as maximum-projections images. Each solution was computed
in 4 h 4 min for 1000 conjugate gradient iterations.
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Figure 14: The solution of the heat equation on leg domain. The color bar shows the temperature values in ◦C. The
source of heat is a) arteria, b) tissue, c) skin.
4 Discussion
The numerical solution of PDEs is a computationally intensive task in many scientific and engineering applications. A
general requirement for numerical PDE solvers is the accurate representation of the underlying continuous mathemati-
cal model, and from a practical point of view, it is absolutely crucial to utilize the computational resources available as
efficiently as possible. Both aspects can only be addressed successfully, if the solution strategy used is flexible enough
to adapt to the intrinsic problem structure, and if the algorithms used can adapted easily to the architecture of the
hardware. In this paper we studied the Tensor B-spline method which for many practical problems indeed meets these
requirements, thereby providing a general and flexible numerical PDE solver. Its key properties are (i) an accurate
and flexible discretization on coefficients, sources and the solution, (ii) a highly efficient integration strategy, (iii) the
availability of efficient algorithms.
1. Domain Discretization
Any element-based numerical method relies on a specific domain discretization. This discretization is represented
either by elements (in case of FEM) or by grid cells (for Tensor B-splines). A key aspect of most FEM-based
approaches is the use of a domain-conforming mesh (which is often unstructured). In FEM, meshing automation
is a major field of study, and finding suitable automation strategies is highly challenging in practice [1]. Meshless
methods, on the other hand, require much less effort when it comes to discretizing the domain, but the process
of numerical integration typically involves very high computational costs [2]. Contrary to these approaches,
tensor B-splines on regular grids have the advantage of regularity and shift-invariance in the domain. For these
methods, however, boundary integration is a challenging problem, as well as the use of Dirichlet BC on non-
rectangular domains. In [14, 15] an efficient integration method was proposed, based on the Divergence Theorem.
Interestingly, recent advantages in FEM also consider similar approaches, where an easy-to-build regular mesh
is used inside the domain, and the conforming mesh is adjusted to the domain boundaries [1]. Due to intrinsic
B-spline multi-resolution properties, however, local grid refinements – similar to such mesh adaptations in FEM
– are also possible in Tensor B-spline approaches.
2. Data representation: Tensors and Matrices
Tensors represent multidimensional data in a natural way in comparison to matrices, where the initial spatial
structure of the data is folded [10, 11, 12]. This important aspect of tensors allows one to identify repeated
patterns, local kernels and convolution procedures in order to derive efficient data processing algorithms. The
index-based notation for tensors can suggest an optimal order of tensor operations in a natural way. The kernel-
based tensor array format avoids the overhead of the sparse matrix format, where indices of the non-zero elements
have to be stored and accessed. Moreover, SpMV operations are known for their low computational efficiency
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[21, 22]. Tensor B-spline methods allow us to use tensor-based computational kernels (3-D convolutions and
on-the-fly) that are more efficient than SpMV [14, 15].
3. High-Order Basis
The use of high-order approximations is beneficial, because faster convergence rates can be achieved [25, 26, 27].
For a specified level of accuracy, high-order methods are typically more efficient than low-order methods. Even
more important, high-order Tensor B-splines are usually more efficient than high-order polynomial FEM basis,
see [14, 15]. Further, such high-order B-splines require less memory and operations per iteration, and usually
the convergence rate is faster, too.
4. High-Performance Computing and Applications
Some benefits of the use of tensor B-splines for high performance computing have already been shown in [14, 15].
In this work, we present a parallel high-performance implementation for multi-core CPU with shared memory and
GPUs, and we show numerical results for a large-scale problem consisting of 0.8 billion nodes. We demonstrated
that tensor B-spline methods are indeed capable of solving such large-scale problems within reasonable time
limits, whereas standard FEM methods run into severe memory problems. Recent advances in element-based
methods for large-scale weather forecasting problems [28] suggest a huge potential application field for such
tensor B-spline methods.
5. Dirichlet BC
The application of the Dirichlet BC is challenging in methods with basis functions that do not conform to the
domain boundary. As was proposed in [7], one can use a weighted basis that vanishes on the boundary. In this
work we showed that tensor B-spline solvers can successfully make use of the boundary penalty method [24]. In
this method the Dirichlet BC is approximated with Robin BC weighted by some penalty factor.
6. Domain-Specific Hardware
Despite ubiquitous utilization of general-purpose CPUs and GPUs, recent studies suggest domain-specific hard-
ware as a future solution for efficient computations [29]. An example of this kind is Google’s Tensor Processing
Unit containing 65,536 8-bit MAC matrix multiply units with a peak throughput of 92 TeraOps/second. The
specialized computing units of a such hardware rely on specific properties of the data structure and data flow, as
well as on specific data locality patterns [30]. One interesting aspect of tensor B-spline methods is that they can
be naturally deployed on such domain-specific hardware, a combination which – at least in our view – has a huge
potential in future high-performance computing problems. On the other hand, tensor B-spline methods allow us
to solve large-scale problems solution using limited compute resources. This might also suggests the use of these
methods in embedded systems with their typical restrictions in terms of on-chip memory and flops-per-watt
ratio.
5 Conclusion
In this paper the tensor B-spline method was described, with specific emphasis on its mathematical foundations and
implications for developing high-performance algorithms. There is a clear trend that over the years both cutting-edge
as well as routine PDE simulations require more and more compute resources. Classical FEM approaches to such
simulations, however, reside in a relatively inflexible framework of mesh-based polynomial bases and sparse matrix
computations. While in recent years, many research efforts addressed the problem of mesh optimization and SpMV
computations, we presented a conceptually different approach: the combination of tensor algebra and B-spline bases
allows for a mesh-free, high-order, parallel, matrix-free numerical method for solving PDEs. Compared to FEM
methods, tensor B-splines share several advantages, both on the conceptual side and on the application side: the
mathematical elegance of computational tensor algebra leads to flexible and transparent models, that respect the
intrinsic multi-dimensional structure of the problem in a very natural way. Further, Tensor B-splines offer accurate
numerical solutions at significantly reduced computational costs and memory requirements. This latter advantage
makes these methods particularly interesting for resource-constraint applications in, for instance, embedded systems.
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7 Appendix I
The L2−norm for a function f(x) ∈ Ω is defined as
||f(x)||L2(Ω) =
√∫
Ω
|f(x)|2dx (19)
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The H1−norm (energy norm) for a function f(x) ∈ Ω is defined as
||f(x)||H1(Ω) =
√∫
Ω
|f(x)|2dx+
∫
Ω
|∇f(x)|2dx (20)
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