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LA CONSTRUCTION D’ABBES ET SAITO POUR LES
CONNEXIONS MÉROMORPHES: ASPECT FORMEL EN
DIMENSION 1
par
Jean-Baptiste Teyssier
Résumé. — Dans [AS09], Abbes et Saito définissent une mesure géométrique de la
ramification sauvage des faisceaux `-adiques sur le point générique d’un trait complet
d’égale caractéristique p, avec p 6= `. En adaptant leur construction aux modules
différentiels en égale caractéristique nulle, on démontre pour un tel module M une
formule qui exprime cet invariant géométrique en terme des formes différentielles
intervenant dans la décomposition de Levelt-Turrittin de M.
Introduction
Inspirés par l’analyse micro-locale de Kashiwara et Schapira [KS90], Abbes et Saito
[AS09] associent à tout faisceau `-adique F sur le point générique d’un trait complet
S d’égale caractéristique p, et ce pour tout nombre rationnel r > 0, un nombre fini
de formes différentielles tordues, généralisant ainsi en rang supérieur la construction
du conducteur de Swan raffiné pour les caractères d’Artin-Schreier-Witt développée
par Kato [Kat89]. Ces formes sont obtenues comme support d’un faisceau construit
à partir de F via des manipulations de nature géométrique, du foncteur des cycles
proches et de la transformation de Fourier `-adique. En particulier, ces ingrédients
sont disponibles dans le cadre des D-modules.
Motivé par les analogies entre l’irrégularité des D-modules complexes et la rami-
fication sauvage des faisceaux `-adiques en caractéristique positive, on peut donc se
demander ce que donne cette construction en égale caractéristique nulle lorsqu’on
remplace F par un module différentiel M.
Lorsque r > 1, on démontre dans ce travail une formule explicite 2.2.5 reliant la
construction d’Abbes et Saito appliquée à M aux polynômes de Laurent de degré
≤ r − 1 intervenant dans la décomposition de Levelt-Turrittin de M. En particulier,
2.2.5 confirme que les invariants de la ramification sauvage construits par Abbes et
Saito "sont les bons". Dans le cas où M est de pente unique r′ > 0, le support du
D-module obtenu pour r = r′ + 1 est ponctuel et correspond à l’ensemble des coeffi-
cients dominants (à multiplication par 1− r près) des polynômes de Laurent de degré
2 J.-B. TEYSSIER
r′ attachés à M. Il s’agit de l’analogue pour les modules différentiels du théorème
[AS09, 9.15] d’Abbes et Saito(1).
Si X est une variété complexe lisse, Y une hypersurface lisse de X et M un DX -
module holonome, Yves Laurent [Lau04] [Lau87] définit pour tout nombre rationnel
r > 1 un cycle lagrangien σr(M) de T ∗T ∗YX qui fournit une mesure géométrique de
l’irrégularité de M le long de Y . C’est la notion de cycle micro-caractéristique. Dans
le cas d’un trait, le support de σr(M) est déterminé par l’ensemble des coefficients
dominants des polynômes de degré 1/(r− 1) attachés àM. Le théorème 2.2.5 montre
en particulier que dans le cas d’un trait sur un corps algébriquement clos, la construc-
tion d’Abbes et Saito constitue une variante de la théorie de Laurent. L’auteur ignore
si ceci subsiste en dimension supérieure.
Pour démontrer 2.2.5, on commence en 4.1 par réduire le problème au cas où le
corps de base est C. Il s’agit d’une manifestation du principe de Lefschetz. La stratégie
est alors de se ramener à la situation où M est donné sous forme décomposée tout
en contrôlant la façon dont sont affectés les cycles proches qui interviennent dans la
construction d’Abbes et Saito. On conclut alors grâce à divers lemmes d’annulation
et à un calcul explicite.
Ce texte est une partie de la thèse de l’auteur effectuée sous la direction de Claude
Sabbah. Je le remercie pour avoir partagé avec moi son intuition que la construc-
tion d’Abbes et Saito devait être reliée aux parties les plus polaires des formes de
Levelt-Turrittin, ainsi que pour m’avoir inculqué avec patience tout ce que je sais des
D-modules. Je remercie Ahmed Abbes et Marco Hien pour l’intérêt qu’ils ont porté
à ce travail lors de son élaboration. Je remercie aussi le référé pour de nombreuses
remarques qui ont contribué à améliorer la lisibilité de ce texte.
1. Notations
1.1. On désigne parK un corps de caractéristique nulle, parK une clôture algébrique
de K, et on note GK le groupe de Galois de K sur K. Pour une extension quelconque L
de K, la présence d’un indice L sera synonyme de changement de base à une situation
sur L. Cet indice sera omis lorsque L = K.
Si X est une variété sur K et P un point fermé de X , on désignera par K(P ) le
corps résiduel de P . Il s’agit d’une extension finie de K.
1.2. Si S est un schéma et si E est un faisceau quasi-cohérent sur S, on note suivant
[GD61] V(E) pour le spectre de l’algèbre quasi-cohérente SymOS E et P(E) pour le
Proj de SymOS E . Les schémas V(E) et P(E) seront dans la suite implicitement munis
de leur structure de schéma sur X .
1.3. On notera F la transformation de Fourier sur A1K, et pour un point fermé P de
A1K, on désignera par δP le D-module Dirac en P . Dans une coordonnée y de A
1
K, le
point P correspond à l’orbite sous GK d’un scalaire c ∈ K. Si µc(y) est le polynôme
minimal de c sur K, le Dirac δP est par définition le module DA1
K
/DA1
K
µc(y).
(1)Maintenant prouvé dans le cas à corps résiduel non nécessairement parfait par Saito. Voir [Sai13].
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2. La construction d’Abbes et Saito
2.1. Prologue géométrique. — On rappelle ici le nécessaire concernant la notion
de dilatation. Pour une exposition plus circonstanciée, on pourra se reporter à [AS09].
Soit f : Y → X un morphisme de schémas sur K, D un sous-schéma fermé de X
défini par un faisceau d’idéaux I et E un sous-schéma fermé de f−1(D) défini par un
faisceau d’idéaux J sur Y . Alors I ·OY ⊂ J , de sorte qu’on dispose d’un morphisme
de OY -algèbres graduées
(2.1.1) θ : f∗(⊕NIn) // ⊕NJ n.
Notons Y˜E (resp. X˜D) l’éclaté de Y le long de E (resp. D). Si p ∈ Y˜E , alors θ−1(p)
détermine un élément de X˜D ×X Y = Proj f∗(⊕NIn) si et seulement si p est dans
l’un des ouverts D+(θ(x)) de Y˜E , avec x ∈ I vu dans l’algèbre source comme élément
de degré 1. On en déduit que ∪x∈ID+(θ(x)) est le plus grand ouvert de Y˜E , noté Y(D)
sur lequel θ induit un morphisme de schémas Y(D) → X˜D ×X Y .
Définition 2.1.2. — On appelle Y(D) la dilatation de Y en E par rapport à D.
Soit f : Y → X un morphisme séparé de K-schémas localement noethériens et
g : X → Y une section de f . Le morphisme g est alors une immersion fermée. Soit
D un sous-schéma fermé de X , de complémentaire U et i : D −→ X l’injection
canonique. Notons encore Y(D) le dilaté de Y en g(D) par rapport à D. Si E[D]
désigne le diviseur exceptionnel de Y˜g(D) et E(D) l’intersection de E[D] avec l’ouvert
Y(D), on dispose d’après [AS09, 2.10] du diagramme à carré cartésiens
E(D) //

Y(D)

Y ×X U

oo
D // X Uoo
Supposons de plus que D est un diviseur de Cartier. Alors par [GD67, 21.2.12], i
est une immersion régulière donc [GD67, 16.9.13] assure que la suite des faisceaux
conormaux pour D
i
−→ X
g
−→ Y
0 // i∗N∨X/Y
// N∨D/Y
// N∨D/X
// 0
est exacte. Si I (resp. J ) désigne le faisceau d’idéaux de D dans X (resp. de g(D)
dans Y ), cette suite s’explicite en
(2.1.3) 0 // i∗N∨X/Y
// J /J 2
g]
// I/I2 // 0 .
Puisque g est une section de f , f ] fournit un scindage
(2.1.4) J /J 2
∼ // i∗N∨X/Y ⊕ I/I
2 .
Supposons de plus que g est une immersion régulière. Alors, g ◦ i est aussi ré-
gulière et on a suivant [GD67, 16.9.3] une identification canonique SymJ /J 2
∼
−→
⊕NJ n/J n+1, d’où une identification E[D]
∼
−→ P(J /J 2).
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Or I/I2 ' i∗OX(−D) := OD(−D) est un fibré en droite sur D, d’où on déduit à
l’aide de (2.1.4) une identification
(2.1.5) E[D]
∼
−→ P(J /J 2 ⊗OD(D)) ' P(i
∗N∨X/Y ⊗OD(D)⊕OD)
Soit U un ouvert affine de X sur lequel D est défini par une fonction t. Avec les
notations de (2.1.1), on a
E(D)|U = E[D]|U ∩D+(θ(t)) = D+([f
](t)])
avec [f ](t)] ∈ Sym(J /J 2) de degré 1. Donc à travers l’identification (2.1.4), p ∈
E[D]|U définit un élément de E(D)|U si et seulement si p ne contient pas 0 ⊕ [t] ∈
Sym(i∗N∨X/Y ⊕ (t)/(t
2)) vu en degré 1, soit encore que p est d’intersection nulle avec
le facteur (t)/(t2) placé en degré 1.
A travers l’identification (2.1.5), le schéma E(D) correspond donc aux idéaux p ∈
P(i∗N∨X/Y ⊗OD(D)⊕OD) ne rencontrant pas le facteur OD placé en degré 1. C’est
donc selon [GD61, 8.4.1] le fibré vectoriel V(i∗N∨X/Y ⊗OD(D)). Du fait de l’identi-
fication N∨X/Y ' g
∗(Ω1Y/X), on a ainsi suivant [AS09, 3.5]
Proposition 2.1.6 (interprétation différentielle de la fibre spéciale du dilaté)
Avec les notations de 2.1, si on suppose que D est un diviseur de Cartier et que g est
une immersion régulière, alors on a une identification
E(D)
∼ // V((g ◦ i)∗Ω1Y/X ⊗OD(D)) .
2.2. Enoncé du théorème. — Soit S un trait complet de corps résiduel K. Le
choix d’une uniformisante x de S induit une identification S ' Spec KJxK. Soient
n ≥ 1 et k ≥ 1 des entiers. On pose r = k/n, t = x1/n et on note Dk le diviseur de
degré k de Sn = Spec KJtK. Soient sn le point fermé de Sn, ηn son point générique
et γn : Sn → S le morphisme d’élévation à la puissance n. Soit S1,n le complété de
S × Sn en l’origine. Le graphe de γn induit une immersion fermée Γn : Sn → S1,n.
Pour la structure de Sn-schéma sur S1,n donnée par la seconde projection, on définit
S1,n(Dk) comme le dilaté de S1,n en Γn(Dk) relativement à Dk. On en déduit suivant
2.1 le diagramme commutatif à carrés cartésiens
(2.2.1)
TDk
in,k
//

S1,n(Dk)
pi

S × ηn

jn,k
oo
Dk
ik // Sn ηnoo
avec une identification canonique
TDk
∼ // V((Γn ◦ ik)
∗Ω1S1,n/Sn ⊗ODk(Dk)) .
Concrètement, Γn(Dk) est le sous-ensemble algébrique de S1,n donné par l’idéal J =(
x− tn, tk
)
. Le choix des variables y0 = x−t
n et y1 = t
k placées en degré 1 fournit une
présentation de l’algèbre éclatée de S1,n en J , soit encore un plongement du schéma
associé dans S1,n × P1. Suivant 2.1, le dilaté S1,n(Dk) en est l’ouvert affine y1 6= 0,
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donné dans S1,n×A1 par l’équation x−tn−tky = 0, où l’on a posé y = y0/y1. D’autre
part, si on note Osn(Dk) la restriction à sn de ODk(Dk), le choix des coordonnées x
et t fournit les identifications
Ω1S1,n/Sn ' KJx, tK · dx et Osn(Dk) ' K ·
1
xr
,
où xr désigne par convention tk. Notons Tr le réduit
(2) de TDk , et relions
dx
xr au choix
de la coordonnée y sur S1,n(Dk). Dans la situation présente, la suite exacte (2.1.3)
s’explicite en
0 // (x − tn)/((x− tn)2, tk(x− tn)) // J /J 2 // (tk)/(tk)2 // 0 ,
de sorte que (2.1.4) devient J /J 2 ' (y0) ⊕ (y1). Via l’isomorphisme N∨Sn/S1,n '
Γ∗nΩ
1
S1,n/Sn
, la coordonnée y0 correspond à la classe de la forme différentielle d(x−tn),
soit encore la classe de dx. On en déduit que, vu dans
(2.2.2) Tr = V((Γn ◦ i
red
k )
∗Ω1S1,n/Sn ⊗Osn(Dk)),
la coordonnée y = y0/y1 correspond exactement à
dx
xr . C’est par rapport à cette
coordonnée privilégiée de la droite Tr que se feront tous les calculs.
Soit M un K((x))-module différentiel. Le protagoniste de cet article est le D-
module sur S1,n(Dk)
Hn,k (M) := jk,n+Hom(p
+
2 γ
+
nM, p
+
1M),
où p1 : S × ηn −→ S et p2 : S × ηn −→ ηn sont les projections canoniques.
On rappelle que le théorème de Levelt-Turrittin [Sv00] assure l’existence d’un
entier m et d’une extension galoisienne finie L de K tels que
(2.2.3) L((u))⊗K((x))M'
⊕
ω∈L[ 1
u
] 1
u
Eω ⊗Rω
avec u = x1/m, Eω = (L((u)), d + dω) et Rω régulier de rang noté nω. Le plus petit
entier m tel que (2.2.3) ait lieu est l’indice de ramification de M. On le notera mM.
Posons AQ>0K = SpecK[Xr, r ∈ Q>0]. Cet espace est muni de projections
cr : A
Q>0
K −→ AK(r) := SpecK[Xr]
qui sont telles que les orbites sous GK de polynômes ω ∈ u−1K[u−1] sont en bijection
avec les points fermés de AQ>0K envoyés sur 0 par tous les cr sauf un nombre fini de
ck/m, k ∈ Z>0.
Pour tout r ∈ Q>0, on définit Ωr(M) comme le fermé de A
Q>0
K constitué des telles
orbites de polynômes ω ∈ u−1K[u−1] de degré r par rapport à la variable 1/x appor-
tant une contribution non-nulle à (2.2.3). Notons enfin Ω<r(M) pour unionsqr′<rΩr′(M).
(2)Dans [AS09], le foncteur des cycles proches est à valeur dans la catégorie dérivée des faisceaux sur
TDk,ét. Le fibré TDk est un schéma sur Dk, non réduit en général. Par invariance du site étale par
homéomorphisme universel [Gro63, Exp VIII], on peut tout aussi bien se placer sur le réduit T redDk
qui est un schéma sur le point fermé sn de Sn. C’est le point de vue qui doit être adopté lorsqu’on
considère les cycles proches pour les D-modules.
6 J.-B. TEYSSIER
On suppose r > 1 et soit ω ∈ Ωr−1(M). On définit par [ω] l’image de ω par la
composée
A
Q>0
K
cr−1
// AK(r − 1)
(1−r)×
// V(K · y∨) ' T∨r ,
où (1− r)× est le morphisme de schéma déduit du morphisme de K-algèbre associant
(1− r)Xr−1 à y∨. Le point [ω] est un point fermé de T∨r . On montre aisément le
Lemme 2.2.4. — Le point [ω] est indépendant du choix des uniformisantes x et t.
Notons ψpi le foncteur des cycles proches
(3) par rapport à pi pour les modules
holonomes sur S1,n(Dk). Le but de ce texte est de démontrer le
Théorème 2.2.5. — On suppose que r > 1. Alors, le DTr -module ψpiHn,k(M) ne
dépend de n et k que par l’intermédiaire de r, et avec les notations de 1.4, on a la
formule
(2.2.6) FψpiHn,k(M) = δ
n2<r−1(M)
0 ⊕
⊕
ω∈Ωr−1(M)
δ
[K(ω):K([ω])]n2ω
[ω] ,
où n2<r−1(M) est l’entier
∑
ω∈Ω<r−1(M)
[K(ω) : K]n2ω.
2.3. Soit R un anneau de valuation discrète complet d’égale caractéristique p, d’idéal
maximal M et de corps résiduel F , supposé de type fini sur un corps parfait. On note
K le corps de fraction de R. Soit S = SpecR le trait complet associé à R et ηS son
point générique. On se donne un entier nmultiple de p, un caractère χ ∈ H1(K,Z/nZ)
et pour un nombre premier ` 6= p, on fixe une injection Z/nZ→ F
×
` . On note encore
χ : GK → F
×
` le caractère induit, et F le F`-faisceau étale associé sur ηS .
Si le conducteur de Swan sw(χ) de F vérifie sw(χ) > 1, Abbes et Saito démontrent
[AS09, 9.10] que le support de FψH1,sw(χ)+1(F) est réduit à la forme différentielle
tordue
rsw(χ) : F // Ω1R ⊗R (M
− sw(χ)−1/M− sw(χ))
donnée par la théorie de la ramification des caractères d’Artin-Schreier-Witt de Kato
[AS09, 10]. Le théorème 2.2.5 pour M de type exponentiel est l’analogue de [AS09,
9.10] pour F parfait.
Quant à la finitude du support de FψpiHn,k(M) en général (et le fait que celui-ci
ne rencontre pas l’origine lorsque M est purement de pente r′ > 0 et r = r′ + 1 dans
2.2.5), il s’agit de l’analogue de [AS09, 9.15].
2.4. Puisque la construction fait aussi sens lorsque k ≤ n, on peut se demander
ce qu’elle donne dans ce cas. On montre en B.0.1 qu’il n’y a pas grand chose à en
attendre, puisque dans le cas particulier le plus simple où M est décomposé sans
partie régulière, on a toujours ψpiHn,k(M) ' 0.
(3)Pour une définition précise, voir 3.1.
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3. Quelques lemmes sur les cycles proches
3.1. Le cas complexe. Généralités et exemples. — Pour les références histo-
riques concernant les cycles proches pour les D-modules, on pourra consulter [Kas83]
et [Mal83]. Comme référence de travail, on utilisera [MM04].
Dans toute cette section, X désigne une variété algébrique complexe lisse, f : X →
A1C un morphisme lisse de fibre spéciale Y = f
−1(0), i : Y −→ X l’inclusion de Y
dans X et I l’idéal de définition de Y . Soit
Vk(DX) = {P ∈ DX , P (I
l) ⊂ Il−k ∀l ∈ Z}
la V -filtration de DX , et soitM un DX -module spécialisable le long de Y (par exemple
un module holonome). Alors on dispose pour toute V -filtration U localement image
à décalage près de V.(DX)p par une surjection locale D
p
X −→ M −→ 0 (c’est la
propriété de bonté d’une V -filtration) d’un unique polynôme unitaire bU vérifiant
pour tout k ∈ Z
bU (t∂t + k)Uk ∈ Uk−1,
avec t équation locale de Y . On dit que bU est le polynôme de Bernstein de (Uk)k∈Z.
Il est indépendant du choix de l’équation locale de Y . Puisqu’un sous-module d’un
module spécialisable est encore spécialisable, on peut définir pourm ∈M le polynôme
de Bernstein dem comme le polynôme de Bernstein de la bonne V -filtration V.(DX)m
sur DXm. On notera bm ce polynôme, et ordY (m) l’ensemble de ses racines.
Soit ≥ l’ordre l’exicographique sur C ' R+ iR. Pour a ∈ C, on définit
Va(M) = {m ∈M, ordY (m) ⊂ {α ∈ C, α ≥ −a− 1}}
et
V<a(M) = {m ∈M, ordY (m) ⊂ {α ∈ C, α > −a− 1}}.
D’après [MM04, 4.3-5], (Va+k(M))k∈Z (resp. (V<a+k(M))k∈Z est l’unique bonne
V -filtration de M dont les racines du polynôme de Bernstein sont dans l’intervalle
[−a− 1,−a[ (resp. ]− a− 1,−a]). Si ψf,aM désigne la quotient Va(M)/V<a(M), on
pose
(3.1.1) ψfM :=
⊕
−1≤a<0
ψf,aM.
Proposition 3.1.2. — Soit E une connexion algébrique sur X et M un DX -module
holonome. Alors, on a une identification canonique ψf (E ⊗M) ' i
+E ⊗ ψfM.
Démonstration. — Soit V une bonne filtration sur M. Pour k ∈ Z, on pose
Uk = E ⊗ Vk.
Montrons qu’il s’agit d’une bonne V -filtration de E ⊗M. On va pour cela utiliser
le critère [MM04, 4.1–9].
Pour k ∈ Z, il faut commencer par montrer la V0(DX)-cohérence de Uk. Puisque
V0(DX) est un faisceau d’anneaux localement noethérien et cohérent [MM04, 4.1-5],
il suffit de montrer la finitude locale de Uk sur V0(DX). Soitm1, . . . ,mn un système de
V0(DX)-générateurs locaux de Vk et e1, . . . , en un système de OX -générateurs locaux
de E . On va montrer que les ei⊗mj forment un système de V0(DX)-générateurs locaux
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de Uk. On se donne e ∈ E , f1, . . . , fn les coefficients de e dans la base des (ei), et
m ∈ Vk. Pour P ∈ V0(DX), on désigne par d(P ) l’ordre de P . On pose alors
dm = Min{Max(d(Pj)),m =
∑
Pjmj avec Pj ∈ V0(DX)}.
Il faut montrer que
(3.1.3) e⊗m ∈
∑
V0(DX) · (ei ⊗mj).
On raisonne par récurrence sur dm, le cas dm = 0 découlant du fait que le produit
tensoriel envisagé est pris sur OX . Si dm > 0, on choisit des opérateurs Pj qui réalisent
dm et on écrit ∑
Pj(e⊗mj) = e⊗m+
∑
Qije⊗ Rijmj
avec dRijmj < dm, de sorte que l’hypothèse de récurrence s’applique à Qije⊗Rijmj .
Puisque ∑
Pj(e ⊗mj) =
∑
Pjfi(ei ⊗mj) ∈
∑
V0(DX) · (ei ⊗mj),
on en déduit que (3.1.3) est vraie, d’où la V0(DX)-cohérence de Uk.
Soit k0 ∈ N tel que pour tout k ∈ N
(3.1.4) Vk0+k = Vk(DX)Vk0 et V−k0−k = V−k(DX)V−k0 .
Montrons que U vérifie les identités analogues. Le cas k = 0 étant immédiat car
V0(DX) contient la fonction unité. On peut donc supposer k > 0. Il suffit alors de
démontrer
(3.1.5) Uk0+k = Uk0+k−1 + ∂tUk0+k−1 et U−k0−k = tU−k0−k+1.
Seules les inclusions directes posent a priori problème. La seconde relation de (3.1.5)
découle immédiatement de (3.1.4) du fait que le produit tensoriel envisagé est pris
sur OX . Prouvons la première relation. Soit e ∈ E et m ∈ Vk0+k. On choisit m1,m2 ∈
Vk0+k−1 tels que m = m1 + ∂tm2. Alors
e⊗m = e⊗m1 + ∂t(e⊗m2)− (∂te)⊗m2 ∈ Uk0+k−1 + ∂tUk0+k−1,
d’où (3.1.5), et par suite U est une bonne V -filtration.
En particulier pour a ∈ C, Uk = E ⊗ Va+k(M) définit une bonne filtration de
E ⊗M. Pour e ∈ E et m ∈ Va+k(M), on a par lissité de E
bVa+(M)(t∂t + k)(e ⊗m) ∈ e⊗ bVa+(M)(t∂t + k)m+ Uk−1 ⊂ Uk−1.
On en déduit que bU divise bVa+(M), donc Va(E ⊗ M) = E ⊗ Va(M). De même
V<a(E ⊗M) = E ⊗ V<a(M) et 3.1.2 découle alors de la OX -platitude de E .
Si Y est non lisse, le formalisme précédent ne s’applique pas tel quel. On peut
néanmoins toujours définir des cycles proches dans ce cas en plongeantX dansX×A1C
via l’application graphe de f notée Γ(f), puis en prenant les cycles proches suivant
la projection par rapport au second facteur. On obtient alors un D-module à support
dans X et dans le cas où Y est lisse on retrouve bien la définition initiale.
On peut aussi définir le foncteur ψ lorsque le corps de base est un corps K de
caractéristique 0 quelconque. Soit X une variété lisse sur K et soit Y une hypersurface
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lisse de X donnée comme lieu des zéros d’une fonction f . Soit M un DX -module
holonome, et σ : K/Z −→ K une section de la projection K −→ K/Z telle que la
classe de 0 soit envoyée sur 1. En mimant les propositions 4.2-6 et 4.3-5 de [MM04],
on obtient le
Lemme 3.1.6. — Il existe une unique bonne V -filtration V σ(M) de M dont les
racines du polynôme de Bernstein sont dans l’image de σ.
Suivant [MM04, 4.3.9], on est amené à définir
ψfM := V−1(M)/V−2(M).
Cette définition est indépendante du choix de σ à isomorphisme non canonique près.
Comme application immédiate de 3.1.6, on observe que le foncteur ψf commute à
l’extension des scalaires.
3.2. Quelques compatibilités. — Tout comme dans la situation topologique, les
cycles proches sont compatibles au changement de trait. C’est l’objet de la
Proposition 3.2.1. — Soit n ≥ 1 un entier et γn : A
1
C −→ A
1
C le morphisme
d’élévation à la puissance n. Soit f ′ : X ′ −→ A1C rendant cartésien le diagramme
X ′
p
//
f ′

X
f

A1C γn
// A1C
Alors, on a une identification canonique de DY -modules
ψf ′p
+M' ψfM
Pour la preuve de ceci, voir [Sab09, 2.3.3]. Selon [Sab12, 14.10], les cycles proches
sont aussi compatibles à la formalisation le long de Y , à savoir qu’on a la
Proposition 3.2.2. — Soit f̂ : X̂ → Â1C la formalisation de f le long de Y . Alors,
pour tout DX-module spécialisable M, le DX̂-module M̂ est spécialisable et on a une
identification canonique ψfM' ψf̂M̂.
Si on se donne n > 0, ψf est relié suivant [Sab05, 3.3.13] à ψfn de la façon suivante
Proposition 3.2.3. — Pour tout a ∈ C, on a une identification canonique
ψfn,aM
∼ // i+ψf,naM .
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3.3. Quelques critères d’annulation. — On se donne un morphisme propre p :
X −→ Y entre variétés algébriques lisses, et f : Y −→ A1C une fonction sur Y . On
note Z := f−1(0) et on suppose que p est étale au-dessus de U = Y \Z. On se donne
enfin un DY -module holonome M localisé le long de Z, à savoirM'M(∗Z).
Puisque p est étale au-dessus de U , le module Hip+M est à support dans p−1(Z)
pour i > 0, et ainsi par [MT04, 4.1] on a pour i > 0
Hip+M'Hip+(M(∗Z)) ' Hi(p+M)(∗p−1(Z)) ' (Hip+M)(∗p−1(Z)) ' 0
Donc p+M peut être considéré comme un objet de la catégorie des DX -modules, ce
qui sera implicitement fait dans la suite.
Toujours puisque p est étale au-dessus de U , le module Hip+p+M est à support
l’hypersurface Z pour i > 0. Or la relation M'M(∗Z) donne
p+p
+M' p+((p
+M)(∗p−1(Z))) ' (p+p
+M)(∗Z)
où la dernière identification provient de [Meb04, 3.6-4]. On en déduit(4) que le module
p+p
+M est concentré en degré 0.
Lemme 3.3.1. — Le module ψfM est nul dès que le module ψf◦pp+M est nul.
Démonstration. — Le morphisme d’adjonctionM→ p+p+M est injectif. Par exacti-
tude des cycles proches, ψfM est un sous-objet de ψfp+p+M, et on conclut à l’aide
de la commutation des cycles proches avec l’image directe propre [MS89, 4.8.1].
Les lemmes d’annulation qui suivent apparaissent déjà dans la littérature [Sab12,
14.22, 14.26]. On rappelle ici la preuve de 3.3.4 en appendice pour la commodité du
lecteur, et on donne une autre preuve de 3.3.3 à l’aide de 3.3.1.
Soit U un ouvert de A2C contenant l’origine et f = f(t, y) une fonction régulière sur
U . Soit R une connexion sur U méromorphe à singularité régulière le long de t = 0.
Lemme 3.3.2. — On suppose que f(0, 0) 6= 0 ou que f(0, y) admet un zéro simple
en l’origine. Alors si k > 0 et a > 0, on a ψta(Ef(t,y)/t
k
⊗R) ' 0 au voisinage de 0.
Lemme 3.3.3. — On suppose que f(0, 0) 6= 0 et soit g = tayb avec a 6= 0 et b 6= 0.
Alors si k, k′ > 0, on a ψg(E
f(t,y)/tkyk
′
⊗R) ' 0 au voisinage de 0.
Lemme 3.3.4. — On fait l’hypothèse que f = tlg(t, y) + ymh(t, y) avec g(0, 0) 6= 0,
h(0, 0) 6= 0, (l,m) 6= (0, 0). Soit g = tayb avec (a, b) 6= 0. Alors si k > l et k′ > 0, on
a ψg(Ef(t,y)/t
kyk
′
⊗R) ' 0 au voisinage de 0.
(4)Cette vérification est nécessaire si l’on souhaite utiliser le formalisme des cycles proches exposé
ici. Pour un formalisme valable dans un cadre dérivé, on renvoie à [LM95].
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4. Preuve du théorème
4.1. Réduction au cas où K = C. — Il va s’agir d’une application du principe de
Lefschetz. Soit L une extension de K, L une clôture algébrique de L et K la clôture
algébrique de K dans L. Soit M un K((x))-module différentiel.
Lemme 4.1.1. — La formule (2.2.6) est vraie pour ML si et seulement si elle est
vraie pour M.
Démonstration. — On commence par observer que les manipulations géométriques
intervenant dans la construction d’Abbes et Saito (2.2.1) commutent à l’extension
des scalaires, de même que les foncteurs ψpi et F.
Supposons que (2.2.6) soit vraie pour M et considérons le diagramme cartésien
A
Q>0
L
//
[ ]L

A
Q>0
K
[ ]

T∨r,L
// T∨r
On a
(4.1.2) FψpiHn,k(ML) = δ
n2<r−1(M)
0 ⊕
⊕
ω∈Ωr−1(M)
⊕
Pω∈[ω]×KL
δ
[K(ω):K([ω])]n2ω
Pω
.
Soient ω ∈ Ωr−1(M) et Pω ∈ [ω] ×K L. En développant les termes de (4.1.2) grâce
aux formules
[K(ω) : K([ω])] =
∑
ω′∈Pω×[ω]ω
[L(ω′) : L([ω′]L)],
[K(ω) : K] =
∑
ω′∈ω×KL
[L(ω′) : L],
on observe que la somme triple que l’on obtient se fait sur Ωr−1(M)L = Ωr−1(ML).
Vue de cette façon, elle s’explicite en
FψpiHn,k(ML) = δ
n2<r−1(ML)
0 ⊕
⊕
ω∈Ωr−1(ML)
δ
[L(ω):L([ω]L)]n
2
ω
[ω]L
,
qui est exactement la formule (2.2.6) pour ML.
Supposons réciproquement que (2.2.6) est vraie pour ML, à savoir
(4.1.3) FψpiHn,k(M)L ' δ
n2<r−1(ML)
0 ⊕
⊕
ω∈Ωr−1(M)L
δ
[L(ω):L([ω]L)]n
2
ω
[ω]L
.
Alors, le support de FψpiHn,k(M) est réduit à un nombre fini de points fermés et
4.1.1 provient de ce que les multiplicités de ces points sont inchangées par extension
des scalaires.
Soit N un modèle algébrique de M, c’est-à-dire un K[x, x−1]-module différentiel
tel que M' K((x)) ⊗K[x,x−1] N . Un tel modèle existe d’après [Kat87, 2.4.10].
Soit K′/Q l’extension de Q engendrée par les coefficients des polynômes de Laurent
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intervenant dans la matrice de ∂x dans une base choisie de N . Si on note NK′ le
K′((x))-module différentiel que ce choix de base définit, le lemme 4.1.1 assure qu’il
suffit de prouver 2.2.5 pour NK′ . Puisque le degré de transcendance de K
′/Q est fini,
on peut se donner un plongement de K′ dans C. Via ce choix de plongement, on se
ramène toujours par 4.1.1 à démontrer 2.2.5 pour le module différentiel complexe qui
se déduit de NK′ par extension des scalaires.
Dans toute la suite, on supposera que K = C.
Dans la coordonnée y = dxxr de Tr, il s’agit donc de démontrer
(4.1.4) ψpiHn,k(M) = O
n2<r−1(M)
Tr
⊕
⊕
ω∈Ωr−1(M)
(E(1−r)cr−1(ω)y)n
2
ω .
4.2. Réduction au cas où n est un multiple de mM. — Soit m un entier
naturel. Le morphisme νm : Smn → Sn d’élévation à la puissance m donne un cube
S × ηmn
id×νm //

jmn,mk ((
Q
Q
Q
Q
Q
Q
Q
S × ηn
jn,k
''N
N
N
N
N
N

S1,mn(Dmk) p
//
pi′

S1,n(Dk)
pi

ηmn //
))R
R
R
R
R
R
R
R
R
ηn
''O
O
O
O
O
O
O
O
Smn // Sn
à faces commutatives et cartésiennes, et on a
p+Hn,k(M) ' jmn,mk+(id×νm)
+Hom(p+2 γ
+
nM, p
+
1M)
' jmn,mk+Hom(p
+
2 γ
+
mnM, p
+
1M)
= Hmn,mk(M).
Donc par 3.2.1, il vient
ψpiHn,k(M) ' ψpi′Hmn,mk(M)
de sorte qu’il suffit de démontrer (4.1.4) pour le couple (mn,mk). On peut donc
supposer que n est un multiple de mM.
4.3. Le cas où n est un multiple de mM. — En complétant S1,n(Dk) le long
de la fibre spéciale de pi, définie par l’idéal (t), on obtient d’après [Mat86, 8.12] le
schéma ̂S1,n(Dk) d’anneau de fonctions
C[y]Jx, tK/(x − tnp)
∼ // C[y]JtK ,
où on a posé p = 1 + ytk−n. D’après 3.2.2, on ne change pas les cycles proches de
Hn,k(M) en restreignant la situation à ̂S1,n(Dk), ce que l’on fera dans la suite. Or p
admet des racines n-ième dans l’anneau de fonctions de ̂S1,n(Dk). Notons z la racine
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de p satisfaisant à z ≡ 1 + ytk−n/n
(
tk−n+1
)
, et posons τ = zt.
Puisque par 4.2 on peut supposer que l’indice de ramification de M divise n, on a
γ+nM'
⊕
Ω(M)
Eω(t) ⊗Rω(t)
Par définition de l’anneau de fonctions de ̂S1,n(Dk), la variable τ est une racine n-ième
de x, de sorte qu’on a aussi
p+1M'
⊕
Ω(M)
Eω(τ) ⊗Rω(τ)
En remplaçant τ par zt, il vient
ψpiHn,k(M) '
⊕
ω1,ω2∈Ω(M)
ψt(E
ω1(zt)−ω2(t) ⊗Rω1,ω2),
avec Rω1,ω2 régulier le long de la fibre spéciale. Désignons par Hn,k(ω1, ω2)(Rω1,ω2)
ou même Hn,k(ω1, ω2) quand aucune confusion n’est possible, le terme de cette somme
correspondant aux formes ω1 et ω2, et écrivons ωi = Pi(t)/t
qi avec degPi < qi. Pi(0)
est le coefficient dominant de ωi pour la variable 1/t. Soit nω le rang de Rω. La
formule (4.1.4) (et par suite le théorème 2.2.5) se déduit des calculs suivants :
Lemme 4.3.1. — Si ω 6= 0, ψtHn,k(ω, 0) ' ψtHn,k(0, ω) ' 0.
Démonstration. — Par définition, Hn,k(ω, 0) ' Eω(zt)⊗R et Hn,k(0, ω) ' Eω(t)⊗R′,
avec R et R′ réguliers, donc 4.3.1 est une application immédiate de 3.3.2.
Lemme 4.3.2. — Si ω1 6= ω2 sont non nulles, alors ψtHn,k(ω1, ω2) ' 0.
Démonstration. — Si q1 < q2,
tq2(ω1(zt)− ω2(t)) = t
q2−q1z−q1P1(zt)− P2(t)
≡ −P2(0) (t),
de sorte que le lemme 3.3.2 s’applique, et de même si q1 > q2.
Si q1 = q2 = q,
tq(ω1(zt)− ω2(t)) = z
−qP1(zt)− P2(t)
≡ P1(t)− P2(t)− qP1(0)yt
k−n/n (tk−n+1).
La valuation t-adique de P1 − P2 est finie et plus petite que q − 1, donc quelle que
soit la façon dont elle se compare à k − n, le lemme 3.3.2 s’applique.
Dans les deux lemmes qui suivent, on utilisera l’observation que z − 1 = ytk−n/rn
avec rn =
zn−1
z−1 =
∏
ζ∈Un\{1}
(z − ζ) unité de C[y]JtK.
Lemme 4.3.3. — ψtHn,k(0, 0) ' O
n20
Tr
.
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Démonstration. — On se donne une base de R0 dans laquelle la matrice de ∂t est de
la forme A/t avec A ∈ GLn0(C). Alors
Hn,k(0, 0) ' (O(∗Tr)
n20 , d+ (A⊗ 1− 1⊗A)dt/t+A⊗ 1dz/z),
et il suffit donc de démontrer que si B,C ∈ GLl(C) commutent, alors si on pose
HB,C := (O(∗Tr)
l, d+ Bdt/t+ Cdz/z),
on a
ψtHB,C ' O
l
Tr .
On raisonne par récurrence sur le rang l, le cas où l = 1 découlant à l’aide de 3.1.2
d’un calcul immédiat. Supposons l > 1. Puisque B et C commutent, le choix d’un
vecteur propre commun permet de définir une suite exacte du type
0 // Hβ,γ // HB,C // HB′,C′ // 0 ,
avec β, γ ∈ C et B′ et C′ des matrices qui commutent. Donc par passage aux cycles
proches, l’hypothèse de récurrence donne la suite exacte
0 // OTr // ψtHB,C // O
l−1
Tr
// 0 .
et 4.3.3 découle alors de la nullité de Ext1(OTr ,OTr).
Lemme 4.3.4. — On suppose ω1 = ω2 = ω de degré q. Alors,
(1) Si k − n < q, ψtHn,k(ω, ω) ' 0.
(2) Si k − n > q, ψtHn,k(ω, ω) ' O
n2ω
Tr
.
(3) Si k − n = q, ψtHn,k(ω, ω) ' (E−(k/n−1)P (0)y)n
2
ω .
Démonstration. — On a
tq(ω(zt)− ω(t)) = z−qP (zt)− P (t)
≡ (z−q − 1)P (t) (tk−n+1)
≡ −rqyt
k−nP (t)/rn (t
k−n+1)
≡ −rqyt
k−nP (0)/rn (t
k−n+1),
(4.3.5)
de sorte que 3.3.2 assure la nullité de ψtHn,k(ω, ω) dans le cas k−n < q. Si k−n ≥ q,
ω1(zt)− ω2(t) est polynomiale, donc (2) et (3) se déduisent de 3.1.2.
Ceci achève la preuve de la formule (4.1.4).
Appendice A
Preuve des lemmes 3.3.3 et 3.3.4
A.1. Preuve de 3.3.3. — On se ramène à montrer la nullité de ψtayb(E
1/tkyk
′
⊗R̂0)
avec R̂0 de rang 1 admettant un générateur m qui vérifie t∂tm = cm, c ∈ C et
∂ym = 0. Si on définit
h : A2C −→ A
2
C
(u, z) 7→ (ub, za),
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on sait d’après 3.3.1 qu’il suffit de montrer la nullité du module
ψ(uz)ab(E
1/ubkzak
′
⊗ h+R̂0),
et on est ramené à étudier le cas où a = b. Par 3.2.3, on peut supposer a = b = 1. Par
définition, ψty = ψv ◦ Γ(g)+ où Γ(g) désigne le graphe de g et v est donnée par
A2C

 Γ(g)
//
g
$$H
H
H
H
H
H
H
H
H
H
A2C ×A
1
C
v

A1C
Or s = « e1/t
kyk
′
» ⊗m engendre E1/t
kyk
′
⊗ R̂0 et vérifie t
kyk
′+1∂ys = −k
′s. Donc
s′ = sδ(v − ty) engendre Γ(g)+E
1/tkyk
′
⊗ R̂0. Or
v∂y · s
′ = ∂yv · s
′ = ∂y · (tysδ) = ts
′ + ty(∂ys)δ − yt
2s∂vδ ∈ V−1s
′.
donne par multiplication par y
yts′ + ty2(∂ys)δ − y
2t2s∂vδ ∈ V−1s
′.
Puisque yts′ = vs′ ∈ V−1s′, on en déduit
ty2(∂ys)δ − y
2t2s∂vδ ∈ V−1s
′.
D’autre part
∂vv
2s′ = 2vs′ + v2∂vs
′ = t2y2s∂vδ ∈ V−1s
′
d’où finalement ty2(∂ys)δ ∈ V−1s
′. Puisque k ≥ 1 et k′ ≥ 1, il fait sens de multiplier
cette dernière relation par tk−1yk
′−1. On obtient alors
tkyk
′+1(∂ys)δ = −k
′sδ = −k′s′ ∈ V−1s
′
Ainsi, s′ ∈ V−1s′ est de polynôme de Bernstein constant, d’où 3.3.3.
A.2. Preuve de 3.3.4. — Les cas l = 0 ou m = 0 étant traités par 3.3.3, on peut
raisonner par récurrence sur (l,m) et supposer l 6= 0 et m 6= 0. Soit p : U˜ → U l’éclaté
de U en l’origine. Par compatibilité des cycles proches avec les modifications propres
[Sab12, 14.12], on a
ψg(E
f(t,y)/tkyk
′
⊗R) ' p+ψg◦p(E
f(pt,py)/p
k
t p
k′
y ⊗ p+R).
Démontrons que ψg◦p(E
f(pt,py)/p
k
t p
k′
y ⊗ p+R) ' 0 sur le diviseur exceptionnel E.
Dans la carte U0 de U˜ donnée par t = u et y = uv, on a p(u, v) = (u, uv), de sorte
que la trace de E sur U0 est donnée par u = 0, et
f(pt, py)/p
k
t p
k′
y = (u
lg(u, uv) + (uv)mh(u, uv))/uk+k
′
vk
′
.
Au voisinage d’un point v0 6= 0 de U0, 3.3.2 s’applique immédiatement si l 6= m.
Dans le cas l = m, on observe que ∂f∂y (0, v0) = mv
m−1
0 h(0, 0) 6= 0 de sorte que 3.3.2
s’applique encore. Au voisinage de l’origine de U0, 3.3.3 s’applique si l < m, et sinon
m > 0 permet d’utiliser l’hypothèse de récurrence.
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Dans la carte U1 donnée par les coordonnées t = u
′v′ et y = v′, p(u′, v′) = (u′v′, v′),
donc E ∩ U1 est défini par u′v′ = 0, et on a
f(pt, py)/p
k
t p
k′
y = ((u
′v′)lg(u′v′, v′) + v′mh(u′v′, v′))/u′kv′k+k
′
.
On se place au voisinage de l’origine. Si l ≤ m, la condition l > 0 assure que l’hypo-
thèse de récurrence s’applique, et sinon la situation est justiciable de 3.3.3.
Appendice B
Nullité des cycles proches pour r ≤ 1 et M décomposé
Proposition B.0.1. — On suppose k ≤ n et M' ⊕Eω ⊗Rω sans partie régulière.
Alors ψpiHn,k(M) ' 0.
Démonstration. — On a
ψpiHn,k(M) '
⊕
ω1,ω2
ψt(E
ω1(x)−ω2(t
n) ⊗Rω1,ω2),
avec Rω1,ω2 régulier le long de la fibre spéciale. Désignons par Hn,k(ω1, ω2) le terme
de cette somme correspondant aux formes ω1 et ω2, et écrivons ωi = Pi(x)/x
qi avec
degPi < qi. Pi(0) est le coefficient dominant de ωi pour la variable 1/x. M étant
supposé sans partie régulière, Pi(0) 6= 0. Alors en effectuant le changement de variable
u = t et v = tn−k + y, on a
ω1(x) − ω2(t
n) =
P (tn + ytk)
tkq1 (tn−k + y)q1
−
P2(t
n)
tnq2
=
P1(u
kv)
ukq1vq1
−
P2(u
n)
unq2
=
unq2P1(u
kv)− ukq1vq1P2(un)
ukq1+nq2vq1
.
(B.0.2)
On se place au voisinage de v0 6= 0. Si on suppose nq2 > kq1, (B.0.2) s’écrit
(unq2−kq1P1(u
kv) − vq1P2(un))/unq2vq1 . Si f(u, v) désigne la partie non polaire de
cette expression, f(0, v0) = −P2(0)/v
q1
0 est non nul, donc 3.3.2 s’applique. On raisonne
de même avec le cas nq2 < kq1 en utilisant P1(0) 6= 0. Si nq2 = kq1, la partie non
polaire de (B.0.2) est f(u, v) = (P1(u
kv)− vq1P2(un))/vq1 et en évaluant en (0, v) on
constate que la situation satisfait les hypothèses de 3.3.2.
On se place au voisinage de v0 = 0. Si on suppose nq2 ≤ kq1, (B.0.2) devient
(P1(u
kv) − ukq1−nq2vq1P2(un))/ukq1vq1 . Le numérateur vaut P1(0) 6= 0, donc 3.3.3
s’applique. Sinon, (B.0.2) est (unq2−kq1P1(u
kv) − vq1P2(un))/unq2vq1 et on est dans
le cadre de 3.3.4.
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