ABSTRACT. As the sequel of the previous work, we investigate the variational calculus in the study of modular geometry on noncommutative (two) tori, oriented by conceptual interpretations of the celebrated Connes-Moscovici functional relation. Starting with Lesch's work, we introduce several operators acting on the space of spectral functions coming from the first variation of the modular derivation and integration by parts with respect to the volume weight. The new contribution is some internal relations which allow us to use only two operators to generate the whole variational calculus. In particular, these two operators indeed generate the Connes-Moscovici functional relation which makes the symmetries behind the relation observed before more transparent. For the geometric side, we compute, on noncommutative tori, the first variation of the Einstein-Hilbert and the Osgood-Phillips-Sarnak functional (later one holds only in dimension two) in two ways and derive a family of Connes-Moscovici functional relation parametrized by the dimension. In the previous work, we have provided explicit solutions of those functional relations using Gauss and Appell hypergeometric functions. A surprising discovery is that the functional relation still holds when the dimension parameter takes real-value. Last but not least, we perform parallel variational computation in terms of both the Weyl factor and its logarithm and give detailed comparison. A significant consequence is to show that the new structure that we reveal in the functional relation transforms accordingly with respect to the noncommutative change of variable.
INTRODUCTION
In the recent development of modular geometry on noncommutative two tori, metrics are parametrized by noncommutative coordinates, more precisely, self-adjoint elements h ∈ C ∞ (T 2 θ ) (or their exponentials k = e h ) in the coordinate algebra. Local geometric invariants are encoded in the small time heat asymptotic with respect to the perturbed Laplacian ∆ ϕ = k 1/2 ∆k 1/2 ,
where ∆ is the flat Dolbeault Laplacian. We shall study the second coefficient V 2 (·, ∆ ϕ ) and its variation in great detail which recovers the notion of scalar curvature according to the classical results in spectral geometry of Riemannian manifolds.
Oriented by the geometric question, we would like to explore the calculus with respect to noncommutative coordinates such as those Weyl factors. The essential obstacle is the fact that the coordinate itself does not commutative with its derivatives. We resolve the issue using delicate rearrangement processes which compresses the ansatz caused by noncommutativity into certain spectral functions. At measure theoretical level, the new volume functional ϕ j (cf. Eq. (2.11)) after conformal change of metric, obtained by rescaling the original tracial volume functional ϕ 0 via a power of the Weyl factor k j for some j ∈ R, is no longer a trace. The modular theory for von Neumann algebras asserts that, for such a weight, there exists a one-parameter group of automorphisms 1 of the ambient von Neumann algebra which controls the failing of the trace property via a KMS (Kubo-Martin-Schwinger) condition (cf. (2.12)). In our case, the conjugation y := k −1 (·)k is a generator of the one-parameter group, referred as the modular operator. The logarithm x = log y = [·, h] is a noncommutative differential compare to the covariant differentials in classical differential geometry. Functional calculus with respect to y or x leads to natural rearrangement in calculus. For instance, consider δ 2 (k 3 ) where δ is a derivation acting on the power of the Weyl factor k. We follow the Leibniz property to expand the derivative and, for each term, move k and its powers in front of the derivatives using the modular operator:
= k 2 (1 + y + y 2 )(δ 2 (k)) + k(1 + y 1 + y 1 y 2 )(δ(k)δ(k)), (1.2)
where the subscript j = 1, 2 indicates that the conjugation acts only on the j-the factor.
The main goal of this project (part I and II) is to investigate how the spectral functions arise and be transformed in two types of calculus: pseudo-differential (part I, cf. [Liu18a] ) and variational (current paper, part II). On the other hand, the modular geometry has been fully extended to a larger class knowns as toric noncommutative manifolds or Connes-Landi deformation. In particular, we have plenty of examples in each dimension. Nevertheless, we shall focus on noncommutative m-tori (m = 2, 3, . . . ) to illustrate the new phenomenons hidden in the commutative world, which are universal to the underlying space and admit straightforward generalization to all toric noncommutative manifolds based on the work in [Liu18b, Liu17, Liu18a] .
Of course, the calculation for the heat coefficients V j (a, ∆ ϕ ) in Eq. (1.1) is much more sophisticated. Nevertheless, thanks to Connes's pseudo-differential calculus, they are all local in the sense that can be written as integrals of differential expressions V j (a, ∆ ϕ ) = ϕ 0 aR j,∆ ϕ (k, δk, δ 2 k, . .
. ) . (1.3)
The functional densities R j,∆ k is formally of the same form as in Eq. (1.2):
where the derivation δ stands for covariant differentials involved in the flat Laplacian ∆ and the functional calculus with respect to the partial modular operators (resp. modular derivations) is discussed in §2.2. The result that defines the building blocks of the spectral functions in pseudo-differential calculus is known as the rearrangement lemma. In the previous work [Liu18a] , we removed the dimension two restriction in [CM14, CT11, Les17] and showed that the spectral functions arising in pseudo-differential calculus belong to the family of hypergeometric functions called Lauricella functions of type D. We further extended Lesch's observation and gave a reduction formula for the multi-variable functions to the one variable ones using divided difference. We only encounter one and two variable spectral functions and the related results is reviewed in §4.1. On noncommutative two tori [CM14] , the modular Gaussian curvature is defined to be the functional gradient of the analogue of OPS (Osgood-Phillips-Sarnak) functional on Riemannian surfaces which is a perturbation of the Ray-Singer determinant of the Laplacian operator so that it is translation invariant with respect to the log-Weyl factor. The essential reason for choosing the functional is that its gradient flow reproduces Hamilton's Ricci flow [OPS88] 2 . For higher dimensional examples, the we switch to the EH (Einstein-Hilbert) action, a functional on the moduli space of Riemannian metrics defined by integrating the corresponding scalar curvature function. The functional gradient along conformal directions yields the analogue of modular scalar curvature. In dimension two, the EH-action is a constant functional because of the celebrated Gauss-Bonnet theorem, in particular, it has trivial variation. The corresponding results in noncommutative two tori was first proved in [CT11] and [FK12] using explicit local expressions and later a variational prove was given in [CM14] .
Among our examples, both OPS and EH functionals admit closed formulas of the form, in terms of the log-Weyl factor h and some spectral function T (x):
where ϕ j is the rescaled volume weight via the Weyl factor k j = e jh with j ∈ R later determined by the dimension, cf. Eq. (2.11). The first main result of the paper is the first variation (defined in Eq. (2.39)) of Eq. (1.4): 
Later, Lesch observed that, with the fact that K is even (in fact, we have K(x) = T (x)+T (−x)), the right hand side of Eq. (1.6) is generated by divided difference (cf. §2.3), which turns out to play a key role in both variational and pseudo-differential calculus:
For j = 0, one can express K and H in terms of T by brutal calculation [Liu17, §4] , also the non-unimodular feature of ϕ j brings in extra terms which do not admit any cancellation at first glance. It was not even clear that whether K determines H or not. In this paper, we achieve the cancellation by initiating a systematic framework for the variational calculus and then extend the Connes-Moscovici functional relation (1.7) to a continuous family with respect to j, see Theorem 2.14 and 2.16.
Base on Lesch's work [Les17] , for each volume weight ϕ j , j ∈ R, we introduce the following set of operators:
in terms of the log-Weyl factor h: ι ι ι, τ τ τ j ,
in terms of the Weyl factor k: η η η, σ σ σ j ,
They implement the transformation rules of the following basic operations on spectral functions : a contraction (Eq. (2.13)), integration by parts (Eq. (2.17)) and the commutator relations (Eq. (2.28)) between commutative and noncommutative differentials. A highlight of the paper is the internal relations in Proposition 2.11 which is the magic that we are looking for behind the cancellation mentioned above. Throughout the paper, we keep parallel computation in terms of both the Weyl factor k (positive invertible elements) and its logarithm h (self-adjoint elements), which is the coordinate in the tangent space of the conformal class of metrics. We try our best to make comparisons and record all the subtleties occur under the noncommutative exponential map. In particular, we have reveal another novelty of the Connes-Moscovici relation, namely, it is transformed accordingly with respect to the noncommutative change of coordinates.
The paper is organized as follows. In §2, we explore the variational calculus with respect to a noncommutative coordinate in an abstract setting as in [Les17] . Operators on spectral functions mentioned above are defined in §2.4 and §2.5 and Connes-Moscovici functional relations are derived in §2.6 and §2.7. The whole computation serves as a warm-up for forthcoming paper aiming at simplifying the variational calculation for the a 4 -term [CF16, §6] . The second half of the paper, and §4, are devoted to the first variation of the OPS and EH action. In §3, we first show that the gradients almost agree with the functional density of the second coefficient in the heat kernel asymptotic by performing the variation of the differential operator side. Next §4, we show that the closed formulas of the geometric actions are indeed landed in our results in §2, which leads to a second method of the gradient computation. 
For l = 0, 1, . . . , n, one first shuffles factors a l to the l-th slot of (ρ 1 , . . . , ρ n ) and then apply the multiplication map on ⊗2n+1 to land in . The rearrangement process goes from the RHS of eq. (2.4) to the LHS. In other words, factor out all the a l 's using functional calculus. For any a ∈ , it gives rise to n + 1 distinct multiplication operators when acting on the elementary tensors in n-fold tensor, namely multiplication at the l-th slot,
, whose exponential k = e h is called a Weyl factor in next section §3. The corresponding modular operator and modular derivation are denoted by bold letters 4 y and x respectively:
Similarly, they have n partial version when acting on ⊗n . We use the subscript y l and x l to indicate that the modular operator/derivation only acts on the l-th factor of a product ρ 1 · · · ρ n . To be more precise,
The essence of rearrangement is to replace the multiplications k (l) and h (l) with 1 ≤ l ≤ n by the partial modular operator/derivation according to the substitution identities:
We now define smooth (multivariable) functional calculus with respect to the modular operator/derivation (and their partial versions). Let U ⊂ R be a bounded open set that contains the spectrum of x. For any n-variable function f which is smooth on U n ⊂ R n , we can pick any extension of f which belong to the Schwartz space (R n ) so that the Fourier transformf exists, furthermore:
then the functional calculus f (x 1 , . . . , x n ) is given by:
For the modular operators y l = e x l , functional calculus follows from substitution:
Definition 2.1. For any n ∈ N, we will denote by C(R n ) (resp. C(R n + )) the collection of all the n-variable spectral functions f (x 1 , . . . , x n ) such that the functional calculus f (x 1 , . . . , x n ) (resp. f (y 1 , . . . , y n )) 3 Self-adjoint elements are the counterpart of real-valued functions according to Connes's dictionary. 4 The regular font letters y and x are reserved for arguments of the spectral functions, such as T ( y),K(x), with domains y ∈ (0, ∞) and x ∈ R, which contain the spectrum of y and x respectively. is well-defined.
2.3. Divided Differences. The main goal of the paper is to study the transformation rules for those spectral functions under taking derivatives. Pointed out by Lesch [Les17] , divided difference plays a crucial role.
For a one-variable function f (z), the divided difference can be defined inductively as below:
Use induction, one shows in general:
For multivariable functions, we shall use a subscript to indicate on which variable the divided difference acts, for example:
Through out the paper, we fix the variable z as the default choice for the divided difference operator:
2.4. Integration by parts and modular derivation. Let us further assume that there exists a tracial functional ϕ 0 :
→ on the algebra that plays the role of integration. The simplest interaction between ϕ 0 and the modular derivation is the integration by parts:
Let j ∈ R be a real parameter, consider the rescaled (via the Weyl factor k = e h ) volume functional:
Notice that ϕ j is only a weight. According to the modular theory for von Neumann algebras, the failing of the trace property is measured by a one-parameter family of automorphisms of the ambient von Neumann algebra. The reason y is called the modular operator is that, for ϕ j , y is a generator of such one-parameter group in terms of the KMS-condition:
Lemma 2.1. Let f ∈ C(R n ) be a spectral function with n-arguments and ϕ j is the rescaled weight in (2.11) with j ∈ R.
where the operator ι ι ι :
reduces the number of variable by one by restricting spectral functions onto a hyperplane:
) be a spectral function with n-arguments and ϕ j is the rescaled weight in (2.11) with j ∈ R.
where the operator η η η :
reduces the number of variable by one:
We now would like to put the properties (2.11) and (2.12) to a broader context by taking the functional calculus into account, which leads to the following cyclic operator τ τ τ j acting on function of arbitrary variables:
Lemma 2.3. Let f (x 1 , . . . , x n ) be a function with n-arguments and ϕ j is the rescaled weight in (2.11) with j ∈ R.
where the notation f ( x)|M := f (M · x) means applying the linear transformation M onto the arguments. In our case, the n × n matrix is given by:
which denotes the transformation:
Remark. 1) Let us fix the number of the arguments n and denote
, one checks that for 1 ≤ l ≤ n:
where x = (x 1 , . . . , x n ) and
2) Powers of τ τ τ j : τ τ τ l j
, l = 0, 1, . . . , n, run over all the cyclic permutations of ρ 1 , . . . , ρ n+1 .
Lemma 2.4. Let f ∈ C(R n +
) and ϕ j be the rescaled volume weight with j ∈ R. For all ρ 1 , . . . , ρ n+1 ∈ ,
2.5. Differentiating the modular action f (y). In this paper, we assume that all the derivations δ :
→ are given as infinitesimals of some one-parameter group of automorphisms α t : → , with t ∈ R, namely: Lemma 2.5. Let j ∈ R and h = h * ∈ be a log-Weyl factor and δ be a derivation as in eq. (2.21). The first two derivatives are given by:
where the spectral functions are given in terms of divided differences of the exp as below:
In terms of k = e h , we have the multiplicative version of eq. (2.22):
where the spectral functions are divided differences of the power function:
Lemma 2.6. Let k = e h with h = h * ∈ be a Weyl factor and y and x denote the corresponding modular operator and derivation respectively. For a derivation δ : → , consider the following element R ∈ with j ∈ R:
then R can be rewritten in terms of h as below:
Proof. Apply Eq. (2.22) for δ 2 k:
In the first line above, the modular operator y acts on the whole product δ(h)δ(h), thus it becomes y 1 y 2 = e x 1 +x 2 in the second line. Apply Eq. (2.22) for δk:
Notice that we used the e x 1 in the second line to bring the second k in the first line across the δ(h). Since the exponential function is multiplicative, we have e x 1 exp[0,
The proof is complete. 
as b → 0 and ∀ρ ∈ .
Let δ be a derivation as in Eq. (2.21) and f (x) ∈ C(R). Due to the Leibniz property, δ( f (x)) can be interpreted either as the variation h → α t (h), or as the commutator [δ, f (x)].
Corollary 2.8. For f (x) ∈ C(R) and ρ ∈ , we have
If we define operators ± : C(R) → C(R 2 ) as below:
and recall the notation δ(h) (0) and δ(h) (1) in §2.2, eq. (2.28) can be rewritten as
Corollary 2.9. For j ∈ R, f (x) ∈ C(R), and ρ ∈ , we have
where the operator
For the first derivative of f (y) with f ∈ C(R + ), we introduce the following three operators in Lemma 2.10:
which increase the number of arguments by one.
Lemma 2.10. Let f ∈ C(R + ) and δ be a derivation, for any ρ ∈ , We now compare two sets of operators τ τ τ j ,
where y l = e x l , l = 1, . . . , n.
Proposition 2.11. Keep notations as above. For f ∈ C(R + ), y = e x , y l = e x l with l = 1, 2, we have
Proof. Straightforward verification, left to the reader.
Proposition 2.12. As operators on C(R), we have:
A parallel formula holds in the multiplicative setting, namely for f ∈ C(R + ):
Proof. We check (2.32) as an example and leave (2.31) to the reader. Recall that on C(R + ) and C(R 2 + ), the cyclic operator σ σ σ j is given by:
here we have used the fact that σ σ σ j is of order two when acting on one-variable functions C(R + ). Observe that σ σ σ j = ( y 1 y 2 )σ σ σ j−1 , thus:
On the other hand,
which agrees with (σ σ σ j−1 · + · σ σ σ j )( f ) above. Therefore, (2.32) is holds. In fact, (2.32) and (2.31) are equivalent due to the correspondence in Prop. 2.11. For instance, let us assume (2.31) and would like to derive (2.32). Denote y l = e x l for l = 1, 2. We compute ( + · σ σ σ j )( f ) in terms of x 1 , x 2 fowllowing Prop. 2.11:
Now apply σ σ σ j on both sides:
here we have used the fact that τ τ
The two factors on the right hand side are given by:
Finaly, we have reached (2.32) by multiplying the two terms together:
Corollary 2.13. Let x = [·, h] and y = e −h (·)e h be the modular derivaiton and modular operator of a self-adjoint h ∈ , and f ∈ C(R),f ∈ C(R + ) and j ∈ R. For a derivation δ :
→ , we have
(2.33)
(2.34)
More precisely, for any ρ ∈ ,
2.6. Variational with respect to the log-Weyl factor. Let h = h * ∈ be log-Weyl factor with its modular derivation x = [·, h], and δ : → be a derivation as in eq. (2.21). For a real parameter j ∈ R, consider functional h of the form:
For any self-adjoint a ∈ , we introduce another derivation from the variation along a:
The goal is to compute the functional gradient grad k F ∈ with respect to the inner produce given by ϕ 0 , that is
Theorem 2.14. Keep the notations as above. For the functional F (h) given in eq. (2.37), the gradient defined in (2.39) has the following explicit formula:
where the one-variable spectral function is the average of f with respect to the cyclic operator (of order two) τ τ τ j :
The two-variable function H f is determined by K f in terms of the following Connes-Moscovici type functional relation:
Remark. Recall the definitions of τ τ τ j and + in the previous section, we have explicit expressions:
and for H f :
Proof. According to the Leibniz property and the fact that τ τ τ a and δ commute: the first step of the variation involves three terms:
The first term has been computed in Lemma 2.15 which gives rise to a contribution Grad( f , δh, δh) as in eq. (2.43):
The last two terms are of the same form and can be handled together:
where the last = sign follows from integration by parts with respect to δ in which the − sign has been absorbed in the definition of K f (see Eq. (2.40)). So far, we have obtain:
It remains to compute:
To see the second = sign, we expand δ(e jh K f (x)) via Corollary 2.13 with ρ = δh. To reach the third = sign, we need the fact that K f is τ τ τ j -invariant because τ τ τ j is of order two when acting on one-variable functions.
Lemma 2.15. Keep notations. For any ρ
where
Proof. We first expand δ δ δ a (e jh f (x))(ρ 1 ) using Corollary 2.13 and then apply the τ τ τ j operation (see, Lemma (2.3)) to move δ δ δ a (h) to the very left as indicated in (2.42):
2.7. Variational with respect to the Weyl factor. We will perform the parallel computation to the previous section with respect to the Weyl factor k = e h itself. Again, let j ∈ R and δ :
→ be a derivation as in eq. (2.21). Same functional as in Eq. (2.37) can be written as:
Moreover the variation is identical: for any self-adjoint a ∈ , we still perturb the log-Weyl factor:
The functional gradient grad k F is defined in a slightly different way: 
the one-variable spectral function is the average off via the cyclic operator σ σ σ j : 
Remark. More explicitly:
For summands on the right hand side of eq. (2.47), we have:
Proof. According to the Leibniz property, the whole variation consists of two parts:
The first lines is handled by Lemma 2.17, which gives a contribution k j−1 Grad exp (f , δ(k), δ(k)) to the grad k F . For the two terms in the second line, we use the cyclic operator σ σ σ j to move σ σ σ a (k) to the very left and then add up the spectral functions:
The last = sign follows from integration by parts with respect to δ that leads to the − sign in Eq. (2.46). So far, we have obtain:
The first term is given by Lemma 2.17:
The second term is given by Eq. (2.34) in Corollary 2.13:
All terms in Eq. (2.47) have been revealed. We have completed the proof. 
Proof.
MODULAR SCALAR CURVATURE AS A FUNCTIONAL GRADIENT
A geometric interpretation of the Connes-Moscovici functional relation is the functional gradient nature of the modular scalar curvature. It has been shown in [Liu18b, Liu17] . We first give a brief review of the setup of the modular scalar curvature in [CM14] . Let ∆ =∂ * ∂ be the flat Dobleault Laplacian. To obtain a curved metric, we start with rescaling the flat volume functional, i.e., the canonical trace ϕ 0 , by a Weyl factor k = e h where h = h
) is a self-adjoint element in the coordinate algebra:
The new features can already be seen at the measure theoretical level. Namely, the new volume functional ϕ is no longer a trace, only a weight with the KMS (Kubo-Martin-Schwinger) property:
in which the extent of the failure of the trace property is controlled by the modular operator y or equivalently its logarithm x = log y:
The corresponding metric is quantized to the Dobleault Laplacian∂ * ϕ∂ in which the adjoint is taken with respect to ϕ. We consider in this paper only the degree zero part acting on functions:
If one identifies the conformal class of metrics with the Weyl factors k, or its logarithm h = log k which parametrizes the tangent space, the modular analog of the Gaussian curvature appears in the gradient flow of the OPS (Osgood-Phillips-Sarnak) functional (cf. [OPS88] ), which is a scale invariant version of the Ray-Singer determinant of ∆ ϕ :
where zeta function ζ ∆ ϕ (z) will be discussed in detail in §3.4 On Riemann surfaces, the gradient flow of the OSP-functional recovers Hamilton's Ricci flow, therefore we define grad k F OPS or grad h F OPS to be the analog of Gaussian curvature on T 2 θ after the conformal change of metric implemented by k or h = log k.
Definition 3.1. The functional gradients, in terms of k and h respectively:
are defined by means of Gáteaux differential using the inner product given by ϕ 0 : for any self-
3.2. Modular curvature in higher dimensions. When the dimension m ≥ 3, the geometric action whose gradient flow yields the Ricci flow is the famous EH (Einstein-Hilbert) action:
where S g is the scalar curvature of the metric g. Moreover, if the variation is restricted in a conformal class of metrics, the functional gradient equals the scalar curvature of the based metric. It has a spectral reformulation (upto a universal constant) as the second heat coefficient (as in Eq. (3.4)) of the corresponding scalar Laplacian ∆ g or squared spinor Dirac
).
Definition 3.2. On noncommutative m-tori, we define the EH-action to be a functional on Weyl factors k
given by the second heat coefficient of the perturbed Laplacian ∆ ϕ = k 1/2 ∆k 1/2 :
The modular curvature associated to ∆ ϕ is the functional gradient grad k F EH or grad h F EH in the sense of Eq. (3.3).
Of course, both actions F OPS and F EH require the existence of the following short-time heat asymptotic:
) is the functional density of the second heat coefficient:
We would like to show, by studying the variation of the heat trace Tr(e −t∆ ϕ ) and the zeta function ζ ∆ ϕ (s), that the functional density R ∆ ϕ almost recovers the gradients grad k F EH and grad k F OPS . The computation with respect to h = log k has been explained in great detail in [CM14, §2, §4]. Here, we record the parallel calculation in terms of k itself for comparison, starting with the heat trace.
3.3. Variation of the heat trace. For computational concerns, it is better to compute the heat asymptotic of the operator:
Their heat traces are related in a similar way:
Proposition 3.1. Keep the variation notations as above, we have, for l = 0, 1, 2, . . . ,
According to Duhamel's formula, for t > 0,
Use the fact that both δ δ δ a and d/d t pass through the asymptotic expansion, we continue:
The first = sign in Eq. (3.8) follows from comparing the coefficients of t (l−m)/2 . To see the second equal sign, we apply the change of coordinate in Lemma 2.5:
Therefore, we have obtained the gradient of the EH-action:
Corollary 3.2. When the dimension m ≥ 2, we have 
The inverse ∆ −1 k is defined to be the identity on ker ∆ k . It admits a meromorphic extension to the complex plane with at most simple poles by Mellin transform:
After substituting the heat asymptotic (3.4) into the integral, one shows that the right hand side above is meromorphic and the potential singularity are determined by the coefficients V l (·, ∆ ϕ ), l ∈ N. Furthermore, it is regular at zero with value (cf. [CM14] Eq.(3.11)):
For example:
Applying d/dz| z=0 on both sides above yields:
Note that Tr(h∆ ϕ s e −t∆ ϕ s ) = Tr(∆ ϕ s he −t∆ ϕ s ), Similar to the computation in (3.9), we have
Now we are ready to prove Eq. (3.14), starting with the meromorphic continuation (3.12),
in which we have used integration by parts for d/d t and dropped the vanishing term
In the next two propositions, we shall compute the OPS-functional (cf. Eq. (3.2)) and it gradient respectively.
Proposition 3.4. Recall the OPS-functional
F OPS (k) = ζ ∆ k (0) + log ϕ 0 (k −1 ), (3.16)
which is defined on Weyl factors, that is all positive invertible elements: k
). It is determined by the second heat coefficient in the following way:
Remark. The flat Laplacian ∆ on T 2 θ is isospectral to the Dolbeault Laplacian on the usual flat two torus. In particular, they have the same log-determinant, which equals
where η(τ) is the Dedekind eta function:
Proof. If we integrate two sides of Eq. (3.15) in s from 0 to 1 and take (3.13) into account:
It remains to see that the second term will cancel out when we substitute
where h = log k.
, the functional gradient grad k F OPS almost agrees with the funtional density R ∆ k in the following way:
Remark. By comparing the result with Eq. (3.10), we observe that switching the action from EH to OPS in dimension two, in other words, from ζ ∆ ϕ (0) to ζ ∆ ϕ (0), gives rise to a renormalization of the coefficient (2 − m)/2.
Proof. We shall repeat the steps in the proof of Lemma 3.3 with respect to the variational derivative δ δ δ a along a seldf-adjoint a ∈ C ∞ (T
θ
). The keys difference is
Similar to Eq. (3.14), we have
Apply d/dz| z=0 on both sides and then use (3.13):
where the last term equals −δ δ δ a log ϕ 0 (k −1 ). Indeed,
Therefore:
Finally:
that is,
where we have used Eq. (3.7) to replace R ∆ ϕ and applied the change of variable Eq. (2.24) in the last step. The result (3.18) follows immediately from its definition.
CLOSED FORMULAS FOR THE GEOMETRIC ACTIONS
By local expressions , we mean differential expressions like
consisting of the Weyl factor k or h = log k and their derivatives. Of course, the noncommutative differential (modular derivation) x is included as well. By or closed formulas, we mean the integral of local expressions: 
where m denote the dimension and d m = a + b + m/2 − 2. In like manner,
where 
As a consequence, the symbolic evaluation is reduced to the Gauss hypergeometric functions H a,1 (z; m), which admits fast evaluation, as symbolic functions in a and m, in CASs (computer algebra systems) like Mathematica.
The technical calculation for R ∆ k has been carried out in the previous work [Liu18a, §4], we only recall the statement as below. 
(4.9) 4.2. The EH (Einstein-Hilbert) action. With the full local expression of R ∆ k , the closed formulas of the EH-action
follows quickly using the operators ι ι ι : 
In terms of h = log k:
The function T ∆ k andT ∆ k are determined by the spectral functions in Eq. (4.3) and (4.8) respectively:
Proof. Further simplification can be acheived according to Lemma 2.2 when we apply the trace functional ϕ 0 onto Eq. (4.3):
here we have used Eq. (2.24):
By adding up the two terms, we complete the proof of (4.10).
We leave the parallel computation of (4.11) to the reader.
So far, we have proved that the EH-action admits closed formulas of the form in Theorem 2.16 and Theorem 2.14, which provides a second method to compute the functional gradient based on variation of local expressions. 
and with respect to h = log k:
and
Taking Cor. 3.2 into account, we obtained similar functional relations between K ∆ k and H ∆ k . 
where j = −m/2 − 1. In particular, K ∆ k (u; m) and H ∆ k (u; m) admits the symmetry:
Remark. The functional relations (4.17) extends to the case for m = 2, which will be proved in the next section. For (4.16) in dimension two, the spectral function T ∆ k will be replaced by T ζ ∆ k in Eq. (4.19).
4.3. Osgood-Phillips-Sarnak (OPS) functional on noncommutative two tori. Compare with the EH-action, the computation for OPS-functional is more subtle, which starts with the variation of the zeta function carried out in Prop. 3.3. We need to convert the two terms above in the RHS of (4.22) into the form of (4.19). The calculation of the first term is postponed to Lemma 4.7, which leads to the first part of (4.19): There is a extra factor h in the second term of Eq. (4.22), which can be turned into a modular derivation, but provided the Gauss-Bonnet functional equation: (1 + σ σ σ −1 )(T ) = 0 Proof. We start with (cf. Lemma 2.5):
The result follows from integrating the spectral function in s from 0 to 1. Now we are ready to apply Theorem 2.16 to obtain a second way to compute the gradient. The result follows quickly.
For the two-variable case, we have extended the Connes-Moscovici relation (4.17) to the case of m = 2.
