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Human Robot Interaction (HRI) is the primary means of establishing natural and affective 
communication between humans and robots. HRI enables robots to act in a way similar to 
humans in order to assist in activities that are considered to be laborious, unsafe, or 
repetitive. Vision based human robot interaction is a major component of HRI, with 
which visual information is used to interpret how human interaction takes place. Common 
tasks of HRI include finding pre-trained static or dynamic gestures in an image, which 
involves localising different key parts of the human body such as the face and hands. This 
information is subsequently used to extract different gestures. After the initial detection 
process, the robot is required to comprehend the underlying meaning of these gestures 
[3].  
 
Thus far, most gesture recognition systems can only detect gestures and identify a person 
in relatively static environments. This is not realistic for practical applications as 
difficulties may arise from people‟s movements and changing illumination conditions. 
Another issue to consider is that of identifying the commanding person in a crowded 
scene, which is important for interpreting the navigation commands. To this end, it is 
necessary to associate the gesture to the correct person and automatic reasoning is 
required to extract the most probable location of the person who has initiated the gesture. 
In this thesis, we have proposed a practical framework for addressing the above issues. It 
attempts to achieve a coarse level understanding about a given environment before 
engaging in active communication. This includes recognizing human robot interaction, 
where a person has the intention to communicate with the robot. In this regard, it is 
necessary to differentiate if people present are engaged with each other or their 
surrounding environment. The basic task is to detect and reason about the environmental 
context and different interactions so as to respond accordingly. For example, if 
individuals are engaged in conversation, the robot should realize it is best not to disturb 
or, if an individual is receptive to the robot‟s interaction, it may approach the person. 
Finally, if the user is moving in the environment, it can analyse further to understand if 
any help can be offered in assisting this user. The method proposed in this thesis 
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combines multiple visual cues in a Bayesian framework to identify people in a scene and 
determine potential intentions. For improving system performance, contextual feedback is 
used, which allows the Bayesian network to evolve and adjust itself according to the 
surrounding environment. The results achieved demonstrate the effectiveness of the 
technique in dealing with human-robot interaction in a relatively crowded environment 
[7]. 
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executed by the robot. So in (a) the robot turned to the left after receiving the turn left 
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tracking based on Shi-Thomasi features is used to achieve accurate face tracking 
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frames which is used to update the measurement model in the proposed Kalman 
tracker. Each tracked face is colour coded and the matched feature correspondences in 
each consecutive image are connected by lines. (a) Shows the tracked face with the red 
box has been initialised. (b) The second person with the green box is added to the 
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detected gesture. (b) Demonstrates the tracked face in the image space. (c), (d) and (e) 
show the probability map for probable locations only based on the location, skin and 
tracked face cues, respectively. (f) Illustrates the corresponding result by integrating 
multiple visual cues. .......................................................................................................... 152 
Figure 6.10. Example results showing the probability distribution of each cue, where (a) 
illustrates the detected gesture, (b) demonstrates the tracked face in the image space, 
where in this case no face has been detected, (c-e) show the corresponding probability 
map for probable locations only based on the location, skin colour distribution and 
tracked face cues, respectively. (f) Illustrates the corresponding result by integrating 
multiple visual cues. .......................................................................................................... 153 
Figure 6.11. (a) Shows the wave gesture that has been detected with green box. (b) Shows 
possible search regions for recognising commanding person based on the skin 
information, which are surrounded by white boxes. (c) Shows two possible locations for 
detecting the commanding person based on the proposed vicinity approach. This shows 
commanding person‟s face is in the searching box. ........................................................ 154 
Figure 6.12. This figure shows gesture recognition and association results for wave gesture. 
(a1) and (a2) show cases where wave gesture has been detected. (b1) and (b2) show the 
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person is detected successfully. In (a2), without using the hidden node, the person next 
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is almost equally probable, (b2). However, by using the hidden node, the commanding 
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Chapter 1  
  
Introduction  
 
 
 
Mobile robot navigation is an important part of general robotics research. With increasing 
capabilities of sensor technology and mechatronics design, mobile robots are increasingly 
being used for practical applications. One particular field of mobile robot deployment is 
in healthcare. Currently, pressure on the healthcare system in the Western world is 
increasing due to a lack of qualified healthcare personnel. A combination of the European 
Working Time Directive and ongoing changes in both training and service structures has 
led to a reduction in the number of years spent in medical training and working hours per 
week. These have negative impacts both in terms of healthcare standards and training, 
which have led to the centralisation of specialists, resulting in a lack of an expert pool in 
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the periphery. For these reasons, there is now a call for health technology to improve the 
efficiency of care delivery. In most hospitals, at least 10 specialists are needed to cover all 
eventualities of medical emergencies out of hours. However, the intensity of work per 
specialist is variable. Telepresence is a concept used to provide specialist opinion from 
remote locations without the need for a physician‟s physical presence in the hospital, 
allowing for more efficient use of a specialist‟s time. The current technology can be 
deployed in a ward environment, with a remote presence robot navigating through wards 
and continuously monitoring patients‟ status and general condition. However, most 
existing remote presence robots need to be fully controlled by an operator using simple 
interfaces, such as joysticks [8]. As a result, significant effort is wasted in negotiating the 
ward environment to move the robot to the target location whilst avoiding all the 
obstacles on its way.  
 
Hitherto, autonomous robots are not widely used in clinical environments. Over the past 
decades, many researchers have attempted to introduce autonomous robots in hospitals 
but with limited success [8, 9]. For remote presence robots, the potential benefits of 
autonomous or semi-autonomous navigation and seamless user interaction are significant. 
Under this concept, certain tasks, such as navigation and observation/interaction with 
patients, can be automated, which would enable healthcare workers to focus on tasks 
where human intervention is essential. For human interaction, robots capable of 
perceiving human action would allow them to identify signals calling for help and alert 
ward staff in cases of emergency. In this regard, research in this field also strides across 
traditional robotic navigation to include the development of perceptually intelligent and 
socially acceptable robotic platforms that are natural and intuitive to the general public 
and smart enough to work with as partners.  
 
To achieve these aims, this thesis is focussed on vision based techniques for 
understanding human-robot interaction, and human guided navigation in particular. The 
main objectives of the thesis include:  
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 To develop a telepresence robot that is capable of self-navigation within a 
defined environment and can also achieve a level of understanding about the 
people in the environment before engaging in active communication or 
interaction; 
 
 To develop a vision based, human guided navigation framework for dynamic 
hand gesture recognition;  
 
 To identify the commanding person in a crowded environment after successful 
gesture recognition; 
 
 To achieve a general understanding of the environment during navigation and 
integrate online learning through contextual boosting to increase system 
adaptability.  
 
In Chapter 2, a brief history of mobile robotics is provided and key areas of development 
related to the main focus of the thesis are discussed. This includes robotic vehicles, space 
robots, industrial, personal and service robots, humanoids, networked robots and robotics 
for biological and medical applications. In each category, specific issues related to 
navigation and human-robot interaction are addressed and their respective system 
performance is explained.  
 
In Chapter 3, low and mid-level vision suitable for human and gesture recognition is 
discussed. This includes skin segmentation, dense motion extraction and Kalman based 
tracking. These components are used to provide contextual, as well as temporal 
information during robotic navigation. Technically, these features serve as the foundation 
for subsequent chapters.  
 
In Chapter 4, high level reasoning tools are elaborated. These include both statistical and 
probabilistic models associated with Bayesian concepts. Furthermore, derivation of the 
Bayesian Network (BN), along with different methods of structural learning, is explained. 
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In addition, a simple example of a Bayesian Framework for detecting dynamic objects on 
a mobile robot platform has been discussed. This chapter provides the basis for the 
decision making process presented in Chapters 5-7. 
 
In Chapter 5, a hand gesture recognition system suitable for robotic navigation is 
developed. In the initial step, skin colour segmentation has been conducted to obtain 
candidate regions for further consideration. They are subsequently pruned by considering 
the dynamic motion information. To this end, motion extraction followed by the Least 
Median Square Error (LMedS) motion restoration scheme has been used. LMedS is used 
to remove outliers caused by rapid illumination changes and background moving objects 
in the environment. Subsequently, connected labelling has been used to extract moving 
skin segments suitable for gesture recognition. The achieved silhouettes are then tracked 
by a Kalman filter to ensure temporal consistency followed by the use of Hidden Markov 
Models (HMMs) for motion trajectory evaluation and gesture recognition for human 
guided navigation. In this chapter, the main gestures considered include left, right, 
forward and backward commands, as well as wave and goodbye commands for 
grabbing/releasing the robot‟s attention.  
 
In Chapter 6, gesture recognition in a crowded environment for the proposed framework 
is evaluated. Thus far, most existing recognition systems are designed for identifying a 
person and detecting gestures in relatively static environments. This is not realistic for 
practical applications, particularly in a hospital ward environment. The main focus of the 
work presented in this chapter is concerned with associating a gesture with the correct 
person while multiple people are present. The proposed method incorporates temporal 
and contextual information for gesture recognition based on a Bayesian framework to 
accurately determine the commanding person. Temporal and contextual information 
includes skin colour density within the search region, tracked face, detected gesture type 
and extracted hand size. They are amalgamated into a single probabilistic framework to 
obtain the most probable position of the person who has initiated the gestures to the robot. 
To improve the overall system performance, the Bayesian framework has been adapted to 
incorporate hidden nodes to learn pair-wise dependency between different child nodes. It 
 27 
has been shown that the proposed method significantly improves the recognition results. 
Issues arising from dynamic movement of people in the scene, mutual occlusions and 
changing illumination conditions are also discussed. Furthermore, different search 
methodologies for finding the potential region are discussed and a comparison of the 
optimal search solutions has been provided.  
 
In Chapter 7, a general vision based framework for achieving a general understanding of 
people within the scene is presented. For intelligent navigation, it is essential to 
understand the general intention of people. This is an integral part of human-robot 
interaction and it is important to understand if a person has the intention to communicate 
with the robot. This should also consider situations when multiple people are engaged in 
social interaction. To this end, a bottom up Bayesian contextual inferencing framework 
has been developed. In the low-level phase, humans are localised by the proposed multi-
pose head detection and tracking algorithm. In this process, a cascade of Haar liked 
features is used along with adaptive boosting to enable fast and accurate pruning of 
background regions. In addition, the accuracy of feature detection and head detection for 
updating the Kalman filter is investigated. In the mid-level processing phase, temporal 
dynamics and contextual information associated with the detected people are extracted, 
whereas in the high-level processing phase, the gathered multiple visual cues are merged 
into a single Bayesian framework. Finally, to enable a consistent decision outcome, 
adaptive online learning is proposed, for which an intelligent online error detection 
algorithm is proposed. The method allows reliable detection of possible errors due to 
sudden changes and this information is used to derive a feedback correction mechanism 
for the proposed framework.  
 
The overall structure of the proposed processing workflow is illustrated in Figure 1.1. 
This illustrates the relationship between each chapter and the contribution of the 
individual chapters to the thesis as a whole. In this process, low-level features are 
extracted first, which are used for high-level reasoning suitable for mobile robot 
navigation. This includes gesture recognition, person identification and detecting human- 
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Figure 1.1. Illustration of the overall structure of the thesis. Initially, low-level features are 
extracted which is followed by high level reasoning classifiers suitable for high-level decision 
making for mobile robot navigation. This includes gesture recognition, person identification 
in a crowded environment and detecting human intentions.  
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Bayesian Network  
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-intention for smart navigation. As illustrated in the figure, high-level reasoning can be 
used as a low-level feature for the next high-level decision process. This includes the 
gesture recognition results which are used as a low-level cue to identify the commanding 
person in the environment. 
 
Finally, a summary of the technical contributions of the thesis is provided in Chapter 8. 
It also outlines potential future work for avoiding certain pitfalls of the current work. 
These improvements would allow for further expansion of the current work for human 
guided navigation combined with simultaneous localisation and mapping, as well as 
dynamic scene association. We will discuss how to incorporate active patient interaction 
and integration of diagnostic devices to the mobile robot.  
 
The main contribution of this thesis is concerned with people and gesture recognition for 
mobile robot guidance/navigation, particularly in crowded environments. For gesture 
recognition, multiple low-level features are integrated, followed by the proposed LMedS 
motion restoration and tracking. In a crowded environment, the commanding person is 
identified by integrating multiple cues by using the proposed Bayesian framework with 
hidden nodes. Furthermore, contextual boosting is proposed so that the system can adapt 
to changing environments, which is highly beneficial for practical system deployment. 
We hope the proposed framework will benefit the field of mobile robotics, particularly 
telepresence in healthcare.  
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Chapter 2  
  
Mobile Robots  
 
2.1. Introduction  
Recent developments in robotic technology in terms of precision, intelligence and 
reliability have enabled a range of novel applications for assistive robots. The initial 
invention that led to the development of current robotic technologies dates back to ancient 
Greek with the first water clock invented in 270 BC [9]. In more recent years, Joseph 
Jacquard (1752–1834), a French inventor, invented an automatic weaver machine for the 
cloth and carpet industries. Later, this system was adopted by Charles Babbage (1791-
1871), an English mathematician, for the creation of his mechanical calculator [9]. Nikola 
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Tesla (1856-1943), an electronic engineer, developed a series of breakthroughs in radio 
transmission, Alternating Current (AC) power and inductive motors. These are 
fundamental advances that provide the basis for the robotic technology today [10].  
 
The term “Robot” initially comes from the Czech “robota”, meaning forced labour. It was 
devised by science fiction writer Karel Capek (1890-1938) in the early 1920s. According 
to the Oxford dictionary, the formal definition of “robot” is: “a machine capable of 
carrying out a complex series of actions automatically, especially one programmable by 
a computer”. Later, the term robotics was coined by fiction writer Isaac Asimov (1920-
1992) in a book called “Runaround” in 1945. Initially, three fundamental laws of robotics 
were introduced, to which a fourth law, “Zeroth Law”, was added in 1985. The four 
fundamental laws of robotics, according to Asimov, are:  
 
 “First Law: A robot may not injure a human being, or, through inaction, 
allow a human being to come to harm, unless this would violate a higher 
order law. 
 
 Second Law: A robot must obey the orders given to it by human beings, 
except where such orders would conflict with a higher order law. 
 
 Third Law: A robot must protect its own existence, as long as such 
protection does not conflict with a higher order law.  
 
 Zeroth Law: A robot may not injure humanity, or, through inaction, allow 
humanity to come to harm. ”[9] 
 
Essentially, these laws have been adopted as the foundation of robotics among scientists 
and all practical robot systems must comply with these laws. The current robotic 
platforms are widespread across many fields with domain specific challenges and 
limitations. Despite the challenges imposed on different robotic systems, there are many 
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common technical issues to be addressed. Therefore, it is essential to investigate different 
robotic platforms and the constrains imposed.   
2.2. A General Overview of Robotic Applications  
 In 2006, the World Technology Evaluation Centre‟s (WTEC) Panel on Robotics 
presented a report on the global state of robotics [11]. In this report, they broke down the 
main types of robot into the following categories:  
 
 Robotic Vehicles 
 Space Robots 
 Industrial, Personal and Service Robots 
 Humanoids 
 Networked Robots 
 Robotics for Biological and Medical Applications  
 
Ongoing research in many of these fields indicates that there are extensive interests and 
investment opportunities in robotics. In terms of robotic navigation, the following section 
provides a brief overview of robots being developed in both academic and commercial 
settings. The current state-of-the-art robotic systems in each category are discussed.  
2.2.1. Robotic Vehicles  
Robotic vehicle is the general term which refers to any robot that moves autonomously in 
the air, ground or underwater without humans on board. These robots are normally 
employed in tasks that are beyond the reach or too dangerous for humans. Figure 2.1
1
 
depicts some of the earlier underwater vehicles which were used for scientific 
explorations in the mid-1950s.   
 
 
                                                 
1
 These images were taken by the author during a visit to the Maritime Museum in Tokyo, 7 OCT 
2009.  
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Figure 2.1. Two examples of underwater vehicles used in the mid-1950s for underwater 
scientific exploration. There are designated areas for humans to carry out essential 
experiments.  
 
During an unmanned exploration task, it is advantageous to localise the robot and be able 
to navigate safely within the environment. Simultaneous Localisation and Mapping 
(SLAM) is regarded as a fundamental problem for mobile robots. As the robot moves 
through the environment, it needs to keep track of its location and simultaneously build 
an environment map, which is often unknown or only partially known. In practice, our 
knowledge about the objects in the scene is inherently incomplete, where these uncertain 
relationships can be characterized by a stochastic map which contains estimates of spatial 
relationships, their uncertainty and inter-dependency [2]. Several fundamental issues and 
open problems arise during map construction, which include:  
 
 Dynamic environment  
 Data Association issue 
 Unstructured 3D environment  
 Informed sensing  
 Accurate feature matching  
 Loop closing  
 Representational issues 
 Map construction for a large environment 
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Building truly autonomous robots with ranging devices can be considered one of the 
major challenges in constructing an environment map. Such a map can lead to 
localization of a robot in the environment being explored. For the past two decades, most 
research has concentrated on non-vision based scanning devices such as laser, sonar and 
infrared [12-20]. Although there are some advantages in using these sensors (e.g. lasers), 
there are inevitable limitations. The first problem is related to time efficiency, where the 
device needs to scan over a large surface area line by line; the second problem is 
associated with measurement error, where the scanner may produce errors of several 
centimetres regardless of distance between targets and the scanner. The final problem is 
related to cost [6].  
 
An alternative would be to use vision based sensors. One of the most popular vision 
based ranging techniques is stereo vision, similar to binocular vision in humans. In such a 
setting, two or more images are used and odometry measurements can be further 
incorporated by triangulation. Stereo vision has the advantage of mapping the 3D 
environment in parallel without energy emission or movement when compared to the 
alternative methods mentioned earlier. The key issue in constructing practical stereo 
vision is to find the most suitable combination of algorithms that will provide reliable 
estimates of distance. An amalgamation of stereo with SLAM, for example, can be used 
to perform map construction. Map construction with monocular images is also possible 
[21]. 
2.2.1.1. Aerial Robotic Vehicles  
Aerial vehicles refer to devices that can navigate in the air in a semi or fully autonomous 
fashion. The potential risk associated with aerial vehicles is related to the highly dynamic 
nature of the exploring environment. Vision based systems offer a great advantage as 
other sensor modalities are difficult to deploy due to weight issues and the long distances 
to the ground. For example, Adrien et al [22] demonstrated a Micro Air Vehicle (MAV) 
capable of navigating in the air autonomously based on monocular vision. In their set up, 
the wide angle camera is mounted towards the ground so the achieved image feeds can be 
used to perform SLAM. Using radial distortion alignment for wide angle cameras along 
 36 
with Scale Invariant Feature Transform (SIFT) and Lucas Kanade Tracker (LKT), 
accurate localisation is achieved. Caballero et al [23] proposed image mosaicking for an 
Unmanned Aerial Vehicle (UAV), with which localisation is achieved through monocular 
vision. In their approach, planer homography is applied for image mosaicking and intra-
movements across images are used to localise the UAV. Alignment drifts in the 
mosaicking process are reduced when the feature points are revisited. Conte and Doherty 
[24] proposed a multi-sensor fusion technique for localising the UAV in urban 
environments. Monocular vision, along with inertial and barometric sensors, is used to 
obtain accurate localisation. LKT on corner features are used to obtain the visual 
odometery. To minimise drift, geo-referenced images are matched with live image feed at 
each instance. Furthermore, information from other sensors (3 gyros and 3 
accelerometers) is fused in a Bayesian framework to determine the final state of UAV. 
The platform is successfully validated on a Yamaha Rmax helicopter platform. Wang et 
al [25] presented a multi-fusion framework based on monocular vision, GPS and Gyro 
sensors. In the proposed framework, two Kalman filters, one for GPS and the other for 
the remaining sensor modalities are used. Optical Flow (OF) is used to update the Kalman 
filters during GPS signal blockage and analytical results indicate the practical value of the 
proposed framework.  
2.2.1.2. Ground Robotic Vehicles  
Ground robotic vehicles can be divided according to their navigating environment, as 
indoor and outdoor robots. Although many robotic platforms can cope with both 
situations, higher navigation accuracy can be obtained by modelling the environment 
specifically. These include illumination changes, dynamic people or objects, topological 
structures and obstacles in the environment.  
2.2.1.2.1. Indoor Robotic Navigation    
Indoor navigation research has a long history and one of the prime examples is the work 
by Grey Walter's Machina Speculatrix a.k.a Turtle [26]. Existing work has shown that by 
incorporating both explicit and implicit knowledge about an indoor environment, better 
navigation accuracy can be achieved. Therefore, Computer Aided Designs (CAD), 
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representing the topology of the exploring environment, with different complexity have 
been used [27]. In practice, simpler representations, such as occupancy grids, are widely 
used [28-30]. Indoor navigation is generally based on three categories, a prior map based 
system, concurrent map construction and maples navigation techniques.  
 
In many cases, obtaining an accurate prior map is not a trivial task due to the dynamic 
nature of the scene and size of the environment. Therefore, building a map whilst 
navigating in an unknown environment is desirable. Concurrent map construction or 
SLAM is a well studied topic. In this method, no prior knowledge about the environment 
is required. Robots construct the map simultaneously while exploring the environment 
based on the observed data from the sensors on board. Normally, whether the map 
representation is sparse or dense, is highly dependent on the type of sensors being used. 
For example, Tardós et al [31] presented an autonomous indoor robot, B21, capable of 
navigating based on sonar sensors. Point clouds obtained from sonar sensors are fitted 
with lines by progressive Hough transform to obtain the 2D stochastic map, which 
consists of planer structures, such as walls and doors. Experimental results indicate loop 
closing can be achieved in a medium size environment with relatively low errors despite 
noisy sensor readings arising from people‟s movement in the environment. Rodriguez-
Losada et al [32] proposed an Extended Kalman Filter (EKF) based SLAM framework 
suitable for indoor navigation. For this application, SICK laser is used for map 
construction. The method has been tested on two robotic platforms, Urbano and the 
Guido smart walker, as a tour guide in a museum and for guiding a blind woman in a 
hospital environment, respectively. Their results indicate the suitability of the modified 
EKF method for large scale mapping of the indoor environment. Miro et al [33] proposed 
a vision based SLAM indoor navigation platform using binocular vision mounted on a 
Peoplebot [34]. In this framework, a stereo camera provides 3D estimates of extracted 
SIFT features to update the EKF based SLAM map. The achieved results indicate the 
strength of the method in a small office environment, but the method faces difficulties in 
mapping large scale environments. Other SLAM examples include the work by 
Schleicher et al [35] and  Dao et al [36].  
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2.2.1.2.2. Outdoor Robotic Navigation    
For robotic navigation, exploring urban and unstructured or semi structured surroundings 
is a challenging task. This is due to issues such as dynamic landmarks, illumination 
variation, shadows, surface variation, and moving obstacles. Therefore, adaptation to the 
dynamic environment is required to achieve accurate localisation and mapping.  
 
Yufeng and Thrun [37] proposed a Sparse Extended Information Filter (SEIF) method 
suitable for autonomous outdoor navigation. SEIF is an approximation of EKF but more 
efficient in terms of computational complexity. They have shown that by using a 2D laser 
range finder and the SEIF method, accurate data association and localisation can be 
derived. Newman et al [38] proposed a SLAM framework suitable for outdoor navigation 
in urban environments. A 3D laser range finder and a monocular camera were fused to 
achieve accurate mapping. Accumulative error in relation to the robot position was 
compensated by incorporating scene association. The process involved Harris features 
combined with a SIFT descriptor on extracted images during navigation. Successful loop 
closure and bundle adjustment is reported. Ramos et al [39] also employed a combination 
of a 3D laser range finder with monocular vision. Instead of using feature matching for 
scene association, a landmark selection scheme is developed. In this process, important 
visual features are selected by analysing the 3D data point clouds and mapping them to 
the image domain. This involves three main steps. The first step is to cluster and extract 
the features in the 3D laser data. The second step is to extract the Region of Interest 
(ROI). The final step is to reduce the dimensionality and cluster the ROI. In addition to 
matching the landmark during navigation, position estimation is also used to reduce the 
data association error.  
2.2.1.3. Underwater Vehicle  
As it has been mentioned earlier, GPS data can be incorporated in many aerial and ground 
robotic vehicles for localisation. However, GPS data is not available underwater and 
calibrated, acoustic based line sensors can be used instead. Therefore, autonomous 
underwater navigation based on local landmarks is advantageous. However, this is a 
difficult task due to environmental constraints. These include noisy data measurement 
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arising from artefact reflection, illumination changes and dynamic and floating objects in 
the underwater environment. Williams et al [40] developed a medium-sized Autonomous 
Underwater Vehicle (AUV) “Oberon” and SLAM was achieved by using two sonar 
sensors, a CCD camera, a gyro scope and a depth sensor. This platform was tested in a 
swimming pool and successfully managed to localise the robot position with low 
uncertainty. The system can only map a small environment due to the computational 
complexity involved. The sub-mapping approach or fast SLAM method can potentially 
be incorporated to alleviate the scalability problem. Newman and Leonard [41] developed 
AUV solely based on range data. With this method, four fixed transponders were used to 
send the time-of-flight data to the transceiver mounted on the AUV. The experiments 
were conducted in shallow waters near the Italian coast. The main disadvantage of this 
system is reliance on calibration and placements of transducers in fixed positions. Eustice 
et al [42] presented a vision based system for AUV navigation. In their approach, a single 
camera was mounted facing the seabed. Image fusion and EKF SLAM were used to 
achieve global vehicle localisation. Acoustic based line transceiver and transponders were 
used to achieve the ground-truth data. The experiment was conducted in a test tank. 
Successful loop closure along with low uncertainty about vehicle localisation was 
reported.   
2.2.2. Space Robotics 
Space robots are constructed in such a way that they can survive in the harsh space 
environment whilst performing important space missions. The development of space 
robots have allowed humans to explore areas that are impossible for humans to reach. The 
major challenges of space robotics include latency, manipulation, maintenance, mobility, 
exploration, robust system configuration for extreme atmospheres and achieving accurate 
visual feedback [11]. Robust system configuration is the key to successful operation in 
space. For this purpose, every system component needs to be extensively tested and its 
reliability is crucial. Low power consumption, precision, reliability, speed, dexterity, 
material tolerance to extreme environment conditions and changes including vacuumed, 
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ionised, corrosive and high temperature variance are major issues to be evaluated before 
launching the robots to space.  
 
Visual feedback is one of the most important aspects of space robots. It enables humans 
to explore space without physically being present. Visually guided navigation by a space 
operator is necessary in uncertain situations where autonomous exploration fails. Huijun 
and Aiguo [43] designed a Virtual Environment (VE) capable of coping with time delay. 
In their method, a Sliding Average Least-Square (SALS) is used to detect the dynamic 
aspect of incoming images to rectify geometrical errors of the video feed. Yoon et al [44, 
45] presented advanced error model rectification scheme for compensating the time 
delay. Furthermore, effective haptic interface with a six DOF suitable for space tele-
operative tasks were designed. Their method was evaluated on the Engineering Test 
Satellite VII (ETS-VII). Dede and Tosunoglu [46] applied a novel wave variable 
technique for maintaining accurate transition for master and slave manipulation. The 
method is robust against time delay and communication failures. Hitherto, there are many 
other robotic platforms used for space exploration and a comprehensive survey can be 
found in [11].  
2.2.3. Industrial, Personal and Service Robots 
In the service sector, personal robots are increasingly used as companions for the elderly 
or to perform certain home assistive tasks. For the elderly and patients with cognitive 
disorders such as dementia [47, 48], Animal Assisted Therapy (AAT) has proven to have 
positive outcomes. However, due to the caring demand of animals and hygiene reasons, 
they cannot be use in hospitals or elderly care environments. Therefore, Robotic Assisted 
Therapy (RAT) is considered to be suitable alternative. For example, “Paro” is an animal 
resembled robot suitable for elderly companionship. It is equipped with tactile, posture, 
light and auditory sensors along with actuators to produce the natural effect. The Paro 
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robot and its internal structure have been depicted in Figure 2.2
2
. Several studies [48-50] 
have shown the positive physical and physiological effect of this robot.  
 
“NAO” from the Aldebaran-Robotics Company [51] is an autonomous, medium-sized 
entertainment and companion robot. It is equipped with two 30 Hz cameras, two 
gyroscopes, three accelerometers, two infrared and ultrasound sensors, two loud speakers 
and four microphones. Low body mass and its posture flexibility along with multiple 
sensors on board enable this robot to be used in many novel applications [51-53].  
 
 
 
 
 
 
 
Figure 2.2. The image on the left shows a “Paro” harp seal robot used for human 
companionship. The Middle image shows the inside structure of the Paro robot. As it can be 
seen, many tactile sensors are mounted to accommodate responses to humans. The right 
image shows a “NAO” entertainment and companion robot. This robot can dance to the 
music rhythm.  
 
The service robot, defined by the International Federation of Robotics and cited in the 
WTEC report [11], generally works in a semi or fully autonomous fashion to carry out 
services for the well being of humans and equipment. While some of the above 
mentioned robots are rather new to the market place, industrial robots, on the other hand, 
have a rather long history and are used extensively in industrial applications. The first 
robotic patent was granted to physicist Joseph F. Engelberger (1925-current) in America. 
He is often referred to as the “father of robotics” due to his contributions to the robotics 
community. Engelberger, with collaboration with George Charles Devol, Jr (1912-
current) invented the first industrial robot called “Unimate” in 1961. The Unimate was a 
reprogrammable automatic robotic arm capable of welding and die-casting metals, which 
                                                 
2
 These images were taken by the author during a visit to the Paro factory in Toyama, Japan on 2 
OCT 2009. Verbal consent was given to take pictures for academic purposes.  
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were cumbersome tasks for humans to perform. This robot was first integrated in the 
General Motor assembly line [9]. At present, industrial robots are incorporated widely in 
almost every discipline. Precision, reliability and speed can be considered the major focus 
for industrial robots.  
2.2.4. Humanoids 
A humanoid is a machine with a shape or function similar to humans. Although many 
systems have been developed such that they resemble humans in terms of appearance, 
there is considerable work to be done before they can really behave like, and interact 
with, humans. Although HRI is a key step for creating human-like capabilities in robots, 
current technology is in need of major advances. Nevertheless, each new feature to be 
embedded in humanoid robots increases their functionality and utility for human use.  
 
For example, the “ASIMO” robot from the Honda Corporation is a pioneering humanoid 
robot. It resembles an astronaut in appearance with a human body structure. In total, it has 
thirty-four DOF, enabling smooth movements in different directions. It can travel at a 
maximum speed of 6 km/hr due to integrated lightweight materials and strong servo 
motors incorporated into its architecture. It is also capable of grasping through its five 
fingers with each hand [54]. ASIMO‟s recent development has led to affective HRI 
through an online learning process in real time. The “Autonomous Leaning and 
Interaction System (ALIS)” [55-57] is a novel framework which combines visual and 
auditory information to obtain the interest regions suitable for learning. These visual cues 
include motion information, depth blobs and planer surfaces whereas auditory 
information is based on received speech signals from the interacting person. Goerick et al 
[56] demonstrated how ALIS can be used to achieve visual recognition and incremental 
leaning from the robot in a fully autonomous fashion. Bolder et al [55] proposed a fully 
incremental learning algorithm and classification scheme for real time applications. 
Improved ALIS 2 architecture was used in their experiments. The results indicate the 
practical value of the method for correctly classifying the learned object categories 
according to human need without any prior knowledge. For online speech labelling of 
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desired objects, Schmuedderich et al [57] presented a framework through learning from 
user interaction. Proto-object representation extracted from motion and depth information 
is used to label each object. Experimental results demonstrate the suitability of the 
method for complex incremental learning of desired objects.  
 
“Wakamaru” is a humanoid robot from the Mitsubishi Cooperation [58]. It operates on 
wheels and has infrared and sonar sensors on board for obstacle avoidance. It is also 
capable of mapping environments based on ceiling information. This helps the robot to 
find its way to a charging station when the battery is low. Wakamaru has speech 
recognition capabilities up to 10,000 words and text to speech syntheses conversion to 
establish communication with humans. It can also recognise its owner and eight other 
people through a face detection and recognition framework [58]. Due to its short height 
and dynamic hand movements, Wakamaru has been used to play different games such as 
“rock, paper, scissors” with children. It can also be used for remote presence navigation 
in indoor environments.  The Wakamaru robot has been depicted in Figure 2.3.  
 
“Toyota Partner” from the TOYOTA Motor Corporation [59] is another example of a 
humanoid. The robot is capable of achieving top speeds of 7km/hr and has balance 
stabilisers. Humanoid lip performance combined with smooth finger movements allows it 
to mimic human performance in playing different musical instruments such as the violin 
and trumpet. “Rolling” is the second type which is similar to the walking model. Having 
wheels instead of legs is the major difference of this robot to others. “Mountable” is the 
third type with two legs and the capability to carry humans on board. “Wire-operation-
system” is the fourth robot, with two legs and arms. The extra smoothness and dexterity 
in its arm and leg movements are achieved by using wire and actuators at its joints.  
 
“HRP-2” is a robot designed by Industries Kawada, Inc. and Humanoid Research Group 
of National Institute of Advanced Industrial Science and Technology (AIST) [60]. It has a 
human body shape with two legs and arms suitable for walking and grasping. The high 
DOF allows swift movements and standing up and the maximum walking speed is 
2km/hr. This is significantly slower than ASIMO and Toyota Partner, but it can walk on 
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uneven surfaces. A number of research projects have been carried out and Nakaoka et al 
[61] used this robot to imitate traditional Japanese dance from professional human 
dancers. For this purpose, human body movements were divided into upper and lower 
body movements. Image fusion from multiple cameras in the environment is used to 
create human posture suitable for translating human movements. Shiratori et al [62] used 
auditory feedback to allow for smoother movement transition for dancing robots. The 
music beat is used to model fast and slow movements.   
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Left image shows a “Wakamura” robot from Mitsubishi and the right image 
shows HRP-4 humanoid robot developed by Japan National Institute of Advanced Industrial 
Science and Technology.  
 
“HRP-4” is a female humanoid developed by Japan National Institute of Advanced 
Industrial Science and Technology. The face and hands are similar to that of a female and 
the eight DOF for the face region allows for expressing different facial gestures. The 
HRP-4 robot has been depicted in Figure 2.3. 
 
“Hubo” robots are developed by Hubo lab at the Korea Advanced Institute of Science and 
Technology (KAIST) [63]. Hubo has released five different series so far and they are 
similar to ASIMO. The latest version is “Albert Hubo”, with a face that resembles 
“Albert Einstein”. It has 30 DOF on its face, enabling smooth and realistic facial gestures. 
It also benefits from biped walking capabilities and one DOF for each finger, allowing it 
to express different hand gestures. It also has a stereo camera suitable for face detection 
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and perceiving human gestures. Speech recognition and text to speech conversion are also 
incorporated for verbal communication with human.  
2.2.5. Networked Robots 
Networked robotics can be defined as robots that work in coordination or cooperatively to 
undertake a task that is difficult to be achieved by a single robot. Essentially, robotic 
networks enable the use of robots in larger platforms. This is mainly achieved due to the 
greater perception to which each robot has access. Despite the availability of large 
amounts of information, data processing and intelligent communication and distribution 
are major challenges in networked systems.  
 
With current advances in wireless technology, the networked robotic industry has gained 
significant momentum. Soccer robots are a prime example of networked robotics. The 
objective is to win the game through successful team coordination. This process normally 
requires fast decision making based on the movements of opponents along with accurate 
ball and goal localisation. This also depends on the size of the robot, where different 
leagues are designated for this purpose [64]. For example, Kim et al [65] developed 
soccer robots “MIRO” and “SOTY” to test different strategies. In their framework, 
several vision based control structures are compared. Winner and Veloso [66] proposed 
“Multi-fidelity behaviour” to achieve state information while maintaining goal accurately. 
The four different behaviours during this task include recover, search, approach and 
scoring. Depending on the confidence (extrinsic and intrinsic robot confidence), either 
high or low fidelity behaviours are adapted. This system was tested on the Sony AIBO 
platforms during the RoboCup-99 competition [64] with interesting results.  
2.2.6. Robotics for Biological and Medical Applications  
One particular field that has greatly benefited from recent robotic development, yet still 
with huge room for innovation, is healthcare. Robots can be of assistance to medical 
professionals and patients through both direct and indirect applications. Direct application 
refers to the use of robotics designed specifically to carry out certain medical procedures, 
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e.g., robotic assisted Minimally Invasive Surgery (MIS), whereas indirect application 
refers to the use of robots to improve service delivery. For the latter, self-navigating 
robots in hospital wards is a promising technology for interaction with patients and staff, 
as well as for carrying out certain patient care tasks. Two other medical fields for robotic 
application include biology and medicine. Robots in biological applications are mainly 
applied to life sciences, such as DNA sequencing. Other uses of robots in medical 
applications include robotic diagnosis and prostheses [11].  
 
 
 
 
 
 
 
 
 
 
                                       (a)                                                                  (b) 
Figure 2.4. (a) Shows a Remote Presence Robot “RP-7” by Intouch Health. (b) Shows the 
control station, where the physician can navigate the robot around the hospital environment 
from a remote site. In this system, a visual feed of the operating person will appear on the 
robot screen. Also, a visual feed from the robot is transferred to the operating person 
through wireless broadband communication.  
 
One of the first service robots in a hospital environment was called “HelpMate” from 
HelpMate Robotics, Inc [9]. Engelberger was the founder of this company for promoting 
his industrial robotic proficiency in medical applications. HelpMate was first launched at 
Danbury hospital in 1989. This robot was mainly used for medicine supply by navigating 
through the ward environment. Later, InTouch Health [8] introduced a robotic platform 
with remote presence capabilities. Remote presence is a concept used to provide remote 
specialist opinion without the need for specialists to be physically present in a hospital. Its 
implementation allows for more efficient use of the specialist‟s time. The remote 
presence robots, such as the RP-7 by InTouch Health, facilitates patient examination 
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through real-time video and sensing. The robot allows physicians to “walk” through the 
ward and interact with patients without actually being present in the same room through 
remote control of the device. The RP-7 system is demonstrated in Figure 2.4
3
. 
 
One of the major drawbacks of such systems is the manual control of robotic navigation, 
which tends to occupy most of the operator‟s time. This can be addressed by the 
autonomous navigation techniques developed in this thesis.  
 
An assistive wheelchair robot [67] is another example of a service robot in the medical 
field. This robot is designated to help disabled patients using wheelchairs when climbing 
or descending steps without flipping over. Two robotic arms combined with strong 
actuators enable the robot to maintain the weight and balance of the wheelchair with the 
patient safely on board. This robot and an example operation setup are depicted in Figure 
2.5
4
. Ikeda et al [67] have shown the importance of cooperative strategy for safe 
wheelchair navigation and further analyses on link matrix position are provided.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Top image shows an assistive wheelchair robot. As is shown in the bottom images, 
this robot can be used to help a disabled patient to climb or descend steps. This reduces the 
danger of flipping during climbing or descending.  
                                                 
3
 These images were taken of the remote presence robot “RP-7” at the Institute of Bio-Medical 
Engineering at Imperial College London.  
4
 These images were taken by the author during the Robotic Festival in Toyama, Japan, 27 
September 2009. Verbal consent for publishing these pictures was obtained.  
 48 
 
The “da Vinci® Surgical System” from Intuitive Surgical, Inc [68] is a successful 
commercialised surgical system for MIS. This master slave system consists of a surgeon 
console and a patient cart. The console is equipped with high-definition 3D visualisation 
from inside the patient‟s body. The console further provides two 7 DOF finger grasps 
below the viewing port. This translates the surgeon‟s actions into precise movements of 
the endo-wrists installed on the patient cart. As it can been seen in Figure 2.6
5
, the patient 
cart is equipped with four robotic arms, three mounted with surgical tips and one 
providing the image feed.  
 
 
 
 
 
 
 
 
 
Figure 2.6. Shows master-slave da Vinci
®
 robot for MIS. This system consists of a surgeon‟s 
console and patient cart. The console provides the real time visual feed as well as finger 
graspers and control units to manipulate miniaturised surgical instruments on the patient‟s 
cart. Robotic arms are equipped with surgical endo-wrists and a stereo endoscopic camera.  
2.3. Limitations and Key Challenges  
In the previous sections, we have described the current robotic platforms across a wide 
range of disciplines and key technical challenges have been addressed in each category. 
By using the definitions of the WTEC report [11], the robotic platform we intend to 
develop loosely fits within the professional service category of robotics. Of course, one 
may also classify this as a robotic vehicle and medical robot due to the autonomous 
nature of its movement and the intended hospital operating environment. The proposed 
robotic platform will mainly be used to assist humans in daily activities, therefore the 
                                                 
5
 This image was taken from the da Vinci
®
 Surgical System at the Institute of Bio-Medical 
Engineering at Imperial College London.  
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human factor plays a significant role. The main focus of the thesis is towards developing 
systems with improved human-robot interaction. In this regard, the following issues must 
be addressed before its practical deployment:  
 
 Ethical issue  
 Robot appearance 
 Natural communication and interaction 
 Rational robot reaction 
 
Table 2.1 illustrates the importance of key HRI challenges in different robotic categories.   
 
 
 
 
 
 
 
 
 
 
Table 2.1. HRI challenges for different robotic platforms. For instance, for humanoids, all 
priorities are high since they are expected to have human like behaviour. However, for space 
robotics, appearance has a low priority, since they are required to operate in space and 
functional capability is more important.  
 
Ethical issues mainly refer to the assurance of a robot‟s full compliance with human 
commands. Specifically, this requires the robots to be adapted for people with special 
needs. Therefore, they must be developed in a way that makes it fully compliant with the 
four fundamental laws of robotics.   
 
A robot‟s appearance is another important issue. No matter how advanced a robotic 
platform is, people often tend to cast their judgment based on the robot‟s appearance. 
TABLE I 
ROBOT HRI KEY CHALLENGES PRIORITY GRAPH  
Robot 
category 
Ethical 
Issues 
Robot 
Appearance  
Robot 
Behaviour  
Natural 
Interaction  
Robotic 
Vehicles  
M M H M 
Space Robots L L H M 
Industrial, 
Personal & 
Service Robots 
H M H M 
Humanoids  H H H H 
Networked 
Robots 
L M H M 
Medical 
Robotics 
H L H H 
 
Priority 
L: Low 
M: Medium  
H: High 
 50 
This has a significant impact on the way that humans interact with robots [69-72]. 
Therefore, matching the robot‟s appearance with its use is a key factor to consider.   
 
Natural and seamless communication is also an important factor. This is essential since 
the ultimate aim of many robotic systems is to be immersed within the normal social 
environment. Any unnatural communication gesture can be easily misjudged and may 
even be considered as annoying or offensive. Socially acceptable robot reaction is a key 
to any successful robotic platform and cross-cultural and cross-personal differences are 
also important factors to consider [73, 74].  
 
“In order to design an effective HRI system, it is necessary to understand how Human-
Human Interaction (HHI) takes place. HHI is intrinsically complex when two or more 
people are involved. Most of the inherent parameters involved rely on human perception, 
where emotion and cognitive processes play an important role in determining our 
expressions and ways of interaction. Significant factors include personal goals, moral 
values, history, attachments, habits and physiological responses. Although a machine‟s 
ability to predict a perceptual pattern can be enhanced to some extent by modelling the 
cognitive influences mentioned above [3-5], there are other parameters, which are 
difficult to predict even for humans due to the ambiguity of the task. Furthermore, 
cognitive decision making does not always produce observable reactions, thus making the 
task even more difficult. Despite these difficulties, there are other aspects of perception 
that are physical and easier to detect. These are the interactions that are currently used for 
robotic guidance and HRI. Recently, there has been much progress in this aspect of 
interaction due to advances in vision and sensing technologies. Sensory interaction is 
mainly divided into four categories: auditory, visual, sensation and smell. Our main focus 
in this thesis is to convey visual information and therefore all materials presented will be 
focussed on visual aspects of HRI ” [3].   
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2.4. Conclusions   
In this chapter, current state-of-the-art robotic platforms have been reviewed. Examples in 
each discipline demonstrate the effect of the current robotic systems on today‟s society. 
Despite the wide-spread use of robotics in many disciplines, most algorithms for 
navigation and embedded structures are common. Dexterity, reliability, performance, 
speed and robustness to environmental factors are important issues to consider. It has 
been demonstrated that the significance of these factors varies depending on the field and 
sensitivity of the applications.  
 
As it has been discussed, effective HRI is an important factor for practical deployment of 
assistive robots. With increasing processing power and hardware capacities, the current 
focus on robotics is increasingly placed on intelligent and affective HRI. However, 
achieving a fully automated robotic system is a difficult task. This is also the case for 
navigation in a general environment without the use of explicit constrains. Therefore, in 
this thesis, a semi-automated robotic system based on human guidance is proposed. The 
main focus is on developing a natural HRI platform, which includes extracting suitable 
low and mid-level features followed by high-level reasoning to understand human 
behaviour. The associated technical details will be elaborated in subsequent chapters.  
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Chapter 3  
 
Human Segmentation and 
Tracking   
 
 
3.1. Introduction   
Top-down and bottom-up approaches are the most common strategies in computer vision. 
For top-down approaches, the original hypotheses are first defined at a high-level. 
Subsequently, low and intermediate-level components are used to substantiate the high-
level goals. In bottom-up approaches, the low-level components are integrated and 
directly drive the abstraction process towards higher levels of processing. In computer 
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vision, common features used include: edges, corners, colour/textures, and line segments. 
In most systems, feature extraction is determined by the visual recognition tasks involved. 
As has been mentioned in Chapter 1, the main objective of this thesis is to develop a 
vision based human guided navigation system. Therefore, it is necessary to extract low-
level features associated with general human appearances and the surrounding 
environment. Human segmentation and tracking is a well studied topic in computer vision 
and the key challenge is to create a processing framework that can provide repeatable 
results with low computational costs.  
 
For human segmentation and tracking, it is also important to consider spatio-temporal and 
contextual information. Contextual information mainly encodes a person‟s appearance 
and overall posture. Apart from clothing, which can vary from subject to subject, the most 
common feature is skin colour. Skin colour is a useful source of information for gesture 
and facial expression recognition. The use of colour information alone, however, is not 
sufficient as false position regions associated with background objects need to be 
removed. Other useful information to consider is the overall shape and posture of the 
person. Shape can be interpreted as a whole or separated into key body parts, e.g., upper 
and lower limbs for gesture/posture recognition which will be elaborated in Chapter 5- 7.  
 
Although overall posture recognition can be readily detected in most image sequences if 
adequate background segmentation is applied, detailed hand gesture recognition, 
particularly for dynamic gesture recognition, requires further consideration. Self-
occlusion and temporal tracking are important issues to consider. As a first step towards 
human guided navigation, the low and intermediate-level features extracted are outlined 
in Figure 3.1. The low-level features used include skin colour segmentation and dense 
motion extraction. Subsequently, different techniques for skin and motion segmentation 
are discussed and compared in detail. Suitable low-level information is used to extract 
intermediate-level features in the form of detailed temporal sequences using Kalman 
filtering.  
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Figure 3.1. A schematic representation of different low and mid-level components used in 
this chapter. Low-level features include skin colour segmentation and dense motion 
extraction. Mid-Level features include connected component labelling and Kalman tracker. 
These will be used to extract connected skin regions and track them in the scene. 
3.2. Extracting Skin Coloured Region  
Skin colour detection has been employed in many computer vision applications to 
suppress background and delineate silhouette regions that mostly consist of the human 
face and hands [75-77]. In general, skin segmentation can be classified into the following 
three categories: explicitly defined skin regions [78], parametric [77, 79, 80] and 
nonparametric [76, 81] methods. In the subsequent sections, different skin segmentation 
methods are further elaborated.  
3.2.1. Explicitly Defined Skin Segmentation 
For this method, the skin classifier is defined by setting the boundaries in a defined 
colour-space
6
. For example, Peer [78] defines boundaries for (R, G, B) colour space as 
follows: 
                                                 
6
 It is important to note that the RGB colour-space is not favourable due to high correlation 
between channels. This is why most researchers have used other colour spaces such as HSL, HVI, 
etc.  
 
Parametric  
Skin Segmentation   
Non-Parametric  
Skin Segmentation   
Explicitly 
Defined Skin 
Segmentation    
Median  
Filter   
Connected 
Component 
Labelling   
Kalman  
Filter    
Black & 
Anandan 
OF  
Lucas &  
Kanade 
OF 
Horn &  
Shunck 
OF 
Bounded 
Skin Regions 
Tracking 
Dense 
Motion 
Extraction 
Colour Space 
Conversion  
RGB Image 
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(3.1) 
 
 
 
In other words, if the above conditions are met, then the pixel is classified as part of the 
skin. This method is simple and computationally attractive. However, the thresholds used 
are empirically defined and the results are highly dependent on the choice of colour space 
and illumination conditions [82].  
3.2.2. Non-parametric Skin Segmentation 
Non-parametric methods estimate colour distribution without the use of explicit models 
of the training data. With this method, a 2D/3D colour histogram is first generated and the 
training images are used to determine the occurrence of a particular colour. A 
normalisation process is used to obtain the overall probability distribution and 
 
(3.2) 
 
where C corresponds to the colour intensities in each histogram bin and Norm is the 
normalization factor, which is the integral of the skin histogram. Based on this 
information, a Bayes classifier
7
 [82] can be formulated as  
 
 
(3.3) 
 
where ( | ) P skin C corresponds to the probability of observing skin, given colour vector C 
and  ( |~ )P skinC  corresponds to the probability of observing colour vector C, given non-
                                                 
7
 Bayesian theorem is further explained in Chapter 4.  
( | )P skin
Norm

C
C
( | ) ( )
( | ) =
( | ) ( )+ ( |~ ) (~ )
P skin P skin
P skin
P skin P skin P skin P skin
C
C
C C
R > 95 and G > 40 and B > 20 
max{R,G,B}-min{R,G,B} > 15 
|R-G| > 15 and R > G and R > B
1
0
if
else


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skin colour information. The latter can be obtained in a similar fashion as ( | )P skinC  in 
Equation 3.2 by training non-skin colour information instead of skin information in the 
images. Prior information such as (~ )P skin and ( )P skin  can be obtained during the 
training process by counting the non-skin and skin areas, respectively. If ( | ) P skin C is 
beyond a predefined threshold value, then the pixel can be classified as part of a skin 
coloured region. It is not difficult to see that for this method to achieve a good skin 
segmentation result,  a good training image pool is necessary [82].  
3.2.3. Parametric Skin Segmentation   
Parametric modelling is a method consists of fitting skin colour distribution to models 
such as the Gaussian density function, as follows: 
 
(3.4) 
 
where n represent the number of training pixels,  corresponds to the mean vector and 
s refers to covariance matrix, defined respectively by:  
 
(3.5) 
 
In the recognition phase, the distance of each individual pixel to the mean is calculated by 
setting a fixed or adaptive threshold on Euclidian or Mahalanobis distances. More 
sophisticated models such as the Gaussian Mixture Model (GMM) [80, 82] have also 
been used, which is defined by:   
 
(3.6) 
 
where M corresponds to the number of mixtures to be used. The mean and deviations are 
obtained for a pre-defined number of mixtures by an iterative algorithm called 
1
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Expectation-Maximisation (EM). In Equation 3.6, 
i
  is used to allocate appropriate 
weights for each mixture to represent their importance during classification.  
3.3. Motion Estimation   
For human segmentation, the use of static features alone is not sufficient. For gesture 
recognition, motion estimation is essential. The Optical Flow (OF) method is one of the 
basic techniques in computer vision for motion estimation across image frames. In 
practice, specific challenges associated with robust dense OF estimation include specular 
highlights, shadows, depth discontinuities, texture-less surfaces, as well as deformation 
and occlusion. OF has been employed in a wide range of applications including video 
surveillance systems, motion segmentation, robot navigation, object tracking, silhouette 
extraction, and video coding [83-89]. There are different methods for calculating optical 
flow, such as differential, phase, energy, correlation based and block matching techniques 
[90-92]. Barron [90] has shown that differential and phase based techniques tend to be 
more accurate for normal scenes.   
 
The basic concept of OF is based on Taylor series expansion and the assumption of 
intensity consistency after motion. Let I(x, y, t) represent the image brightness at time t. If 
the pattern moves by δx and δy in the x and y directions, respectively, the following 
equation is held when the constant intensity assumption is applied:  
  
(3.7) 
 
By applying Taylor series expansion on the right hand side of the Equation 3.7, we have: 
 
(3.8) 
 
where   corresponds to second and higher order terms. By rearranging the equation and 
neglecting the higher order terms, the following equation can be obtained: 
( , , ) ( , , )I x y t I x x y y t t     
( , , ) ( , , )
I I I
I x y t I x y t x y t
x y t
   
  
    
  
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(3.9) 
 
By substituting u=
x
t


 and v=
y
t


 into Equation 3.8, an Optical Flow Constraints 
Equation (OFCE) can be derived: 
 
(3.10) 
 
where u and v represent the flow velocity in the x and y directions, respectively. 
Generally, differential-based OF algorithms consist of two stages, first, gradient 
estimations and second, solving OFCE [93]. For gradient estimation, it is essential to 
ensure its accuracy as OF is very sensitive to noise. Hitherto, many researchers have 
presented different approaches for obtaining improved OF performance. For instance, 
Hadiashar [94] convolved a 3D Gaussian model to achieve accurate differential models. 
But, for practical reasons, approximation is often used to determine image derivatives. 
The most widely used approximation is the one proposed by Horn and Shunck [5], where 
two consecutive images with a combination of eight brightness differences are employed 
as illustrated in Figure 3.2.  
 
 
 
 
 
 
 
 
 
Figure 3.2. Neighbouring pixel configuration used to calculate the partial derivatives for OF 
estimation.  
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(3.11) 
 
It is important to note that often the brightness constancy assumption stated above is 
violated due to changes in illumination between image sequences and as a result a new 
parameter can be added to the original OFCE equation as follows [95]:  
 
(3.12) 
 
where m represents multiplicative and c represents additive illumination factors. By 
obtaining differential parameters (Ix, Iy, It), each OFCE has two unknowns with a single 
equation, additional smoothness constraints are required to make the problem solvable. 
Certainly, having larger constraints does not mean better accuracy as having more 
constraints would render the resultant flow fields overly smoothed. In the literature, there 
are two main approaches for tackling this problem based on global and local OF 
approaches.    
3.3.1. Global approach  
The global method assumes motion will change smoothly throughout the image and 
optical flow is calculated by means of original OFCE (Equation 3.10). The global 
smoothness constraint equation can be expressed as follows:  
 
 
(3.13) 
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where 
_
u and 
_
v  correspond to the average flow in a local window around the central 
pixel, which can be calculated as follows: 
   
_
i, j, k i-1, j, k i, j+1, k i, j-1, k
i-1, j-1, k i-1, j+1, k i+1, j+1, k i+1, j-1, k
_
i, j, k i-1, j, k i, j+1, k i+1, j, k i, j-1, k
u  =1/6{u  + u  + u }
 + 1/12{u  + u  + u  + u }
v =1/6{v  + v  + v  + v }
 + 1/12
i-1, j-1, k i-1, j+1, k i+1, j+1, k i+1, j-1, k
 {v  + v  + v  + v } 
    (3.14) 
 
In essence, 
_ _2 2( ) ( )u u v v    estimates the smoothness departure in velocity flow and 
2  term corresponds to a weighting factor, which is required to be selected cautiously. In 
practice, quantization noises are inevitable and measurement errors associated with the 
brightness term and the smoothness parameters can violate the OF assumptions. For 
deriving the OF distribution, the following optimisation function can be used:   
 
(3.15) 
 
By differentiating both terms with respect to v and u, the following can be obtained:  
 
 
(3.16) 
 
 
By setting the derivatives to zero and making some simple rearrangements to the above 
equation, we have: 
  
(3.17) 
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Since solving the pair of equations for each individual point can be costly, iterative 
schemes such as Gauss-Seidel method [5] can be used. Therefore,  
 
 
(3.18) 
 
It is important to note that sufficient iterations are required until the solution converges. 
As has been explained earlier, the brightness constancy assumption, as well as smooth 
motion coherence may not hold in many situations. Therefore, robust statistics is required 
to cope with this. For this purpose, Black and Anandan [4] have used Lorentzian norm 
instead of L2 norm used above. Lorentzian norm with its derivative provides a smooth 
transition between inliers and outliers as shown in Figure 3.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. (a1, a2) show the Quadratic and Lorentzian error norms, respectively. (b1, b2) 
show Quadratic and Lorentzian derivatives functions. As shown in (b2), the outliers in 
Lorentzian norm tend to be zero, however in a quadratic function, it increases as indicated 
in (b1). This leads to achieving a robust estimator for OF due to better handling of outliers 
with using Lorentzian error norm rather than Quadratic L2 error norm.  
 
The Lorentzian norm, ( , )p x  , can be expressed as:  
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(3.19) 
 
where   represent a scale factor. Its derivative, ( , )x  , can be derived as follows:  
 
 
(3.20) 
 
Now the OF formulation based on brightness constancy and motion coherency can be 
rewritten as follows:  
 
(3.21) 
 
where ( , )D t Dp I I   v  and ( , )S Sp v  represent the objective function and the 
additional constrains imposed, respectably. Simultaneous Over-Relaxation can be used to 
minimize the objective function, which gives the following iterative function:   
 
(3.22) 
 
where   is a scaling factor representing the optimal value of the relaxation. This can be 
achieved by determining the largest value of Jacobi matrix Eigen value [4]. In Equation 
3.22, ( )T v  is upper bound of the second order derivative of the error function and   
 
(3.23) 
 
 
(3.24) 
 
According to Lorentizan derivatives in Equation 3.20, 
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(3.25) 
 
(3.26) 
 
Since the estimation is for one pixel displacement, a different strategy such as pyramid 
and warping can be employed to achieve accurate estimates. In computer vision literature, 
there are many other global approaches for solving OF. Zimmer et al [1] proposed a 
complementary OF method, with which HSV colour space is used to complement the 
data and isotropic smoothness terms by using colour channels penalisation, linearization 
renouncement and smoothness term normalisation. They have shown that this can provide 
improved OF estimates. Wedel et al [2] achieved good OF estimation by incorporating 
adaptive regularisation terms. During this process, structure-texture decomposition is 
used to overcome illumination induced errors by removing the lower components in 
frequency domain. Lei and Yang [96] developed a region-based OF estimation, for which 
discrete energy minimisation is performed on over-segmented regions from finer to 
coarser levels. Occlusion detection and rectification were used to refine and improve the 
obtained results.   
3.3.2. Local approach  
For OF estimation, local methods mostly evaluate local windows surrounding the pixel to 
derive the flow estimates. Predominantly, the aperture problem is tackled by taking 
advantage of over determined constraints in local windows. It is also important to have 
some degrees of motion consistency in local windows to obtain consistent results. This 
requires the constraints to be relatively independent [91]. In the LS related method, 
minimizing OFCE is achieved by obtaining a minimum least sum-of-squares error for 
each window.  
 
Let‟s rewrite OFCE as follows:  
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(3.27) 
 
by simple rearrangements we have 
 
(3.28) 
 
After multiplying both sides by TI , the following equation can be derived: 
 
(3.29) 
 
Further extending the formula to all the parameters within the window, we have: 
 
 
(3.30) 
 
Finally, the optical parameter can be written as: 
 
(3.31) 
 
This method was first proposed by Lucas and Kanade [6]. The LS method is appropriate 
if the motion constant assumption is not violated. However, if there are noises (outliers) 
in the images, the accuracy of the results can be compromised. This is caused by 
allocating the same weight for every point in the window regardless of their importance. 
Figure 3.4 demonstrates some examples to illustrate how the solution is affected. 
Commonly used local methods are usually based on iteratively reweighed or total least 
squares methods including Hough base voting algorithms [97] and Least Median Square 
methods [91, 92, 97]. 
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                                          (a)                                                                        (b) 
Figure 3.4. OF calculation by LS method, where lines signify OFCE in 5x5 windows, the 
green cross indicates ground-truth, the red cross indicates calculated LS solutions and 
orange indicates multiple motions. (a) Shows the case where motion is coherent in the 
selected windows, hence the LS solution is close to the ground-truth, however in (b) multiple 
motion is present so the LS solution is compromised.     
3.4. Kalman Filter  
Previously, low-level vision features have been extracted. However, as it will be evident 
later in Chapters 5-7, the interest will be to monitor these features over time. 
Considering possible noise in the data at each instance and possible occlusion occurrence, 
a reliable tracking mechanism is required. One of the well-known mathematical tools in 
stochastic estimation from noisy sensor data is known as the Kalman Filter (KF). KF is 
widely used in tracking algorithms. It consists of a set of equations which minimize the 
estimated error covariance through an iterative prediction-correction procedure. KF 
addresses the problem of estimating the state xk with a measurement z (Equation 3.32 and 
3.33) by linear stochastic difference.  
 
(3.32) 
 
(3.33) 
 
where state transition A relates the state at time k-1 to k, B relates the motion command to 
state x, H relates the measurement z to state x. Finally, the process and sensor 
1 1kk k k
x Ax Bu w
 
  
k k k
z Hx v 
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measurement noise is represented by wk and vk respectively. Their normal distribution can 
be formulated as follows: 
 
(3.34) 
 
(3.35) 
 
where Q and R correspond to process and measurement covariance noises, respectively. 
As was mentioned earlier, the objective is to generate a set of updates and prediction 
equations that compute a posteriori, ˆkx , as a combination of a priori estimate, ˆkx

 and 
weighted residual or measurement innovation  [98].  
 
(3.36) 
 
where K corresponds to the gain which minimizes the a posteriori error covariance. This 
can be obtained as
8
: 
 
(3.37) 
 
As measurement noise covariance R decreases, 
k
z  tends to impact the state estimate 
kˆ
x  
value more. Accordingly, as a priori state error covariance, 
k
P decreases, the 
kˆ
x  value 
relies on the estimated measurement 
kˆ
Hx  more than actual measurement, kz . Figure 3.5, 
illustrates an example, where by updating the actual and estimated measurement, prior 
error covariance decreases. Sets of the predictor and corrector procedures can be 
formulated by formalising the above equations as it is given in [98]. 
 
 
 
                                                 
8
 See [98] G. Welch and G. Bishop, "An Introduction to the Kalman Filter." for the 
justifications.  
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Figure 3.5. Schematic illustration showing by combining the actual and estimated 
measurement, uncertainty in a priori error covariance can be reduced.  
 
An example of a Kalman tracking process is illustrated in Figure 3.6. It can be seen that 
sudden changes are compensated by Kalman estimation, where the degree of 
compensation can be set by varying the prior error covariance value. 
 
 
 
 
 
 
 
 
Figure 3.6. Illustrates an example of a Kalman tracker. The actual measurements indicate 
horizontal positions of oscillating points at different times. Two Kalman estimations have 
been performed with prior error covariance set to 0.01 and 0.1. The results show that sudden 
changes are compensated by Kalman estimation. This is clearly evident at turning points. As 
it has been shown, by setting a higher value for the prior covariance error, Kalman 
estimation compensates the sudden changes further.  
 
So far, it is assumed that the KF estimates the state xk by a linear stochastic difference 
equation, however, in most cases, this will not hold when the process and/or 
measurements are non-linearly distributed. In this case, Extended Kalman Filter (EKF) 
Estimated measurement ˆ
kHx
  
 
Actual measurement 
kz  
 
A priori error covariance 
kP

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can be used instead. In EKF, linearizations of non-linear measurements are performed 
around current state. This is essentially performed by forming Jacobian matrix (partial 
derivatives) for all elements in Equation 3.32 and 3.33. Further justification on EKF can 
be found in [98].   
3.5. Skin Colour Segmentations and Tracking    
Previously in Section 3.1, explicitly defined skin regions along with parametric and 
nonparametric skin segmentation have been used. For the first method, no training data is 
required, however for the rest, a skin database containing about 1.2 million skin colour 
pixels is gathered. This has been achieved by manually segmenting the skin regions in the 
image from different people. Normalized-RGB
9
 chromatic space is employed to generate 
the data distribution.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7. The skin colour distribution used to create the GMM classifier. Red dots show 
the skin distribution in normalised R and G channels. Green ellipses indicate the fitted 
Gaussian models to the data and the green crosses in the middle of the ellipses depict the 
means for each Gaussian model.  
 
The next stage of the process consists of fitting the parametric model to the training data. 
This has been illustrated in Figure 3.7. The resulting model, which consists of means and 
                                                 
9
  It is important to note that the RGB colour-space is not favourable due to high correlation 
between channels. This is why most researchers have used other colour spaces such as HSL, HVI, 
etc.  
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deviations of a multiple fitted Gaussian model, is then used to classify each pixel in the 
image. Further justification for number of mixtures and colour space for skin 
segmentation can be found in [79, 99, 100]. For training non-parametric models, the same 
training data were used to generate R and G channel colour histograms. Subsequently, R 
and G histograms are used to determine the state occurrence of a skin colour at discretised 
bins.  
 
For recognition results, a qualitative comparison has been provided in Figure 3.8. As it 
can be seen in this figure, parametric and non-parametric methods achieve better 
estimates when compared to the method using explicitly defined regions. Further 
evaluation on the choice of colour space and models can be found in [79].  Also, for noise 
removal, a median filter has been used.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8. Skin segmentation results for a simple scenario when a subject waving his hand 
in a static environment. The top image shows the raw image data and the bottom row shows 
skin segmentation results. The bottom left image depicts result for the explicitly defined skin 
regions method. This method is fast, but is not robust enough for illumination variation. The 
results for parametric and non-parametric methods are shown in the bottom middle and 
right images, respectively. Both methods achieve good results. However the parametric 
model performs slightly better in this case.   
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(a) (b) (c) 
 
(d) (e) (f) 
 
As it will be explained further in Chapter 5, the interest is to monitor the skin bounded 
regions which mainly consist of hands and face. In order to delineate the bounded 
regions, techniques such as connected labelling are employed [101]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9. Image sequence with parametric skin segmentation extraction and tracking. 
Connected skin regions are bounded in orange boxes in each image and tracked skin regions 
are colour coded. (a-c) Show successful tracking of skin regions. (d) Shows the case where a 
person‟s hand in the right side of the image occludes with his face, however, by using KF, it 
recovers in subsequent images. (e) Shows a similar case where the person‟s hand in purple 
colour gets occluded with other people‟s faces. However it recovers from occlusion in 
subsequent frames. (f) Shows when the person‟s face, in the left side, recovers from 
occlusion, a new box is assigned as indicated by the green box.    
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In the simple example shown in Figure 3.8, only one person is present in a static scene. In 
real-life applications, however, this is often not the case as multiple people may be 
present and the scene may be constantly changing. Therefore, colour occlusion might 
happen. For this reason, KF can be used to overcome partial occlusion. Figure 3.9 
illustrates such a scenario, where multiple people are present. In this process, a parametric 
model is used to segment skin pixels. Subsequently, connected skin regions are extracted. 
These have been shown in bounded orange boxes. For each bounded region, a KF is 
assigned and updated. During this process, if any KF is not updated for 5 consecutive 
frames, it will be de-initialised. Each tracked region is colour coded. Figures 3.9 (d) and 
(e) show examples where the tracked box in purple is occluded with a pink box, however, 
by using a KF, the correct estimate is achieved.  
 
 
 
 
 
 
 
Figure 3.10. Different skin segmentation results for a scene with many skin coloured objects. 
This is mainly due to the pink wall and its reflection to the ceiling, glass walls and floors. The 
top image shows the raw image data and bottom row images show skin segmentation results. 
The bottom left image depicts the results for the explicitly defined skin regions method. This 
method is fast, however it is not robust against illumination variation. The results for 
parametric and nonparametric methods are shown in the bottom middle and right images, 
respectively. Both methods achieve good results, however the parametric model performs 
better by preserving the correct skin regions.   
 
In general, using skin colour segmentation alone can result in many false positives due to 
the presence of skin coloured objects in the environment. An example is shown in Figure 
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3.10, where the surrounding environment contains many skin coloured objects. 
Essentially, this jeopardises the tracking module devised earlier. Therefore, a better 
strategy is required to track the regions of interest. From the results derived above, it is 
evident that issues related to colour occlusion and illumination changes must be 
considered for motion skin segmentation and tracking. These will be discussed in 
Chapter 5.  
3.6. Motion Extraction with Optical Flow 
For qualitative analysis of different OF techniques, four different benchmark sequences 
[102, 103] were used as examples. These sequences highlight some of the intrinsic 
problems for dense motion estimation. This includes occlusions, deformations, lack of 
surface texture, fragmented motion and depth discontinuities. Three OF methods are used 
for visual comparison. This includes Horn and Schunck [5], Black and Anandan [4] and 
Lucas and Kanade [6] methods as described in Section 3.3.  For simplicity the dense 
motion is colour coded according to the provided colour map [102] in Figure 3.11.  
 
 
Figure 3.11. The colour map used to encode the direction and magnitude of each OF vector. 
 
Figures 3.12 (a) and (b) demonstrate the case where sharp depth discontinuities are 
present between different planar surfaces. Results indicate the difficulty of determining 
the exact motion boundaries. Figures 3.13, 3.14 and 3.15 contain occlusions which are 
indicated by black colour in the provided ground-truth colour map (Image (c)).  In all the 
techniques shown above, occluded regions are penalised by the available surrounding 
motions. Also, Figure 3.13 includes non-rigid deformations in the background, which are 
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compensated for by the surrounding pixels in global methods. However, no motion is 
recovered with the local method; this is also evident from the fragmented motion 
boundaries shown in Figures 3.14 and 3.15.  Furthermore, it is clear from the results that 
by using the methods by Horn and Schunck and Black and Anandan, these areas are over-
smoothened, whereas better precision is obtained by using the technique by Lucas and 
Kanade. As demonstrated, the local method, such as the one proposed by Lucas and 
Kanade, preserved the detailed motion along the object boundaries with better precision 
than global methods. However, the former achieved a better accuracy for texture-less 
surfaces. This is mainly due to the global energy minimisation approach used.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.12. (a) and (b) show an example sequence used for OF estimation. This sequence 
contains sharp depth discontinuities between different planar surfaces. (c) Shows the 
ground-truth motion obtained by in situ fluoresce imaging
10
. The colour coded motion is 
derived according to the colour map provided in Figure 3.11 image. (d), (e) and (f) illustrate 
the OF results with the Horn and Schunck  [5], Lucas and Kanade [6] and Black and 
Anandan [4] methods, respectively. As it can be seen with the Horn and Shunk method, the 
edges are over smoothed whereas with the Lucas and Kanade method detailed motion 
boundaries are better preserved, however motion field is less coherent around planar 
surfaces and uniform regions. In the Black and Anandan method, a compromise has been 
made due to the use of over-relaxation and global energy minimisation.   
                                                 
10
 These data were obtained from Middlebury benchmark [102] "Middlebury optical flow 
datasets  http://vision.middlebury.edu/flow/," 2007. 
(a) (b) (c) 
 
(d) (e) (f) 
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Figure 3.13. (a) and (b) show an example sequence used for OF estimation. This sequence 
includes self-occlusion in the background due to non-rigid object deformation. (c) Shows the 
ground-truth motion and occluded pixels are provided in black colour. The colour coded 
motion is derived according to the colour map provided in Figure 3.11 image. (d), (e) and (f) 
illustrate the OF results with the Horn and Schunck  [5], Lucas Kanade [6] and Black and 
Anandan [4] methods respectively. As it can be seen with the Horn and Shunk method, the 
edges are over smoothed whereas with the Lucas and Kanade method detailed motion 
boundaries are better preserved, however motion field is less coherent around planar 
surfaces and uniform regions. In the Black and Anandan technique, a compromise has been 
made due to the use of over-relaxation and global energy minimisation.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (b) (c) 
 
(d) (e) (f) 
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Figure 3.14. (a) and (b) show an example sequence used for OF estimation. This sequence 
includes self occlusion due to rotation of the foreground object. Also it contains fragmented 
motions due to static background and movement of flower petals. (c) Shows the ground-truth 
motion and occluded pixels are provided in black colour. The colour coded motion is derived 
according to the colour map provided in Figure 3.11. Images (d), (e) and (f) illustrate the OF 
results with the Horn and Schunck [5], Lucas Kanade [6] and Black and Anandan [4] 
methods respectively. As it can be seen with the Horn and Shunk method the object 
boundaries are over smoothed whereas with the Lucas and Kanade method detailed motion 
boundaries are better preserved, however motion field is less coherent around planar 
surfaces and uniform regions. In the Black and Anandan technique, a compromise has been 
made due to the use of over-relaxation and global energy minimisation.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(d) (e)   (f) 
 
(a) (b) (c) 
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Figure 3.15. (a) and (b) shows an example sequence used for OF estimation. This sequence 
includes self occlusion due to overlapping foreground-background objects. Also it contains 
fragmented motions due to small apertures in wooden cross in the background. (c) Shows the 
ground-truth motion and occluded pixels are provided in black colour. The colour coded 
motion is derived according to the colour map provided in Figure 3.11. Images (d), (e) and (f) 
illustrate the OF results with the Horn and Schunck  [5], Lucas Kanade [6] and Black and 
Anandan [4] methods respectively. As it can be seen with the Horn and Shunk method the 
object boundaries are over smoothed whereas with the Lucas and Kanade method detailed 
motion boundaries are better preserved, however motion field is less coherent around planer 
surfaces and uniform regions. In the Black and Anandan method, a compromise has been 
made due to the use of over-relaxation and global energy minimisation.   
 
For quantitative analysis, average error comparison [103] is used on different sequences. 
The results based on [102] contain different methods and their performance analyses are 
summarised in Table 3.1. They are sorted in descending order according to average 
performance over all sequences. Therefore, the Complementary OF method [1] achieves 
the best overall results when compared to other techniques.  
 
 
(a) (b) (c) 
 
(d) (e)   (f) 
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Table 3.1. Quantitative comparison of different OF methods. This table is summarised 
version of Middlebury data [102].  
 
In order to examine the above OF techniques for human motion analysis, scenes 
containing dynamic human movements have been captured as shown in Figures 3.16, 
3.17, 3.18 and 3.19. For this part of the experiment, we have used the method by Black 
and Anandan due to its relative performance advantage as demonstrated in the previous 
section. Figures 3.16 and 3.17 show simple examples where a single person is walking 
towards the left and right directions respectively. Figures 3.18 and 3.19 show a difficult 
situation where multiple people are moving in the environment. It can be seen from the 
results that some of the motion boundaries are inaccurate and outliers are present due to 
varying illumination and depth discontinuities. This is most evident in Figure 3.19 (b). In 
this case, inter-illumination is constantly changing due to people moving around in a 
relatively crowded environment. This is a significant problem in dealing with robot 
navigation in such crowded scenes where inter-illumination can change quite 
dramatically.   
 
 
COMPARISON BETWEEN DIFFERENT OF TECHNIQUES BASED ON THE ABSOLUTE ERROR MEASUREMENT  
OF Technique Army Mequon Schefflera Wooden Wooden Urban Yosemite 
COF [1] 4.44 2.51 3.93 3.87 3.17 4.64 2.17 
Adaptive [2] 3.29 3.10 6.58 3.14 3.67 3.32 2.76 
DPOF  5.12 3.07 3.09 3.42 3.55 4.69 3.59 
SV 3.73 3.02 5.36 3.67 3.81 4.48 2.11 
TV-L1 3.36 2.82 6.50 3.80 3.34 5.97 3.57 
OB 4.42 3.86 5.00 4.45 3.84 3.75 2.19 
Ran 4.13 3.39 7.26 4.40 3.43 5.41 2.92 
MMRF 4.50 2.52 3.09 4.46 3.51 6.08 5.25 
Brox  4.44 3.72 4.97 4.58 3.79 3.91 2.22 
Black [4] 6.81 8.77 13.00 8.29 4.18 6.19 3.63 
Horn [5] 8.01 9.13 14.2 12.4 4.64 8.21 4.01 
LK [6] 13.9 24.1 20.9 22.2 18.7 21.2 6.41 
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Figure 3.16. (a) Image sequence showing the case where a single person is walking towards 
right. (b) Shows colour coded motion field based on the Black and Anandan [4] OF 
implementation and colour code map is provided in Figure 3.11.  
 
 
 
 
 
 
 
        
 
 
 
 
 
 
 
Figure 3.17. (a) Image sequence showing the case where a single person is walking towards 
left. (b) Shows colour coded motion field based on the Black and Anandan [4] OF 
implementation and colour code map is provided in Figure 3.11.  
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Figure 3.8.  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.18. (a) An example sequence showing multiple people moving in an office 
environment. (b) Shows colour coded dense flow information based on the Black and 
Anandan [4] OF implementation.   As it can be seen in (b), there are some outliers mainly 
due to depth discontinuities, illumination changes and fragmented motions.  
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1 2 3 
 
1 2 3 
 
4 5 6 
 (b)  
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Figure 3.19. (a) An example sequence showing multiple people moving in an office 
environment. (b) Shows colour coded dense flow information based on the Black and 
Anandan [4] OF implementation. As it can be seen in (b), there are some outliers mainly due 
to depth discontinuities, illumination changes and fragmented motions. This resulted in 
incorrect OF solutions. This is more evident in b(2) and b(4) images, where the shadow effect 
and illumination changes on the ceiling produce outliers.   
 
From the results derived above, it is evident that the following issues must be considered 
for motion segmentation and navigation including sudden illumination changes in 
crowded environments, fragmented motion boundaries, sharp depth discontinuities 
1 2 3 
 
4 5 6 
 (a)  
 
1 2 3 
 
4 5 6 
 (b)  
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between humans and objects in the environment and motion estimation at texture-less 
surfaces. These problems can potentially be addressed by the motion restoration scheme, 
which is discussed further in Chapter 5.   
3.7. Conclusions  
In this chapter, some of the common computer vision techniques for extracting low and 
intermediate-level features are presented. Different skin colour segmentation approaches 
are discussed as an initial low-level feature extraction method suitable for defining 
regions of interests. These methods mainly consist of explicitly defined regions, 
parametric and non-parametric models. As it has been shown, relying solely on skin 
segmentation for tracking hand and face regions are inadequate.  This mainly occurs due 
to colour occlusion by skin coloured objects in the environment. In this chapter, we have 
also examined different dense motion estimation techniques. These techniques have been 
divided into local and global approaches. Deriving from the achieved results, motion 
estimation suffers from illumination changes, fragmented motions, sharp depth 
discontinuities and texture-less surfaces.  
 
From the initial results shown in this chapter, it is evident that the use of low or 
intermediate-level features on their own would not lead to sufficiently accurate results for 
motion tracking and gesture recognition. Higher level reasoning must be used to derive 
consistent outcomes suitable for establishing affective HRI. Furthermore, a combination 
of these techniques will be used in conjunction with high-level reasoning in Chapters 4-7 
for human activity recognition.  
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Chapter 4  
  
Integrating Multiple Visual 
Cues for Human Activity 
Recognition  
 
 
4.1. Introduction 
In the previous chapter, we have demonstrated several low-level segmentation techniques 
for human detection. The preliminary results derived have highlighted the need for 
integrating high-level information and integration of multiple visual cues. High-level 
reasoning is an essential part of practical vision systems, which is generally based on 
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supervised, unsupervised or semi-supervised leaning techniques [104, 105]. In supervised 
learning, prior knowledge or training data is normally assigned by an expert, based on 
desired outputs. The derived model is then used to evaluate or classify new observations. 
Prior knowledge normally includes simplified/abstracted data for model representation. 
So the ultimate aim is to derive a model that maximises the classification accuracy. In 
unsupervised leaning, on the other hand, no data label is provided. In this process, data is 
clustered based on the extracted patterns. For example, Principal Component Analyses 
(PCA), Self-organising Neuronet, Independent Component Analyses (ICA) [106], 
Expectation Maximisation (EM) [107] and many other regression techniques [106, 108] 
are commonly used for unsupervised learning. In semi-supervised leaning, a small 
amount of data annotation is provided. This is then used to classify unlabeled data and 
adjust the learned model. This is often referred to as reinforcement or online learning in 
the literature [104, 105]. Statistical reasoning is an important part of machine learning. In 
this process, the gathered evidence is combined to create a model that is suitable for high 
level reasoning. Probabilistic reasoning is advantageous in many ways:  
 
 It can provide coherent casting of the real world data into a graphical model 
representation; 
 
 It is based on a mathematically sound structure and can handle uncertainty 
during the decision making process; 
 
 It can provide likelihood comparison between different outcomes due to its 
probabilistic nature;  
 
 The reasoning process is based on fusion of multiple variables, and therefore  
partial data loss can be compensated for; 
 
 The method has relatively low computational complexity with respect to 
other non-probabilistic methods in learning and recognition.  
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Statistical reasoning can be conducted in supervised, unsupervised or semi-supervised 
fashion depending on practical requirements. It is therefore prudent to make decisions on 
the derived low and intermediate-level features in terms of how this information is to be 
further abstracted and fused together. In this chapter, a general Bayesian framework will 
be explained. Figure 4.1 outlines the inter-relationship between different levels of 
processing for integrating multiple visual cues for human activity recognition to be 
discussed in this chapter. A Bayesian motion clustering method based on high level 
reasoning is also presented. This is to localise moving persons in the scene based on the 
extracted dense motion data as detailed in Chapter 3.  
 
 
 
 
 
 
 
 
 
 
Figure 4.1. Diagrammatic overview of incorporating high-level reasoning with low and mid-
level features for this chapter. High level reasoning tasks are mainly performed by a 
supervised Bayesian framework. In this framework, the derived dense motion field is used to 
segment the dynamic people on a mobile robot platform.  
4.2. Bayesian Networks 
The Bayesian theorem was first coined by Thomas Bayes in the 18
th
 century. Later, Pierre 
Simon Laplace (1749-1829) further generalised the idea [109]. The Bayesian theorem 
provides the probabilistic relation between an evidence X and a hypothesis Y formulated 
as follows:  
 
(4.1) 
 
where ( | )PY X  is the posterior probability of the hypothesis given the evidence, whereas 
( )P Y  indicates the prior probability. Similarly, ( )P X  is a prior evidence probability or 
often indicated as normalisation factor, 1/ , for simplicity. ( | )P X Y  is the probability 
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of evidence given the hypothesis or called the evidence likelihood. In practice, priors can 
be determined either objectively or subjectively. For instance, prior information can be 
measured from the ratio of observed data over all other possibilities. For many cases, it is 
often not to obtain priors objectively. In these cases, expert opinion can be used instead. 
Since the introduction of Bayes theory, there has been much debate about the relative 
advantages of using objective or subjective measures, and both are extensively used for 
practical applications  [110].  
 
A Bayesian Network (BN) is a probabilistic framework based on the Bayesian theorem 
which draws on casual and explicit relationships by directed edges between variables. In 
fact, a BN is a graphical interpretation of Directed Acyclic Graphs (DAGs). The concept 
of inferencing based on DAGs was first established by American geneticist Swall Green 
Wright in 1921, however its theoretical development was further enhanced in the 1970s 
[109, 111]. The mathematical foundation along with bidirectional inferencing 
capabilities, namely semantic (top-down) and perceptual (bottom-up) inferencing, have 
made BN a popular technique for a diverse range of applications. Using BN is 
advantageous in that it encodes a coherent representation of real world variables in a 
directed manner. Direction of edges provides the actual dependency rather than flow of 
information used in neural networks and other ad-hoc reasoning systems [112, 113]. 
Another advantage of the technique is that reasoning can be accomplished on any node by 
propagating the information from other nodes. As will be discussed later, other 
advantages include the fact that reasoning or training the network can be conducted 
without presentation of all variables. This is essential in many applications as not all data 
may be available. The last and most important benefit is that the technique provides 
probabilistic outcomes rather than deterministic decisions.  
4.2.1. Bayesian Network Structure 
Determining the structure of a BN is an essential task for performing bidirectional 
inference. There are many objective and subjective ways of determining the BN structure. 
In subjective methods, expert opinion is used to form logical relationships between 
 86 
different variables. This method is effective in many ways, however obtaining accurate 
BN structure is a difficult task as the network variables increase. Therefore, objective 
methods can be employed, so that the network structure can be directly determined from 
the intrinsic causality of the data. In practice, incomplete data due to faulty sensory input 
can happen. In this case, a number of strategies can be adopted. A simple method would 
be to use the average of other available readings to replace the missing data. 
Alternatively, a more efficient strategy such as the Monte-Carlo method can be used. 
With this method, Gibbs sampling is used to approximate the missing values [111, 114]. 
There are also other methods to estimate missing values which can be found in [115-117].  
4.2.1.1. Naive Bayesian Network  
Naive Bayesian is the simplest form of the Bayesian Network structure. In this structure, 
all dependency between child nodes is discarded and all child nodes are connected to a 
parent node. The graphical representation of a Naive BN is shown in Figure 4.2. 
 
 
 
  
 
 
 
 
   
Figure 4.2. Graphical representation of a Naive Bayesian Structure 
 
 
By extending Equation 4.1, Bayesian inference can be formulated as follows:  
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where 
1 2 3
( | , , ,..., )
i
PY X X X X  is the posterior probability of hypothesis Y from all 
evidence provided. Despite the strong independency assumption between variables and its 
simplistic inference structure, Naive BN performs well in many practical applications.  
4.2.1.2. Network Structure Based on Scoring  
Scoring scheme is a popular method to determine the network structure of a BN. The aim 
is to find the best BN model that represents the data. The simplest form of determining 
the data structure is to calculate the dependency of variables based on given data. 
Suppose the following data is available for evidences X1 and X2.  
 
Table 4.1. An example data sequence showing the relationship between X1 and X2. Each 
evidence has two states indicated by 1 and 2.  
 
Let‟s assume two possible network structures between X1 and X2. Based on the data 
provided in Table 4.1, their dependency can be described as follows:  
 
 1( ) 0.66 0.34P X                       
     
        2( ) 0.45 0.55P X          
 
 
 
 
 
 
2
0.34 0.34
( )
0.12 0.22
P X
         
 
 
Figure 4.3. (a) A simple BN structure where X1 and X2 variables are independent whereas (b) 
show structure where variable A and B are dependent.  
 
In order to estimate the accuracy of the structure, S, provided data, D, the joint probability 
can be used:  
X1 2 1 1 2 1 1 2 1 1 
X2 1 1 2 2 1 2 2 1 2 
 1( ) 0.66 0.34P X 
(a) 
(b) 
X1 X2 
X1 X2 
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(4.3) 
 
 
where ( | )P D S , provides the accuracy of network structure given the data. According to 
Figure 4.3 (a) and Equation 4.3, structure accuracy can be calculated as:  
 
 (4.4) 
 
 
If the dependency between X1 and X2 is assumed as in Figure 4.3 (b), the structure 
accuracy can be calculated as follows:  
 
 (4.5) 
 
 
By comparing the accuracy value of each Bayesian structure, it can be concluded that the 
first structure suits the data better. From this simple calculation, it is evident that as the 
training data increases, multiplication to obtain model accuracy tends to be very small 
numbers. Therefore, logarithm is commonly used to keep the values in range, i.e.  
 
(4.6) 
 
It is also common that dependency between variables can create a bias. Therefore, a 
penalising term is used to ensure a compact model with the highest possible structure 
accuracy, where the model size is measured by:  
 
(4.7) 
 
where N is total amount of data used to construct the BN and S is the number of variables 
used in the structure. Finally, after combining the accuracy and size measures, the 
Shawarz Bayesian Information Criterion (BIC) [118] can be obtained for model selection:  
 
 
    (4.8) 
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With this method, a combination of structure size and accuracy is used to provide 
different scoring to different structures. The structure with the highest score is selected as 
the model to represent the intrinsic causality of the data.   
 
In practice, a number of other scoring schemes can be used. They include Information 
Theoretic Criterion (AIC) [119] and Kutato method (K2) [117]. For the latter, entropy is 
used to score different structures and heuristic greedy search is used to find the best score. 
The other method is called the Bayesian Dirichlet Equivalent (Bde) scoring method [114]. 
With this technique, each variable‟s conditional probability in BN is assessed based on 
Dirichlet distribution. Other techniques includes GU score scheme and Minimal 
Descriptive Length (MDL) [120, 121], which is equivalent to negate BIC scoring value 
described earlier. 
4.2.1.3. Hidden Node Insertion 
Although conditional independence for unconnected nodes is a common assumption for 
Bayesian network estimation, this is not true for many networks due to intrinsic data 
dependency between different nodes. It can lead to a loss of data in the final models, and 
thus jeopardises the accuracy of probabilistic reasoning. In order to cast the data 
coherently in the resulting Bayesian network, the use of an auxiliary node, or so called 
„Hidden Node”, is advantageous [122]. An example of hidden node insertion is 
demonstrated in Figure 4.4. During training, it is often for the child nodes to be 
dependent, while at the same time that they are directly descending from the parent node. 
This creates an invalid loop for training and inference procedures. One solution is to use 
naive BN by ignoring the dependency between child nodes. However, this loses the 
information as described above. In this case, the insertion of a hidden node can be used to 
resolve intra data dependency between child nodes.  
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Figure 4.4. An example of hidden node insertion for a BN. This shows how dependent 
evidence nodes can be substituted by inserting the hidden node. This improves the final 
model where hidden node preserves the data dependency between child nodes.  
 
Thus far, there are two methods for inserting hidden nodes to the Bayesian structure. The 
first is to insert it manually. However, this is subjective and may not reflect the true 
causality between variables. The second method is to calculate the dependency based on 
measured correlation between different variables. For this purpose, Pearson‟s coefficient 
[123] can be used to measure the data dependency between different pairs:  
 
    (4.9) 
 
where 
1 2
( , )Cov X X represents covariance:  
 
    (4.10) 
 
and X is variance:  
 
    (4.11) 
 
for n data points. After inserting the hidden node in the Bayesian structure, it is necessary 
to estimate its associated parameters. Since there is no data available to directly estimate 
the hidden node parameters, this needs to be estimated according to the available data in 
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the network. Pearl [122] proposed using star-structure to resolve the data dependency 
issue by adding a hidden node. However, no systematic approach has been introduced for 
discrete hidden node estimation. Kowh and Gillies [123] proposed discrete hidden node 
estimation for a Bayesian network. In their method, data propagation from different nodes 
is used to minimise the error between true and estimated values: 
      
(4.12) 
 
In this process, the hidden node is estimated by using propagation through different 
nodes. The method is motivated by the Boltzmann machine learning technique [124] and 
the Expectation-Maximization (EM) method [107, 123]. First, conditional dependency 
between the hidden node and the parent and child nodes are used. This requires the 
estimation of the lower and upper link matrices connecting the hidden nodes. For gesture 
recognition, there is usually a strong correlation between the extracted hand size and face.  
According to Pearson‟s correlation described above, a hidden node can therefore be 
inserted as shown in Figure. 4.5. Gradient descent can be used for minimising the error in 
an iterative manner to obtain the conditional probability matrices. 
 
 
 
 
 
 
 
      (a)                                                               (b)        
 
Figure 4.5. (a) Illustrates a simple connected structure and their conditional dependencies 
between tree nodes. (b) Shows incorporated hidden node in structure (a) and changes in 
conditional dependency between different variables.  
 
To obtain the upper link matrices, P(H|Y) , gradient decent can be formulated as:  
 
    (4.13) 
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where   is the step size used to control the convergence speed. Normally,   is set to a 
small value to ensure that the solution converges to a correct value. By using the chain 
rule, this expression can be extended further:  
 
    (4.14) 
 
Then, each term can be estimated by [30]. For lower link matrices, connecting the hidden 
node to child nodes, for instance P( |H)  in the network as depicted Figure. 4.5 (b), 
gradient decent can be formulated as:  
 
    (4.15) 
 
Similarly, error gradient can be written as follows:  
 
 
    (4.16) 
 
where each component can be obtained by all prior knowledge and the derived link 
matrices [123]. After achieving upper and lower link matrices, normal inferencing can be 
applied to estimate the desired outcomes. 
4.2.2. Inference  
After obtaining the network structure, the objective is to evaluate the probability of target 
nodes. This process requires the propagation of the belief network in different directions 
based on the target node position in the structure. This is normally conducted by a 
message passing mechanism between evidence and hypothesis nodes in forward, 
backward or mixed directions. Inference processors can be exact if all hypothesis and 
evidence are enumerated towards the target node. However, due to possible loops in the 
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BN structures, obtaining exact inference is not always feasible. This is because 
termination is not guarantied during instantiation The solution is mainly to approximate 
the inference by simplifying or parallelising the network [125]. One approach is to 
remove the dependencies between variables which create loops in the network. With this 
method, however, the casual relationships between variables are discarded, impacting the 
inference procedure. Hidden node insertion, described in the previous section is another 
alternative. The joint tree technique is also a widely used method in this regard. In this 
method, a different Clique is devised to simplify a multi-connected network. Further 
techniques for approximate inference can be found in [111, 122].  
4.3. Motion Segmentation for Dynamic People Detection  
In Chapter 3, different motion estimation schemes have been elaborated. Now, the aim 
here is to segment dynamic objects. P. Smith et al  [126] has used tracked edge features 
and BN to separate the foreground and background information. In their method, if 
multiple foreground motions are present, further analyses are required to segment 
foreground motion layers. J.Wang et al [127] has presented affine motion segmentation to 
extract different motion layers. In their method, outliers are compensated by gathered 
information from multiple frames.  Other examples for motion segmentation can be found 
in [128, 129]. In our approach, the Bayesian framework is used for motion segmentation 
and people detection. The focus here is to perceive the human dynamics in the 
environment first by detecting and separating moving people in the environment. For this 
purpose, both motion direction (orientation) and magnitude are considered as follows:  
  
        (4.17) 
 
Subsequently, the histogram of motion orientation is constructed. This specifies the 
number of dominant global motion orientation in the scene. After obtaining the 
histogram, absolute orientation deviation with respect to dominant orientations, OD for 
every vector i can be obtained as follows:  
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         (4.18) 
 
The next stage is to estimate the magnitude of each motion vector:  
 
          (4.19) 
 
After obtaining the vector magnitudes, the deviation around adjacent pixels is extracted as 
follows:  
 
        (4.20) 
 
where Mc corresponds to magnitude at central location and where n is total number of 
surrounding pixels in 5x5 window. This can determine the local motion coherency. 
Essentially, this information can be fused in a single BN as illustrated in Figure 4.6. 
 
 
 
 
 
 
 
Figure 4.6. A Naive BN structure used for motion segmentation classifier. In this approach, 
magnitude and orientation deviations with respect to available dominant motion are 
gathered. Subsequently, this is used to obtain a probability estimate of each OF vector with 
respect to available dominant motion at each instance.  
 
In effect, the task is to calculate the probability of orientation deviation with respect to the 
present global motion and magnitude deviation locally to evaluate which motion each 
vector belongs to. For this purpose, it is essential to train the BN first. In this task, both 
positive and negative samples are acquired. As illustrated in Figure 4.7, about 140000 
positive samples along with 250000 negative samples were gathered. This has been 
obtained by manual segmentation of dynamic people in the environment. This data 
contains fast as well as slow motions to incorporate most of the possible combinations. 
Subsequently, negative and positive training data has been used to obtain the proposed 
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network parameters suitable for motion segmentation. In order to offset the effect of 
unequal numbers of positive and negative sample data into the final model, prior 
probability for each is set to 0.5.  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. Illustrates positive and negative samples used for motion segmentation shown in 
green and red, respectively. This consists of two variables. The first variable is the absolute 
orientation deviation between dominant motion orientation and each individual OF vector in 
the extracted motion field as illustrated in (a1) and (b1). The second variable consists of 
absolute magnitude deviation of each vector with respect to adjacent pixels. This has been 
illustrated in (a2) and (b2).  
 
 
 
 
 
 
 
(a1) (a2) 
(b1) (b2) 
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Figure 4.8. Example results for the proposed Bayesian motion segmentation technique. (a) 
Shows an image where the motion field has been extracted from. (b) Depicts colour coded 
motion flow filed according to the provided colour table in Chapter 3. It can be seen that the 
person in the middle of the image is walking towards the left. (c) Shows the orientation 
histogram based on the estimated flow field. (d) Illustrates the extracted dominant motion 
according to the motion histogram in (c). (e) Shows the probability map of segmented motion 
according to the proposed Bayesian framework in Figure 4.6. (f) Shows the corresponding 
motion tracking result indicated with a red box.  
(a) (b) 
(c) (d) 
(e) (f) 
 97 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. Example results for the proposed Bayesian motion segmentation technique. (a) 
Shows an image where the motion field has been extracted. (b) Depicts colour coded motion 
flow filed according to the provided colour table in Chapter 3. It can be seen that, the person 
in the middle of the image is walking towards the right. (c) Shows the orientation histogram 
based on the estimated flow field. (d) Illustrates extracted dominant motion according to the 
motion histogram in (c). (e) Shows the probability map of segmented motion according to the 
proposed Bayesian framework in Figure 4.6. (f) Shows the corresponding motion tracking 
result indicated with a red box.  
(a) (b) 
(c) (d) 
(e) (f) 
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(a) (b) (c) (d) 
 
(e)  (f) (g) 
 Figure 4.10. Example results for the proposed Bayesian motion segmentation technique when applied for multiple people in the 
environment. (a) Shows the image where the motion field has been extracted. (b) Depicts colour coded motion flow field according to the 
provided colour map in Chapter 3. It can be seen that, the people are walking towards the left and right directions. (c) Shows the 
orientation histogram based on the estimated flow field. (d) Illustrates the extracted dominant motion according to the computed 
histogram in (c). Images (e) and (f) show the probability maps of segmented motion according to the proposed Bayesian framework in 
Figure 4.6. (g) Shows the successful segmentation of dynamic people in the environment indicated with red and green boxes. Each colour 
demonstrates different class associated with the extracted dominant motions in (d). The people on the far left side are connected as a 
result of having similar motion. This can be resolved by incorporating more cues, such as depth information to separate them.  
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Figure 4.11. Example results for the proposed Bayesian motion segmentation technique 
when applied for multiple people in the environment. It can be seen that, images b (1, 2) 
produce inaccurate results due to incorrect motion estimation demonstrated in a (1, 2) 
images. This is mainly caused by rapid illumination changes from moving people in the 
environment.  
 
In the evaluation phase, three instances from the sequences in Chapter 3 (Figure 3.16, 
3.17, 3.18 and 3.19) were evaluated. This has been illustrated in Figures 4.8, 4.9, 4.10, 
and 4.11, respectively. In Figures 4.8 and 4.9 a single person walking towards left and 
right is demonstrated whereas Figures 4.10 and 4.11 illustrate a more complex situation 
with multiple moving people present. In the first phase, OF is extracted as indicated in 
Figures 4.8, 4.9 and 4.10 (b). In the next stage, the histogram of motion direction is 
constructed to evaluate the available motion at each instance as illustrated in Figures 4.8, 
4.9 and 4.10 (c). The dominant orientations are determined by simple search as depicted 
in Figures 4.8, 4.9 and 4.10 (d). It is not surprising to see that in the case of a single 
moving person, there is only one dominant motion orientation whereas for multiple 
people moving concurrently, multiple peaks are formed. After determining the total 
number of available clusters (dominant motions), every vector in the motion field is 
determined according to the trained BN as illustrated in Figure 4.6. As a result, the 
probability distribution graphs are created based on the number of available clusters. This 
1 2 3 
 (a) 
 
 
 
1 2 3 
 (b) 
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has been depicted in Figures 4.8 and 4.9 (e) and 4.10 (e) and (f). Finally, connected 
component labelling is performed to each cluster as shown in Figures 4.8 and 4.9 (f) and 
4.10 (g). For Figures 4.10 (e) and (f), the maximum probability is measured and 
appropriate motion label is assigned.  
 
One of the challenges of determining moving humans is to overcome motion occlusions. 
If two or more people are moving in the same direction and partially occlude each other, 
the motion separation is difficult. This is illustrated in Figure 4.10 (b), where two people 
in the far left are connected with each other. One possible solution is to use depth 
resolved data such as those based on stereo vision or Time-of-Flight (TOF) cameras. By 
extracting the depth information for every pixel, 3D depth discontinuity can be added as a 
cue to the proposed BN in Figure 4.6. The other possibility is to incorporate colour 
information to separate different persons. However, this is ineffective if occluding people 
are in the same colour. Of course, intrinsic errors in OF estimation can also have a 
significant impact on the segmentation results. An example has been illustrated in Figure 
4.11, where shadow and illumination change affect the segmentation results.  
 
So far, for the results presented here, global motion has not been taken into account. It is 
assumed that the robot is stationary, so motion vectors with zero magnitude are assumed 
to be part of the background and, subsequently, removed. However, in mobile robot 
navigation, the background is dynamic and required to be removed. For this procedure, a 
USB camera (Videology CMOS  20K14XY USB 2) mounted on the Peoplebot [34] robot 
linked to a 2.4 GHz Core
TM
 2 Due  laptop was used. This has been illustrated in Figure 
4.12. In the current framework, the camera frame rate is set to 30Hz and robot 
translational and rotational speeds are fixed to 100mm/s and 15 
o
/s, respectively.  
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Figure 4.12. A mobile robot platform used for dynamic motion segmentation. A laptop is 
mounted on the robot along with a USB camera for motion capture.  
 
In order to extract global motion, the assumption is based on the idea that the majority of 
estimated motions correspond to global motion. Therefore, in this process, after 
estimating the dense motion field, the most dominant orientation bin is extracted as a 
global robot motion. Subsequently, the proposed BN in Figure 4.6 is used to extract 
motions similar to the most dominant motion. After obtaining the motions regions, Least 
Square (LS) estimate is used to calculate the robot global motion which is subtracted 
from the whole motion field. In order to compensate for small variations, a threshold 
within 10% of the global motion magnitude has been applied. After removing global 
motion, the same procedures as before are used to segment the remaining dynamic 
regions. This process is demonstrated with an example in Figure 4.13. In this sequence, 
the robot moves in the forward direction and two people are moving in opposite 
directions. The global motion is subtracted first and then local regions are successfully 
segmented. More examples, from the same sequence, are demonstrated in Figure 4.14. In 
this figure, the extracted flow field is demonstrated in (a), where after global motion 
subtraction the remaining dynamic motions are illustrated in (b). Subsequently, extracted 
dynamic regions are bounded in different boxes indicated in red and green colours as 
shown in (c). As it has been mentioned earlier, in this example, the assumption is based 
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on the fact that the majority of motions in the scene belong to a dynamic environment. 
Therefore, in a crowded environment, if a majority of motions are assigned to dynamic 
people, incorporating extra cues are required. One potential cue is robot odometry, where 
the robot‟s velocity can be used to approximate global motion. Another potential cue is to 
extract the environment region by differentiating humans by a shape detection algorithm. 
With a few samples from the environment, global motion can be estimated.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.13. Shows an example of a global-local motion separation process on the mobile 
robotic platform. In this sequence, the robot moves in the forward direction and two people 
are moving in opposite directions. In the first step, dense motion is estimated, where it has 
been used to create the histogram of orientation. Subsequently, the most dominant 
orientation is extracted. By using the proposed BN presented in Figure 4.6, motion belonging 
to global motion is extracted first. In order to decouple the local motion, global motion is 
estimated and subtracted from the dense motion field. Finally, to segment out local motions, 
Bayesian Motion segmentation is used based on the dominant orientations of remaining 
motions. The dynamic regions are bounded in red and green boxes, respectively, in the last 
image.  
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Figure 4.14. Illustrates the results for the proposed motion segmentation technique on mobile robot. In this sequence, the robot is moving 
forward, while two people are moving in opposite directions. (a) Shows the extracted OF fields which are colour coded. (b) Shows the OF 
field after global motion has been removed. (c) Shows the segmentation results where two people are segmented correctly. In the last 
image of this sequence, the shadow projection of the person on the right hand side effects the results. This is because the OF on shadow 
regions are extracted as well.  
 
(a) 
(b) 
(c) 
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4.4. Conclusions  
In this chapter, different probabilistic approaches for supervised learning have been 
introduced. In the first section, the Bayesian concept and network learning was 
elaborated. Some score schemes for generic network structure design and its 
mathematical derivation were discussed. In addition, a simple example of inference was 
developed for motion segmentation. Motion field was estimated according to the global 
optimisation method explained earlier in Chapter 3. Subsequently, a BN consisting of 
two variables (orientation and magnitude deviation) was used to create a Bayesian motion 
classifier. One of the potential limitations with current systems is the segmenting of 
people moving in the robot‟s direction. This issue can be further addressed by 
incorporating extra sensor modalities such as stereo cameras, where depth information 
can be used to achieve finer local/global motions separation. Further applications of BN 
in the proposed human guided navigation framework will be discussed in Chapters 6 and 
7. Also in this chapter, hidden node insertion has been examined. As it will be shown in 
Chapter 6, incorporating the hidden node preserves the sophisticated hidden parameters 
between different variables. Ultimately, this enables better posterior estimation in 
inference procedure. Essentially, low and mid-level features provided in Chapter 3 are 
combined with a strong probabilistic framework in this chapter for more effective 
decision making. Furthermore, an extension of current BN for semi-supervised learning is 
discussed in Chapter 7.  
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Chapter 5  
  
Dynamic Hand Gesture 
Recognition  
 
 
5.1. Introduction   
For assistive robots, Human Robot Interaction (HRI) is the primary means of establishing 
natural and affective communication between human and robots. HRI enables a robot to 
act in ways that are similar to humans working in collaboration [130]. In this regard, 
vision based human robot interaction is a major component of HRI, with which visual 
information is used to interpret how human interaction takes place [3]. Example tasks of 
vision based HRI include recognising pre-trained static or dynamic gestures in image 
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sequences [131-134]. Gesture recognition is a well studied topic in computer vision. A 
key aspect of gesture recognition is to create a structure that can distinguish pre-defined 
human gestures and apply them to convey information or to control devices.  
 
In practice, the definition for gesture is vague due to its variability and diversity. This has 
caused many researchers in gesture recognition to define their own gesture vocabulary for 
their own applications. In daily life, we use gestures all the time to augment other means 
of communication, for example, pointing is used as a way of directing attentions to 
certain objects, and waving is used to seek response from others. It is also important to 
note that gesturing is an element of the language generation process and does not simply 
augment spoken language. From a biological perspective, a gesture which contains 
spoken word is referred to as gesticulation and gestures that are independent of speech 
are regarded as autonomous.  
 
For autonomous gesture recognition, many systems rely on identifying accumulated 
movements over time to seek where meaningful (or intrinsic) information is encoded. For 
this purpose, localising different key parts of the human body such as face and hands are 
beneficial. Confining segmentation and tracking to skin coloured objects is a common 
approach to gesture recognition. This simplifies the image content to silhouette regions 
that mainly include the face and hands [75-77]. Skin colour segmentation can be achieved 
by using explicitly defined skin regions [78], parametric [77, 79, 80] and nonparametric 
[76, 81] methods described in Chapter 3.  
 
After successful localisation of the human, motion information of the body can be 
integrated to evaluate human activity or specific gestures. Wang et al [134] used body 
pose estimation and hidden conditional random field to recognise different hand gestures. 
Caifeng Shan et al [135] used a combination of mean-shift and particle filter for hand 
tracking. In their approach, they used counter based histogram matching to perform 
gesture recognition for guiding a wheelchair. Loper et al [136] have used a Time-of-
Flight (TOF) camera to obtain depth information to extract static human gestures suitable 
for person-following robots. Holte et al [137] also used TOF cameras to detect dynamic 
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gestures, with which shape descriptors along with spherical harmonics have been 
combined to obtain a view invariant gesture recognition system. Mu˜noz-Salinas et al 
[138] used stereo vision and motion trajectory to perform continuous gesture recognition. 
In this method, they demonstrated that by using PCA and SVM, it was possible to 
achieve improved results.  
 
In general, there are three major problems with the existing techniques. Firstly, they 
assume the availability of large size silhouettes. This is a major hurdle for identifying 
Regions of Interests (ROI) suitable for gestures recognition, especially with wide-angle 
cameras. Secondly, most gesture classifiers rely on a relatively static and controlled 
environment in terms of lighting, which may not always be the case for real world 
applications. Finally, most systems do not handle motion and colour occlusions.  In a 
crowded scene, for example, the presence of multiple people, changing illumination and 
colour and motion occlusions as discussed in Chapters 3 and 4 need to be carefully 
addressed.  
 
The aim of this chapter is to present a robust scheme for hand gesture recognition suitable 
for HRI. There are three main steps in the gesture recognition process. The first step is to 
extract suitable regions where hand gestures are associated with. The second step is to 
have robust tracking of extracted regions. This is useful for the final step where motion 
trajectory analyses are required. In this step, Hidden Markov Models (HMMs) vocabulary 
is used to measure probability of gesture occurrence.  
 
In terms of motion extraction, there are two aspects where motion extraction is important. 
The first is that dynamic gestures are more natural and desirable for directing robots. The 
second is that if colour occlusion happens, motion information can be used to separate the 
occluding regions. This happens frequently when a person‟s hand occludes skin coloured 
objects in the environment. In addition, the outlier removal scheme is proposed to 
overcome inaccurate motion estimation due to outliers.  
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The main gestures considered in this study are used for directing the robot to move left, 
right, backward and forward. We also include waving (hello) and goodbye commands 
used to grab or release the robot‟s attention.  This chapter is mainly based on the work 
presented in [3]. 
5.2. Extracting Regions of Interest  
The aim in this section is to extract potential hand regions that are suitable for gesture 
recognition. There are three factors that are normally used for extracting hand regions. 
These include skin colour, hand motion and shape as described in Chapter 3. In this 
chapter, we have integrated the first two components, since hand shape does not convey 
reliable information in wide angle cameras. For the proposed method, skin segmentation 
provides skin-coloured objects which consist of faces and hands whereas motion 
segmentation prunes out the background objects that are mostly static. The remaining 
skin-coloured objects therefore mostly consist of hands and faces.   
5.2.1. Skin Segmentation  
In order to extract regions of interest for gesture recognition (in this case mainly skin 
coloured objects in the image), skin segmentation based on the parametric method is 
performed. This provides per pixel skin classification in the image space. By pruning out 
most of the background and extracting the connected regions, silhouettes suitable for 
gesture recognition are derived. To this end, a connected component labelling algorithm 
is employed. Connected labelling assigns different labels to connected skin-coloured 
regions in the image. However, obtaining skin coloured regions alone is not sufficient due 
to the possibility of other objects in similar colour. Motion tracking is used to further 
limit the labelling space [3].     
5.2.2. Motion Extraction  
In this study, the Optical Flow (OF) method by Black and Anandan [4] is used because of 
its accuracy and speed. To cater for depth discontinuity, illumination variation, induced 
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errors, affine motion estimation has been performed. In the proposed method, motion 
field is restored and the dominant affine motion is derived for each moving region.  
5.2.2.1. Affine Motion Segmentation 
Most affine motion segmentation techniques use LS error measurement to obtain 
dominant affine representation of each seed block [139, 140]. However, these methods 
are inadequate when the seed block contains multiple motions due to object boundaries or 
outliers because of inaccurate motion estimation [4]. Most existing techniques reject the 
outliers by measuring the average residual between dominant affine motion and the 
extracted motion in each seed block. This gives poor segmentation when noise or seed 
blocks are located at object boundaries. In this chapter, a robust Least Median Square 
Error, or LMedS [141] is used.  
 
Let‟s define each velocity vector by 6 domination affine parameters 0 5{ , , }a a    
in  i=0, 1, , n-1,n , n non-over lapping blocks as follows: 
 
(5.1) 
 
where u and v are velocity in the x and y directions, respectively. In order to calculate the 
affine parameter, LS can be applied to minimize the following to obtain affine parameters 
for each block R: 
 
 
(5.2) 
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(5.3) 
 
0 1 2
3 4 5
i i i
i i i
u a a x a y
v a a x a y
  
  
1
,
, ,
( ) T
x y
x y R x y R
AA A

 
   v
1 0 0 0
0 0 0 1
x y
A
x y
 
   
  
 110 
After affine parameter calculation, the distortion assignment to detect the coherent motion 
is:  
(5.4) 
 
where   reaches the minimum when the calculated dominant affine motion in each block 
matches with the real motion. However, this is not the case as motions are distorted. 
Normally during this procedure, seed blocks which contain multiple motions are 
discarded [3].  
5.2.2.2. LMedS Motion Restoration 
To restore the noisy motion distribution after affine motion segmentation so that it can be 
used reliably for gesture recognition, an outlier detection based on the formulations 
proposed by Rousseeuw and Leroy is used [141].  The base line LMedS implementation 
relies on Equations 5.2 and 5.4 as follows:  
 
 (5.5) 
 
where j

is the temporary affine parameters obtained by j trials and selecting p  number of 
parameters, where the p in this case is 6 according to Equation 5.1. Therefore, the 
minimum sample sets of six points are required to calculate the least square according to 
Equation 5.2. When o number of trials have been made, the minimum 
is 1 2{ , , , }M M M M

  . As discussed in [3, 141], the computation time of such a naive 
process can be high. The alternative approach is to take fewer samples but it would be 
required to contain correct measurements in order to obtain accurate estimation. In 
addition, when R is small, median based statistical inferences may converge to inaccurate 
solutions. For this reason median based computation is used to remove the data points 
that jeopardise the residual estimation. Subsequently, the LS approach can be employed 
to obtain robust estimations. In order to reject outliers during residual estimation, a 
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suitable threshold is essential. The initial threshold, a normalized absolute median 
deviation 0 , is obtained as follows:  
(5.6) 
    
where correlation factor 11.4826 1/(0.75 )   is to ensure 1/ (0.75)i imed z
 is consistent 
estimator of  when 
iz  is normally distributed as 
2(0, )N   .  In Equation 5.6, 
1 5/( ))R p   is the scale which is obtained empirically to compensate for the 
correlation factor when the number of sampling is small. 
  
(5.7) 
 
 
The initial weight factor, Rw , is obtained by uniform residual factor,
0/ir  , for each 
pixel. The Final normalised median deviation is obtained by the initial weight estimate in 
Equation 5.5. 
 
(5.8) 
 
This weighting factor is obtained by substituting 

 estimation from Equation 5.8 to 0  in 
Equation 5.7. The robust LS approach, along with the weighting factor, is used to 
calculate the affine parameters after robust outlier detection [3].  
5.3. Object Tracking and Update  
In robotic navigation, tracking non-rigid objects is a challenging problem. A good strategy 
must be able to handle occlusions, varying illuminations, as well as rapid movements as 
discussed in Chapter 3. In this study, a Kalman filter has been used to track each 
individual moving skin coloured objects in an environment. At each step, the 
measurements are updated by a combination of normalised distance ratio, the size of 
tracked silhouette and dominant affine motion as in Equation 5.9, where DL is the 
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normalisation factor, defined as the longest distance in the image, and aL is the affine 
normalisation factor. In Equation 5.9, T corresponds to the tracked silhouette and M is the 
measurements which are made in each sequence. wL  and aL are the width and height 
normalisation factors, respectively. affineT is the predicted affine motion model and affineM  is 
the measured affine motion model. wT  and hT  are tracked silhouette width and height, 
respectively. In Equation 5.9, ( 1...4)iw i   are weighting factors and
4
1
1i
i
w

 [3]. 
 
(5.9) 
 
Since the position and size values derived are generally more stable, higher weights are 
assigned to positions and size rather than affine trajectory which can change rapidly. 
Consequently, if the highest likelihood described in Equation 5.9 is above a pre-specified 
threshold, 0.8 in our case, the measurement has been updated. Otherwise, it is assumed 
that new objects are appearing in the environment and being added to the Kalman Tracker.  
If the threshold is lowered, there is a hazard of updating the Kalman tracker with the 
incorrect measurement. The 0.8 threshold was selected empirically and presents 
reasonable results. The remaining blobs are removed if not updated after 5 consecutive 
intervals [3].  
5.4. HMM Gesture Recognition  
For dynamic gesture recognition, suitable regions for hand gestures have been extracted 
and tracked throughout time space. The next step is to perform detailed analyses to 
evaluate if the extracted motion trajectory is similar to pre-defined gestures. For this 
purpose, HMM is used. As mentioned previously, HMM is capable of modelling time 
series. The main advantage is that it provides a probabilistic outcome rather than binary 
classification. This is beneficial when multiple gestures are evaluated for the same 
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sequence, where the most probable gesture can be extracted. In the next section a 
mathematical overview of this approach has been elaborated.  
5.4.1. Hidden Markov Model 
HMM is one of the most widely used techniques for pattern recognition [142-145]. 
Simple HMM can be considered as a simple case of a Dynamic Bayesian Network 
(DBN). HMM models consist of a finite state machine with transition probability between 
different states and intra distribution probability in each individual state [143]. Generally, 
HMM is presented with a compact notation =( ,A,B)  , which represents a gesture 
model in the presented framework. This consists of three components A, B and  . 
1
{ ... }
n
    is the prior probability of sequence starting at each state and n indicates the 
total number of states incorporated in the HMM. 
ij
A={a }  indicates the transitional 
probability between different states, where i and j are state numbers. Similarly, 
ik
B={b }  
denotes the emission probability between different states and designated hidden nodes, 
where i and k are the state numbers for the actual and hidden nodes, respectively. 
Estimating HMM parameters involves the following steps:  
 
 Computing the probability of occurrence of observation P(O| ) , given the 
observation sequence 
1 2 t
O=O ,O ,...,O  and the model =(A,B, )  ;   
 
 Finding the best corresponding sequence that maximises P(O| ) , given the 
observation sequence 
1 2 t
O=O ,O ,...,O  and the model =(A,B, )  ; 
 
 Maximise P(O| )  by adjusting the HMM parameters.  
 
where O, observation sequence, consists of the motion trajectories of the tracked hand in 
the proposed framework. The first and second objectives are evaluation issues whereas 
the third objective is more of a training problem [143, 146].  
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5.4.1.1. Obtaining Probability of Observation Given the Model  
The aim here is to calculate the probability of observation, tracked motion trajectory, 
O=O1, O2…OT, given gesture model  , i.e., P(O| ) . The most convenient way is to 
enumerate every possible state for a fixed state sequence, I=i1, i2, …,iT, to obtain 
P(O| I, ) , multiply it by P(I | )  then sum up all possible fix sequences IT:  
 
(5.10) 
 
(5.11) 
 
(5.12) 
 
 
It is important to note that Equation 5.10 is obtained by assuming statistical 
independence. Despite the straightforwardness of this method, the computational cost for 
this process is expensive. The direct definition provided in Equation 5.12 involves 2T-1 
multiplications in addition to N
T
 possible states, i.e. (2T-1).N
T
. Even by using small 
observation and number of states, e.g. 100 sequences and 4 states, about 2
207
 operations 
are required.
 
Fortunately, there is a more efficient procedure called the “forward- 
backward algorithm” to tackle this problem [145].  
5.4.1.2. Forward Procedure 
The forward variable ( )
t
i  is defined as follows:  
 
(5.13) 
 
where ( )
t
i corresponds to the joint probability of partial observations sequence up to 
time „t‟ (
1 2
, ,...,
t
O O O ), being in state Si at time t, given the model parameter,  . The 
forward variable can be obtained in an inductive way as follows:  
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1) Initialization  
 
 (5.14) 
 
This initiates forward probability as a joint probability of initial observation O1 and state 
i.  
 
2) Induction 
 
(5.15) 
 
The main part of the forward algorithm relies in the induction step, where probability of 
partial observation up to time t+1 and state j is computed. In other words, the probability 
of a different route to state j form state i (1<i<N), is evaluated independently with 
transition probability of aij from N state at time t to t+1. Summation of Si over N state at 
time t gives the probability of Sj at t+1 accompanying previous observations. Once the 
probability of Sj is known, multiplying 1( )j tb O   over j (1<j<N) iteratively can provide 
1
( )
t
j

 [143]. 
 
3) Termination  
 
(5.16) 
 
At this stage, the entire possible forward variables from the previous section are summed 
up to calculate ( | )P O  . Now the main interest is to probe the computational cost for the 
forward method. Stage one involves N multiplications and the second stage requires N 
multiplications plus another N for off bracket term in addition to N iteration for j and t to 
T-1 that adds up to N(N+1)(T-1)N2T. By substituting the previous example, i.e. N=4 
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and T=100, the forward algorithm requires just 1600 operation which cuts 197 order of 
magnitude over the previous method [143].  
5.4.1.3. Backward Procedure  
The Backward Procedure is defined as follows:  
 
(5.17) 
 
where the backward variable ( )
t
i  corresponds to the probability of partial sequence 
observation from t+1 to the end, giving the state Si at time t and model λ. This can be 
calculated in a similar fashion to the forward variable, as follows:  
 
1) Initialization  
 
(5.18) 
 
In this step, ( )
T
i is initiated to 1 for all N sates. This can be justified by Equation 5.17.  
 
2) Induction  
 
(5.19) 
 
This stage accounts for the required parameter to be in state Si at time t, i.e. all possible 
states for Sj at time t+1, transition probability in addition to observation sequence at 
1
( )
j t
b O

.  
 
3) Termination  
 
In the final stage, similar to the forward method, all backward variables are summed up to 
obtain ( | )P O  . It is important to mention that the forward-backward procedure is very 
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useful for solving the proceeding problems during the training and recognition process, as 
well as for the current problem.   
5.4.1.4. State Optimization and Decoding in HMM  
The main objective of state optimisation is to find the optimal or best state sequence It 
given the observation sequence and the model,  . One possible approach is to choose the 
state sequence It that is most likely probable. One widely used optimal sequence solution 
is called the Viterbi algorithm, which decodes the most probable and optimal sequence. In 
other words, this is regarded as the detection core of HMM. Suppose ( )
t
i  is defined as:   
 
(5.20) 
 
i.e. probability occurrence of state Si at time t given observation sequence and model 
parameters. By expanding the above equation in terms of forward and backward 
variables, the following equation can be obtained:  
 
(5.21) 
 
 
It is important to note that ( )
t
i  accounts for the forward variable up to time t and ( )t i  
accommodates the rest of the sequence, i.e. from time t to T ( 1, ,...,t t TO O O ). ( | )P O   is 
the normalization factor, which along with the forward and backward variables, make 
( )t i  a probabilistic measurement [143]. To find the likely state sequence at time t, the 
following equation is devised: 
 
(5.22) 
 
Although Equation 5.21 maximises the state sequence every time at every state, it does 
not accommodate the transition probability (state occurrence probability). To overcome 
this problem, there are many possible solutions, such as counting proceeding correct pairs 
( ) ( | , )
t t i
i P I S O  
1
( ) ( ) ( ) ( )
( )
( | )
( ) ( )
t t t t
t N
t t
i
i i i i
i
P O
i i
   


 

 

1
argmax[ ( )], 1
t t
i N
I i t T
 
  
 118 
or triple states or choosing the single most probable state sequence available in the 
observation sequence. The following scoring scheme is defined to achieve the best single 
path in observation: 
 
(5.23) 
 
where ( )
t
t  accounts for the best achieved score in a single path up to t. By extending the 
above equation in an inductive way the following can be obtained:  
 
(5.24) 
 
In order to keep track of maximization in the above equation, previous maximized scores 
are required to be memorized via ( )t j . The complete procedure for detecting the best 
signal can be found in [143]. 
5.4.1.5. HMM Structure for Gesture Recognition  
Before training the data in HMMs, selecting a suitable structure is essential. Generally, 
HMMs consist of different structures, which are dependent on a number of states and 
transitions between them. Although these states are hidden, they are specific to the 
applications. For instance, the ergodic
11
 model is suitable for data in which every state 
occurrence is possible at any time. This is demonstrated in Figure 5.1 (a) as all states are 
fully connected, i.e. all the elements in the transition matrix contain positive numbers. For 
many applications, including the proposed gesture recognition application, the basic 
ergodic model is not efficient, i.e. other structures are found to be better in 
accommodating the signal characteristics. One such model is the left-right model which is 
illustrated in Figure 5.1 (b). 
 
                                                 
11
HMM model is called Ergodic if all states are connected, so every state can be reached from any 
state.  
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    (a)                                                                        (b) 
Figure 5.1. Schematic examples of two different HMMs. (a) demonstrate an ergodic HMM, 
every state is connected and reachable from another state. (b) Indicates a left right HMM 
suitable for time series signals.  
 
This model is suitable for time series signals (data), since state index either articulates in 
itself or increases over time. This can be beneficial for gesture data in which their patterns 
change over time. In fact, articulation controls the low speed movement and left-right 
transition allows change index from one to another. Extra transition from one state to the 
second next, in chosen model, will enable smoother transition by accommodating 
possible error and perhaps high speed movement by jumping over states. It is essential to 
note, the transition values for these are highly dependent to the training data feed in, so 
based on the applications, trade off can be made. It is also important to note the 
imposition of the HMM structure may not be important in certain applications. This is 
because if the feed in data is highly correlated, some transition probability will be reduced 
to a small number, which will reduce the effect of the chosen structure. But certainly, 
choosing the correct structure will reduce the degree of false positives  
5.4.1.6. Data Preparation for HMM 
The aim here is to obtain training data suitable for a gesture recognition process.  For this 
purpose, careful data preparation is required. After extracting the potential hand regions 
by the proposed techniques, gestures are manually segmented and their motion 
trajectories are used to populate the training data for each gesture. To this end, 7 subjects 
had been asked to perform different gestures. These include performing the same gestures 
at different speeds and from different distances to cover every possible gesture 
occurrence. Subsequently, each silhouette motion trajectory has been trained on a four 
state left-right HMM for each gesture. Subsequently, resulting models for each gesture 
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will be stored in the vocabulary for later use during the recognition process. This has been 
shown in Figure 5.2.  
 
 
 
 
Figure 5.2. The overall system structure for HMM gesture training. After extracting the 
region of interest, every gesture has been manually segmented. This results in a gesture 
vocabulary which is then used during the gesture recognition process.  
 
It is often useful to check the repeatability of data within itself, or, in other words, to 
check whether the data is stochastic or not. For this purpose, the Autocorrelation 
Function (ACF) is employed. ACF is mainly used in signal processing to evaluate time 
series signals to measure self similarity of signals within itself or, in other words, cross-
correlation of a signal with itself. Training data obtained from each subject is assessed 
with ACF to check the repeatability of a gesture conducted by each individual. This 
certainly helps the final model to be consistent and robust to possible errors. It is 
important to note this ACF is only considered within the training data of each subject and 
this is not evaluated between different subjects. An example of ACF evaluated for the 
waving gesture over a period is illustrated in Figure 5.3. This plot consists of different 
phase lag values which are bound between -1 to 1. Correlation can follow two patterns 
and these are identified by positive correlation and negative correlation. Positive 
correlation indicates direct relation to the signal as opposed to negative correlation which 
follows inverse patterns of a signal. Direct relation implies that if the signal increases the 
correlated value will increase and if it decreases they follow the same path and vice versa 
for the inverse relations. Value 1 corresponds to the exact matching where 0 indicates no 
correspondence. Due to this fact, correlation factor in lag 0 is always 1. The two blue 
lines in the parallel to lag axis represent confident bounds, where, if the signal exceeds 
beyond this, bands are regarded as highly correlated value. For instance, at lag 9, the 
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correlation passes confidence level which indicates the signal contains repeated patterns 
within an 8 lag interval. 
 
 
Figure 5.3. Autocorrelation function for waving hand over 50 sequences in 20 phase lag 
values. The blue line corresponds to the approximate upper and lower confidence bounds.  
 
Certainly, sinusoidal patterns and numbers of correlation values beyond confidence level 
in auto correlation plot signature a "strong autocorrelation", which in turn provides a high 
level of predictability.  
5.4.1.7. Training HMM 
In order to obtain a robust gesture model, prepared initial observations for training 
sequences will be employed to construct models such that when similar observations are 
observed they can be detected reliably. This is achieved by maximising the model 
parameter through an iterative procedure based on the Baum Welch algorithm. The basic 
concept is based on adjusting the HMM parameter   to maximized the ( | )P O  . To 
elaborate the concept, let‟s define ( , )i j  as follows:  
 
(5.25) 1( , ) ( , | , )t ti j P i i i j O   
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i.e. the probability of being at state i at time t and making transition to state j at time t+1 
given the observation sequence and model parameter. By using the Bayes rule, the 
following can be obtained. 
 
(5.26) 
 
Due to the causal property of the Markov chain, the numerator of the previous equation 
can be expanded and substituted with forward-backward variables as follows:  
 
 
(5.27) 
 
Now by substituting the numerator term in the original equation, the following is 
obtained:  
 
(5.28) 
 
As before, the forward variable accounts for partial observation up to time t and 
1( )ij j ta b O   accommodates the transition probability from time t to t+1 or. In other words, 
from state i to j and backward variable account for partial observation from time t+1 to T 
and finally ( | )P O  is a normalization factor which provides ( , )i j 12. By employing the 
previously defined formulae, the final Baum –Welch algorithm for estimating =( ,A,B)   
can be expressed as follows:  
 
(5.29) 
 
                                                 
12
 Further expansion of denominator in terms of forward and backward variable can be found in 
[143] L. R. Rabiner, "A tutorial on hidden Markov models and selected applications in speech 
recognition," 1989, pp. 257-286. 
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where i

 corresponds to expected number of times being at state i.  
 
 
(5.30) 
 
The summation ( , )
t
i j  up to time T-1 refers to the expected number of transitions from 
sate i to state j and ( , )
t
i j  refers to the expected number of transitions from sate i.  
 
 
(5.31) 
 
 
The numerator in the above equation corresponds to the expected number of times in state 
j and observing Vk. The final stage consists of comparing the estimated parameter by an 
initial model, which is selected as follows:  
 
(5.32) 
 
i.e. when the estimated parameter is larger than the initial value, the estimated parameter 
is substituted and continues to find   that maximizes the probability of observation 
occurrence till 

=   is achieved.  
5.5. Experimental Results  
In order to assess the effectiveness of the proposed processing framework, qualitative as 
well as quantitative analyses have been performed. The assessment was conducted to 
examining the four components used in the proposed processing pipeline, i.e. skin 
segmentation, motion restoration, tracking and update and final gesture recognition.  
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5.5.1. Skin Segmentation 
The objective is to extract the skin regions from the raw image to prune out the 
background. Although in literature it was demonstrated that TSL Chromatic space 
performs slightly better than normalized-RGB for skin to non-skin classification [79], 
normalized-RGB is preferred due to the moderate amount of computational cost. 
Therefore, normalized-RGB chromatic space is employed to generate the data distribution 
[3]. 
 
As it has been shown in Chapter 3, due to the possible presence of skin colour objects in 
the environment, using skin colour segmentation alone can result in many false positives. 
Therefore, motion segmentation is required to obtain the exact regions of interests.   
 5.5.2. Motion Restoration  
For motion estimation, 1,500 different patches from real sequences have been gathered 
with low variation (an example is shown in Figure. 5.5 (a)) between calculated affine 
parameters by LS and motion in each patch to automatically generate ground-truth data. 
Different levels of noise have been introduced with changing variance to evaluate the 
robustness of the proposed technique [3]. Effectively noise level controls the number of 
noised vector within each window and variance varies the magnitude and orientation of 
noised vector with respect to ground-truth data. Effectively noise level simulated the 
situation where multiple motions exist within each window. This normally occurs when a 
window is located at motion boundaries. On the other hand, the variance noise resembles 
inaccurate motion estimation due to general OF problems mentioned in Chapter 3 
earlier. As illustrated in Figures 5.5 and 5.6, the proposed LMedS can cope well with up 
to 50% distortion in the data. This is because the majority is conveying the correct result. 
[3] 
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Figure 5.4. (a) Illustrates a 5x5 vector window with low distortion used to calculate the 
ground-truth data, (b), (c), (d) and (e) show the distorted vector by 20%, 40%, 50% and 
90% of data with noise level, sigma, 1.6, 2.4, 3.2 and 3.6, respectively. In (b), (c), (d) and (e) 
the distorted vectors are resorted in (f), (g), (h) and (i), respectively. It has been shown that 
the proposed LMedS restores can cope well up to 50%.  
 
 
 
 
 
 
 
(a) 
(b) (c) (d) (e) 
(f) (g) (h) (i) 
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Figure 5.5. Performance analyses for outlier resistance between LS and the proposed LMedS 
methods. Each distortion indicates the noise level in the data. Each level corresponds to 10% 
noise in data. „Sigma‟ in the legend indicates the noise variance for each flow vector. Sum of 
Square Distance error has been used to compare the error as distortion level increases with 
different sigma levels. This graph essentially shows that the proposed LMedS method can 
cope well with up to 50% distortion in the data even with high noise variation as opposed to 
the LS method [3].  
5.5.3. Tracking Regions of Interest   
To compare the proposed tracking method, the popular CAMSHIFT [147] method from 
Intel OpenCv has been employed. In this method, joint probability distribution between 
colour distribution and pixel coordinates is used to find most probable colour association 
between consecutive frames.  The results of tracking are illustrated in Figure 5.6. 
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Figure 5.6. (a) Demonstrates consecutively tracked moving skin regions by the Camshift 
algorithm, whereas (b) shows the proposed tracking system. Different colours indicate the 
different objects being tracked over time. Top images demonstrate the initial frame where 
each region is assigned; subsequent images show the frame numbers 8, 28, 55 [3].  
 
In this experiment, the face of the person walking in the scene from behind has been 
detected as part of the moving skin coloured object. Since the camshaft applies colour 
information for tracking, when similar coloured objects occlude with each other, the 
region grows, which is the case in Figure 5.6 (b). However, the proposed tracker 
compensates for this fact by considering motion information for each region [3].  
      (a)                                (b) 
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5.5.4. HMM Gesture Recognition  
In order to evaluate the possible gesture occurrence, motion trajectory in each tracked 
region is needs to be assessed. Therefore, an efficient strategy is required to segment the 
motion trajectory in a way to avoid repeated and inadequate assessment. For this purpose, 
observations are evaluated if each motion trajectory exceeds the minimum length. The 
minimum length is the minimum observation duration from positive samples used during 
the training procedure. After a new observation is available, the observation is assessed to 
see if it exceeds the maximum length. If so, the earliest observation is deleted. This 
simple strategy will minimise the cost of the reasoning process required during the 
recognition process. This simple but efficient strategy requires only 6 operations for each 
tracked skin object trajectories. Subsequently, achieved posteriors for all HMMs in the 
gesture vocabulary are normalised to obtain the most probable gesture occurrence for 
each tracked skin region.  
 
For evaluating the gesture recognition framework, simple human guided navigation is 
designed as illustrated in Figure 5.7. In this task, four subjects were asked to perform 
different gestures to guide the robot in the corridors and designated rooms. At start, the 
user is asked to perform a wave gesture to grab the attention of the robot and then 
according to user‟s direction, the robot is guided until the target location is reached. At 
this point, a goodbye gesture is initiated to disengage with the robot. For this procedure, 
the same robotic configuration, shown in Chapter 4 (Figure 4.12) was used.  
 
In order to visualise the experimental setting, Figure 5.8 illustrates some of the example 
scenes when the robot is in action. Figures 5.9, 5.10 and 5.11 shows motion trajectory for 
6 designated gestures in the scene. All the tracked objects are colour coded and 
recognised gestures are displayed in the same colour as the gesture being extracted [3]. 
Figure 5.9 (a) shows forward command which contains the subtle hand movements to 
signal the robot towards the forward direction. Figure 5.9 (b) shows backward command 
which consists of horizontal hand movements. Figure 5.10 (a) and (b) shows turn right 
and left commands which include pointing the robot to right and left directions, 
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respectively. Figure 5.11 (a) and (b) illustrate the wave (hello) and goodbye commands 
which include horizontal hand displacement with single and both hands, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7. A Schematic of human guided navigation via hand gesture recognition. The 
illustration indicates each component in this graph. In this process, the robot is guided by a 
human instructor through a corridor and enters room 3, after exploring the room the robot 
is guided out of room and re-enters the corridor. The same procedure is repeated for room 2. 
After exiting the room and approaching the end of the corridor, the user disengages with the 
robot by issuing a goodbye command. The image sequences related to robot guidance and 
gesture recognition procedures are depicted in subsequent figures.  
R 
Start 
End 
 
R  Robot 
Robot  
Route 
Building 
Structure 
Robot  
Direction 
Room 1 
Room 2 
Room 3 
Room 4 
Room 5 
Room 6 
Room 7 
Room 8 
Room 9 
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Figure 5.8. Shows vision based human guided navigation in action. In this process, dynamic 
hand gestures are used to guide the robot. This is based on the scenario explained in Figure 
5.7. The first row shows when the person guiding the robot in the corridor. The second row 
depicts the moment when the person enters room 3. The third row shows when the person 
exits room 3 and returns to the corridor. The forth row images illustrate when the person 
enters room 2. The last row shows the person exiting room 2 and re-entering the corridor. 
The last image shows when the person disengages the robot at the end of corridor.  
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
Figure 5.9. Example image sequences from the mobile robot used for gesture recognition. 
This is the same sequence captured by an external camera in Figure 5.8. The red blob shows 
the dynamic interest region tracked by Kalman tracker. (a) Depicts sequential transitions for 
the “move forward” command. This consists of subtle hand movements. The successful 
recognition is indicated in the last frame. (b) Shows sequential transitions for the “move 
backward” command. This includes repeated vertical hand movement, which has been 
successfully detected in the last frame.  
(a) 
(b) 
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Figure 5.10. Example image sequences from the mobile robot used for gesture recognition. 
This is the same sequence captured by an external camera in Figure 5.8. The red blob shows 
the dynamic interest region tracked by Kalman tracker. (a) Depicts sequential transitions for 
the “turn left” command. This consists of pointing the robot to the left. The successful 
recognition is indicated in the last frame. (b) Shows sequential transitions for the “turn 
right” command. This includes pointing the robot to the right direction, which has been 
successfully detected in the last frame.  
 
 
(a) 
(b) 
(a) 
(b) 
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Figure 5.11. Example image sequences from the mobile robot used for gesture recognition. 
This is the same sequence captured by an external camera in Figure 5.8. Each blob shows the 
dynamic interest region tracked by Kalman trackers which are colour coded. (a) Depicts 
sequential transitions for the “wave” command. This consists of repeated horizontal hand 
movements. The successful recognition is indicated in the last frame. (b) Shows sequential 
transitions for the “goodbye” command. This includes waving both hands simultaneously, 
which has been correctly identified in the last frame.  
 
 
 
 
(a) 
(b) 
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Figure 5.12. Example image sequences showing part of the human guided navigation 
scenario demonstrated in Figure 5.10, where the person is guiding the robot in room 3. The 
first images in (a) and (b) depict the detected gesture from the mounted camera on the robot. 
The rest of the images show external views where the user commands are executed by the 
robot. So in (a) the robot turned to the left after receiving the turn left gesture. After 
receiving the move forward command, it started to move forward as shown in (b).  
 
 
 
 
(a) 
(b) 
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One of the current limitations is changing illumination conditions. As it can be seen in 
Figure 5.11 (b) and Figure 5.12 (a), the lighting condition can change quite significantly 
during robotic exploration. This is more evident when entering or exiting from the room. 
Currently, a camera auto-illumination adjustment module is used. However, this is 
ineffective in some scenes due to non-linear illumination distribution across the image.  
One possible solution to overcome illumination problems is to employ an adaptive 
illumination model which updates itself with the environment as the robot navigates. This 
can be used to compensate drastic illumination changes.  
 
 In order to provide quantitative analysis, a total number of 284 gesture results have been 
populated in the following confusion matrix as follows:  
 
 
Table 5.1. A 6x6 confusion matrix for different hand gestures, where steady results are 
achieved with overall 84% for gesture recognition accuracy.  
 
CONFUSION MATRIX FOR GESTURE RECOGNITION RESULTS 
Gesture 
Type 
Wave 
(hello) 
Turn 
Right 
Turn 
Left 
Back- 
ward 
For- 
ward 
Good 
bye 
WAVE 
(HELLO) 
59 0 1 2 1 2 
Turn 
Right 
1 43 0 0 1 0 
Turn 
Left 
0 0 38 0 1 0 
Back- 
ward 
2 0 0 55 2 0 
For- 
ward 
1 2 1 1 38 1 
Good 
bye 
3 0 0 0 0 29 
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Overall, steady results are achieved and most of the false positives result from random 
human movements which resemble the trained motion trajectories of desired gestures. 
This can be potentially eliminated by detecting the intention behind each gesture.  
5.6. Conclusions  
In this work, dynamic hand gesture recognition suitable for human guided navigation has 
been presented. Analytical results indicate the practical value of this method for outlier 
detection. The method improves tracking and gesture recognition in the presence of 
colour and motion occlusions addressed earlier in Chapter 3. We have demonstrated the 
use of the derived motion field for detecting simple gestures in different environments. It 
has also been shown that combing multiple cues such as skin colour and motion field is 
essential for extracting the regions of interest. In order to remove motion outliers and 
achieve quality segmentation results, LMedS motion restoration scheme has been 
adapted. LMedS is used to remove the motion outliers mainly caused by highly dynamic 
objects in the environment. Further qualitative and quantitative comparison between the 
proposed LMedS and conventional LS methods were provided. For object tracking, 
multiple cues are combined to obtain the correct measurement to update the Kalman 
filter. Finally, the HMMs gesture vocabulary provides a means of comparing the 
outcomes between different gestures. This provides the most probable gesture given the 
motion trajectory for each tracked object. Another advantage of using HMM is to cope 
with normalisation of non-linear time series and provide probabilistic measures rather 
than binary classification [3].  
 
The current limitation of the method is when occlusion exceeds a certain limit. This 
occurs when there are many people in the environment. The presence of multiple people 
in the environment can cause motion occlusion, as well as constant inter-illumination 
changes. This can affect the recognition results significantly. A potential approach for 
overcoming this problem is to identify if any intention for communicating with the robot 
exists at every instance a gesture has been identified. This allows better understanding of 
the user‟s gesture and intention so as to reduce false positives and maintain active 
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communication. The topic will be addressed in subsequent chapters. Another issue 
addressed regarding navigation in a crowded environment is the ability to correctly 
identify the commanding person. This is essential for practical deployment and further 
details will be elaborated upon in Chapter 6.  
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Chapter 6  
  
Person Recognition in a 
Crowded Environment   
 
 
6.1. Introduction  
In the last chapter, we have described our framework for gesture recognition for guided 
navigation. Thus far, most of the results presented are related to simple scenes where 
there is only one dominant person in the field-of-view. In a crowded environment, the use 
of existing methods can present major problems. Furthermore, most systems can only 
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detect gestures and identify a person in relatively static environments [134-138, 148-151]. 
As mentioned in the last chapter, further issues to consider also include recognising the 
commanding person in a crowded scene, which is important for interpreting the 
navigation commands. To this end, it is necessary to associate a gesture to the correct 
person and automatic reasoning is required to extract the most probable location of the 
person who has initiated the gesture. In this chapter, we will propose a Bayesian 
framework for incorporating temporal information during gesture recognition and for 
accurately determining the commanding person. The overall system architecture is shown 
in Figure 6.1, which involves the following three main steps. The first step is concerned 
with static feature extraction related to gesture recognition, face detection and tracking. 
The second step is to extract temporal information based on the extracted features. These 
temporal cues include gesture types, the location and the size of gesturing hand and its 
distance to potential face regions, and the skin density in the potential face regions. The 
final step is to amalgamate all these cues in a Bayesian framework.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1. A schematic diagram showing the main steps involved in the proposed person 
identification framework. In the first step, gesture recognition process and face detection and 
tracking are performed simultaneously. The resulting information is then used to extract 
temporal cues, which include gesture type, location and size of gesturing hand and its 
distance to potential face regions and skin density in the potential face regions. In the final 
step, Bayesian cue integration is used to find the most probable location of commanding 
person in the scene.  
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The use of a Bayesian framework is advantageous in that, due to the presence of multiple 
people in the environment, several people may be detected as having initiated a given 
gesture. The probabilistic framework used provides an effective means of resolving such 
ambiguities. Another advantage of integrating multiple cues is that if one of the cues is 
not reliably measured, results can be inferred from other cues. This is essential because of 
the dynamic nature of the scenes due to moving people and robot in the environment. To 
improve the overall system performance, hidden nodes are used to learn intrinsic pair-
wise dependency between different child nodes. It has been shown that hidden node 
integration can significantly improve the recognition results [123]. Detailed performance 
assessment is carried out to compare the proposed method with existing techniques. 
6.2. Method 
6.2.1. Gesture Recognition  
For gesture recognition, the original framework proposed in Chapter 5 has been used, 
with which different gestures are extracted and detected by focusing on the temporal 
information obtained. The overall structure of the processing pipeline is illustrated in 
Figure 6.2. As it has been elaborated earlier, in the first step, skin colour segmentation has 
been conducted to obtain potential regions of the hands and faces. These are subsequently 
pruned by considering the moving region. For this purpose, motion extraction followed 
by LMedS motion restoration scheme has been used. LMedS is used to remove the 
motion outliers mainly caused by rapid illumination changes and highly dynamic objects 
in the environment. To this end, connected labelling was used to extract moving skin 
segments suitable for gesture recognition. The achieved silhouettes were then tracked by 
a Kalman filter. Finally, a HMM has been used to evaluate their motion trajectory for 
possible gesture occurrence suitable for human guided navigation [28]. The main gestures 
tracked include: left, right, forward and backward commands for directing the robot, and 
the wave commands for attracting the robot‟s attention. 
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Figure 6.2. The overall structure of the processing pipeline for gesture recognition and 
person identification in a crowded environment. In this process, potential regions for gesture 
recognition are extracted. This includes moving skin regions, which are tracked by a Kalman 
filter. Overall motion analysis is evaluated using HMM for possible gesture occurrence.  
6.2.2. Person Identification and Tracking  
Face detection for person identification is a common approach for navigation due to its 
high visibility, low degrees of freedom and minimal occlusion with respect to other parts 
of the body. However, it may suffer from missed detection in crowded scenes. In order to 
compensate for this, face tracking can be applied. In our method, the Viola and Jones 
[152] frontal face detector has been used to initialise potential people who intend to 
communicate with the robot. This mainly includes people facing towards the robot. The 
next stage consists of associating the detected faces with the ones currently being tracked. 
The approach described in [3] has also been used for this purpose. Whenever a newly 
detected face has been associated with the tracked ones, Shi-Tomasi [153] features are 
used to provide the new measurement to the Kalman trackers. If a tracked face has not 
been updated with the face detection module for 100 frames or skin colour distribution is 
less than 20% within a confined box, it is discarded. This threshold is set based on the 
positive and negative samples collected by training as depicted in Figures 6.6 (e) and (i), 
respectively. It has been shown that obtaining face location alone is not enough for 
reliable gesture and people tracking. This is mainly due to the presence of multiple people 
in the environment. For this purpose, integrating multiple visual cues is crucial.  
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6.2.3. Multiple Cue Integration  
The main challenge of gesture recognition in a crowded scene is to associate a gesture 
with the correct person when multiple people are present. In order to identify the correct 
person who has initiated the command, all the people in the scene must be differentiated. 
In this study, not only skin colour, but also motion and detected gestures, are 
amalgamated into a single probabilistic framework to obtain the most probable position 
of the person who has initiated the commanding gestures to the robot.  
 
For the proposed framework, there are certain assumptions that need to be made based on 
the evidence gathered through the gesture recognition process. For instance, the person is 
usually located in the vicinity of the detected gesture region within the image. This helps 
to reduce the search space in the image domain. The hand gesture is another useful cue 
that can be incorporated. Gesture type can determine the approximate location of the 
person, for instance a waving gesture is normally conducted next to the face, although 
waving can be conducted by either the left or right hand. The other useful cue from the 
detected gesture is hand size. The size of the hand can be used to infer the relative size of 
the face of the person under perspective projection. This cue is useful to recover the scale 
information when multiple people are present at different distances to the robot. Other 
useful assumptions include the user intention while communicating with the robot. This 
includes the fact that the commanding person is usually facing the robot directly. The face 
can therefore be used as a primary cue for locating the person. 
6.2.4. Bayesian Reasoning and Integration of Multiple Cues  
To integrate the visual cues mentioned above, a Bayesian framework, as illustrated in 
Figure 6.3, has been used. In this figure, F indicates the commanding person‟s face. G 
indicates the type of gesture. Φ indicates the hand size factor. Ω denotes the potential 
face size measurements. Ψ refers to possible locations in a vector format to include the x 
and y displacements in the image space. In this figure, S describes the skin occupancy 
ratio in the measured face region and T encompasses the Euclidian distance 
measurements to the nearest tracked face if available.  
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Figure 6.3. Bayesian framework for recognising the person who has initiated the 
commanding gestures. In this process, temporal cues are combined to find the most probable 
location of commanding person in the scene. This has been evaluated after any gesture has 
been recognised.  
 
By using the independence assumption, the inference equation can be formulated as:  
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where ( | , , , , , )P F G S T   indicates the probability of finding the person given the cues 
derived. In Equation 6.1,   is a normalisation factor which consists of all priori 
information as described earlier in Chapter 4. Although simple to use, the strong 
independency assumption of a naive BN between its variables may limit the bidirectional 
belief propagation capabilities of the network. This may also result in incoherent casting 
of the data into the final model. Furthermore, naive BN computational complexity 
increases significantly as the number of variables increases. In order to achieve better 
estimations, learning hidden causality between different variables is desired. This leads to 
the use of auxiliary nodes to learn dependency between different variables whilst 
preserving the casual correlation between different nodes in the network [123]. First, 
G: Gesture  
Φ: Hand size factor  
Ω: Face size factor  
F: Face 
Ψ: Location measurement 
S: Skin distribution 
T: Tracked face  
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Φ S Ω
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F 
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conditional dependency between the hidden node and the parent and child nodes are used, 
thus requiring the estimation of the lower and upper link matrices connecting the hidden 
nodes. According to Pearson‟s correlation described earlier, a strong dependency between 
the extracted hand size from the gesture recognition process and that of the face is 
extracted. The hidden nodes can therefore be inserted as shown in Figure 6.4. Gradient 
descent was used for minimising the error in an iterative manner to obtain conditional 
probability matrices as in Chapter 4.  
 
 
 
 
 
 
 
 
 
Figure 6.4. (a) The proposed Bayesian Network with a hidden node, where (b) indicates the 
required parameters for estimating the hidden node parameters. These parameters need to 
be learned by using the available data in the network. The hidden node is placed between 
hand and face size parameter. This allows preserving data coherency and learning casual 
relation between hand and face size in a final model.  
6.2.5. Search Strategy  
In order to identify the commanding person after gesture recognition, measurements are 
made by sampling the image with shifting sub windows. However, searching the entire 
image is computationally expensive. For instance, in this study 320×240×W operations 
are required, where 320×240 and W indicate the image resolution and size of the sub-
window, respectively. Therefore, an advanced search strategy is required to minimise the 
search operation. For this purpose, some of the aforementioned cues can be used. One 
potential approach is to search in the vicinity of the tracked faces. Although this could be 
effective in many cases, finding the face of the commanding person is not guaranteed due 
to missed detection. Another potential approach is to use skin information across the 
image and search within skin regions for a potential face, but in some scenarios poor skin 
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segmentation can impose significant problems. An alternative is to over segment the skin 
regions by decreasing the skin threshold, however this will increase the computation time, 
especially if many skin coloured objects are present in the image. The final approach is to 
use the gesture information to localise the search domain. By hypothesising that the 
commanding person is in the vicinity of the gesturing hand and also detecting the type of 
gesture involved, the person‟s location can be estimated. To extend the idea, the 
following formulation is used.  
 
(6.2) 
 
The aim in this formulation is to find the approximate bounding box where the 
commanding person‟s face can be searched further. For this purpose, it requires the 
estimation of three parameters including the centre point and dimension of the search 
box. To obtain statistical priors of the Bayesian framework, training data consisting of 
276 positive samples was collected. During the training process, the commanding 
person‟s face has been manually segmented after gesture recognition. In order to obtain 
centre point, Searchx  and Searchy , the mean distance of the commanding person‟s hand to the 
manually segmented face are calculated as illustrated in Figure 6.5 (a).  
 
 
 
 
 
 
 
Figure 6.5. Example parameters for waving gesture detection, which are used to confine the 
search regions to identify the commanding person, where (a) shows positive data sample 
distribution for horizontal and vertical displacements to the detected gesturing hand location 
indicated by U and V, respectively. The Gaussian Mixture Model (GMM) has been used to 
find the mean displacement locations, and (b) shows the positive data samples for face size 
versus detected hand size. LS has been used to find the correlation between size parameters 
indicated by the green line. Subsequently, this has been used to confine adaptive size for the 
search regions.  
   (a)                                          (b) 
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A GMM has been used to obtain the mean locations due to the possibility of gesture 
occurrence in multiple places. By adding the mean values to the hand coordinate after the 
gesture recognition process, approximate central point for the search box can be obtained. 
The next step consists of finding the length of the search box. The length of the search 
box is highly dependant on the person‟s distance to the robot. So, if the commanding 
person is nearer to the robot, his/her face would be larger and vice versa. This information 
can be incorporated by considering the person‟s hand size as a reference. For establishing 
the prior information for different gestures, LS regression has been used to drive the 
linear relationship between hand size and manually segmented face size. This has been 
illustrated in Figure 6.5 (b), where the green line indicates the fitted line to the data which 
indicates parameters of a and b in Equation 6.2. Accordingly, Length hand can be obtained 
by averaging the size of the hand. In order to add robustness and flexibility to the search 
location, the actual length was doubled in the implementation. For some gestures, two 
search boxes are used to cater for both the left and right hands. These gestures include 
wave, forward and backward gestures, where the gesture can be conducted by either the 
left or right hand.  
6.3. Results  
For the training of the Bayesian Network, 276 sample sequences from seven subjects 
were collected. Each subject was asked to perform different gestures in a relatively 
crowded environment. After gesture recognition, the commanding person‟s face location 
was segmented manually, which was used as a positive sample. Accordingly, 300 
negative samples were collected from non-overlapping regions automatically. Visual cues 
were calculated based on the selected random positions. Two Bayesian networks were 
generated according to the positive and negative data with and without the use of hidden 
nodes. To achieve unbiased propagation due to unequal numbers of positive and negative 
samples, the prior probability of the face node is set to 0.5 for both states after conditional 
dependency between different nodes has been calculated. As an example, the training 
data for the waving gesture is shown in Figure 6.6. It can be seen that there exist some 
distinctive patterns in the data. For instance, the hand and face size factors are almost 
 147 
linear. Unsurprisingly, the commanding person‟s face to the gesturing hand is 
concentrated in two regions of the training data. Another characteristic of the figure is 
that the skin density within the selected face region is high and the selected face region is 
in the vicinity of the nearest tracked face (if the tracked face information is available).  
 
To fully investigate the accuracy of the results, both qualitative and quantitative analyses 
were performed. To this end, qualitative analysis involved four components. The first part 
includes finding the potential regions by the proposed feature-based frontal face tracking 
framework. In this framework, as it has been illustrated in Figures 6.7 and 6.8, available 
faces are tracked and colour coded after initial face detection. If a tracked face was not 
updated for 100 frames or skin colour distribution was lower than 20% within a confined 
box, it was de-initialized. An example is shown in Figures 6.7(e-f), where the person 
highlighted by the yellow box is discarded due to occlusion. The effect of occlusion has 
been further investigated in Figure 6.8, where (a-g) show the cases where both tracked 
faces were successfully recovered from quick occlusion. Figure 6.8(h-n) shows occlusion 
due to the person walking in front of the scene. In this case, both faces were de-initialised 
due to long occlusion and low skin distribution within tracked boxes. Figure 6.8(o) 
illustrates the case where the occluded person was reinitialised after recovering from 
occlusion.  
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Figure 6.6. Illustrates the example negative samples in red and positive samples in green, which are used for training the proposed BN 
captured during wave gesture. (a) Illustrates the example image where wave gesture has been detected. Hand has been indicated with a 
red box and a white box shows the segmented commanding person‟s face. The green arrow shows the vector which connects the extracted 
hand to the face. (b) and (c) show positive samples for the detected hand and face size, respectively. (d) Shows the horizontal (U) and 
vertical (V) face distance from detected hand to segmented face. It shows concentration of positive samples around two regions. This is 
due to the possibility of gesture occurrence with the left or right hands. (e) Depicts the skin density with the segmented face for positive 
samples. Skin density is expressed as skin to non-skin pixel ratio in face region. (f) Shows the Euclidian distance of the selected face 
regions to the nearest tracked face. For positive samples, this value is low since the centre of selected region with track face overlaps. (g) 
Shows the negative samples for face size factor. (h) Shows the negative samples for horizontal and vertical distance from the detected 
hand to non-face objects. (i) Shows the skin colour density for non-face objects. (j) Shows the Euclidean distance to non face regions.  
 
(a) (b) (c) (d) (e) 
 
(f) (g) (h) (i) (j) 
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Figure 6.7. Example results for the face tracking system. In this process, after each face has 
been initialised by frontal face detector, a combination of face detection and feature tracking 
based on Shi-Thomasi features is used to achieve accurate face tracking module. Essentially, 
Shi-Thomasi features provide face displacement in subsequent frames which is used to 
update the measurement model in the proposed Kalman tracker. Each tracked face is colour 
coded and the matched feature correspondences in each consecutive image are connected by 
lines. (a) Shows the tracked face with the red box has been initialised. (b) The second person 
with the green box is added to the tracker. (c) Shows successful transition although faces 
have changed their orientations. (d) New person with blue box is detected and added to 
tracker while other faces are tracked successfully. (e) The face with blue box gets occluded 
and successfully recovered in (f). Face with yellow has been detected in (e) but due to 
complete occlusion in (f) has been de-initialised.  
 
 
(a) (b) (c) 
 
(d) (e) (f) 
 
 150 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8. (a) Shows the tracked frontal faces in image sequence. This sequence depicts some examples where occlusion takes place. (a-c) 
Show the frames where the person in pink shirt occludes the tracked face indicated by the red box. In (d-e), the tracked face with the red 
box recovers from occlusion while the other tracked face with green box gets occluded. (f-g) Show the tracked face with green box 
recovers from occlusion successfully. (h-j) The person with white shirt starts to move towards the right where in (f-j) occludes the tracked 
face with green box and in (h-m) occludes the person‟s face with red box. In both cases, the tracked faces are discarded since occlusion 
takes a long time and skin ratio within tracked face is below threshold. The main aim for the tracking process is to focus on short and 
accurate tracking of frontal faces useful for gesture association. In case of full occlusion for a long period of time, the system does not 
require tracking the person‟s face since no gesture will be visible in the first place. In subsequent frames when the person recovers from 
full occlusion, his face has been initialized as (m) enclosed by the white box and has been tracked in succeeding frames indicted by the red 
box. (m) Another face has been tracked and shown with green box but since the person exits the field of view it has been discarded.  
(k) (l) (m) (n) (o) 
 
(f) (g) (h) (i) (j) 
 
(a) (b) (c) (d) (e) 
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The second part of the qualitative analysis involves the investigation of the effectiveness 
of each visual cue. The aim is to examine in detail how each component provides valid 
information on its own and how integration of multiple cues can provide improved 
localisation results. As an example, Figures 6.9 and 6.10 demonstrate how adding 
individual components can help to recognise the person correctly. This has been 
performed without reducing the search space described earlier so the effect of each visual 
cue can be fully investigated. In some cases, cues such as skin colour distribution and 
gesture location provide a good estimate of where the commanding person is positioned. 
Other cues, such as tracked faces, confine the possible locations further. In Figure 6.10, 
since no face has been detected, cues such as skin and location play a greater role during 
the inferencing process. This indicates the importance of integrating all available cues in 
the proposed framework as some of the cues may be affected by poor segmentation, 
illumination changes and rapid movement in a dynamic scene.  
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Figure 6.9. Example results showing each cue‟s probability distributions. (a) Illustrates the 
detected gesture. (b) Demonstrates the tracked face in the image space. (c), (d) and (e) show 
the probability map for probable locations only based on the location, skin and tracked face 
cues, respectively. (f) Illustrates the corresponding result by integrating multiple visual cues.   
 
(a)  (b) 
 
(c)  (d) 
 
(e)  (f) 
 
 153 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10. Example results showing the probability distribution of each cue, where (a) 
illustrates the detected gesture, (b) demonstrates the tracked face in the image space, where 
in this case no face has been detected, (c-e) show the corresponding probability map for 
probable locations only based on the location, skin colour distribution and tracked face cues, 
respectively. (f) Illustrates the corresponding result by integrating multiple visual cues.   
 
The third part of the performance assessment is to evaluate different search strategies. 
The first method consists of the brute force approach. In this method, the entire image 
space is searched to localise the commanding person‟s face. The second method consists 
of allocating connected skin segments as the search regions. With this approach, 
(c)  (d) 
 
(e)  (f) 
 
(a)  (b) 
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connected component labelling is used to find the connected skin regions as potential 
candidates. An example result is shown in Figure 6.11 (b), where the potential search 
regions are indicated by white boxes. The third method includes searching in the vicinity 
of gesture occurrence as explained earlier. This method uses temporal information to 
minimise the search space without compromising accuracy. The corresponding results are 
shown in Figure 6.11 (c).  
 
 
 
 
 
 
 
 
Figure 6.11. (a) Shows the wave gesture that has been detected with green box. (b) Shows 
possible search regions for recognising commanding person based on the skin information, 
which are surrounded by white boxes. (c) Shows two possible locations for detecting the 
commanding person based on the proposed vicinity approach. This shows commanding 
person‟s face is in the searching box. 
 
The final part of the qualitative analysis focuses on the evaluation of the Bayesian 
structure with and without the use of the hidden nodes. In this part, the measured 
probabilities of the commanding person within shifting sub-windows are estimated. This 
has been added and normalised when inferencing has been completed for every sub-
window so as to confine the search regions. Example results of the proposed algorithm 
are illustrated in Figures 6.12, 6.13, 6.14, 6.15 and 6.16. In each figure, two cases are 
evaluated as indicted by (a1) and (a2) for every gesture. For each case, BN with hidden 
and without hidden node are compared. (b1) and (b2) show the probability map without 
using the hidden node structure and (c1) and (c2) show achieved probability map when 
incorporating the hidden node. In all examples, cases in (a1) show significant 
improvements with using the hidden node, whereas cases in (a2) achieve moderate 
enhancement by incorporating the hidden node.  
 
(a) (b) (c) 
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Figure 6.12. This figure shows gesture recognition and association results for wave gesture. 
(a1) and (a2) show cases where wave gesture has been detected. (b1) and (b2) show the 
probability maps for the Bayesian structure without using a hidden node. (c1) and (c2) show 
the probability map for the Bayesian structure with the hidden node. In (a1), without using 
the hidden node most probable location is assigned to the person next to gesture location as 
indicated in (b1), however by using the hidden node, the correct person is detected 
successfully. In (a2), without using the hidden node, the person next is almost equally 
probable, (b2). However, by using the hidden node, the commanding person becomes more 
probable as indicated in (c2).  
 
 
(a1)  (a2) 
b1 
(b1)  (b2) 
 
(c1)  (c2) 
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Figure 6.13. Gesture recognition and association results for forward gesture recognition. (a1) 
and (a2) show cases where forward gesture has been detected. (b1) and (b2) show the 
probability maps for the Bayesian structure without using a hidden node. (c1) and (c2) show 
the probability map for the Bayesian structure with the hidden node. In (a1), without using 
the hidden node the most probable location is assigned to the person next to the gesture 
location as indicated in (b1). However, by using the hidden node, the correct person is 
detected successfully. In (a2), by incorporating the hidden node, (c2), better positional 
accuracy is obtained.  
 
 
 
 
 
(a1)  (a2) 
b1 
(b1)  (b2) 
 
(c1)  (c2) 
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Figure 6.14. This figure shows gesture recognition and association results for move 
backward. (a1) and (a2) show cases where the backward gesture has been detected. (b1) and 
(b2) show the probability maps for the Bayesian structure without using a hidden node. (c1) 
and (c2) show the probability map for the Bayesian structure with the hidden node. In (a1), 
without using the hidden node, the most probable location is assigned to the person next to 
the gesture location as indicated in (b1). However, by using the hidden node, the correct 
person is detected. Also in (a2), by incorporating the hidden node, better accuracy is 
obtained.  
 
 
 
(a1)  (a2) 
b1 
(b1)  (b2) 
 
(c1)  (c2) 
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Figure 6.15. Gesture recognition and association results for moving left. (a1) and (a2) show 
cases where the gesture has been detected. (b1) and (b2) show the probability maps for the 
Bayesian structure without using a hidden node. (c1) and (c2) show the probability map for 
the Bayesian structure with the hidden node. In (a1), without using the hidden node, no 
probable location is assigned to the detected gesture, as indicated in (b1). However, by using 
the hidden node as indicated in (c1), the correct person is detected successfully. In (a2), by 
incorporating the hidden node, better positional accuracy is obtained.  
 
 
 
 
(a1)  (a2) 
b1 
(b1)  (b2) 
 
(c1)  (c2) 
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Figure 6.16. Gesture recognition and association results for moving right. (a1) and (a2) show 
cases where the gesture has been detected. (b1) and (b2) show the probability maps for the 
Bayesian structure without using a hidden node. (c1) and (c2) show the probability map for 
the Bayesian structure with the hidden node. In (a1), without using the hidden node the most 
probable location is assigned to the person next to the commanding person as indicated in 
(b1). However, by using the hidden node as indicated in (c1), the correct person is detected. 
In (a2), better positional accuracy is obtained.  
 
Quantitative analysis of the performance of the proposed algorithm was conducted in 
three steps. The first was to examine the accuracy and speed of search methods, and three 
approaches mentioned earlier were compared. They are summarised in Table 6.1. The 
(a1)  (a2) 
b1 
(b1)  (b2) 
 
(c1)  (c2) 
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accuracy indicates if the search regions include the commanding person‟s face. The 
accuracy is bounded between 0 and 1. The accuracy is 1 if in all tested samples, the 
commanding person‟s face is within search regions, and 0 if no face is within search 
regions. Speed signifies the number of inferecing operations required within search 
regions. Therefore, the higher the number of operations, the higher the computation time 
which is undesirable. For the brute force method, the entire image space is searched to 
localise the commanding person‟s face. Therefore, the accuracy is perfect but is achieved 
at a cost of high computation time. The second method consists of searching connected 
skin regions. This method reduces the computation time however it also reduces accuracy 
due to poor colour segmentation. The last method includes searching in the vicinity of 
gestures, which has been shown to improve speed significantly without compromising the 
accuracy considerably.  
 
 
 
 
 
Table 6.1. Numerical comparison between different search methods for finding the 
commanding person after gesture recognition. Accuracy indicates if the selected regions 
contain the correct person. In brute force method, since entire image is searched, accuracy is 
1, which is perfect. However computation time is very high. Skin bounded regions reduces 
the search space to connected skin regions, however it reduces the accuracy to 0.89. This is 
mainly due to poor skin segmentation. The use of the proposed prior vicinity method reduces 
the computation time significantly while maintaining high accuracy.   
 
The second part of quantitative analysis is to investigate the accuracy of frontal tracking 
mechanism. In this process, 2086 frames from different footage were gathered. Central 
position of each face has been manually segmented for each frame to obtain the ground-
truth data. Subsequently, tracked results are compared to the ground-truth data by 
measuring the Mean Square Error Distance as their speeds vary. As it can be seen in 
Figure 6.17, the error is relatively low when the average (horizontal and vertical) velocity 
within consecutive frames is lower than 18 pixels.  
 
 
SEARCH ACCURACY AND SPEED 
Search 
Methods 
Brute 
Force 
Skin 
Bounded 
Regions 
Prior 
Vicinity 
Accuracy 1 0.89 0.95 
Speed (Sec) 297.52 188.16 12.74 
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Figure 6.17. Tracking accuracy for the proposed frontal face tracker. 2086 frames 
containing dynamic faces were evaluated from different subjects. The footage is manually 
segmented to obtain the ground-truth data. Average velocity is the horizontal and vertical 
displacement averaged between consecutive frames. As it can bee seen, the error increases as 
velocity increases. This mainly occurs due to rapid and unpredictable motion.  
 
 
 
 
 
 
Table 6.2. True Positive performance comparison when cues are added progressively. Each 
cell illustrates the True Positive rates for different gestures. True Positive rates increase in 
general by adding cues progressively. However in some occasions, the accuracy is reduced. 
This has been compensated by the fact that False Negative is reduced, as shown in the next 
table.  
 
 
 
 
 
 
Table 6.3. False Negative performance comparison when cues are added progressively. Each 
cell illustrates the False Negative number for different gestures. False Negative number 
reduces by adding cues progressively. It can be seen that by integrating the hidden node, 
False Negative numbers are reduced significantly.  
 
POSTIVE SAMPLES RATE 
Gestures Size Location 
Skin 
Density 
Tracked 
Face 
Hidden 
Node 
Wave 0.629 0.851 0.870 0.740 0.851 
Forward 0.448 0.655 0.827 0.820 0.884 
Backward 0.512 0.618 0.812 0.782 0.821 
Left 0.542 0.765 0.850 0.800 0.870 
Right 0.580 0.742 0.880 0.790 0.850 
 
NEGATIVE SAMPLES  
Gestures Size Location 
Skin 
Density 
Tracked 
Face 
Hidden 
Node 
Wave 14450 4554 2509 480 5 
Forward 18817 3246 1941 487 13 
Backward 19565 3456 2204 402 14 
Left 17694 5822 1976 421 11 
Right 17039 5242 3932 661 12 
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The third part of quantitative performance evaluation is to investigate the effects of 
adding multiple cues progressively. A total of 276 positive cases of detected gestures 
have been studied. Also, 65,323 negative samples have been collected to populate the 
results in Table 6.2 and 6.3. For assessing the True Positive performance, the detection is 
regarded to be successful as long as the correct person has been recognised. In some 
cases, the True Positive rate decreased by adding more cues (for instance adding a tracked 
face) but at the same time, the False Negative number is also decreased. This is desirable 
as the best result is to achieve a lower true negative and higher true positive rate. Overall, 
the proposed algorithm has achieved 85% recognition rate by inserting the hidden node, 
this indicates 6.9% performance increase over the Bayesian structure without the use of 
hidden nodes.  
6.4. Discussion and Conclusions  
In this chapter, we have presented a probabilistic framework for hand gesture recognition 
and people association. It has been shown that incorporating multiple cues is beneficial 
for detecting the commanding person in crowded scenes. Reasoning based on multiple 
cues, to some extent, mimics human perception, where a decision has been made based 
on the gathered temporal and contextual information. In this work, the Bayesian network 
has been used to conduct the reasoning process due to its robustness. It has been shown 
that the proposed method is advantageous in two aspects. First, it provides the most 
probable location of the commanding person. This is beneficial since multiple candidates 
are possible due to the presence of multiple people in the environment. The second 
advantage is that the probability estimation can be achieved even with missing data. This 
is crucial since not all measurements are available in a dynamic environment. The 
Bayesian network provides conditional dependency from which unmeasured cue(s) can 
be inferred by measured ones. In order to increase the overall system performance, a 
hidden node has been introduced. The hidden node can be used to learn the intrinsic 
casual dependency between different nodes. It has been shown that by hidden node 
insertion, the final recognition result has been improved by an average of 6.9% according 
to Table 6.2.  
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Once the commanding person is recognised, it is now necessary to understand the 
person‟s intention if further human-robot engagement is necessary. Furthermore, it is also 
useful to understand the intention of other people in the same environment if the robot is 
to navigate intelligently. In the next chapter, we will explain how contextual boosting can 
be used for this purpose.  
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Chapter 7  
  
Contextual Boosting and 
Detecting Human Intention  
 
 
7.1. Introduction  
In the previous chapters, we have proposed both gesture recognition and person 
recognition methods for human guided navigation in a crowded environment. The 
objective in this chapter is to devise a framework to notice people‟s intention during 
navigation for different interaction modes. Essentially, this allows the robot to make more 
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effective decisions by identifying people‟s intentions for different interactions in a scene. 
Previously in Chapter 4, different approaches toward supervised learning have been 
described. However, problems arise in achieving a globally accurate framework using 
these approaches due to their static nature. Contextual boosting is an example of semi-
supervised learning enabling pre-trained models to be tailored according to user needs. In 
this method, error correction and feedback are used to learn about possible errors and 
adjust the trained model. This chapter is mainly based on the work presented in [7].  
 
Understanding human intention is an important step towards intelligent navigation and 
establishing affective communication. Intention is normally referred to as set of 
objectives, goals, aims or ends that human‟s desire on a deliberate basis. There are many 
factors involved in determining human intention. These include history, values, ethnicity, 
environment and social display rules [154]. Essentially, predicting human intent is a 
tough problem due to its ambiguity [155]. The main focus of this chapter is to evaluate 
visual cues to perceive people‟s intentions for different interactions in an environment. 
Therefore it is highly desirable to localise potential people in the environment to asses 
their intentions. This is a well addressed problem but has encountered significant 
difficulties in crowded environments [152, 156-160]. After localising the human, the next 
step is to determine possible activities that people are engaged in. Thus far, there has been 
substantial work on activity recognition (see [161, 162] for examples and detailed 
reviews). These systems generally extract body postures from the video and directly 
match the pose to pre-learned models. Common activities include: talking, passing by, 
looking, eating, etc. This data ambiguity results in a scale problem where by 
incorporating more states into the final model can reduce the system accuracy. Therefore, 
incorporating long and short-term cues is beneficial in order to distinguish different 
activities. As it will be elaborated further, long term cues include temporal information 
and short-term cues consist of contextual information. These cues help the robot 
understand the environment better. One of the potential cues is human intention. 
However, intention is difficult to discern and may not be reflected as observable actions. 
Nevertheless, parts of human intention may be detected by an individual‟s focus and gaze 
direction [7].  
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7.2. Human-Environment-Robot Interaction  
In this work, our main emphasis is to achieve a coarse level understanding about the 
environment before engaging in active communication. This includes recognising 
people‟s intentions for different interaction, which is to see if the people have the 
intention to communicate with the robot or to interact with each other or to engage with 
their surrounding environment. Figure 7.1 illustrates the intention space where the three 
general types of interaction may take place. The basic task is to detect and reason behind 
different interactions and respond accordingly. For example, if individuals are engaged in 
conversation, the robot should realize it is best not to disturb or, if an individual is 
receptive to the robot‟s interaction, it should approach the person. Finally, if the user is 
moving in the environment, the robot can analyse further to understand what the user‟s 
interests are and if any help can be offered to assist the user [7]. 
 
 
 
 
 
 
 
 
 
Figure 7.1. Illustration of the intention space where different interactions take place. This 
includes Human-Robot-Interaction (HRI), where a person has the intention to communicate 
with the robot, Human-Human-Interaction (HHI) where multiple people are engaged in 
social interaction, and Human-Environment–Interaction (HEI), where the person is 
interacting with the environment [7]. 
7.3. Methods  
In order to extract a user‟s intention, it is necessary to identify different interactions. The 
overall system structure is illustrated in Figure 7.2. The first stage uses head detection and 
tracking to localise and quantify people in the scene. The second stage consists of 
gathering temporal as well as contextual information related to the detected head regions. 
This includes frontal face detection and depth information, which can provide gaze 
Environment 
HEI 
Intention Space  
 HHI 
HRI 
Human 
Robot 
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direction and relative position of the people in 3D space, respectively. The third stage 
consists of integrating the multiple cues gathered in a single statistical framework. In 
order to achieve improved system performance, an online learning strategy has been 
adopted. This further enhances flexibility of the final model to the environment. In the 
following sections, implementation details will be further elaborated [7]. 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2. The overall system structure of the proposed analysis framework; the three main 
stages are separated by dashed lines. In the first stage, potential people are initialised and 
tracked. The second stage consists of gathering spatial, as well as temporal information in 
the scene. The final stage is to reason about different interactions by using the proposed 
probabilistic framework [7].  
7.3.1. Head Detection and Tracking 
In Chapter 6, frontal face detection has been used as a cue to identify the commanding 
person. However, in this chapter, the aim is to localise all people in the scene and extract 
their intentions for different interactions. Therefore, face detection on its own is not 
effective as not necessarily all people are facing the robot. As it has been described earlier 
in Chapter 5, identifying a person is an eventually difficult problem in uncontrolled 
surroundings. This mainly occurs due to pose variability, clutter in the background, 
varying illumination, partial occlusions and unconstrained persons appearing with 
different clothing. Head detection is a good approach for localising the person due to the 
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high visibility rate in the image, its unique shape and less articulation and degree of 
freedom with respect to other parts of the body [7].   
 
Krotosky et al [163] combined shape, size and depth cues to localise the head for smart 
airbag deployment in cars. Zhang et al [164] used shape constraints and appearance 
distribution to achieve a view and scale invariant head detector. Jin and Mokhtarian [165] 
head detection is based on moving contour analyses. In their method each contour is 
segmented using concave corners and resulting segments are analysed further by size and 
aspect ratio to obtain potential head regions. Ishii et al [159] devised Four Directional 
Features (FDF) and Linear Discriminant Analyses (LDA) to achieve real-time head 
diction module on surveillance systems. Luo et al [166] used a neural network classifier 
based on 3D spherical shape, motion and range information arising from stereo image for 
automatic head segmentation. Chee et al [167] used background segmentation, skin 
colour and energy based contour fitting to localise human heads and monitor their 
activities in public transport vehicles. Hu et al [168] deployed gray scale correlation of 
disparity data to accurately detect the head using infrared and stereo camera modalities. 
Won et al [169] extracted saliency map from skin colour, centre surrounded difference 
and normalisation to detect the head region. Further 2D+3D Active Appearance Model 
(AAM) is used to estimate gaze direction. Huang et al [170] used a 3D scale-adaptive 
filter obtained by stereo camera to achieve a head detection module suitable for crowded 
scenes. Grange and Baur [171] used refined geometrical constraints of disparity map to 
detect obstructed heads during surgical procedures. Head tracking is normally achieved 
by different filters and their derivation such as Kalman and Particle Filters (PF). Yuan et 
al [172] proposed a 2D head tracking based on a multi-state particle tracking. Wooju and 
Kim [173] proposed robust 3D head tracking resistance to illumination changes and rapid 
pose changes by using a dynamic template and 3D Cylindrical Head Model (CHM). 
Gokturk and Thomasi [174] devised a head tracking module based on the correlation of 
depth signature obtained by state of the art Time-of-Flight (TOF) camera.  Matsumoto et 
al [175] proposed a head tracking mechanism by using multiple cameras which is robust 
to occlusions. Zhang and Kambhamettu [176] proposed a 3D head tracking system by 
using monocular images. In their method, 2D data is mapped by Extended Superquadric 
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(ESQ) to achieve a geometrical 3D face model. Subsequently, OF is used to estimate 3D 
motion transition. Matsumoto et al [177] achieved 6 degrees of freedom head tracking by 
a monocular camera mounted on their humanoid platform.  
 
There are three major issues associated with existing methods. The first assumes the 
availability of a priori background information, the second relies on large size silhouettes, 
and the third is based on controlled environment in terms of illumination changes. In the 
current work, however, the presence of multiple people, changing illumination, occlusion, 
and dynamic background arising from a mobile robot platform need to be carefully 
addressed.  
 
The aim here is to localise humans by detecting possible head locations. Therefore Haar-
liked features described in Chapter 5 along with adaptive boosting method are used. In 
this study, about 1,399 heads with different orientation, poses and illumination along with 
800 background images have been gathered for training. The examples of head and 
background images are demonstrated in Figure 7.3. Finally, by using adaptive boosting of 
Haar-like features, a multi-pose head detection classifier has been trained. The current 
head detection algorithm can detect up to 20 by 20 pixels [7].  
 
Generally, there is a trade off for classifier sensitivity. In an adaptive boosting 
classification mechanism by incorporating more classifiers in each cascade, the number 
of False Positives decreases as well as the number of True Positives and vice versa. Since 
the aim is to accurately localise the people‟s heads in the current framework, 32 cascades 
of classifiers are used. This provides accurate localisation with minimal number of false 
positives. Missed detection arising from low sensitivity is compensated by tracking. In 
the tracking phase, a Kalman tracker is used to track each individual head. The 
correlation method described in Section 5.3 is used to measure the correlation between 
newly detected regions with tracked ones. If any detected head is unassigned, it will be 
added to the tracker as a new candidate. If any tracked head is not updated, Shi-Tomasi 
features [153] are used to measure the head transition on a frame-by-frame basis. If any 
of the tracked regions is not updated for 100 frames then it has been de-initialised. 
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Figure 7.3. Schematic of multi-pose head detection training process, where some examples of 
trained data has been shown. As it has been illustrated, the positive samples consist of heads 
with different orientation and diverse illumination changes from different subjects. The 
negative samples consist of typical background scenes with different levels of lighting and 
object configuration.  In the bottom of the image, a typical cascade of ada-boost classifier is 
depicted. In this process each weak classifier progressively prunes the background regions.  
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This occurs mainly due to a person getting out of the field of view or getting occluded for 
a long time. 
7.3.2. Extracting Temporal Information  
Extracting temporal information is an important part of initiating the user‟s intention for 
interaction. There are three modes of interaction between the human, robot and 
environment as shown in Figure 7.1, namely HRI, HEI and HHI. For the proposed 
framework, there are certain assumptions to be made. For example, the person who 
intends to communicate with the robot is usually facing the robot. In this process, the 
person holds a steady gaze while looking at the robot, hence their frontal face visibility 
rate can be used as a primary cue to determine their intention. For this purpose, frequency 
of gaze information can be used as a long term cue. The other useful assumption is that 
people who are engaged in social interaction, HHI, will be standing next to each other and 
not constantly looking directly at the robot. For subjects who fall in neither of the above 
cases, they most likely interacting with the environment. HEI mainly occurs when the 
person is dynamic (i.e. walking, running) or stationary and performing tasks such as 
looking towards objects in the environment. In both cases, their frontal face visibility rate 
tends to be low [7], therefore analysing person dynamic and gaze frequency are important 
temporal features to consider. 
7.3.3. Probabilistic Reasoning 
Based on hypotheses in the previous section, temporal features, 1 2{ , ,..., }i nF f f f , with 
221 cases have been gathered for training. These include the frontal face visibility rate 
(number of times the frontal face has been detected within detected head region for the 
last 70 frames), the person‟s displacements (this is mainly indicated by their horizontal 
and vertical displacements) and their relative 3D distance to people present in the scene 
(if there is more than one person). In the training phase, each outcome has been manually 
segmented and related features are extracted. This has been conducted while different 
interactions are taking place with the presence of multiple people [7].  
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In this study, a Greedy thick thinning algorithm by Heckerman et al [114] is used to learn 
the network structure. The resulting network structure indicates that the evidence is 
statistically independent (for instance, the face visibility rate is independent of the 
person‟s movement in the scene). This signifies the suitability of using a Naive Bayesian 
structure due to independence between different features in the training data. The goal in 
the decision making process is to obtain , ,( | )R H E iP I F , which indicates the probability of 
HRI, HHI and HEI given their relative temporal information in the scene [7].  
7.3.4. Contextual Feedback  
In order to estimate the true outcomes of the dynamic nature of the video scenes, an 
advanced strategy is required to tailor the BN according to the surrounding environment. 
The main idea in this process is to incorporate new observation into the final BN to 
compensate for the errors in the initial estimates. This is generally addressed as online 
learning, reinforcement learning, contextual feedback or sequential update of BN in the 
literature [178-183]. Online learning may involve adjusting the BN parameters or entire 
network structure. One possible approach towards online learning is to store all previous 
observations and train the network after new observation is available. This approach is 
optimal in terms of network accuracy however in many situations it is not feasible due to 
memory and speed constraints. The alternative approach is to modify the current network 
according to new observations without storing all data corpus. In this method an initial 
trained model is assumed to represents all previous observations and its parameters are 
adjusted according to incoming observation.  
 
One of the major drawbacks is strong induction towards the initial trained network. This 
results in fixate and biasing the network on previous observations. The other scheme is to 
store a number of networks and select the best network that fits the new observation. This 
system can be inefficient if new observation does not suit any of the stored networks. 
This mechanism is suitable if comprehensive data is available for initial training. 
Friedman and Goldszmidth [182] proposed comprehensive methodologies toward 
sequential update of the BN. In their work, modified MDL scoring is used to 
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accommodate for sequential updating of new data and its effectiveness has been 
evaluated with missing data. Klawonn and Angelov [181] proposed evolving BN in an 
online fashion suitable for data mining processes by adjusting the network parameters. 
Dimitrakakis [179] devised an efficient tree exploration algorithm for optimal 
reinforcement learning. Yosui et al [183] proposed a sequential Monte Carlo based online 
Bayesian parameter estimation scheme. They demonstrated the superiority of their 
method to conventional dynamics.  
 
In order to integrate the new observation into the final estimate, it is essential to 
determine which subsets the new measurements belong to. This is normally achieved by 
expert opinion in the initial training phase. Nevertheless, this is not available during 
recognition phase for obvious reasons. One approach is to use the outcomes of the current 
network to update the network parameters. The drawback in this method is that if there is 
an error in the outcome it will be integrated in the resulting network. The other potential 
problem is network convergence towards extracted features with high probability 
distribution outcomes, which obstructs the system adaptation to the new measurements. 
These essentially lead to incorrect belief propagation. Another possible approach is to 
form a parallel mechanism for classification where one can rectify the other. This also 
leads to network convergence to error rectifying classifier over time. The other approach 
is to analyse the temporal dynamic of BN outcomes over time. In this process possible 
errors are identified by detecting sudden changes in state.   
 
In the proposed approach, contextual feedback is used as a feedback correction 
mechanism to adapt the system according to the surrounding environment. Figure 7.4 
illustrates a schematic of the decision process using contextual feedback [7]. The BN in 
the feedback is constructed and updated based on monitoring the sudden changes 
(possible error) in the interaction outcomes of each person in the scene. After finding the 
corresponding measurements of possible misclassifications, the network is refined by 
adding the new measurement of misclassified outcome to the contextual feedback 
network. With the new network, the overall outcome can be obtained by:  
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(7.1) 
 
where , ,( | )R H E i ContextualP I F  is the probability of HRI, HHI and HEI based on the new 
contextual information, , ,( | )R H E i BNP I F  is the probability outcome based on the initially 
trained model, and   is the weighting factor set to 0.3 in order to prevent large 
divergence from the initial model.  
 
 
 
 
 
 
Figure 7.4. The overall probabilistic framework used to initiate different human interactions 
in the environment. Contextual feedback is also used to perform on-line training.  
7.4. Results  
In this section, the evaluation results are presented in four parts, namely head detection 
and tracking, temporal and contextual extraction, probabilistic reasoning and contextual 
feedback.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5. The robotic platform used for this study, which is equipped with both USB and 
TOF cameras. 
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To fully investigate the accuracy of the results, both qualitative and quantitative analyses 
were performed. This has been elaborated further in subsequent sections. As shown in 
Figure 7.5, in addition to the presented robotic configuration in Chapter 4, a TOF camera 
mounted on the PeopleBot platform [34] has been used for this experiment. The TOF 
provides the system with real-time 3D range maps of the scene with a non-ambiguity 
range of 7.5m and an array resolution of 176×144. Since the TOF provides a reflectance 
map with each range map, a traditional checkerboard calibration technique is used to 
obtain per-pixel colour information for each range point [7]. In the current framework, the 
TOF frame rate is set to 15 Hz, USB camera is adjusted to 30Hz and robot translational 
and rotational speeds are fixed to 100mm/s and 15 
o
/s, respectively. To synchronise the 
frame rates of both cameras, the TOF values are interpolated.  
7.4.1. Head Detection and Tracking  
As it has been discussed earlier on, multi-pose head detection has been constructed by a 
cascade of weak classifiers which provides the potential head regions in the image space. 
In this process, thirty two cascades are used where the convergence and error plot for the 
last four cascades are depicted in Figure 7.6.  
 
 
 
 
 
 
 
 
 
 
 
Figure 7.6. The exponential error for the last four cascades during multi-pose head training. 
The general trend of errors reduces as the number of cascades increases. Therefore a lower 
iteration number is required due to classifier convergence.  
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As it can be seen, exponential error value and iteration number are reduced as the number 
of cascades increases. This is because the classifier progresses based on previous 
cascades and converge faster while achieving lower exponential error towards the end.  
 
The resulting head detection examples are illustrated in Figure 7.7. In this figure, each 
potential head is indicated by a white box. As it can be seen, there are some missed 
detections in some image frames which are detected in subsequent frames.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7. Example results of multi-pose head detection as indicated by white boxes. In this 
process, Haar-liked features along with adaptive boosting classifiers are used to detect the 
head regions.  
 
Hence, temporal tracking has been used to eliminate this problem. As it has been 
explained before, a combination of head detection and feature matching modules are 
integrated to update the Kalman filter for tracking. The main assumption made by the 
tracking module is based on accuracy rather than long-term tracking. Therefore, when the 
confidence is low, the tracked object is deleted. This happens when the tracker does not 
get updated with a head detection module within 100 frames. This approach is essential 
due to constant occlusions and illumination changes in crowded scenes.  
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Figure 7.8. (a-d) Example results for head tracking which is colour coded. The matched 
features in each consecutive frame are indicted with connected lines. The person marked 
with the yellow box is partially occluded in (c), which has been recovered in subsequent 
image frame (d).  
(a)  (b) 
 
(c)  (d) 
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Example results have been demonstrated in Figure 7.8. In this figure, potential head 
regions are tracked and colour coded. Further, Shi-Thomasi features correspondences for 
each consecutive frame have been indicated by connected lines [7]. Figure 7.8 (c) shows 
that the tracking module is cable of recovering from partial occlusions. Transition 
between Figure 7.8 (a) and (d) further illustrates the scale adaptability of the tracked head 
indicated with the yellow box.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.9. Overall tracking accuracy for the proposed head tracker. A total of 1,987 Images 
containing dynamic head movement were collected from different subjects. These footages 
were manually segmented to obtain the ground-truth data.  Average velocity consists of the 
horizontal and vertical displacement average between consecutive frames. As it can be seen, 
the error increases as velocity increases. This mainly occurs due to rapid and unpredictable 
motion. 
 
 
Also, quantitative analysis, similar to the one conducted in Chapter 6, is performed to 
investigate the accuracy of the devised head tracking mechanism. In this process, 1,987 
frames from different footage were gathered. The central position of each head has been 
manually annotated for each frame to obtain the ground-truth data. Subsequently, tracked 
results are compared with ground-truth data by measuring the Mean Square Error 
Distance as their speeds vary. Finally, summed error values have been normalised for 
each velocity bin. As it can be seen in Figure 7.9, the error is relatively low when the 
average (horizontal and vertical) velocity within consecutive frames is lower than 25 
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pixels.  The current head tracking module has achieved relatively better accuracy over 
frontal face tracking in Chapter 6. This is mostly related to more frequent updating of the 
tracker by the proposed multi-pose head detection classifiers as opposed to the frontal 
face detection. The other potential reason is due to the availability of a lager number of 
detected and matched features in the head regions rather than face regions due to their 
size.  
7.4.2. Extracting Temporal and Contextual Information  
After localising the potential people in the environment by the proposed head detection 
module, it is essential to extract temporal and contextual information. As it has been 
discussed before, temporal information is related to each person‟s face visibility rate and 
displacement. Contextual information is extracted from the 3D distance to the available 
people (if any) in the environment. Some example results have been illustrated in Figure 
7.10.  
 
 
 
Figure 7.10. Example parameters used for extracting temporal and contextual information. 
Temporal information consists of measuring person‟s displacement with visible frontal face 
over time. An example of frontal face visibility is depicted with a white box inside the head 
with yellow colour.  Contextual information includes 3D distance of available people in the 
environment.  
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7.4.3. Probabilistic Reasoning  
After extracting the temporal and contextual information in the scene it is desirable to 
determine HRI, HHI and HEI probabilities associated with each detected person in the 
scene.  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure 7.11. Left column images illustrate tracked head information over time while multiple 
people are present. Right column images show the most probable intentions, which are 
displayed in red, green and blue colours for HRI, HHI and HEI, respectively. In the first 
image, HHI is initiated for people who are interacting marked with the green and blue boxes 
while the person marked with the red box is interacting with the environment. The second 
image shows the person marked with the blue box initiating HRI while the people with green 
and red boxes are initiated with HHI. The third image shows that HHI is correctly identified 
as everybody is engaged in conversation.   
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A total of 201 cases have been studied, including the presence of multiple people, 
increasing the level of complexity and distractions. Each subject has been asked to 
perform different types of interaction in a relatively crowded environment. The scene 
consists of full and partial occlusions and rapid as well as slow movements. Figure 7.11 
and 7.12 show some example results.  All the tracked objects are colour coded and the 
most probable intentions are displayed in red, green and blue colours for HRI, HHI and 
HEI, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.12. (a-b) Illustrate tracked head information over time while multiple people are 
present. (c-d) The achieved probability estimation with the proposed technique. In (c), the 
person with the green box is initiating HRI. The robot assigns low HRI probability since not 
enough information is available, whereas (d) shows that the robot‟s belief is strengthened for 
HRI classification for the person in green box since more information is available. This 
information includes the accumulation of detected frontal face depicted by white box inside 
the green box.  
 
In order to populate interaction results quantitatively, Equation 7.2 has been used.  
 
 
(b)  (d) 
(a)  (c) 
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(7.2) 
 
Table 7.1 illustrates the accuracy of each interaction system for the testing data as the 
number of people increases in the scene.  This shows as number of people increases in the 
scene, the recognition accuracy decreases. This is mainly due to possible occlusion and 
illumination changes resulting from human dynamics in the crowded environment [7].  
 
 
 
 
 
 
 
 
 
 
Table 7.1. Detection results for different interaction, HRI, HEI and HRI, without using 
contextual feedback. This indicates that as the number of people increases, there is a 
decrease in accuracy due to possible occlusion and inter-illumination changes.  
7.4.4. Contextual Feedback   
As it has been mentioned earlier, contextual feedback enables a Bayesian framework to 
evolve and adjust itself to the environment. In order to evaluate the performance of the 
proposed contextual feedback, qualitative as well as quantitative analyses are conducted. 
Figures 7.13 and 7.14 illustrate example comparisons of cases incorporating and not 
incorporating contextual feedback. Furthermore, it has been demonstrated that as time 
progressed, the contextual feedback achieves better results.  
 
In order to achieve quantitative analyses, same data has been used to populate Table 7.2. 
The comparison shows 6.2% improvements with incorporating contextual feedback in the 
final results.  
 
True positive
True positive False negative False positive 
DETECTION RATE FOR HUMAN-ROBOT-ENVIRONMENT INTERACTION 
WITHOUT CONTEXTUAL FEEDBACK  
Number  of 
people 
HRI HEI HHI 
1 89% 87%  
2 82% 76% 81% 
3 81% 71% 75% 
4 Plus 77% 70% 71% 
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Figure 7.13. (a1) and (a2) Tracked head information over time while multiple people are 
present. (b1) and (b2) The probability estimation without contextual feedback and (c1) and 
(c2) the achieved probability estimation with contextual feedback. (c1) Shows where the 
contextual feedback has not taken effect, whereas (c2) illustrates the effectiveness of 
contextual feedback where HRI‟s are correctly identified whereas when using standard BN, 
this has not been possible.  
 
 
 
 
 
 
(a1)  (a2) 
 
(b1)  (b2) 
 
(c1)  (c2) 
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Figure 7.14. (a1) and (a2) Tracked head information over time while multiple people are 
present. (b1) and (b2) The probability estimation without contextual feedback and (c1) and 
(c2) the achieved probability estimation with contextual feedback. (c1) Shows where the 
contextual feedback has not taken effect, whereas (c2) illustrates the effectiveness of 
contextual feedback where HRI‟s are correctly identified whereas when using standard BN, 
this has not been possible.  
 
 
 
 
 
 
 
(a1)  (a2) 
 
(b1)  (b2) 
 
(c1)  (c2) 
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Table 7.2. Detection results for different interaction, HRI, HEI and HHI, by using contextual 
feedback. This indicates that as the number of people increases, there is a decrease in 
accuracy due to possible occlusion and inter-illumination changes. The results indicate 6.2% 
improvement with respect to not using contextual feedback.  
7.5. Conclusions and Future works  
In this chapter, a Bayesian contextual inferencing framework for detecting user-robot 
intention has been presented. In the low-level phase, human locations are localised by the 
proposed multi-pose head detection and tracking module. In this process the use of 
cascade of classifiers enables fast and accurate pruning of background regions. 
Furthermore, the practical value of feature detection and head detection combination for 
updating Kalman filter has been investigated. In the mid-level phase, temporal and 
contextual information associated with detected people has been extracted. In the high-
level phase, the gathered multiple cues are fused into a single Bayesian framework. The 
proposed Bayesian framework is found to be beneficial in two ways. First, the 
probabilistic assessments enable an accurate comparison between different states defined 
for user intention namely HRI, HHI, and HEI. The second advantage is that the 
probability estimation can be achieved even with missing data. This is essential since not 
all measurements are available in a dynamic environment for mobile robot navigation. In 
the high-level phase, using contextual feedback has proved to be advantageous since a 
simple BN may fail. Contextual feedback allows the BN to evolve and adjust itself 
according to the surrounding environment. This proved to be effective in processing 
visual information due to its dynamic nature [7].   
 
 
DETECTION RATE FOR HUMAN-ROBOT-ENVIRONMENT INTERACTION 
WITH CONTEXTUAL FEEDBACK  
Number  of 
people 
HRI HEI HHI 
1 95% 90%  
2 90% 80% 85% 
3 90% 78% 81% 
4 Plus 85% 75% 79% 
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Chapter 8  
  
Conclusions and Future 
Work  
 
8.1. Technical Achievements of the Thesis 
Although Human Robot Interaction (HRI) has seen extensive development in recent 
years, it will require much effort before seamless interaction between the two starts to 
emerge. HRI is a major research challenge that should and can be cultivated through a 
step-by-step approach. As medical advances see life expectancy rising, it becomes ever 
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more important to consider ways in which quality of life is improved. One way to achieve 
this is through innovations in fields such as robotics, which can assist in the delivery of 
healthcare to an aging population for assisted living and management of chronic diseases.   
 
In this thesis, we have presented different vision based systems suitable for human guided 
navigation in indoor environments. The main contribution of this thesis is concerned with 
people and gesture recognition for mobile robot guidance/navigation, particularly in a 
crowded environment. It starts with describing different state-of-the-art-robotic platforms 
across different disciplines. Subsequently, low-level features, as well as intermediate-
level vision algorithms and techniques suitable for perceiving humans in the environment 
are discussed. These include skin colour segmentation, dense motion extraction and 
Kalman tracking. Probabilistic reasoning for static and dynamic signals is also provided. 
This includes derivation and definition of a Bayesian framework with hidden nodes.  
 
Dynamic hand gesture recognition is a key part of the thesis. During this process, interest 
regions that consist of dynamic skin coloured regions, are tracked by a Kalman filter. 
They are obtained by combining low-level features with motion patterns based on Hidden 
Markov Models (HMMs). Issues arising from the presence of multiple people are also 
addressed. The main focus is to identify the commanding person for intelligent navigation 
in a crowded environment. Multiple visual cues from temporal and contextual 
information are combined in a Bayesian framework. We have also demonstrated that the 
system performance can be increased by incorporating hidden nodes to the model.  In this 
thesis, a framework for identifying the user intention is proposed. This is an essential 
component of human guided navigation. In the proposed framework, user intention for 
conducting different interactions such as HRI, HHI (Human Human Interaction) and HEI 
(Human Environment Interaction) is defined. The main contribution is to perform 
reinforcement learning through the proposed contextual boosting mechanism. This 
enables the learned model to adapt to changing environments and we have demonstrated 
the practical value of this method through detailed experiment validation.    
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8.2. Future Perspectives 
8.2.1. Unified Framework  
In this thesis, three main steps have been proposed for human guided navigation. These 
include gesture recognition, commanding person identification and user intention 
detection. The ultimate aim is to combine the proposed systems into a single unified 
framework. To this end, inter-dependency between some of the low-level components can 
be used to optimize the overall framework. For instance, the proposed head detection 
module in Chapter 7 can be used to minimize the search region for face detection 
module in Chapter 6. In this approach, confined regions within detected head boundaries 
can be used to search for potential faces in order to reduce the computational cost. 
However, missed detection for head localization needs to be taken into consideration. 
Additionally, due to the independency of the proposed systems in Chapters 5-7, some of 
the components can be run simultaneously. So by using the available multi-core CPU 
technology, different tasks can be distributed to reduce computational time. Also, part of 
Chapter 6 is independent of gesture recognition used in Chapter 5. This includes frontal 
face detection and tracking, which can also be run in parallel. 
8.2.2. Navigation and Mapping  
As mentioned in Chapters 2 and 5, the robot can learn about salient features within a 
given environment during a guided tour. Therefore, it is vital to select this information 
according to their significance and steadiness. This requires the differentiation of 
transient versus persistent features in the scene. For scene association, human objects 
need to be excluded from the environment mapping. Although the method presented in 
this thesis addresses some of the main problems associated with human identification, 
further investigation is required to overcome these problems. For example, the proposed 
head detection module as described in Chapter 7 can be used to extract the potential 
regions. Subsequently, time-of-flight camera data can be used to create a disparity map 
for segmenting out background-foreground objects.   
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In a crowded environment, simultaneous localisation and mapping is difficult. This is 
because most features tend to be associated with people moving around, and therefore 
makes it difficult for the robot to localise itself. In this regard, separating static and 
dynamic features is important. To this end, the use of multiple sensors would improve the 
overall system sensitivity and robustness. Mapping strategies using laser, ultrasound, 
monocular or binocular vision and TOF sensors can be amalgamated into a unified 
localisation and mapping framework. Essentially, the idea would be to process the 
obtained data by different sensor modalities and only incorporate the reliable data from 
each source to construct a global map. 
8.2.3. Illumination Variation  
One of the main objectives of our current research is to adapt the proposed framework for 
guided tours in large environments. For indoor environments, the lighting condition can 
change significantly during exploration due to object cast shadows and inter-illumination 
variations. One possible solution for overcoming illumination variation is to employ an 
adaptive model as the condition changes. For instance, the skin model proposed in 
Chapter 5 can be updated with the available and extracted skin object present during the 
navigation process. But this requires a verification process to confirm that the particular 
model used for updating is related to actual human object but not similar coloured object. 
One potential solution is to use frontal face detection in Chapter 6 to extract the skin 
colour regions. Subsequently, this can be used to update the previously trained Gaussian 
model. In this update procedure, how to balance the update ratio would require further 
investigation. In this process, the effects of shadows also need to be taken into 
consideration.   
8.2.4. Adaptive Parameter Adjustments 
In the proposed framework, there are many parameters that need to be fine tuned, and in 
some cases empirically. It is often not practical to obtain optimal solutions by manual 
parameter adjustments. For instance, in Chapter 7, contextual boosting is controlled by 
several weighting factors, which are selected empirically. In future work, an automatic 
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selection scheme needs to be developed. This will allow improved system adaptation to 
the environment and increase the overall system performance and robustness. Another 
possible approach for better adaptation to the environment is to monitor the change of 
people in the environment through complementary sensing information, e.g. RFID. This 
is feasible in a hospital environment as increasingly more wearable sensors are used to 
track people and movement. This will provide a finer level of interaction where the robot 
can determine the user‟s intentions in more detail as the environment context is better 
defined in this case.   
8.2.5. Active Search for Person Localization and Tracking 
It is often the case when a robot is required to localize the person in the environment and 
maintain track of the commanding person. Therefore, it is necessary for the robot to 
constantly update the tracking information and ensure the person is within the field-of-
view. This is difficult to maintain, for example, if the person makes a sharp turn in the 
corridor. In this regard, predictive motion modelling is important and it is also essential 
for the robot to quickly explore possible paths when mistakes are made. To ensure such 
an approach is realistic for practical deployment, the use of omni-directional cameras 
combined with narrow field-of-view, high resolution cameras would be beneficial. By 
providing an expanded field-of-view, the robot can better perceive people surrounding the 
robot, thus enabling improved tracking and human-robot interaction.    
8.2.6. Robot-Robot Interaction  
With rapid emergence of different robotic platforms, it is to be expected that assistive 
robots will be widely used in indoor environments, especially in hospitals and homes. 
Due to different tasks associated with each application setting, it is likely that robots will 
be engaged in different, predefined operations. Although it is possible to define each 
robot application and model their specific characteristics and behaviours, it is also 
necessary to include cooperation between robots. For this purpose, different robots are 
required to communicate and collaborate autonomously. When human robot interaction is 
included, the mixed interaction can create challenges to Robot Robot Interaction (RRI). It 
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is necessary to combine global communication and localisation with local intelligence to 
effectively share information among robots for navigation and collaborative working.  
For working in a healthcare environment, this can provide coordinated care delivery 
tailored to the specific patient needs and requirements.  
8.2.7. Further Considerations for Assistive Robots for Patient Care   
It should be mentioned that the work presented in this thesis is only the first step towards 
our long-term goal of developing intelligent, autonomous robots for healthcare and 
assisted living. The next step of this project is to establish affective communication with 
the patients. The main objective in this task is to capture more detailed information about 
the patient, including expression and attention. In this approach, a robot can be used to 
affectively monitor a patient‟s condition, similar to what is achieved by nursing staff. For 
example, facial expression combined with the monitoring of saccadic eye movements can 
be used to assess stress, pain, anxiety or other surrogate signs of changing patient 
condition. This information can also be used to provide an extra safety net, along with the 
use of wireless body sensor networks [184] and access to the pharmacological database to 
check for drug interactions and early symptoms of adverse events.  
 
One potential important future use of mobile robots is as a companion for rehabilitation 
and assistive living for the elderly. As it has been discussed earlier, due to increased life 
expectancy and a systematic shortage of healthcare personnel, there is a significant drive 
in the effective use of the technology for these purposes. For all these applications, ethical 
issues remain as one of the key challenges. Robots are required to fully comply with the 
fundamental laws of robotics while providing pre-eminent care delivery. This is a 
challenging problem due to the diversity of patient needs, which are based on individual 
health issues. With the recent uptake of telepresence robots, it is expected that a hybrid 
use of the technology will become acceptable, i.e. the use of autonomous robots for 
monitoring and assistance with the involvement of humans for interventional tasks. It is 
hoped that the work presented in this thesis will be useful for the future development and 
practical use of mobile robots for both hospital and home environments.  
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