We conjecture that the automorphism group of a topological parallelism on real projective 3-space is compact. We prove that at least the identity component of this group is, indeed, compact.
Introduction
The notion of a topological parallelism on real projective 3-space PG(3, R) generalizes the classical example, the Clifford parallelism. Such a parallelism Π may be considered as a set of spreads such that every line belongs to exactly one of them and some continuity property holds. Many examples of non-classical topological parallelisms have been constructed in a series of papers by Betten and Riesinger, see, e.g., [1] and references given therein. The group Φ = Aut Π of automorphisms of a topological parallelism is a closed subgroup of PGL(4, R). As is well known, the automorphism group of the Clifford parallelism is the 6-dimensional group PSO(4, R) ∼ = SO(3, R) × SO(3, R). Betten and Riesinger [3] proved that no other topological parallelism has a group of dimension dim Φ ≥ 5. Using the result of the present paper, this has been improved by Löwen [8] : in fact, the Clifford parallelism is characterized by dim Φ ≥ 4. Examples of parallelisms with 1-, 2-or 3-dimensional automorphism groups are known, see [4] , [1] , [2] . Based on the intuition that a parallelism imposes some rigidity akin to an elliptic polarity, we state:
Conjecture. The automorphism group of every topological parallelism on PG(3, R) is compact. This is supported by the observation that the largest possible group, that of the Clifford parallelism, is compact. Betten [5] determined the possibilities for groups of dimension ≥ 3 and found only compact ones. Here we shall prove that the assertion of the conjecture is true, at least, for the identity component. This implies the result of [5] . THEOREM 1.1 Let Π be a topological parallelism on PG(3, R) with (full) automorphism group Φ. Then the identity component Φ 1 is compact and hence is conjugate to a (closed, connected) subgroup of PSO(4, R).
The closed, connected subgroups of PSO(4, R) are easily enumerated using the fact that SO(3, R) has only one class of nontrivial proper closed, connected subgroups, represented by the torus group T = SO(2, R). Up to isomorphism, the nontrivial proper closed, connected subgroups of PSO(4, R) are the tori T and T × T , SO(3, R), and SO(3, R) × T . These isomorphism classes split into 3, 1, 3, and 2 conjugacy classes, respectively.
We would have liked to produce a proof of Theorem1.1 by direct arguments. However, the dynamics of non-compact closed groups on real projective 3-space appears to be too diverse to allow for a uniform argument that applies in all situations. Thus, we were forced to prove the theorem by examining the conjugacy classes of one-parameter groups one by one. This suffices for the proof because every closed, non-compact linear group contains a closed, non-compact one-parameter group.
Regarding the status of the conjecture, let us mention that a non-compact group Φ contains some unbounded cyclic subgroup. In most of the possible cases, such a subgroup can be treated (and excluded) by the same methods that we shall use for one-parameter groups. There are, however, exceptions; for instance, a cyclic subgroup of a one-parameter group of type (b2) as defined below. So the conjecture in full strength remains unproved.
We consider real projective 3-space PG(3, R) with its point space P and line space L. Elements of P and L are the 1-and 2-dimensional subspaces of the vector space R 4 , respectively. The pencil of all lines passing through a point p is denoted L p . The topologies of P and L are the usual topologies of the Grassmann manifolds. See, e.g., [7] for the continuity properties of geometric operations in this topological projective space. We shall mainly use the facts that P and L are compact and that the line L = p ∨ q joining two distinct points p, q depends continuously on the pair (p, q).
is an equivalence relation on L such that for every pair (p, L) ∈ P × L there is a unique line, denoted Π(p, L), which passes through p and is parallel (that is, equivalent) to L. The parallelism is said to be topological if the map Π : P × L → L defined in this way is continuous.
Using the compactness of L, it es easily seen that the continuity condition for Π is equivalent to compactness of the parallel relation Π ⊆ L × L. In particular, the parallel classes of a topological parallelism are compact spreads and are homeomorphic to the 2-sphere S 2 . Every such spread gives rise to a topological affine translation plane with point set R 4 , in which the spread is the set of lines through the origin. Here the elements of the spread are considered as 2-dimensional subspaces of R 4 . See [9] , Section 64 for details. We shall never consider parallelisms that are not topological. Therefore, we shall usually omit the word 'topological'.
The automorphism group Φ = Aut Π is defined as the group of all collineations of PG(3, R) preserving the equivalence relation Π. We remark that it suffices to interpret 'preserving Π' as the condition that images of parallel lines are again parallel. Then it cannot happen that non-parallel lines become parallel after application of the map. Indeed, if a collineation γ maps a parallel class C ∈ Π into some other parallel class C ′ , then C = C ′ , because both sets are spreads. This little observation, which is missing in [3] , ensures that the inverse of an automorphism is again an automorphism and allows us to speak of the automorphism group. It follows from the compactness of Π that Aut Π is a closed Lie subgroup of PGL(4, R), compare [3] , 4.3.
2 One-parameter groups: the strategy of proof A non-compact Lie group contains a one-parameter group which is closed and noncompact. This follows, e.g., from the theorem of Mal'cev-Iwasawa, [6] , Theorem 6. In order to prove our theorem, we shall therefore examine all one-parameter subgroups of PGL(4, R) and see whether they can leave a parallelism invariant. It suffices to consider one group from every conjugacy class. Quadratic matrices are classified up to conjugacy by their Jordan normal form. The matrix exponential commutes with the conjugation operation. Hence, in order to obtain a list of cases to be considered we may use the Jordan normal form of a generating 4 × 4-matrix A for the one-parameter group
Moreover, since only the projective action of G is relevant to us, we may replace a generator matrix A by A + bE, where b ∈ R and E denotes the unit matrix. This leads to the following list of cases, where we write γ t = exp tA.
Case (a1):
A has two complex eigenvalues λ, µ ∈ C \ R with two Jordan blocks. Up to addition of a scalar matrix, we have that λ = ai, µ = b + ci with 0 / ∈ {a, c}. Writing R α for the matrix of the rotation of R 2 through an angle α, we have
Case (a2):
A has one eigenvalue λ ∈ C \ R with a single Jordan block.
Again we may assume that λ = ai = 0, and we get
Case (b1): A has one eigenvalue λ ∈ C \ R and two real ones b, c ∈ R, the latter with Jordan blocks of size 1.
As before, we assume λ = ai = 0 and obtain
Case (b2): A has one eigenvalue λ ∈ C \ R and one real eigenvalue b, the latter with a Jordan block of size 2.
Taking λ = ai = 0, we get
Case (c1): A has one real eigenvalue a with a single Jordan block of size 4.
We may assume that a = 0, and we find
Case (c2): A has two real eigenvalues a, b with Jordan blocks of size 3 and 1, respectively.
We may assume that a = 0, and we get
Case (c3): A has two real eigenvalues a, b, both with one Jordan block of size 2. We may assume that b = 0, and then
Case (c4):
A has three real eigenvalues a, b, c with Jordan blocks of size 2, 1, 1, respectively.
Taking a = 0, we get
Case (c5):
A is diagonal with eigenvalues a, b, c, d.
For a = 0, we have
Eliminating non-compact candidates
In this section, we shall use the list from the preceding section in order to show that Aut Φ cannot contain any one-parameter group Γ that is both closed and non-compact. By the theorem of Malcev-Iwasawa [6] , this will prove Theorem 1.1. We denote the standard basis vectors of R 4 by e i , 1 ≤ i ≤ 4. We remind the reader that a sequence of vector subspaces X n ≤ R 4 of constant dimension d converges to a subspace X in the Grassmann manifold if and only if X n and X possess bases
The group Φ does not contain a subgroup Γ of type (a1) which is closed and non-compact.
Proof. Suppose first that b = 0. If c is a rational multiple of a, then the one-parameter group Γ is compact. If c/a is irrational, then Γ is not closed. In fact, the closure Γ = T is a 2-torus and is contained in the closed group Φ. So the case b = 0 causes no worries. Next suppose that b = 0; reparametrizing, if necessary, we may assume that b > 0. If a = c, let t 0 = 2π/a. Then γ t 0 generates an infinite cyclic subgroup and has diagonal shape. This possibility can be excluded in the same way as a diagonal one-parameter group of type (c5); see 3.13 below. So we have a = c.
We consider the dynamics of Γ acting on L. Let H be a line not meeting K = e 1 , e 2 . The images H γt converge to L = e 3 , e 4 as t → ∞. On the other hand, if M = K is a line meeting K in a point and if the images M γt accumulate at a line N, then N intersects both K and L. Now consider a parallel class C not containing K. Then C contains lines of both types, a line H not meeting K and a line M meeting K in a point. (Note that the lines in C meeting K form a circle in the 2-sphere C.) The γ t -images of H and M are always parallel. The images of H converge to L and those of M converge to a line N = L meeting L in a point. As Π is a topological parallelism, L is parallel to N, a contradiction.
PROPOSITION 3.2
The group Φ does not contain a subgroup Γ of type (a2).
Proof. Setting t 0 = 2π/a, we obtain a map γ t 0 generating a cyclic subgroup of a group of type (c3) with a = 0. This cyclic group can be excluded in the same manner as the one-parameter group of type (c3); see 3.10 below.
PROPOSITION 3.3
The group Φ does not contain a subgroup Γ of type (b1) which is closed and non-compact.
Proof. If b = c = 0, then Γ is compact. In the remaining case, the element γ t 0 with t 0 = 2π/a generates an infinite cyclic group of diagonal shape which can be excluded by the methods used for type (c5), see 3.13 below.
PROPOSITION 3.4
The group Φ does not contain a subgroup Γ of type (b2).
Proof. Again we specialize to multiples of t 0 = 2π/a and appeal to 3.12 below.
PROPOSITION 3.5 The group Φ does not contain a subgroup Γ of type (c1).
Note first that a group Γ of type (c1) would fix the line L = e 1 , e 2 and hence would also fix the parallel class C of L. Thus Γ acts on a translation plane. Such actions are not unusual, however; see, for example, [9] 73.10. The proof of Proposition 3.5 exploits subtle properties of the dynamics and was the hardest one to find. It requires a few preparations.
We denote the point e 1 by p and let L H denote the line set of the hyperplane H = {x ∈ R 4 | x 4 = 0}. Finally, P H ⊆ P denotes the point set of H, i.e., the set of its one-dimensional subspaces. LEMMA 3.6 Let Γ be of type (c1). a) On the set P \ P H , the maps γ n , n ∈ N, converge continuously to the constant map with value p. This means that for every convergent sequence u n → u in this set we have p = lim n u γn n . Likewise, the maps γ −n converge continuously to the constant at p. b) On the set L p \ L H , the maps γ n converge continuously to the constant map with value L.
Proof. a) If u n = x n , we may assume that x n → x = 0, and then u = x . In order to find lim n u γn n , one has to normalize y n = x γn n in some way, e.g., by dividing it by its biggest coordinate. The claim is then easily verified. Here it is vital that the fourth coordinate of x is non-zero. b) Let X n → X in L p \L H , where X n = e 1 , x n . We may assume that x n → x ∈ P \P H and that the fourth coordinate x n4 of every x n equals 1. Then we have X γn n = e 1 , 2 n 2 (y n − y n1 e 1 ) , where y n = x γn n , as before. The vectors 2 n 2 (y n − y n1 e 1 ) converge to e 2 , which finishes the proof. We remark that another quick proof of assertion (b) can be given by using Plücker coordinates.
Assertion (b) of the Lemma fails to hold in general for lines not passing through p. It is the discrepancy between Lemma 3.6 (b) and this failure that makes the following proof work.
Proof of Proposition 3.5. Assume that the group Γ of type (c1) leaves Π invariant. We let p = e 1 as before and let q and r be the points generated by e 3 and e 4 , respectively. For n ∈ N, we define s n to be the image of q by the inverse map γ −1 n = γ −n . By Lemma 3.6 (a), the sequence s n of points converges to p as n → ∞. Hence, the line sequence M n = s n ∨ r converges to the line M = p ∨ r = e 1 , e 4 , which is equal to its own parallel Π(M, p). The sequence of image lines M γn n = q ∨ r γn converges to q ∨ p = e 1 , e 3 ; call this
γn , and Π(M n , p) converges to Π(M, p) = M ∈ L p \ L H . Therefore, Lemma 3.6 (b) applies and yields lim n (Π(M n , p)) γn = L. This is a contradiction.
PROPOSITION 3.7
The group Φ does not contain a subgroup Γ of type (c2).
Proof. A group Γ ≤ Φ of type (c2) would fix the line L = e 1 , e 2 and the point r = e 4 .
Hence it fixes the line Π(L, r) as well. This means that R 4 splits as the sum of two invariant 2-dimensional subspaces. This is not compatible with the Jordan block structure.
For the remaining cases, we need the following lemma, which is of independent interest. Here it is convenient to consider Π not as an equivalence relation Π ⊆ L × L, but as the set of equivalence classes. In the proof of the lemma we shall specify a topology for this set.
LEMMA 3.8 Suppose that Ψ ≤ Φ = Aut Π is a subgroup fixing a point p or a hyperplane H of PG(3, R). Then the action of Ψ on L p or on L H , respectively, is equivalent to the action on Π, considered as the set of parallel classes.
Proof. The maps α p : L p → Π and β H : L H → Π sending a line to its parallel class are equivalences. For bijectivity of the latter map, we use the fact that every parallel class is not only a spread, but also a dual spread, which means that every hyperplane contains exacty one of its lines; see [9] , 64.10a. We introduce a topology on Π by insisting that α p be a homeomorphism for a chosen point p. Then α q is a homeomorphism for every point q, because α
It is now easy to see that β −1 H • α p is continuous as well, and hence is a homeomorphism by compactness.
Note here that the action of Π on the pencil L p of lines through a fixed point is the same as the action on the projective plane formed by the one-dimensional subspaces of the factor space R 4 /p. The following corollary to Lemma 3.8 is the 'Lemma on Homotheties' of Betten and Riesinger [4] , 4.2.
COROLLARY 3.9 If ϕ ∈ Φ = Aut Π fixes a point p or a hyperplane H and acts trivially on L p or on H, respectively, then ϕ is the identity.
Proof. If ϕ acts trivially on L p , then ϕ is a central collineation and also possesses an axis, i.e., some hyperplane is fixed pointwise. So assume now that ϕ acts trivially on H. Every line L has a parallel M contained in H. If L = M then L meets H in a point p, and L = Π(M, p) is fixed by ϕ.
PROPOSITION 3.10
The group Φ does not contain a subgroup Γ of type (c3) with eigenvalue a = 0.
Proof. We have fixed lines K = e 1 , e 2 and M = e 1 , e 3 . The group Γ acts on the translation plane T C defined by the spread C ∈ Π containing K and fixes M. As M intersects K nontrivially, it cannot belong to C and is not a line of this translation plane, but rather a Baer subplane of T C . Now the action of Γ on M is trivial, but a group fixing a Baer subplane and acting trivially on it can have at most two elements [9] , 55.21; note that a Baer subplane contains a quadrangle.
PROPOSITION 3.11
The group Φ does not contain any subgroup Γ of type (c3).
Proof. By Proposition 3.10 we may assume that a = 0. Let p = e 1 and q = e 3 . The action of Γ on the projective plane L p is given by the matrices
The action on L q is projectively equivalent to
By Lemma 3.8, these two actions must be equivalent if Π is preserved by Γ. We look at affine versions on R 2 , given by (x, y) → e −at (x + ty, y) and (x, y) → e at (x + ty, y), respectively. Their behaviour for t tending to +∞ is different. On the projective plane, both have two fixed points u, v. For t → +∞, all non-fixed points are moved towards the same fixed point in one action, and in the other one all non-fixed points except those on a single orbit are moved towards the same fixed point, while the remaining ones tend to the other fixed point. Clearly these dynamics are not equivalent.
PROPOSITION 3.12
The group Φ does not contain a subgroup Γ of type (c4).
Proof. This is an obvious consequence of Lemma 3.8.
The last remaining case is removed by the following proposition, which therefore completes the proof of Theorem 1.1.
PROPOSITION 3.13
The group Φ does not contain a subgroup Γ of type (c5).
Proof. If three equal eigenvalues occur, then we may assume that these are equal to 0, and Γ acts trivially on the hyperplane defined by the eigenspace. This contradicts Corollary 3.9. If two eigenvalues are equal, but not three, suppose that e 1 , e 2 , e 3 , e 4 are eigenvectors for the eigenvalues 0, 0, a, b, respectively. Then the parallel class C of the fixed line e 1 , e 3 is invariant, and B = e 1 , e 2 is a Baer subplane of the translation plane defined by C. The action of Γ on B is trivial; as in the proof of Proposition 3.10, this is a contradiction. Now suppose that A has distinct eigenvalues 0 = a < b < c < d, with corresponding eigenvectors e 1 , e 2 , e 3 , e 4 . Consider the lines K = e 2 , e 4 and L = e 3 , e 4 and the hyperplanes G = {x| x 1 = 0} and H = {x| x 4 = 0}. There is a parallel M of K that is distinct from K and does not meet the line G ∧ H or the line e 1 , e 2 . Then M can be written as M = p ∨ q where p ∈ G \ H and q ∈ H \ e 1 , e 2 . Now as t → ∞, the images p γt converge to e 4 , while q γt → e 3 . Hence, M γt → L. On the other hand, K is invariant under Γ, hence M γt = Π(K, p γt ) converges to Π(K, e 4 ) = K = L, a contradiction.
We append the first argument that we found for the case of distinct eigenvalues in the previous proof, because we feel that it sheds some extra light on the situation.
Suppose that the diagonal matrix A has distinct eigenvalues 0 = a < b < c < d, with corresponding eigenvectors e 1 , e 2 , e 3 , e 4 . Then the six lines L ij = e i , e j , i < j, are fixed. There are no other fixed lines. Indeed, if x ∈ R 4 has three non-zero coordinates, then the matrix with columns x, x γt , x γ 2t contains a 3 × 3-matrix obtained from a Vandermonde matrix by multiplying each row by a nonzero scalar. Hence these vectors span a 3-space.
As a consequence, the lines L ij and L kl are parallel whenever {i, j, k, l} = {1, 2, 3, 4}. Indeed, the parallel Π(L ij , x k ) is fixed and disjoint from L ij , so this line must be L kl .
The group Γ acts on the translation plane defined by the spread (parallel class) C 23 containing the fixed lines L 23 and L 14 . As Γ is not complex linear, the plane is not the complex plane and its kernel is R. We may replace Γ by a subgroup Γ 1 of SL(2, R) without changing the action on PG(3, R). Then with respect to our translation plane, Γ 1 is contained in a reduced triangle stabilizer in the sense of [9] , p. 455, and Hähl's theorem on compression groups [9] , 81.8 applies. Since Γ 1 contains no non-trivial compact subgroup, the theorem says that Γ 1 itself is a compression group. This means that the orbit of every non-fixed line in C 23 has the two fixed lines L 23 and L 14 as its ends. But in fact we see that the orbit of the point (1, 1, 1, 1 ) has end points e 1 and e 4 both belonging to L 14 . This is a contradiction.
