With the development of new imaging techniques, such as single-and two-photon scanning laser microscopy and single plane illumination microscopy, the acquisition of volumetric image data from thick tissue samples is more common 1 . Though a lot of effort has been done on the automated analysis of cells or nuclei in microscopic images, the tools to analyze the spatial organization of tissues are limited. Analyzing the 3D organization of cells in tissue datasets is not common, and the measurements are mostly done on individual cells [2] [3] [4] or with the tissue as a whole 5 . Tissue analysis requires the identification of different cellular components and the computation of the physical interactions between them. In most cases the components are the cells themselves. Towards this goal, scientists first need to identify the location and identity of cells that make up a given tissue. Since clear cytoplasmic or membrane labelling is usually difficult to obtain in thick tissue samples, most studies rely on a nuclear labeling (e.g. DAPI) as a cellular identification approach. However, nuclei segmentation, especially in large 3D image datasets, is not trivial and remains an active research area among bioimage informaticians [6] [7] [8] . Furthermore, whole tissue analysis poses an additional challenge when segmenting cells within a crowded cellular environment. In this case, commonly used techniques for segmenting nuclei or cells are based on a "region-growing approach" [9] [10] [11] [12] [13] [14] and where FARSIGHT is the best example 9 . However, more complex procedures are based on different methods such as local curvature analysis 15 , region-growing and iterative thresholding 16, 17 , level sets 18 or a competition between different methods 19 . Finally, once the primary segmentation step is complete, scientists need to determine the identity of the segmented cells. Depending on the markers available, this step relies on (i) manual annotation of images, (ii) simple thresholding of nuclear or cytoplasmic content or (iii) a more complex supervised machine learning approach 16, 20 . 28 analyzed the spatial organization of alpha and beta-cells using manual detection of different islet-cell types and computed the cellular direct interactions based on a complex computation of distances and angles. More recently Poudel et al . developed a tool to analyze different cell-type composition of islets but only in 2D and they did not investigate the cellular network 29 . No attempt has been made to identify the interaction network of different islet cells in 3D. Understanding the islet three-dimensional organization and the configuration of supporting regulatory signaling networks is an important step towards understanding the setup of paracrine signaling pathways that support islet function 21 .
Here we bring forth a novel toolbox containing all the necessary methods for nuclei segmentation, cell identification and analysis of cell interaction in 3D. More importantly, this toolbox is integrated into the widely-used ImageJ platform as an easy-to-use plug-in. We applied this toolbox to investigate current and novel aspects of the unique architecture of the pancreatic islet of Langerhans.
Results
All segmentation and analysis algorithms were implemented in Java as ImageJ plugins 30 and all filters and analysis tools are based on our homemade 3D library for image analysis 31 . The tools presented here cover different aspects of spatial analysis of tissues in 3D, ranging from nuclei segmentation to analysis of different aspects of cellular interaction and network mapping. We applied our tools to the study the complex multi-cellular structure of mouse and monkey islets of Langerhans (Fig. 1) . The files for the toolbox can be found at: http://imagejdocu. tudor.lu/doku.php?id= plugin:3d:tissue_organization_toolbox:start. Nuclei are segmented and cell boundaries computed from the DNA-label channel. The images corresponding to the different labels of the different cell types are combined together in a SLIC image (see text for details). This combined image is used to compute each cell type. Finally, the cell interaction network is created using the cell boundary and cell type information.
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Datasets. We applied our methodology to analyze 3D confocal image stacks of islets of Langerhans in whole or serial histological pancreas sections from two different species: C57/BL6 mouse (8 weeks of age, n = 6 animals and 8 stacks) and monkey (Macaca fascicularis, 9-12 years of age, n = 6 animals and 6 stacks). Detailed information for the islets used as testbeds for validation of our toolbox can be found in Table 1 . Additional information about the sample preparation and imaging protocols is shown in the methods section. Besides thick tissue sections, we also analyzed 2 whole mouse islets (Mouse 4 and Mouse 6) that were obtained from optically cleared tissues using SeeDB and imaged with 2-photon microscopy 32 .
Nuclei segmentation. In homogeneous tissues, cells and nuclei tend to have roughly the same shape and size, while also appearing in a tightly packed organization with proximity between nuclei. In this work, we used DAPI staining to label the cell nucleus. First, the nuclear label signal was filtered to reduce noise and enhance structures based on their size. We then used our spot segmentation procedure to segment the nuclei ( Fig. 1 and  methods) , where the local maxima of the filtered image are detected and used as seeds for local segmentation 33 . This nuclei segmentation approach allowed us to identify and segment correctly approximately more than 97% of total nuclei in all datasets (Fig. 2A-C and Table 2 ). In addition, we observed a low false-positive rate of 106 objects out of 8837 nuclei and a low false negative rate of 257 objects (Table 2) for our validated dataset (Table 2) . We obtained a final F-measure of approximately 97.7%, which is comparable or better than other algorithms ( Table 2 , Supplementary Fig. 3 ). Most of the false-positive detections are due to the occasional observation of nuclei that are split into two different objects. We also obtained a low false negative detection rate for nuclei, and that corresponded to nuclei that were near each other and below the resolution potential of the confocal microscope in the X-Y and Z-axis (Tables 1 and 2 ).
Cell phenotype computation. Due to the limited number of possible markers that could be used in a single immunofluorescence experiment, we did not stain the plasma membrane in our study. Instead, we used the nuclear volume as the theoretical core of the cell and then predicted the maximum likelihood of the cell "zone" by extending the nuclei boundaries according to an average cell size (4 μm, Fig. 2D ). To avoid the potential overlap of two close nuclei, we added a watershed procedure to ensure the exact separation between two nuclear volumes (Fig. 2B,D) .
For our application, the islets of Langerhans is composed of three main types of endocrine cells, namely alpha-, beta-and delta-cells. Therefore, our mouse and monkey datasets were composed of three different channels that represent glucagon, insulin and somatostatin markers (Figs 1 and 2A ). All three markers are cytoplasmic and are sufficient to determine the cell identity. The labelling is quite dense throughout the cytoplasm and no clear separation between the different cells was visible ( Fig. 2A) .
To reduce the complexity of the number of voxels in each dataset, we clustered the voxels from the different images containing the specific cell markers (i.e. insulin, glucagon and somatostatin) into regions and combined this information into one single image. This was achieved using a supervoxels clustering approach 34 resulting in a single 3D image where islet-cells are represented by regions containing voxels of similar values for all three channels (Figs 1 and 2E) . Next, each region was assigned a cell phenotype based on the most abundant label with the highest average median intensity value. If the intracellular signal intensity for all three channels was below a predefined threshold, the region was classified as "unlabeled" (Figs 1 and 2F ). In the case of small regions that are labelled (but not belonging to the "unlabeled" type) inside a cell zone, and below a predefined minimum threshold, the cell was also assigned to the "unlabeled" category ( Table 3 ). The application of this algorithm on mouse and monkey islet image datasets correctly identified cells with an accuracy of more than 97% (Table 3) .
Next we applied our toolbox to mouse and monkey islets and investigated their endocrine cell composition. Here we observed a mean percentage of alpha-cells (P α ) is 18.2% in mouse and 21.2% in monkey islets; for Table 4 ). The average cellular composition and cell types frequency of mouse and monkey islets used in this study are within the described values in the literature 23 . Analysis of direct cell-to-cell interactions. Once all islet-cells were properly segmented and identified, we built a network of interacting cells using their cell zones. If two cell zones are touching we build an link between the two cells and define them as interacting. First, when analyzing intact mouse islets (i.e. mouse4, and mouse6 in Tables 1, 2 Table 1 ) what suggests that analyzing thin and individual histological sections may underestimate the number of connections in a tissue dataset. Second, we computed the relative proportion of different cell types interactions, defining homotypic interactions between similar cell types (alpha-alpha (P αα ), beta-beta (P ββ ) and delta-delta (P δδ )), and heterotypic interactions between two different cell types (alpha-beta (P αβ ), … ). We found more homotypic beta-beta interactions in mouse datasets than in monkey datasets, and approximately same proportion of alpha-alpha interactions in mouse and monkey datasets (Supplementary Table 2 ). In order to investigate further the different organisation of islets of Langerhans in mice and monkeys we restrained our analysis on the two major cell types alpha and beta, and added more datasets for this analysis (Fig. 3) . Due to the heterogeneous organization of primate islets with a lower relative number of beta cells, we observed a significantly lower P ββ of 49.4% (p < 0.05 vs mouse, Fig. 3A ). P αα was not significantly different from mice at 8.6% (Fig. 3A) . Next, we investigated the number of direct contacts between alpha-and beta-cells in mouse and monkey islets. Here we observed that monkey islets have a significantly higher percentage of P αβ than mouse islets (Fig. 3B, 17 .1% vs. 10.8%, p < 0.05).
Following the work from Kilimnik et al. 27, 28 , we computed the percentage of direct cellular interactions that should occur in a random organization. If alpha-cells are organized randomly, the theoretical probability of observing an interaction between two alpha-cells is determined by Table 4 . Cell composition of observed mouse and monkey islets. *Indicates serial histological sections.
probability of a cell to be an alpha-cell and α P 2 the probability that the first and also the second randomly chosen cell are alpha-cells. The same logic applies to the case of beta-cells or between alpha-and beta-cells. In the latter case, when two random cells are chosen the probability that the first cell is an alpha-cell is determined by P α and the probability that the second cell is a beta-cell is given by P β . Therefore, the theoretical probability of a random alpha-and a beta-cell to interact is determined by P α . P β . However, the possibility that the first cell is a beta-cell and the second cell is an alpha-cell must be considered as well, and thus the final equation is = . + . = .
. If the interaction between cells of the same type is not random, one should observe higher values than those generated randomly. In this same setting, the observed heterotypic interactions would be lower than random values. We designed a randomization procedure of the cells inside the tissue and compared the results of the proportion of interactions between our randomised models and the theoretical proportions as presented above (Supplementary Fig. 6 ). We did not observe differences in the results (data not shown), so we can conclude that our randomized model will effectively capture a random organisation of the tissue.
When compared to random models our results show that mouse islets have significantly higher homotypic contact frequencies than what should occur in a random organization (Fig. 3B and D, observed vs. random) . We observed a similar, but not statistically significant trend in monkey islets (Fig. 3C,E) . These results indicate that in the mouse islet alpha-and beta-cells are not randomly organized. Interestingly, in mouse and monkey islets, the observed number of contact frequency between alpha-and beta-cells was significantly lower than the values obtained with a simulated random distribution (Fig. 3F,G) .
Analysis of indirect cell-to-cell interaction. Next, we investigated the framework of the indirect cellular interactions in mouse and monkey islets. Briefly, this was calculated with the following logic: when a given islet-cell "X" contacts directly a predetermined "reference" cell, "X" will be at distance equal to 1 from the "reference" cell ( Supplementary Fig. 1, white cell) . If another islet-cell "Y" contacts islet cell "X", "Y" will then be at a distance value of 2 from the "reference" cell ( Supplementary Fig. 1 , dark purple cells). This mechanism allows the computation of relative distance maps for any cell or group of cells within our dataset in 3D. Using alphaand beta-cells as test platforms, we computed the cell distances between beta-cells and the closest alpha-cell. We observed that, in both mouse and monkey islets, most of the beta cells are less than 4 cells away from the closest alpha-cell (Supplementary Table 3 ). When comparing the distances from observed and randomised data we observed that in a random organisation of alpha-cells, beta-cells tend to be closer to alpha-cells. This indicates that alpha-cells tend to be clustered.
Following the application of the randomization procedure to alpha-cells, we performed a more complex analysis by comparing the number of indirect beta-alpha interactions and of cell distances in both observed and randomized patterns (Supplementary Table 3 ). For both mouse and monkey islets, we observed a higher number of beta-cells with large cell distances to alpha-cells in the observed datasets than in our randomized models for distance greater than or equal to 2 (Supplementary Table 3 ). This observation supports the concept that alpha-cells are organized in a cluster-like pattern. This is specially represented by the well-known mantle organization of alpha cells in mouse islets. However, this difference is less striking in monkey, suggesting that alpha-cells are more uniformly distributed throughout the islet and thus likely explain the higher frequency of alpha-beta contacts ( Fig. 3 and Supplementary Table 3 ).
Analysis of spatial organization. The focus of investigating the spatial organization of a tissue is to understand the distribution and patterning of its cellular framework. This goal can be achieved by testing whether the cellular organization is random and applying statistical computation to confirm it. To address this point, we used the classical spatial statistics F-and G-functions 35 . These functions are based on a histogram computation of distances between points, usually corresponding to the location of molecules 36 . The G-function is based on the distances between two closest points and reflects the existence of clusters. The F-function is based on the closest distances between reference and points of interest, thus reflecting the existence of "geographical voids". Using this concept, the known distances for our observed data can be compared to distances from the same number of randomly generated points (in our case the islet alpha-cells). This comparison is performed inside the islet space where all the cells are found. The result is a normalized index between 0 and 1 termed Spatial Descriptor Index (SDI) 35 . This index expresses the rank of the observed data values within the simulated models. A rank between 0.05 and 0.95 indicates that the observed data is within the 95% confidence interval of all simulated random data. Therefore, in this scenario the observed values are not significantly different from a random organization pattern.
To investigate further the spatial organization of alpha-cells, we applied this concept on mouse and monkey islet datasets. We observed SDI values of F-and G-function in mouse ( Supplementary Fig. 2A,B ) and monkey islets ( Supplementary Fig. 2E,F) outside the 0.05-0.95 interval (Supplementary Table 4) , which indicates that alpha-cells are organized in a non-random distribution pattern. These results also support our previous observations (Supplementary Table 3 ) that alpha-cells are organized in clusters in both mouse and monkey islets. Of note, our simulations of a randomized organization generated expected results with SDI values within the 95% confidence interval (Supplementary Table 4 and Supplementary Fig. 2) .
Given the cellular architecture of the islet and the importance of paracrine signaling factors secreted by alphacells 24 , we hypothesize that the interactions between neighboring cells is more significant than the shortest distance (i.e. Euclidean distance) between two islet cells. Therefore, we modified the classical F-and G-functions to use cell distance instead of the Euclidean distance parameters. Using this approach, we observed similar results and where most SDI values were outside of the 95% range (Supplementary Table 4 ). This observation indicates again a non-random organization of alpha-cells in both mouse and monkey islets. As expected, a randomized distribution of alpha-cells resulted in SDI values for F-and G-functions were within the 95% confidence interval (Supplementary Table 4) .
Finally, we sought to characterize the composition of the alpha-cell clusters. For analytical purposes, a cluster was defined as a single cell or a set of cells directly connected by a cell distance equal to 1. In mouse islets, alpha-cell clusters ranged in size ( also found most of the SDI values for alpha-clusters in the interval between 0.05-0.95 suggesting a non-random organisation at this cluster level, however this trend is less clear than at the cell level.
Discussion
Nuclei segmentation. Although nuclei segmentation has been studied for many years, no definite tools or algorithms are available, especially for thick tissue samples. One of the most efficient tools is FARSIGHT 9 , which did not present a better performance in comparison to our algorithm ( Supplementary Fig. 3 ). The main originality of our approach is the use of a filtering to enhance structures based on their size with a high degree of specificity ( Fig. 1 and Table 2 ). Moreover, this filtering allows us to discard any eventual intensity variation between nuclei and within the nuclei and contributes to a high detection efficiency observed in our dataset.
Computation of cell zones. The computation of marked cell zones is an essential part in the analysis of the spatial organization of any given tissue. In our dataset, the membranes of islet cells were unlabeled and thus we used watershed approach to separate nuclei and compute plausible cell zones around each nucleus (Fig. 2D) . Nevertheless, our observed results indicate a high accuracy in cell phenotype identification (Table 3) . Subsequent analysis of cellular interactions confirmed previous results describing homo-and heterotypic cellular interactions in mouse and monkey islets (Fig. 3 and Supplementary Table 2) . Moreover, 3D analysis of an intact islet made possible by tissue clearing yielded the largest number of possible cell-cell interactions (mouse4 and mouse6, Supplementary Table 1 ) when compared to single or serial sections datasets. This suggests that analysis of thin tissue sections is insufficient and does not provide a real account of a tissue spatial organization, thus strengthening the need for real 3D imaging and analysis. The results described here for islet-cell type distribution and cell-cell interaction are comparable to the literature 23 and thus validate our computational approach. In the present work, our model defines the interaction between two cells as direct physical contacts and do not consider the presence of important extracellular matrix proteins or blood vessels, both of which are important factors for islet-cell function. In future applications, we propose to include the identification of blood vessels and the analysis of the spatial relationship between islet-cells and the vasculature 37, 38 . This is further underscored by recent studies indicating key anatomical and functional differences between mouse and human islets and their microvasculature 39, 40 .
Cell identity computation. The computation of a given cell type depends strongly on the quality of the imaging data and information available that allows the de-facto identification of a cell type. In our case, all markers used here are bona-fide markers of distinct endocrine cell types in the islet (Methods and Figs 1 and 2) . Accurate cytoplasmic labeling is a challenging task to achieve mainly due to the thickness of the tissue and the variability of the staining methods itself. To compute the cell identity and the cell-cell interactions, we must first stipulate the cellular extension. In our case, since we were investigating 3 different cell types in addition to the nuclear stain (i.e. DAPI), it was quite challenging to add a fifth dye to stain the cellular membranes. Therefore, we assumed a central position of the nucleus within the cell and that the cytoplasmic volume expands only locally around the nucleus volume. Next, we used the classical watershed separation approach to compute a Voronoi diagram around the segmented nuclei. We however modified the watershed algorithm to constrain the Voronoi zones not to extend farther than a predefined radius from the nuclei boundaries. Finally, to process the three different labels altogether, we observed that the supervoxels clustering approach 34 was the most robust and allowing a correct clustering for all the three channels. It is worth noting that while this approach was successful for our datasets, it is possible that for other applications investigating other cell types (e.g. neurons) a different combination of tools may be necessary 20 .
Analysis of spatial organization. The main challenge in investigating the spatial organization is to identify robust and adapted descriptors. Classical descriptors such as SDI for F-and G-function (Supplementary Table 4 and Supplementary Fig. 2 ) are very well adapted for spots analysis, where objects distribute virtually anywhere in the enclosing structure. However, there is a difficulty in adapting this approach to whole tissue analysis where the location of objects is quite constrained and where structural voids (e.g. blood vessels) may exist inside the structure. We then proposed to use the same framework but we constrained the positioning of objects to cell locations. We also investigated cell distances instead of Euclidean distances ( Supplementary Fig. 1 and Supplementary Table 3, 4) , although we observed similar results using either distance parameter. However, for more complex cell networks with a non-convex topology, the cell distance analysis may become more effective in correctly assessing the organization of cells.
The Cyto-architecture of Islets of Langerhans of mice and monkeys. By identifying and mapping the position of all three-major islet-cell types, our toolbox was validated by confirming known underlying differences in the cyto-architecture of mouse and monkey islets (Fig. 3 and Supplementary Table 2 (ref.  23) ). We observed that while mouse islets are rich in homotypic contacts, monkey islets display a more heterogeneous islet-cell distribution that results in more heterotypic contacts between islet-cells ( Fig. 3 and Supplementary Table 2 ). Interestingly, alpha-cells in both species tend to be organized in a non-random cluster organization and which leads to a non-random pattern of contacts between alpha-and beta cells (Fig. 3) . This data suggests that alpha-cells are in specific areas within the islet, which may be set during the developmental period 41 and underscore the potential paracrine role that alpha-cells have in islet physiology and diabetes 21, [42] [43] [44] [45] . Furthermore, we noted a subtle trend suggesting that alpha-cell clusters are not randomly organized in micerepresenting the peripheral alpha-cell mantle -while the opposite is observed in monkeys.
In conclusion, in the present work we demonstrate the development of new digital tools to visualize, analyze and compare the different organizations of multicellular structures (e.g. tissues) and used the mouse and monkey islet as a proof of concept for such methodology. Our toolbox provides an easy-to-use software that can automate and standardize the data collection on islet morphology in an unbiased manner. The fundamental differences between rodent and primate islets described here support the hypothesis that the physiology and paracrine signaling architecture of rodent and primate islets are different and that alpha-cells are not randomly allocated within the islet ultra-structure 23 . This study highlights the differences between mouse and primate islets and points towards a shift towards islet studies focused on monkey and human islets for meaningful understanding of diabetes patho-physiology 22, [46] [47] [48] .
Materials and methods
All statistics were done using ANOVA method with the Graphpad Prism V6.0 software. Some figures were done using FigureJ 49 .
Immunohistochemistry of mouse and monkey pancreatic islets of Langerhans. All animal procedures were approved by the Institutional Animal Care and Use Committee (IACUC, protocol number 2013/ SHS/816) of the SingHealth system. Experiments were carried out in accordance to experimental guidelines established by the Singhealth Experimental Medicine Center (SEMC), which is an AAALAC accredited facility. Immunohistochemistry of mouse or monkey pancreas was performed as previously described 23 . Briefly, the pancreas from a 5-week-old wild type C57 mouse was dissected, rinsed in phosphate buffered solution (PBS) and fixed in 4 paraformaldehyde for 12 hours. Monkey pancreases were from animals used in other terminal studies. Following the fixation step, the pancreas was rinsed in PBS for 5 minutes and cryo-protected in a 30 sucrose solution for 12 hours. Next, using a razor blade, the pancreas was trimmed to smaller pieces (approx. 2 × 2 mm), embedded in freezing tissue medium FSC 22 (Leica Biosystems, Australia) and stored at − 80 °C. Next, the pancreatic tissue was sectioned in 30 μm thick sections and placed on slides. Slides were air-dried for 1 hour on the bench top protected from light and rinsed 2 × 5 minutes in PBS. Next, slides were blocked and permeabilised with a blocking solution (10% fetal bovine serum and 0.3% triton X-100 in PBS) for 1 hour. Following the blocking step, samples were incubated overnight with the following primary antibodies: guinea pig anti-insulin (beta-cells, 1:200, Dako, California), rabbit anti-glucagon (alpha-cells, 1:200, Sigma Aldrich, USA) and rat anti-somatostatin (delta-cells, 1:200, Millipore, USA). After incubation, slides were rinsed 4 × 10 minutes in PBS. Next, slides were incubated for 1 hour with the following secondary antibodies: donkey anti-guinea pig AlexaFluor 568 (1:400, Invitrogen, USA), donkey anti-rabbit AlexaFluor 488 (1:400, Invitrogen, USA) and donkey anti-rat AlexaFluor 647 (1:400, Invitrogen, USA). Cell Nuclei was stained with DAPI (1:400, Invitrogen, USA). After incubation, samples were rinsed 4 × 10 minutes in PBS, dried and mounted for microscopy. Clear tissue samples were prepared according to Ke et al. 32 .
Confocal microscopy and image acquisition. Single photon confocal microscopy images of islets of
Langerhans were acquired using an upright Leica SP8 confocal microscope (Leica Microsystems, Germany) equipped with a white light laser and hybrid detectors (HyDs). The following excitation (Ex) and emission (Em) parameters were used for image acquisition: DAPI Ex-405nm and Em-432/481 nm; AlexaFluor 488, Ex-498nm and Em-507/559 nm; AlexaFluor 568 Ex-577nm and Em-588/681 nm; AlexaFluor 647 Ex-647nm and Em-656/762 nm.
Image processing and analysis. All implementations were done in Java as ImageJ plugins using our home-made tools and library for 3D processing and analysis. Datasets and source code are available on demand.
A wiki page, with detailed instructions on how to use the toolbox along with a sample dataset was created at: http://imagejdocu.tudor.lu/doku.php?id= plugin:3d:tissue_organization_toolbox:start.
Nuclei segmentation. Images corresponding to nuclear labeling (DAPI) were first processed by 3D median filter with a radius of 4-4-2 in X-Y-Z to reduce noise and homogenize intensities inside the nuclei. Images were then filtered by a 3D band pass filter 50 with specific size interval of 20-28 pixels corresponding approximately to 6-7 μm. This is the approximate diameter of the average nucleus in our dataset. The resulting image is a 32-bit image; which is then scaled to a 16-bit image. Our plugin 3D Spot Segmentation 33, 51 was used to segment the nuclei with a local maxima in a radius of 4 voxels extracted from the band pass filtered image. A threshold is set to only detect local maxima corresponding to nuclei regions (threshold value was set to 30,000 for both mouse and monkey dataset images 33 ). Next, we computed the 3D radial distribution of mean intensity values in growing concentric layers around each seed. From this radial distribution, we could fit a Gaussian curve and a cut-off is computed on the Gaussian curve to a specific standard deviation value (here set to 1.8). The computed value on the Gaussian fitting is then used as a local threshold for a region-growing algorithm around each seed. A 3D watershed is also performed to ensure the segmented objects will not propagate to neighboring seeds. A manual editing was then performed when necessary to correct few errors of segmentation, using the 3D Manager tool from the 3D ImageJ suite 31, 51 , and to assess the accuracy of the segmentation. Split nuclei were merged, and merged objects were split where possible.
3D cell phenotype computation. The automated computation of the cells phenotypes comprises two steps: (i) the three markers are combined into regions using a supervoxels clustering approach, and (ii) cell zones are computed around each nucleus based on a watershed approach. Finally, the phenotype is determined by computing the most abundant marker inside the cell zone. In order to reduce complexity of the three different labels, we merged the information from our three cytoplasmic markers (namely insulin, glucagon and somatostatin) into one single image using a clustering approach. After a 3D median filtering with radius of 4-4-2 in X-Y-Z, we normalize the images by setting the values interval in each channel from 0 to 255. We then cluster the voxels in the three channels using the SLIC (Simple Linear Iterative Clustering) approach 34 . Basically, the image is first divided into square zones of similar size R, where the size is chosen between 100 and 300 pixels according to the size of the Scientific RepoRts | 7:44261 | DOI: 10.1038/srep44261 nuclei/cells. The median values of each channel are computed inside each zone. For each zone, we iterate over all the voxels V within a radius of 2 * R around the centre of the zone. We compute the distances, both in Euclidean and intensity space, d 1 and d 2 between the voxel and the centre of the zone as follows: where I α , I β and I δ are the three images corresponding to the three labellings, Z is a zone, V is a voxel, d 1 is the distance in the signals space, and d 2 is the distance in the Euclidean space. The λ parameter controls the stiffness of the zone, in our study we chose a value of 10000. The algorithm is then quite straightforward and before each round of iteration the distance d is set to an arbitrary maximum value for all voxels. For each zone, we iterate over neighboring voxels in radius 2 * R, where if the distance d is lower than the previous distance set for the same voxel, we assign this voxel to this zone and update its current distance d. Each zone is then updated according to its assigned voxels and this process is iterated 10 times. Post-processing is performed to detect change in connectivity of the zones and to merge eventual disconnected zones to the closest one. We finally assign the type of each zone to the channel having the highest median value inside the zone. If all the median values inside the zone are lower than predefined thresholds, the zone is assigned to the unlabeled type. An image is then created with the voxels having the value of their corresponding zone type.
Cell zone computation -watershed separation. Based on the segmented nuclei images, we can define zones around each nuclei using a watershed separation. First, a 3D distance map is computed on the background of the segmented image of all nuclei. The resulting image is a 3D image where the value of each voxel represents the minimal calibrated distance to the closest nucleus boundary. Note that our 3D distance map implementation works using calibrated unit and hence take the anisotropy in Z into account. The distance map image is then inverted so highest value are close to nuclei boundaries. Then a typical watershed procedure is applied. Basically, all pixels are put into an ordered list and processed sequentially. First pixel, with the highest value, is processed, and the software performs a search on the pixel's 3D neighborhood for voxels already assigned to a nucleus. Next, non-labelled voxels from the pixel's neighborhood are added to the list based on their distance map value. In case two labels are encountered in a neighborhood, the voxel that is at a frontier between two zones is assigned a specific label. Then a mask is applied and set to 0 for voxels whose value in the distance map image is greater than the defined radius.
To detect the cytoplasmic signal with high specificity we look for markers in the SLIC image around the nuclei boundary. Here we define two distances: (1) the inner distance, from the nucleus boundary towards the inside of the nucleus and that detects fluorescence signal that may appear inside the segmented nucleus; (2) an outer distance from the nucleus boundary towards the outside of the nucleus. The volume of the compartment delimited by these two radii is constrained to stay inside the corresponding cell zone. In our experiment, we used the values 3 and 2 for the inner and outer radii. We compute the number of voxels for all 3 markers inside the compartment using the previously computed SLIC image. We then assign the cell-type (i.e. beta, alpha or delta) based on the signal intensity of the most abundant label. However, if the signal intensity inside the constraint compartment is below a threshold, the cell is assigned as unlabeled.
Cells network.
We modeled the network of cellular interactions as a graph where we used the cellular information (nuclear and cell-zones volumes) as the graph vertices. Edges are created between interacting cells. The interaction between two cells is defined as two cells having voxels of one cell touching a voxel of the other cell. The parameters for this computation considers a 26-voxel neighboring definition. In each image the different computed cell-zones have a specific label. For each cell-zone we iterate over the boundary voxels and compute the labels found in a 3 × 3 × 3 voxel neighborhood. If a voxel with a different label is found, an edge is added to the graph between the reference cell and the cell owing the neighboring label. For the analysis of cell distances, the distance values are computed within the graph using the Dijkstraʼs shortest path algorithm 52 . Using our tools visual display of 3D network is done within ImageJ using the ImageJ 3D viewer plugin 53 .
Randomizing procedure. The randomization procedure used simply shuffles the cell types and do not actually moves the cells from their geographical position. In our case study, we selected the first alpha cell and then randomly chose another cell in the islet structure (e.g. another alpha, or a beta or a delta-cell). In the case the selected cell is not an alpha-cell we simply swap the two cell types. We repeat this procedure for all alpha-cells. Swapping the type of two cells will automatically change the number of direct interactions for the two cell types without affecting the number of direct interactions for the third cell type. These changes are in accordance with the theoretical values for direct interactions upon a random model.
Analysis of spatial organization and cluster analysis.
For the analysis of spatial organization, we followed the methodology of Andrey et al. 35, 36 and used the 2D/3D spatial statistics ImageJ plugin as a framework. However, we made a specific version for tissue analysis by modifying it to simulate random positions only at the position of existing cells (either alpha, beta or delta cells). For the G-function we compute the distances between an alpha-cell and its closest one. This is done first in the observed data and secondly in the randomly distributed alpha-cell organization. We compute the cumulated distribution function (cdf) for both observed and randomized data. From the randomized data, we compute first the average cdf from 100 randomized organizations followed by a computation of the confidence interval on a different set of 100 randomized organizations. The Spatial distribution index (SDI) is computed as the maximum difference between the cdf of the observed data and the average cdf of the randomized data. The same procedure is applied for the F-function, except that the computed distances are different. For the F-function, the computed distances are between reference points and the closest point. In our case, the positions of cells are chosen as reference points. We then modified the procedure further to allow the user to use cell distances and not only Euclidean distances. In our study, we use a set of 100 random distributions to compute the SDI value. For the cluster analysis procedure, for each cluster, we simply remove from the graph the cells comprising the cluster and replace them by one node having as coordinate the center of the cluster. We then run the spatial analysis procedure on the modified network.
