ABSTRACT As a key ingredient of machine learning and artificial intelligence, the sampling algorithms with respect to lattice Gaussian distribution has emerged as an important problem in coding and decoding of wireless communications. In this paper, based on the conventional Gibbs sampling, the learnable delayed metropolis-within-Gibbs (LDMWG) sampling algorithm is proposed to improve the convergence performance, which fully takes the advantages of the acceptance mechanism from the metropolis-hastings (MH) algorithm in the Markov chain Monte Carlo (MCMC) methods. The rejected candidate by the acceptance mechanism is utilized as a learnable experience for the generation of a new candidate at the same Markov move. In this way, the overall probability of remaining the same state at the Markov chain is greatly reduced, which leads to an improved convergence performance in the sense of Peskun ordering. Moreover, in order to reduce the complexity cost during the Markov mixing, a symmetric sampling structure which greatly simplified the sampling operation is further introduced and the symmetric learnable delayed metropoliswithin-Gibbs (SLDMWG) sampling algorithm is given. Finally, the simulation results based on multi-input multi-output (MIMO) detections are presented to confirm the convergence gain and the complexity reduction brought by the proposed sampling schemes.
I. INTRODUCTION
Recently, lattice Gaussian distribution plays an important role in physical-layer of wireless communications. In coding, lattice Gaussian distribution was applied to obtain the full shaping gain for lattice coding [1] - [3] , and to achieve the capacity of the Gaussian channel [4] . Meanwhile, it was also employed to achieve information-theoretic security in Gaussian wiretap channel [5] - [7] . Furthermore, lattice Gaussian distribution has been adapted to bidirectional relay network under the compute-and-forward strategy for the physical layer security [8] . In addition, it is also used to realize the probabilistic shaping for optical communication systems [9] , [10] . In the field of decoding, lattice Gaussian distribution with a suitable variance naturally allows to solve the shortest vector
The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui. problem (SVP) and the closest vector problem (CVP) [11] , [12] . To this end, sampling over lattice Gaussian distribution has been widely applied in multi-input multi-output (MIMO) communications for signal detection [13] - [15] . Compared to the optimal sphere detection, it is not only much more efficient, but also can be realized flexibly to achieve the tradeoff between decoding performance and complexity [16] . In addition, such a sampling decoding strategy can be easily extended to signal processing as an useful signal estimator or detector [17] - [21] .
Due to the central role of lattice Gaussian distribution playing in physical-layer of wireless communications, its sampling algorithms become an important computational problem. However, different from the case of the continuous Gaussian density, sampling from the discrete lattice Gaussian distribution is by no means trivial even for a low-dimensional system. For this reason, the sampling methods from Markov chain Monte Carlo (MCMC), which are already widely applied in machine learning (ML) and artificial intelligence (AI) [22] - [24] , were introduced as an alternative way for lattice Gaussian sampling [25] , [26] . MCMC sampling-based probabilistic inference has been a highly successful paradigm for machine learning and there are great opportunities for combining existing sub-optimal algorithms with MCMC in many artificial intelligence problems [27] - [29] . Some areas that are already benefiting from sampling methods include computer vision, speech and audio processing, regression and classification [30] - [32] . Meanwhile, MCMC can be used in deep reinforcement learning to sample from the array of possible actions available in any given state [33] - [35] .
Typically, in MCMC, after a burn-in stage, which is normally measured by the mixing time in total variance distance, the Markov chain will step into a stationary distribution, where samples from the target distribution can be successfully obtained thereafter. As a basic MCMC method, the Gibbs algorithm, which employs univariate conditional sampling to build the Markov chain, has been introduced to lattice Gaussian sampling by showing its ergodicity [26] . In [36] , the symmetric Metropolis-within-Gibbs (SMWG) algorithm was proposed for lattice Gaussian sampling to achieve the exponential convergence. Moreover, the Markov chain induced by random scan Gibbs sampling was shown to be geometric ergodicity [37] , which means it converges exponentially fast. Besides Gibbs algorithm, other MCMC methods for lattice Gaussian sampling also exist, and the independent Metropolis-Hastings-Klein (IMHK) algorithm is not only uniformly ergodic but also enjoys an accessible convergence rate [25] .
In this paper, in order to improve the convergence performance of Gibbs-based lattice Gaussian sampling, we try to update the Metropolis-within-Gibbs sampling algorithm by adding a learnable mechanism. In particular, the concept of multiple sampling stages within each Markov move is introduced, and the rejected candidate by the acceptance judgment at the first sampling stage is used as prior knowledge to serve for another candidate generation at the second stage. By doing this, the probability of staying at the same Markov state is effectively reduced, which results in a better convergence performance of the Markov mixing. Meanwhile, for the sake of complexity reduction, the symmetric sampling structure is also considered, where both the candidate generation and the acceptance ratio computation can be significantly simplified. Theoretically, the number of sampling stages can be expanded to higher order while we only consider two sampling stages through the context. Any extension based on it is possible by constructing the sampling stages in the same way.
The rest of this paper is organized as follows. Section II introduces the lattice Gaussian distribution and briefly reviews the basics of MCMC methods and Metropoliswithin-Gibbs (MWG) sampling algorithm. In Section III, the proposed learnable delayed MWG (LDMWG) sampling algorithm is presented for lattice Gaussian sampling, where the rejected candidate is further exploited for the following sampling. In Section IV, the symmetric learnable delayed MWG (SLDMWG) is proposed to reduce the complexity burden in terms of the univariate sampling. Simulations through MIMO systems are presented in Section V to illustrate the convergence gain and complexity reduction. At the end, Section VI concludes the paper.
Notation: Matrices and column vectors are denoted by upper and lowercase boldface letters, and the transpose, inverse, pseudoinverse of a matrix B by B T , B −1 , and B † , respectively. We use b i for the ith column of the matrix B, b i for the ith Gram-Schmidt vector of the matrix B, b i,j for the entry in the ith row and jth column of the matrix B. x denotes rounding to the integer closest to x. If x is a complex number, x rounds the real and imaginary parts separately. In addition, in this paper, the computational complexity is measured by the number of arithmetic operations (additions, multiplications, comparisons, etc.).
II. PRELIMINARIES
In this section, the background and mathematical tools needed to describe and analyze the MCMC algorithm for lattice Gaussian sampling are introduced.
where the full rank matrix B ∈ R n×n is called the lattice basis. The Gaussian function centered at c ∈ R n with standard deviation σ > 0 is defined as
for all z ∈ R n . When c or σ are not specified, they are assumed to be 0 and 1 respectively. Then, the discrete Gaussian distribution over is defined as
for all x ∈ Z n , where ρ σ,c ( ) Bx∈ ρ σ,c (Bx) is just a scaling to obtain a probability distribution and σ > 0 represents the standard deviation.
At present, the default sampling algorithm for lattice Gaussian distribution is due to Klein, which is originally proposed for bounded-distance decoding (BDD) in lattices [38] . In [39] , it has been demonstrated that Klein's algorithm is able to sample from D ,σ,c (x) within a negligible statistical distance if
However, even with the help of lattice reduction, the requirement of standard deviation ω( √ log n) · max 1≤i≤n b i is too VOLUME 7, 2019 FIGURE 1. Illustration of a two-dimensional lattice Gaussian distribution.
large to be useful in practice, rendering Klein's algorithm inapplicable to many cases of interest.
B. MCMC METHODS
By establishing a Markov chain that randomly generates the next state, MCMC is capable of sampling from the target distribution of interest. In particular, as for lattice Gaussian sampling by Gibbs algorithm, each coordinate of x is randomly chosen to sample from the following 1-dimensional conditional distribution . .} is established, whose transition probability P(X t , X t+1 ) can be expressed as
Clearly, every two adjacent states 
where 0 ≤ < 1. From Theorem 1, if time permits to exponentially converge to the stationary distribution, Gibbs algorithm will draw samples from D ,σ,c no matter what value σ > 0 is, which means the obstacle encountered by Klein's algorithm is overcome.
C. METROPOLIS-WITHIN-GIBBS ALGORITHM
On the other hand, Gibbs algorithm is actually a special case of Metropolis-Hastings (MH) sampling that tackles with multi-dimensional problems through conditional univariate sampling. Interestingly, the proposal distribution q(x, y) in MH-based algorithm can be set as any fixed distribution for conveniently drawing samples. Then, given the current state X t = x for Markov chain, a state candidate y for the next Markov move X t+1 can be generated from q(x, y). After that, accepting y as the state of Markov move X t+1 or not is determined by the acceptance ratio α α(x, y) = min 1,
where π (·) denotes the target distribution. In this way, a valid Markov chain {X 0 , X 1 , . . .} is established with the transition probability P(X t , X t+1 ) as follows:
In [40] , Metropolis-within-Gibbs (MWG) sampling algorithm for lattice Gaussian distribution was proposed, which takes advantages of both acceptance-mechanism from MH sampling and univariate sampling from Gibbs algorithm. Specifically, following the instruction of classic MH algorithm, given the Markov state
and x t i from the ith coordinate of x is eliminated from the state space Z in sampling x * i , which results in a reduced state space Z with
In other words, the sample x * i in y is obtained according to the sampling from (10), namely,
Once x * i in y is obtained, then the acceptance ratio α in (8) is calculated, and the decision about whether to accept it as X t+1 = y is performed thereafter. Note that in conventional Gibbs algorithm y will be accepted by X t+1 without uncertainty. This is the core difference between the proposed MWG and Gibbs algorithms since the uncertainty in the judgment of X t+1 to choose y or not is retained. It has been demonstrated in [40] that given the invariant lattice Gaussian distribution D ,σ,c , Metropolis-within-Gibbs algorithm achieves a better exponential convergence performance than Gibbs algorithm.
III. LEARNABLE DELAYED MWG ALGORITHM
In this section, to enhance the convergence performance of MWG algorithm for lattice Gaussian sampling, learnable delayed Metropolis-within-Gibbs (LDMWG) algorithm is proposed. By reducing the rejection probability of the acceptance mechanism, the sampler turns out to be more efficient according to Puskun order.
Algorithm 1 Metropolis-Within-Gibbs Algorithm for Lattice Gaussian Sampling
Input: B, σ, c, X 0 , β i 's, t mix ( ) Output: x ∼ π, π is within statistical distance of to D ,σ,c 1: (12) 5:
calculate the acceptance quantity α shown in (8) 6:
if u ≤ α then 8: get y with the sampled x i and let X t = y 9: else let X t = x 10: end if 11: if t ≥ t mix ( ) then 12: output the state of X t
13:
end if 14: end for
Since the classic acceptance-rejection mechanism from MH is retained by the MWG sampling algorithm, the case of candidate rejection during the Markov move is also brought back, which could be further optimized from the perspective of Peskun ordering. Specifically, Peskun ordering serves as an important way for the convergence comparison between Markov chains, and it was further generalized by Mira in [41] .
Lemma 1 ([41]): Given reversible Markov chains P and Q with stationary distribution π , if each of the off-diagonal elements of the transition matrix P is greater than or equal to the corresponding off-diagonal elements of Q, i.e., P Q, then Markov chain P is more efficient than Q due to a better convergence rates with
The insight behind Peskun ordering is that a Markov chain has smaller probability of remaining in the same position would explore the state space more efficiently, thus providing better Markov mixing. This is straightforward to understand since if the Markov chain retains the same state over subsequent Markov moves, the autocorrelation along the exploration path will increase accordingly, which naturally leads to an inefficient Markov mixing. Hence, based on Peskun ordering, the convergence efficiency of MWG sampling algorithm could be further improved by decreasing the rejection opportunities of proposed moves.
We now give the proposed learnable delayed MWG algorithm. Basically, q(x, y) in (10) only serves as the proposal distribution at the first stage. If x * i is accepted by X t+1 successively, then the Markov chain proceeds to the next move smoothly in the traditional way. However, once x * i is rejected, instead of retaining the same position as X t+1 = x, a second stage is proposed to sample another candidate x i according to the following proposal distribution
where
T is different from x and y by only one component. After that, another judgment based on acceptance ratio α 2 (x, y, z) will be carried out to decide whether accept the new candidate x i (i.e., z) by X t+1 or not.
By doing this, there is a second chance for the Markov move to accept the generated candidate from the proposal distribution. Therefore, the overall probability of remaining in the current state is reduced, which leads to improved convergence performance in the sense of Peskun ordering. Note that the proposal distribution at the second stage can be different from the first stage. Most importantly, it could depend on the previously rejected candidate, which implies we can learn from the previous experience to further enhance the convergence performance. For this reason, in our proposed learnable delayed MWG algorithm, besides x t i in x, x * i in y is also considered in sampling of x i for z. However, the application of another proposal distribution q 2 (x, y, z) may destroy the Markovian property of the underlying MCMC sampler, and the most important property is detailed balance, which is also known as reversibility [42] . More precisely, detailed balance is a sufficient condition for MCMC-based lattice Gaussian sampling since the considered state space x ∈ Z n is countably infinite [43] . In this condition, the acceptance ratio α 2 (x, y, z) at second stage should be designed carefully to preserve the stationary distribution, and here we choose the following result as the solution
. 
Proof: Assume candidate x * i in y is rejected at the first stage, then the application of the second stage is invoked. Then, the transition probability P(X t = x, X t+1 = z) can be written as
where the detailed balance condition can be easily verified by
completing the proof. Notice that in order to obtain the numerator of the acceptance ratio at the second stage, it is necessary to compute the acceptance probability α 1 (z, y) . Based on it, reject the candidate x * i and accept a second stage move to x t i . Nevertheless, this is only a mental trial, which is not in fact implemented. Therefore, to summarize, the proposed learnable delayed MWG sampling algorithm can be described by the following steps.
A. STAGE 1 1) Sample from the proposal distribution q 1 (x, y) in (10) = x). To make it clear, the operations of the proposed learnable delayed Metropolis-within-Gibbs (LDMWG) sampling algorithm is shown in Algorithm 2. As a comparison, the information of x t i cannot be used in the later iteration in a regular MH algorithm since the Markovian property like detailed balance does not hold any more. On the contrary, the learnable delayed MWG allows to use the prior knowledge obtained at different stages within the same Markov move, which still retains the Markovian property for the whole sampler. Clearly, if the candidate at the second stage is also rejected, it is possible to move on to a third stage and so on to further exploit the convergence potential. Note that the proposal distribution at the second stage could be the same with that at stage 1. However, setting it in a learnable way is helpful to the convergence performance by Peskun order [44] . Also, how to further take advantages of the previous experience is able to provide another freedom for the convergence gain, which will be one of our work in future.
Corollary 1: Compared to the Metropolis-within-Gibbs (MWG) sampling, the overall probability of remaining the same state at the Markov chain is reduced in the proposed learnable delayed Metropolis-within-Gibbs (LDMWG) sampling algorithm, which leads to a better Markov mixing in the sense of Peskun order.
On the other hand, the price paid for this convergence gain actually requires additional computational cost within each Markov move. With respect to it, related tentative simulations get y with the sampled x i and let X t = y 9: else sample x i by proposal distribution q 2 (·) in (14) 10:
calculate the acceptance quantity α 2 in (15) 11:
if v ≤ α 2 then 13: get z with the sampled x i and let X t = z 14:
end if 16: end if 17: if t ≥ t mix ( ) then 18: output the state of X t
19:
end if 20: end for have been made to show that the performance gain is more than the incurred price [45] . Another merit of the proposed learnable delayed sampling scheme comes from the application of parallel tempering, which fully exploits the usage of multiple Markov chains [46] . More specifically, when multiple Markov chains are applied, a better convergence performance of each Markov chain under limited Markov moves turns out to be rather important for the following sample exchange under different temperatures.
IV. SYMMETRIC LEARNABLE DELAYED MWG ALGORITHM
In this section, in order to reduce the computational cost brought by the learnable delayed operation within each Markov move, the symmetric sampling structure is considered, which leads to the symmetric learnable delayed MWG sampling algorithm.
Specifically, at each sampling stage, the proposal distribution is designed as a 1-dimensional conditional symmetric Gaussian distribution:
for x = y with x * i ∈ Z.
Clearly, by doing this, the generation of the state candidate y is completely independent of the other n−1 unchanged components, but heavily depends on the i-th component of x, i.e., x i , in the previous state x. Meanwhile, since the chain is symmetric, the calculation of the acceptance ratio α 1 (x, y) at the first stage is also greatly simplified by such an inhere elegance:
where c stands for the summation of the rest of n − 1 components of x multiplied by their own scaling coefficients. It should be noticed that at each step, the proposed sampling algorithm focuses on the sampling over a 1-dimensional symmetric distribution rather than a full dimension distribution. Therefore, compared to the MWG algorithm, it is more suitable for multi-dimensional target distributions. Furthermore, it has been demonstrated in [40] that the symmetric Gibbs algorithm for lattice Gaussian sampling is geometric ergodicity by satisfying the drift condition, which means the Markov chain converges exponentially fast to the stationary distribution. Here, by removing the effect of x t i from X t+1 , a better convergence performance can be obtained to explore the state space more efficiently.
Intuitively, x * i from y is accepted by the Markov state
, otherwise it would be accepted with probability D(
On the other hand, if x * i is rejected, then the sampling moves to stage 2 and another candidate x i will be generated from the proposal distribution
for x = y = z with x i ∈ Z . Clearly, at the second stage, x t i from x and x * i from y are learnt as prior knowledge to enhance the convergence performance. By doing this, the sampling result of z cannot be x or y, which implies the probability of x being retained as the Markov state of X t+1 is reduced.
Next, in order to maintain the Markovian properties for the stationary distribution, the acceptance ratio α 2 (x, y, z) should be defined carefully. Specifically, considering the symmetric learnable delayed sampling scheme, the transition probability calculate the acceptance quantity α 1 shown in (21) 6:
if u ≤ α 1 then 8: get y with the sampled x i and let X t = y 9: else sample x i by proposal distribution q 2 (·) in (22) 10:
calculate the acceptance quantity α 2 in (25) 11:
get z with the sampled x i and let X t = z 14:
19:
end if 20 : end for at the second stage can be expressed as
Then, in order to make the condition of detailed balance shown in (17) satisfied, we choose the following result as the solution
where the related proof is omitted due to the simplicity. Furthermore, the acceptance ratio α 2 (x, y, z) can be rewritten as
where F is the cumulative distribution function of an uniform random variable over the interval (0, 1). Subsequently, to summarize, there are three possible cases at this point:
, accept x i with probability
, then α 2 (x, y, z) = 0, reject x i and set X t+1 = x. VOLUME 7, 2019 FIGURE 2. Illustration of the learnable delayed Metropolis-within-Gibbs sampling scheme from Markov move X t to X t +1 with
, . . . , x i , . . . , x t n ] T .. q 1 (·) and q 2 (·) denote the proposal distributions at stages 1 and 2 respectively. α 1 (·) and α 2 (·) denote the acceptance ratios at stages 1 and 2 respectively.
Clearly, by fully taking advantages of symmetric structure of the 1-dimensional sampling, the acceptance ratio α 2 (x, y, z) of the second stage in (25) is considerably simpler than that in (15) . Meanwhile, the generation of candidates of x * i and x i is also significantly simplified for the complexity reduction. On the other hand, if x i is also rejected, it is possible to move on to the next stage and obtain another candidate from the proposal distribution q 3 (·) based on the previous samples x, y and z. Meanwhile, the acceptance probability α 3 (·) for this new candidate can be well designed in the same way. Overall, by doing this, the probability of remaining the current state along the Markov move is certainly reduced, which leads to improved samplers in the sense of Peskun ordering. To summarize, the operations of the proposed symmetric learnable delayed Metropolis-withinGibbs (SLDMWG) algorithm for lattice Gaussian sampling is presented in Algorithm 3.
Another point should be emphasized is that in specific applications, the state space of the Markov chain would belong to a finite state space. For example, in MIMO systems, x normally comes from the designed constellation of the QAM modulation. In this condition, the space of each component of x is limited by the system configuration. From the perspective of the learnable acceptance mechanism, this is beneficial for the candidate generation as the rejected ones in the previous stage can be easily removed from the candidate list. More specifically, in MIMO detection with 4-QAM, there is only two integer candidates, which can be solved within one sampling stage. In other words, the learnable delayed sampling mechanism is more suitable for the detection case under high-order modulation schemes due to the application of multiple sampling stages.
V. SIMULATION RESULTS
In this section, the performance of the proposed MCMC sampling schemes for lattice Gaussian distribution are exemplified in the context of MIMO detection.
Specifically, simulation results for an n × n MIMO system with a square channel matrix containing i.i.d. Gaussian entries are presented. The i-th entry of the transmitted signal x, denoted as x i , is a modulation symbol taken independently from a Q 2 -QAM constellation X ∈ Z with Gray mapping. Meanwhile, it is assumed a flat fading environment, where the channel matrix H contains uncorrelated complex Gaussian fading gains with unit variance and remains constant over each frame duration. Let E b represents the average power per bit at the receiver, then E b /N 0 = n/(log 2 (M )σ 2 w ) holds where M is the modulation level and σ 2 w is the noise power. Then, we can construct the system model of MIMO as c = Hx + w, (26) and this decoding problem of x = arg min (27) because the optimal solution has the largest probability making it most likely be encountered by sampling (this complex decoding system is straightforward to be extended to the real-valued system [15] , [47] ). For this reason, we examine the decoding error probabilities to approximately compare the convergence performance of Markov chains. Here, Babai rounding algorithm (also known as zero-forcing decoding) is applied to output the suboptimal result for the initial Markov state [48] . Meanwhile, as for the proposed LDMWG and SLDMWG sampling schemes, only two sampling stages are considered for the simplicity, where further extension of the number of sampling stages can be easily made. In Fig. 2 depicts the bit error rates (BER) of the different sampling schemes in a 4 × 4 uncoded MIMO system with 16-QAM. This corresponds to lattice dimension n = 8 and the SNR is fixed as E b /N 0 = 10 dB. The performance of zero-forcing (ZF) and maximum-likelihood (ML) decoding are shown as benchmarks. For a fair comparison, we follow Klein's choice of σ = min 1≤i≤n b i / √ log n and run the univariate sampling in both MWG and Gibbs algorithm for n times as a full iteration. As can be seen clearly, the decoding performance improves with the number of Markov chain iterations. In particular, Klein's sampling is not as good as MCMC sampling schemes since it does not really produce Gaussian samples [39] . On the other hand, as demonstrated, the proposed LDMWG algorithm outperforms MWG algorithm under the same number of iterations, implying a better convergence performance. Meanwhile, the decoding performance of the SLDMWG algorithm is also presented, which is nearly the same with that of LDMWG. This is because the underlying Markov chain also converges exponentially even under the symmetric sampling structure. Nevertheless, the complexity cost by SLDMWG turns out to be much lower due to the usage of symmetric sampling, which will be illustrated in the following. Fig. 3 depicts the bit error rates (BER) of the different sampling schemes in a 6 × 6 uncoded MIMO system with 16-QAM. The SNR is fixed as E b /N 0 = 10 dB. This corresponds to lattice dimension n = 12. The performance of zeroforcing (ZF) is added as a benchmark. For a fair comparison, we follow Klein's choice of σ = min 1≤i≤n b i / √ log n and run the univariate sampling in both MWG and Gibbs algorithm for n times as a full iteration. As shown in Fig. 3 , the decoding performance improves with the number of Markov chain iterations. As expected, the proposed LDMWG algorithm outperforms MWG and Gibbs algorithms under the same number of iterations, which implies a better convergence performance. On the other hand, SLDMWG is comparable to LDMWG in terms of decoding performance, which means the application of symmetric sampling does not affect the convergence performance.
In Fig. 4 , the BERs of MCMC sampling detectors are evaluated against the number of Markov moves (i.e., iterations) in a 8 × 8 uncoded MIMO system with 16-QAM. The SNR is fixed as E b /N 0 = 15 dB and the standard deviation σ is set as 2 at this time. Clearly, the performances of all the MCMC detectors improve with the number of Markov moves. By taking advantages of acceptance mechanism and univariate sampling, a certain of decoding performance can be obtained by MWG algorithm. Based on it, the proposed LDMWG further exploits the potential of the sampled candidate within each Markov move, which results in a better convergence performance. Moreover, the proposed SLDMWG is able to reduce the complexity cost with negligible performance loss, which is shown in the following Table 1 .
Specifically, Table 1 shows the average acceptance proportions for the three sampling stages of the proposed LDMWG and SLDMWG in a 4 × 4 uncoded MIMO system with 64-QAM. The SNR is fixed as E b /N 0 = 10 dB while the standard deviation is chosen as σ = min 1≤i≤n b i / √ log n. Intuitively, in the conventional Gibbs sampling, all the generated candidates will be accepted by the next Markov move without uncertainty. However, the candidate could be the same with the last Markov state, making the Markov move unchanged. On the other hand, in MWG algorithm, the acceptance mechanism is invoked and the generated candidate is accepted with probability 0.72, which means the Markov chain has probability 0.28 to stay at the same state. Furthermore, in the proposed algorithms, by fully exploiting those rejected candidates at the first sampling stage, the overall probability of the Markov chain remaining the same state is reduced to 0.08 and 0.06 respectively, which leads to a certain of convergence gain by exploring the state space more efficiently. Table 2 illustrates the average complexity comparison in flops with different system dimensions, where the flops evaluation scenario that we use comes from [49] . More specifically, the n/2 × n/2 uncoded MIMO systems are applied with 16-QAM and the SNR is fixed as E b /N 0 = 15 dB. Note that here we consider the average induced flops in one full iteration. As can be seen clearly, Gibbs sampler has the lowest complexity cost due to simplicity, and MWG is slightly higher than Gibbs since the acceptance mechanism is introduced. As for LDMWG, because extra sampling stage is introduced for the candidate generation, more complexity cost is required to achieve the convergence improvement. Due to this, the symmetric sampling structure is applied in SLDMWG to reduce the complexity burden, whose computational cost is much less than LDMWG.
VI. CONCLUSION
In this paper, the learning mechanism was introduced to Gibbs-based MCMC algorithms for lattice Gaussian sampling. According to Peskun ordering, the probability of remaining the current Markov state is significantly reduced, which leads to an improved convergence performance of the Markov mixing. More specifically, the learnable delayed Metropolis-within-Gibbs algorithm is proposed to exploit the potential of the prior knowledge, which is provided by the acceptance mechanism from Metropolis-Hastings algorithm. On the other hand, to further reduce the complexity cost, the symmetric sampling structure is also considered and symmetric learnable delayed Metropolis-within-Gibbs algorithm is given, which not only reduces the complexity burden in candidate generation but also simplifies the computation of the acceptance ratio.
