Computational fluid dynamics simulations result in large multivariate data sets with information such as pressure, temperature and velocity available at grid points for a sequence of steps. Velocity data is typically visualized by displaying a particle animation or streamlines. We present an efficient method for calculating particle paths based on velocity data from curvilinear grids. In order to compute the path, a velocity must be determined at arbitrary points inside the grid. We use a tetrahedral decomposition of the curvilinear grid. Each voxel, formed by eight points, is divided into five tetrahedra. The point of intersection of a particle's path and the boundary of a tetrahedron is calculated and look-up tables are used to determine which tetrahedron the particle enters next. The new velocity is computed by interpolating the velocity at the four tetrahedron grid points. Tracing through the tetrahedra eliminates the need for searching through the curvilinear grid and eliminates additional sampling error caused by imposing a regular grid. Using our method, the time to update the position of a particle for a single time step is essentially a constant (O(1)).
INTRODUCTION
Particle animations and streamlines are common techniques for visualizing fluid flows. Both these methods require the ability to determine a velocity value at arbitrary points inside the computational grid. For regular grids, given an arbitrary point, it is easy to determine nearby or surrounding grid points and the velocity at each of these points can be interpolated to determine a reasonable velocity value at the arbitrary point. However, many applications such as computational fluid dynamics (CFD) often do not use regular computational grids. Determining nearby or surrounding grid points for an arbitrary point inside an irregular grid is more difficult and more computationally intensive. Two methods for determining the surrounding grid points for a specified point are searching the grid and continuously updating the bounding grid points as the particle moves from one region to the next. We describe a technique, using the second method, for efficiently calculating particle paths in curvilinear grids by decomposing the computational grid into tetrahedra and tracing the particle from one tetrahedron to the next. The interpolated velocity at a specified point is based on the velocity values at the four tetrahedron vertices which bound the particle.
PROBLEM DESCRIPTION
The code we are developing is for visualization of data obtained from a finite element based CFD solver 1 . The grid for the CFD data is represented by a 3-dimensional array of grid vertex locations; each entry in the 3-D array contains 3 values specifying its 3-D world coordinates, along with results from the CFD simulator such as velocity, temperature and pressure. The grid is generally a curvilinear grid, thus a voxel specified by 8 grid points is not a prism and faces formed by 4 grid points may not be planar. Typically, the grid is a deformed regular grid that is sparse in some areas and dense in other areas, allowing more detailed information to be obtained in areas of high interest (and expected high variation) and requiring less computation in areas of low interest.
In order to compute and display an animation of particles flowing through the grid, we need to be able to determine a velocity at an arbitrary point inside the grid. Initially, a particle is at a grid point, but after the first time step, it is highly unlikely that the particle's new position will again be at a grid point. To continue tracing the particle through the grid we must determine a velocity for the particle at its new non-grid position. For regular grids, a velocity can be interpolated based on the velocities at the eight points of the voxel that the particle is inside. However, since our voxels are not regular, it is more difficult to determine which voxel the particle is inside.
There are a number of possible solutions for determining which voxel of the curvilinear grid contains the particle (and then interpolating the velocities at these points to obtain a velocity); however, most are computationally expensive. The brute force solution is to test the particle's position against each voxel (formed by 8 points) until the enclosing voxel that the particle is inside is found. Since the voxels are formed by 6 faces of 4 points each and these 4 points may not lie in a plane, the test is computationally expensive. Four arbitrary points in space form a hyperbolic paraboloid, 5 so to determine if a point is enclosed by the 8 points, it is necessary to test which side of 6 hyperbolic paraboloids the particle is on. Spatial subdivision using a regular grid could be used to speed up this test, but it would still be computationally intensive and difficult to implement.
Another solution is to impose a regular or rectilinear grid upon the curvilinear grid. The velocities at each point of the regular grid would be calculated once in a preprocessing step using a method described in the previous paragraph. There are a number of problems with this method. In order to create a regular grid from the curvilinear grid, many more grid points may be necessary. If the curvilinear grid is dense in some areas and sparse in others, it might be necessary to make the regular or rectilinear grid dense in all areas. Also, a regular grid introduces more sampling errors by creating an interpolated velocity at the regular grid point; when creating the regular grid we may have interpolated the velocities using points of the curvilinear grid which are on opposite sides of an object. For example, if the object is a piece of metal, it will interrupt the flow so the velocities on opposite sides of the object are not related. Calculating the interpolated velocity using velocity values on opposite sides of a barrier will most likely be incorrect.
Our approach is to use a tetrahedral decomposition of the curvilinear grid. We continually update which voxel contains the particle as it travels from tetrahedron to tetrahedron. We trace the particle from one tetrahedron to the next, and interpolate the velocity based on the four points of the tetrahedron that contains the particle. We could also use the velocity values at all 8 points of the voxel containing the tetrahedron without much additional computation; however, we choose to use only the velocities at the four tetrahedron points since it is likely the particle is closest to these points. Tracing through the tetrahedra eliminates the need for searching through the curvilinear grid and also eliminates the extra sampling error caused by imposing a regular grid. This method takes advantage of temporal and spatial coherence since we are only checking if the particle enters the tetrahedra which are adjacent to the current tetrahedron. By updating the velocity of the particle as it passes through each tetrahedron it is likely that more accurate results will be obtained than by updating the velocity only at the end of each time step. If the time step is large, the particle could pass through many voxels in one time step. The velocities could change drastically after a few voxels so it is best to update the velocity as the particle passes through each voxel.
Recent use of tetrahedral decomposition of grids of the same form have been used by 3, 4, 6 to render images from volume data. Garrity uses the tetrahedral decomposition of the irregular grid for ray tracing and also traces the ray from one tetrahedron to the next 3 . We propose an efficient method for tracing particles (determining the new position and calculating an interpolated velocity) from one tetrahedron to the next using a ray-tetrahedron intersection calculation and look-up tables that determine the next tetrahedron.
TETRAHEDRAL DECOMPOSITION
We have chosen to divide each voxel into 5 tetrahedra (the minimum number of tetrahedra necessary to fill the space of a voxel of 8 points); the same method could be used with a tetrahedral decomposition of 12 or 24 tetrahedra; however, this requires more computation and storage. Another method would be to divide the voxel boundary into 12 triangles (2 triangles for each face since the boundary faces may not be planar) and trace the particles from voxel to voxel. The number of triangle-ray intersection calculations would be 11 for each voxel since the ray has to be checked against all the triangles except the one its origin is currently on. With the 5 tetrahedral decomposition, a ray will pass through at most 3 of the 5 tetrahedra. For each tetrahedron, we need to perform 3 ray-triangle intersections (again, the face the ray origin is on does not need to be checked); this is a total of only 9 ray-triangle intersections. Also, this allows us to update the velocity in the middle of the voxel rather than only at voxel boundaries which may lead to more accurate results. In order for the faces of the tetrahedra in adjacent voxels to match, two 5-tetrahedral decompositions are necessary. A 3-D checkerboard pattern of the two decompositions is used throughout the voxels so that triangle faces of tetrahedra on adjacent voxels match. The following figures and tables describe the two 5-tetrahedra decompositions. Table 1 lists the vertices that form each tetrahedron (e.g. case 0, tetrahedron 0 is formed by vertices 0, 5, 1 and 2 of the voxel). Figure 2 shows an exploded view of adjacent voxels with the two voxels having the two different decompositions. For both case 0 and case 1, tetrahedron 1 is not visible in figure 2. As an example of matching faces on adjacent voxels, notice that case 0-tetrahedron 3 has a face formed by vertices 2, 3 and 7 which matches the face formed by vertices 1, 0 and 4 of case 1-tetrahedron 3 from the voxel one position to the right. Note that if only one of the tetrahedral decompositions is used throughout the grid, the tetrahedron faces will not match up at voxel boundaries.
In order to correctly intersect particle paths with the tetrahedra, the faces need to be oriented in the same manner; we have chosen to have vertices listed in clockwise order when viewed from outside the tetrahedron. Figure 3 shows the vertex and face numbering. Table 3 indicates the indices for accessing a tetrahedron face. For example face 3 of a tetrahedron is composed of vertices 0, 2 and 3 of the tetrahedron; indexing into table 1, we see that for case 0-tetrahedron 3, face 3 is determined by vertices 7, 3 and 2 of the voxel. The indexing requires multiple levels of indirection, however using these tables it is easy to determine which vertices form each tetrahedron's face. Sample pseudocode is listed in the next section demonstrating how the vertices of each tetrahedron and face can be obtained using the tables. 
ADDITIONAL TABLES
In order to facilitate the efficient computation of particle paths, additional tables are used to assist in the tracing of particles from tetrahedron to tetrahedron. The adjacency table is used to determine the faces that are shared by neighboring tetrahedra. The table contains 120 entries in the form of a 2 by 5 by 4 by 3 array (2 decompositions, 5 tetrahedra of 4 faces with the case, tetrahedron and face number of the shared face). For each face of each tetrahedron for each of the two cases, the adjacency table indicates the case, tetrahedron and face number of the other tetrahedron that shares that face. For example, for case 0, tetrahedron 3, face 3 (vertices 2, 3 and 7), the adjacency table indicates that the face is shared by case 1, tetrahedron 3, face 1 Multiple levels of indirection are required to access tetrahedron points. The following is a set of functions that can be used to access the tetrahedron and faces. The function point takes 4 parameters, i, j, k (specifying the voxel) and ptNum (0-7 specifying which point), and returns the coordinates of the specified point. A simple implementation is the following: Table (incTable The function tetraPts takes 5 parameters (4 input and 1 output), i, j, k (specifying the voxel), tetraNum (0-4 specifying which tetrahedron) and pts [4] are the points which are returned. void tetraPts(int i, int j, int k, int tetraNum, Vec3 pts [4] ) /* gets the 4 tetrahedron points for a specified tetrahedron */ int caseNum = (i + j + k) % 2; /* calculate the case number for voxel (i, j, k) using a checkerboard pattern * The function facePts takes 6 parameters (5 input and 1 output), i, j, k (specifying the voxel), tetraNum (0-4 specifying which tetrahedron), faceNum (0-3 specifying which face) and pts [3] are the points which are returned.
void facePts(int i, int j, int k, int tetraNum, int faceNum, Vec3 pts [3] ) /* gets the 3 face points for a specified face of a specified tetrahedron */ int caseNum = (i + j + k) % 2; /* calculate the case for voxel (i, j, k) using a checkerboard pattern * The function facePtsFromTetraPts is used to access the points for a face given the 4 points defining the tetrahedron. It takes 3 parameters, (2 input and 1 output), tetraPts [4] (specifying the four tetrahedron points), faceNum (0-3 specifying which face) and pts [3] are the points which are returned.
void facePtsFromTetraPts(Vec3 tetraPts [4] , int faceNum, Vec3 pts [3] ) /* gets the 3 face points for a specified face given the tetrahedron points * 
ALGORITHM
The four tables facilitate the implementation of an efficient algorithm for tracing particles through the grid. For each particle, in addition to the position and velocity, we maintain the following information which specifies where the particle is in the grid: voxel indices (i, j, k), case number (0 or 1), tetrahedron number (0-4) and face number (0-4, 4 indicates the particle is inside the tetrahedron, not on a face). The first step in setting up the particle computation is to initialize the information listed above. To eliminate intersection problems that occur if the particle is initially placed on a grid point (it is already intersecting multiple faces), we initially place particles just inside one of the tetrahedra that has that grid point as a vertex. The following pseudocode describes the algorithm for tracing a particle for one time step through the grid: tSum = 0.0 while (tSum < timeStep) get 4 grid points that form the tetrahedron the particle is currently on or inside -this is performed using the function tetraPts intersect the particle path (based on its current position and velocity) with the tetrahedron (3 or 4 faces need to be tested depending on whether or not the particle is on a face or inside the tetrahedron) -this uses the function facePtsFromTetraPts to determine the points for each face tSum = tSum + t -where t is the time of the intersection of the particle with the tetrahedron face if (tSum <= timeStep) /* the particle travels all the way through the tetrahedron in the time step */ /* transfer the particle to the adjacent tetrahedron face */ determine the case, tetrahedron and face of the face that is adjacent to the intersecting face -this is computed by using the adjacency table update which voxel the particle is inside now -this is computed using the increment table if particle reaches edge of grid, kill it and exit the algorithm update the case, tetrahedron and face of the particle for the tetrahedron face that it is now on update the particle's position to the intersection point else /* the particle is inside the tetrahedron at the end of the time step */ calculate the position of the particle at the end of the time step -the position is inside the current tetrahedron because the intersection occurred after the end of the current time step set the tetrahedron face of the particle to 4 (since it is not on a face) get the 4 grid points and the velocities at the grid points of the tetrahedron that the particle is currently on or inside using the point table and tetrahedra table calculate the new velocity of the particle based on the above 4 velocities -the new velocity is based on the ratio of the distances to each of the tetrahedra points A user-specified parameter, timeStep is included to allow the calling program to store the particle's position at the end of each time step; tSum builds up the amount of time traced so far and the algorithm returns to the calling program with the particle position being its location tSum time units later. The algorithm updates the particle's velocity at the intersection of each tetrahedron (regardless of the time step) to prevent a large time step from sending the particle too far along a given direction; for example, a high velocity towards a wall with a large time step could send the particle through the wall; however, if the velocity is updated at each tetrahedron, it is likely that as the particle approaches the wall, the velocities will change (no longer be in the direction towards the wall), preventing the particle from passing through the wall. Changing the particle's velocity to the velocity at the intersection point is not exactly correct (it is unlikely that the velocity changes instantaneously; rather, a more gradual change is what actually occurs). More advanced integration methods could be used to update the velocity and position if necessary.
RESULTS
The particle tracing algorithm is part of a program 2 that integrates a front and back end interface to a CFD solver. The program is written in C on SGI and IBM machines using X/Motif and GL. The front end interface allows the user to design a kitchen using a graphical user interface. A user-specified computational grid is imposed on the kitchen and the initial conditions are sent to the CFD solver. The air-flow results can be visualized using a particle animation or a set of velocity vectors. For the particle animation, we compute a sequence of positions for each particle using the algorithm described in section 5. Initially, particles are located near each grid point (or a subset of the grid points) and the path that each particle follows is computed and stored. The animation is displayed by moving each particle to the next position for each frame. The computed path could also be used to display streamline paths or flow surfaces. Table 5 lists some timing results for computing the paths of particles using the algorithm described in the previous section. These timings are from a SGI VGXT with a MIPS 4400 CPU and 4010 FPU. The number of particles is the product of the grid dimensions since one particle is started for each grid point. The number of particle updates is not the number of particles multiplied by the number of frames (it is less) since we no longer compute the path of a particle once its path leaves the computational grid. The time listed is wall clock time to compute and store the paths as described in the algorithm section and also the time to calculate a color for the particle based on the temperature at the particle's location. These results show that approximately 9000 particle updates can be performed each second.
Currently, our experimental data from the CFD simulator only provides velocity values at one time step so we assume this data represents a steady state in the kitchen environment. The tracing algorithm will also work if we have a sequence of velocity values at each time step. The only difference is that depending on the time step, different velocity values will be used for determining the particle's new velocity.
CONCLUSION
This method can be extended to handle other types of irregular grids that can be split into tetrahedra or other simple volumes which have adjacent volumes with faces that match in a one-to-one manner. To apply the technique described in this paper, all that is necessary is that the grid be divided into tetrahedra (or other simple volumes) and that each face knows the tetrahedron (or other volume) which shares the face. A list of the tetrahedra with each face of each tetrahedron having a pointer to the adjacent tetrahedron indicating which of the faces is adjacent would suffice. The increment and point tables would no longer be necessary.
We have described an efficient implementation for calculating particle paths using velocity data from a curvilinear grid. The tetrahedral decomposition allows the new position of a particle (for a single time step) to be calculated in constant time (O(1)); during a single time step, a particle could pass through many tetrahedra; however, in most cases, the time step will be small enough that a particle only passes through one or two tetrahedra during a single time step. The use of look-up tables for transferring a particle from one tetrahedron to the next makes the calculations efficient and relatively easy to code.
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