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Abstract
Isoperimetric inequalities are simple and interesting geometric inequalities
that have been studied for a long time. Contrary to intuitive claims, they
require a great deal of effort to prove. Differential geometric approaches
such as the variational method are effective to solve them. Exact solutions
are known in some basic spaces, such as the n-dimensional Euclidean space
and the n-dimensional sphere. A more detailed list is seen in [4, Appendix
H].
M. Gromov [7] introduced the Lipschitz order relation on the space of
all metric measure spaces and developed a rich theory. In this paper, we
focus on applications of the Lipschitz order relation to isoperimetric inequal-
ities. This is a relatively new approach to isoperimetric inequalities. Gro-
mov claimed that an isoperimetric inequality on a continuous metric measure
space is represented by using the Lipschitz order under some assumptions.
The aim of this paper is to show some theorems that are variations of the
claim. These theorems make it possible to treat discrete and continuous
spaces in the same way. One of the most important applications is to ob-
tain an isoperimetric inequality on a continuous space by limit operation
of discrete spaces. For example, we obtain a sharp isoperimetric inequality
on the continuous n-dimensional hypercube [0, 1]n with l1-metric by taking
the limit of an isoperimetric inequality on n-dimensional discrete hypercubes
(Corollary 12). This thesis is based on [9–11].
First, we formulate the form of isoperimetric inequalities. One of the
most famous isoperimetric inequalities is Le´vy’s isoperimetric inequality on
a unit sphere Sn(1) in Rn+1.
Theorem 1 (Le´vy’s isoperimetric inequality [5, 8]). Let Sn(1) be a unit
sphere equipped with the Riemmanian distance dSn(1) and the normalized
Riemmanian volume measure mSn(1). For any nonempty closed subset Ω ⊂
Sn(1), we take a metric ball BΩ of S
n(1) with mSn(1)(BΩ) = mSn(1)(Ω). Then
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we have
mSn(1)(Ur(Ω)) ≥ mSn(1)(Ur(BΩ))
for any r > 0, where Ur(A) := {x ∈ S
n(1) | dSn(1)(x,A) < r } is the open
r-neighborhood of a subset A ⊂ Sn(1).
On a general metric measure space, we consider a Le´vy type isoperimetric
inequality. Let (X, dX) be a complete separable metric space with a Borel
probability measure mX . We call such a triple (X, dX ,mX) an mm-space
(which is an abbreviation of a metric measure space). If we say that X is an
mm-space, the metric and the measure are respectively indicated by dX and
mX .
Definition 2 (Isoperimetric comparison condition of Le´vy type [10,11]). We
say that an mm-space X satisfies the isoperimetric comparison condition of
Le´vy type ICLε(ν) for a Borel probability measure ν on R and a real number
ε ≥ 0 if we have V (b) ≤ mX(Bb−a+ε(A)) for any a, b ∈ supp ν with a ≤ b
and for any Borel subset A ⊂ X with mX(A) > 0 and V (a) ≤ mX(A),
where V (t) := ν((−∞, t]) is the cumulative distribution function of ν and
Br(A) := {x ∈ X | dX(x,A) ≤ r } is the closed r-neighborhood of a subset
A ⊂ X. We abbreviate ICL(ν)0 as ICL(ν).
The 1-measurement of an mm-space X is defined as
M(X; 1) := {ϕ∗mX | ϕ : X → R is 1-Lipschitz },
where ϕ∗mX is the push-forward measure of mX by ϕ and a 1-Lipschitz func-
tion is a Lipschitz continuous function with Lipschitz constant less than or
equal to one. We denote by P(R) the set of all Borel probability measures on
R and we see M(X; 1) ⊂ P(R). In the case that ν ∈ M(X; 1), the ICL(ν)
condition for X means a sharp isoperimetric inequality on X. In fact, if X
satisfies ICL(ϕ∗mX) for some 1-Lipschitz function ϕ : X → R, the subset
ϕ−1((−∞, t]) ⊂ X is an extremal set for any t ∈ supp(ϕ∗mX). Le´vy’s isoperi-
metric inequality is paraphrased as Sn(1) satisfies ICL(ξ∗mSn(1)), where ξ :
Sn(1) → R is the distance function from one point. The set of iso-mm-
isomorphism class of P(R) has an order relation called the iso(perimetrically)-
Lipschitz order. Two Borel probability measures µ and ν on R are said to be
iso-mm-isomorphic if there exists a real number c such that (idR+c)∗µ = ν,
where idR is the identity function on R.
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Definition 3 (Iso-Lipschitz order [6, §9][10]). Let µ, ν ∈ P(R). We say that
µ iso-dominates ν if there exists a monotonically non-decreasing 1-Lipschitz
function f : suppµ→ supp ν such that f∗µ = ν, where suppµ is the support
of µ. We write µ ≻′ ν if µ iso-dominates ν.
Gromov defined an iso-dominant using the iso-Lipschitz order and claimed
that an iso-dominant recollects the isoperimetric inequality [6].
Definition 4 (Iso-dominant [6]). We call a Borel probability measure on R
an iso-dominant of an mm-space X if it is an upper bound of M(X; 1) with
respect to the iso-Lipschitz order ≻′. That means ν ≻′ µ for all µ ∈M(X; 1).
We have the following relation between an iso-dominant and ICL.
Theorem 5 ([11]). Let X be an mm-space and ν a Borel probability mea-
sure on R with connected support. Assume that the cumulative distribution
function V of ν is continuous. Then, X satisfies ICL(ν) if and only if ν is
an iso-dominant of X.
Gromov claimed a variant of Theorem 5 without proof [6, §9]. We focus
on the continuity of V in Theorem 5. Without the continuity of V , we find
the following counterexample of Theorem 5. We put [k] := {0, . . . , k−1} and
consider the n-dimensional discrete cube [k]n equipped with the l1-metric and
the uniform measure, saym[k]n . Then, [k]
n satisfies ICL((d0)∗m[k]n), where d0
is the distance function from the origin [2]. Since the cumulative distribution
function of (d0)∗m[k]n is not continuous, we are not able to apply Theorem
5 with [k]n as an mm-space X. In fact, (d0)∗m[k]n is not an iso-dominant of
[k]n. However, we regard (d0)∗m[k]n as an iso-dominant of [k]
n if we allow an
error. This is one of our motivations of introducing the iso-Lipschitz order
with an error.
Definition 6 (Iso-deviation [10]). We define the iso-deviation dev≻ of a
subset S ⊂ R2 by
dev≻ S := sup{ y − y
′ −max{x− x′, 0 } | (x, y), (x′, y′) ∈ S }
if S is nonempty. We set dev≻ ∅ := 0.
The iso-deviation evaluates the deviation from the monotonically non-
decreasing and 1-Lipschitz property. The following iso-Lipschitz order with
an error is a generalization of the iso-Lipschitz order (Definition 3).
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Definition 7 (Iso-Lipschitz order ≻′(s,t) with error (s, t); [10]). Let µ and ν
be two Borel probability measures on R and s, t ≥ 0 two real numbers. We
say that µ iso-dominates ν with error (s, t) and denote µ ≻′(s,t) ν if there
exists a transport plan pi ∈ Π(µ, ν) and a Borel subset S ⊂ R2 such that
dev≻ S ≤ s and 1− pi(S) ≤ t.
The iso-Lipschitz order ≻′(s,t) with error (s, t) satisfies some beneficial
properties [10]. Now, we define the iso-dominant with an error by using the
iso-Lipschitz order with an error.
Definition 8 (ε-iso-dominant [10]). Let ε ≥ 0 be a real number. We call a
Borel probability measure ν on R an ε-iso-dominant of an mm-space X if we
have ν ≻′(ε,0) µ for all µ ∈M(X; 1).
We have the following Theorem 9, which explains the relation between
ε-iso-dominants and ICLε(ν). Theorem 9 is a generalization of Theorem 5.
Theorem 9 ([10]). Let X be an mm-space and ν a Borel probability measure
on R, and let ε ≥ 0. We define
∆(supp ν) := sup{ δ−(supp ν; a) | a ∈ supp ν \ {inf supp ν} },
where δ−(supp ν; a) := inf{ t > 0 | a− t ∈ supp ν }. Then we have the fol-
lowing (1) and (2).
(1) If inf supp ν > −∞, we assume ν({inf supp ν}) ≤ mX({x}) for any
x ∈ suppmX . Then, ν is an (ε + ∆(supp ν))-iso-dominant of X if X
satisfies ICLε(ν).
(2) Assume that supp ν is connected or ν({x}) > 0 for any x ∈ supp ν.
Then, X satisfies ICL2ε(ν) if ν is an ε-iso-dominant of X.
The condition that ν is an ε-iso-dominant of X is stable under the conver-
gence with respect to the Prokhorov metric dP and the observable distance
function dconc. This property enables us to obtain the isoperimetric inequal-
ity of a continuous space by using a discretization. The following Theorem
10 is one of the main theorems of this paper and represents the stability of
ε-iso-dominant.
Theorem 10 ([10]). Let X and Xn, n = 1, 2, . . . , be mm-spaces, let ν and
νn, n = 1, 2, . . . , be Borel probability measures on R, and let εn, n = 1, 2, . . .
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be non-negative real numbers. We assume that {Xn}n dconc-converges to X
and {νn}n weakly converges to ν, and {εn}n converges to a real number ε as
n → ∞ and that νn is an εn-iso-dominant of Xn for any positive integer n.
Then, ν is an ε-iso-dominant of X.
We obtain a sharp isoperimetric inequality of the n-dimensional hyper-
cube [0, 1]n equipped with the l1-metric as one of the applications of the
Lipschitz order with an error by using Theorem 8 in [2]. The n-dimensional
l1-hypercube is the n-dimensional cube [0, 1]n equipped with the l1-metric
dl1 and the uniform measure. The following Theorem 11 presents a sharp
isoperimetric inequality on it.
Theorem 11 ([10]). The measure (d0)∗m[0,1]n is the greatest element of
M([0, 1]n; 1) with respect to the iso-Lipschitz order ≻′, where d0 is the dis-
tance function from the origin.
By Theorems 11 and 5, the l1-hypercube [0, 1]n satisfies ICL((d0)∗
m[0,1]n). Namely, we have the following Corollary 12. That is of the same type
of Le´vy’s isoperimetric inequality (Theorem 1). An isoperimetric inequality
on the n-dimensional standard Gaussian space [3, 12] is of also the same
type. In [13], an isoperimetric inequality on the product space equipped
with the Talagrand’s convex distance is studied. That is generalization of an
isoperimetric inequality on the n-dimensional Hamming cube.
Corollary 12 ([10]). For any closed subset Ω ⊂ [0, 1]n with Ln(Ω) > 0, we
take the metric ball BΩ ⊂ [0, 1]
n centered at the origin with Ln(BΩ) = L
n(Ω).
Then we have
Ln(Ur(Ω)) ≥ L
n(Ur(BΩ))
for any r > 0, where Ur(A) := {x ∈ [0, 1]
n | dl1(x,A) < r } is the open r-
neighborhood of a subset A ⊂ [0, 1]n with respect to the l1-distance dl1.
Similarly, we obtain the sharp isoperimetric inequality of the l1-torus T n
by using Corollary 6 in [1]. The l1-torus T n is the n-fold l1-product of the
one-dimensional unit sphere S1 equipped with the uniform measure.
Theorem 13 ([10]). The measure ξ∗mTn is the greatest element ofM(T
n; 1)
with respect to the iso-Lipschitz order ≻′, where ξ is the distance function
from one point.
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Corollary 14 ([10]). For any closed subset Ω ⊂ T n with mTn(Ω) > 0, we
take a metric ball BΩ of T
n with mTn(BΩ) = mTn(Ω). Then we have
mTn(Ur(Ω)) ≥ mTn(Ur(BΩ))
for any r > 0, where Ur(A) is the open r-neighborhood of a subset A ⊂ T
n
with respect to the l1-metric.
In addition, we give a necessary condition for obtaining a sharp isoperi-
metric inequality in the following Theorem 16. Obtaining a sharp isoperi-
metric inequality is equivalent to the existence of the greatest element of
the 1-measurement with respect to the iso-Lipschitz order ≻′ by Theorem 5.
The following theorem presents a necessary condition for the existence of the
greatest element of the 1-measurement with respect to the Lipschitz order
≻.
Definition 15 (Lipschitz order). Let X and Y be two mm-spaces. We say
that X dominates Y and write Y ≺ X if there exists a 1-Lipschitz map
f : X → Y satisfying
f∗mX = mY .
We call the relation ≺ the Lipschitz order.
The Lipschitz order ≻ is weaker than the iso-Lipschitz order ≻′.
Theorem 16 ([11]). Let X be a geodesic mm-space with fully supported Borel
probability measure. Then the 1-measurement of X has the greatest element
with respect to the Lipschitz order ≻ only if either of the following (1), (2),
or (3) is satisfied.
(1) The space X is covered by minimal geodesics joining two fixed points p
and q in X with dX(p, q) = diamX. It is homeomorphic to a suspension
provided X is non-branching.
(2) The space X is covered by rays emanating from a fixed point in X. It
is homeomorphic to a cone provided X is non-branching.
(3) The space X is covered by straight lines in X that may cross each other
only on their branch points. It is homeomorphic to Y ×R for a metric
space Y provided X is non-branching.
7
Bibliography
[1] B. Bolloba´s and I. Leader, An isoperimetric inequality on the discrete torus, SIAM J.
Discrete Math. 3 (1990), no. 1, 32–37, DOI 10.1137/0403004.
[2] B. Bolloba´s and I. Leader, Compressions and isoperimetric inequalities, J. Combin.
Theory Ser. A 56 (1991), no. 1, 47–62, DOI 10.1016/0097-3165(91)90021-8.
[3] C. Borell, The Brunn-Minkowski inequality in Gauss space, Invent. Math. 30 (1975),
no. 2, 207–216, DOI 10.1007/BF01425510.
[4] M. Eichmair and J. Metzger, Unique isoperimetric foliations of asymptotically flat man-
ifolds in all dimensions, Invent. Math. 194 (2013), no. 3, 591–630, DOI 10.1007/s00222-
013-0452-5.
[5] T. Figiel, J. Lindenstrauss, and V. D. Milman, The dimension of almost spherical
sections of convex bodies, Acta Math. 139 (1977), no. 1-2, 53–94.
[6] M. Gromov, Isoperimetry of waists and concentration of maps, Geom. Funct. Anal. 13
(2003), no. 1, 178–215.
[7] M. Gromov,Metric structures for Riemannian and non-Riemannian spaces, Reprint of
the 2001 English edition, Modern Birkha¨user Classics, Birkha¨user Boston, Inc., Boston,
MA, 2007. Based on the 1981 French original; With appendices by M. Katz, P. Pansu
and S. Semmes; Translated from the French by Sean Michael Bates.
[8] P. Le´vy, Proble`mes concrets d’analyse fonctionnelle. Avec un comple´ment sur les fonc-
tionnelles analytiques par F. Pellegrino, Gauthier-Villars, Paris, 1951 (French). 2d ed.
[9] H. Nakajima, The maximum of the 1-measurement of a metric measure space, J. Math.
Soc. Japan 71 (2019), no. 2, 635–650.
[10] , Isoperimetric inequality on a metric measure space and Lipschitz order with
an additive error. preprint (2019), arXiv:1902.07424.
[11] H. Nakajima and T. Shioya, Isoperimetric rigidity and distributions of 1-Lipschitz
functions, Advances in Mathematics 349 (2019), 1198–1233.
[12] V. N. Sudakov and B. S. Cirel′son, Extremal properties of half-spaces for spherically
invariant measures, Zap. Naucˇn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI)
41 (1974), 14–24, 165 (Russian). Problems in the theory of probability distributions,
II.
8
[13] M. Talagrand, Concentration of measure and isoperimetric inequalities in product
spaces, Inst. Hautes E´tudes Sci. Publ. Math. 81 (1995), 73–205.
9
