Abstract. Even in two dimensions, the spectrum of the linearized Euler operator is notoriously hard to compute. In this paper we give a new geometric calculation of the essential spectrum for 2D flows. This generalizes existing results-which are only available when the flow has arbitrarily long periodic orbits-and clarifies the role of individual streamlines in generating essential spectra.
Introduction
The Euler equation gives the time evolution of an incompressible fluid of constant density as ∂u ∂t + (u · ∇)u = −∇p (1)
where u is the fluid velocity and p is the pressure. For a simply-connected domain Ω ⊂ R 2 with tangential boundary conditions, u · n = 0, the velocity can be written as u = −∇ ⊥ ψ, where ψ is a scalar stream function. Then the curl of the velocity field, ω = curl u = −∆ψ, evolves according to
This vorticity formulation (on the space of zero mean functions) is equivalent to the velocity formulation in the case of a simply-connected domain. This is not true for more general domains: for the torus T 2 , the vorticity formulation is equivalent to the velocity formulation restricted to the space of vector fields with zero spatial average. (More generally, for this to hold one needs to consider the velocity formulation on the space of divergence-free vector fields that are L 2 -orthogonal to the first de Rham cohomology group-on the torus this is generated by the constant vector fields (1, 0) and (0, 1).)
In vorticity form, the linearized Euler operator at a steady state ω 0 = −∆ψ 0 can be written as L vor = L 0 + K where L 0 = ∇ ⊥ ψ 0 · ∇ and K = −∇ω 0 · curl −1 . Since L vor is degenerate and non-elliptic, it is quite difficult to find conditions that guarantee the existence of an unstable eigenvalue. The earliest results in this area [6, 8, 12] give necessary conditions for instability in the special case of parallel shear flows. More recent results [1, 2, 7, 10] give sufficient conditions for instability in a number of special cases. A more general sufficient condition appears in [11] , but this appears to be difficult to evaluate in many cases of interest. For further details, an excellent recent overview of stability results can be found in [15] .
Recently, progress had been made in computing the essential spectrum, which is related to shortwave perturbations of the velocity field. In [14, 16] it was shown that the H m essential spectrum comprises a vertical strip (for m = 0), with the width determined by the fluid Lyapnuov exponent. When computed in L 2 the essential spectrum must be purely imaginary, because L 0 is skew-adjoint. In fact it is known that σ ess (L vor ) = iR if the underlying flow has arbitrarily long periodic trajectories. The proof of this result, in [14] , uses an approximate eigenfunction construction supported in a neighborhood of a trajectory connecting two hyperbolic fixed points of the underlying Lagrangian flow. The main result in the current paper is a complete description of the L 2 essential spectrum in the absence of arbitrarily long periodic orbits, when approximate eigenfunction constructions are no longer available. We require a technical assumption on the steady-state, ψ 0 , which roughly says that almost all trajectories are either fixed points or periodic orbits. This hypothesis is formulated in (H) in the following subsection. 
with equality if (H) is satisfied.
While the assumption (H) may seem unwieldy, we observe that it only fails if the flow induced by ψ 0 has arbitrarily long periodic orbits, in which case the result of [14] applies. Corollary 1. The inclusion (3) is an equality, independent of (H).
It follows immediately that there are at least two spectral gaps along the imaginary axis provided T max < ∞, and it is not difficult to compute the exact number of spectral gaps in terms of the maximum and minimum periods. In particular we see that the number is always finite, except in the degenerate case T min = T max . Then the spectral inclusion theorem (see [5] ) yields the following result for the corresponding evolution semigroup.
Corollary 2. If T min = T max , then the spectrum of e t Lvor contains the unit circle.
Thus the spectrum of the semigroup will contain the entire unit circle (except in the degenerate case described above), whether the flow has arbitrarily long periodic orbits or not.
1.1. Some definitions and notation. We define X = L 2 (Ω) and
with X 0 and D 0 the respective subspaces of zero mean functions. We will view L vor as an unbounded operator on
We define the essential spectrum, σ ess (L vor ; X 0 ), to be the set of all λ ∈ C such that L vor −λI is not Fredholm. (For a discussion of alternate definitions of the essential spectrum, see [4] and [9] .)
We assume that ψ 0 is a smooth steady state for the 2D Euler equation, and let Ω denote the union of all periodic orbits for the flow, and Ω 0 = {∇ψ 0 = 0} the set of all fixed points. It is easily shown that Ω is an open subset of Ω. It will be convenient to make the following assumption regarding the geometry of the flow:
Since every trajectory must be diffeomorphic to a point, a circle or the real line, we are thus assuming that the image of those diffeomorphic to the line has measure zero. The techniques of [14] apply as long as the flow has at least one nonconstant, nonperiodic orbit, hence Theorem 1 is only a strict improvement in the case that arbitrarily long trajectories do not exist. However, it is worth noting that the geometric method developed in this paper is applicable as long as "most" nonconstant trajectories are periodic.
We define the index set J to be the disjoint union
where { Ω i } are the connected components of Ω. This set records all values assumed by the stream function ψ 0 on periodic orbits, with multiplicity.
For a simple example, suppose Ω = B 2 (0) ⊂ R 2 and ψ 0 = r 2 − r in polar coordinates. Then Ω 0 = {0} ∪ {r = 1/2} and Ω = {0 < r < 1/2} ∪ {1/2 < r ≤ 2} = Ω 1 ∪ Ω 2 , so we find that
It is important to note that this is a disjoint union, so that the stream function ψ 0 gives a bijection between J and the set of periodic orbits.
Analytic preliminaries
In this section we relate the essential spectrum of L vor to the spectrum of L 0 restricted to the part of the domain where ψ 0 is non-singular. This is done because the restricted operator, L 0 , can be easily understood using the geometric techniques of the following section.
This proposition will be proved by a number of straightforward lemmas which together establish the string of equalities
We first observe that T := i L 0 is self-adjoint.
Proof. Suppose u ∈ D(T * ). Then by definition there exists u * ∈ X 0 so that u, T ω = u * , ω for all ω ∈ D(T ), hence for all ω ∈ C ∞ (Ω). This means
and so by definition u ∈ D(T ) and
Proof. This follows immediately from Weyl's theorem since L 0 is closed and differs from L vor by a compact operator.
We next use the fact that L 0 has an infinite-dimensional kernel to show that it has only essential spectra. We again proceed by contradiction, assuming the set ψ 0 [{ω = 0}] ⊂ R has zero measure, and hence {ω = 0} ∩ {∇ψ 0 = 0} ⊂ Ω also has zero measure. Then for any test function φ ∈ C ∞ (Ω) we have
because L 0 φ = 0 where ∇ψ 0 = 0 and ω = 0 where ∇ψ 0 = 0. This implies ω = 0, which gives the desired contradiction.
We next show that, for spectral purposes, it suffices to consider L 0 : D → X, without the zero mean restriction.
Proof. For the duration of the proof we let L denote the operator L 0 : D → X. We proceed by showing that the resolvent sets of L 0 and L coincide. Assuming without loss of generality that Ω ψ 0 = 0, the stream function satisfies L 0 ψ 0 = 0,
We let P : X → X 0 denote L 2 -orthogonal projection, and J :
so the resolvent sets agree.
For the purpose of determining the L 2 essential spectrum, it is possible to discard those parts of the domain on which the stream function of the steady-state is singular-this works because the coefficients of L 0 vanish at the singular points of ψ 0 . As described in the introduction, we define Ω to be the union of all periodic orbits, then let L 0 denote the restricted operator on X := L 2 ( Ω), with domain
where L 0 is defined weakly, as in (5), using smooth test functions on the closure of Ω. This agrees with the classical definition of L 0 for functions of class C 1 , though the argument is more subtle here because Ω need not have smooth boundary. To prove this, it suffices to examine a component of Ω, say ψ −1 0 (a, b), and observe that
for any ǫ > 0 by Stokes' theorem, because the boundary term vanishes on any level set of ψ 0 . The above integral identity holds in the ǫ = 0 limit because both ω and φ were assumed to be continuous (hence bounded) on the closure of Ω.
We let E denote extension by zero from X to X, with R the corresponding restriction from X to X. It is clear that E and R are bounded, with E * = R. Because Ω ⊂ Ω is open and L 0 is trivial outside Ω (up to a set of measure zero), L 0 is well-behaved with respect to extension and restriction. 
hold on D and D, respectively. If (H) is satisfied, then
Using the fact that RE is the identity on X, it follows immediately that (8) and (9) we have L 0 ER = ER L 0 = E L 0 R and so, when (H) is satisfied,
Proof. It is clear that (9) holds for all differentiable functions, so for any test function φ and ω ∈ D we have
Thus, from the weak definition of L 0 , we have that Eω ∈ D, and L 0 Eω = E L 0 ω. This establishes (8) ; the proof of (9) is similar, starting with the fact that (8) holds in D, and hence for all test functions on Ω.
To prove (10), we first observe that each test function φ on Ω satisfies
The final result we need before comparing the spectra of L 0 and L 0 is the following localization property for (L 0 −λ) −1 .
holds on X.
Thus if u ∈ D solves the equation (L 0 −λI)u = Ef for some f ∈ X, and λ is in the resolvent set of L 0 , then u = 0 a.e. in Ω c . We note that the corresponding relation
is an immediate consequence of (10).
Ef for f ∈ X. We decompose u = ERu + (I − ER)u. Lemma 5 implies that both summands are contained in D, so we can write
This demonstrates that (L 0 −λI)(u − ERu) vanishes in Ω c (because it is in the range of E), and by definition it vanishes in Ω, hence
Since λ is in the resolvent set of L 0 we find that u − ERu = 0, which completes the proof.
We are now ready to compare the spectra of L 0 and L 0 .
Proof. We proceed by studying the resolvent sets of the two operators. First suppose that λ ∈ ρ(L 0 ), so that L 0 −λI : D → X has a bounded inverse. Using (11), (13) and (14), it is easily verified that λ ∈ ρ( L 0 ), with
Now suppose (H) is satisfied and λ ∈ ρ( L 0 ), so that L 0 − λI : D → X has a bounded inverse. Using (10) and (12), it is easily verified that λ ∈ ρ(L 0 ), with
The streamline decomposition
Having related the essential spectrum of L vor to the spectrum of the restricted operator L 0 , we proceed with our geometric computation of the latter. Recalling the index set J defined in (6), we have by the co-area formula (see, for instance, [3] )
for any f ∈ L 2 ( Ω), where ds denotes the induced measure on each streamline and Γ(ρ) is the periodic orbit corresponding to ρ ∈ J .
By assumption each Γ(ρ) is diffeomorphic to S 1 , with corresponding period T (ρ). If t denotes time under the ψ 0 -flow, the angular coordinate θ := 2πt/T (ρ) satisfies
hence (15) can be written as
where we have defined the measure dµ(ρ) = (T (ρ)/2π)dρ on J . Thus in the constant-fiber direct integral notation of [13] we have
We now apply this geometric decomposition to the operator L 0 . Letting φ t denote the flow coming from the velocity field u = −∇ ⊥ ψ 0 , we have
, we see that L 0 is a decomposable operator because
for every ρ, where we have defined L 0 (ρ) := − 2π T (ρ) ∂ ∂θ . We can now apply Theorem XIII.85 of [13] , which says that iλ ∈ σ( L 0 ) if and only if for all ǫ > 0 the set
for each ρ, and so
Therefore λ ∈ σ(i L 0 ) if and only, for every ǫ > 0, there exists k ∈ Z with
We now prove that this condition is satisfied precisely when T −1 (2πk/λ) is nonempty for some k, i.e. the flow has an orbit with period T (ρ) = 2πk/λ.
If such an orbit exists, continuity of the period function immediately implies that
contains an open interval around ρ 0 , and hence has positive µ-measure, for any ǫ > 0. To prove the converse, we assume that T max < ∞. (We can do so without loss of generality because the case T max = ∞ is dealt with in [14] .) For ǫ n = 1/n, there necessarily exists some k n ∈ Z so that µ ρ : 2πk n λ + 1/n < T (ρ) < 2πk n λ − 1/n > 0.
Since T is bounded, the sequence {k n } is also bounded, and hence contains a convergent subsequence (which we again label {k n }) such that k n →k as n → ∞.
Because Z is discrete, this implies k n =k for all n sufficiently large (say n ≥ n 0 ), and so the set ρ : 2πk λ + 1/n < T (ρ) < 2πk λ − 1/n has positive µ-measure, and therefore contains a point ρ n ∈ J , for each n ≥ n 0 . Since the periods T (ρ n ) are uniformly bounded above and below, the {ρ n } must lie in a compact subset of J , which implies that there is a convergent subsequence with ρ n →ρ. It follows from the continuity of T that T (ρ) = 2πk/λ, as was to be shown. This completes the proof of Theorem 1. 
