multiplicative random cascade model can be used for temporal rainfall disaggregation of daily 23 time series. A resampling algorithm is introduced to implement spatial consistence in 24 disaggregated time series. Spatial consistence is assumed to be represented by four bivariate 25 and distance-dependent rainfall characteristics that complement each other. Relative diurnal 26 cycles of the disaggregated time-series are resampled with the aim to reproduce these spatial 27 characteristics while preserving the structure generated by the cascade model. Also, to 28 Rainfall time series with a high temporal resolution are needed in many fields of hydrology 46 and water resources management, e.g. urban hydrology (Licznar et al., 2011) , flood risk 47 assessment (Koutsoyiannis & Langousis, 2011) or erosion investigations (Jebari et al., 2012) . 48
In most cases these time series are short and the network density of the recording stations is 49 low. Unfortunately, many applications require long time series and a dense network of rainfall 50
stations. 51
Usually, non-recording station networks have a much higher density and a longer observation 52 period. Time series information of the recording stations could be used to disaggregate those 53 of the non-recording stations with the aim to produce a data set with long time series and a 54 sufficient temporal resolution. 55
A method for disaggregation is the mutliplicative random cascade model, which was 56 developed and applied originally in the field of turbulence theory (Mandelbrot, 1974) . For 57 rainfall disaggregation, the cascade model can be used either to increase the spatial resolution 58 of rainfall fields (e.g. Gupta and Waymire, 1993) or to increase the temporal resolution 59 (Olsson, 1998) . 60
One problem with multiplicative cascade models for temporal disaggregation is their 61 restriction to univariate cases, so that multisite application is not possible and has not been 62 done so far to the authors' knowledge. The main objective of this work is to introduce a 63 method for multisite applications considering spatial consistence in rainfall characteristics. 64
The disaggregation of time series without consideration of surrounding stations leads to 65 unrealistic spatial patterns of rainfall. However, the existence of a spatial correlation of 66 rainfall is indisputable and the question arises: how can spatial consistence be implemented 67 after the disaggregation process? Simulated annealing is tested here, which is a resampling 68 the estimation of spatial rainfall characteristics described in section 3. For the description of 146 the time series, overall characteristics like average intensity and fraction of wet hours, but also 147 event characteristics like dry spell duration, wet spell duration and wet spell amount, are used. 148 8 Events are defined by a minimum of one dry hour before and after the rainfall occurrence. 149
These characteristics and further information of the rainfall stations of group A are given in 150 
Methods 156
To provide an overview of the applied methods and resulting data sets, the general steps of 157 the study are presented as a flow chart in Fig. 2 . Observed time series are disaggregated with 158 two modifications of the cascade model: diversion (DIV) and uniform splitting (US) (see 159 3.1). The disaggregated time series are resampled with a simulated annealing algorithm (see 160 3.2). Hereby a one-step and a two-step approach exist. The two-step approach is only applied 161 for the Aller-Leine river basin. 
Cascade Model 167
The principle of the cascade model is illustrated in Fig. 3 . A time step from a coarser time 168 level is disaggregated into two finer time steps of equal duration. The number of boxes 169 generated from the coarser time level is called the branching number, which here is b = 2. In 170 this investigation, a micro-canonical, unbounded cascade model is used (see Sect. 1). 171
The rainfall volume V of the coarser time step is multiplied with the multiplicative weights W 1 172 and W 2 to obtain the rainfall volumes of the finer time step. The sum of W 1 and W 2 is equal to 173 1 in each split, i.e. they are not independent of each other. Overall there are three possibilities 174 of how the rainfall volume can be split (Eq. (1)) during the disaggregation: 175 12 0 and 1 with P(0/1) W , W 1 and 0 with P(1/0)
x and 1 x with P(x/(1-x)); 0<x<1
where P is the probability for each splitting. A splitting with the probability P(1/0) means that 177 the whole rainfall is assigned to the first time step (W 1 = 1) and no rainfall (W 2 = 1 -W 1 = 0) 178 is assigned to the second time step. With the probability P(0/1), splitting is achieved vice 179 versa. The third possibility is a x/(1-x)-splitting that redistributes the rainfall volume over both 180 time steps. Here x is defined as 0 < x < 1 and represents the relative fraction of the rainfall 181 volume which is assigned to the first time step. Considering x as a random variable for all 182 disaggregation steps, a probability density function f(x) with the probabilities for each value 183 of x can be estimated. 184 Position of a time step is the relation to the wetness of the neighboring time steps and was 191 used before by e.g. Buishand (1977) . Olsson (1998) (preceded by a dry time step, succeeded by a wet time step~dry-wet-wet), enclosed boxes 194 (wet-wet-wet), ending boxes (wet-wet-dry) and isolated boxes (dry-wet-dry). 195
In addition, the rainfall volume of a time step is considered. Olsson (1998) , and 0 with P(0/ / ) 2 2 2 2 1 1 1 1 , 0 and with P(0/ / ) 2 2 2 2 1 1 1 1 0, and with P(0/ / ) 2 2 2 2 1 1 1 1 1 , and with P( / 3 3 3 3 3
For the second and all following disaggregation steps, b = 2 is used, so that time series with 234 resolutions of 4 h, 2 h and 1 h are produced. 235
The additional parameters can be estimated by aggregating recording stations, e.g. starting at 236 Δt = 1 h leads, to 2 h, 4 h and 8 h. The probabilities P( / / ), P(0/ / ) and P(0/0/1) are the 237 same for starting, enclosed, ending and isolated positions. 238
In contrast, the separation into volume classes is retained. Without a second volume class, the 239 probability P(0/0/1) is the same for both small and high rainfall amounts in a day. and then compared to the observed time series with 1 h-resolution. The disaggregation is a 254 random process and, depending on the initialization of the random number generator, leads to 255 different results. To cover this random behavior, a certain number of disaggregation runs has 256 to be performed. We found, that after 80 disaggregation runs the average values of the main 257 characteristics (see Table 3 ) are not changing significantly by an increasing number of 258 disaggregation runs. Accordingly, 80 disaggregations were carried out for each method. 259 15 Implementing spatial consistence using resampling 265
The multiplicative random cascade model is disaggregating the time series of one rainfall 266 station without consideration its spatial relationship with surrounding stations. This would 267 lead to errors in areal rainfall estimation if precipitation is used for instance as input for 268 hydrological models. Spatially connected rainfall events are disaggregated and take place at 269 different time steps at different stations, so areal rainfall is assumed to be underestimated. The 270 main idea is to resample relative diurnal cycles using a simulated annealing algorithm 271 (Kirkpatrick et al., 1983; Aarts and Korst, 1965) to implement spatial consistence. Simulated 272 annealing is a non-linear optimization method that minimizes an objective function with the 273 ability to find the global minimum. 274
First it has to be defined which criteria can be used in the objective function to describe the 275 spatial characteristics of rainfall time series z. For this purpose the following three bivariate 276 characteristics were chosen, which can be calculated from hourly rainfall time series: 277 1. Probability of occurrence 278
The first characteristic P k,l describes the probability of rainfall occurrence at two stations k 279 and l at the same time: 280
where n is the total number of non-missing observation hours at both stations k and l, and n 11 282 represents the number of simultaneous rainfall occurrence at both stations. The third bivariate characteristic is the continuity measure according to Wilks (1998) After reducing the temperature, the algorithm proceeds to step 4. 365 11. Steps 9 and 10 are repeated until the algorithm converges regarding resampling 366 of the station k. 367 12. Station k is removed from set U and added to set R. The algorithm returns to 368 step 2 for resampling the next station. 369
The algorithm explained above is theoretically not limited to a certain number of stations. 370
However, with an increasing number of stations, it becomes more difficult to reach a final 371 small objective function value. Every new disaggregated time series from set U has to be 372 fitted to all already resampled time series from set R. Due to the limited amount of available 373 diurnal cycles, a good fitting becomes increasingly difficult with every newly added time 374
series. An overview of the number of diurnal cycles for station 3169 is given in Table 2 . For 375 the upper volume class of the isolated boxes, only 28 diurnal cycles are available to swap, 376 which is a very low number in comparison to the amount of diurnal cycles of lower volume 377 classes for all positions. This poses a serious problem if a large area with many stations needs 378 to be considered. With an increasing areal extension of the study area, the scale and the 379 21 purpose of the areal rainfall has to be questioned. For some applications, a good fit between 380 all rainfall stations, some of them situated remotely from each other, may not be essential, and 381 a resampling of the rainfall time series of a single subcatchment or small groups would be 382
sufficient. 383
A possible solution could be the application of a multi-step approach, also called a nested 384 approach proceeding from large to small scales. Hereby a subset of all time series is 385 resampled in a first step. In a second step, the already resampled stations are used as reference 386 time series (so k 1 is fixed) and other, non-resampled stations will be resampled following the 387 11-point-scheme described before. 388 For a better understanding, the station IDs from Fig. 1 are used to illustrate the method. In the 391 first step, a subset U1={station 1, 2, 3} is chosen from set U={1, 2, 3, 4, 5, 6, 7, 8} 392 representing the large scale. The stations were chosen to cover all parts of the study area, the 393 North (station 1), the South (station 2) and the East (station 3). This subset is used instead of 394 set U in the resampling procedure. The resampled time series of these stations are used as 395 donor time series for nearby stations in the next step focusing on smaller scales. 396
For the second step, the resampled time series of set R={1, 2, 3} are distributed on t new 397 subsets U1-t, where t is the number of elements of the set R (t = 3). To every new subset U1-t, 398 disaggregated, not resampled time series are added (U1-1 = {1, 4, 5}, U1-2 = {2, 6, 7}, U1-399 3 = {3, 8}). For every subset U1-t, the resampling procedure is applied independently from 400 22 the other subset with the restriction that the already resampled time series from set R is the 401 reference used during the simulated annealing (k 1 = 1 for U1-1, k 1 =2 for U1-2, k 1 =3 for U1-402
3)
). This approach could be continued for more steps, but here only a two-step approach is 403 applied. 404
For the estimation of the areal rainfall, the inverse distance method was chosen. This method 405 is based on the assumption that rainfall from two stations with a closer distance is more alike. 406 Accordingly, the interpolation result is a linear combination of surrounding observations with 407 weights being inversely proportional to the square distance between the observations and the 408 point of interpolation (Goovaerts, 2000) . 409
410

Results & Discussion 411
Rainfall characteristics of point disaggregation 412
For the rainfall disaggregation, two versions of the cascade model were analyzed: diversion of 413 were used. For each year only the highest value is taken into account and empirical non-472 exceedance curves are calculated using the plotting position after Weibull (1939) . 473 
494
Spatial rainfall characteristics 495
The implementation of spatial consistence should conserve the time series structure and basic 496 event characteristics generated by the cascade model. Due to the applied resampling 497 procedure and its boundary conditions, neither the structure defined as the arrangement of wet 498 days with different position-volume-classes, nor the rainfall characteristics of Table 3, have  499 been changed. 500
To evaluate the implementation of spatial consistence, spatial rainfall characteristics 501 (probability of occurrence, coefficient of correlation (k ≤ and > 4 mm) and continuity ratio) 502
were analyzed. Since all of them are included in the objective function, a general 503 improvement could be achieved. For this discussion, the term 'observation cloud' is 504 introduced. The observation cloud represents all values computed from the observed values 505 for each spatial characteristic. 506
A comparison of spatial characteristics before and after using simulated annealing is shown in 507 characteristic from the objective function was also tested. Results showed that continuity ratio 527 values worsened and moved outside of the observation cloud. Therefore this characteristic 528 remained included. However, after the resampling, the values of the continuity ratio cover a 529 wider range than before the resampling for each distance. This may be caused by the 530 definition of the criterion, taking only station k with respect to station l into account, but not 531 vice versa. However the continuity ratio of station l with respect to station k is different, since 532 29 other time steps are taken into account. Hence, continuity ratio C k,l can be improved by 533 simultaneous worsening of C l,k . 534
The probability of occurrence is lower than for observed time series after the disaggregation. 535
With resampling of three stations, the probability values could be adjusted closer to the 536 observed ones. If more than three stations are included in the resampling of the one-step 537 approach, some of the probability values cannot be shifted closer to the observed values, 538 while for the two-step approach almost all probabilities are within the cloud of observations. 539
The advantage of the two-step approach with a smaller number of reference stations in the 540 second step, is that it causes a higher degree of freedom and a better fit seems possible. 541 observations for the one-step approach. This underestimation is not related to distance. For 552 the two-step approach a higher number of underestimations can be identified. Since the two-553 step approach has shown improvement for the probability of occurrence, the underestimation 554 must be caused by the missing information of rainfall amount of stations from U1 and U1-555 others during the resampling process. 556
For further investigation, the areal rainfall of the Aller-Leine river basin and the Upper-Leine 557 subcatchment were analyzed: The non-exceedance curves of areal rainfall intensities 558 ≥ 0.1 mm, for both the diversion and the uniform splitting method and before and after the 559 annealing, are shown in Fig. 9 for the Upper Leine subcatchment and in Fig. 10 for the Aller-560
Leine river basin (see Fig. 5 for an overview of the data sets). The shape of the non-561 exceedance curves, taking into account lower rainfall intensities, show only small variations 562 below 0.1 mm and are not illustrated here. 563 Using the diversion method for disaggregation of rainfall without the subsequent annealing 573 procedure leads to an underestimation of areal rainfall for the whole rainfall volume spectrum. 574
After resampling, the non-exceedance curve is closer to the one from the observations for 575 non-exceedance probabilities higher than 20 %. For smaller values, only slight changes can be 576 found after the resampling. 577 32 Uniform splitting also results in a non-exceedance curve which underestimates the 578 observations for non-exceedance probabilities greater than 30 %. However, these 579 underestimations are smaller than in comparison to the diversion method. After the 580 application of the annealing algorithm, observed areal rainfall from 60 % (representing 581 0.4 mm) up to 90 % (1.3 mm) is within the range of the simulated realisations. For other non-582 exceedance probabilities, areal rainfall is slightly overestimated after the resampling. 583
For the Aller-Leine river basin, the diversion leads to an underestimation of rainfall volume, 584 again for the whole spectrum (except for the highest values). The non-exceedance curve is 585 underestimated, regardless of whether the resampling algorithm is applied or not. It should be 586 mentioned that when taking into account areal rainfall intensities smaller than 0.1 mm, non-587 exceedance probabilities are overestimated (not shown here). This is contradictory to the 588 underestimation of areal rainfall that was estimated without implementing spatial consistence. 589
The reason for this contrast is the overestimated fraction in the time series of wet intervals of 590 very small intensity generated by the diversion. With an increasing number of stations, the 591 probability of small rainfall events occurring simultaneously also increases. 592
For the uniform splitting, a better visual fit is achieved for all data sets than for the diversion. 593
All three data sets have similar curves of non-exceedance probability below approximately 594 20 %. For non-exceedance probabilities in the range between 20 % (about 0.15 mm) and 90 % 595
(1.1 mm), the two-step approach shows the best fit to the observed areal rainfalls. For rainfall 596 intensities greater than 1.5 mm (~95 % non-exceedance probability), the ranges of all three 597 data sets unify to an identical curve. 
