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Abstract—In this paper, based on a fuzzy entropy feature
selection framework, different methods have been implemented
and compared to improve the key components of the framework.
Those methods include the combinations of three ideal vector
calculations, three maximal similarity classifiers and three fuzzy
entropy functions. Different feature removal orders based on
the fuzzy entropy values were also compared. The proposed
method was evaluated on three publicly available biomedical
datasets. From the experiments, we concluded the optimized
combination of the ideal vector, similarity classifier and fuzzy
entropy function for feature selection. The optimized framework
was also compared with other six classical filter-based feature
selection methods. The proposed method was ranked as one of
the top performers together with the Correlation and ReliefF
methods. More importantly, the proposed method achieved the
most stable performance for all three datasets when the features
being gradually removed. This indicates a better feature ranking
performance than the other compared methods.
I. INTRODUCTION
Due to the rapid development and wide application of
information technology, increasing amount of data with rich
information are generated. Discovering the information that
concealed in these datasets becomes essential and challenging.
In real world applications, datasets often contain irrelevant and
redundant features that do not provide useful or additional
information for subsequent decision makings [1]. According
to Occam’s razor, it is important and necessary to eliminate
those irrelevant and redundant features [2]. Therefore, feature
selection has always been an active research area, particularly
when more and more ’big data’ become available in many
application areas.
Recently, machine learning methods have achieved superior
performance in many application areas such as diagnostic
decision making and disease classification [3]. However, the
high dimensionality and complexity of the data often make the
methods suffering from the problem of curse of dimensionality
[4]. With the high dimensionality, the limited number of
training samples are sparsely distributed in the feature space.
This makes the machine learning methods difficult to learn the
underlying relationship accurately. This also leads to an over-
fitting problem that the learned model is not generic enough
for unseen data samples. In addition, high dimensional datasets
significantly increase the memory usage and computational
cost for data analysis, which result in low efficiency of
algorithms [5].
Dimensionality reduction methods aim to deal with the
aforementioned issues, which are mainly classified into feature
extraction and feature selection methods. The feature extrac-
tion methods tend to project the original high dimensional
feature into a new low dimensional feature space, where the
contributions of features are combined. In contrast, feature
selection methods maintain a subset of the original features
that are highly relevant to the subsequent decision makings
[5]. This provides the model with better readability and
interpretability, which are essential for our main application
area (biomedical dataset). Our proposed method belongs to
the feature selection category.
Practical biomedical datasets are usually imperfect which
contain uncertain texts and incomplete features. The uncer-
tainty will increase after applying some data analysis pro-
cesses [6]. Fuzzy logic algorithms are designed to model the
vagueness, imprecision and uncertainty. In order to overcome
the practical problems embedded in the biomedical datasets,
it becomes a natural choice to integrate fuzzy logic methods
into the feature selection process.
Various fuzzy methods have been proposed for feature
selection. In 1999, Rezaee [7] presented a method to au-
tomatically identify the reduced linguistic fuzzy set of a
labeled multi-dimensional dataset. The optimal subset of fuzzy
features is determined by projecting the original data set
onto a fuzzy space. In 2002, Rui-Ping Li [8] proposed a
fuzzy neural network method for pattern classification and
feature selection. The proposed neural network attempts to
select the important features from the original features while
maintaining the maximum recognition rate. In 2008, Tsang [9]
introduced a concept of attributes reduction with fuzzy rough
sets and developed an algorithm using discernibility matrix to
compute all the attributes reductions. More recently, Luukka
[10] introduced a fuzzy entropy feature selection framework
based on a maximal similarity classifier. The framework is
computationally efficient, readily comprehensible and easily
adapted to different applications compared with other fuzzy
feature selection methods. The original framework consists of
three fundamental components, namely ideal vector calcula-
tion, similarity measurement and fuzzy entropy calculation.
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Different measurements can be used in these components,
which affect the feature selection performance. To the authors’
best knowledge, a comprehensive comparison using different
measurements within these components has not been reported,
so as the comparison to other feature selection methods.
In this paper, we implemented three different measure-
ments for each of the key components in the framework
and comprehensively compared the performances based on
different combinations of the measures. Additionally, it is
also compared with other six feature selection methods in
the literature. All the evaluations were tested based on three
widely used publicly available biomedical datasets [11].
II. METHODOLOGY
Based on the method in [10], we proposed a data driven
framework to deal with feature selection and classification.
The overall structure is illustrated in Fig. 1.
Fig. 1. Overview of the proposed framework. Blue dotted line and red solid
line are the data flows for training and testing processes respectively.
The proposed method aims to classify a total number of M
subjects into N different classes Ck, k ∈ [1, N ] by their feature
vector ~xi. i is the index of the subjects, and the number of
features in ~xi is denoted by D. The procedure of the proposed
method is described as follows.
Step 1: For the training set, normalize each feature value
to the range of [0 1] using min-max normalization
method [12]. The maximum value of each feature
needs to be carefully determined to avoid using out-
liers and consistently applied to both training and
testing datasets.
Step 2: Based on the normalized values from Step 1, calculate
the ideal vector ~vk for the kth class.
Step 3: Apply the same normalization process in Step 1 to the
testing set.
Step 4: Calculate the fuzzy similarity between the feature
vector ~xi of the testing subjects and the ideal vector
~vk obtained in Step 2.
Step 5: Based on the similarity values in Step 4, construct
a MN × D similarity matrix. Calculate the fuzzy
entropy value of each feature (column of the matrix)
and subsequently rank the features according to the
values.
Step 6: Select the features and classify the testing set based
on the ranked feature sequence from Step 5.
The detailed descriptions of ideal vector calculation, similar-
ity measurement, fuzzy entropy calculation and classification
are given in the following subsections.
A. Ideal vector calculation based on training dataset
Ideal vector is used to represent the ”mean” property of
the subjects in each class. Different methods of calculating
the ideal vector, namely arithmetic mean, geometric mean
and harmonic mean have been implemented and compared
as follows. In equations (1-3), Nk is the number of subjects
for the kth class. j is the index of features. The remaining
notations are the same as previously introduced. The perfor-
mance comparing different ideal vector calculations is reported
in section III-B.
a) Arithmetic mean:
~vAk (j) =
∑Nk
i=1 ~xi(j)
Nk
, j ∈ [1, D] (1)
b) Geometric mean:
~vGk (j) =
Nk
√√√√Nk∏
i=1
~xi(j), j ∈ [1, D] (2)
c) Harmonic mean:
~vHk (j) =
Nk∑Nk
i=1
1
~xi(j)
, j ∈ [1, D] (3)
B. Fuzzy similarity measurement
In this section, the similarity measurement is presented in
the form of generalized Lukasiewicz algebra [13]. It measures
the similarity between the jth element of feature vector ~xi and
the corresponding jth element of the ideal vector in each class.
The calculation is described mathematically in equation (4).
Sim〈~xi, ~vk, j〉 = p
√
1− |~xi(j)p − ~vk(j)p| (4)
p is a hyper parameter which is optimized in section III-B. A
similarity value is calculated for each feature in each class for
each subject. Subsequently, a MN ×D similarity matrix P is
constructed as shown in Table I. The fuzzy entropy calculation
for each feature is described in the next subsection.
TABLE I
SIMILARITIES MATRIX
Data Feature 1 Feature 2 ... Feature D
~x1 Sim〈 ~x1, ~v1, 1〉 Sim〈 ~x1, ~v1, 2〉 ... Sim〈 ~x1, ~v1, D〉
~x1 Sim〈 ~x1, ~v2, 1〉 Sim〈 ~x1, ~v2, 2〉 ... Sim〈 ~x1, ~v2, D〉
... ... ... ... ...
~x1 Sim〈 ~x1, ~vN , 1〉 Sim〈 ~x1, ~vN , 2〉 ... Sim〈 ~x1, ~vN , D〉
~x2 Sim〈 ~x2, ~v1, 1〉 Sim〈 ~x2, ~v1, 2〉 ... Sim〈 ~x2, ~v1, D〉
... ... ... ... ...
~xM Sim〈 ~xM , ~vN , 1〉 Sim〈 ~xM , ~vN , 2〉 ... Sim〈 ~xM , ~vN , D〉
C. Fuzzy entropy based feature selection
In order to reduce the dimensionality and discard the non-
important features, the fuzzy entropy based feature selection
process [10] is used to rank the features. Fuzzy entropy is the
basic definition of the fuzzy information process and widely
used to measure the degree of vagueness among various areas
[14].
Based on the previously constructed similarity matrix, we
calculate the fuzzy entropy value for each feature (each column
of matrix P) using the fuzzy entropy functions described
below. P(r, j) is used to represent the value of the rth row and
jth column in the similarity matrix. These similarity values are
utilized as the membership function of fuzzy set in the fuzzy
entropy calculation. Three different fuzzy entropy methods are
implemented as expressed in equation (5), (6) and (7).
a) Non Probabilistic Entropy (Luca’s method): De Luca
and Termini [15] axiomatized non-probabilistic fuzzy entropy
functions and defined a fuzzy entropy measurement based on
Shannon’s entropy as below.
H1(j) =−
MN∑
r=1
[(P(r, j) logP(r, j))
+ (1−P(r, j)) log(1−P(r, j))]
(5)
b) Weighted Measurement of Fuzzy Entropy (Parkash’s
method): Parkash [16] proposed a new measurement of fuzzy
entropy as in equation (6).
H2(j) =
MN∑
r=1
sin
piP(r, j)
2
+ sin
pi(1−P(r, j))
2
− 1 (6)
c) Geometry of Fuzzy Set and Entropy (Kosko’s method):
Kosko [14] utilized the concepts of overlap and underlap to
define the fuzzy entropy based on the geometry of hypercube:
H3(j) =
∑MN
r=1 (P(r, j) ∧ (1−P(r, j)))∑MN
r=1 (P(r, j) ∨ (1−P(r, j)))
(7)
Subsequently the fuzzy entropy values are used for feature
ranking and selection. We then perform classification based
on the selected features in the next subsection.
D. Classification based on the selected features
The classification method is based on the maximal fuzzy
similarity measures proposed in [17]. Corresponding to the
three methods for idea vector calculation, three similarity
measurements are implemented here.
a) Similarity measure based on arithmetic mean:
SA〈~xi, ~vk〉 = 1
D′
D′∑
j=1
p
√
1− |~xi(j)p − ~vk(j)p| (8)
b) Similarity measure based on geometric mean:
SG〈~xi, ~vk〉 = D′
√√√√ D′∏
j=1
p
√
1− |~xi(j)p − ~vk(j)p| (9)
c) Similarity measure based on harmonic mean:
SH〈~xi, ~vk〉 = D
′∑D′
j=1
1
p
√
1−| ~xi(j)p−~vk(j)p|
(10)
In equation (8), (9) and (10), ~xi represents the feature
vector of the ith subject in testing set after feature selection.
~vk(j) stands for the recalculated ideal vector with the reduced
dimension in the training set. D′ is the number of the selected
features. The parameter p is the same as in equation (4). Each
testing subject is then classified into the class that produces
the highest similarity value. It is noteworthy to mention that,
based on the reduced feature subset, other classifiers can also
be applied and compared, e.g. random forest, support vector
machine etc. The comparison of different classifiers is not the
main focus of this paper.
III. EXPERIMENTS
A. Materials
The proposed method was tested on three publicly available
biomedical datasets with binary classifications. Those widely
tested datasets were all extracted from real clinical problems
with different sample to feature ratios. The key properties of
those datasets are shown in Table II.
TABLE II
DESCRIPTION OF THE BIOMEDICAL DATASETS
Dataset Nb. Features Nb. Samples Samples/Features
WBC 9 699 77.719
WDBC 31 569 18.4
Parkinsons 22 197 9.0
1) Wisconsin Breast Cancer (WBC): Wisconsin breast can-
cer dataset was generated by Dr. Wolberg from his clinical
cases. For data preprocessing, the sample code ID and the rows
with nan values were removed. Then the number of samples
became 683 after the preprocessing. Nine visually assessed
features were considered to predict benign or malignant [18].
2) Wisconsin Diagnostic Breast Cancer (WDBC): The fea-
tures in Wisconsin Diagnostic Breast Cancer dataset were
computed from a digitized image of a fine needle aspirate
of a breast mass. The features described characteristics of the
cell nuclei presented in the image [11].
3) Parkinsons: The dataset, created by Max Little at the
University of Oxford, is composed of a range of biomedical
voice measurements from healthy people and the people with
Parkinson’s disease (PD). The main aim of this data is to
discriminate healthy people from those with PD [19].
B. Evaluation of different combinations of ideal vector
calculation and classification methods
The combination of using three ideal vector calculations
and three similarity functions for classification were colour
coded and listed in Table III. In this experiment, the full sets
of features were used for both training and testing without
performing feature selection. Without affecting by the feature
(a)WBC (b)WDBC (c)Parkinsons
Fig. 2. Mean classification accuracies with different p values on the different datasets
selection results, this allows a fair comparison of different
ideal vector calculations combined with different classification
methods, as well as p value (equation (4)) optimization.
The methods were tested and compared on three biomedical
datasets by evaluating the classification accuracy. The clas-
sification accuracy was defined as the number of correctly
classified subjects divided by the total number of subjects.
TABLE III
DIFFERENT CLASSIFIER COMBINATIONS USED
Ideal vector Classification methods Name Line
Arithmetic mean
Arithmetic mean A-A
Geometric mean A-G
Harmonic mean A-H
Geometric mean
Arithmetic mean G-A
Geometric mean G-G
Harmonic mean G-H
Harmonic mean
Arithmetic mean H-A
Geometric mean H-G
Harmonic mean H-H
Same as the evaluation in Luukka’s work [10], the datasets
were divided into two halves. One half was used for training
and the other half for testing. Additional to the experiment
in [10], we also repeated the experiments for 1000 times
for each p value (equation (4)) with random two-half group
splitting. Note that all the remaining experiments in this paper
for classification accuracy calculation were tested based on
the same evaluation mechanism, if not explicitly described.
The mean classification accuracy of those combinations on
the three biomedical datasets were evaluated and presented in
Fig. 2.
Fig. 2-a shows the results of the mean classification ac-
curacies for the WBC dataset. In this case, the idea vector
calculation using the arithmetic and geometric mean have
achieved similar results, which are much higher and more
stable than using the harmonic mean. The curves of using
the harmonic mean methods vary dramatically when p value
is greater than 5.
Fig. 2-b shows the mean classification accuracies for WDBC
dataset at different p values. It is seen that different classifi-
cation methods with the same ideal vector method achieved
similar performances. The ideal vector calculation using arith-
metic mean and geometric mean methods decreased slowly
when p value increased. However, in the case of harmonic
mean method, the accuracies increased sharply and peaked
at p = 3. Then the mean classification accuracies decreased
slowly along with the other two ideal vector calculation
methods.
Fig. 2-c presents the results for the Parkinsons dataset.
Arithmetic mean method for calculating the idea vector pro-
duced quite stable mean classification accuracy around 0.73.
The accuracies of the methods using geometric mean for ideal
vector calculation were maximized at the value around 0.78
and then dropped down quickly when p was greater than 2. The
harmonic mean methods for ideal vector calculation produced
the worst and unstable results.
Overall, the geometric mean method for calculating the idea
vector have achieved the maximal classification accuracies
when p is around 2 for all of the three datasets. There are
not much differences by using the three different similarity
functions for classification. Therefore in the following exper-
iments, geometric mean methods were utilized for both ideal
vector calculation and maximal similarity classification. The
p value in equation (4) and (9) was set to be 2.
C. Evaluation of different fuzzy entropy methods
The aim of this experiment was to compare the feature
ranking sequence produced by three different fuzzy entropy
methods in section II-C. The fuzzy entropy values were used
to rank the features from high to low. In order to compare
different methods, the entropy values were then normalized
to the range of [0 1] by min-max normalization. For ease of
comparison, we randomly chose one method (Luca’s method
in this section) as the reference ranking sequence in the
horizontal axis of Fig. 3. All the indices of features were sorted
according to the reference ranking.
It is observed from Fig. 3 that different fuzzy entropy
functions produced similar ranking sequences for the three
datasets. Luca’s method and Parkash’s method resulted in
almost identical ranking sequence for all the datasets. The
result from Kosko’s method showed disagreement at multiple
points with the other two, especially in Parkinsons dataset.
According to our experiment results, the ranking differences
of the three methods did not make a significant impact on
the final classification performance. We chose Luca’s method
(a)WBC (b)WDBC (c)Parkinsons
Fig. 3. Scaled entropy values of the sorted features for different datasets
(a)WBC (b)WDBC (c)Parkinsons
Fig. 4. Comparison of the different feature removing orders based on fuzzy entropy values
for the fuzzy entropy function in our final framework, as it
produced the highest consistency with the other two methods.
D. Evaluation on different removing order of fuzzy entropy
methods
In order to explore the optimal feature selection process,
we also compared different feature removal order according to
the entropy values. Two different feature selection approaches
were compared. One method removed the feature with the
highest entropy value each time. The other method removed
the feature with the lowest entropy value each time. The
mean classification accuracies using the two different feature
removal orders for the three datasets are shown in Fig. 4.
It is observed from Fig. 4 that the method that removed the
feature with the lowest entropy value each time maintained a
high performance even when half of the features were removed
for all three datasets. In contrast, as soon as one feature
with the highest entropy value was removed, the performance
dropped significantly for all three datasets. Therefore, we
concluded that the feature selection approach that eliminated
the feature with the lowest entropy value each time should be
used. However, this conclusion is contradictory with Luukka’s
suggestion in [10], which removes the feature with the highest
fuzzy entropy value each time.
E. Comparison with other feature selection methods
Based on the previous experiments, we have found the op-
timized combination of different methods within the proposed
feature selection and classification framework. The optimal
choice and settings are: geometric mean method for ideal
vector calculation and classification function with p = 2 and
Luca’s method for fuzzy entropy calculation. In this section,
we compared the proposed method with other six classical
filter based feature selection methods in the literature including
Chi square based [20], Correlation based [21] , Gain ratio
based [22], Information gain based [23], ReliefF based [24]
and Symmetrical uncertainty based [25]. All the filter based
feature selection methods rank the features from higher to
lower values. The same maximal similarity classifier with
geometric method was used for the classification task after the
feature selection process for all the compared methods. The
mean classification accuracies of the different feature selection
methods on three datasets are presented in Fig. 5.
Fig.5-(a) has shown that in WBC dataset, the proposed
method maintains the highest classification accuracies among
all the methods with the number of removed features increas-
ing from 0 to 6. In WDBC dataset (Fig.5-(b)), the top two
performers are the proposed method and ReliefF method. The
classification accuracies keep increasing even when about 20
features have been removed by using the proposed method.
For Parkinsons dataset (Fig.5-(c)), the proposed method main-
tained a stable performance with arguably the highest classi-
fication accuracies until 14 features being removed.
Another important observation is that the classification
accuracies of the proposed method generally follow the trend
of gradually increasing, achieving peak performance and de-
creasing when features were gradually removed for all three
(a)WBC (b)WDBC (c)Parkinsons
Fig. 5. Comparison of different feature selection methods on different datasets
datasets. This is a good indication of the features were
ranked, from the least to the most importance, reasonably
well. However, the performances of other methods changed
dramatically when features were gradually removed (Fig. 5-
(b) and Fig. 5-(c)).
For performance comparison of feature selection methods,
it has not been standardized in the literature. One option is to
report the highest classification accuracy despite the number
of features selected. Alternatively, the classification accuracies
are compared based on the same number of selected features.
Arguably, if the classification result is more important, the first
option should be applied. In this paper, we aims to compare
different feature selection methods, where the compactness,
representative and relevance of the selected features are more
important in this case. Therefore, we adopted the second
option and proposed the following comparison criteria.
TABLE IV
MEAN CLASSIFICATION ACCURACY OF DIFFERENT FEATURE SELECTION
METHODS
Methods WBC WDBC ParkinsonsAcc.(%) Nb. Acc. (%) Nb. Acc. (%) Nb.
Proposed 96.97 7 94.86 8 78.23 9
Chi square 95.86 7 93.67 5 77.70 2
Correlation 96.95 7 93.86 4 78.72 3
Gain Ratio 95.83 6 93.73 5 78.09 6
Info. Gain 96.53 7 93.71 5 77.43 2
ReliefF 96.96 7 95.21 4 78.26 8
Sym. Unc. 95.84 7 93.68 5 77.19 3
We chose the proposed method as the reference method
to compare with each of the other competitors. The selected
number of features (denoted as S) that produced the highest
mean classification accuracy of our method was used as the
reference. For other methods, the highest mean classification
accuracies were reported with the selected number of features
less or equal to S. For comparison, higher classification
accuracy indicates better feature selection performance. Addi-
tionally, McNemar’s test [26] was applied to test the statistical
significance of the binary classification results for each of the
two compared methods.
The mean classification accuracies (Acc.) and the selected
number of features (Nb.) for the three datasets are listed in
Table IV. The P values of McNemar’s test for the pairwise
TABLE V
P VALUES OF MCNEMAR’S TEST FOR THE PAIRWISE TESTS BETWEEN THE
PROPOSED METHOD AND EACH OF THE COMPETITORS
Methods WBC WDBC Parkinsons
Chi square <0.001 <0.001 <0.001
Correlation 1.000 <0.001 <0.001
Gain Ratio <0.001 <0.001 <0.001
Info. Gain <0.001 <0.001 <0.001
ReliefF 1.000 <0.001 <0.001
Sym. Unc. <0.001 <0.001 <0.001
tests between the proposed method and each of the competitors
are presented in Table V. For the results of the WBC dataset
in Table IV, it is observed that the proposed method produced
the best mean classification accuracy compared with other
methods with S = 7. According to Table V, it is statistically
better than the Chi square, Gain Ratio, Info. Gain and Sym.
Unc. methods but no statistical differences to the Correlation
and ReliefF methods.
For WDBC dataset, the proposed method produced the
second best classification accuracy with S = 8. Each of other
methods achieved individually higher performance of using
about 4 or 5 features rather than 8 features. However, from
Fig. 5-(b), it is seen that the proposed method was still the
second best, if 5 features were used (the value corresponding
to 26 in the horizontal axes of Fig. 5-(b)). According to Table
V, the proposed method is statistically worse than the ReliefF
method, but statistically better than all other methods.
For Parkinsons dataset, the proposed method (S = 9) ranked
the third, which was statistically worse than the Correlation (3
features) and RefliefF methods (8 features). The other methods
were statistically worse than the proposed method.
IV. DISCUSSION & CONCLUSION
In this paper, based on Luukka’s [10] fuzzy entropy feature
selection framework, we have implemented and compared
different methods within each of the key components of the
framework. They include the combinations of using three
ideal vector calculations, three maximal similarity classifiers
and three fuzzy entropy functions. All the evaluations were
performed on three widely used publicly available biomedical
datasets. All these three datasets were generated from chal-
lenging clinical applications with different feature to subject
ratios. All experiments were thoroughly tested by evenly and
randomly splitting the dataset into a training and a testing
group, and repeated for 1000 times. From the experiments,
we found that the use of geometric method for ideal vector
calculation (p = 2), geometric method for similarity classifier
(p = 2) and Luca’s method for fuzzy entropy calculation
achieved the most stable performance and highest classifica-
tion accuracy. Additionally, we concluded that features with
the lowest entropy value should be removed each time to
achieve the best performance.
We further compared the proposed method with other six
classical filter-based feature selection methods. The mean clas-
sification accuracies were compared by fixing the number of
selected features. McNemar’s test was also applied to evaluate
the statistical differences between the pairwise comparisons.
The proposed method produced the highest classification ac-
curacy for WBC dataset, ranked the 2nd best and 3rd best
for WDBC and Parkinsons datasets respectively. Correlation
method, ReliefF method and the proposed method are the top
performers among the compared methods. More importantly,
from the results, it is shown that the proposed method achieved
the most stable performance for all three datasets when the
features being gradually removed. This indicates a better
feature ranking performance.
For future work, we will test our method on different
datasets for various applications with more features and more
subjects. The robustness of the proposed method that handles
outliers and incomplete data will be investigated.
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