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Capillary-driven mass transport in solids is typically understood in terms of surface-diffusion limited kinetics,
leading to conventional solid-state dewetting of thin films. However, another mass transport mechanism, so-
called surface-attachment/detachment limited kinetics, is possible. It can shrink a solid film preserving its
original topology without breaking it in isolated islands and leads to faster dynamics for smaller film curvature
in contrast with the opposite behavior observed for surface-diffusion limited kinetics. In this work, we present
a novel rim-less dewetting regime for Si, which is ascribed to effective attachment-limited kinetics mediated
by the coexistence of crystalline and amorphous Si phases. Phase-field numerical simulations quantitatively
reproduce the experimental observations assessing the main mass transport mechanism at play. The process
can be exploited to obtain in a deterministic fashion monocrystalline islands (with 95% probability) pinned at
∼500 nm from a hole milled within closed patches.
INTRODUCTION
Thin films of organic or inorganic compounds have the ten-
dency to break as a consequence of the minimization of their
surface energy density. When perturbed, liquid [1], poly-
mer [2] and crystalline films [3] bead over time by dripping
into tiny droplets featuring a particular size and shape deter-
mined by the interactions with the substrate, the surrounding
atmosphere as well as by the initial film thickness.
Although dewetting of metals is a phenomenon conve-
niently exploited for important applications [4] (such as the
formation of gold seeds for vapour-liquid-solid growth of
nano-wires [5]), its use in silicon is largely unexplored in spite
of the manifold advantages it offers with respect to common
bottom-up and top-down nano-fabrication methods. Being a
spontaneous phenomenon driving significant and controllable
changes of morphologies, it offers interesting technological
perspectives. Indeed, it has been exploited to i) implement 3D
Si island in a strain-free system (in contrast with the conven-
tional Stranski-Krastanov approach used in IV-IV and III-V
semiconductor compounds) [6]; ii) form monocrystalline and
faceted (atomically smooth) structures, free from defects and
from the typical roughness produced by conventional etching
methods [7–10]; iii) directly fabricate monocrystalline islands
on electrically insulating substrates (SiO2) [11]; iv) frame,
when assisted by templates, complex, monocrystalline and or-
dered nano-architectures, with the additional advantage of re-
duced etching time with respect to conventional lithographic
approaches [12, 13]; v) form dielectric metasurfaces for ap-
plication in photonics at visible and near-infrared frequen-
cies [9, 14–16]; vi) implement devices over large scales in
a time that is independent of their size; vii) tune the size of the
particles by setting the initial film thickness and independently
tune their density by adding germanium during growth [16];
viii) obtain core-shell structures [10].
So far, shape instabilities of thin crystalline films have
been attributed mainly to capillary-driven mass transport at
the crystal surface [17, 18] and are well understood in terms
of surface diffusion limited kinetics (SD) [19–25]. In this
regime, common to metals and semiconductors, the film re-
tracts forming a thick rim. In turn, the rim undergoes further
instabilities (such as bulging and finger formation) and finally
breaks into isolated islands. In templated crystalline films of
semiconductors and metals, a remarkable example of dewet-
ting via SD is the spontaneous pattern formation of complex
nano-architectures [13, 26–28].
A different capillary-driven shape evolution ruled by sur-
face attachment limited kinetics (SALK) was proposed in
1995 by Cahn and Taylor [29] and thoroughly discussed by
Carter and coworkers [30] for faceted crystals [31]. Such dy-
namics occurs when the phase surrounding the solid (e.g. a
fluid, such as the atmosphere, or a thin surface layer having
different properties) allows fast transport of atoms. In this
case, the attachment or detachment of atoms to the surface
of the solid is the rate-limiting step [30, 32, 33]. If the sur-
rounding fluid is the fast transport pathway, the mechanism is
known as evaporation-condensation.
This mechanism has never been reported so far in the con-
text of single-crystal thin-film dewetting. However, SALK at
play in these systems would lead to a peculiar dynamics in-
cluding volume conservation and shape-preserving evolution:
2in contrast with SD, no isolated islands are expected at the end
of the process and one individual object preserves its topology
while shrinking, as illustrated in Ref. [30]. Thus, given the
broad interest in the stability of thin films, providing the con-
ditions to realize and control this unexplored self-assembly
method is of the utmost importance.
Here we report on solid-state dewetting of ultra-thin
monocrystalline, solid films of silicon on SiO2 (UT-SOI)
which may be ascribed to SALK. A partially amorphous layer
atop of a UT-SOI is obtained by patterning trenches and closed
patches via focused ion beam. This amorphous layer provides
the high-mobility phase necessary for fast mass transport dur-
ing annealing while recrystallization takes place. Early stages
of dewetting show the absence of a receding rim, a uni-
form thickening of the Si layer and a faster dewetting speed
for larger patches with a corresponding lower height. This
evidence is benchmarked against phase-field simulations of
stripes and closed patches evolving under SALK. Finally, we
show that this process can be controlled by milling pierced
patches for the deterministic fabrication (with ∼95% proba-
bility over 180 trials) and positioning (within ∼500 nm from
the milled hole) of monocrystalline silicon islands. The is-
land size is, to a first approximation, independent on the initial
patch surface.
RESULTS
Experimental methods
FIG. 1. 1) scheme of the UT-SOI (initial thickness h0 = 11 nm thick
UT-SOI atop 145 nm thick buried oxide, BOX) and liquid-metal ion-
source focused ion beam used to mill free patterns (e.g. trenches,
squares, circles, pits, etc); 2) removal of native oxide via wet-etching;
3) annealing in the ultra-high vacuum (UHV) of a molecular beam
epitaxy reactor. First the samples are annealed at 600oC for 30 min-
utes followed by deposition of 2 monolayers of Ge and finally an-
nealed at 780oC for 120 minutes.
An 11 nm thick UT-SOI on a 145 nm thick buried oxide
was milled with free patterns (e.g. trenches, circles squares,
pits) with a liquid-metal ion-source focused ion beam (FIB,
Ga+ ions, milling current about 10 pA, beam energy 30 keV)
and annealed at 780oC in ultra-high vacuum (Fig. 1, further
details of the experimental methods are reported in the sup-
plementary information, S.I.) [9, 12, 15]. Two monolayers of
Ge were supplied to enhance the surface diffusion and trigger
the dewetting. From electron diffraction spectroscopy after
dewetting, we estimate a Ge content of 2% circa, which is
close to the sensitivity of the instrument (not shown).
Experimental results
FIG. 2. a) Square patch etched via FIB after annealing. The white
dashed square highlights the original shape of the patch before an-
nealing. b) Square patch etched via e-beam lithography and reactive
ion etching (e-beam and RIE) after annealing (see reference [13] for
details). The white dashed square highlights the original shape of the
patch before annealing. c) Comparison between the patch edge pro-
file after annealing for both FIB (top panel) and e-beam and RIE (bot-
tom panel) etching extracted from a) and b) (highlighted by dashed
lines).
We first compare the evolution of square patches etched via
FIB against the case of electron beam lithography and reac-
tive ion etching (e-beam and RIE, Fig. 2). Details for this
second case are provided in Ref. [13, 34]. AFM profiles at
the edge of the patches (Fig.2 c)) show a partial dewetting of
the UT-SOI for both cases and a lacking rim for the FIB case
in stark contrast with the e-beam and RIE case. Furthermore,
in addition to the ∼30 nm thick rim all along the perimeter
of the patch fond for the e-beam and RIE case, protrusions are
formed at its corners as also predicted by sharp interface mod-
els [35–38]. These protrusions eventually lead to four islands
depending on the initial aspect ratio of the square patch [13].
None of these features is observed when etching via FIB.
Further insight in the peculiarities of FIB etching with re-
spect to e-beam and RIE can be obtained by modifying the
initial patch design (Fig.3) by milling a small hole at their
3FIG. 3. a) Left (Right) panel: square patch etched via FIB after an-
nealing oriented along the [110] ([100]) crystallographic direction.
The white dashed square highlights the original shape of the patch
before annealing. In both cases, sub-micrometric, rectangular island
is formed next to the central hole after annealing. b) Left (Right)
panel: square patch etched via e-beam lithography and reactive ion
etching oriented along the [110] ([100]) crystallographic direction af-
ter annealing. The white dashed square highlights the original shape
of the patch before annealing. See reference [13] for more details on
this case.
center. When using FIB milling we observe the formation
of an island in contrast to the e-beam and RIE case where a
much complex behavior takes place with formation of rims
and protrusion also around the central hole [13]. Moreover,
by comparing the evolution of patches oriented along the sta-
ble dewetting front ([110] in-plane crystallographic direction)
with the unstable counterpart ([100]), we observe an identical
outcome for the FIB milling (no rim and a single island at the
center of the patch) against a completely different outcome
in the e-beam and RIE case (bulging and fingers formation
along the unstable dewetting front). Note that this latter fea-
ture is commonly observed for SD dewetting of thin silicon
films [6, 39–44].
A more systematic analysis of dewetting after FIB milling
is provided for patches having different lateral width obtained
from parallel trenches etched with different spacing (line-to-
line distance dLL, Fig. 4 a). An example of a patch obtained
from parallel trenches is shown in the S.I., whereas here we fo-
cus only on their edges. Edge retraction (∆x) and patch height
(h) are measured in 10 distinct points. The corresponding val-
ues and error bars are obtained as average and standard devia-
tion for each dLL. This analysis highlights a faster dewetting
FIG. 4. a) Height profile obtained from AFM images of parallel
trenches etched by FIB after dewetting. An example of the AFM
image showing the full patch width is provided in the S.I.. From
the left to the right panel dLL = 2, 2.5, 3, and 4 µm. Shaded ar-
eas highlight the original shape of the UT-SOI before annealing. h0
highlights the original film height and h its final height. ∆x is a mea-
sure of the edge retraction distance from its original position before
dewetting. b) Retraction distance ∆x (in unity of h0) as a function
of dLL. c) Film height h (in unity of h0) as a function of dLL . h,
x and the experimental errors are determined as average values and
standard deviations over ten measurements. See also the S.I..
speed for larger patches and a corresponding slightly lower
film height (Fig. 4 b) and c)). This feature is in contrast with
the conventional case of SD, where larger curvatures (smaller
patch width) lead to faster kinetics. Height fluctuations, re-
flected by the error bars, are in the range of about 1 nm (one
order of magnitude lower than the rim thickness found in SD
dewetting).
In order to understand the origin of these differences be-
tween the two dewetting dynamics, we perform microscopic
analysis of the initial state of the Si crystal after FIB etching.
Apart from sputtering, ion milling has several consequences
on the adjacent areas (Fig. 5). A monocrystalline (001) Si
sample etched via FIB in parallel trenches shows implantation
of the Ga+ ions used for milling and consequent amorphiza-
tion of the superficial layers (below the etched trenches up to
∼70 nm depth, dark area am-Si in Fig. 5 a) and b)) as well
as in the nearby areas. More precisely, at ∼800 nm from the
4FIG. 5. a) Dark-field TEM image of Si-bulk (001) milled with a Ga+
FIB. The platinum (Pt) protecting the TEM lamella, the amorphous
(am-Si) and crystalline (cr-Si) silicon are highlighted. b) A blow-up
of the area highlighted in a). c) d) and e) Blow up of the rectangles
shown in b). For each case the 2D Fourier transform is shown.
milled trenches the silicon is crystalline (cr-Si), at ∼700 nm
the crystal shows some disorder (pol-Si) whereas at ∼600 nm
the material is amorphous (am-Si). A similar analysis on thin
films on insulator shows that the FIB-induced amorphization
of the top layers extends over micrometric distances (Further
details are shown in S.I.) confirming previous reports [45] and
pointing out that patches having an extension of a few µm
have their superficial layers partially amorphized.
Differently from FIB milling this amorphous layer is not
present in crystalline materials etched by RIE. In fact, in this
latter case, the surface of the patches is protected by a resist
or a metallic mask and only the exposed parts are affect by
the etching, eventually leading to some roughness on the side-
walls in the range of ∼10 nm [46]. Thus the dewetting dy-
namics of UT-SOI patches etched by e-beam and RIE can be
simply ascribed to SD [13, 17, 18, 35–38].
The evolution observed in patches etched by FIB shows
compelling similarities with the features typical of SALK
which is enabled by the presence of a high mobility phase at
the surface [30]. Owing to the much larger atom mobility of
amorphous silicon with respect to the crystalline counterpart
(with a difference of two orders of magnitude in the diffusion
coefficient [47]) a reservoir of mobile material is present at
the patch edges (as well as at its surface). This leads to an
effective fast material redistribution over long distances (not
limited by the film curvature as in SD) from the edges to the
center.
In the following section, the comparison of the experimen-
tal data with simulations reproducing the SALK dynamics is
shown, assessing the main features of the mechanism at play
during the evolution.
PHASE FIELD SIMULATIONS AND COMPARISONWITH
EXPERIMENTS
The outward-normal velocity of a surface evolving by
SALK is vSALK = M(K − µ), with M a mobility coeffi-
cient depending on the material properties (such as the density
of attachment sites and the attachment rate [30]), µ the local
chemical potential on the surface and K the average of the
chemical potential along the surface to impose volume conser-
vation. For isotropic surface energies, µ is proportional to the
local surface curvature κ. This dynamics ruled by SALK and
described by vSALK differs from that by SD, as vSD ∝ ∇2Γµ
with ∇2Γ the Laplacian evaluated along the surface (Γ). Ma-
terial transport under SALK prevents the local accumulation
of mass typical of SD leading to non-conventional dewetting
features, such as a bulk thickening of the film, shape preser-
vation, and lack of a receding rim [30].
To assess the analogies of the morphological evolution re-
ported above with SALK, phase-field numerical simulations
were performed [48, 49]. This approach can deal with com-
plex evolution possibly including topological changes regard-
less of the dimensionality of the system: an auxiliary order
parameter, ϕ (set to 1 in the solid and 0 on the outside with
a continuous variation in between) is considered defining im-
plicitly the surface of the solid phase as the isosurface ϕ =
0.5. Morphological evolution of the solid is obtained by set-
ting the evolution law for ϕ [49, 50], here meant to reproduce
vSALK. Within the considered phase field approach, SALK is
accounted for by
∂ϕ
∂t
= ∆ϕ+
1

(B′(ϕ) + α), (1)
with B(ϕ) = 18ϕ2(1 − ϕ)2 and  a parameter controlling
the extension of the interface between phases. α is a term
enforcing mass conservation at each time [48, 51, 52]:
α =
√
2B(ϕ)∫
Ω
√
2B(ϕ)dΩ
∫
Ω
B′(ϕ)dΩ, (2)
with Ω the simulation domain. No-flux boundary conditions
are considered, enforcing a contact angle of 90◦ with respect
to the substrate. We consider isotropic surface-energy focus-
ing on the features of the process neglecting the additional
contributions of surface faceting (although feasible within the
phase-field framework [53–56]). Moreover, the same frame-
work can be adapted to account in detail for other mechanisms
occurring at the surface and driving forces (see e.g, [57, 58]).
The simulations were performed exploiting the finite element
toolbox AMDiS [59, 60] and established numerical methods
for phase-field approaches [61]. Additional details about the
model are reported in the S.I.
We first compare full-3D simulations of square patches hav-
ing an aspect ratio of 1/40 evolving under SALK and SD
5FIG. 6. a) 3D phase-field simulations reproducing the dewetting
by SALK of a patch having aspect ratio 1/40. b) Same as a) for SD
dynamics (for more details on this case see Ref. [13]).
(Fig. 6). In the first case we observe a rim-less, confor-
mal dewetting with a homogeneous thickening of the patch,
whereas in the second case rim and protrusion at the cor-
ners are found, as expected for pure SD dewetting dynam-
ics [26, 27, 35–38]. For more details on simulations of SD
see reference [13]). This 3D case is of particular interest as
differences with respect to standard SD dewetting leading to
rims and protrusion at the patch corners are very evident and
are similar to those previously discussed for the experimental
cases (Fig. 2).
Owing to the high-temperature annealing used to induce the
dewetting, the amorphous phase is not only partially displaced
towards the center of the patches but it is also re-crystallized.
This second process is confirmed by TEM imaging after an-
nealing showing a slight crystal disorder in the area affected
by the FIB amorphization (see the S.I.). This implies that the
SALK regime can be only observed in a relatively short time
window, rendering a comparison of the 3D temporal dynam-
ics of square patches with simulations (e.g. as those shown in
Ref. [13]) not feasible.
A quantitative comparison between data and theory is pro-
vided for the evolution of long patches having different lateral
with dLL. 2D phase-field simulations of dewetting via SALK
were performed to compare with film aspect ratio r1 = 1/200,
r2 = 1/400, mimicking dLL = 2µm and dLL = 4µm,
(Fig. 4). A rim-less thickening of the film is observed, to-
gether with a faster dewetting for larger stripes (Fig. 7 a), b)
and supplementary video SV1). In fact, these trenches are fur-
ther away from the equilibrium with respect to more closely
spaced ones: the lower values of K for large stripes leads to
larger driving forces at the edges of the film where µ > K,
against a smaller tendency to thickening at its center as µ ∼ 0
and vSALK ∼ K.
Deeper insight can be obtained from Fig. 7 b) and c), where
a faster dewetting speed for r2 against a faster thickening for
r1 is shown during the evolution towards equilibrium. This
is in qualitative agreement with the experiments (Fig. 4 b)
and c)). Finally, a direct comparison between theory and ex-
periments for all the four investigated patch width shows a
FIG. 7. a) Representative stages of the evolution by SALK of a
rectangle (the cross section of a stripe) with height-to-base aspect-
ratio r1 = 1/200. Time is expressed in arbitrary units. Simulation are
performed with h0 = 1. b) Edge displacement over time for patches
with r1 = 1/200 and r2 = 1/400. c) Thickening over time for profiles
with r1 and r2 (see also video S.V.1). d) Comparison between exper-
imental and theoretical profiles. The red curve represents the initial
condition of the UT-SOI before annealing, the black line the film at t
= 4 and the symbols are the experimental data (see also the S.I.).
good agreement for time step t = 4, supporting the SALK-like
dewetting mechanism at play (Fig.7 d)).
We conclude this section observing that dewetting via
SALK is mass-preserving. This is accounted for by a pre-
cise evaluation of the mass displacement from the sides of the
patches towards their center (and eventually feeding the cen-
tral island in pierced patches) as shown in the S.I..
SELF-ASSEMBLY OF ISLANDS
Islands formation is often observed in closed patches espe-
cially when a central pit is milled at their center (Fig. 3 a)).
Thus, we considered different patch sizes, shape (triangle, cir-
cle, square), presence of lack of a central pit and orientation
with respect to the crystallographic axes, in order to study and
drive this phenomenon.
The general picture is described as follows:
-for small patches (aspect ratio>1/230), the film is shrunk and
a pyramidal island is found at the edge (Fig. 8 a) left panel);
-for larger patches the film is shrunk but no island is observed
(Fig. 8 a) central panel);
6FIG. 8. a) Respectively from the left to the right panel: four replicas
of L = 2 µm squares, L = 4 µm square and a pierced, L = 4 µm square.
The white lines highlight the FIB milling. The white dashed lines
highlight the etched trenches and pit. b) Island formation probability
p(1). Full symbols: probability p(1) to form one-and-only-one island
pinned by the central hole in pierced patches, as a function of S0 =
L2. Empty symbols: p(1) (regardless of its position within the patch)
as a function of S0 for simple (non-pierced) shapes. The symbol
shape corresponds to the patch shape. Each point represents at least
20 repetitions of the same patch size and shape. The statistics merge
patches oriented along the [110] and [100] directions. c) From the
left to the right panel: pierced, squared patches oriented along the
[100] crystallographic direction. The patch side L ranges between
2.5 up to 4 µm. The white dashed lines highlight the etched trenches
and pit. d) Island volume (right axis) and height (left axis) extracted
from a) as a function of the initial patch surface. Lines are linear fit
to the data. The first points (S0 = 4 µm2) are relative to a non-pierced
squared patch (as those shown in a), left panel).
-for pierced patches, the film is shrunk and the formation of
the island is triggered next to the hole (Fig. 8 a) right panel).
These features are common to all the investigated patch
shapes (e.g. square, circle or triangle) sizes and orientations
with respect to the crystallographic axes.
The presence of an island depends on the patch size and the
presence of holes in a highly reproducible fashion, as shown
by the probability of forming a single island within a patch
(p(1)) as a function of the initial patch surface S0 = L2 (Fig. 8
b)). Without a hole and S0 >10 µm2, p(1) is below 0.5 and
it shows a decreasing trend when increasing S0; for smaller
S0, p(1) approaches 1 and the islands are found at the patch
edges. For pierced patches, p(1) is always larger than 0.8 and
it approaches 1 for S0 <10 µm2.
A remarkable peculiarity of the islands formed via SALK
with respect to those obtained via conventional SD, is that in
the former case all the islands have a similar size irrespec-
tive of the starting patch extension (Fig.8 c) and d)), whereas
in the latter case the initial patch surface and UT-SOI thick-
ness set the final island dimension [12, 15]. This suggests that
size tuning by simply controlling the dewetting time could be
achieved.
DISCUSSION
Although rim-less dewetting has been reported earlier in
thin films of metals (e.g. Ag, [62] Fe [63] and Al [64]) in all
these cases the material was polycrystalline. As such, these
examples should not be confused with our report, where the
underlying material is monocrystalline UT-SOI surrounded by
a high-mobility, amorphous phase. A rim-less morphology,
per se, does not account for SALK-like dewetting and it is not
inconsistent with the diffusion-controlled process. In fact, it
was attributed to SD combined with diffusion along the grain
boundaries [62, 63], and along the film-substrate/over-layer
interfaces [63, 64]. The features of SALK-based dewetting go
beyond this specific aspect common to other systems as it also
involves 1) a faster retraction speed for lower overall curvature
and 2) a bulk thickening of the solid that was not reported in
the aforementioned cases. Similar considerations hold for the
case of UT-SOI dewetting [65, 66] for patterned patches and
spontaneous dewetting [67]: these rim-less processes did not
account for SALK but were interpreted as conventional SD
dewetting. Besides, the partial characterization of the system
does not allow for a more direct comparison.
The ordering of Si islands is a necessary step for any at-
tempt to integrate these structures into existing Si-based elec-
tronic devices (owing to the need for mandatory spatial ad-
dressability). In our case, the underlying SALK-like pro-
cess at play allows forming Si islands directly on pristine
UT-SOI, that is a possibility forbidden in homo-epitaxy as
well as in conventional solid-state dewetting evolving under
SD, where the buried oxide is completely denuded. Conven-
tional hybrid top-down/bottom-up methods for deterministic
3D islands formation rely on complex fabrication steps (e.g.
e-beam lithography and reactive ion etching) and epitaxial
growth employing strain [68] (Stransky Krastanov). In con-
trast, our method is a direct FIB milling process followed by
annealing.
The size-homogeneity of the dewetted islands, irrespective
of the initial patch extension, is also a fingerprint of the main
role played by amorphization of the UT-SOI skin. This is in
stark contrast with conventional dewetting via SD and in gen-
eral with most self-assembly processes (e.g. nucleation via
Stranski Krastanov). This feature is important in view of the
formation of 3D nano-objects on thicker SOI and could poten-
7tially permit the fabrication of AFM tips and cantilevers [69].
The range of applicability of our method for Si islands goes
beyond that: dielectric Mie resonators [9, 14, 15], solid-state
memories, strain arrays for 2D materials [70], are only a few
examples of possible uses. Furthermore, given the similarities
commonly found between dewetting of thin films of metals
and semiconductors, we expect that, in analogy with the SD
regime [13, 27, 28], such SALK-like process can be extended
to metals, which will further widen the range of applicability
of our method.
By comparing our results with similar samples etched
by FIB and annealed at a higher temperature (quickly re-
crystallized, S.I.), we confirm that the SALK-like features are
specific of the amorphous phase surrounding the crystalline
patch. In pierced and quickly re-crystallized solids [12], we
observe the features of SD: formation of islands occurs at the
patch corners or edges whereas no island is observed nearby
the central hole.
Differently from what is expected for an anisotropic mass
transport on a crystal evolving under SD (different dewet-
ting speed along stable and unstable dewetting fronts (Fig. 3
b)) [71, 72]), we observe the same dewetting outcomes for
patches oriented along [110] and [100] axes (Fig. 3), further
supporting the hypothesis of mass transport through the amor-
phous phase.
Despite the high reproducibility of the experimental results
(tested also in other samples), justifying the island formation
from analytical or numerical modeling is not straightforward:
nucleation events for the island (that cannot be traced back
to energy considerations leading to SALK or SD), should be
taken into account. Moreover, a full model including the
recrystallization dynamics in 3D (and not only an effective
model focusing on the material transport at the surface) should
be considered to capture the different morphologies and it is
far beyond the scope of the present work. Nonetheless, we ob-
serve that all the rectangular islands have sides oriented along
the [100] and [010] in-plane crystallographic directions. This
is a feature often observed in (Si)Ge-based structures on Si-
based (001)-oriented substrates, nucleated via Stranski Kras-
tanov mechanism [73–75]. This analogy suggests that local
strain accumulation nearby the central pit during dewetting
may be the origin of island formation in our system.
Based on the results obtained for trenches, the central hole
in pierced patches can be regarded as a dewetting front ex-
pelling mass but, at the same time, competing with the fast
fluxes coming from the edges. Owing to the reduction of the
dewetting speed at the center of the patch and to the local
thickening of the layer fed by the inward flux from the edges,
mass can be accumulated. Other local conditions (e.g strain
accumulation, facet formation during re-crystallization), may
act as seeds for island formation.
CONCLUSIONS
In conclusion, we realized the experimental conditions
achieving a peculiar dewetting regime whose main feature
corresponds to surface attachment limited kinetics. In con-
trast to conventional surface diffusion, the dewetting kinetics
is here faster for lower average curvatures, it occurs without
rim formation and brings a solid film to thicken while shrink-
ing, as accounted for by experiments, numerical simulations
and their detailed comparison. As a result, the topology of the
system and the break up of the thin film, typical of standard
dewetting mechanisms, is prevented. Beyond fundamental in-
terest into this mass transport process for Si thin-films, we also
demonstrated that it can be efficiently exploited to determin-
istically form monocrystalline sub-micrometric islands sitting
on large patches of pristine UT-SOI. Our approach provides
an alternative way to form 3D islands and combines the ben-
efits of top-down fabrication and of bottom-up self-assembly
(e.g. atomically smooth islands). Beyond the first experimen-
tal evidence of this mass transport regime in a dewetting pro-
cess for Si, this method is a distinct approach for specific ap-
plications such as the implementation of position-controlled,
nanocrystal-based memory devices, dielectric Mie resonators
and cantilever tips for atomic force microscopes.
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