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The Fully Modified OLS Estimator as a 
System Estimator: A Monte-Carlo Analysis*
Kristina Kostial 




This paper provides an extensive Monte-Carlo study on the FM - 
OLS estimator. The first part analyzes the FM-OLS estimator under 
alternatives for constructing the long-run variance-covariance matrix. 
Taking into account six different measures, the prewhitened FM-OLS 
estimator employing the Bartlett kernel with an automatic choice of the 
bandwidth parameter proves to be the best. Section two focuses on the 
sensitivity of the estimator to non-Gaussian error processes; especially 
autoregressive error processes with roots close to unity can constitute a 
serious problem.
The following sections are of particular relevance for applied work. 
Section three illustrates that the higher the rank of the cointegrating 
space, the more precise will be the estimates with the FM -OLS estima­
tor. The next section highlights the possibility of exploiting permuta­
tions of the data set to determine the rank of the cointegrating space. 
Finally, the results of the Monte-Carlo study are applied to estimating 
a data set with the FM-OLS estimator.
K E YW O RD S: Cointegration, Monte-Carlo Analysis, Fully Modified Es­
timation.
*1 would like to thank Niels Haldrup and Grayham E. Mizon for very helpful 
discussions on the issues developed in the paper. Financial support from the European 
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A vast literature offers numerous estimators for cointegrating relation­
ships. Most of these estimators are single equation estimators. Amongst 
those the best known estimators are: the OLS as proposed in Engle and 
Granger (1987), the Three-Step Estimator by Engle and Yoo (1991), 
and Augmented Least Squares Approaches as suggested by Stock (1987), 
Bardsen (1988) or Saikonnen (1991).1 In order to analyze a system, there 
exist two methods on principle. One method is based on finding eigenval­
ues and eigenvectors of appropriately defined matrices. This technique 
is exploited by the widely used Johansen estimator [Johansen (1988),
(1991) ], or the Modified Box-Tsiao estimator as proposed by Bewley, 
Orden and Fisher (1991). The other method for analyzing a system is 
the so-called Fully Modified OLS estimator, a semi-parametric approach, 
which is suggested by Phillips (1991a), and Phillips and Hansen (1991).
The logical consequence of a variety of alternative estimators is a 
multitude of Monte-Carlo studies in order to analyze the the weaknesses 
and strengths of the different estimators. Most of the Monte-Carlo stud­
ies compare the behavior of several estimators in different situations, see 
e.g. Cappuccio and Lubian (1992), Hargreaves (1994), and Inder (1991, 
1993). Others concentrate on one estimator, e.g. Cappuccio and Lubian 
(1994), who focus on the Fully Modified OLS estimator.
Concerning the use of the Fully Modified OLS estimator, these 
studies have one common characteristic. Although the theoretical set­
up of the Fully Modified OLS estimator allows for a system analysis, 
the estimator is only used as a single-equation estimator. This paper 
analyzes the qualities of the Fully Modified OLS estimator as a system 
estimator. A four dimensional system of cointegrated 7(1) variables is 
considered to find answers to the following questions:
- Does the use of different kernels for the non-parametric estimation *
'This list is incomplete and could be augmented by methods using instrumen­
tal variables [Phillips and Hansen (1990)], canonical cointegration regression [Park



























































































of the long-run variance-covariance matrix matter?
- How does prewhitening influence the results?
- How important is the choice of the bandwidth parameter?
- How sensitive is the Fully Modified OLS estimator to non-Gaussian 
error processes?
- Is the performance of the FM-OLS estimator dependent on the 
relation of the rank of the cointegrating space to the dimension of 
the system?
- In the case of more than one cointegrating relationship: Can per­
mutations of the data set help to determine the rank of the cointe­
grating space?
The remainder of the paper is organized as follows: After an in­
troduction of the Fully Modified OLS estimator in section 2, section 3 
contains the design of the Monte-Carlo experiment. Section 4 is ded­
icated to the search for the “optimal” Fully Modified OLS estimator. 
Herein included is the discussion of the appropriate kernel for the long- 
run variance-covariance matrix, the benefit from prewhitening versus 
non-prewhitening, and the influence of the bandwidth parameter.
The further analyses in sections 5 to 8 are conducted with the esti­
mator, which proves to be “optimal” under the aspects of the preceding 
section. In section 5 the the Fully Modified OLS estimator is exposed to 
different DGPs in order to analyze its sensitivity to non-Gaussian error 
processes and different kinds of exogeneity. Section 6 focuses on the role 
of the rank of the cointegrating space for the quality of the estimator. 
The possibility of determining the rank of the cointegrating space by es­
timating permutations of the variables is reported in section 7. In section 
8 the usefulness of the Fully Modified OLS estimator as a system estima­
tor is illustrated by an application to a data set as estimated in Clements 




























































































2 The Fully Modified OLS Estimator
In order to summarize the estimation method of Phillips (1991a) and 
Phillips and Hansen (1990), it is convenient to adopt the notation of 
Phillips (1991a). He suggests a triangular system representation for a N  
dimensional system of 7(1) variables with r cointegrating relationships:
AXf — —EAXt-1 +  vt, (1)
where
and A :=  ( Ir - B  ) . (2)
The triangular system representation for the case, in which the error pro­
cess vt is stationary, can be estimated parametrically [Phillips (1991a)]2 
or by a the so-called Fully Modified OLS estimator, a semiparametric 
correction proposed by Phillips and Hansen (1990).
Phillips and Hansen decompose the long-run variance-covariance 
matrix P of the error process vt into
r =  ft +  A +  A' (3)
oo oo
:=  E(vlv\) +  Y . E (vWk) +  Y .E {v kv'1). (4)
k=2 k—2
They then use consistent estimates of Ü, A and P to construct the Fully 
Modified OLS estimator:
è T . — T  | / r , —r  12^221 ] [Ô21 +  À21, Ô22 +  Â22]
. 1
- T  -1-1
. 1
( 5)
In equation (5), the superscript • denotes the consistent estimates, X^t :=  
X u —Ë 12r'22A X 2*, and T, A and the 0  matrices are partioned conformably
2Following the approach of Dunsmuir and Hannan (1976) and Dunsmuir (1979), a 





























































































with X t. Under certain regularity assumptions on the error process vt this 
semiparametric procedure is asymptotically equivalent to full maximum 
likelihood.3
The crucial aspect of the Fully Modified OLS procedure is the con­
sistent estimation of the elements of the long-run variance-covariance 
matrix. The usually employed method, which guarantees consistency, 
is the kernel estimation as offered by Andrews (1991). This estimation 
method requires the choice of a kernel and a bandwidth parameter. Any 
kernel that yields positive semidefinite estimates can be used; included in 
this set are the truncated, the Bartlett, the Parzen, the Tukey-Hanning 
and the quadratic spectral kernel.
The choice of the bandwidth parameter is more complicated. An­
drews regards a bandwidth parameter as being optimal if it minimizes the 
asymptotic truncated mean squared error. He can show that the rate of 
convergence for the optimal bandwidth parameter is T 1//3 for the Bartlett 
kernel and T 1/5 for the Parzen, Tukey-Hanning and quadratic spectral 
kernel. Furthermore, he recommends a plug-in bandwidth estimator, 
which he derives by an approximation of parametric AR(1) models for 
each element of the error process.4
Since in most of the applications the cointegrating residuals vt dis­
play a significant degree of correlation, Hansen (1992) suggests to pre­
whiten the residuals by a VAR(l):
vt =  +  €(. (6)
3Phillips and Hansen impose several assumption on the innovation error process Vt- 
It has to be strictly stationary and ergodic with zero mean, finite covariance matrix 
0 , and continuous spectral density matrix fw (^)  with P =  2 z fvv(0). Furthermore, 
the partial sum process constructed from the error process is supposed to satisfy the 
multivariate invariance principle
[TV]
T -1/2 V j  = >  B(r)  =  BM(T), 0 <  r <  1.
1





























































































He then applies the kernel estimation to the whitened residuals e. Consis­
tent estimates5 of the covariance parameters of interest can be obtained 
by recoloring:
f  =  ( / - $ ) _ lf £( / - i ' r x w
T
fi +  A =  ( / - $ o -1(n t +  A « ) - ( j - £ r 1$ r - 1 (8)
i— 1
3 The Design of the Monte—Carlo Experi­
ment
In order to compare the results of the system analysis to those obtained 
from the single-equation case, the design of the Monte-Carlo experiment 
by Hargreaves (1994) was adopted. Hargreaves sets up a four dimensional 
model, which is given by:6
Bzt =  ut with ut — A 'u^i +  A2u<_2 +  e< +  0e*_i. (9)
The matrices and 0  are all 4 x 4 ,  and B  of full rank. The
error process et is iidN(0, fi). The model defined above allows for a huge 
variety of ARIMA error processes and can have up to three cointegrating 
vectors. Rewriting the model in (9) in ECM form yields
A *  =  -B ~ 1(Ii — A l)B A zt_i — B~1(Ii - A 1 — A2)B zt^2 + et+ Q et-i (10)
such that the long-run matrix is given by
n  =  A1 -  A2)B. (11)
Various standard measures are used to analyze the simulation re­
sults. Amongst those are the mean bias, the standard deviation, skew­
ness, and kurtosis. The measures for skewness and kurtosis are drawn
5The consistency is proved in Andrews and Monahan (1992).
6See Hargreaves (1994) for an embedding of the DGPs used by Hansen and Phillips 




























































































from Bewley, Orden and Fisher (1991). Defining </, as the ith quartile, 
skewness s is given by
<197.5 —  <750.0 
<750.0 — <?2.5
( 12)
and kurtosis k by
k :=  997 5 ~  92 5 -  (13)
<199.5 — <l0.5 2.575
Both measures equal zero for the standard Normal distribution. In order 
to investigate the outlier behavior, the minimal and maximal values of 
the estimators were computed. Furthermore, the quartiles for 2.5, 5.0, 
10.0, 50.0, 90.0, 95.0, and 97.5 percent are supplied.7
The Monte-Carlo experiments were programmed using the GAUSS- 
v.3 package (with its random number generator) and 5.000 replications 
of each experiment were performed. The number of observations was set 
to 100.
4 The Choice of the “Optimal” Fully Mod­
ified OLS Estimator
As described in the section 2, the crucial ingredients for the Fully Mod­
ified OLS estimator are the consistent estimates of the elements of the 
long-run variance-covariance matrix. For this Monte-Carlo study the 
kernel estimation as proposed by Andrews (1991) is applied. This leaves 
the choice of the appropriate kernel and the bandwidth parameter. Fur­
thermore, there is a third choice involved in the construction of the long- 
run variance-covariance matrix. This is whether to apply the procedure 
of prewhitening to the error process or whether to use the “raw” error 
process.
This section analyzes the influence of the three alternatives on the 
quality of the estimates derived with the Fully Modified OLS estima­
tor. The goal is to find a combination of the these alternatives, which





























































































generates a Fully Modified OLS estimate which is reliable under various 
designs of the error process.
It is an unrealizable task to find a set of models which represents 
all the possible DGPs in the economy, which an econometrician has to 
face. Nevertheless, one can simulate different specifications in order to 
analyze the reaction of the estimators. This Monte-Carlo experiment 
consists of eighteen different DGPs, which are oriented on the choice of 
Hargreaves (1994) and originated from model (9).8 The following were 
taken as constants:
/  Bu b X4 \ ( 5/7 -1 /7  \
B23 B24 7/4 1/4
B33 B34 -2 /3 1/3
y B43 B44 ) \ 3 1 /
^13 A1^14 / 0 0 \
^23 A1^24 0 0
A1^33 A1^34 1.5 1
\ A143 A1/ i44 J V 0 1 /
- A2 =








The specification of A 1 and A2 makes uM and u4i to an autoregressive 
integrated (moving average) process and a random walk (with mov­
ing average part), respectively. The setting of the other parameters, 
B{j,A]j, (i =  1 , . . . .  4, j  =  1,2), 0 , and Q, is displayed in table 1 and is 
chosen such that every DGP has two cointegrating vectors. Note that 
model (9) is set up such that weak exogeneity of z3t and z4t implies no 
Granger causality from the first two variables to z3t and z4,, i.e. weak ex­
ogeneity implies strong exogeneity. DGP 12 considers the case of Granger 
causality without the presence of weak exogeneity.





























































































Although many more different simulations could have been per­
formed, the DGPs generated by the settings in table 1 cover a multiplicity 
of different processes. Included are changes in the variance-covariance 
matrix of the error process (DGP 2, 3, 4, 11), and changes in the B 
matrix (DGP 7 to 12), which should help to clear the role of exogeneity 
for the results. Furthermore, the influence of autoregressive (DGP 5, 6, 
10) and moving average error processes (DGP 13 to 18) is analyzed. It 
is clear that an evaluation based on eighteen DGPs gives certain weights 
to certain situations. But a close look at the tables can confirm that the 
behavior of the estimators is essentially uniform over the different DGPs 
and that there are no outliers associated with specific types of DGPs.
Since a variation of all three alternatives would lead to an insur­
mountable amount of tables, the first, two sections use the automatic 
bandwidth parameters as proposed by Andrews (1991). Section 4.1 takes 
into consideration five different kernels for the prewhitened as well as the 
“raw” error processes to enter the formulation of the long-run variance- 
covariance matrix. Since the estimates attained by one of the five kernels 
are quite badly behaved, section 4.2 concentrates on the characteristics of 
the estimates using four different kernels under the aspect of prewhiten­
ing versus the “raw” estimator. Exploiting the results of the preceding 
section 2, section 4.3 can focus on the effect of the choice of fixed and 
automatic bandwidth parameters on the estimates.
4.1 The Choice of the Appropriate Kernel
The idea of nonparametric or kernel estimation is to approximate the 
long-run variance-covariance matrix T as 27r times an estimate of the 
spectral density matrix at frequency zero:
T
f =  E  H i/sT) r ( j ) , (14)
where
for j  > 0, 





























































































The kernel k ( x )  indicates how much weight is given to each frequency; 
the so-called bandwidth parameter St determines the frequencies, which 
are viewed to be necessary to enter the estimate of the spectral density 
matrix evaluated at zero frequency.
For the choice of the appropriate kernel, Monte-Carlo experiments 
including the Fully Modified OLS estimator have always been guided by 
the propositions of Andrews (1991). Andrews focusses on five different 
kernels in his article: the truncated, the Bartlett, the Parzen, the Tukey- 
hanning and the quadratic spectral kernel.9 Although he recommends the 
quadratic spectral kernel, many simulation studies used other kernels for 
the estimation of the long-run variance-covariance matrix. See e.g. Har­
greaves (1994), who employs the Parzen kernel, or Lubian and Cappuccio 
(1994), who consider the Bartlett kernel besides the quadratic spectral 
kernel, or Hansen (1992), who estimates with the Bartlett, the Parzen 
and the quadratic spectral kernel with nearly identical results.
This part of the Monte-Carlo study is concerned with the influence 
of the use of different kernels on the behavior of the Fully Modified OLS 
estimator. Since detailed tables reporting every result for every DGP are 
equivalent to not seeing the wood for trees, graphs will try to illustrate







(  1 for |x| <  1,
\ 0 otherwise,
J 1 — |x| for |x| <  1,
\ 0 otherwise,
( 1 — 6x2 +  6|x|3 for 0 <  |x| <  1/2, 
i 2(1 -  |x|)3 for 1 /2  <  |x| <  1, 
( 0 otherwise,
Tukey-Hanning kernel: krHK{x)
f (1 +  cos(-7rx))/2 for |x| <  1, 
( 0 otherwise,
Quadratic Spectral kernel: kçs {x )
25
12ir2x 2
/  sin(67rx/5) 
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the main consequences.10 1 The estimators were evaluated taking into 
account six criteria, i.e. their bias and standard deviation, the 5 and 95 
percent quartiles and their skewness and kurtosis. In order to summarize 
the behavior of the estimators, the following grading rules were applied 
separately to each of the four coefficients of the estimated cointegrating 
relationships and to each of the eighteen DGPs:
- Basically, ranks from one to five are allocated to the estimators 
employing the different kernels. Number one is related to the best, 
and number five to the estimator, which performed worst.
- The criteria for determining the ranks were:11
- 3rd digit after the decimal point for the bias,
- 5th digit after the decimal point for the standard deviation,
- 2nd digit after the decimal point for the 5 and 95 percent 
quartiles and skewness and kurtosis.
- If estimators achieve the same figure for one of the criteria, they get 
the same rank for that criterion. The next best estimator will be 
allocated the next best number, if the figure for the criterion does 
not differ significantly (in the sense of differing in the A: —2th digit if 
the kth digit is chosen as the criterion). In the case of significantly 
worse behavior, the next best estimator receives mark five.
Graphs in the appendix display the average taken over each esti­
mated coefficient and each DGP for the six criteria. First consider graph 
1 for the “raw” estimators. It shows quite clearly that the quadratic 
spectral kernel is very badly behaved; in all but the skewness and kurto­
sis criteria it is the worst choice. The truncated kernel is the next best 
choice, but it is outperformed by the triple formed by the Bartlett, the 
Parzen, and the Tukey-Hanning kernel estimators, which act very simi­
larly. Especially, their bias-behavior and the 90 percent band, which is 
formed by the 5 and 95 percent quartiles, are very favorable.
10Detailed tables are available on request from the author.




























































































Next turn to graph 2 for the prewhitened estimators. There appears 
to be a an underlying pattern, which is common to the two graphs. Again, 
the quadratic spectral kernel is widely surpassed by the other estimators; 
its only advantage seems to lie in a small skewness and thin tails. The 
four other estimators form a group with similar behavior. Nevertheless, 
the results for the truncated and the Bartlett kernel seem to be slightly 
more auspicious.
As mentioned before, Andrews recommends the use of the quadratic 
spectral kernel since it is optimal with respect to asymptotic truncated 
mean squared error within a certain class of kernels, which includes all 
but the truncated kernel. In the Monte-Carlo experiments, though, the 
performance of the quadratic spectral kernel does not confirm the opti­
mality of this kernel; on the contrary: the choice of the quadratic spectral 
kernel seems to be the worse choice amongst the five kernels for estimat­
ing with the Fully Modified OLS estimator. This result is not necessarily 
an inconsistency. The asymptotic truncated mean squared criterion used 
by Andrews is justifiable in the context of constructing standard errors 
or variance estimators for simple OLS estimates. If, on the other hand, 
the estimate of the long-run variance-covariance matrix is used to form 
more complicated test-statistics or estimates like in the case of the Fully 
Modified OLS estimator, the suitability of the truncated mean squared 
error criterion is less clear. This might happen for cases, in which devia­
tions of one part of a test statistic from its limiting behavior can be offset 
by deviations from another part of the statistic from its limiting behavior 
in small samples. In such cases, the argument for the optimality of the 
quadratric spectral kernel breaks down.
4.2 Prewhitening versus the “Raw” Estimator
Most of the recent Monte-Carlo studies and applications of the Fully 
Modified OLS estimator have adopted the idea of prewhitening the es­
timated residuals before applying the kernel estimation. This proce­
dure is confirmed by an extensive Monte-Carlo study by Cappuccio and 




























































































single-equation estimation with the Fully Modified OLS estimator. Nev­
ertheless, this section wants to check whether the results derived for the 
single-equation framework can be transferred to system estimation and 
whether they depend on the employed kernel.
Since the performance of the estimates derived by using the quad­
ratic spectral kernel was quite disappointing, the analysis is concentrated 
on the other kernels. Applying the same criteria for determining the ranks 
of the estimators as introduced in the preceding section, graph 3 displays 
the number of the estimates over the different DGPs and coefficients, for 
which the prewhitened estimator received better results than the “raw” 
estimator.
Taking into account that the maximal achievable number is 72 
(which is 18 DGPs times 4 coefficients), there does not seem to exist 
an unequivocal advantage of the either of the procedures. In fact, there 
are many cases, in which none of the procedures proves to be more fa­
vorable than the other.12 The next observation, which hits the eye, is 
that the distribution of the prewhitened estimators is more skewed but 
has much thinner tails than that of the “raw” estimators.13 Or, in other 
words, the procedure of prewhitening seems to have a positive effect on 
the outlier behavior of the estimator.
Next turn to the graphs for the particular kernels. A look at the 
graph for the truncated and the Bartlett kernel shows clearly that the 
prewhitened estimator is superior to the “raw” estimator. For the trun­
cated kernel this result is not unexpected, since the truncated kernel was 
not in the triple of the “optimal kernels” for the “raw” estimator, but 
one of the “optimal kernels” for the prewhitened estimator. Only the re­
sults for the skewness and kurtosis are less favorable for the prewhitened 
estimator.
The advantage of the prewhitened estimator against the “raw” es­
timator is not as distinct for the other kernels. The Tukey-Hanning 
kernel, though one of the “optimal kernels” for the “raw” estimator but
12This cannot be concluded from the graphs, but from further background 
information.




























































































not for the prewhitened estimator, has slightly more favorable results 
for the prewhitened estimator. The Parzen kernel, finally, is found to 
be better behaved for the “raw” estimator. The clear superiority of the 
prewhitened estimator at the 5 percent quartile respectively the clear 
superiority of the “raw” estimator at the 95 percent quartile is due to 
the differently skewed biases of the alternative estimators.
Another item meriting attention is the question whether the perfor­
mance of the prewhitened and “raw” estimator does depend on the type 
of the underlying error process. (For clarity of presentation, the tables, 
which could answer these questions, are condensed in the graphs.) In­
deed, there seems to exist a weak link between the error process and the 
performance of the different estimators. Not unexpectedly, the prewhite­
ned estimators produce slightly better results for autoregressive error 
processes and significantly better results for moving average error pro­
cesses with roots close to unity.
Summarizing the results above and confirming the extensive Monte- 
Carlo study for single-equation estimation by Cappuccio and Lubian 
(1994), it can be concluded that the prewhitened Fully Modified OLS 
estimator produces on average better results than the “raw” estimator. 
Nevertheless, the decision for or against prewhitening should be taken 
after the choice of the kernel. If the truncated of the Bartlett kernel 
will be applied, the prewhitening of the residuals is appropriate. If, on 
the other hand, the Parzen kernel is chosen, the alternative seems to be 
more promising. The remainder of the paper will be conducted with the 
prewhitened Fully Modified OLS estimator using the Bartlett kernel.
4.3 The Influence of the Bandwidth Parameter
There exist two different ways to choose the bandwidth parameter for 
the kernel estimation of the long-run variance-covariance matrix. The 
theoretical framework for both procedures is due to Andrews (1991). One 
way is simply to use a fixed bandwidth parameter, which is below the rate 
of convergence for the optimal bandwidth parameter14 as determined by




























































































Andrews. The other way is to follow the recommendation of Andrews 
for an automatic bandwidth estimator.
In order to derive the automatic bandwidth parameter for the Bart­
lett kernel, univariate AR(1) models for each component of the error 
process t/t are considered. Let (p,-,d,) denote the autoregressive and in­
novation variance estimates for the ith element of the error process. The 
automatic bandwidth parameter for the Bartlett kernel St is then given
by
St 1.1147
VSi ( !  -  ^ )6( ! +  PiY
-2 \ 1/3 
— ——  t \
( 1  - P i ) 4 )  '
(16)
where T  is the number of observations. Instead of the univariate AR(1) 
models, the parametric approximation can as well be performed by a 
VAR(l); an approach, which is adopted by Cappuccio and Lubian (1994). 
The univariate approximation has the advantage of simplicity and parsi­
mony over the use of a single multivariate model and therefore is given 
preference in this Monte-Carlo experiment.
Since plug-in methods are characterized by the use of an asymptotic 
formula for an optimal bandwidth parameter, the goal of this section is to 
investigate whether the automatic bandwidth is significantly superior to 
a fixed bandwidth parameter in a small sample size. Two different DGPs 
will be considered, using the prewhitened Fully Modified OLS estimator 
with the Bartlett kernel. The chosen DGPs are the “benchmark” DGP 
1, and DGP 6, a DGP with an autoregressive error with a root close to 
one, for which the Fully Modified OLS estimator does not perform very 
convincingly.15
Table 2 displays the bias, standard deviation, 5 and 95 percent quar- 
tiles, and skewness and kurtosis for the automatic bandwidth parameter 
and several fixed bandwidth parameters. The cointegrating vectors result 
from the estimates in the tables as:
/  1 0 Cn C12 \
V 0 1 c2l C22 )




























































































The outcomes for DGP 1 do not differ significantly under the choice 
of automatic or fixed bandwidth; though they seem to be slightly more 
favorable for a small fixed bandwidth parameter (5  =  3). Similarly, DGP 
6 does not surprise with huge differences between the various bandwidths. 
Nevertheless, the distribution of the estimate using the automatic band­
width parameter appears to be less distorted. Summing up it might be 
said that neither of the procedures turns up to be dominant. It should 
be born in mind, though, that the automatic bandwidth parameter re­
leases the econometrician from the responsibility of choosing the “right” 
bandwidth.16 17
5 Non—Gaussian Error—Processes
After having dealt with the problem of finding the Fully Modified OLS 
estimator, which performs best on average under a variety of DGPs, this 
section focuses on the sensitivity of the Fully Modified OLS estimator 
to non-Gaussian error processes and exogeneity. The same DGPs, over 
which the average was taken to choose the “optimal” Fully Modified OLS 
estimator, are now considered in more detail. The choice of the DGPs 
is mainly oriented by Hargreaves’s (1994) Monte-Carlo experiments and 
therefore allows for a comparison to the single-equation estimation with 
the Fully Modified OLS estimator.1'
Based on the performance of the estimator for the benchmark DGP 
1 (subsection 5.1), the Fully Modified OLS estimator will be evaluated 
for four different situations. Subsection 5.2 analyzes the influence of the 
variance-covariance matrix of the error process, subsection 5.3 the effect
16Note that this experiment considered two DGPs only and thus cannot be regarded 
as representative. An argument in favor of the representativeness of the results, 
though, is that two extreme cases are chosen for the DGPs such that one leads to 
reliable estimates with the Fully Modified OLS estimator whereas for the other the 
estimates derived with the Fully Modified OLS estimator are rather disappointing.
17The only difference between Hargreaves’ DGPs and the DGPs in this Monte- 
Carlo experiment is that Hargreaves has an integrated autoregressive error process 





























































































of changes in the B matrix. DGPs with autoregressive and moving aver­
age error processes are scrutinized in subsection 5.4 and 5.5, respectively. 
Subsection 5.6 concludes.
Guided by the results in section 4, tables 3 to 5 report the rela­
tive bias and standard deviation, the 5 and 95 percent quartiles, and 
skewness and kurtosis for the prewhitened Fully Modified OLS estimator 
employing the Bartlett kernel with an automatic bandwidth choice.18
5.1 The Benchmark DGP (DGP 1)
The tables display quite impressive results for the relative bias and stan­
dard deviation. Similarly, the 90 percent band, which is spanned by q05 
and q95, is relatively close around the mean. The distribution of the 
Fully Modified OLS estimator is significantly skewed to the right, espe­
cially for the estimates of the second cointegrating relationship. This 
might be due to the fact that the Monte-Carlo mean of the estimates for 
all coefficients but coefficient c12 lies to the left of the true value. The 
kurtosis is small and negative for all coefficients; thus, the distribution 
of the estimator has thinner tails than the standard normal distribution. 
Note that the significantly worse behavior of the estimate of coefficient *V
18The normed cointegrating vectors of the DGP for the DGPs 1 -  6, 9, 12 to 18 are
/  1 0 1 -0.035 \
V 0 1 1 0.379 )  ’
for the DGPs 7 and 8 are
for DGP 10 are
and for DGP 11 are
( 1 0 0.714 -0.143
V  0 1 2.333 0.333
(  i 0 1.381 -0.048
V  0 1 2.333 0.333
(  i 0 0.714 -0.143




























































































C\2 in relation to the estimates of the other coefficients might be due to 
the very small value of the coefficient.
5.2 Variance—Covariance Matrix of the Error Pro­
cess (DGPs 2 to 4, and 11)
The impact of changes in the variance-covariance matrix of the error 
process on the quality of the Fully Modified OLS estimator is subject 
of this subsection. Three DGPs are considered, for which the variance- 
covariance matrix has been changed with respect to the benchmark DGP 
1.
25-fold increase of the variance of the error e2( for the second 
cointegrating relationship (DGP 2) Not unexpectedly, the estimates 
for the second cointegrating relationship are not as good as the estimates 
in the benchmark case.19 Although the relative biases almost remain the 
same, the relative standard deviation has increased and the 90 percent 
band (as can be computed with q05 and q95) is significantly widened. 
The skewness, though, is much smaller, i.e. the distribution is still skewed 
to the right, but not as much as for the benchmark DGP. The kurtosis 
is either the same (coefficient c2i) or slightly higher, but still negative 
(coefficient c22). These results confirm the outcome of the single-equation 
analysis with respect to relative bias and standard deviation, but not for 
the measures of the distortion of the distribution. For the single-equation 
estimation, the effect on skewness and kurtosis are significant increases 
for a higher variance in the error.
Surprisingly, the estimates for the first cointegrating relationship 
seem also to be affected by the change in the variance-covariance matrix: 
the relative biases and the standard deviation are smaller and the 90 
percent band narrower. The skewness is significantly reduced and the
19Note that a normation of the first two equations leads to




























































































distribution remains being twisted to the right; the kurtosis is almost 
the same.
Positive Intercorrelation of Errors (DGP 3) For this DGPs the 
correlation matrix of the errors was set so that corr(uitUjt) — 0.8b—Jl. 
Relative bias and standard deviation of the Fully Modified OLS estimator 
react negatively to the correlation in the errors. Accordingly, the 90 
percent range created by the 5 and 95 percent quartiles is slightly wider. 
The effect on the skewness is not clear; in fact, DGP 3 is one of the few 
DGPs, for which the distribution of the estimator for some parameters is 
skewed to the left. Although the skewness appears to be highly effected 
by the correlation of the errors, the kurtosis displays minimal changes.
Negative Intercorrelation of Errors (DGP 4) DGP 4 has a con­
temporaneous negative correlation of the errors such that corr(uitUjt) =  
(—0.8)I‘~-,L The effect of the negatively correlated errors on relative bias, 
standard deviation, and 90 percent band are not as strong as that of 
the positively correlated errors in DGP 3. Surprisingly, these measures 
are minimally better for the estimates of the second cointegrating rela­
tionship. Nevertheless, a minor loss of quality of the estimates for the 
first cointegrating relationship has to be noticed. There are changes in 
skewness and kurtosis, but they do not seem to follow a particular pat­
tern. Hargreaves (1994) performed Monte- Carlo simulations similar to 
DGP 3 and 4, but for one cointegrating relationship. Analogously, he 
reports a more significant impact of the positively correlated errors on 
the estimates.
Mixed Intercorrelation of Errors (DGP 11) DGP 11 is a modi­
fication of DGP 9, which is in triangular system form. The errors in 
DGP 11 are negatively as well as positively correlated with each other. 
In comparison to DGP 9, bias, variance, 90 percent band, and kurtosis 




























































































5.3 Changes in the B Matrix (DGPs 7 to 12)
For the influence of changes in the B matrix on the estimation with the 
Fully Modified OLS estimator, six different DGPs will be considered. 
Main issue is to analyze whether the represention of the DGP in trian­
gular system form with Gaussian errors improves the quality of the Fully 
Modified OLS estimator. Furthermore, some remarks on the validity of 
weak and strong exogeneity are added. DGP 1 serves as benchmark.
Perfect Triangular System Representation (DGPs 9 to 11) DGP
9 represents a DGP, which should be ideal for the Fully Modified OLS 
estimator. Not only that the DGP is in triangular system from, but also 
the regressors and z4l are strongly exogenous for both cointegrating 
relationships in DGP 9. Comparing DGP 9 with benchmark DGP 1, 
it has to be admitted that, though DGP 9 seems to simulate an ideal 
situation, the Fully Modified OLS estimator does not respond to this im­
provement; the results are as good as for the benchmark DGP. Note that 
the estimates for the parameters for the second cointegrating relationship 
are still significantly skewed to the right.
DGP 11 has already been discussed before, and DGP 10 will be 
considered later.
No Triangular System Representation (DGPs 7, 8 and 12)
DGP 7 allows for feedback from the dependent variables zu and z2< to 
the variables z3t and z4t, but does not have any feedback between zu 
and z2(. The bias is slightly higher than for the benchmark DGP 1, 
the same accounts for the variance of three of the estimated parameters. 
Consequently, the 90 percent band relative to the parameter values is 
marginally wider than for DGP 1. Skewness and kurtosis underlie only 
small changes.
For DGP 8 the regressors zzt and z4t are strongly exogenous for the 
first cointegrating relationship. As expected from the previous experi­
ments, the strong exogeneity does not seem to have any influence on the 
performance of the Fully Modified OLS estimator; there do not appear 





























































































DGP 12 keeps z3t and zit weakly exogenous for both cointegrating 
relationships but there is Granger causality from zu to z3t and zit. Com­
paring the results of DGP 12 to those of DGP 9 again does not reveal 
any difference worth mentioning.
Concluding the results for the DGPs with exogenous regressors to 
the cointegrating relationships, it becomes clear that neither weak nor 
strong exogeneity seem to matter. This result should not be surpris­
ing because the Fully Modified OLS estimation procedure is a system 
estimator, which is asymptotically equivalent to full system maximum 
likelihood estimation and therefore asymptotically optimal, i.e. free of 
nuisance parameters. The lack of effect on the results of the Fully Mod­
ified OLS estimator by the validity of the condition of weak exogeneity 
is also reported for single-equation modeling [see Cappuccio and Lubian 
(1994)].
5.4 Autoregressive Error Processes with root 0.9 
(DGP 5, 6, 10)
This section will analyze to which extent the Fully Modified OLS esti­
mator is sensitive to autoregressive error processes with a root close to 
the unit root. Autoregressive error processes for one as well as for both 
cointegrating relationships will be considered.
Autoregressive Root 0.9 in First Cointegrating Vector (DGP
5) Modification of DGP 1 by the inclusion of a first order autoregressive 
error process in the first equation yields DGP 5. The change caused by 
this inclusion strikes the eye: Not only relative bias, but also standard 
deviation and 90 percent band show a significant deterioration. Interest­
ingly to note hereby is the fact that the estimates for both cointegrating 
relationships are affected by the deterioration. Nevertheless, the degree 
of skewness is much smaller, but the distributions of the estimates are 




























































































Autoregressive Root 0.9 in Both Cointegrating Relationships 
(DGP 6, 10) As expected from the analysis above, DGPs 6 and 10, 
which add a first order autoregressive error process to both cointegrating 
relations in DGP 1 and 7 respectively, perform very badly in terms of 
relative bias, standard deviation, and 90 percent band. Whereas kurtosis 
remains almost constant, skewness is smaller when the autoregressive 
error is included. Note that these results confirm the single-equation 
analysis by Hargreaves (1994).
5.5 Moving Average Error Processes (DGPs 13 to 
18)
The last issue, which should be covered by this Monte-Carlo analysis, 
is the question of the influence of moving average error processes on the 
Fully Modified OLS estimator. Five different DGPs will be considered. 
Amongst those are four with independent and two with positively and 
negatively interrelated moving average errors.
Independent Moving Average Errors (DGP 13, 16 to 18) DGP
13 considers a moving average parameter of 0.5 on the diagonal of the © 
matrix. Changes for the relative bias, standard deviation and 90 percent 
band behavior of the Fully Modified OLS estimator are barely notice­
able. If there are movements at all, they seem to be more inclined to an 
improvement of the estimator. Kurtosis does not seem to be affected and 
skewness tends to be smaller (with one exception). This observation cor­
roborates the single-equation analysis by Hargreaves (1994) apart from 
the fact that the kurtosis increased for his DGP.
The other DGPs have non-invertible (DGPs 16 and 17) or “nearly” 
non-invertible (DGP 18) moving average errors in the equations for the 
cointegrating relationships. Whereas the non-invertibility with root -1 
does not seem to matter (DGP 16), the non-invertibility with root 1 
(DGP 17) leads to very bad results for the relative bias, variance and the 
90 percent band. Modifying the roots to 0.95 (DGP 18) ameliorates the 




























































































for which the kurtosis is positive, i.e. the Fully Modified OLS estimator 
has thicker tails than the Normal distribution.
Interrelated Moving Average Errors (DGP 14, 15) The matrix 
0  is a full square matrix with 0.5 on the diagonal and 0.4 in all off 
diagonal positions for DGP 14. DGP 15 modifies DGP 14 such that all 
the moving average coefficients are the negative of the previous 0  matrix. 
Surprisingly, the positively interrelated moving average errors have much 
less influence on the outcomes for the Fully Modified OLS estimator than 
the negatively interrelated errors. Whereas for relative bias, standard 
deviation and the 90 percent band, there is a hardly noticeable change for 
the worse for the positively interrelated errors, these measures deteriorate 
significantly for DGP 15. Kurtosis decreases slightly for both DGPs; this 
means that the tails of the distribution are getting fatter. Skewness 
decreases or remains the same for DGP 14 and increases significantly for 
three of the estimates for DGP 15. Again, these results are similar to 
those of Hargreaves.
5.6 Summary
After having surveyed the behavior of the Fully Modified OLS estimator 
for a variety of DGPs, a brief summary recalls the main results.
- Variance-covariance of the Error Process:
A general statement regarding the reaction of the Fully Modified 
OLS estimator to changes in the variance-covariance matrix is not 
possible. Nevertheless, it should be noted that the quality of the 
Fully Modified OLS estimator seems to suffer mildly in the presence 
of intercorrelated errors.
- Exogeneity and Triangular System Representation:
The performance of the Fully Modified OLS estimator does not 
seem to be influenced by the type of exogeneity of the regressors in 
the equations for the cointegrating relationships. This result is not 




























































































estimator. In exactly the same way, the possibility of representing 
the DGP in triangular system form with Gaussian errors does not 
appear to matter.
- Autoregressive Error Processes with Roots Close to Unity: 
Autoregressive error processes with a root close to unity seem to be 
the only experiments under consideration, which create a serious 
problem for the Fully Modified OLS estimator. This is simply due 
to the fact that the change of the A 1 matrix entails a significantly 
smaller signal-noise ratio for the cointegrated system.20 Table 6 
displays the roots of the signal-noise ratio matrix of the eighteen 
DGPs. Whereas for all other DGPs the smallest root is larger 
than 0.33, it hits the eye that for the DGPs with autoregressive 
processes with roots close to unity the smallest root is almost zero. 
Therefore, it is more difficult for the Fully Modified OLS estimator 
to distinguish the signal of the cointegrating space from the noise 
of the error process. As seen in the Monte-Carlo experiments, a 
sample size of 100 observations is not sufficient to guarantee reliable 
estimates of the cointegrating vectors. A significant extension of 
the sample size (at least by factor 5!), though, will eliminate the 
disadvantage of a small signal-noise ratio and lead to satisfying 
results of the Fully Modified OLS estimator.
Another way to understand the importance of the signal-noise ra­
tio is to decompose the long-run static response matrix II from 
equation (11) into the product of the adjustment coefficients a  and 
cointegrating vectors (3:21
where II is partioned in 2 x 2 matrices. If the matrix A 1 gets changed 
like in DGPs 5, 6, or 10, the cointegrating relationships (3 remain 
unaffected whereas the adjustment weights a  become significantly
20Compare Kostial (1994).






























































































smaller. This leads to a smaller signal of the cointegrated system 
in relation to the noise of the error process and thus to problems 
for small sample sizes.
- Moving Average Error Processes:
Moving average error processes do have a certain influence on the 
quality of the Fully Modified OLS estimator. The quantity of the 
influence depends on the type of interrelation: negatively interre­
lated moving average errors seem to cause more problems for the 
estimator than positively correlated errors.
In general, the distribution of the Fully Modified OLS estimator tends 
to be skewed to the right; a phenomenon, which might be explainable 
by the fact that for most of the DGPs the estimates lie to the left of 
the true value of the parameter. The kurtosis, though, is negative for 
almost all considered DGPs and parameters and thus the Fully Modified 
OLS estimator inclines to even thinner tails than the standard normal 
distribution.
6 The Role of the Rank of the Cointegrat­
ing Space
Since the rank of the cointegrating space was set to two for all Monte- 
Carlo experiments in the preceding section, this section is concerned with 
the question whether the rank of the cointegrating space plays a role for 
the behavior of the Fully Modified OLS estimator. The underlying idea 
is simply that the higher is the rank of the cointegrating space in relation 
to the dimension of the system, the closer is the system to an 7(0) system 
and thereby easier to estimate.
Three DGPs with very similar structures are considered to demon­
strate the impact of the rank of the cointegrating space on the precision 
of the Fully Modified OLS estimator. Again DGP 1 with two cointegrat­
ing relationships is the benchmark DGP (denoted in this section as M2) 




























































































(with three cointegrating vectors) are generated by manipulating the au­
toregressive error process in M\ (see table 7). Monte-Carlo experiments 
were run for 40, 60 and 100 observations.
Tables 8 and 9 display bias and variance, and the 5 and 95 percent 
quartiles.22 The cointegrating relationships follow for M\ as (1 Cn Ci2 c13), 
for M2 as
and for M3 as
1 0 C11 C12 \
0 1 C21 C22 )
( 1 0 0 C11 N
0 1 0 C21
V 0 0 1 C31 /
The tables illustrate impressively that the rank of the cointegrating 
space is a significant element for the judgement of the quality of the Fully 
Modified OLS estimator. Whereas the results for bias, variance and 
90 percent band for Mi are not convincing even for a high number of 
observations, M3 is estimated well for only 40 observations. The general 
rule is that the higher the rank of the cointegrating space (in relation 
to the dimension of the system), the higher is the precision of the Fully 
Modified OLS estimator (in terms of narrower 90 percent bands, smaller 
bias and variance). Skewness and kurtosis (which are not reported here), 
though, do not seem to underlie a general pattern. *V
22The normed cointegrating vector for M\ is (1 —0.2 1.4 —0.4); for M 2 the normed 
cointegrating vectors are
/  1 0 1 0.03 \
V 0 1 1 0.38 )  ’
and for M 3
/  1 0 0 -0 .81 \
( 0 1 0 0.33 ) .




























































































7 Permutations as a Means to Determine 
the Rank of the Cointegrating Space
This section owes its existence the fact that many systems, which are 
set up to estimate cointegrating relationships, include variables, which 
appear to be stationary at least over some time periods. In the case 
of the inclusion of a nearly stationary variable into a system, though, 
there exist permutations of the variables such that the system cannot 
be represented in triangular system form for some periods of the sample 
size. An estimation of this special ordering of the variables will give 
misleading results.
In order to avoid this problem with the triangular system represen­
tation, the Fully Modified OLS estimator should not only be applied to 
the original data set, but also to transformations of the data set by per­
mutation matrices. Under the correct hypothesis on the rank of the coin­
tegrating space, estimation results derived by the Fully Modified OLS es­
timator should be invariant under different permutations or — in case of 
differing outcomes — be explainable as a product of the mis-specification 
mentioned above.
Since the application of the procedure described above together 
with an underestimation of the rank of the cointegrating space yields the 
pleasant byproduct of estimates of different vectors in the cointegrat­
ing space, the motivation for this section was born. This section wants 
to introduce the “permutation procedure” as a means determining the 
number of cointegrating vectors as an alternative to the rank tests.
For that purpose, benchmark DGP 1 is estimated under the as­
sumption that the cointegrating space has rank one, two or three. The 
Monte-Carlo experiments are on the original data set, and the permu­
tations to (z2t, Zzt, Z\n z4t) aQd (zit, z4l, zu , z2t).23 Table 10 reports mean 
and variance of the permutated Fully Modified OLS estimates.
23For illustrative purposes, the other three existing permutations of the sets of 




























































































To begin with, the estimates derived under the assumption of a 
one-dimensional cointegrating space are considered. In order to get com­
parable results for the different permutations, the means were normed on 
the first variable zu . The cointegrating vector for the original data set is 
mean-estimated as
ft » *  =  (1 -0 .466  0.536 -0 .2 1 2 ),
for the 2314-permutated data set the estimate is
fe w  =  (1 -  2.198 -  1.174 -  0.864),
and for the permutation 3412 it is
03412 =  (1 1-000 2.008 0.343).
These values for the Monte-Carlo mean give clear evidence that the rank 
of the cointegrating space is underestimated. It should be noted that, 
though the variance is not very small (and similarly, as expected, the 
band formed by the 5 and 95 percent quartiles [which are not reported]), 
the Monte-Carlo mean is very precise.
Turning to the results for the assumption of a two-dimensional coin­
tegrating space and norming on Z\t and Zu, the estimated cointegrating 
space for the original data set is spanned by
01234 —
1 0 0.991 -0.036
0.3770 1 0.985
For permutation 2314 the estimated cointegrating space is given by
(  1 0 1.008 -0.034
02314 ~ ^ o i  o.998 0.377
and for permutation 3412 it is
/  1 0 1.002 -0.035
034!2 -  [  o i LQ03 Q.379





























































































The question, which appears now is whether, regardless of the fact 
of consistency under the (correct) assumption of the cointegrating space 
having rank two, the estimates derived under the assumption of a three- 
dimensional cointegrating space are still consistent under the permuta­
tions. Normation on zu . z2( and z3t gives the estimated cointegrating 
space for the original data set as
f l 0 0 0.275 )
P l2 34  = 0 1 0 0.698
0 1 -0.313 )
for permutation 2314 as
/ 1 0 0 0.155 >
$2314 — 0 1 0 0.259
V o 0 1 0.119 }
and for permutation 3412 as
f 1 0 0 -0.398 ^
-$3412 = 0 1 0 0.021
^0 0 1 0.359 t
These results exhibit convincingly that the assumption of a three-di­
mensional cointegrating space was wrong and that accordingly the rank 
of the cointegrating space of the DGP has to be two.24 Or, expressed 
differently, permutations of the data set can be a very helpful mean to 
determine the rank of the cointegrating space.
8 Application to the Data Set of Clements 
and Mizon (1991)
This section is the crowning of the preceding series of Monte-Carlo ex­
periments, since it illustrates the usefulness of the Fully Modified OLS
24Note that results derived by using different kernels (not reported in the table) can 





























































































estimator as a system estimator for a particular data set. The data set, 
which will be re-estimated with the Fully Modified OLS estimator, is 
the data used by Clements and Mizon, who estimated the cointegrating 
relationships with the Johansen procedure. They analyze the determina­
tion of earnings, prices, productivity, hours worked, and unemployment 
in the UK. The Johansen tests on the rank of the cointegrating rank 
confirm the existence of at least three cointegrating vectors and a fourth 
cointegrating vector is rejected at the 5% significance level.
Since in the case of three or four cointegrating vectors in a five 
dimensional system the rank of the cointegrating space in relation to 
the dimension of the system is quite high and, moreover, the number 
of observations is almost hundred, the Monte-Carlo experiments assure 
that relatively precise estimates can be expected. The same dummies 
as proposed by Clements and Mizon are partialled out and then the 
prewhitened Fully Modified OLS estimator with the Bartlett kernel and 
an automatic bandwidth parameter is applied to the transformed system.
Table 11 displays the estimates derived with the Fully Modified OLS 
estimator under the assumption of the cointegrating space having rank 
three and four. Since the number of permutations of a five dimensional set 
of variables is 5!, the analysis was confined to permutations between the 
set of driving and non-driving variables, which is Q) in the case of three 
and in the case of four cointegrating relationships. The permutation 
“45123” , for example, is equivalent to the ordering z3t, z4t: z^, zu , z2(-25
5The cointegrating relationships follow from the table as
< 1 0 0 Cll C12 \
0 1 0 C21 C22  1
V, 0 0 1 C31 C3 2  /
cointegrating relationships
/ 1 0 0 0 c l l  \
0 1 0 0 cl2
0 0 1 0 cl3
V 0 0 0 1 cl4  )




























































































Under the assumption of a three dimensional cointegrating space, 
the estimates are clearly inconsistent under the permutations, whereas 
the assumption of the cointegrating space having rank four yields consis­
tent estimates for all but one permutation. The inconsistency of permu­
tation “15234” , though, is a logical consequence of the ordering of the 
variables: The inflation rate, which proves to be stationary, is chosen as 
the driving variable of the system and thus the system is mis specified. 
Thus, the re-estimation with the Fully Modified OLS estimator leads to 
the conclusion that the rank of the cointegrating space is four.
After having determined the cointegrating vectors with the Fully 
Modified OLS estimator, these estimates should be compared with the 
estimates derived by Clements and Mizon (1991). They interpret the four 
dimensional cointegrating space as two stationary variables, inflation rate 
and average hours of work, plus two linear combinations of the variables
The first row is a target relation for the real average earnings adjusted 
for output per hour worked, for which the logged unemployment rate 
exerts a negative influence on the evolution of productivity adjusted real 
earnings. The second row indicates a complementarity between the av­
erage productivity and the unemployment rate — a feature of recent UK 
history.
The cointegrating vectors from equation (19) and the stationarity 
of the inflation rate can be confirmed by the Fully Modified OLS estima­
tor. The stationarity of the hours worked, though, exhibits a small but 
strong relationship with the unemployment rate for the Fully Modified 
OLS estimator. This is seen especially by the estimates for different per­
mutations under the assumption of the existence of three cointegrating 
relationships. Note that this observation is not due to a disagreement of 
the different estimators, but to a different interpretation of the results.26
26Tests on the different “interpretations” do not lead to rejections for both cases.
given by:































































































This paper provided an extensive Monte-Carlo study of the performance 
of the Fully Modified OLS estimator. In a first step, the “optimal” 
Fully Modified OLS estimator was chosen by considering various alter­
natives for estimating the long-run variance-covariance matrix. Included 
in these alternatives are the use of different kernels and different band- 
widths as well as the procedure of prewhitening as an alternative to 
directly inserting the estimated error process into the formula for the 
long-run variance-covariance matrix. The best combination of the three 
alternatives appears to be the prewhitened Fully Modified OLS estimator 
with the Bartlett or the truncated kernel and an automatic bandwidth 
choice.
Section 5 analyzed the reaction of the Fully Modified OLS estima­
tor to non-Gaussian error processes and different kinds of exogeneity. 
The estimator proves to be most sensitive to autoregressive and moving 
average errors with one root close to the unit root. For the autoregressive 
case, this behavior can be explained theoretically by the reduction of the 
signal-noise ratio of the cointegrated system through the inclusion of the 
autoregressive error. The influence of variance-covariance matrices of the 
error process different from the identity matrix, the type of exogeneity 
as well as the possibility of representing the DGP in triangular system 
form with Gaussian errors do not seem to play a significant role when 
estimating with the Fully Modified OLS estimator.
The messages of the following sections are of relevance for applied 
work with the Fully Modified OLS estimator. Section 6 illustrates that 
the higher the rank of the cointegrating space, the more precise will be 
the estimates. Or, in other words, the closer the 7(1) system is to a 
stationary system, the easier it is to estimate. The section next to the 
last highlights the possibility of exploiting permutations of the data set to 
determine the rank of the cointegrating space. System estimates derived 
with the Fully Modified OLS estimator should only be accepted if they 
are invariant under different permutations. Applying the “permutation 




























































































Mizon (1991) with the Johansen procedure, helps to determine the rank 
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A u to m a tic  vs. F ixed  B andw id th : D G P  1
aut.b. fixed bandwidth
5  =  1 5  =  3 5  =  6
bias cn 0.009 0.003 0.005 0.009
C l2 0.002 0.002 0.002 0.002
C21 0.015 0.007 0.009 0.015
C22 0.002 0.001 0.001 0.002
var.1 Cn 5.81 5.45 5.28 5.57
C12 0.95 0.95 0.92 0.96
C21 4.32 3.20 3.19 4.23
C22 0.76 0.55 0.57 0.74
q05 c12 1.048 1.054 1.049 1.046
C12 -0.027 -0.027 -0.027 -0.029
2̂1 1.012 1.013 1.011 1.009
C22 0.382 0.381 0.381 0.382
q95 Cn 0.918 0.934 0.948 0.929
C12 -0.048 -0.048 -0.047 -0.051
C21 0.925 0.953 0.958 0.947
C22 0.367 0.371 0.372 0.365
s Cn 0.25 0.50 0.26 0.63
c12 0.59 0.52 0.74 1.77
C21 3.50 2.06 3.28 -12.13
C22 2.81 2.03 1.65 2.76
k cn -0.13 -0.14 -0.08 -0.18
Cl2 -0.14 -0.12 -0.20 -0.26
C21 -0.14 -0.24 -0.29 -0.46
c22 -0.22 -0.24 -0.32 -0.22





























































































A u tom a tic  vs. F ixed  B an d w id th : D G P  6
aut.b. fixed bandwidth
5 = 1 5  =  3 5  =  6
bias C u 0.056 0.054 0.050 0.050
Cl2 0.013 0.012 0.013 0.012
C21 0.017 0.015 0.043 0.050
C22 0.006 0.007 0.008 0.007
var.1 Cn 57.77 53.22 54.09 53.50
C12 12.90 11.56 11.65 11.58
C21 74.10 28.59 26.23 26.61
C22 11.28 4.98 4.75 4.67
q05 C12 1.516 1.478 1.472 1.497
C12 0.071 0.069 0.086 0.091
C21 1.209 1.226 1.141 1.171
C22 0.416 0.416 0.415 0.426
q95 Cn 0.373 0.370 0.375 0.420
C l2 -0.181 -0.181 -0.173 -0.161
C21 0.687 0.699 0.693 0.652
C22 0.316 0.320 0.329 0.329
S C\\ 0.08 3.46 2.74 2.22
C12 0.25 4.36 3.07 3.72
C21 0.24 4.91 4.05 80.43
C22 0.30 4.64 -10.33 -7.08
k  cn -0.18 -0.13 -0.09 -0.14
C12 -0.22 -0.16 -3.33 -4.74
C21 -0.18 -0.18 0.04 -0.04
C22 -0.23 -0.21 -0.21 -0.31
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Table 6: Signal-Noise Ratio of DGP 1 to 18
DGP roots DGP roots DGP roots
1 0.70 0.33 7 0.93 0.35 13 0.71 0.33
2 0.81 0.34 8 0.93 0.34 14 0.74 0.33
3 0.81 0.39 9 0.44 0.34 15 0.75 0.33
4 0.74 0.33 10 0.18 0.05 16 0.76 0.33
5 0.71 0.05 11 0.45 0.35 17 0.78 0.34
6 0.61 0.05 12 0.78 0.32 18 0.76 0.34
Table 11: Clements and Mizon (1991): FM -OLS
permutations estimates under the assumption of rank 3
Cll Cl2 C21 c22 C31 c32
12345 3.90 -0.11 0.62 0.02 3.40 -0.15
12435 16.96 0.26 1.61 0.05 14.15 0.15
14235 0.18 -0.23 0.46 0.01 -0.21 -0.27
14235 6.12 -0.03 1.18 0.04 5.18 -0.09
14253 9.96 0.09 1.50 0.05 8.67 0.02
14523 7.37 -0.01 1.43 0.04 5.83 -0.08
41253 14.45 0.17 1.43 0.04 11.62 0.06
41253 -1.32 -0.33 0.33 0.01 -1.26 -0.35
41523 28.46 0.48 2.36 0.06 21.13 0.27
45123 11.07 0.02 1.73 0.04 9.84 -0.04
estimates under the assumpion of rank 4
Cll Cl2 Cl3 cl4
12345 -0.21 0.00 -0.24 0.03
12354 -0.28 -0.01 -0.30 0.03
12534 -0.22 0.00 -0.24 0.03
15234 -6.02 -0.78 -5.36 0.50
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