Abstract. We build a concrete and natural model for the strict 2-category of orbifolds. In particular we prove that if one localizes the 2-category of proper etale Lie groupoids at a class of 1-arrows that we call "covers," then the strict 2-category structure drops down to the localization. In our construction the spaces of 1-and 2-arrows admit natural topologies, the space of morphisms (1-arrows) between two orbifolds is naturally a groupoid and the symmetries of an orbifold form a strict 2-group.
Introduction
Orbifolds were defined by Satake 50 years ago as spaces locally modeled on quotients of the Euclidean spaces by actions of finite groups [5] . They were rediscovered by Thurston as mildly singular metric spaces [11] . Haefliger proposed to consider orbifolds as groupoids [2, 3, 4] (the definition of "Haefliger structures," which are morphisms from spaces to groupoids, is even older). This view was taken up by Moerdijk and Pronk [8] and articulated further by Moerdijk [7] . Moerdijk views smooth orbifolds as the category of proper etale Lie groupoids localized (as a 1-category) at certain classes of morphisms, variously called by him "weak equivalences," "essential equivalences" or just "equivalences." (Behrend and Xu call them "Morita morphisms" [1] )
In algebraic geometry orbifolds were formalized as Deligne-Mumford stacks. DM stacks form a bicategory (or a weak 2-category). Pronk showed [9] that if one starts with the 2-category of proper etale Lie groupoids and localizes it at weak equivalences as a bicategory, one gets a bicategory isomorphic to the category of DM stacks over manifolds.
The original definition of Satake had problems: it wasn't clear what the morphisms of orbifolds were nor was it clear that orbifold form a category. Moerdijk's point of view does not solve all the problems, as was pointed out by Henriques and Metzler [6] . For example, in Moerdijk's model, maps between two orbifolds don't form a sheaf. Viewing orbifolds as a bicategory has a different problem. A group action on an object in a bicategory is a complicated affair, since the symmetries of such an object form a weak 2-group (cf. [10] ). On the other hand we "know" that Lie groups act on orbifolds without any problems. The likely reason behind this "fact" is that any bicategory can be strictified to a strict 2-category; and a morphism from a group to the 2-group of diffeomorphisms of an orbifold must be just a homomorphism into the (ordinary) group of invertible 1-arrows (from the orbifold to itself).
The goal of this paper is to build a concrete and natural model for the strict 2-category of orbifolds. We will prove that if one localizes the 2-category of proper etale Lie groupoids at a class of 1-arrows that we call "covers," then the strict 2-category structure drops down to the localization. There are several other benefits to our construction:
(1) The spaces of 1-and 2-arrows in our 2-category admit natural topologies. ( 2) The space of morphisms from one orbifold to another is naturally a groupoid. (3) The symmetries of an orbifold form a strict 2-group. Remark 1.1. The 2-category we construct has many isomorphic objects. Namely, the objects of are what some people would consider to be "orbifold atlases." One may wish to define an orbifold to be "an equivalence class of atlases." This can be implemented in our set-up by taking the skeleton of our 2-category. The benefits of this step seem to us to be mainly psychological.
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(1) On objects π is surjective local diffeomorphism (2) the diagramÃ
is Cartesian, i.e.,Ã 1 is isomorphic to the pull-back (Ã 0 ×Ã 0 ) × (A0×A0) A 1 . In particular this means that each 1-arrowxγ →x in A 1 is uniquely determined by the datax,ỹ (its source and target) and by γ = π(γ). Consequently π :Ã → A is fully faithful and surjective functor. 2. Covers, as defined above, are stable under (strict) pull-backs, and the composition of two covers is a cover. Thus they define a Grothendieck topology. The claim is not immediate but it is not hard to proof.
3. In the definition of cover we could have relaxed the requirement of π being surjective to π being essentially surjective. This complicates things and doesn't gain much (cf. Theorem 4.1).
4. Given two covers B → A and C → A we think of their fiber product B × A C as the common refinement of the two covers of A. More generally, given a commutative diagram of covers
we think of D as a common refinement of B and C. 
One checks that the composition is well-defined and associative. This is quite standard. Next we define the 2-arrows Orb 2 of Orb. Let D 2 be the class
Digression. Strictly speaking we should have defined the elements of D 2 to be arrows between elements of D 1 (or, perhaps, elements of Orb 1 ). For example, we could define
But we may as well assume that both representatives of [A
are defined in terms of the same cover.
if and only if there is a common refinement E A C 1 
Remark 2.3. The source and target of [
Fix a cover π :X → X. Then there is an obvious bijection
makes sense. Now, under the identification (2.1),
If we give the spaces C(X, Y ) topologies in which the pullback maps are continuous, then the colimit has a natural topology. For example, since
between them is a colimit as well:
, Orb 2 has a natural topology just like Orb 1 .
We now proceed to argue that Orb • is a strict 2-category. It is not hard to define the vertical composition on the elements of Orb 2 :
This is, indeed, well defined. It is associative. To define the horizontal composition of 2-arrows we use
, where π is a cover, there is a cover τ :Ã → A and a natural
commutes. Moreover we may chooseÃ 0 so that
Assuming Lemma 2.6, we define the horizontal composition * in Orb 2 as follows:
] choose a groupoid X and the appropriate morphisms so that
,
) and we would get the same element in Orb 2 .
One proves that the horizontal composition * is well-defined. Our proof of associativity of * uses two lemmas. (1) a cover and
, where π is a cover. Define Z ) ∈ Orb 0 by the "pullback"
and W by the sequence of "pullbacks":
Then there is a cover W → Z making the diagram
Finally, checking the middle four interchange law requires the following: given A B
, where π is a cover, we need to "compare"
(here, as before denotes the "lift" constructed in Lemma 2.6). The idea is to consider the "pullback"
Again, see the next section for details.
Details
∼ 1 is an equivalence relation:
symmetry. : by construction transitivity. : if we have covers C 1 Composition of elements of Orb 1 . Recall that it is defined on representatives by
We check that the composition is well-defined. It's enough to check: (i) if τ :C → C is a cover, then
Proof. 
It is slightly harder to see how to lift the source and target
tα U U α of α to the source and target ofα so that
commutes. It will be convenient to think of a natural transformation
not as a map β : X 0 → Y 1 but as a map that takes an arrow in X to a commuting square in Y :
(This point of view is also useful when we think of horizontal compositions of natural transformations.) Since
is Cartesian, an arrowγ inÃ is determined uniquely by the triple (γ,δ 1 ,δ 2 ) ∈ A 1 ×B 1 ×B 1 with π(δ 1 ) = α(s(γ)) and π(δ 2 ) = α(t(γ)):
Note that by constructionδ 1 =α(s(γ)) andδ 2 =α(t(γ)). Since π :B → B is a cover, an arrowǫ inB is uniquely determined by its source, target and π(ǫ) ∈ B. Therefore there exist unique arrowsǫ 1 ,ǫ 2 inB completing the square
with π(ǫ 1 ) = s α (γ) and π(ǫ 2 ) = t α (γ). We are forced to define
Proof of Lemma 2.7 . Since π 0 and τ 0 are local diffeomorphisms and
is Cartesian and since Proof of Lemma 2.8. By Lemma 2.7 it is enough to find a map on objects f : W 0 → Z 0 which is surjective. Now W 0 is constructed as a sequence of pullbacks
where the bottom composite (β, β) • (s, t) • α takes a ∈ A 0 to a pair of arrows a) ). Note that we have a "commuting square" in C:
Therefore,
Since π :C → C is a cover, for every (a, γ 1 , γ 2 ) ∈ W 0 there are unique arrows δ 1 , δ 2 ∈C 1 forming a square
where, as before, v 1 = s(α(a)) and v 2 = t(α(a)):
On the other hand Z 0 is constructed by the pullback
Since Z 0 is a pullback, there is a unique map
It is not hard to see the map is surjective. Indeed given
The map f : W 0 → Z 0 sends the point (a, γ 1 , γ 2 ) to (a, γ), and therefore is surjective.
Horizontal composition is well defined. Recall the definition of the horizontal composition:
where X constructed via the pullback
We check that * is well-defined. Say we replace
, where π is a cover. We would need to compare
where, as above, X is constructed by the pullback
But we can also can constructX 0 by two pullbacks:
Therefore σπ =σπ and
Similarly, suppose we replace
, where π is a cover. We then constructX by two pullbacksX
commutes. Therefore the horizontal composition * on Orb 2 is well-defined.
Horizontal composition is associative. We now deal with the associativity of the horizontal composition. The expression
Since the composition of the two pullbacks
is the "same" as the pullback
we have W = W ′ ,α =ᾱ and γ * β * α = γ * β * ᾱ. Therefore (3.4) and (3.6) define the same element of Orb 2 . On the other hand, Lemma 2.8 tells us that (3.5) and (3.6) define the same element of Orb 2 as well. This proves the associativity of the horizontal composition.
The middle four interchange law. It remain to check the middle four interchange law:
Therefore, it is enough to show that givenÃ BB
Consider the four pullbacks: 
. Here, as before, s, t denote source and target maps, respectively.
Proof. Let Z be a manifold and k : Z → B 1 , ℓ 1 : Z → A 0 , ℓ 2 : Z → A 0 be smooth maps so that
G G for all γ ∈ A 1 . Hence, for all z ∈ Z, f (ϕ(z)) = α(ℓ 2 (z)) g(ϕ(z)) (α(ℓ 1 (z)))
That is, Z Proof. Consider the fiber product
Since s : H 1 → H 0 is a surjective submersion, π 0 :G 0 → G 0 , π 0 (x, γ) = x, is a surjective submersion as well. DefineG 1 by the pullbackG It is a natural transformation fromf to f • π. Indeed, for any ǫ = (x 1 , γ 1 , x 2 , γ 2 , δ) ∈G 1 , s(ǫ) = (x 1 , γ 1 ) and t(ǫ) = (x 2 , γ 2 ). Hence α(t(ǫ))f (ǫ) (α(s(ǫ))) −1 = γ 
