This study presents an image analysis method used in the vision guided control system for Micro Air Vehicles (MAVs
Introduction
Flights of Micro Aerial Vehicles (MAV) inside buildings, under conditions of the limited availability of the GPS signal is possible owing to independent operation of two systems -the system for stabilization of the MAV trim (with zero pitch and roll angles as the target) as well as the location and mapping system [4] . The first system is automated by application of lightweight gauges, such as gyroscopes and accelerometers. The system requires only minimum information about the ambient environment or needs no such information at all. On the other hand, the second system is dependent on huge amounts of information that must be acquired and stored. Very strict requirements to the MAV weight exclude application of such instruments as laser radars (ladars) or parabolic cameras. However, the technology of video systems has already been so advanced that it is possible to purchase cameras with their weight of several grams and quite rea- sonable quality of images and the video stream that provides more information about the ambient environments that sensors and gauges of other types [3] .
Unfortunately, such information brings a very high level of abstraction and redundancy that entails extremely high hindrances in its construal and use to obtain unambiguous data about the aircraft position.
This study is intended to present attempts and related methods for such construal.
Let us adopt the following assumptions: -a hypothetical model of a MAV aircraft is considered, the model is placed in the environment where no GPS signal is available, inside a building. It is expected that the MAV trajectory shall be automatically controlled on the basis of contour and features recognized by means of cameras, -the MAV aircraft operates an independent system for stabilization of its position which makes sure that zero angles of pitch and roll shall be maintained as well as the constant, predefined elevation. There is a video camera mounted on the vehicle nose, the camera is positioned at a constant angle of β (20-30º) to the vehicle central line in the horizontal plane, which is well-known method of camera positioning, corresponding to the human ability of visual perception/ For analysis of images the OpenCV [2] (Open Source Computer Vision) library was used (http://opencv.willowgarage.com) that is a free of charge, open library, available for both commercial and educational applications with no requirement to provide common availability of projects developed on the basis of the library implementation.
Model of a video camera
Construal of information acquired by means of a video camera shall begin from presentation of its mathematical model. The simplest model of camera is a pinhole camera, commonly referred to as Camera Obscura. The device is designed as a box with black inner walls. One of the box walls is provided with a very small opening (with the diameter from 0.3 to 1 mm, depending on the camera size) that performs the role of the lens whilst a lustreless ground glass is placed on the opposite wall. Light rays penetrate through the pinhole and project a mirrored and diminished image on the ground glass. It is camera model that shall serve later on in this chapter to explain basic geometrical properties of the proposed system. Unfortunately, this model is not the best solution for the newly developed system since it collects insufficient amount of light for short exposition of snapshots. It is why both human eyes and cameras use magnifying lens for acquisition of more light that is available at a single spot. The disadvantage of lens is the fact that acquisition of more light by means of the camera lens not only makes us to depart from the simple geometry of a camera obscura, but also introduces distortions that are split into radial, tangential and linear ones. Radial distortions lead to a bias of image coordinates towards the radial direction and the most significantly affect accuracy of measurements. Tangential distortions that are perpendicular to the radial ones result from the fact that curvature centres of all lens within the objective are not always accurately aligned.
Since the analysis of the foregoing distortions extends the scope of this study, their occurrence shall be omitted and further calculation shall focus on the ideal model.
Images recorded by a camera represent perspective projections, i.e. reproduction of 3D space onto the plane of a screen. To analyze such projections, textbooks usually use a perpendicular coordinate system x c , y c, z c ( Fig. 1) with the z c axis that is regarded as the optical axis of the system. This time, to make the consideration simpler and to avoid further misunderstanding, let us consider that projection in the coordinate system x, y, z associated with the aircraft. Therefore the assumption is made that that the coordinate system origin associated with the camera coincides with the centre of the camera lens and the OX of that system is regarded as the optical axis of the entire system. The projection plane is perpendicular of that axis, i.e. it stretches in parallel to the YX plane of the camera system and is disposed within the distance of f from that plane. The assumptions include an image frame, i.e. a rectangle that is plotted within the projection plane. The projection direction and the image frame define so called view frustum that represents the region of space (set of points) that is projected onto the viewing plane within the borders of the image frame.
The point with the [x, y, z] T coordinates upon the perspective projection is transformed into its image with the following coordinates:
Let us assume the following: -the coordinate origin for the adopted system of measurements coincides with the optical centre of the camera image denoted as u 0 ,v 0 and w 0 ; -the parameters α u = -fk u and α v = -fk v , are introduced, where the k u and k v coefficients stand for the vertical and horizontal resolution of the camera matrix (expressed in pixels/mm); -both the pitch and roll angles of the aircraft (helicopter) are equal zero, which is made sure by the automatic system for stabilization of the aircraft position, whilst the camera looks at the projection plane at the angle of β (it means the image rotation by the angle of β around the OY axis).
After necessary transformations the following formulas are achieved: The above equations serve as the proof that under the assumption of 3D stabilization of the aircraft position with zero pitch and roll angles as well as measurements of its flight elevation above the floor plane it is possible to determine coordinates of specific points located on the floor plane, which serves as the background for vehicle control.
However, the question arises how to get rid of the floor plane and other architectural lines of the confined space from the images.
Let us consider the following picture and the basis for further considerations. 
Recognition of contours and features points

Detection of edges
The analysis of images begins with getting rid of undesired, redundant details, which is usually achieved by means of so called edge detectors.
Edge detection is the technique of image decomposition that consists in searching for edge pixels by checking their vicinity. The reference literature [6] discloses a series of detection methods, e.g. the method of gradients, the method of pattern matching or the method of vicinity analysis. The first method is rated among the most popular ones and consists in determination of the first and second derivatives for the function that defines variations in pixel brightness on the image under examination.
For discrete (digital) images the first derivative is determined by calculation of the discrete gradient magnitude (operator) whilst the second derivative is computed as the direction of the gradient magnitude variation.
Edge filters based on calculation of the first derivative enable achievement of best results for images where the brightness of pixels that make up the image components is substantially different than the brightness of the background. For images, where the border between the brightness of important picture components and the background pixels is rather dimmed the methods based on the second derivative offer much better results.
The most common algorithms for edge detection include the Roberts, Sobel, Laplace and Canny filters.
Since the Canny filter is still the state-of-the-art solution it is the most frequently used for detection of edges.
The Canny method aims at finding the best performing algorithm for edge detection. The term 'best performing' means herein:
-high efficiency of detection -the algorithm should detect as many edges as possible, -accurate location of edges -the detected edge should be as close as possible to a real edge on the picture, -minimum response -any specific edge should be found only once and, as much as possible, interferences (noise) in the image reproduction should not lead to detection of false edges.
The operation of edge detection is performed in four steps:
Noise suppression
The Canny edge detector uses a filter that is based on the first-order derivative of Gaussians since it is sensitive to the presence of noise in a raw, nonprocessed image signal. Therefore it is necessary to carry out convolution of the image file and the Gaussian filter. As a consequence a slightly unclear (smoothed) image is obtained that is affected by no single interferences in any substantial manner.
Seeking for the gradient intensity for images
Edges on acquired images may be oriented towards various directions. Therefore the Canny algorithm uses four filters to detect horizontal, vertical and diagonal edges (thresholds) on the smoothed images. The operators of edge detection (e.g. Roberts cross, Prewitt, Sobel) provide the values of first derivatives for the horizontal (Gy) and vertical (Gx) directions. The edge slope (gradient, variation rate) and its direction can be calculated from the following formulas:
Elimination of non-maximum pixels The third stage consists in 'thinning' of edges in the way that guarantees continuity of edges. Consequently, a thin line made up of single pixels is obtained.
Thresholding with hysteresis
The last stage consists in thresholding of the 'image' for the second derivative is aimed at removing faint edges with the slope (gradient) below the defined threshold. Thresholding with hysteresis results in the process when subsequent pixels are attached to the already detected edges regardless the decrease of the slope (gradient) until the lower threshold of detection is reached. Such procedure prevents from discontinuity of edges in areas with lower contrast.
The OpenCV software executes this function by means of the cvCanny function. The outcome of that function for the above source image is shown below: 
Detection of lines
One of basic components that must be traced in building interiors are architectonical lines of floors. The most popular method that is applied to detection of lines is the Hough transform initially proposed by Paul Hough in 1962. The major objective of the inventor was to develop an efficient method for tracing paths (approximately straight lines) of charges particles in a bubble chamber.
Let us start presentation of key ideas that underlie the Hough method from considerations of the problem how to find out a set of co-linear points in an image. The set of such points can be defined by the following relationship: 
The result of identification is assumed as those straight lines with the (a, b) parameters that collect the higher number of votes from all active pixels.
Initially, Hough proposed the parameterization algorithm with use of the slope parameter m and the intercept parameter b. However, due to infinity of such parameter the initial approach proved impractical. Therefore in a short time the pa-rameterization of straight lines was used by means of the ρ parameter that represents the distance between the line and the coordinate system origin and the θ angle of the normal vector from the origin to the closest point on the line.
The foregoing parameterization is illustrated on the following diagram: In order to calculate the Hough transform by means of a computer it is first necessary to define an appropriate representation of the space for the (ρ, θ) parameters. In case of standard implementations each dimension of the parameter space subjects to quantization and is narrowed to a specific interval. Such a procedure leads to setting up a specific array, where each element (cell) is identified by the values of the (ρ, θ) parameters. The cell content is incremented by 1 when an analytic curve defined by the cell coordinates (ρ, θ) incorporates the point (x, y), which is construed as voting for he specific line. That process is referred to as accumulation whilst the array that is used for the algorithm is called an accumulator and denoted as A.
The result for identification of lines within images is assumed as such (a, b) straight lines that collect the highest number of votes from all active pixels within the image. It is also important to appropriately set up the quantization level in the domain of parameters since the settings directly affect the location accuracy of searched components within the image in question.
The image of the accumulator for the initial image with two intersecting lines (on the left-hand side) is shown below: As one can see, the applied procedure detected all lines that met the requirements specified by the function arguments. Fortunately, architectural lines of floors always fall into a specific range of angles (provided that the system for stabilization of the aircraft position is soundly operable). Hence it is easy to restrict the obtained data to the ones that are really necessary.
Besides, it is also a good idea to average data for the appropriate lines to achieve better accuracy of their estimation. The following picture presents the results of the foregoing methodical approaches. 
Detection of features points
Detection of architectural edges and lines for floors offer the possibility to navigate within the aircraft environment since the basic data for determination of navigation signals are already available, but tangible reference points for navigation are still missing. To detect them, various methods for determination of features are applied.
Each feature point should be unique or nearly unique and its properties should offer the feasibility of parameterization in such a way to make the point significantly distinguishable from other points of the image. Being familiar with information disclosed in the preceding sections it seems obvious and sufficient that features should be searched by use of a strong derivative. But analysis of derivatives for the detected edges shows that is can be equally strong for each pixel the edge is made up of. But if one finds points where the derivative is equally strong towards two directions (the two-dimensional gradient of brightness) the foregoing criteria are fulfilled. It means that rapid changes in the image brightness occur within the vicinity of these points towards two different directions (ridge points).
The points that are pretty suitable for tracking are corners, which is perfectly illustrated in the picture below [2] : The method that is the most frequently applied when searching for features was developed by Harris [5, 6] . The method is based on a matrix of second derivatives (∂ 2 x, ∂ 2 y, ∂x, ∂y) for brightness intensities of pixels. Such a matrix can be considered as a certain new image that in the reference literature is referred to as the Hessian image. That image is defined in the following way: 
For Harris points an autocorrelation matrix of second derivatives is defined for the image on a small window around each point of the picture. The mentioned matrix looks in the following way:
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where w i,j are weight coefficients and may be all equal or adopt different values, e.g. from the Gaussian distribution. According to the Harris method, features are located at those places of the image where the autocorrelation matrix of second derivatives assumes two large own values. The interpretation of the phenomenon consists in searching for a texture (e.g. edges) that diverges towards at least at two different directions and originates at the specific point under consideration. The foregoing definition has also an additional advantage: when only own values of the matrix are taken into account one has to deal with amounts that remain invariant also after transformations, such as rotations or translations. It is the information that may be less important for the process of searching for features, but is much more relevant for identification of them since two own values calculated for a certain feature point shall be identical for various snapshots (in different photographs), which serves as the basis for mapping the surrounding area and tracking of objects.
The primary definition of the Harris matrix consisted in calculation of the determinant H(p), deduction of the matrix trace H(P) (with a certain weight coefficient) and then comparison of the rest against a specific threshold. Later on the team Shi i Tomasi [7] proposed a modification of the method since they spotted that the algorithm provides the best results when the less of the two own values is higher than the minimum threshold. With use of the OpenCV software, the features can be found with the cvGoodFeaturesToTrack() function. The outcome of application of that function for the input image as obtained from the preceding step is shown in the picture below together with red circles that enclose the features: However, it is reasonable to overlap positions of detected features with the initial image as it is done in the following picture. One can easily see that the determined features can be found at locations of corners where brightness intensity of pixels is rapidly changed in both directions, which confirms the preceding analyses. According to the theory outlined in the first chapter, only the points where the difference between elevation of its position with reference to the position of the camera (the increment of the Z coordinate) is known, are relevant for location and mapping with the use of only a single camera. Since the most frequently only the MAV vehicle (camera) position is known as it is determined by means of an independent altimeter, only position of points located on the floor can be found out correctly. Usually the algorithm just uses two points that belong to architectural lines of the floor, already drawn up according to the previous subsection.
Below the image is shown that is limited to the aforementioned criteria: where the equations require information about basic parameters of the camera and the angle of its installation on the MAV aircraft under tests.
Vision-guided control for MAV aircrafts
The overall algorithm for control of equipment with the use of images from camera consists in sequential execution of operations based on the procedures described in foregoing chapters, where the cycle is repeated in a closed loop. The workflow of the algorithm can be depicted in the following way: 
Acquisition of images from the camera and detection of edges:
Here images are sourced from the camera with subsequent pre-processing of them. The pre-processing consists in conversion of a colour image into the monochrome one and detection of edges by means of the Canny transform. The image, obtained from this step is then used for further processing during subsequent operations. The importance of this step consists in the fact that appropriate selection of parameters for the Canny transform is crucial for the entire process of the aircraft control. Therefore it would be reasonable to apply the procedure for automatic selection of these parameters according to the ambient conditions.
Detection of architectural lines of the floor:
This step of the algorithm involves transformation of the image sourced from the previous phase with the aim to check whether the image comprises architec- It is also the moment when the decision is taken when both lines that are sought for are present in the image. If the provision is fulfilled that algorithms keep running, otherwise the algorithm moves to the searching procedure that consists in the cycle of the aircraft rotation with repeating this step until a successful results is achieved.
Detection of features:
It is the algorithmic procedure intended to detect features in the acquired image on the basis of data that are sourced from the Canny transform outcome. The operation is reduced to execution of the transform algorithm that was proposed by the Shi and Tomasi team (the cvGoodFeaturesToTrack function). However one has to keep in mind that the method is applied only when the both architectural lines are successfully detected.
Generation of control signals:
It is the last step of the algorithm when actual coordinates are calculated for already detected features that belong to architectural lines of the floor. This step also involves compiling all available information and generation of control signals. All acquired information is used for mapping of the area. More sophisticated algorithms are also capable of flight parameter estimation for the aircraft, e.g. by means of algorithm for Kalman (LQE) filtration.
Conclusions
This study presents key algorithms and methods that are used for development of video systems suitable for control of mobile objects and benefiting from the OpenCV [6] library. Theoretical aspects for the genesis of algorithms are explained along with methodology of their derivation. Typical images are used to show how to use the algorithms and which results should be expected. A model of a camera is presented and related equations for its optical properties. The paper refrains from going deeply into details related to conversion of the results obtained from processing of acquired images into specific control signals since, due to obvious reasons, the attention is focused on a single item of the controlled object.
The fourth chapter outlines the idea of a complete algorithm with explanation of its operation principle, workflow of information as well as nodes and methods of where and how decisions about the control actions are worked out. Obviously, it is merely an exemplary algorithm but its major concepts shall generally remain unaltered.
The study demonstrates theoretical applicability of video systems to control of mobile objects and the further steps shall head to the attempts to apply the disclosed theoretical background to real flying aircrafts.
