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ABSTRACT
Anderson, Paul . M.S., Department of Computer Science & Engineering, Wright State University,
2006 . A computational framework for analyzing chemical modification and limited proteolysis
experimental data used for high confidence protein structure prediction.
Prediction of protein tertiary structure based on amino acid sequence is one of the most
challenging open questions in computational molecular biology. Experimental methods for
protein structure determination remain relatively time consuming and expensive, and are
not applicable to all proteins. While a diverse array of algorithms have been developed
for prediction of protein structure from amino acid sequence information, the accuracy and
reliability of these methods are not yet comparable to experimental structure determination
techniques. Computational models of protein structure can, however, be improved by the
incorporation of experimental information. Relatively rapid and inexpensive protein mod-
ification experiments can be used to probe the physical and chemical features of specific
amino acid residues. The information gained from these experiments can be incorporated
into computational structure prediction techniques to increase the confidence and accuracy
of these methods. Analysis of protein modification experiments, however, presents another
array of computational challenges. An important step in this analysis is the determina-
tion of reaction rate constants from experimental data. This thesis examines the problem
of reaction rate constant determination for protein modification and digestion experiments
using mass spectrometry for fragment quantification. A computational framework is de-
veloped for curve-fitting limited proteolysis and chemical modification experimental data
and for calculating confidence intervals for the resulting reaction rate constant estimates.
A stochastic simulation is employed to formulate and test a mathematical model for pro-
teolysis. Several methods for nonlinear curve-fitting, including the Gauss-Newton and
Nelder-Mead simplex methods are explored for associating experimental results to their
iv
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model. In addition, the use of Monte Carlo simulation and model comparison methods for
confidence interval estimation with protein modification data are investigated. The results
of these analyses are applied to multiple experiments on cytochrome c, and the findings
are compared with the crystallographically-determined structure of this protein. This case
study demonstrates the capability of the methods developed here as a framework for the
automated analysis of experimental data for protein structure determination.
v
Contents
Contents vi
List of Figures viii
List of Tables xi
1 Introduction 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Structure of this document . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Background and literature survey 6
2.1 Proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Protein structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Protein structure prediction methods . . . . . . . . . . . . . . . . . 13
2.2 Experimental challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Mass spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Biological experiments . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.3 Fitting biological data via nonlinear curve-fitting . . . . . . . . . . 26
3 Stochastic simulation 31
3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 Rate equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 One cut verification . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Two cut verification . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Three cut verification . . . . . . . . . . . . . . . . . . . . . . . . . 38
4 Curve-fitting 40
4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.1 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.1.2 Determing best-fit parameters . . . . . . . . . . . . . . . . . . . . 50
vi
CONTENTS October 18, 2006
4.1.3 Calculating the coefficient of determination: R2 . . . . . . . . . . . 59
4.1.4 Generating random data . . . . . . . . . . . . . . . . . . . . . . . 59
4.1.5 Scaling techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.6 Calculating confidence intervals . . . . . . . . . . . . . . . . . . . 62
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.1 Algorithm comparison . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.2 Scaling techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.3 Slow reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.4 Confidence interval method comparison . . . . . . . . . . . . . . . 92
4.2.5 Analyzing the confidence intervals for the internal fragment model . 94
5 Case study 100
5.1 Limited proteolysis analysis . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.1.1 Experimental protocol . . . . . . . . . . . . . . . . . . . . . . . . 100
5.1.2 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.1.3 Curve-fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6 Discussion 113
6.1 Curve-fitting algorithm comparison . . . . . . . . . . . . . . . . . . . . . 113
6.2 Scaling techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.3 Confidence interval method comparison . . . . . . . . . . . . . . . . . . . 114
6.4 Stochastic simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.5 Cytochrome c structure validation . . . . . . . . . . . . . . . . . . . . . . 117
6.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.7 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Bibliography 122
vii
List of Figures
1.1 Overall hight confidence protein structure prediction process . . . . . . . . 5
2.1 Sample protein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Generic amino acid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Polypeptide chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Twenty amino acids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Four levels of protein structure organization . . . . . . . . . . . . . . . . . 11
2.6 Outline of limited proteolysis experiment . . . . . . . . . . . . . . . . . . 25
2.7 Outline of chemical modification experiment . . . . . . . . . . . . . . . . 26
2.8 Example sum-of-squares graph . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1 Possible fragments from a protein with one cut-site . . . . . . . . . . . . . 36
3.2 Time course of the leftmost fragment from the one-cut simulation . . . . . 37
3.3 Possible fragments from a protein with two cut-sites . . . . . . . . . . . . . 37
3.4 Time course of the middle fragment from the two-cut simulation . . . . . . 38
3.5 Possible fragments from a protein with three cut-sites . . . . . . . . . . . . 39
3.6 Time course of the internal fragment ([P101]) from the three-cut simulation . 39
4.1 Abstract representation of a protein with one cut-site . . . . . . . . . . . . 43
4.2 Abstract representation of a protein with two cut-sites . . . . . . . . . . . . 43
4.3 Abstract representation of a protein with one modification site . . . . . . . 49
4.4 Example reflection point calculation for 2 dimensions (3 vertices) . . . . . 58
4.5 Sample error distribution with a standard deviation of 0.05 and a mean of 0 60
4.6 Sample distribution of k values for a modified model obtained via the
Monte Carlo simulation method . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 Scatter plot showing the relationship between M and k for the modified
model: Each point represents the best-fit values from a simulation run . . . 65
4.8 Sample SSgradual graph: Two points on the confidence boundary can be
calculated by finding the values of M when SSgradual is equal to SSall−fixed 67
4.9 Sample confidence contour for modified model . . . . . . . . . . . . . . . 69
4.10 Sample partial confidence region . . . . . . . . . . . . . . . . . . . . . . . 70
4.11 Sample confidence region . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.12 Sample confidence region . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
viii
LIST OF FIGURES October 18, 2006
4.13 Sample confidence region . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.14 Four sample time courses of an exponentially increasing model . . . . . . . 79
4.15 Four sample time courses of an exponentially decreasing model . . . . . . 80
4.16 Four sample time courses of an internal fragment model . . . . . . . . . . . 81
4.17 Four sample time courses scaled by their maximum value with 4% error . . 82
4.18 Four sample time courses scaled by the global maximum value with 4% error 83
4.19 Four sample time courses scaled by the average maximum value of the time
courses with 4% error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.20 Four sample time courses scaled by the average of their last values with 4%
error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.21 Four time courses scaled by the average of their last values with 8% error . 86
4.22 Four sample unfinished time courses with k = 0.01min−1 and M = 81.6 . 87
4.23 Sum-of-squares graph for Figure 4.22 . . . . . . . . . . . . . . . . . . . . 88
4.24 Four sample unfinished time courses with k1 = 0.01min−1 and k2 =
0.05min−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.25 Four sample unfinished time courses with k1 = 0.01min−1, k2 = 0.05min−1,
and M = 80 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.26 Sample time course illustrating the point at which the time course reaches
half of its final value (M = 100) . . . . . . . . . . . . . . . . . . . . . . . 91
4.27 Sample distribution of the k values that are used to test the heuristic . . . . 92
4.28 Sample distribution of the false negative k values for a 16% noise level . . . 93
4.29 Sample Monte Carlo parameter scatter plot that shows the relationship be-
tween the parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.30 Sample Monte Carlo parameter distribution: Created using a sliding window 96
4.31 Sample model comparison confidence region . . . . . . . . . . . . . . . . 97
4.32 Sample nonoverlapping distributions of k1 and k2 values . . . . . . . . . . 98
4.33 Sample overlapping distributions of k1 and k2 values . . . . . . . . . . . . 99
5.1 Segment of experiment a spectrum at 10 minutes . . . . . . . . . . . . . . 102
5.2 Segment of experiment a spectrum at 20 minutes . . . . . . . . . . . . . . 102
5.3 Segment of experiment a spectrum at 45 minutes . . . . . . . . . . . . . . 104
5.4 Primary structure of cytochrome c . . . . . . . . . . . . . . . . . . . . . . 104
5.5 Time course associated with the 1168.62 molecular weight fragment . . . . 105
5.6 Time course associated with the 1633.8189 molecular weight fragment . . . 105
5.7 Best-fit curve of the time course associated with fragment C14-K22 . . . . 106
5.8 Relationship between k1 and k2 for the confidence interval associated with
fragment C14-K22 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.9 Distribution of k1 and k2 for the confidence interval associated with frag-
ment C14-K22 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.10 Best-fit curve of the time course associated with fragment T28-R38 . . . . 108
5.11 Relationship between k1 and k2 for the confidence interval associated with
fragment T28-R38 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.12 Distribution of k1 and k2 for the confidence interval associated with frag-
ment T28-R38 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.13 Time course associated with the 1351.25 molecular weight fragment . . . . 109
ix
LIST OF FIGURES October 18, 2006
5.14 Location of residues K13 and K22 on cytochrome c . . . . . . . . . . . . . 110
5.15 Location of residues K27 and R38 on cytochrome c . . . . . . . . . . . . . 111
5.16 Location of residues K88, R91, and K99 on cytochrome c . . . . . . . . . . 112
6.1 Prescaling drawback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2 Concentration graph of [P11] . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Concentration graph of [P01] . . . . . . . . . . . . . . . . . . . . . . . . . 117
x
List of Tables
4.1 Scaling techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, M = 25, Model: M(1− e−k∗t)) . . . . . . . . . . . . . . . . . . . 72
4.3 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.4s−1, M = 25, Model: M(1− e−k∗t)) . . . . . . . . . . . . . . . . . . . 72
4.4 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, M = 50, Model: M(1− e−k∗t)) . . . . . . . . . . . . . . . . . . . 73
4.5 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.4s−1, M = 50, Model: M(1− e−k∗t)) . . . . . . . . . . . . . . . . . . . 73
4.6 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, M = 25, Model: Me−k∗t) . . . . . . . . . . . . . . . . . . . . . . 75
4.7 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.4s−1, M = 25, Model: Me−k∗t) . . . . . . . . . . . . . . . . . . . . . . 75
4.8 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, M = 50, Model: Me−k∗t) . . . . . . . . . . . . . . . . . . . . . . 76
4.9 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.4s−1, M = 50, Model: Me−k∗t) . . . . . . . . . . . . . . . . . . . . . . 76
4.10 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, k2 = 0.2s−1, Model: (1− e−k1∗t)(1− e−k2∗t)) . . . . . . . . . . . 78
4.11 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, k2 = 0.4s−1, Model: (1− e−k1∗t)(1− e−k2∗t)) . . . . . . . . . . . 78
xi
LIST OF TABLES October 18, 2006
4.12 Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k =
0.2s−1, k2 = 0.8s−1, Model: (1− e−k1∗t)(1− e−k2∗t)) . . . . . . . . . . . 82
4.13 Heuristic accuracy results for different levels of noise . . . . . . . . . . . . 93
4.14 Percent increase of model comparison confidence intervals over Monte
Carlo confidence intervals . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1 Possible fragments of cytochrome c liberated by trypsin . . . . . . . . . . . 103
xii
Acknowledgement
For their cosiderable contributions, many people deserve my thanks and acknowledgement.
Many of whom without their support, I would not have been able to fulfill my aspirations
as a graduate student. I would like to thank my committee members, Dr. Raymer, Dr.
Doom, and Dr. Alter, for their technical support and encouragement. They are in no
small measure responsible for my decision to pursue a career in academia. I am equally
grateful for the opportunity to learn from them and to work with such talented researchers.
A special thanks is due to Lauren Mitchell in the Biomedical Sciences Program, whose
collaborations immensely enriched this thesis. Finally, I would like to thank my colleages
in the Bioinformatics Research Group, whose daily interactions are always a major factor
in my success.
I would like to extend my gratitude to Dr. Klingbeil, Dr. Rattan, and the Dayton Area
Graduate Studies Institute (DAGSI) for their financial assistance. Their support has been
invaluable and has allowed me to realize my academic aspirations.
A list of people to thank would not be complete without acknowledging my friends and
family. First, I would like to thank Elizabeth Stevens who has been with me through every
step of this journey. I would also like to thank my close friends Doug Raiford, Michael
Peterson, Greg Kramer, and Jason Gilder for the advice they passed on about their own
xiii
LIST OF TABLES October 18, 2006
graduate experiences. Finally, I would like to thank my family for their constant support.
xiv
In memory of Robert Allen Anderson.
Grandfather, friend, and mentor.
For his unequivocal support and love.
xv
Introduction
1.1 Overview
Protein tertiary structure prediction from amino acid sequence alone is one of the most
challenging open questions in computational molecular biology. The two most common
experimental methods for determining protein structure, X-ray crystallography and nuclear
magnetic resonance (NMR), are relatively expensive and time consuming (Tinoco et al.,
2002, pp. 666-711) (Holde, 1971, pp. 176-178). Further, some proteins (such as largely
hydrophobic membrane integral proteins) are resistant to crystallization. However, deter-
mining the amino acid sequence (primary structure) of a protein via molecular genetic
or mass spectrometry methods is relatively straightforward and rapid. Thus, computational
approaches for determining protein structure from sequence information alone are attractive
alternatives to X-ray crystallography and NMR. While many such algorithms exist, none
can yet achieve the same accuracy and reliability as experimental structure determination
techniques. The objective of this research is explore techniques for the analysis of pro-
tein modification experimental data. This data can then be combined with computational
modeling to provide high confidence structure prediction. This is accomplished by using
1
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limited proteolysis and chemical modification experimental data to drive the modeling pro-
cess towards physically realizable structures (experiment described in Section 2.2.2). The
proposed technique for protein structure prediction given a protein of known sequence but
unknown structure is described below.
• Structure prediction and reactivity profile determination
– Determine possible models (model set) of the protein using computational struc-
ture prediction techniques such as docking, combinatorial modeling, threading,
homology modeling, and molecular dynamics.
– For each model in the model set, predict a reactivity profile.
• Experimentally determine the reactivity profile.
– Purify the protein.
– Perform chemical modification and/or limited proteolysis experiments.
– Measure fragment intensity using mass spectroscopy at predefined time points.
– Analyze the mass spectrometry data to produce time courses.
– Using nonlinear curve-fitting, determine reaction rate constants for available
amino acids.
• Compare predicted and observed reactivity profiles to rank the models in the model
set. The model with the highest score is the predicted model.
This procedure is represented graphically in Figure 1.1.
2
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1.2 Contribution
This thesis explores issues related to determining reaction rate constants from experimen-
tally measured time courses. A stochastic simulation of the limited proteolysis experiments
is implemented to verify the mathematical model behind the limited proteolysis experi-
ments. A computational framework is developed for curve-fitting limited proteolysis and
chemical modification experimental data to this model and for studying related compu-
tational issues. This is a foundational piece of the proposed protein structure prediction
algorithm, and therefore multiple methods for curve-fitting and confidence interval deter-
mination are investigated. These methods are tested to select the most accurate and reliable
techniques, while minimizing erroneous curve-fitting results. The resulting techniques are
applied to multiple limited proteolysis experiments with a protein of known structure: cy-
tochrome c. This case study demonstrates the curve-fitting techniques and shows how they
can be used to analyze some structural features of a protein.
1.3 Structure of this document
The contributions of this thesis can be broken up into three main areas: the stochastic
simulation, nonlinear curve-fitting, and the cytochrome c case study. Immediately follow-
ing this chapter is a background and literature survey chapter (Chapter 2) that provides
the necessary information for reading and appreciating this research. Chapter 3 presents
the methods and results of the limited proteolysis stochastic simulation. The next chapter,
Chapter 4, describes the curve-fitting results and methods. Then, Chapter 5 applies the
3
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curve-fitting techniques to limited proteolysis experimental data. This document concludes
with a discussion (Chapter 6) of the contents of this thesis and areas of future work.
4
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Figure 1.1: Overall high confidence protein structure prediction process: Experimental and
predicted reaction rate constants are compared to drive the modeling process.
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Background and literature survey
2.1 Proteins
Proteins are the molecular hardware that performs most of the metabolic work in both eu-
karyotic and prokaryotic cells. Some example functions of proteins include transporting
molecules throughout the organism, providing structural support, and catalyzing reactions.
The diverse functionality of proteins makes understanding their mechanism a very impor-
tant research goal. It has been shown that the key to understanding the function of a protein
is through its three-dimensional structure (Campbell et al., 1999, pp. 70-71). Therefore, the
area of protein structure has been extensively studied. The structure of a protein is defined
as the three-dimensional conformation of its atoms (example shown in Figure 2.1).
Proteins are composed of one or more polypeptide chains, which in turn are polymers
of amino acids. The formation of a polypeptide chain from four amino acids is shown in
Figure 2.3. Each amino acid is an organic molecule with both a carboxyl and amino group
(shown in Figure 2.2), and a polypeptide chain is formed by joining amino acids through
peptide bonds between the carboxyl and amino groups. There are twenty different types
of amino acids that make up organic proteins, each with its own chemical and physical
6
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features (Figure 2.4). Anfinsen and coworkers have shown that the interaction of the amino
acid sequence of polypeptides and proteins with water determines the structure of the pro-
tein (Anfinsen et al., 1961; Anfinsen, 1973). This idea is commonly referred to as the
sequence→structure→function paradigm and is the basis for protein structure prediction
tools.
Figure 2.1: Sample protein: Stick rendering of cytochrome c (PDB code: 1HRC) (Bern-
stein et al., 1977; Bushnell and Louie, 1990; DeLano, 2002)
7
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Figure 2.2: Generic amino acid: Shows the carboxyl and amino groups
2.1.1 Protein structure
Since the three-dimensional structure of a protein determines its function, protein struc-
ture is one of the most widely studied areas of biochemistry with applications in the fields
of rational drug design, molecular pathology, and metabolic pathways. The structure of
a protein is broken into four levels of organization (Garrett and Grisham, 2005, pp. 109-
110): primary structure, secondary structure, tertiary structure, and quaternary structure
(shown in Figure 2.5). The primary structure of a protein is defined as its amino acid se-
quence. Secondary structure elements are regularly repeating structures, such as an alpha
helix or beta sheet, that are formed through hydrogen bonding between neighboring amino
acids. Tertiary structure is defined as the folding of a polypeptide chain towards a more
compact three-dimensional shape. The main driving forces behind this level of folding are
hydrophobic interactions with water (Garrett and Grisham, 2005, pp. 109-110). By folding
into a more compact structure, the protein minimizes the interaction of its hydrophobic por-
tions to water (which is more entropically favorable), while maximizing its hydrophilic in-
8
2.1. PROTEINS October 18, 2006
Figure 2.3: Polypeptide chain: Four amino acids forming peptide bonds to create a
polypeptide chain
Adapted from (Access Excellence, 2005). Image residues at URL:
http://www.accessexcellence.org/RC/VL/GG/prot Struct.html
teraction with water. Finally, quaternary structure forms as a result of interactions between
individual polypeptide chains known as subunits. The formation of quaternary structure is
driven by a variety of noncovalent forces, such as hydrogen bonds and ionic, van der Waals,
and hydrophobic interactions.
9
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Figure 2.4: Twenty amino acids: The amino acids are broken up into three categories:
electrically charged, polar, and nonpolar
Modified with permission from Krane and Raymer (2002).
Nuclear magnetic resonance
Currently, nuclear magnetic resonance (NMR) experiments can determine the structure of
proteins with 100 to 200 amino acids (Holde, 1971, pp. 176-178). NMR measures changes
10
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Figure 2.5: Four levels of protein structure organization: primary, secondary, tertiary, and
quaternary structure
Adapted from (Access Excellence, 2005). Image resides at URL:
http://www.accessexcellence.org/RC/VL/GG/protein.html
in the nuclear spin state of atoms such as hydrogen. When an external magnetic field is
applied, nuclear spin states have different energies. This difference in energy states is the
11
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basis for NMR. Modern NMR techniques act by exciting or perturbing nuclei and then
monitoring the return of the nuclei to equilibrium. Further, the magnetic field experienced
by a nucleus depends on its local environment. The result is that different nuclei will have
different resonance frequencies depending on their environment, which provides separation
of signals from individual atoms in an NMR spectrum. NMR spectroscopy is becoming
more and more useful as the instrument field strength is increasing, which allows larger
proteins to be studied.
X-ray crystallography
X-ray crystallography is an experimental technique that is the most common method for
resolving a protein’s structure (Tinoco et al., 2002, pp. 666-711). The process of X-ray
crystallography begins with crystallizing the protein, which creates an ordered array of
molecules. Once a crystal is created, it will diffract X rays in a predictable pattern depen-
dent upon the molecules crystallization. This diffraction can only occur when the wave-
length of radiation is approximately same size as the periodicity in the crystal. X rays are
used because their wavelength is in the same range as the bond lengths in molecules. The
diffraction of X rays by protein crystals are measured, and then analyzed in several steps
including reverse Fourier transforms to infer the three-dimensional structure of the pro-
tein. Currently, some proteins, such as largely hydrophobic membrane integral proteins,
are quite difficult to crystallize. This complication, the expensive and time consuming na-
ture of X-ray crystallography, and the possibility that the crystallized protein’s structure
may be perturbed relative to its solution state structure are the primary motivation for com-
12
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putational protein structure prediction methods, which are described in the next section.
2.1.2 Protein structure prediction methods
Computational
Protein structure prediction is one of the most important and widely studied problems in
computational biology. Previously described structure determination techniques, NMR and
X-ray crystallography, have fallen behind protein sequencing techniques, creating a gap
between sequence and structure databases. Further, theoretical molecular biologist are in-
terested in studying the protein folding process, which is advanced by studying the rules
of protein folding. To gage progress in modeling protein three-dimensional structures, the
protein structure prediction community participates once every two years in an objective
competition to analyze the state-of-the-art in the field. This competition is called the Criti-
cal Assessment of Techniques for Protein Structure Prediction (CASP) (Moult et al., 2005,
2003, 2001, 1999, 1997). It is designed to assess the capabilities and limitations of current
methods for predicting protein structure from sequence. An overview of protein structure
prediction techniques is given below, with emphasis on two relevant techniques: MOD-
ELLER and ROSETTA (Sali and Blundell, 1993; Bowers et al., 2000).
There are multiple ways to categorize the field of protein structure prediction. One
common organization is to divide techniques into three areas: comparative modeling, fold
recognition/threading, and de novo methods (or new fold) (Schonbrun et al., 2002). Com-
parative modeling selects one or more protein templates with high sequence homology to
13
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the target. Two sequences are said to be homologous if they have evolved from a common
ancestor. In practice this means that there is high sequence similarity between the proteins.
Further, the target and template sequences are aligned to identify the unaligned portions
of the sequence. The quality of the alignment is the key to comparative modeling, which
becomes a problem for distantly related proteins. The aligned portions are modeled with
the three-dimensional coordinates of the template protein. The structure of the unaligned
portions is determined with other modeling techniques. The complete model is refined to
generate the final structure. However, refinement techniques, such as molecular dynamics,
have been seen to make the structure worse (Schonbrun et al., 2002).
Fold recognition techniques have been employed when the amount of sequence sim-
ilarity is not high enough for comparative modeling, but it is high enough to infer similar
structure in segments of the protein. This technique assigns amino acid sequences to a li-
brary of target 3D structures (or folds). This technique is similar to comparative modeling
but also incorporates structural properties, such as local secondary structure, the solvent
accessibility, polarity, and the amino acid types (Fischer and Eisenberg, 1996).
When no template structures can be found with an adequate level of sequence similar-
ity, de novo prediction methods are employed (Bonneau and Baker, 2001). These methods
can be subdivided into two groups: ab initio and knowledge-based. Methods that employ
ab initio techniques are based on first principles, such as physiochemical interactions (Dill
et al., 1995; Hardin et al., 2002). Knowledge-based techniques use statistical patterns ob-
served in a large number of known structures. However, it should be noted that the term ab
initio is sometimes used to described de novo techniques in general.
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Simons et. al. summarize their protein structure prediction results in the CASP II
competition Simons et al. (1999a). Their ROSETTA algorithm is based upon their previous
work in the area of protein tertiary structure prediction Simons et al. (1997) Simons et al.
(1999b). Using a simulated annealing approach, a large number of potential structures
are created and folded by applying torsion angles of neighboring proteins. To implement
this approach, the authors break a protein into smaller segments of length 9 and find its
nearest neighbors in the protein data bank based on sequence identity. The scoring function
consisted of sequence dependent terms and sequence independent terms, such as specific
pair interactions, and β-strand packing, respectively.
The authors predicted structures for 21 out of the 43 targets available in CASP3. As
anticipated, predictions for larger proteins (> 100 residues) were poor compared to other
groups using threading techniques. However, this is consistent with other ab initio tech-
niques, where they generally have a difficult time with larger proteins. In some cases,
even though a successful prediction was made, the authors manual scoring process failed
to identify the correct structure out of a set of possible structures. They assert that they
should not have used this manual step. For other smaller targets, the authors achieved good
predictions. One of the most useful statistics for these predictions was the use of the “num-
ber of structural neighbors”. For most cases the lowest rmsd structures had a large number
of structural neighbors. Another encouraging result was that for some of the proteins, large
segments were correctly identified even though the entire structure was not predicted cor-
rectly. This leads the authors to believe that their technique could be used in combination
with a threading technique to achieve better results.
15
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This paper produced several advances in the field: first, it showed that low-resolution
structure prediction can be achieved without explicit representation of side-chains; second,
it demonstrated human intervention is not always beneficial; and third, that combining this
method with a threading technique could be useful for modeling cases where there is low
sequence similarity.
MODELLER is a comparative modeling program used by some of the experimental
structure probing techniques (described below) (Sali and Blundell, 1993). The program
finds the most probable structure for a sequence via an alignment with related sequences.
From these sequence alignments, a three-dimensional model is created by optimally sat-
isfying spatial constraints. This ability is a feature exploited by some of the experimental
probing techniques, described below. Optimization starts with sequentially local restraints
and then increases the range of the restraints, until all of the restraints are employed. This
is implemented by a conjugate gradient optimization technique, where the starting confor-
mation is an extended structure (Press et al., 1986).
Experimental structure probing techniques
One of the biggest shortcomings of purely computational protein structure prediction meth-
ods is the inability to assess the confidence of a prediction. The overall research idea pre-
sented in this thesis focuses on using experimental methods to increase the confidence and
resolution of models by probing the structure through chemical modification and limited
proteolysis experiments. Previously, probing the structure of proteins through chemical
modification, cross-linking, and limited proteolysis has been used to identify protein in-
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terfaces, to detect conformational changes, to identify ligand binding sites, and to inform
structure prediction (Maleknia et al., 2001; Petri et al., 1995; Yin and Stossel, 1979; Kise-
lar et al., 2003; Rashidzadeh et al., 2003; Guan et al., 2002; Kruppa et al., 2003; Novak
et al., 2004; Bowers et al., 2000; Alexandrov et al., 1996). All of these experimental tech-
niques are designed to study protein structure and function, and therefore, their findings are
relevant to protein structure prediction.
Hydroxyl radiolysis experiments have been the most widely used experimental tech-
nique for probing protein structure and function. The technique uses hydroxyl radicals,
.OH , to modify specific amino acids according to their chemistry and solvent accessibil-
ity. A free radical is a molecule with unpaired electrons in an open valence shell, making it
highly reactive. The resulting product of a modification is a side chain with an extra oxygen
attached. It has been shown that the rate of oxidation is related to the solvent-accessible
side chain area (Kiselar et al., 2002; Sharp et al., 2004). The approximate reactivity of
amino acid side chains from highest to lowest is cysteine, methionine, phenylalanine, ty-
rosine, tryptophan, proline, and histidine (Maleknia et al., 1999). The hydroxyl radicals
are created by exciting water molecules, which is commonly accomplished by using γ-ray
photons to excite the water molecules (Maleknia et al., 2001). The structure of the protein
is probed by exposing the protein to hydroxyl radicals for a short period of time, during
which some of the solvent accessible amino acid side chains are modified (i.e. an oxygen
is added). The extent to which an amino acid is modified is measured by first breaking
the protein into fragments with a protease, such as trypsin. The amount of each fragment
is monitored with mass spectrometry. Any fragment that has been modified will have a
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different molecule weight than its parent (i.e. with and without the oxygen). Amounts can
then be quantified and used to infer information about the solvent accessibility of amino
acids.
Radiolysis experiments can be performed in a time-resolved manner and the results
can be analyzed to characterize the kinetic properties of the processes. Maleknia et. al.
studied the unfolding process and the structure of apomyoglobin by varying the concentra-
tion of a denaturant and hydroxyl exposure times (Maleknia et al., 2001). Petri et. al. fit
hydroxylation time courses via the Gauss-Newton method, described in Section 4.1 (Petri
et al., 1995). Using a technique called quantitative DNase I “footprint” titration, the authors
studied the thermodynamics of the TATA Binding Protein (TBP) binding to a promoter.
Hydroxyl radicals have also been used to detect conformational changes of proteins.
Kiselar et. al. examined the structural changes when a Ca2+-dependent actin-regulatory
protein, gelsolin is activated with Ca2+ (Yin and Stossel, 1979; Kiselar et al., 2003). Actin
is a globular protein that provides the structural support for the cell (Campbell et al., 1999,
pp. 123). To measure the conformational change in gelsolin the solvent accessibility was
studied as a function of Ca2+.
A similar technique has been used to study large protein complexes where several
of the proteins in the complex have available structures. Rashidzadeh and colleagues
used hydroxyl radicals to study the full-length TATA Binding Protein (TBP) in solution
(Rashidzadeh et al., 2003). This study used hydroxyl radicals to probe the entire TBP (i.e.
both the C-terminal and N-terminal domains). Previously, only the conserved C-terminal
domain was accessible using X-ray crystallography. This facilitated the study of the full-
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length TBP.
Free radical hydroxylation reactions have been used to detail and verify protein-protein
interfaces. Guan et. al. studied the structure of the binary cofilin-G-actin complex for
which there is no structure available (Guan et al., 2002). However, the structure of the indi-
vidual subunits was available. This paper used hydroxyl radicals to study the actin binding
surface of the entire binary cofilin-G-actin complex. Guan et. al. also used hydroxyl radi-
cals to identify conformational perturbations linked to divalent cation and gelsolin segment-
1 binding (Guan et al., 2003). In validation of their technique, the results showed protected
residues located near known protein-protein interfaces. Kruppa and colleagues presented a
variation of this technique, known as the top-down approach (Kruppa et al., 2003; Novak
et al., 2004). This technique used electrospray ionization Fourier transform mass spectrom-
etry (ESI-FTMS) instead of proteolytic digestion followed by mass spectrometry . Instead
of the traditional bottom-up approach, which breaks the protein into fragments (proteolytic
digestion), this top-down approach started with MS of the whole protein. Using this tech-
nique the modifications could be isolated and measured more rapidly than with bottom-up
approaches.
Partial NMR data has been used to guide the structure prediction process towards more
realizable structures. Bowers et. al. used a modified version of ROSETTA to generate
high resolution protein structures for small proteins ( 100 amino acids) (Bowers et al.,
2000). For proteins of less than 125 amino acids, their algorithm achieved root mean
square deviation (RMSD) values from 1-3 Å between the top ranked ROSETTA structure
and the reference structure. The root mean square deviation is the square root of the average
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squared distance between atoms in the two models. Their algorithm was implemented
by modifying ROSETTA’s scoring function to include NOE (nuclear Overhauser effect)
spectrum constraints (Stonehouse et al., 1994). The NOE spectrum revealed close spatial
couplings of atoms. The NOE score was calculated as the sum of the distance violations.
It proved necessary to toggle the NOE score off and on during the early iterations of the
ROSETTA algorithm because it was hindering efficient “fragment insertion”. For more
details on the ROSETTA algorithm, see Section 2.1.2.
D’Ambrosio et. al. used multiple chemical reagents and limited proteolysis to study
the dimeric structure of Porcine Aminoacylase 1 (D’Ambrosio et al., 2003). Homology
modeling was used to generate potential models (Peitsch, 1996). None of the models
were consistent with experimental data, with most of the inconsistencies occurring at the
dimeric interface. Limited proteolysis experiments were conducted using a variety of pro-
teases. The extent that the protein was digested was monitored over a time course using
MALDI-TOF mass spectrometry, described in Section 2.2.1. Chemical modifications of
lysine and tyrosine residues complemented the limited proteolysis results, providing amino
acid specific solvent accessibility information. Similarly, chemical cross-linking results
involving lysines were included to provide structural constraints for the modeling process.
MODELLER was used to generate fifty models that were consistent with experimental con-
straints. The top five were then selected for further energy minimization. This paper shows
the ability of limited proteolysis, chemical modification, and cross-linking experiments to
test molecular models and guide automatic model building.
Recently, Sharp et. al. applied hydroxyl radical constraints to model a protein, Sm11p,
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with no previously solved three-dimensional structure (Sharp et al., 2005). Sm11p is
a small protein that binds to ribonucleotide reductase, an enzyme that catalyzes dNTP
(deoxyribonucleic-triphosphate) synthesis, and inhibits its activity (Gupta et al., 2004).
Sm11p does not have any known homologs, so homology and threading techniques could
not be used to predict its structure (Gupta et al., 2004). Therefore, potential models for
Sm11p were generated by the ROSETTA/HMMSTR server (Simons et al., 1999a; Bystroff
et al., 2000). The five most commonly appearing models were selected for evaluation.
Full three-dimentional models were generated from the output of ROSETTA/HMMSTR
by MODELLER (Sali et al., 1995; Sali and Blundell, 1993). The authors used hydroxyl
radical reactions to obtain solvent accessibility data to guide the modeling process. While
there is very little structural information available for this protein, NMR studies indicate
that the protein has two large α-helices (Zhao et al., 2000). Using this information, the
structural models generated by ROSETTA/HMMSTR were manually modified to match
the NMR and solvent accessibility data.
It has been shown that cross-linking experiments can provide low resolution inter-
atomic distance information (Lutter and Kurland, 1975; Young et al., 2000), and that given
enough distance information, it is possible to determine the gross conformation of a pro-
tein (Cohen and Sternberg, 1980; Havel et al., 1983). The technique uses a cross-linking
reagent that binds to two amino acids and mass spectrometry to identify the peptide frag-
ments. Young et. al. used sequence threading to find the 20 best models for a protein
sequence of interest (Alexandrov et al., 1996). The threading models were scored on their
agreement with 18 lysine-lysine cross-link-derived distance constraints. The scoring func-
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tion is based on agreement with Cα-Cα distance constraints. It is defined as follows:
n∑
i=1
{
0 if di ≤ d0
di − d0 otherwise
(2.1)
where d0 is 24 Å, the maximum Cα-Cα distance between cross-linked lysines, and di is the
computed cross-linking distance for a model. With these distance constraints, the correct
structure of the basic fibroblast growth factor (FGF-2), which has both NMR and crystal-
lographic structures available, was correctly predicted (Eriksson et al., 1991, 1993; Moy
et al., 1996). Further, Peterson et. al. performed cross-linking analysis on the α-crystallin
protein structure (Peterson et al., 2004). While some structural information is available
for α-crystallin, more quaternary structure information is needed to fully understand the
function of this protein. As a result of the cross-linking experiments, the authors found a
previously unknown site of inter-subunit contact for FGF-2.
2.2 Experimental challenges
2.2.1 Mass spectroscopy
A mass spectrometer (MS) separates and measures molecules based on their differing mass-
to-charge (m/z) ratios (Garrett and Grisham, 2005, pp. 125-128). The process by which
a spectrum is generated by a mass spectrometer can be subdivided into three key steps:
First, evaporation and ionization of the molecules. Second, separation of the ions in time
based on their mass-to-charge ratios. Third, measure the quantity of ions for a range of
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mass-to-charge values. The first step requires some innovative techniques because proteins
decompose when they are heated sufficiently to evaporate.
Researchers have developed two common methods for dealing with this complication:
electronspray ionization and matrix-assisted laser desoption. The first method, electrospray
ionization (ESI-MS), begins by spraying a solution of the macromolecules from a glass
capillary while under the influence of a strong magnetic field. Then, when the solvent
evaporates, the molecules have multiple positive charges. Therefore, a typical ESI-MS
spectrum will contain a series of peaks for a single molecule. This is because the mass-to-
charge ratio becomes smaller as the number of charges increases.
The second method, matrix-assisted laser desorption ionization-time of flight (MALDI-
TOF MS), uses a laser pulse to transfer energy to the molecule, thus ionizing and ejecting
the protein monomers into the gas phase. In these experiments, a chemical matrix is mixed
with the sample to absorb the light of the laser. When the chemical matrix is excited it
transfers the energy to the protein molecule.
The experimental results analyzed in this thesis were obtained via MALDI-TOF MS.
Interpreting the spectra generated by MALDI-TOF MS introduces several challenges in-
cluding peak identification, fragment identification, and rate constant determination. The
peak identification problem involves separation of genuine signal, indicative of protein
fragments, from machine noise. Fragment identification comprises several steps includ-
ing: 1) enumeration of those peptide fragments that would be expected to be generated
from a specific proteolytic digest, 2) calculation of the mass/charge (m/z) ratio for those
fragments, and 3) associating specific peaks in the experimentally observed spectra with
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the m/z ratios for expected fragments. Finally, rate constant determination is the process
by which experimental time courses are fit via nonlinear regression to yield quantitative
parameters describing the time courses.
2.2.2 Biological experiments
A huge diversity of biochemical experiments exist, in principle, that can assist in the forma-
tion and validation of structural models for proteins. The research presented here provides
computational tools for the analysis of two specific types of reactions: limited proteoly-
sis, and direct chemical modification. For the former type of experiment, a protease (a
protein that breaks, or cleaves, another protein) is employed to fragment the target protein
at sequence-specific positions. The two enzymes employed thus far include V8 protease,
which cleaves the peptide backbone on the C-terminal side of glutamic acid (and, to a
lesser extent, aspartic acid) residues, and trypsin, which cleaves on the C-terminal side
of the positively-charged residues, lysine and arginine. After a predetermined time inter-
val a portion of the reaction is quenched and the fragments cleaved by the protease are
identified and quantified using MALDI-TOF MS. This experimental procedure is outlined
graphically in Figure 2.6.
In the other experiment type, chemical modification, the protein was modified by a
reagent that adds a chemical group to specific amino acids. The available chemical groups
include a lysine specific acetyl group (NHS) and an aromatic and sulfur specific hydroxyl
group. To measure the amount of modification, at each time point, the reaction is quenched
and then subjected to a complete proteolytic digestion. After the digestion, MALDI-TOF
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Purified Protein
Add protease+
0 min.
10 min.
45 min.
...
20 min.
Protease cuts
the peptide bonds
between the amino
acids.
This produces peptide fragments. The
amount of which can be measured by
a mass spectrometer  at specific time 
points, after quenching the reaction.
m/z
In
te
ns
ity
Figure 2.6: Outline of limited proteolysis experiment: The amount of peptide fragments
liberated by a limited proteolysis experiment are measured at predetermined time points,
after the reaction is quenched.
MS is used to quantify the degree of chemical modification of specific fragments. The
change in the relative quantity of unmodified and modified fragments throughout a time
course is then used to estimate the reaction rate constants for reactions at specific residues.
The experimental procedure is outlined graphically in Figure 2.7.
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Purified Protein
Add chemical modification reagent+
0 min.
45 min.
...
20 min.
At specific time points, quench the reaction
and perform a complete proteolytic digestion.
This means that every fragment will show up
in the spectra, and that fragments that can be
modified by the reagent have the potential
of generating two peaks: unmodified and
modified.
Reagent modifies specific residues
based on their chemical and structural
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Figure 2.7: Outline of chemical modification experiment: The degree of modification is
measured after the protein is completely digested.
2.2.3 Fitting biological data via nonlinear curve-fitting
Since many biological reactions can be modeled as first order differential equations, curve-
fitting of experimental data is a common practice used to extract parameters describing
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some portion of the system of interest. In this thesis, the parameters of interest are the
rate constants associated with the modification of amino acid residues. Prior to fitting,
it is necessary to determine the mathematical model that is the most appropriate. There
are two types of models: empirical and mechanistic (Motulsky and Christopoulos, 2004,
pp. 58-59). Empirical models are not derived, a priori, from the underlying process. A
specific empirical model is chosen because it describes the general shape of the data well.
Therefore, the parameters determined by curve-fitting don’t necessarily correspond to any
specific biological process. Mechanistic models, the type used in this thesis, are derived
from underlying process. While these models are usually an approximation of the process,
they can provide insight into real properties of the system in a quantitative manner. It is
generally accepted that mechanistic models are more useful because of their relationship to
real system properties (Arthur Christopoulos (Editor), 2001).
Once a model is selected, it must be inspected to determine whether or not it is linear.
Mathematically, a model is nonlinear if one of the derivatives with respect to the parameters
depends on at least one of the parameters (Bates and Watts, 1989, pp. 32-36). For example,
the following model is linear with respect to parameters β1 and β2.
y(t) = β1sin(t) + β2e
−t (2.2)
While the following is a nonlinear model with respect to parameters β1 and β2.
y(t) = sin(β1t) + e
−β2t (2.3)
Two types of experiments are considered in this thesis: limited proteolysis and chemi-
cal modification. Each experiment is modeled by a set of equations derived in Section 4.1.1.
27
2.2. EXPERIMENTAL CHALLENGES October 18, 2006
Limited proteolysis generates two different types of fragments: terminal and internal. Ter-
minal fragments are located at the end of the polypeptide (N-terminal or C-terminal), while
internal fragments are in the interior of the polypeptide, where the fragment is cut by a
protease on both sides. Chemical modification experiments generate two different types
of peaks: modified and unmodified. Each fragment has both a modified and unmodified
version. These models are shown below.
• Limited proteolysis mechanistic models:
– Internal fragment: M(1− e−k1t)(1− e−k2t)
– Terminal fragment: M(1− e−k1t)
– WhereM is the initial amount of the protein, and k1 and k2 are the rate constants
associated with the cleavage sites.
• Chemical modification mechanistic models:
– Modified fragment: M(1− e−k1t)
– Unmodified fragment: Me−k1t
– Where M is the initial amount of the protein and k1 is the rate constant associ-
ated with modification of a specific amino acid.
Once a model has been chosen, a method of determing the best-fit parameters must
be selected. All of the methods have the same goal: to minimize the sum-of-squared error
(SS), which is defined as the sum of the distances between the curve and the data points
squared. This is represented graphically in Figure 2.8. The best-fit parameters are chosen
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by minimizing the sum-of-squares. The sum-of-squares is dependent on the value of the
parameters, so this problem is essentially to an optimization problem where the parameters
are optimized. The two methods explored in this thesis are the Gauss-Newton and the
Nelder-Mead simplex algorithms, which are described in Sections 4.1.2 and 4.1.2 (Hartley,
1961) (Nelder and Mead, 1965).
0 0.5 1 1.5 2 2.5 3 3.5 4
0
1
2
3
4
5
6
7
8
9
x
y
Experimental Data
Best−fit curve: y=2x
Figure 2.8: Example sum-of-squares graph
The interpretation of best-fit parameters is only meaningful with corresponding error
bounds (Bates and Watts, 1989, pp. 97-131). There are three methods discussed in this
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paper to determine the confidence interval of the parameters: asymptotic, Monte Carlo
simulations, and model comparison. This thesis implements two of the three methods:
Monte Carlo simulations and model comparison. Asymptotic confidence intervals were
not implemented because they are the least conservative of the three methods and fail to
provide some of the details revealed through the other procedures, such as the relationship
between the parameters. A description of all three methods is given in the Chapter 4.1.
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Stochastic simulation
3.1 Methods
A stochastic simulation of the molecular reactions of the limited proteolysis experiments
is implemented to better understand the underlying mechanism. The digestion of a given
protein sequence is simulated with the associated rate constants and cut-site locations pro-
vided as input parameters. The output of the simulation is a set of fragment data points over
a specified time sequence. The simulation is written in MATLAB because of its built-in
mathematical functions and integrated graphing capabilities. In this chapter, details and
results of the simulation are presented, along with a brief introduction to the limited prote-
olysis mathematical models, needed to interpret the results. Section 4.1.1 provides a more
in-depth treatment of the models.
3.1.1 Simulation
The simulation proceeds as a sequence of individual, stochastically selected limited pro-
teolysis reactions. Each reaction results in cleavage of a particular position of the pro-
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tein monomer. The simulation procedure can be broken down as follows: first, select
the next reaction; second, stochastically calculate the time of this reaction; third, execute
the reaction. The next reaction is found by calculating the relative frequency of each re-
action and then randomly selecting a reaction with a probability proportional to its rel-
ative frequency. For example, if a simple protein with three cut sites has the following
reaction rates: 0.25, 0.5, and 0.9; then, the relative frequency of the first reaction rate is
0.25/(0.9+0.5+0.25)=1/7. This indicates that the first cut site will be selected as the next
reaction approximately 14% of the time. Furthermore, the time of the next reaction, τ , is
determined as follows (Gillespie, 1977):
τ =
1
a0
ln(
1
rand(0, 1)
) (3.1)
a0 =
N∑
i=1
availi ∗ ratei (3.2)
where
N = number of proteins in the simulation (3.3)
availi = # of proteins not cut at site i (3.4)
ratei = rate of reaction at site i (cut rate) (3.5)
time of next reaction = current time + τ (3.6)
To execute a selected reaction, the simulation must record the number of proteins
cleaved at specific locations, and furthermore, it must maintain the state of the individual
proteins to model the behavior of the reaction. During execution, the simulation stochas-
tically selects the next reaction and the time at which that reaction will occur. Then, a
protein that has not been cut at the chosen location is randomly selected and cleaved. At
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predetermined time intervals (i.e. mimicking experimental procedures), the simulation cal-
culates which fragments have been liberated. With this information, it is possible to view
the fragment concentration time courses.
3.1.2 Rate equations
In this subsection, the mathematical models for the limited proteolysis experiment are in-
troduced. Section 4.1.1 provides full model derivations.
The process of protein digestion can be modeled by a set of differential (rate) equa-
tions. The first step in deriving these equations is to visualize the process of fragmenting a
protein. The notation used to describe the state of a protein, P , with N possible cut sites is
Pi1i2i3...iN = # of proteins in a given state (3.7)
ij =
{
0 not cut at ij
1 cut at ij
Using this notation, a protein with three cut-sites and rates k1, k2, and k3 can take one of
the following paths during digestion:
P000
k1
→ P100
k2
→ P110
k3
→ P111
P000
k1
→ P100
k3
→ P101
k2
→ P111
P000
k2
→ P010
k1
→ P110
k3
→ P111
P000
k2
→ P010
k3
→ P011
k1
→ P111
P000
k3
→ P001
k1
→ P101
k2
→ P111
P000
k3
→ P001
k2
→ P011
k1
→ P111
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After examining the possible paths, we derived the following set of differential equations:
d[P000]
dt
= −k1 ∗ [P000]− k2 ∗ [P000]− k3 ∗ [P000] (3.8)
d[P001]
dt
= k3 ∗ [P000]− k1 ∗ [P001]− k2 ∗ [P001] (3.9)
d[P010]
dt
= k2 ∗ [P000]− k1 ∗ [P010]− k3 ∗ [P010] (3.10)
d[P100]
dt
= k1 ∗ [P000]− k2 ∗ [P100]− k3 ∗ [P100] (3.11)
d[P110]
dt
= k2 ∗ [P100] + k1 ∗ [P010]− k3 ∗ [P110] (3.12)
d[P101]
dt
= k3 ∗ [P100]− k2 ∗ [P101] + k1 ∗ [P001] (3.13)
d[P011]
dt
= k3 ∗ [P010]− k2 ∗ [P001] + k1 ∗ [P100] (3.14)
d[P111]
dt
= k3 ∗ [P110] + k2 ∗ [P101] + k1 ∗ [P011] (3.15)
where [Pi1i2i3 ] is the amount, or concentration, of a particular protein with a given con-
figuration or state. So, d[Pi1i2i3 ]
dt
is the rate of change in the amount protein in a specific
state.
These differential equations can be solved and yield the following concentration equa-
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tions:
[P000] = N(e−k1t)(e−k2t)(e−k3t) (3.16)
[P001] = N(e−k1t)(e−k2t)(1− e−k3t) (3.17)
[P010] = N(e−k1∗t)(1− e−k2∗t)(e−k3∗t) (3.18)
[P100] = N(1− e−k1∗t)(e−k2∗t)(e−k3∗t) (3.19)
[P110] = N(1− e−k1∗t)(1− e−k2∗t)(e−k3∗t) (3.20)
[P101] = N(1− e−k1∗t)(e−k2∗t)(1− e−k3∗t) (3.21)
[P011] = N(e−k1∗t)(1− e−k2∗t)(1− e−k3∗t) (3.22)
[P111] = N(1− e−k1∗t)(1− e−k2∗t)(1− e−k3∗t) (3.23)
where N is the amount or concentration of the protein at the start of the reaction. Further-
more, the concentration for a specific state with an arbitrary number of cut-sites follows a
specific pattern:
[Pi1i2i3...iN ] = N
N∏
j=1
ψ(ij) (3.24)
ψ(ij) =
{
(e−kij ) not cut at ij
(1− e−kij ) cut at ij
3.2 Results
3.2.1 One cut verification
Initial validation is conducted using a small protein with only one cut-site. This protein
can generate three different fragments: the original protein, the leftmost fragment, and the
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rightmost fragment (shown in Figure 3.1).
Cut­site
Possible Fragments:
or
Figure 3.1: Possible fragments from a protein with one cut-site
The simulation is run with a reaction rate constant of 0.12s−1 (i.e. k1 = 0.12s−1) and
750 proteins for 60 seconds. The concentration of the leftmost fragment is graphed over
time to see if the reaction rate constant for the cleavage could be predicted from the output
of the simulation. The simulation is run 100 times, and the resulting concentration data is
averaged over all 100 replicates. Figure 3.2 shows the average concentration of the leftmost
fragment over the course of the simulation. From this data, the reaction rate constant, k1,
is successfully calculated as 0.1209s−1.
3.2.2 Two cut verification
Further validation is performed with two cut-sites using 750 proteins for 60 seconds. The
reaction rate constants, k1 and k2, are set at 0.9s−1 and 0.12s−1, respectively. The simulated
pair of reactions can liberate six possible fragments (Figure 3.3): the original protein, the
leftmost fragment, the rightmost fragment, the middle fragment (both sites cut), the left-
middle fragment (cut at the second site), and the right-middle fragment (cut at the first site).
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Figure 3.2: Time course of the leftmost fragment from the one-cut simulation
Cut­site 1 Cut­site 2
Leftmost
Left­middle
Middle
Rightmost
Right­middle
Figure 3.3: Possible fragments from a protein with two cut-sites
Once again, multiple runs are employed to smooth the simulation results. Using the
concentration graph of the middle fragment (Figure 3.4), the reaction rate constants are
calculated, along with their 95% confidence intervals. The calculated values of k1 and k2
are 0.9s−1, 0.12s−1, exactly matching the experimental parameters. The 95% confidence
intervals are [0.87, 0.91]s−1 and [0.12, 0.12]s−1, respectively.
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Figure 3.4: Time course of the middle fragment from the two-cut simulation
3.2.3 Three cut verification
As further support for the simulation’s ability to generate fragments appropriately and its
ability to derive the correct reaction rate constants from these fragment plots, the analysis
is extended to a fragment with three cuts. Again, the simulation is run for 60 seconds with
750 proteins, and the output is averaged over 100 simulations. The possible fragments of a
three cut protein are shown in Figure 3.5. The reaction rate constants are 0.9s−1, 0.12s−1,
and 0.50s−1 for k1, k2, and k3, respectively.
After running the simulation, the fragment concentration [P101] graph is curve-fit to
find the reaction rate constants k1, k2, and k3 (Figure 3.6). From this, the values of k1, k2,
and k3 are found to be 0.9051s−1, 0.1212s−1, and 0.5038s−1, respectively. The reaction
rate constants, k1, k2, and k3 had the following 95% confidence intervals: [0.88, 0.93]s−1,
[0.12, 0.12]s−1, and [0.50, 0.51]s−1, respectively.
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Cut­site 1 Cut­site 2 Cut­site 3
Figure 3.5: Possible fragments from a protein with three cut-sites
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Figure 3.6: Time course of the internal fragment ([P101]) from the three-cut simulation
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Curve-fitting
4.1 Methods
4.1.1 Models
.
Overview
As discussed in the introduction, this thesis considers two types of experiments: limited
proteolysis and chemical modification. Each experiment is modeled by a set of equations
derived via enzyme kinetics (Marangon, 2003).
Limited proteolysis generates two different types of fragments: terminal and internal.
Terminal fragments are located at the end of the polypeptide (N-terminal or C-terminal).
Internal fragments are liberated when the protein backbone is cleaved in two locations,
releasing the fragment between the two cleavage sites. Subsequent to each proteolysis
experiment, the relative amount of each type (species) of fragment at each time point is
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estimated using mass spectrometry. This time course is modeled for each type of fragment
by the following equations:
Terminal fragment: A = M(1− e−k1∗t) (4.1)
Internal fragment: A = M(1− e−k1∗t)(1− e−k2∗t) (4.2)
where M is the magnitude of the time course with arbitrary units (i.e. intensity), k1 and
k2 are reaction rate constants with units of inverse time, A is the amount of a liberated
fragment with arbitrary units, and t is time.
Chemical modification experiments generate two different types of fragments: modi-
fied and unmodified. Chemical modification models are shown in Equations 4.3 and 4.4.
Modified:A = M(1− e−k1∗t) (4.3)
Unmodified:A = Me−k1∗t (4.4)
Limited proteolysis model derivation
A set of differential (rate) equations models the process of protein digestion. The notation
used to describe the state of a protein with N possible cut sites is
Pi1i2i3...iN = Protein in a specific state (4.5)
ij =
{
0 if not cut at j
1 if cut at j
An abstracted representation of a terminal fragment is shown in Figure 4.1. The digestion
of a terminal fragment is represented as follows.
P0
k1
→ P1
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This signifies an uncut protein, P0, being cut at location one. The change in concentration
of the uncut and digested species can be modeled as follows:
d[P0]
dt
= −k1 ∗ [P0] (4.6)
d[P1]
dt
= k1 ∗ [P0] (4.7)
where [Pi1 ] is concentration of a particular protein with a given a set of previous cuts. So,
d[Pi1 ]
dt
is the rate of change of the amount protein in a specific state. These differential
equations can be solved by standard integration techniques:
d[P0]
dt
= −k1 ∗ [P0]
1
[P0]
d[P0] = −k1dt∫
1
[P0]
d[P0] = −k1
∫
dt
ln([P0]) = −k1 ∗ t+ C
eln([P0]) = e−k1∗t+C
[P0] = e
C ∗ e−k1∗t
[P0] = K ∗ e−k1∗t
If M is the concentration of protein at time t = 0, then K ∗ e−k1∗0 = K ∗ e0 = K = M .
Therefore, the concentration/amount of proteins not cut at location 1 is equal to M ∗e−k1∗t.
Substituting this into the differential equation for [P1] yields
d[P1]
dt
= k1 ∗Me−k1∗t. We can
solve this differential equation for [P1]:
d[P1]
dt
= k1 ∗Me−k1∗t∫
d[P1] =
∫
k1 ∗Me−k1∗tdt
[P1] = −Me−k1∗t + C
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At time t = 0 there are no proteins with a cut at location 1. So, [P1] = 0 at time t = 0.
Using this initial condition, the unknown constant C can be solved as follows:
−Me−k1∗0 + C = −M + C = 0 ⇒ C = M
Therefore, the concentration of proteins with a cut at location 1 is M(1− e−k1∗t).
k
1
Figure 4.1: Abstract representation of a protein with one cut-site
Similarly, the complete digestion of an internal fragment with two cut-sites, shown in
Figure 4.2, can follow two possible paths, which can be represented as follows.
P00
k1
→ P10
k2
→ P11
P00
k2
→ P01
k1
→ P11
The following differential equations are derived after examining all the possible paths:
k
1
k
2
Figure 4.2: Abstract representation of a protein with two cut-sites
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d[P00]
dt
= −k1 ∗ [P00]− k2 ∗ [P00] (4.8)
d[P10]
dt
= k1 ∗ [P00]− k2 ∗ [P10] (4.9)
d[P01]
dt
= k2 ∗ [P00]− k1 ∗ [P01] (4.10)
d[P11]
dt
= k2 ∗ [P10] + k1 ∗ [P01] (4.11)
These differential equations represent the rate of change of various protein fragments and
can be solved using standard techniques for solving differential equations (Blanchard et al.,
1998).
Solving the first differential equation.
d[P00]
dt
= −k1 ∗ [P00]− k2 ∗ [P00] (4.12)
Rewrite the equation into a standard form.
d[P00]
dt
+ k1 ∗ [P00] + k2 ∗ [P00] = 0 (4.13)
Homogeneous solution: Set right-hand-side equal to 0. Then, assume [P00]h = C∗es∗t, thus
d[P00]h
dt
= C ∗ s ∗ es∗t. Substitute the homogeneous solution into the differential equation.
s ∗ C ∗ es∗t + (k1 + k2) ∗ C ∗ es∗t = 0 (4.14)
C ∗ es∗t(s+ (k1 + k2)) = 0 (4.15)
Then, solve for the characteristic roots.
(s+ (k1 + k2)) = 0 (4.16)
s = −(k1 + k2) (4.17)
Therefore, the homogeneous solution is [P00]h = C ∗ e−(k1+k2)∗t = C ∗ e−k1∗t ∗ e−k2∗t.
Particular solution (via method of undetermined coefficients): [P00]p = 0
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Total Solution (homogeneous+particular): [P00] = C ∗ e−k1∗t ∗ e−k2∗t
Apply the initial condition: [P00] = M at time t = 0.
[P00](0) = M = C ∗ e−k1∗0 ∗ e−k2∗0 = C (4.18)
C = M (4.19)
Therefore, the total solution subject to the initial conditions is [P00] = M ∗ e−k1∗t ∗ e−k2∗t.
The second differential equation can be solved using the same procedure.
d[P10]
dt
= k1 ∗ [P00]− k2 ∗ [P10] (4.20)
Substituting the solution for [P00] and rewriting in a standard form.
d[P10]
dt
+ k2 ∗ [P10] = k1 ∗M ∗ e−k1∗t ∗ e−k2∗t (4.21)
Homogeneous solution: Set the right-hand-side equal to 0. Then, assume [P10]h = es∗t,
thus d[P10]h
dt
= s ∗ es∗t. Substitute the homogeneous solution into the differential equation
and solve for the characteristic roots.
s ∗ es∗t + k2 ∗ es∗t = 0 (4.22)
s+ k2 = 0 (4.23)
s = −k2 (4.24)
Therefore, the homogeneous solution is equal to [P10]h = C ∗ e−k2∗t.
Particular Solution (via method of undetermined coefficients): [P10]p = A ∗ e−k1∗t ∗ e−k2∗t.
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Plug this back into the differential equation (4.21).
A ∗ (−k1e−k1∗te−k2∗t − k2e−k1∗te−k2∗t) + k2 ∗ Ae−k1∗t ∗ e−k2∗t = k1Me−k1∗te−k2∗t
(4.25)(
A(−k1 − k2) + k2A
)
∗ e−k1∗te−k2∗t = k1Me−k1∗te−k2∗t (4.26)
A ∗ −k1 = k1M (4.27)
A = −M (4.28)
Therefore, the particular solution is −M ∗ e−k1∗t ∗ e−k2∗t.
Total solution (homogeneous+particular): [P10] = C ∗ e−k2∗t − M ∗ e−k1∗t ∗ e−k2∗t =
(C −M ∗ e−k1∗t) ∗ e−k2∗t.
Since there are no cuts at time t = 0, [P10](0) = 0.
[P10](0) = 0 = (C −M ∗ e−k1∗0) ∗ e−k2∗0 (4.29)
0 = C −M (4.30)
C = M (4.31)
Therefore, the total solution subject to the initial conditions is (M −M ∗ e−k1∗t) ∗ e−k2∗t =
M(1− ∗e−k1∗t) ∗ e−k2∗t. The third equation can be solved through the same steps to yield:
[P01] = M ∗ e−k1∗t(1− e−k2∗t). Furthermore, the last equation can be solved as follows.
d[P11]
dt
= k2 ∗ [P10] + k1 ∗ [P01] (4.32)
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Substituting [P10] and [P01] into the differential equation and solve for [P11].
d[P11]
dt
= k2 ∗M(1− e−k1∗t) ∗ e−k2∗t + k1 ∗M ∗ e−k1∗t(1− e−k2∗t) (4.33)∫
d[P11] =
∫
k2 ∗M(1− e−k1∗t) ∗ e−k2∗t + k1 ∗M ∗ e−k1∗t(1− e−k2∗t)dt (4.34)
[P11] =
∫
k2 ∗M(1− e−k1∗t) ∗ e−k2∗t + k1 ∗M ∗ e−k1∗t(1− e−k2∗t)dt (4.35)
[P11] = M
∫
k2 ∗ e−k2∗t − k2 ∗ e−(k1+k2)∗t + k1 ∗ e−k1∗t − k1 ∗ e−(k1+k2)∗tdt (4.36)
[P11] = M
(
− e−k2∗t + k2
k1 + k2
∗ e−(k1+k2)∗t − e−k1∗t + k1
k1 + k2
∗ e−(k1+k2)∗t
)
+ C
(4.37)
[P11] = M
(
− e−k2∗t + k1 + k2
k1 + k2
∗ e−(k1+k2)∗t − e−k1∗t
)
+ C (4.38)
[P11] = M
(
− e−k2∗t + e−(k1+k2)∗t − e−k1∗t
)
+ C (4.39)
[P11] = M(1− e−k2∗t)(1− e−k2∗t) + C (4.40)
Since [P11](0) = 0 = M(1 − e0)(1 − e0) = M(0)(0) + C, C = 0. Therefore, [P11] =
M(1− e−k2∗t)(1− e−k2∗t).
A protein with three cut-sites and rates k1, k2, and k3 can take one of the following
paths during digestion:
P000
k1
→ P100
k2
→ P110
k3
→ P111
P000
k1
→ P100
k3
→ P101
k2
→ P111
P000
k2
→ P010
k1
→ P110
k3
→ P111
P000
k2
→ P010
k3
→ P011
k1
→ P111
P000
k3
→ P001
k1
→ P101
k2
→ P111
P000
k3
→ P001
k2
→ P011
k1
→ P111
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where [Pi1i2i3 ] is the amount or concentration of a particular protein with a given configu-
ration or state. So, d[Pi1i2i3 ]
dt
is the rate of change in the amount protein in a specific state.
These differential equations are shown below.
d[P000]
dt
= −k1 ∗ [P000]− k2 ∗ [P000]− k3 ∗ [P000] (4.41)
d[P001]
dt
= k3 ∗ [P000]− k1 ∗ [P001]− k2 ∗ [P001] (4.42)
d[P010]
dt
= k2 ∗ [P000]− k1 ∗ [P010]− k3 ∗ [P010] (4.43)
d[P100]
dt
= k1 ∗ [P000]− k2 ∗ [P100]− k3 ∗ [P100] (4.44)
d[P110]
dt
= k2 ∗ [P100] + k1 ∗ [P010]− k3 ∗ [P110] (4.45)
d[P101]
dt
= k3 ∗ [P100]− k2 ∗ [P101] + k1 ∗ [P001] (4.46)
d[P011]
dt
= k3 ∗ [P010]− k2 ∗ [P001] + k1 ∗ [P100] (4.47)
d[P111]
dt
= k3 ∗ [P110] + k2 ∗ [P101] + k1 ∗ [P011] (4.48)
The above differential equations are solved using the previously described techniques, and
the solutions are shown below.
[P000] = N(e−k1t)(e−k2t)(e−k3t) (4.49)
[P001] = N(e−k1t)(e−k2t)(1− e−k3t) (4.50)
[P010] = N(e−k1∗t)(1− e−k2∗t)(e−k3∗t) (4.51)
[P100] = N(1− e−k1∗t)(e−k2∗t)(e−k3∗t) (4.52)
[P110] = N(1− e−k1∗t)(1− e−k2∗t)(e−k3∗t) (4.53)
[P101] = N(1− e−k1∗t)(e−k2∗t)(1− e−k3∗t) (4.54)
[P011] = N(e−k1∗t)(1− e−k2∗t)(1− e−k3∗t) (4.55)
[P111] = N(1− e−k1∗t)(1− e−k2∗t)(1− e−k3∗t) (4.56)
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The solutions to the one, two, and three cut fragments exhibit a pattern that can be general-
ized as follows.
[Pi1i2i3...iN ] = N
N∏
j=1
ψ(ij) (4.57)
ψ(ij) =
{
(e−kij ) not cut at j (i.e. ij = 0)
(1− e−kij ) cut at j (i.e. ij = 1)
Chemical modification model derivation
The abstracted mechanism for chemical modification experiments is similar to the one used
to described terminal fragments. A fragment with one modification site is shown in Figure
4.3. The modification of a fragment with one available site can be represented as follows:
k
1
Figure 4.3: Abstract representation of a protein with one modification site
P0
k1
→ P1
where P0 is the unmodified fragment and P1 is the modified fragment. This process can be
described by the following differential equations.
d[P0]
dt
= −k1 ∗ [P0] (4.58)
d[P1]
dt
= k1 ∗ [P0] (4.59)
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These differential equations have already been solved in the limited proteolysis model
derivations, and the solutions are as follows:
[Pmod] =[P1] = M(1− e−k1∗t) (4.60)
[Punmod] =[P0] = Me
−k1∗t (4.61)
where M is the initial concentration/amount of protein.
4.1.2 Determing best-fit parameters
Notation and definitions
Vectors are denoted by an arrow above the variables (e.g. ~f ), and matrices are denoted by
capital boldface letters (e.g. F). Two vertical bars surrounding a vector signifies the length
(or norm) of that vector (e.g. ||~a|| = (a21 + a22 + ...+ a2n)1/2). To signify a matrix or vector
transposed a superscript t is placed after the variable (e.g. ~f t). Similarly, the inverse of a
matrix is noted by a superscript -1 (e.g. A−1).
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The following are common variables used throughout this subsection.
~θ ... model parameters (Example ~θ = [k1, k2]), [1× p] (4.62)
~f(~x, ~θ) ... general nonlinear model, also written ~f(~θ) or ~f , [n× 1] (4.63)
~f = [f(x1, ~θ), f(x2, ~θ), ..., f(xn, ~θ)]
t
~x ... independent variable vector, [n× 1] (4.64)
~y ... experimental data vector, [n× 1] (4.65)
p ... number of parameters (4.66)
n ... number of data points (4.67)
A model is nonlinear if it is nonlinear in the parameters. For example
y = β0 + β1 ∗ x (4.68)
and
y = β0 + β1 ∗ sin(x) (4.69)
are both linear models because they are linear in the parameters: β0 and β1. However, the
following models are nonlinear because they are nonlinear in β1.
y = β0 + e
β1∗t (4.70)
y = β0 + sin(β1 ∗ t) (4.71)
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Gauss-Newton algorithm
The Gauss-Newton algorithm is a numerical method for minimizing the sum-of-squares,
S(~θ) (Seber and Wild, 1989).
S(~θ) =
n∑
i=1
(yi − fi(~θ))2 =
n∑
i=1
ri(~θ)
2 = ‖~y − ~f‖2 (4.72)
where
ri(~θ) = ri = yi − fi(~θ) (4.73)
The goal is to minimize the sum-of-squared differences between the measured data and the
best-fit curve, which is accomplished by taking the derivative of S(~θ) with respect to ~θ,
setting it equal to 0, and solving for ~θ. With most nonlinear models, an analytical solution
is unavailable. Therefore, an approximation must be used to simplify the problem. This
leads to the first step in developing the Gauss-Newton method, which is to approximate the
model, ~f , using a first order Taylor series expansion (Equation 4.74).
fi(~θ) ≈ fi(~θa) +
p∑
r=1
∂fi
∂θr
∣∣∣
θa
(θr − θar ) (4.74)
or in vector notation
~f(~θ) ≈ ~f(~θa) + ∂
~f(~θa)
∂~θ
(~θ − ~θa)t (4.75)
rewriting Equation 4.75 with ∂
~f(~θa)
∂~θ
= F.a
~f(~θ) ≈ ~f(~θa) + F.a(~θ − ~θa)t (4.76)
where the values of ~θa are the parameters at the ath iteration.
Using this linear approximation, the sum-of-squares can be minimized as follows:
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• Rewrite S(~θ) with the linear approximation
S(~θ) ≈ ‖~y − (~f(~θ)a + F.a ∗ (~θ − ~θa))t‖2 (4.77)
= ‖~r a − F.a ∗ (~θ − ~θa)t‖2 (4.78)
= ~r t ∗ ~r (4.79)
= (~r a) t~r a − 2~r tF.a(~θ − ~θa)t + (4.80)
(~θ − ~θa)(F.a)tF.a(~θ − ~θa)t
where
~r a = ~y − ~f(~θa) (4.81)
~r = ~r a − F.a ∗ (~θ − ~θa)t (4.82)
• To minimize sum-of-squares, differentiate S(~θ) with respect to ~θ
∂S
∂~θ
= −2~r tF.a + 2(F.a)tF.a(~θ − ~θa)t (4.83)
• Set ∂S
∂~θ
equal to 0 and solve for ~θ − ~θa, which is the path from the current best-fit
parameters to the best-fit parameters in the next iteration.
0 = −2~r tF.a + 2(F.a)tF.a(~θ − ~θa)t (4.84)
(~θ − ~θa)t = ((F.a)tF.a)−1(F.a)t~ra (4.85)
~θ − ~θa = (((F.a)tF.a)−1(F.a)t~ra)t (4.86)
= ~δa (4.87)
where ~δa represents a path from the current best-fit parameters to the best-fit param-
eters in the next iteration
~θa+1 = ~θa + ~δa (4.88)
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• Let J = ∂r̃
∂θ̃
=, where J is the Jacobian matrix (Simon and Blume, 1994).
J =

∂r1
∂θ1
... ∂rn
∂θ1
... ... ...
∂r1
∂θp
... ∂rn
∂θp
 (4.89)
Thus, the Jacobian matrix evaluated at ~θa, written Ja, is equal to −F.a. Substituting
this into Equation 4.86:
~δa = −(((Ja)tJa)−1(Ja)t~ra)t (4.90)
Numerically, the Jacobian matrix can be estimated using the finite difference method.
The process described above is repeated until the change in parameters, ~δa, is below
some user defined tolerance, or the maximum number of iterations is reached.
Nelder-Mead simplex algorithm
The Nelder-Mead simplex algorithm is an unconstrained optimization technique used in
multiple disciplines (Nelder and Mead, 1965). It is commonly known as the “amoeba al-
gorithm”. The algorithm attempts to minimize a real-valued function, f : IRn → IR,
where n is the number of parameters. For a nonlinear regression optimization problem,
the function to minimize is the sum-of-squares, S, and the parameters are ~θ. The simplex
algorithm traverses the search space without numerically calculating the derivative of f .
One of the benefits of the simplex algorithm is that it is parsimonious in the number of
function evaluations per iteration (Lagarias et al., 1998). This is an important feature for
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some applications where function evaluations are computationally expensive. The algo-
rithm uses a nondegenerate simplex, which is a geometric shape in an n-dimensional space
with a nonzero volume. A simplex in n-dimensional space is specified by n+1 vertices. The
generic steps of the algorithm are outlined below, followed by a more detailed explanation.
1. Calculate an initial simplex based on a user specified initial vertex
2. Evaluate and sort all vertices
3. Apply selection rules to generate a new vertex
4. Replace the worst vertex in the simplex with the new vertex
5. Repeat steps 2-4 until the diameter of the simplex is less than a user defined tolerance
or the maximum number of iterations is reached
Step 1.)
• A simplex (∆) at iteration k is defined by a set of vertices
(∆k = {~v1, ~v2, ..., ~vn, ~vn+1}). An initial guess, ~xinit, is one point in the
n-dimensional search space.
• Initialize the simplex:
– ~v1 = ~xinit
– Loop through the remaining vertices (i = 2, 3, ..., n, n+ 1):
For each dimension (j = 1, 2, ..., n):
if (i == j):
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if (~xinit,j != 0):
~vi,j = (1 + β) ∗ ~xinit,j , where β is a scaling constant
else:
~vi,j = ε, where ε is a constant close to 0
else:
~vi,j = ~xinit,j
Step 2.)
• Initialize a 1 x (n+1) matrix, V , with all the vertices in ∆k:
V = [~v1, ~v2, ..., ~vn, ~vn+1]
• Evaluate the function, f , at every vertex in V :
F = [f(V1), f(V2), ..., f(Vn), f(Vn+1)]
• Sort the vertices in V based on their corresponding values in F . After the sorting,
Vn+1 should contain the worst vertex (i.e. f(Vn+1) = max(F )).
Step 3.)
• The goal of this step is to generate a new vertex, ~vnew.
• There are four configurable parameters in this step: reflection (ρ), contraction (γ),
expansion (χ), and shrinkage (σ). The parameters must satisfy the following
relationships: ρ > 0, χ > 1, χ > ρ, 0 < γ < 1, and 0 < σ < 1. The standard
choices are ρ = 1, χ = 2, γ = 1/2, and σ = 1/2.
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• Compute the reflection point, ~vr (Sample shown in Figure 4.4):
~vr = ~vc + ρ ∗ (~vc − Vn+1)
where ~vc is the centroid of the n best vertices in V :
~vc =
∑n
i=1 Vi/n
• Evaluate the function, f , at ~vr (fr = f(~vr)).
– Expand: If fr < f(V1), expand in same direction.
~ve = ~vc + χ ∗ (~vr − ~vc)
If f(~ve) < fr, accept ~ve as the new vertex, ~vnew, and go to step 4.
Otherwise, accept ~vr as the new vertex, ~vnew, and go to step 4.
– Contract: If fr ≥ f(Vn), perform a contraction of the simplex.
∗ Outside: If f(Vn) ≤ fr < f(Vn+1), calculate new contraction vertex.
~vct = ~vc + γ ∗ (~vr − ~vc) = ~vc + γρ ∗ (~vc − Vn+1)
If f(~vct) ≤ fr, accept ~vct as the new vertex, ~vnew, and go to step 4.
Otherwise, perform shrink step.
∗ Inside: If fr ≥ f(Vn+1), calculate new contraction vertex.
~vct = ~vc − γ ∗ (~vc − Vn+1)
If f(~vct) < f(Vn+1), accept ~vct as the new vertex, ~vnew, and go to step 4.
Otherwise, perform a shrink step.
∗ Shrink step:
Shrink all of the vertices except V1.
For i=(2, 3, ..., n, n+ 1):
Vi = V1 + σ ∗ (Vi − V1)
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Initialize simplex for the next iteration.
∆k+1 = {V1, V2, ..., Vn, Vn+1}
Go to step 5.
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Figure 4.4: Example reflection point calculation for 2 dimensions (3 vertices)
Step 4.)
• Replace the worst vertex, Vn+1, with the new vertex generated in step 3.
∆k+1 = {V1, V2, ..., Vn, ~vnew}
Step 5.)
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• Let Tol stand for the user defined tolerance of the diameter of the simplex, and
MaxIter stand for the maximum number of iterations the algorithm can run before
terminating.
• If diam(∆k+1) < Tol or k+1 > MaxIter, stop iterative process and return results.
Otherwise, go to step 2.
– diam(∆k+1) = max(||∆k+1,i −∆k+1,j||), where i, j ∈ {1, 2, 3, ..., n+ 1}.
4.1.3 Calculating the coefficient of determination: R2
The coefficient of determination is a measure of the goodness of fit. It measures how
close the curve comes to the experimental data. R2 is calculated as follows (Motulsky and
Christopoulos, 2004, pp. 34-35):
R2 = 1.0− SSreg/SStot (4.91)
where SSreg is the sum-of-squares of model and SStot is the sum-of-squares of a horizontal
line equal to the average value of all the data.
4.1.4 Generating random data
In order to evaluate the effectiveness of the two curve-fitting methods described above
under uniform conditions, perfect datasets (without any noise) are generated for each model
(e.g. (1− e−k1∗t) ∗ (1− e−k2∗t)). Then, noise is added by sampling a normal distribution.
Figure 4.5 shows a sample error distribution with a standard deviation of 0.05 and mean of
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0. This procedure is repeated until the desired number of time courses have been generated.
Finally, the independent time courses are multiplied by a uniform random constant (i.e. the
magnitude) between 0 and 100.
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Figure 4.5: Sample error distribution with a standard deviation of 0.05 and a mean of 0
4.1.5 Scaling techniques
If the magnitude of a time course, M , can be preselected, the parameter search space de-
creases in complexity, due to removal of one parameter. To test whether the magnitude
of the time course could be preselected, various scaling techniques are explored. If this
is possible, a scaling technique can eliminate magnitude parameter from the equations by
60
4.1. METHODS October 18, 2006
Technique Name Description
Individual Divide the data in each time course by its maximum value
Global Maximum Calculates the average maximum value of all time courses
and then divides all data points by this value
Average Maximum Calculates the average maximum value of all time courses
and then divides all data points by this value
Average Last Scales all of the data by the average of the last data points
Table 4.1: Scaling techniques
dividing each data point by M . Table 4.1 describes multiple scaling techniques, where Ti
represents the ith time course and N is the number of time courses. The pseudo code for
each method is outlined below.
• Individual
– For each i: Ti = Ti/max(Ti)
• Global Maximum
– For each i: Ti = Ti/max(T1, ..., TN)
• Average Maximum
– C = (max(T1) +max(T2) + ...+max(TN))/N
– For each i: Ti = Ti/C
• Average Last
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– C = (T1(last) + T2(last) + ...+ TN(last))/N
– For each i: Ti = Ti/C
4.1.6 Calculating confidence intervals
Once the best-fit parameters are determined, their error must quantified before incorpo-
rating it into future calculations; therefore an accurate and conservative method for deter-
mining parameter confidence intervals is essential. The technique implemented by most
statistical programs is called “asymptotic confidence intervals” and is useful in accessing
the quality of the curve-fit (Motulsky and Christopoulos, 2004, pp. 97-103). In general,
asymptotic confidence intervals approximate the confidence intervals by calculating the
standard error of the parameters. This technique is adequate if the confidence intervals are
used in a qualitative way (Motulsky and Christopoulos, 2004, pp. 97). However, for the
method of hight confidence protein structure prediction described in Chapter 1, a quantita-
tive measurement of the confidence intervals is needed. To obtain quantitative confidence
intervals, this thesis explores two alternative methods: Monte Carlo and model comparison
confidence intervals.
Monte Carlo confidence intervals
Monte Carlo confidence intervals simulate the experiment by estimating the standard de-
viation of the residuals (Motulsky and Christopoulos, 2004, pp. 104-108). First, simulated
datasets are generated with a standard deviation equal to the standard deviation of the resid-
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uals. These simulated datasets are then used to determine the confidence intervals. The
steps are described in more detail below.
1. Using the best-fit values from nonlinear regression, generate a best-fit time course
for your model. For example, if curve-fitting the modified model produces k = 0.05
and M = 50, then our best-fit time course is generated from 50(1 − e−0.05∗t). Let
yideal represent this data.
2. Find the standard deviation of the residuals as follows.
SDres =
√
SS
N − P
(4.92)
where SS is the sum-of-squares of the yideal, N is the number of data points, and P
is the number of parameters.
3. Generate a sample time course, ysample, by adding random scatter drawn from a Gaus-
sian distribution with a mean of zero and a standard deviation of SDres.
4. Fit ysample with nonlinear regression. Save the resulting best-fit parameters in a data
structure.
5. Repeat steps 3 and 4 multiple times (e.g. 1000). The intuition is that this is similar
to the running the experiment 1000 times.
6. Finally, determine the confidence interval for each parameter by sorting all of the
best-fit parameters individually. Then for each parameter, find the 2.5 and 97.5 per-
centile values. This provides the confidence intervals for the parameters.
63
4.1. METHODS October 18, 2006
Figure 4.6 shows a sample Monte Carlo distribution that can be used to determine the
confidence intervals. The Monte Carlo results can also be used to visualize the relationship
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Figure 4.6: Sample distribution of k values for a modified model obtained via the Monte
Carlo simulation method
between parameters by plotting the best-fit parameters. An example is shown in Figure 4.7.
Model comparison confidence intervals
The intuition behind model comparison confidence intervals is based upon the fact that if
the best-fit parameters are changed, the fit will get worse. These modified best-fit parame-
ters describe a new fit. Given this new fit, answer the question: Is it significantly different
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Figure 4.7: Scatter plot showing the relationship between M and k for the modified model:
Each point represents the best-fit values from a simulation run
than fit produced with the original best-fit parameters? If yes, the new parameters cross the
confidence interval boundary.
In general, the F -test can be used to compare two models, y1 and y2 (Motulsky and
Christopoulos, 2004, pp. 138-142). The sum-of-squares for the two models (SS1 and SS2),
the number of data points, and the number of parameters of each model are used to compute
an F -ratio. The F -ratio can be transformed into a p-value, that is used to test whether the
alternative model fits the data significantly better than the null hypothesis model. The F
ratio is computed as follows:
F =
(SSnull − SSalt)/SSalt
(DFnull −DFalt)/DFalt
(4.93)
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where SSnull and SSalt are the sum-of-squares for the null model and the alternative model,
and DFnull and DFalt are the degrees of freedom for the null model and the alternative
model, respectively.
When using the F -test to determine confidence intervals, it is useful to rename some of
the variables to avoid confusion. The null model will be called SSgradual, which represents
the sum-of-squares for the model whose parameters are gradually changed. Further, the
alternative model is SSbest−fit, which remains constant and represents the sum-of-squares
for the best-fit parameters. Using this notation, the F -ratio can be rewritten as follows:
F =
(SSgradual − SSbest−fit)/SSbest−fit
P/(N − P )
=
(
SSgradual
SSbest−fit
)− 1
P/(N − P )
(4.94)
where P is the number of parameters and N is the number of data points.
To find the confidence interval, the F -ratio is numerically computed from the F -
distribution with P degrees of freedom in the numerator, N − P degrees of freedom in
the denominator, and a α-value of 0.05. To facilitate confidence interval determination, the
F ratio can be rewritten as follows.
SSbest−fit
(
F
P
N − P
+ 1
)
= SSall−fixed (4.95)
SSall−fixed can now be computed because all of the variables on the left-hand-side of the
equation are known. The confidence region is then computed by gradually changing all but
one unknown parameter in SSgradual. A sample plot of this equation is shown in Figure 4.8.
To solve for the unknown parameter, SSgradual is set equal to SSall−fixed. Two solutions
are found, and these define two points on the surface of the confidence region. Repeating
this procedure for all of the parameters defines the surface of the confidence region. If
66
4.1. METHODS October 18, 2006
the parameters are adjusted such that they are outside the confidence region, there will be
no solution to the equation (i.e. there does not exist an unknown parameter that makes
SSgradual equal to SSall−fixed). The confidence interval is then computed by finding the
maximum and minimum value of each parameter.
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Figure 4.8: Sample SSgradual graph: Two points on the confidence boundary can be calcu-
lated by finding the values of M when SSgradual is equal to SSall−fixed
Confidence interval for two parameters:
For two parameters, the confidence region is called a confidence contour. The following
procedure describes the technique for confidence interval estimation of two parameters.
1. Given N − P degrees of freedom in the numerator and P in the denominator, F is
calculated numerically from the F distribution.
67
4.1. METHODS October 18, 2006
2. Given F , SSbest−fit, P , and N , SSall−fixed is calculated.
3. Fix the first parameter to its best-fit value.
4. Numerically solve for the second parameter when SSgradual = SSall−fixed.
5. Gradually increase the first parameter by a fixed step size.
6. Repeat the previous 2 steps until SSgradual 6= SSall−fixed.
7. Reset the first parameter to its best-fit value.
8. Numerically solve for the second parameter (i.e. SSgradual = SSall−fixed).
9. Gradually decrease the first parameter by a fixed step size.
10. Repeat the previous 2 steps until the equation SSgradual = SSall−fixed cannot be
solved.
11. Repeat this process for the second parameter
A sample confidence contour is shown as Figure 4.9.
Confidence interval for three parameters:
The confidence interval for three parameters is obtained by extending the two parameter
algorithm. Incrementally changing k1 and k2 describes a two variable function where k1
and k2 are the arguments and M is the result. This describes a partial confidence region.
An example is shown in Figure 4.10. By varying the dependent variables, multiple partial
confidence regions can be combined to form the entire confidence region. Figures 4.11,
4.12, and 4.13 show sample plots, viewed from multiple angles.
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Figure 4.9: Sample confidence contour for modified model
4.2 Results
4.2.1 Algorithm comparison
The Gauss-Newton and Nelder-Mead simplex algorithms are empirically compared with
varying levels of noise and reaction rate constants for three different classes of models: an
exponentially increasing model, and exponentially decreasing model, and a model with two
reaction rate constants. The first model type is typical of a terminal fragment from a limited
proteolysis experiment or a modified fragment from a chemical modification experiment.
Throughout the time course for such an experiment, the amount of terminal or modified
fragment would be expected to increase monotonically. The second model is appropriate
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Figure 4.10: Sample partial confidence region: Obtained by solving for M for regularly
spaced points in the k1-k2 plane
for representing the quantity of the unmodified species of a fragment during a chemical
modification reaction. The unmodified species would be expected to decrease in quantity
throughout the course of a chemical modification experiment, while the modified species
of fragment continues to increase. The final model would be appropriate for an internal
fragment during a limited proteolysis experiment. The two reaction rate constants would
in this case correspond to the proteolysis rates for the cut sites at each end of the fragment.
The algorithms are tested on simulated time courses (described in Chapter 4.1), and the
simulated sample times are 0, 1, 2, 5, 10, 20, 30, 45, and 50 minutes. The number of
experiments is set to 4, producing 4 time courses: T1, T2, T3, and T4. To accurately assess
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Figure 4.11: Sample confidence region: Any point inside the region is within the 95%
confidence interval
the results of the two algorithms, 100 tests are run and averaged for varying levels of noise
and parameters (rate constants, etc).
Exponentially increasing models
An exponentially increasing model has the form M(1 − e−k∗t) (sample shown in Figure
4.14). Varying the reaction rate constant and magnitude (intensity) produced the results
shown in Tables 4.2, 4.3, 4.4, and 4.5. These tables show that both the Gauss-Newton
and Nelder-Mead algorithms perform equivalently on this type of model. This is seen by
comparing the goodness-of-fit, R2, for various error levels and parameters.
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.200 0.200 0.203 0.197 0.216 0.200 0.200 0.203 0.197 0.216
M 24.989 24.997 25.037 25.217 25.431 24.989 24.997 25.037 25.217 25.431
Error k 0.000 0.000 -0.003 0.003 -0.016 0.000 0.000 -0.003 0.003 -0.016
Error M 0.011 0.003 -0.037 -0.217 -0.431 0.011 0.003 -0.037 -0.217 -0.431
SSE 14 53 209 829 3455 14 53 209 829 3455
0.996 0.984 0.938 0.795 0.484 0.996 0.984 0.938 0.795 0.484
0.995 0.983 0.934 0.782 0.457 0.995 0.983 0.934 0.782 0.457
k= 0.2, M= 25
Nelder-Mead Simplex
R2
Real R2
Table 4.2: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1,M = 25,
Model: M(1− e−k∗t))
Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.399 0.398 0.411 0.409 0.430 0.399 0.398 0.411 0.409 0.430
M 25.011 24.976 24.848 25.130 25.326 25.011 24.976 24.848 25.130 25.326
Error k 0.001 0.002 -0.011 -0.009 -0.030 0.001 0.002 -0.011 -0.009 -0.030
Error M -0.011 0.024 0.152 -0.130 -0.326 -0.011 0.024 0.152 -0.130 -0.326
SSE 13 51 217 865 3378 13 51 217 865 3378
0.995 0.982 0.926 0.761 0.448 0.995 0.982 0.926 0.761 0.448
0.995 0.980 0.921 0.745 0.417 0.995 0.980 0.921 0.745 0.417
k= 0.4, M=25
Nelder-Mead Simplex
R2
Real R2
Table 4.3: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.4s−1,M = 25,
Model: M(1− e−k∗t))
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.200 0.199 0.203 0.206 0.222 0.200 0.199 0.203 0.206 0.222
M 50.010 49.955 49.916 50.032 50.419 50.010 49.955 49.916 50.032 50.419
Error k 0.000 0.001 -0.003 -0.006 -0.022 0.000 0.001 -0.003 -0.006 -0.022
Error M -0.010 0.045 0.084 -0.032 -0.419 -0.010 0.045 0.084 -0.032 -0.419
SSE 53 216 847 3343 13501 53 216 847 3343 13501
0.996 0.983 0.937 0.787 0.477 0.996 0.983 0.937 0.787 0.477
0.996 0.982 0.933 0.775 0.442 0.996 0.982 0.933 0.775 0.442
k= 0.2, M=50
Nelder-Mead Simplex
R2
Real R2
Table 4.4: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1,M = 50,
Model: M(1− e−k∗t))
Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.400 0.400 0.397 0.404 0.492 0.400 0.400 0.397 0.404 0.492
M 49.973 49.945 50.054 49.918 50.536 49.973 49.945 50.054 49.918 50.536
Error k 0.000 0.000 0.003 -0.004 -0.092 0.000 0.000 0.003 -0.004 -0.092
Error M 0.027 0.055 -0.054 0.082 -0.536 0.027 0.055 -0.054 0.082 -0.536
SSE 54 210 840 3388 13865 54 210 840 3388 13865
0.995 0.981 0.930 0.766 0.450 0.995 0.981 0.930 0.766 0.450
0.995 0.980 0.926 0.753 0.413 0.995 0.980 0.926 0.753 0.413
k= 0.4, M=50
Nelder-Mead Simplex
R2
Real R2
Table 4.5: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.4s−1,M = 50,
Model: M(1− e−k∗t))
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Figure 4.12: Sample confidence region: Any point inside the region is within the 95%
confidence interval
Exponentially decreasing models
An exponentially decreasing model has the form Me−k∗t. Four sample time courses are
shown in Figure 4.15. Varying the reaction rate constant and magnitude (intensity) pro-
duced the results shown in Tables 4.6, 4.7, 4.8, and 4.9. These tables show that both the
Gauss-Newton and Nelder-Mead algorithms perform equivalently on the exponentially de-
creasing models. This is seen by comparing the goodness-of-fit, R2, for various error levels
and parameters.
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.201 0.202 0.199 0.205 0.217 0.201 0.202 0.199 0.205 0.217
M 25.058 25.028 24.944 24.963 25.520 25.058 25.028 24.944 24.963 25.520
Error k -0.001 -0.002 0.001 -0.005 -0.017 -0.001 -0.002 0.001 -0.005 -0.017
Error M -0.058 -0.028 0.056 0.037 -0.520 -0.058 -0.028 0.056 0.037 -0.520
SSE 13 55 218 873 3236 13 55 218 873 3236
0.996 0.983 0.935 0.784 0.489 0.996 0.983 0.935 0.784 0.489
0.996 0.982 0.931 0.771 0.455 0.996 0.982 0.931 0.771 0.455
k= 0.2, M= 25
Nelder-Mead Simplex
R2
Real R2
Table 4.6: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1,M = 25,
Model: Me−k∗t)
Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.644 0.398 0.407 0.406 0.476 5.056 2.729 1.387 1.390 0.765
M 25.137 24.937 25.045 24.974 25.204 42.782 25.930 38.011 28.948 25.233
Error k -0.244 0.002 -0.007 -0.006 -0.076 -4.656 -2.329 -0.987 -0.990 -0.365
Error M -0.137 0.063 -0.045 0.026 -0.204 -17.782 -0.930 -13.011 -3.948 -0.233
SSE 36 53 218 836 3407 416 266 291 909 3433
0.987 0.981 0.926 0.761 0.442 0.850 0.905 0.902 0.742 0.437
0.995 0.980 0.921 0.746 0.410 0.995 0.980 0.921 0.746 0.410
k= 0.4, M=25
Nelder-Mead Simplex
R2
Real R2
Table 4.7: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.4s−1,M = 25,
Model: Me−k∗t)
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.200 0.695 0.692 0.208 0.214 17.379 8.566 5.697 2.398 2.020
M 50.068 51.261 50.067 49.848 50.442 87.080 104.316 71.836 50.186 55.927
Error k 0.000 -0.495 -0.492 -0.008 -0.014 -17.179 -8.366 -5.497 -2.198 -1.820
Error M -0.068 -1.261 -0.067 0.152 -0.442 -37.080 -54.316 -21.836 -0.186 -5.927
SSE 52 1176 973 3586 13229 5682 3415 2759 4518 13912
0.996 0.909 0.928 0.777 0.487 0.556 0.733 0.794 0.722 0.460
0.996 0.982 0.934 0.761 0.458 0.996 0.982 0.934 0.761 0.458
k= 0.2, M=50
Nelder-Mead Simplex
R2
Real R2
Table 4.8: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1,M = 50,
Model: Me−k∗t)
Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
k 0.900 1.398 0.407 0.401 0.433 4.318 5.377 0.905 1.719 1.933
M 51.561 51.880 50.159 50.311 50.888 55.120 60.979 50.157 50.343 115.728
Error k -0.500 -0.998 -0.007 -0.001 -0.033 -3.918 -4.977 -0.505 -1.319 -1.533
Error M -1.561 -1.880 -0.159 -0.311 -0.888 -5.120 -10.979 -0.157 -0.343 -65.728
SSE 979 1140 856 3522 13728 830 1185 986 3834 13865
0.911 0.900 0.927 0.760 0.449 0.925 0.896 0.917 0.740 0.443
0.995 0.980 0.923 0.747 0.412 0.995 0.980 0.923 0.747 0.412
k= 0.4, M=50
Nelder-Mead Simplex
R2
Real R2
Table 4.9: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.4s−1,M = 50,
Model: Me−k∗t)
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Figure 4.13: Sample confidence region: Any point inside the region is within the 95%
confidence interval
Internal fragment model
The same experiments are conducted with the internal fragment model. Sample internal
fragment time courses are shown in Figure 4.16. The results are shown in Table 4.10, 4.11,
and 4.12. The maximum value for a reaction rate constant, max, is set to 5 because e−5∗t
is approximately 0 at t >= 1 minute. If an algorithm found a rate constant greater than
max, this parameter is interpreted as unimportant. As is also observed for the exponen-
tially increasing and decreasing models, both the Nelder-Mead simplex and Gauss-Newton
methods performed equivalently on the internal fragment model. This is best observed by
comparing the goodness-of-fit values, R2, of each method.
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
0.185 0.180 0.173 0.168 0.167 0.185 0.183 0.175 0.171 0.171
0.225 0.243 0.632 4.055 4.560 0.224 0.240 >max >max >max
0.015 0.020 0.027 0.032 0.033 0.015 0.017 0.025 0.002 0.029
-0.025 -0.043 -0.432 -3.855 -4.360 -0.024 -0.040 N/A N/A N/A
SSE 0.022 0.089 0.356 1.358 5.578 0.022 0.089 0.356 1.360 5.583
0.997 0.986 0.947 0.822 0.532 0.997 0.986 0.947 0.822 0.532
0.996 0.986 0.944 0.812 0.514 0.996 0.986 0.944 0.812 0.514
k
1
= 0.2, k
2
= 0.2
Nelder-Mead Simplex
k
1
k
2
Error k
1
Error k
2
R2
Real R2
Table 4.10: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1, k2 =
0.2s−1, Model: (1− e−k1∗t)(1− e−k2∗t))
Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
0.200 0.210 0.219 0.226 0.229 0.200 0.210 0.220 0.227 0.237
0.416 0.420 0.788 >max >max 0.416 0.420 >max >max >max
0.000 -0.010 -0.019 -0.026 -0.029 0.000 -0.010 -0.020 -0.027 -0.037
-0.016 -0.020 -0.388 N/A N/A -0.016 -0.020 N/A N/A N/A
SSE 0.022 0.086 0.352 1.344 5.427 0.022 0.086 0.352 1.344 5.433
0.996 0.986 0.945 0.817 0.514 0.996 0.986 0.945 0.817 0.514
0.996 0.985 0.942 0.806 0.488 0.996 0.985 0.942 0.806 0.488
k
1
= 0.2, k
2
= 0.4
Nelder-Mead Simplex
k
1
k
2
Error k
1
Error k
2
R2
Real R2
Table 4.11: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1, k2 =
0.4s−1, Model: (1− e−k1∗t)(1− e−k2∗t))
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Figure 4.14: Four sample time courses (T1, T2, T3, T4) of an exponentially increasing
model: Each time course represents a separate experiment
4.2.2 Scaling techniques
When comparing the Gauss-Newton and Nelder-Mead simplex algorithms, the magnitude
of the time course, M , is included in the parameter set, adding complexity to the search.
One alternative approach is to prescale the data by approximating the magnitude. To test
the techniques described in Section 4.1.5, the model for an internal fragment of a limited
proteolysis experiment (M ∗ (1− e−k1∗t) ∗ (1− e−k2∗t)) is selected. Arbitrary reaction rate
constants are selected with values of 0.2s−1 and 0.2s−1. Four time courses are generated
according to the procedure outlined in the Section 4.1.4 with an error percentage of 4%.
The first technique described in Section 4.1.5 scales each time course by its maximum
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Figure 4.15: Four sample time courses (T1, T2, T3, T4) of an exponentially decreasing
model: Each time course represents a separate experiment
value. The results of 100 experimental runs showed that this method consistently selected
a magnitude, M , that is too high. Four example time courses are scaled with this technique
and shown in Figure 4.17. Curve-fitting this data produced incorrect best-fit parameters of
0.1s−1 and 0.54s−1 for k1 and k2, respectively. The best-fit parameters can be compared to
the real parameters by reporting the average difference between the sum-of-squares of the
predicted and real values, which is −0.019 for this simulation. Another way to compare
two sets of parameters for the same model is to compare their R2 values. The predicted
parameters consistently had a higher value of R2 than the real parameters, and therefore,
the predicted parameters provide a better fit. The R2 of the predicted model and real model
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Figure 4.16: Four sample time courses (T1, T2, T3, T4) of an internal fragment model: Each
time course represents a separate experiment
is 0.984 and 0.980, respectively.
The second scaling method described in the methods subsection suffers from the same
problem as the previous method (i.e. time courses are underscaled). This result is verified
by running 100 simulations. From the data graphed in Figure 4.18, best-fit parameters
of 0.109s−1 and 0.46s−1 are determined for k1 and k2, respectively. Over the 100 test
runs, the average difference sum-of-squares of the predicted and real parameters is−0.059.
Furthermore, the R2 for the predicted and real parameters is 0.977 and 0.966, respectively.
Scaling by an average of the maximum values of each time course yielded similar
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Gauss-Newton
Percent Error Percent Error
2 4 8 16 32 2 4 8 16 32
0.200 0.205 0.218 0.232 0.255 0.200 0.206 0.219 0.234 0.257
0.811 0.808 1.872 >max >max 0.811 0.799 >max >max >max
0.000 -0.005 -0.018 -0.032 -0.055 0.000 -0.006 -0.019 -0.034 -0.057
-0.011 -0.008 -1.072 -4.761 -6.120 -0.011 0.001 >max >max >max
SSE 0.021 0.085 0.350 1.357 5.536 0.021 0.085 0.350 1.358 5.537
0.996 0.985 0.942 0.804 0.506 0.996 0.985 0.942 0.804 0.505
0.996 0.984 0.939 0.795 0.481 0.996 0.984 0.939 0.795 0.481
k
1
= 0.2, k
2
= 0.8
Nelder-Mead Simplex
k
1
k
2
Error k
1
Error k
2
R2
Real R2
Table 4.12: Results table comparing the Nelder-Mead simplex algorithm to the Gauss-
Newton algorithm for nonlinear curve-fitting at different noise levels (k = 0.2s−1, k2 =
0.8s−1, Model: (1− e−k1∗t)(1− e−k2∗t))
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Figure 4.17: Four sample time courses scaled by their maximum value with 4% error
82
4.2. RESULTS October 18, 2006
0 10 20 30 40 50 60
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Best−fit parameters: k
1
 = 0.10882, k
2
 = 0.46334
time [min]
In
te
ns
ity
Data
Model
Figure 4.18: Four sample time courses scaled by the global maximum value with 4% error
results. The data shown in Figure 4.19 produced best-fit values of 0.14s−1 and 0.28s−1
for k1 and k2, respectively. The average difference sum-of-squares for 100 simulations is
−0.024, and the average R2 values for the predicted and real parameters are 0.984 and
0.980, respectively.
Scaling by the average of the final data points radically improved the results. The
data shown in Figure 4.20 produced best-fit values of 0.19s−1 and 0.20s−1 for k1 and k2,
respectively. The average difference sum-of-squares for 100 simulations is−0.008, and the
average R2 values for the predicted and real parameters are 0.986 and 0.985, respectively.
The error percentage is increased to 8% to further verify this scaling technique. The average
values of k1 and k2 for 100 simulations are 0.17s−1 and 0.62s−1, respectively. The average
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Figure 4.19: Four sample time courses scaled by the average maximum value of the time
courses with 4% error
difference sum-of-squares is −0.03, and the average R2 values for the predicted and real
parameters are 0.95 and 0.94, respectively. A sample run is shown in Figure 4.21.
4.2.3 Slow reactions
If the reaction rate constants are relatively slow with respect to the time of the experiment,
then the curve will not reach its final value (i.e. the proteins are not completed digested or
modified). A sample is shown in Figure 4.24. In this case, all of the scaling techniques will
fail because they assume the curve reaches its final value, M . Therefore, it is still desirable
to have the magnitude as one of the parameters. This problem will be referred to as the
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Figure 4.20: Four sample time courses scaled by the average of their last values 4% error
final value problem.
For chemical modification data, the modified model, M(1− e−k∗t), is the only model
susceptible to the final value problem. The unmodified model starts at the maximum height,
M , and therefore, it does not suffer from the final value problem. A sample modified
fragment time course is shown in Figure 4.22 with the corresponding SS graph (shown in
Figure 4.23). The real parameters, M and k, are 81.6 and 0.01 min−1, respectively. The
sample graph shows that the curve-fitting algorithms correctly search the SS landscape to
find the minimum value. The predicted parameters, M and k, for the sample model are
127.19 and 0.006 min−1, respectively. The R2 value for the predicted curve is greater than
that for the predicted parameters: 0.8007 to 0.7955, respectively.
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Figure 4.21: Four time courses scaled by the average of their last values with 8% error
The limited proteolysis terminal fragment model is mathematically equivalent to the
modified model, so its behavior is the same as the modified model with regards to the final
value problem. A sample slow reaction is shown in Figure 4.24. A sample slow reaction
where the magnitude is included as a parameter is shown in Figure 4.25.
Magnitude heuristic for the modified model
All of the scaling techniques assume that the time course has reached its final value,M , and
therefore a method of testing this assumption is necessary. When sufficient data exist, the
maximum value, ymax, and slope at the end of a time course, vend, can be computed from a
set of experimental time courses. The initial challenge, then, is to develop a heuristic to test
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Figure 4.22: Four sample unfinished time courses (T1, T2, T3, T4) with k = 0.01min−1 and
M = 81.6
whether or not the modified model time course has enough information to extract a rate.
This heuristic must have a low false negative percentage. One possible heuristic is that the
time course must reach 1/p of its final value (M/p). This is difficult to test without knowing
the final value a priori. However, since the shape of the curve is predictable, a guess based
on the slope at the end of the time course can be used.
To derive the heuristic assume that the time course has reached 1/p of its final value,
M (sample shown in Figure 4.26). Then, the time when ymax ≥M/p is derived as follows:
Determine the time when y(t) = M/p.
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Figure 4.23: Sum-of-squares graph for Figure 4.22
y(t) = M/p = M(1− e−k∗t) (4.96)
1/p = 1− e−k∗t (4.97)
1− 1/p = e−k∗t (4.98)
ln(1− 1/p) = ln(e−k∗t) (4.99)
ln(1− 1/p) = −k ∗ t (4.100)
−ln(1− 1/p)/k = t (4.101)
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Figure 4.24: Four sample unfinished time courses (T1, T2, T3, T4) with k1 = 0.01min−1
and k2 = 0.05min−1
Letting t1/p = −ln(1− 1/p)/k, determine the slope at t = t1/p:
dy(t1/p)
dt
= M ∗ k ∗ e−k(−ln(1−1/p)/k) (4.102)
= M ∗ k ∗ eln(1−1/p) (4.103)
= M ∗ k(1− 1/p) (4.104)
If the time course has reached more than half of the final value, then dy
dt
≤M∗k(1−1/p) for
t ≥ t1/p. Therefore, the time course has not reached the final value if vend > M∗k(1−1/p).
This can used as a conservative heuristic test. The slope at the end of the time course can
be approximated by the average rate of change at the end of the time course (vend). First,
all of the time courses are averaged to reduce the noise. Then the slope at the end of the
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Figure 4.25: Four sample unfinished time courses with k1 = 0.01min−1, k2 = 0.05min−1,
and M = 80
time course is approximated as follows:
vend ≈
y(end)− y(end− 1)
t(end)− t(end− 1)
(4.105)
Further, the slope at the halfway point is conservatively estimated as follows:
M ∗ k(1− 1/p) ≈ ymax ∗ kpred(1− 1/p) (4.106)
Where ymax is the final value of the experimental time courses and kpred is the curve-fit
reaction rate constant fixing the parameterM at ymax +ymax/p. These calculations provide
a conservative test for the percentage of the final value reached.
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Figure 4.26: Sample time course illustrating the point at which the time course reaches half
of its final value (M = 100)
Sample time courses are generated using the procedure described in Section 4.1.4.
A magnitude of 100 is selected and various rates between 0 and 0.08s−1 are randomly
selected. The parameter, p, is set to 2, and therefore the cutoff is set to half of the final
value. A sample distribution of rates is shown in Figure 4.27. The results for various
levels of noise are shown in Table 4.13. As can be seen in the table, the heuristic test has
a high false negative percentage. However, this is acceptable because a false negative only
signals to the analyst that further investigation is needed. To analyze the false positive
rates, their distribution is plotted in Figure 4.28. As seen in the Figure 4.28, the majority
of the false negatives are centered around the cutoff rate for half of the final value (k =
−ln(1/2)/60 ≈ 0.0116).
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Figure 4.27: Sample distribution of the k values that are used to test the heuristic
4.2.4 Confidence interval method comparison
To compare the Monte Carlo and model comparison confidence interval methods, 100
simulations are run for varying levels of noise with the modified fragment model (i.e.
M(1− e−kt)). The various levels of noise are 2, 4, 8, 16, and 32 percent, and the parame-
ters, M and k are set to 100 and 0.1s−1, respectively. Both methods estimated confidence
intervals that contained the true parameter values, but consistently, the model comparison
method produced more conservative confidence intervals. This increase in the size of the
confidence interval is shown as a percentage for each error percentage in Table 4.14.
Each method produces unique graphs that can be used to analyze the curve-fitting re-
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M=100
Percent Error
2 4 8 16 32
% Correct  86.9  80.0  75.9  65.7  54.1  
% False Positives  1.0  3.0  4.3  2.7  0.0  
%False Negatives  12.1  17.0  19.8  31.6  45.9  
Table 4.13: Heuristic accuracy results for different levels of noise
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Figure 4.28: Sample distribution of the false negative k values for a 16% noise level
sults at a deeper level. The Monte Carlo confidence interval method produces two types of
useful graphs. The first is a scatter plot that shows the relationship between the parameters
(shown in Figure 4.29). Using this plot, the effects of including the magnitude as a param-
eter can be studied. It is observed that the magnitude significantly affects the rate constant
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 % Error
2 4 8 16 32
3 5 7 12 16
% Increase of model 
comparison 
confidence interval
Table 4.14: Percent increase of model comparison confidence intervals over Monte Carlo
confidence intervals
confidence intervals. The second graph, only produced by the Monte Carlo method, is the
simulated distribution of the parameters (sample shown in Figure 4.30). This is another
useful way to look at the results and it will be used in the following subsection to analyze
the internal fragment model. The model comparison method provides a clear way to study
the relationship between parameters by producing a confidence region, which is described
in Chapter 4.1. A sample of the confidence region for the modified model described pre-
viously in this subsection is shown in Figure 4.31. Not only do these methods provide
accurate and conservative estimates of the confidence intervals, they also facilitate in-depth
analysis of the curve-fitting results.
4.2.5 Analyzing the confidence intervals for the internal fragment model
The internal fragment model (M(1− e−k1t)(1− e−k2t)) presents some unique problems for
determining the confidence intervals. These problems arise because two of the parameters,
k1 and k2 are mathematically and biologically interchangeable. For example, k1 = 0.2s−1
and k2 = 0.8s−1 produces the same time course as k1 = 0.8s−1 and k2 = 0.2s−1. Or stated
another way, a peptide fragment with rates of k1 = 0.2s−1 and k2 = 0.8s−1 will behave
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Figure 4.29: Sample Monte Carlo parameter scatter plot that shows the relationship be-
tween the parameters: Each data point represents the best-fit values from one simulation
run
exactly like a peptide fragment with rates of k1 = 0.8s−1 and k2 = 0.2s−1. The process
of curve-fitting is the mapping of a curve (time course) back to the parameters. In the case
of the internal fragment model, the same time course can be mapped to different sets of
parameters.
One method to handle this problem is to always assume that k1 is the slower rate (i.e.
assume k1 < k2). Once this assumption is made, confidence intervals can be obtained for k1
and k2. However, there are two scenarios that must be examined. The first scenario is that
the distributions of k1 and k2 do not overlap, and the second scenario is that the distributions
of k1 and k2 overlap. Using the Monte Carlo confidence interval method, the simulated
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Figure 4.30: Sample Monte Carlo parameter distribution: Created using a sliding window
distribution of k1 and k2 can be examined for each scenario. A sample nonoverlapping
distribution of k1 and k2 is shown in Figure 4.32, and an overlapping distribution of k1 and
k2 is shown in Figure 4.33. These distributions show that while assuming that k1 is less than
k2 is a logical solution, careful attention must be paid to see if the reaction rate constant
distributions overlap, because the amount in which the distributions overlap clearly affects
the confidence interval.
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Figure 4.31: Sample model comparison confidence region: Any point inside the confidence
region is in the 95% confidence interval
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Figure 4.32: Sample nonoverlapping distributions of k1 and k2 values
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Figure 4.33: Sample overlapping distributions of k1 and k2 values
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Case study
In order to further validate the utility of the techniques explored here, the structure of
cytochrome c, a ubiquitous and well studied electron carrier protein, is probed using limited
proteolysis. The structure of horse heart cytochrome c has been determined in a number
of binding states and crystallizations under a variety of different conditions (Banci et al.,
1999; Bushnell and Louie, 1990; Banci et al., 1997, 2001). Here experimentally derived
proteolysis reaction rates are compared with the structure of the human cytochrome c:heme
complex (Bushnell and Louie, 1990). The results demonstrate that the derived reaction
rates are consistent with the known crystallographic structure.
5.1 Limited proteolysis analysis
5.1.1 Experimental protocol
A limited proteolysis time course is constructed from several independent measurements of
the relative amount of a peptide fragment. For each experiment, triplicate time courses were
performed. Typically the reactions are initiated by mixing cytochrome c with a protease
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previously immobilized on a agarose bead. The suspension is incubated at 37◦ Celsius.
At desired times, aliquots of the suspension are removed and the reaction is stopped by
rapidly centrifuging the immobilized protease from the suspension and decanting the reac-
tion supernatant. The buffer of the product solution is charged by reducing its volume in
a speedvac warmed at 60◦ Celsius and reconstituting to the original volume with a mass
spectrometry-compatible buffer.
Mass spectrometric analysis of samples is carried out using a Ciphergen Protein Sys-
tem, model PBS II (Freemont, CA) MALDI-TOF mass spectrometer. In these analyses,
aliquots of product mixtures are mixed with an appropriate internal standard and spotted
on gold “sample chips” previously spotted with a laser-energy absorbing organic matrix.
Standard desorption protocols are followed (Nuss et al., 2006) and data is collected with
the aid of the Ciphergen software.
5.1.2 Data analysis
Two limited proteolysis experiments, a and b, are conducted on cytochrome c. Each ex-
periment is measured in triplicate by mass spectrometry. The triplicate measurements are
averaged to reduce the noise. The experiments are then normalized by an internal standard.
This produced two sets of spectra (i.e. one for experiment a and one for experiment b).
Further, each set contains a spectrum for each time point: 0, 1, 2, 5, 10, 20, 30, 45, and 60
minutes. A segment of experiment a’s spectrum is shown at 10, 20, and 45 minutes in Fig-
ures 5.1, 5.2, and 5.3. Following the preprocessing steps described above, the spectrum
must be analyzed to identify peaks that can be associated with cytochrome c fragments.
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Figure 5.1: Segment of experiment a spectrum at 10 minutes
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Figure 5.2: Segment of experiment a spectrum at 20 minutes
To do this, the possible fragments of cytochrome c must be computed. The sequence of
cytochrome c is shown in Figure 5.4. Exhaustive proteolysis by trypsin produces the frag-
ments shown in Table 5.1. Once the fragments are matched with peaks in the spectra, time
courses can be extracted by observing the changes in relative peak height for each fragment
at each time point. Time courses for all fragments are visually examined, and several frag-
ments with time courses that appeared to exhibit first order reaction kinetics are selected for
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Mass Position Peptide sequence
1495.70 61­72 EETLMEYLENPK
1470.69 40­53 TGQAPGFTYTDANK
1168.62 28­38 TGPNLHGLFGR
1018.44 14­22 CAQCHTVEK
964.53 92­99 EDLIAYLK
779.45 80­86 MIFAGIK
678.38 74­79 YIPGTK
634.39 9­13 IFVQK
604.35 56­60 GITWK
547.27 1­5 GDVEK
434.19 101­104 ATNE
405.21 89­91 TER
284.17 26­27 HK
261.16 54­55 NK
261.16 23­25 GGK
204.13 6­7 GK
147.11 8­8 K
147.11 39­39 K
147.11 73­73 K
147.11 87­87 K
147.11 88­88 K
147.11 100­100 K
Table 5.1: Possible fragments of cytochrome c liberated by trypsin
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Figure 5.3: Segment of experiment a spectrum at 45 minutes
  GDVEKGKKIFVQKCAQCHTVEKGGKHKTGPNLHGLFGRKTGQAPGFTYTDAN­
KNKGITWKEETLMEYLENPKKYIPGTKMIFAGIKKKTEREDLIAYLKKATNE
Figure 5.4: Primary structure of cytochrome c: Sequence is shown using the one letter
amino acid abbreviations
further exploration. Specifically, two time courses are extracted from the sample spectra
shown in Figures 5.1, 5.2, and 5.3: fragment T28-R38 with a molecular weight of 1168.62
and fragment I9-K22 with a molecular weight of 1633.8189. These time courses are shown
in Figures 5.5 and 5.6.
5.1.3 Curve-fitting
Once the time courses have been extracted, the reaction rates can be quantified by the
nonlinear curve-fitting techniques described in this thesis. Three fragments are analyzed:
fragment C14-K22, fragment T28-R38, and fragment T89-K99. To find the reaction rate
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Figure 5.5: Time course associated with the 1168.62 molecular weight fragment
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Figure 5.6: Time course associated with the 1633.8189 molecular weight fragment
constants, the Nelder-Mead simplex algorithm is used to minimize the sum-of-squares, and
the confidence intervals are determined by the Monte Carlo method. The best-fit curve
of the first fragment’s time course (C14-K22) is shown in Figure 5.7. After the best-fit
parameters are determined, the confidence interval is analyzed. The relationship between k1
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Figure 5.7: Best-fit curve of the time course associated with fragment C14-K22
and k2 is shown in Figure 5.8, and the distribution of k1 and k2 is shown in Figure 5.9. The
confidence intervals for k1 and k2 are [0.0352, 0.0655]min−1 and [0.0533, 0.1731]min−1,
respectively. However, the simulated distributions of k1 and k2 show significant overlap.
Therefore, the confidence intervals of k1 and k2 cannot be separated, and should be reported
as a single confidence interval of [0.0352, 0.1731]min−1 (as described in Section 4.2.1).
The best-fit curve of the second fragment’s time course (T28-R38) is shown in Figure
5.10. Again, once the best-fit parameters are determined, the confidence interval should
be analyzed (Figure 5.11 and Figure 5.12). The confidence intervals for k1 and k2 are
[0.0354, 0.0576]min−1 and [0.0504, 0.1176]min−1, respectively. However, similar to the
first fragment, the simulated distributions of k1 and k2 show significant overlap. Therefore,
the confidence intervals of k1 and k2 cannot be separated, and should be reported as a single
confidence interval of [0.0354, 0.1176]min−1. The time course associated with the third
fragment cannot be curve-fit because it is incomplete (i.e. the reaction did not proceed to
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Figure 5.8: Relationship between k1 and k2 for the confidence interval associated with
fragment C14-K22
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Figure 5.9: Distribution of k1 and k2 for the confidence interval associated with fragment
C14-K22
sufficiently rapidly to provide sufficient data for curve fitting). The time course is shown
in Figure 5.13. However, this time course still contains important information. Since it is
incomplete, the reaction rate constants associated with this fragment can be assumed to be
slower than the reaction rate constants associated with the two previous fragments.
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Figure 5.10: Best-fit curve of the time course associated with fragment T28-R38
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Figure 5.11: Relationship between k1 and k2 for the confidence interval associated with
fragment T28-R38
Interpretation
The reaction rate constants derived in the previous section can be analyzed based on their
solvent accessibility and secondary structure. The two reactive residues, K13 and K22, of
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Figure 5.12: Distribution of k1 and k2 for the confidence interval associated with fragment
T28-R38
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Figure 5.13: Time course associated with the 1351.25 molecular weight fragment
the first fragment are on the surface of the protein and are therefore considered to be solvent
accessible (Figure 5.14). Residue K13 is located in an alpha helix, and therefore may be
expected to be less reactive due to the relative lack of flexibility in the surrounding protein
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backbone. Further, the two reactive residues, K27 and R38, of the second fragment are also
   
Residue 13
Residue 22
Figure 5.14: Location of residues K13 and K22 on cytochrome c (PDB code: 1HRC)
(Bernstein et al., 1977; Bushnell and Louie, 1990; DeLano, 2002)
located on the surface of the protein, and therefore solvent accessible, thus, readily available
for proteolysis (Figure 5.15). Neither of these residues are involved in secondary structure.
The last three reactive residues, K88, R91, and K99, are located in an alpha helix, and
as might thus be expected, their time course is slower than the other two fragments. The
locations of the residues are shown in Figure 5.16.
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Residue 38
Residue 27
Figure 5.15: Location of residues K27 and R38 on cytochrome c (PDB code: 1HRC)
(Bernstein et al., 1977; Bushnell and Louie, 1990; DeLano, 2002)
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Figure 5.16: Location of residues K88, R91, and K99 on cytochrome c (PDB code: 1HRC)
(Bernstein et al., 1977; Bushnell and Louie, 1990; DeLano, 2002)
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Discussion
6.1 Curve-fitting algorithm comparison
For the various models explored here, the two curve fitting algorithms Gauss-Newton and
Nelder-Mead simplex are indistinguishable in terms of their residual error. However, when
the residual error is greater than 8%, the Gauss-Newton method did predict a non-feasible
value for the second parameter (that is, the predicted value is greater than max). As shown
in the performance tables for the various models, the two algorithms performed approxi-
mately equal. The only difference is seen when the percent error is more than 8 percent, the
Gauss-Newton method predicted the second parameter to be greater than max. On the sur-
face, this would seem to indicate the Nelder-Mead simplex algorithm is the better choice.
However, the R2 values for the estimated curves are identical for both methods. There-
fore, the curve produced by the Gauss-Newton algorithm explains the variation in the data
as well as the Nelder-Mead simplex algorithm. Since the running-time of the algorithms
is on the order of seconds as opposed to hours for the biological experiments, a detailed
running-time comparison is unimportant.
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6.2 Scaling techniques
Including the magnitude, M , in the parameter set adds complexity to the curve-fitting
search. One alternative approach is to prescale the data by approximating the magnitude.
To test this approach multiple methods are described and analyzed in Sections 4.1.5 and
4.2.2. The first three methods, individual, global maximum, and average maximum, all un-
derscaled the time courses, thus, leading to incorrect curve-fitting results. The final method,
average last, proved to be the best method for prescaling, correctly finding the reaction rate
parameters.
All of the prescaling techniques suffer the drawback of biasing the confidence intervals
of the reaction rate parameters. By prescaling the data, a small segment of the confidence
region is selected. This affects the confidence intervals of the other parameters and can be
seen in Figure 6.1, where the confidence interval of k changes from [0.085, 0.114]min−1 to
[0.9, 0.11]min−1 when the algorithm prescaled the time course (M=101).
6.3 Confidence interval method comparison
Comparing the confidence interval of the Monte Carlo and the model comparison meth-
ods showed that model comparison is consistently the more conservative method. The
model comparison confidence intervals increase 3, 5, 7, 12, and 16 percent over the Monte
Carlo confidence intervals when the percent error is 2, 4, 8, 16, and 32 percent, respec-
tively. Therefore, this method is preferable when employing the reaction rate constants in a
quantitative manner. Each of the methods explored provide useful information for further
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Prescaling: 
M = 101
Smaller confidence interval
Figure 6.1: Prescaling drawback: Illustrating the effects of selecting a specific value of M
on the confidence interval of k.
analysis of the curve-fitting results. Both the Monte Carlo and model comparison meth-
ods can examine the relationship between the parameters. Additionally, the Monte Carlo
method provides a simulated distribution of the parameters that is useful for examining
possible overlap between viable ranges of values for each parameter.
6.4 Stochastic simulation
The primary goal of the stochastic simulation is to validate the proposed mathematical mod-
els of the limited proteolysis concentration equations. The simulation helps to select the
correct model out of several formulations. In order to correctly extract the original curve-
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fitting parameters, the model formulation should assume that the cut-sites of an internal
fragment can be cleaved in any order.
The simulation is used to validate the experimental methods of determining the reac-
tion rate constants (e.g. k1, k2, ...). One method of calculating the reaction rate constants
assumes that the rate constant of a specific cut-site could only be determined by examining
all of the fragments that are cut at this location. For example, the two-cut simulation can
create the fragments shown in Figure 3.3. If it is assumed that the middle fragment and
the left-middle fragment are both needed to determine the rate constant of cut-site 2, then
these two rates should be summed to find the actual rate. The simulation helped test this
theory, and it showed that if the fragment contained the cut-site in question, it could be used
independently to determine the reaction rate constant. This leads to the result that multiple
fragments can be individually used to find the same rate constants. Considering the two-
cut protein again, the rate constant of the second cut-site, k2 is determined by curve-fitting
either the concentration graph of the left-middle, middle, right-middle, or rightmost frag-
ments. Figures 6.4 and 6.4 show the curve-fitting results for the middle and left-middle
fragments. Curve-fitting the middle fragment produces the value of 0.12s−1 for k2, and
curve-fitting the left-middle fragment finds a value of 0.1136s−1 for k2. Both of these
nonlinear curve-fits found the correct value of k1 within their 95% confidence intervals.
In this thesis, the stochastic simulation is used to study computational issues surround-
ing the limited proteolysis models. In the future, the simulation can be used to study other
problems, such as the effect of varying a specific reaction rate constant. The stochastic
simulation provides a flexible interface to explore computational problems associated with
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Figure 6.2: Concentration graph of [P11] Figure 6.3: Concentration graph of [P01]
the limited proteolysis experiments.
6.5 Cytochrome c structure validation
Application of the techniques explored here to a protein of known structure, Cytochrome
c, exposed several of the challenges involved in application of these methods to real-world
experimental data. In particular, it is noted that highly variable reaction rates for different
proteolysis sites can result in insufficient data for reaction rate constant estimation for some
sites. This suggests that multiple time frames and/or reagent concentrations must be used
in a complete analysis of a protein’s reactivity.
Despite these challenges, the reaction rates identified for the particular residues ex-
amined in the case study are consistent with the known structure of the protein. Even for
reaction sites where insufficient data is present to infer a reaction rate, qualitative compari-
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son of the mass spectra yielded information that is structurally informative.
6.6 Future work
The intent of this research is to contribute to a comprehensive package for high confidence
protein structure prediction. This package encompasses multiple functional modules, in-
cluding data collection, data analysis and refinement, reaction rate extraction, and protein
structure prediction. A data collection module should provide an intuitive interface for sci-
entists to load mass spectra. Once the data is loaded, tools should be available to analyze
and refine the raw spectra. These tools should perform the following tasks: peak identi-
fication, noise reduction, scaling and normalization, and time course extraction. Reaction
rates and error estimates can then be calculated from the time courses using the framework
presented in this thesis. The final module will then enable high confidence protein structure
prediction by incorporating the reaction rates.
Many of these techniques including peak identification, noise reduction, scaling and
normalization, and time course extraction have been implemented and were used to probe
the structure of Replication protein A (Nuss et al., 2006). This thesis implemented a robust
framework for calculating reaction rates and their associated confidence intervals, which
provides conservative error estimation. The next steps are to develop a protein structure
prediction algorithm and to integrate it into a complete high confidence protein structure
prediction package.
The proposed high confidence protein structure prediction process, described in Chap-
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ter 1, uses an experimental reactivity profile to refine and rank the final protein structure
models. A reactivity profile is a set of reaction rates and/or confidence intervals that are
assigned to specific amino acids. This process relies on the ability of a mathematical model
to predict the reactivity profiles for the potential protein structure models. This model must
accurately predict the reaction rate of an amino acid, given a set of physical and chemical
features.
One important area of future work is the selection of predictive features for the math-
ematical model. The selection should begin with a large set of potential features, including
solvent accessibility, secondary structure, atomic density, flexibility, charge, and electro-
static potential. Then a feature selection algorithm can be used to correlate and rank these
features by their ability to predict reaction rates. The feature selection algorithm will need
a database of experimental reaction rates extracted from proteins of known structure. The
framework described in this thesis provides a fundamental tool for experimental reaction
rate calculation.
Once a set of amino acid features is selected, a mathematical model must be devel-
oped to map these features to a reaction rate. To train the algorithm, the same database
of experimental reaction rates can be used, but a new dataset of rates is needed for testing
and validation of the mathematical model. Selecting the type of mathematical model (lin-
ear, quadratic, non-parametric, etc) is another area of future work that must be researched
before developing a scoring technique.
As an initial feature selection study, the case study of cytochrome c can be used to
study the relationship of secondary structure and charge to reactivity. Currently, the rela-
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tionship between the solvent accessibility of an amino acid and its reactivity is the only
widely investigated physical feature/reaction rate relationship. A study focusing on these
physical features for a protein of known structure has potential impact for anyone using
limited proteolysis or chemical modification experimental data to infer protein structure.
A scoring function should take two arguments, a predicted reactivity profile for a
specific model and an experimental reactivity profile from purified protein and return a
measure of the consistency of these two reactivity profiles. The confidence intervals should
be incorporated into any scoring function to provide an accurate measure of consistency.
Two possible methods for incorporating the confidence intervals into the scoring process
are to calculate the percent of the predicted rate constants that fall inside the experimental
confidence interval or to weight the importance of reactivity sites based on the size of the
confidence intervals. The first method is the most conservative method, but might not have
enough power to discriminate between potential protein models. Conversely, the latter
model could provide more power but might not have sufficient accuracy to achieve a high
confidence prediction.
Given the ability to score a potential model, the next step in the development is to
address the role of the scoring function in the prediction process. One potential use has
already been described in above, and that is to rank the final potential models using their
score. A second option would be to directly modify one of the current structure prediction
algorithms to incorporate the score during the modeling process. Once this is decided, a
complete package for high confidence protein structure prediction will be available.
120
6.7. CONTRIBUTIONS October 18, 2006
6.7 Contributions
This thesis constructs a framework for calculating reaction rates from experimental time
courses. The mathematical models used to calculate reaction rates from limited proteolysis
time courses are verified with a stochastic simulation. Two of the most common methods of
nonlinear curve-fitting, Gauss-Newton and Nelder-Mead simplex, are analyzed to test their
ability to accurately calculate the reaction rates from experimental time courses. In order to
use the reaction rates in a quantitative manner, two methods for calculating the confidence
intervals, Monte Carlo and model comparison, are implemented and analyzed. Their anal-
ysis showed that accurately determining the best-fit parameters via the Gauss-Newton or
Nelder-Mead simplex algorithms is unreliable unless strict confidence intervals are estab-
lished. Establishing accurate confidence intervals provides a solid statistical foundation for
future calculations, such as the development of a multivariate statistical model to predict
the reaction reaction rates from physical features. The combination of these methods form
a framework for extracting reaction rates from experimental time courses. This framework
is demonstrated on a protein of known structure to show how it can be used to visually
analyze a protein’s structural features.
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