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Abstract
The boundary conditions with diagonal boundary S matrix and the boundary form factors for
the Smirnov–Fateev model on a half line has been considered in the framework of the free field repre-
sentation. In contrast to the case of the sine-Gordon model, in this case the free field representation
is shown to impose severe restrictions on the boundary S matrix, so that a finite number of solutions
is only consistent with the free field realization.
1. Introduction
The form factors in quantum field theory provide a natural framework for calculation of large distance
asymptotics of correlation functions. In the integrable quantum field theory the form factors can be, in
principle, found exactly as solution to a system of linear functional equations, called form factor axioms,
as soon as the spectrum and the S matrix of the model has been found [1–3]. This construction admits a
generalization to the case of an integrable model with a boundary. In this case the correlation functions
are expressed in terms of both bulk and boundary form factors. The boundary form factors can be also
found exactly [4, 5].
Here we consider a two-parametric family of integrable models proposed by Smirnov [6] with four
charged particles zεε′ (ε = ±, ε
′ = ±). It means that the space of internal states of a particle is
V = C2 ⊗ C2. (1.1)
The S matrix of the model is factorizable, and the two-particle S matrix Sp1p2(θ) is given by
Sp1p2(θ) = −Sp1(θ)⊗ Sp2(θ), (1.2)
where each tensor component acts on the tensor square of the corresponding tensor component C2 of
the space V . The matrix Sp(θ) is the two-soliton S matrix of the sine-Gordon model with the coupling
constant β2SG = 8pi
p
p+1 [7]:
Sp(θ)
++
++ = −e
iδp(θ), Sp(θ)
+−
+− = −e
iδp(θ)
sh θp
sh ipi−θp
, Sp(θ)
−+
+− = −e
iδp(θ)
i sin pip
sh ipi−θp
,
S(θ)
−ε′1,−ε
′
2
−ε1,−ε2 = S(θ)
ε′1ε
′
2
ε1ε2 , δp(θ) = 2
∫ ∞
0
dt
t
sh pit2 sh
pi(p−1)t
2 sin θt
shpit sh pipt2
.
(1.3)
The Lagrangian description of this model was found by Fateev [8]. Consider three scalar fields ϕi(x),
i = 1, 2, 3 with the action
S =
∫
d2x
(
(∂µϕ1)
2 + (∂µϕ2)
2 + (∂µϕ3)
2
8pi
+
µ
pi
(
cos(α1ϕ1 + α2ϕ2)e
βϕ3 + cos(α1ϕ1 − α2ϕ2)e
−βϕ3
))
(1.4)
with the parameters α1, α2, β satisfying the integrability condition
α21 + α
2
2 − β
2 = 1. (1.5)
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It is convenient to introduce the notation
p1 = 2α
2
1, p2 = 2α
2
2, p3 = −2β
2, p1 + p2 + p3 = 2 (1.6)
and
α3 = −iβ. (1.7)
There are three different regimes in the theory
p1, p2 > 0, p3 < 0 (Regime I); (1.8a)
p1, p2, p3 > 0 (Regime II); (1.8b)
p1, p2 < 0, p3 > 0 (Regime III). (1.8c)
The only unitary regime is the regime I. In this regime the action possesses two topological charges
Qi =
αi
pi
∫
dx1 ∂0ϕi, i = 1, 2.
The values of the topological charges satisfy the conditions
Q1, Q2 ∈ Z, Q1 +Q2 ∈ 2Z.
In this regime the model (1.4) can be identified with the scattering theory (1.2). Namely, the elementary
particles zεε′ correspond to the kinks with topological charges Q1 = ε, Q2 = ε
′. The parameters p1, p2
from (1.6) are those of the S matrix (1.2). That is why we shall call the model with the action (1.4)
the Smirnov–Fateev (SF) model. The bulk form factors of a family of exponential fields in this model
eia1ϕ1(x)+ia2ϕ2(x)+bϕ3(x) were obtained in [9].
Though the regime II is nonunitary, it plays an important role in the free field representation. The
reason is that the symmetry of the model with respect to the permutations (αi, ϕi)↔ (αj , ϕj) becomes
apparent in this regime. There are three topological charges Q1, Q2, Q3 (with the evident definition
of Q3) in the regime II. A part of this symmetry, the symmetry with respect to cyclic permutations plays
an important role in the free field realization. Hence, we shall think of the subscripts i of αi, ϕi, Qi etc.
to belong the cyclic group Z3. Due to this symmetry, there are three types of charged particles z
i
εε′ with
the topological charges Qi = 0, Qi+1 = ε, Qi−1 = ε
′. There is also a set of bound states. In the regime I
only one of these three families zεε′ = z
3
εε′ survive.
Here we consider the SF model with a boundary. From the bootstrap point of view we only need a
solution R(θ) : V → V to the boundary Yang–Baxter equation with the S matrix (1.2):
R2(θ2)S12(θ1 + θ2)R1(θ1)S21(θ1 − θ2) = S12(θ1 − θ2)R1(θ1)S21(θ1 + θ2)R2(θ2),
where Ri(θ) acts on the space of internal states Vi of the ith particle, and Sij(θ) acts on the tensor
product Vi ⊗ Vj . We shall restrict ourselves by the particular case of diagonal boundary S matrices. In
fact, we shall see that the free field representation provides solutions for the boundary S matrices of very
special form. First, all of them has the tensor product form
R(θ) = ρ(θ)
(
1
r1(θ)
)
⊗
(
1
r2(θ)
)
, (1.9)
with some functions ρ(θ), r1(θ), r2(θ). Second, we have a finite number of solutions for these three
functions that admit free field representation for the form factors. We see that the situation differs
from that of the sine-Gordon model, where the whole one-parametric family of diagonal solutions to the
boundary Yang–Baxter equations admit the free field representation [5]. We shall compare the free field
realizations of the SF model and of the sine-Gordon model in more detail later.
2. Free field representation for bulk asymptotic states
Let us recall the free field representation of the SF model [9]. Consider three families of bosonic operators
ai(t) (i ∈ Z3), which depend on the real parameter t and satisfy the commutation relations:
[ai(t), aj(t
′)] = t
sh2 pit2
shpit sh pipit2
δ(t+ t′)δij . (2.1)
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Let
φi(θ; v) =
∫ ∞
−∞
dt
it
ai(t)e
iθt+piv|t|/4, (2.2a)
φ¯i(θ; v) =
∫ ∞
−∞
dt
it
shpit
sh pit2
ai(t)e
iθt+piv|t|/4, (2.2b)
φ
(±)
i (θ; v) = 2
∫ ∞
0
dt
it
sh
pipit
2
ai(±t)e
±iθt+pivt/4 (2.2c)
and
χ
(±)
i (θ) = φ
(±)
i (θ; 2 − pi) + φ
(±)
i+1(θ; pi+1 − 2)− φ
(±)
i+2(θ; pi+1 − pi). (2.2d)
Let us also introduce three central elements (‘zero modes’) kˆi, i = 1, 2, 3. Define the vacuum |0〉k1,k2,k3 :
ai(t)|0〉k1,k2,k3 = 0 for t ≥ 0, kˆi|0〉k1,k2,k3 = ki|0〉k1,k2,k3 . (2.3)
The Fock space Fk1,k2,k3 is defined as the space spanned by the vectors
ai1(−t1) . . . ain(−tn)|0〉k1,k2,k3 , t1, . . . , tn > 0, n = 0, 1, 2, . . . .
The definition of normal ordering :. . .: is evident. The conjugate vacuum k1,k2,k3〈0| is defined as
k1,k2,k3〈0|ai(−t) = 0 for t ≥ 0, k1,k2,k3〈0|kˆi = k1,k2,k3〈0|ki, k1,k2,k3〈0|0〉k1,k2,k3 = 1. (2.4)
The ‘bare’ vertex operators are defined as
Vi(θ) = :exp (iφi+1(θ; pi+1) + iφi+2(θ;−pi+2)):, (2.5a)
I
(±)
i (θ) = :exp(−iφ¯i(θ; pi)± iχ
(±)
i (θ)):. (2.5b)
These operators satisfy the following relations:
Vi(θ
′)Vj(θ) = gij(θ − θ
′):Vi(θ)Vj(θ
′):, (2.6a)
Vi(θ
′)I
(±)
j (θ) = w
(±)
ij (θ − θ
′):Vi(θ
′)I
(±)
j (θ):, (2.6b)
I
(±)
j (θ
′)Vi(θ) = w
(∓)
ij (θ − θ
′):Vi(θ)I
(±)
j (θ
′):, (2.6c)
I
(A)
i (θ
′)I
(B)
j (θ) = g¯
(AB)
ij (θ − θ
′):I
(A)
i (θ
′)I
(B)
j (θ):. (2.6d)
The functions gij , w
(±)
ij , g¯
AB
ij can be found in the Appendix A.
The screening operators read
Si(k, κ|θ) = ci
∫
Ci
dγ
2pii
(I
(+)
i (γ)e
κ − iI
(−)
i (γ)e
−κ)
pie−kγ
sh γ−θ−ipi/2pi
, (2.7)
with some normalization constants ci (see Appendix A). The contour Ci in this equation goes from −∞
to +∞ above the pole at the point θ+ipi/2. As for the poles related to other operators, the contour goes
below all poles arising due to the operators standing to the left of the screening operator Si and above
the poles related to the operators standing to the right of Si. The screening operators commute,
[Si(ki, κi|θ1), Sj(kj , κj |θ2)] = 0, (2.8)
subject to the condition
κi = −
ipi
4
(piki + pi+1ki+1 − pi+2ki+2) (2.9)
for all i ∈ Z3. Let
κˆi = −
ipi
4
(pikˆi + pi+1kˆi+1 − pi+2kˆi+2) (2.10)
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We also need an auxiliary algebra generated by two elements ρ and ω with the relations
ω2 = ρ2 = 1, ωρ = −ρω, Tr ρ = Trω = 0. (2.11)
The corner Hamiltonian and the vertex operators read1
H =
∫ ∞
0
dt
3∑
i=1
shpit sh pipit2
sh2 pit2
ai(−t)ai(t), (2.12a)
Zi++(θ) = ωVi(θ)e
(kˆi+1+kˆi+2)θ/2, (2.12b)
Zi−+(θ) = ωρVi(θ)Si+1(kˆi+1, κˆi+1|θ)e
(kˆi+1+kˆi+2)θ/2, (2.12c)
Zi+−(θ) = −ωρVi(θ)Si+2(kˆi+2, κˆi+2|θ −
ipipi+2
2 )e
(kˆi+1+kˆi+2)θ/2, (2.12d)
Zi−−(θ) = −ωVi(θ)Si+1(kˆi+1, κˆi+1|θ)Si+2(kˆi+2, κˆi+2|θ −
ipipi+2
i+2 )e
(kˆi+1+kˆi+2)θ/2. (2.12e)
These operators satisfy the algebra
[H,Ziεε′(θ)] = i
d
dθ
Ziεε′(θ) − iΩ
i
εε′Z
i
εε′(θ), Ω
i
εε′ =
εki+1 + ε
′ki+2
2
, (2.13a)
Ziε1ε′1(θ1)Z
i
ε2ε
′
2
(θ2) = −
∑
ε3ε
′
3ε4ε
′
4
Spi+1(θ1 − θ2)
ε3ε4
ε1ε2Spi+2(θ1 − θ2)
ε′3ε
′
4
ε′1ε
′
2
Ziε4ε′4(θ2)Z
i
ε3ε
′
3
(θ1), (2.13b)
Ziεε′1(θ1)Z
i+1
ε′2ε
′′(θ2) = εε
′′
∑
ε′3ε
′
4
Sˆpi+2(θ1 − θ2)
ε′3ε
′
4
ε′1ε
′
2
Zi+1ε′4ε′′
(θ2)Z
i
εε′3
(θ1). (2.13c)
Here Sˆp(θ) = i th
(
θ
2 +
ipip
4
)
Sp
(
θ + ipip2
)
.
We see that the commutation relation for the operators Zεε′(θ) ≡ Z
3
εε′(θ) contains just the S ma-
trix (1.2). The operators Zεε′(θ) describe the elementary particles in the model in the unitary regime I,
while the whole set of operator Ziεε′(θ), i ∈ Z3, describes the set of elementary particles in the ‘symmetric’
regime II.
As it was clarified in [12,13], the products of vertex operators Zi1ε1ε′1
(θ1) . . . Z
iN
εNε
′
N
(θN ), being operators
in the angular quantization scheme, are in the one-to-one correspondence with the N -particle eigenstates
of the Hamiltonian of the system. The bulk form factors are given in terms of traces of such products.
Introduce a notation
〈〈X〉〉k1,k2,k3 =
TrFk1,k2,k3 (e
−2piHX)
TrFk1,k2,k3 (e
−2piH)
. (2.14)
For short, we shall use the notations I = (i, ε, ε′), In = (in, εn, ε
′
n) etc. Besides, let I¯ = (i,−ε,−ε
′), i. e.
the particle zI¯ is the antiparticle to the particle zI . Then the function
Fk1k2k3(θ1, . . . , θN )I1...IN = 〈〈ZIN (θN ) . . . ZI1(θ1)〉〉k1,k2,k3 (2.15)
satisfy the form factor axioms and we have
〈θ′1J1, . . . , θ
′
N ′JN ′ |e
i
P3
i=1 kiαiϕi(0)|θ1I1, . . . , θNIN 〉
= ei
pi
2 ωNk1k2k3Fk1k2k3(θ1 −
ipi
2 , . . . , θN −
ipi
2 , θ
′
N ′ +
ipi
2 , . . . , θ
′
1 +
ipi
2 )I1...IN J¯N′ ...J¯1 (2.16)
for θ′1 < . . . < θ
′
N ′ , θ1 < . . . < θN . Here
ω
N∑
n=1
ΩIn −
N ′∑
n=1
ΩIn . (2.17)
The function Nk1k2k3 is the normalization factor found by Baseilhac and Fateev [14].
1We could remove all kˆi, κˆi from these formulas by redefining the fields: −i
kˆi
2
θ + φi(θ; v)→ φi(θ; v), ikˆiθ + φ¯i(θ; v)→
φ¯i(θ; v), −
pikˆi
4
+ φ(±)(θ; v)→ φ(±)(θ; v), but it is instructive and convenient to write them separately from the fields.
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tb1
b2
x
O (0)
· · ·
· · ·
|θ1I1 . . . θNIN 〉b1
|θ′1J1 . . . θ
′
N ′JN ′〉b2
Figure 1. The time-like boundary.
b1, b2 are boundary conditions.
xt
Ob2b1(0)
|B〉: boundary state
|θ1I1 . . . θNIN 〉
· · · · · ·
Figure 2. The space-like boundary.
3. Systems with boundary. General description
Now let us discuss the notion of boundary form factors. A model with a boundary can be formulated in
two ways: with a time-like boundary condition and with a space-like boundary condition [10]. Consider
first a model with a time-like boundary (Fig. 1). In this picture we consider the evolution of the system
on the half line, and the boundary form factors are matrix elements of a boundary operator O(t) at t = 0
in the basis of eigenstates of the half line Hamiltonian:
FO
(
θ′1, . . . , θ
′
N ′
θ1, . . . , θN
)b2,J1 ...JN′
b1,I1 ...IN
= b2〈θ
′
1J1 . . . θ
′
N ′JN ′ |O(0)|θ1I1 . . . θNIN 〉b1 (3.1)
for θ′1 < . . . < θ
′
N ′ , θ1 < . . . < θN . The boundary conditions below and above the point t = 0, denoted
as b1, b2 may be different, and the set of admissible operators O depends on them.
Now consider a model with a space-like boundary (Fig. 2). From the point of view of the functional
integral, this picture differs from the first one just by a rotation in the corresponding Euclidean space.
Nevertheless, the Hamiltonian description is quite different. We have to consider the evolution of the
system on the whole line, but it inevitably ends with a special boundary state |B〉. Hence, the form factors
are matrix elements of some bulk operator Ob2b1(0) between the eigenstates of the bulk Hamiltonian and
the boundary state:
FBOb2b1
(θ1, . . . , θN )I1...IN = 〈B|Ob2b1(0)|θ1I1 . . . θNIN 〉. (3.2)
for θ1 < . . . < θN . Here the boundary conditions b1, b2 are the result of the right action of the operator
Ob2b1(0) to the boundary bra-vector 〈B|.
Consider the functions in the l. h. s. of (3.1), (3.2) as analytic functions of complex rapidities. Then
these two functions are related by a rotation of the Euclidean space:
FO
(
θ′1, . . . , θ
′
N ′
θ1, . . . , θN
)b2,J1 ...JN′
b1,I1 ...IN
= ei
pi
2 ωFBOb2b1 (θ1 −
ipi
2 , . . . , θN −
ipi
2 , θ
′
N ′ +
ipi
2 , . . . , θ
′
1 +
ipi
2 )I1...IN −JN′ ...−J1 ,
(3.3)
The quantity ω is defined according to (2.17) with ΩI being mutual locality indeces related to the bulk
operator Ob1b2 .
Now let us consider the form factors in the angular quantization picture. Let us look again at Fig. 2.
The right half of the x axis with the boundary condition b1 is associated to an angular boundary ket-
vector |b1〉O. The left half line is described by a bra-vector O〈b2|. Both vectors depend on the operatorO.
We have to put corner transfer matrices and vertex operators in between. Let us introduce the states
|0b1〉O = e
−pi2H |b1〉O, O〈0b2 | = O〈b2|e
−pi2H . (3.4)
Do not mix these states in the angular quantization picture with the boundary state 〈B| on the line. Let
〈X〉Ob2b1 =
O〈0b2 |X |0b1〉O√
O〈0b2 |0b2〉O
√
O〈0b1 |0b1〉O
. (3.5)
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The FB function is given by
FBOb2b1 (θ1, . . . , θN )I1...IN = N
B
Ob2b1
〈ZIN (θN ) . . . ZI1(θ1)〉Ob2b1 . (3.6)
Here NBOb2b1
is the normalization constant. Similarly,
FO
(
θ′1, . . . , θ
′
N ′
θ1, . . . , θN
)b2,J1 ...JN′
b1,I1 ...IN
= NBOb2b1 〈e
pi
2HZJ¯1(θ
′
1) . . . ZJ¯N′ (θ
′
N ′)e
−piHZIN (θN ) . . . ZI1(θ1)e
pi
2H〉Ob2b1 .
(3.7)
The states |0b〉O, O〈0b| satisfy the relations
ZI(θ)|b〉O =
∑
J
Rb(θ)
J
I ZJ(−θ)|b〉O,
O〈b|ZI(−θ) =
∑
J
O〈b|ZJ(θ)Rb(θ)
I¯
J¯ .
(3.8)
The boundary S matrix Rb(θ)
J
I depends on the boundary condition b. With given ZI(θ) these equations
can be used to find the bosonization of the vectors |b〉O, O〈b|. Up to now, it is only known how to do it
in the case of diagonal boundary S matrix.2
4. Free field representation for boundary states
Following the guidelines of [16] let us search the state |b〉k1,k2,k3 in the form of a coherent state:
|b〉k1,k2,k3 = e
F |0〉k1,k2,k3 , F =
3∑
i=1
∫ ∞
0
dt
t
(
−
1
2
Ki(t)a
2
i (−t) + βi(t)ai(−t)
)
(4.1)
with some functions Ki(t), βi(t). For shorthand, we often omit the subscript k1, k2, k3 below. The
corresponding bra-vector is defined as
k1,k2,k3〈b| = k1,k2,k3〈0| e
F∗ , (4.2)
where the star means the antiautomorphism
z∗ = z¯ (z ∈ C), kˆ∗i = kˆi, a
∗
i (t) = −ai(−t), (4.3)
where bar means complex conjugate.
We expect that Zi++(θ)|0b〉 = Ri(θ)
++
++Z
i
++(−θ)|0b〉. Since Z
i
++ is an exponent of free fields, the
functions Ki(t) must be chosen in such a way that ai(t)|b〉 = (−ai(−t) + . . .)|b〉, where dots mean a
c-number function of t. This fixes Ki(t) uniquely:
Ki(t) =
shpit sh pipit2
sh2 pit2
. (4.4)
With this definition we have
exp
(∫ ∞
−∞
dt
t
f(t)ai(t)
)
|b〉 = gi[f ](θ) exp
(∫ ∞
−∞
dt
t
f(−t)ai(t)
)
|b〉, (4.5)
where
log gi[f ](θ) =
∫ ∞
0
dt
t
f(t)− f(−t)
Ki(t)
(
βi(t)−
f(t) + f(−t)
2
)
=
∫ ∞
0
dt
t
(
βi(t)(f(t)− f(−t))
Ki(t)
−
f2(t/2)− f2(−t/2)
2Ki(t/2)
)
, (4.6)
2In the lattice theory the correlation functions and form factors of some models with nondiagonal boundary R and S
matrices can be calculated by means of the vertex-face correspondence [15].
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if f(t)− f(−t) = O(t) as t→ 0.
Roughly speaking, the reflection at the vector |b〉k1,k2,k3 is of the form: φi(θ) → φi(−θ) + . . .,
φ¯i(θ)→ φ¯i(−θ) + . . ., φ
(±)
i (θ)→ φ
(∓)
i (θ) + . . .. Hence
Vi(θ)|b〉k1,k2,k3 = ρi(θ)Vi(−θ)|b〉k1,k2,k3 (4.7a)
I
(+)
i (θ)|b〉k1,k2,k3 = ρ¯i(θ)I
(−)
i (−θ)|b〉k1,k2,k3 . (4.7b)
In particular,
log ρ¯i(θ) =
2∑
j=0
∫ ∞
0
dt
t
((Aij(t)βi+j(t) +Bij(t))e
iθt + (Cij(t)βi+j(t) +Dij(t))e
−iθt) (4.8)
with some functions Aj(t), . . . , Dj(t) listed in the Appendix. To get reasonable reflection of the screening
operators (2.7) we demand
(I
(+)
i (θ) e
κi − iI
(−)
i (θ) e
−κi)|b〉k1,k2,k3 = (ρ¯(θ)I
(−)
i (−θ) e
κi − iρ¯−1(−θ)I
(+)
i (−θ) e
−κi)|b〉k1,k2,k3
to coincide with
ie2κi ρ¯i(θ)(I
(+)
i (−θ) e
κi − iI
(−)
i (−θ) e
−κi)|b〉k1,k2,k3 .
Therefore
ie3κi ρ¯i(θ) = −iρ¯
−1
i (−θ)e
−κi
or
ρ¯i(θ)ρ¯i(−θ) = −e
−4κi .
This is only consistent with (4.8), if
e4κi = −1
and
log ρ¯i(θ) = 2i
∫ ∞
0
dt
t
Ei(t) sin θt (4.9)
with some function Ei(t). We have a system of equations for βi(t):
2∑
j=0
(Aij(t)βi+j(t) +Bij(t)) = Ei(t), (4.10a)
2∑
j=0
(Cij(t)βi+j(t) +Dij(t)) = −Ei(t). (4.10b)
Take the sum of these two equations:
2∑
j=0
(Aij(t) + Cij(t))βi+j(t) +
2∑
j=0
(Bij(t) +Dij(t)) = 0.
It is easy to check that this equation is non-degenerate and its only solution reads:
βi(θ) = − ch
pipit
4
, Ei(t) = 0, ρ¯i(θ) = 1 (i = 1, 2, 3). (4.11)
Hence, for the reflection functions ρi(θ) in (4.7a) we have
log ρi(θ) = −2i
∫ ∞
0
dt
t
sh pit4 sh
3pit
4 sh
pi(pi+1+pi+2)t
2
shpit sh pipi+1t2 sh
pipi+2t
2
sin θt. (4.12)
Since Zi++(θ) ∼ Vi(θ), it gives the ++ entries for the boundary S matrices. To get other entries let
us consider action of the screening operators on the boundary state: Si(ki, κi|θ)|b〉k1,k2,k3 . There are
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four cases that provide necessary reflection properties: Si(0,±
ipi
4 |θ)|b〉, Si(±
1
pi
,− ipi4 |θ)|b〉 (we omit the
subscripts ki for brevity). Consider, for example, the first case:
Si(0,−
ipi
4 |θ)|b〉 =
∫
dγ
2pi
(I
(+)
i (γ)− I
(−)
i (γ))
i−1/2pici
sh γ−θ−ipi/2pi
|b〉
= −
∫
dγ
2pi
(I
(+)
i (−γ)− I
(−)
i (−γ))
i−1/2pici
sh γ−θ−ipi/2pi
|b〉
=
∫
dγ
2pi
(I
(+)
i (γ)− I
(−)
i (γ))
i−1/2pici
sh γ+θ+ipi/2pi
|b〉
Taking a half of the sum of the expressions in the first and third line, we obtain the final expression. For
all four cases it reads:
Si(0,−
ipi
4 |θ)|b〉 = ch
θ + ipi/2
pi
∫
dγ
2pi
(I
(+)
i (γ)− I
(−)
i (γ))
i−
1
2 pici sh
γ
pi
sh γ−θ−ipi/2pi sh
γ+θ+ipi/2
pi
|b〉, (4.13a)
Si(0,+
ipi
4 |θ)|b〉 = sh
θ + ipi/2
pi
∫
dγ
2pi
(I
(+)
i (γ) + I
(−)
i (γ))
i+
1
2pici ch
γ
pi
sh γ−θ−ipi/2pi sh
γ+θ+ipi/2
pi
|b〉, (4.13b)
Si(±
1
pi
,− ipi4 |θ)|b〉 = e
∓
θ+ipi/2
pi
∫
dγ
2pi
(I
(+)
i (γ)− I
(−)
i (γ))
i−
1
2pici sh
2γ
pi
sh γ−θ−ipi/2pi sh
γ+θ+ipi/2
pi
|b〉. (4.13c)
Using the commutation relations (A.6) one can find the corresponding reflection equations for the prod-
ucts that enter Ziεε′ . For example,
V3(θ)S1(0,−
ipi
4 |θ)|b〉 = ch
θ + ipi/2
pi
∫
dγ
2pi
V3(θ)(I
(+)
1 (γ)− I
(−)
1 (γ))
i−
1
2 pic1 sh
γ
p1
sh γ−θ−ipi/2p1 sh
γ+θ+ipi/2
p1
|b〉
= ch
θ + ipi/2
pi
∫
dγ
2pi
(I
(+)
1 (γ)− I
(−)
1 (γ))V3(θ)
i−
1
2pic1 sh
γ
p1
sh γ−θ+ipi/2p1 sh
γ+θ+ipi/2
p1
|b〉
= ρ3(θ) ch
θ + ipi/2
pi
∫
dγ
2pi
(I
(+)
1 (γ)− I
(−)
1 (γ))V3(−θ)
i−
1
2 pic1 sh
γ
p1
sh γ−θ+ipi/2p1 sh
γ+θ+ipi/2
p1
|b〉
= ρ3(θ) ch
θ + ipi/2
pi
∫
dγ
2pi
V3(−θ)(I
(+)
1 (γ)− I
(−)
1 (γ))
i−
1
2pic1 sh
γ
p1
sh γ−θ+ipi/2p1 sh
γ+θ−ipi/2
p1
|b〉
= ρ3(θ)
ch ipi/2+θpi
ch ipi/2−θpi
V3(−θ)S1(0,−
ipi
4 | − θ)|b〉.
Similarly we can treat other products. As a result the relation (3.8) takes the form
Ziεε′(θ)|0b〉k1,k2,k3 = Ri(k1, k2, k3|θ)
εε′
εε′Z
i
εε′(−θ)|0b〉k1,k2,k3 . (4.14)
Let
rci (θ) =
ch ipi/2+θpi
ch ipi/2−θpi
, rsi(θ) =
sh ipi/2+θpi
sh ipi/2−θpi
, r±i (θ) ≡ e
∓2θ/pi . (4.15)
Then
Ri(k1, k2, k3; θ) = ρi(θ)e
(ki+1+ki+2)θ
(
1
rii+1(θ)
)
⊗
(
1
rii+2(θ)
)
(4.16)
with
ri−1i (θ) =


rci (θ) for ki = 0, κi = −
ipi
4 ,
rsi(θ) for ki = 0, κi = +
ipi
4 ,
r±i (θ) for ki = ±
1
p , κi = −
ipi
4 ;
ri+1i (θ) =


rsi (θ) for ki = 0, κi = −
ipi
4 ,
rci (θ) for ki = 0, κi = +
ipi
4 ,
r±i (θ) for ki = ±
1
p , κi = −
ipi
4 .
(4.17)
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The values of parameters ki, κi (i = 1, 2, 3) must satisfy the relation (2.9). With this restriction we
obtain seven types of admissible boundary conditions, which we denote as Ai, Bi (i = 1, 2, 3), C:
Ai : |Ai〉 = |b〉k1,k2,k3 with ki = p
−1
i , ki±1 = 0,
rii+1(θ) = r
s
i+1(θ), r
i
i−1(θ) = r
s
i−1(θ),
ri+1i−1(θ) = r
c
i−1(θ), r
i+1
i (θ) = r
+
i (θ),
ri−1i (θ) = r
+
i (θ), r
i−1
i+1(θ) = r
c
i+1(θ);
Bi : |Bi〉 = |b〉k1,k2,k3 with ki = p
−1
i , ki±1 = −p
−1
i±1,
ri±1i (θ) = r
−
i (θ), r
i
i±1(θ) = r
i∓1
i±1(θ) = r
+
i±1(θ);
C : |C〉 = |b〉p−11 ,p
−1
2 ,p
−1
3
,
rii±1(θ) = r
+
i±1(θ) (i = 1, 2, 3).
(4.18)
Generally, these boundary conditions are nonunitary, Rb(−θ)
J
I 6= Rb(θ)
I
J , due to the factors r
±
i (θ). The
only exception is the boundary condition A3 in the unitary regime (1.8a). In this case the particles with
i = 3 only survive and their boundary S matrix is unitary.
Consider now the bra-vectors:
A∗i : k1,k2,k3〈A
∗
i | = k1,k2,k3〈b| with ki = p
−1
i , ki±1 = 0;
B∗i : k1,k2,k3〈B
∗
i | = k1,k2,k3〈b| with ki = p
−1
i , ki±1 = −p
−1
i±1;
C∗ : k1,k2,k3〈C
∗| = p−11 ,p
−1
2 ,p
−1
3
〈b|.
(4.19)
The boundary conditions A∗i , B
∗
i (i = 1, 2, 3), C
∗ may differ from the boundary conditions Ai, Bi, C,
and their boundary S matrices are related with the ‘starless’ boundary S matrices as
Rb∗(θ)
J
I = Rb(−θ)
I¯
J¯
. (4.20)
We conclude that
A∗i 6= Ai, B
∗
i = Bi, C
∗ = C. (4.21)
Since any vectors corresponding to different eigenvalues of the zero mode operators kˆ1, kˆ2, kˆ3 are or-
thogonal, the operators O corresponding to the form factors obtained in such a way change the boundary
condition according to the rule: b2 = b
∗
1.
Now let us discuss the problem of the identification of these form factors with the particular operators
in the field theory. Since the boundary condition Ai is not realized in the free field representation, we
consider any matrix element
fBb (θ1, . . . , θN )I1...IN =
1
〈b∗|e−piH |b〉
〈b∗|e−
pi
2HZIN (θN ) . . . ZI1(θ1)e
−pi2H |b〉 (4.22)
with b = Ai, Bi, C. Let us calculate the values qi (i = 1, 2, 3) of the three topological charges Qi. Let
Ik = (ik, εk, ε
′
k). Then
qj =
n∑
k=1


0, j = ik,
εk, j = ik − 1,
ε′k, j = ik + 1.
(4.23)
Consider the set form factors (4.22) with given values q1, q2, q3 of the topological charges. This set can
be identified with the operator
Oq1q2q3(x
0) = (NBq1q2q3)
−1e
i
P3
i=1
qi
2αi
ϕ˜i(x
0)
, (4.24)
where ϕ˜i(x) is the dual fields, ∂
µϕ˜i(x) = ε
µν∂νϕi(x), and N
B
q1q2q3 is some normalization factor.
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5. Comparison with the sine-Gordon model
Recall the free field representation for the sine-Gordon model [17,18,5,20]. Let a(t) be a family of bosonic
operators with the commutation relations
[a(t), a(t′)] = t
sh pit2 sh
pi(p+1)t
2
shpit sh pipt2
δ(t+ t′). (5.1)
The parameter p is just the parameter entering the S matrix (1.3). Let
φ(θ) =
∫ ∞
−∞
dt
it
a(t)eiθt, (5.2)
φ¯(θ) =
∫ ∞
−∞
dt
it
shpit
sh pit2
a(t)eiθt = φ(θ + ipi/2) + φ(θ − ipi/2). (5.3)
Let kˆ be a ‘zero mode’ operator. Let |0〉k be a bosonic vacuum:
a(t)|0〉k = 0 (t ≥ 0), kˆ|0〉k = k|0〉k. (5.4)
Define the ‘bare’ vertex operator and the screening current as
V (θ) = :eiφ(θ):, (5.5)
I(θ) = :e−iφ¯(θ):. (5.6)
The screening operator is defined as
S(k|θ) = c
∫
C
dγ
2pi
I(γ)
pie−kγ
sh γ−θ−ipi/2p
(5.7)
with the contour C going from −i∞ to +i∞ with a twist so that the point θ + ipi2 is below it and point
θ − ipi2 is above it. The constant c is given in Appendix A.
The corner Hamiltonian H and the vertex operators Zε(θ) are given by
H =
∫ ∞
0
dt
shpit sh pipt2
sh pit2 sh
pi(p+1)t
2
a(−t)a(t), (5.8a)
Z+(θ) = V (θ)e
kˆθ/2, (5.8b)
Z−(θ) = V (θ)S(kˆ|θ)e
kˆθ/2. (5.8c)
Let
〈〈X〉〉k =
TrFk(e
−2piHX)
TrFk(e
−2piH)
.
Then the bulk form factors of the operator eiaϕ(x) are given by
Fa(θ1, . . . , θN )ε1...εN = Na〈〈ZεN (θN ) . . . Zε1(θ1)〉〉2a/βSG . (5.9)
Here the normalization constant Na is the vacuum expectation value found in [19].
Let us again search the boundary states in the form
|b〉k = e
F |0〉k, F =
∫ ∞
0
dt
t
(
−
1
2
K(t)a2(−t) + β(t)a(−t)
)
. (5.10)
Here
K(t) =
shpit sh pipt2
sh pit2 sh
pi(p+1)t
2
. (5.11)
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Let
I(θ)|b〉k = ρ¯(θ)I(−θ)|b〉k, ρ¯(θ) = (−1)
s
ch θ−iλp
ch θ+iλp
, s ∈ Z. (5.12)
The equation for β(t) is simple:
A(t)β(t) +B(t) = E(t),
where
E(t) = −
shλt
sh pipt2
+ s (5.13)
and
A(t) = −
sh pi(p+1)t2
sh pipt2
,
B(t) =
sh pit2 sh
pi(p+1)t
4
2 sh pit4 sh
pipt
4
.
(5.14)
Unlike the situation in the SF model, there is just one equation for one function β(t) for, whose solution
is unique for any function E(t). This is the consequence of the fact that the screening current here does
not contain any nonsymmetric in the parameter t fields like χ
(±)
i (θ) for the SF model. For E(t) given by
(5.13) we have
β(t) ≡ βs,λ(t) =
shλt− s · sh pipt2
sh pi(p+1)t2
+
sh pit2 ch
pipt
4
sh pit4 ch
pi(p+1)t
4
. (5.15)
Denote the corresponding operator F as Fs,λ.
Now we should check that
S(θ)|b〉k =
∫
dγ
2pi
χk,s,λ(θ)ψk,s,λ(γ)
sh γ−θ−ipi/2p sh
γ+θ+ipi/2
p
I(γ)|b〉k (5.16)
with any γ-independent function χk,s,λ(θ) and any θ-independent function ψk,s,λ(γ). The function ρ¯(θ)
of the form (5.12) is consistent with this assumption in three cases:
Xλ : |Xλ〉 = e
F1,λ |0〉0 λ is arbitrary; (5.17a)
Y± : |Y±〉 = e
F1,0 |0〉±p−1 . (5.17b)
The case k = 0, s = 0 (mod 2), λ = 0, which also satisfies the condition (5.16), is equivalent to the
case k = 0, s = 1 (mod 2), λ = ±pip2 . Note, that the boundary conditions Y± are nonunitary, while the
boundary condition Xλ is unitary for real values of the parameter λ.
Similarly, define the corresponding bra-vectors
Xλ : 〈Xλ| = 0〈0| e
F∗1,pi−λ , λ is arbitrary; (5.18a)
Y± : 〈Y±| = ±p−1〈0| e
F∗1,0 . (5.18b)
The reflection property of the operator V (θ) reads
V (θ) = ρ(θ)V (−θ), log ρs,λ(θ) = 2i
∫ ∞
0
dt
t
(
βs,λ(t)
K(t)
−
1
2K(t/2)
)
sin θt. (5.19)
The boundary S matrix have the form
Rk,s,λ(θ) = ρs,λ(θ)e
kθ
(
1
rk,s,λ(θ)
)
, rk,s,λ(θ) =
χk,s,λ(θ)
χk,s,λ(−θ)
. (5.20)
Surely, the function rs,λ(θ) is only defined for the values of s and λ defined in (5.17). It reads
Xλ : r0,1,λ(θ) =
ch i(pi/2−λ)+θp
ch i(pi/2−λ)−θp
; (5.21a)
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Y± : r±p−1,1,0(θ) = e
∓2θ/p. (5.21b)
The family Xλ corresponds to the family of Dirichlet boundary condition described in [10] with
βSGϕ(t, x = 0) =
2λ− pi
p+ 1
, |βSGϕ(t, x = 0)| ≤ pi.
The boundary conditions Y± from the point of view of the boundary S matrix correspond to the limits
λ→ ±i∞. Nevertheless, we want to separate them from the family Xλ due to two reasons. First, they do
not correspond to any known boundary conditions. Second, the free field representation provides finite
and rather explicit expressions for boundary form factors with these boundary conditions. A peculiarity
of these expression is a non-zero value of k. As we have seen, in the case of the SF model such kind of
boundary conditions appear inevitably.
Identification of the form factors is similar to the SF case. Consider the function
fBOq
b′b
(θ1, . . . , θN )ε1...εN =
〈b′|e−
pi
2HZεN (θN ) . . . Zε1(θ1)e
−pi2H |b〉√
〈b′|e−piH |b′〉〈b|e−piH |b〉
, q =
N∑
n=1
εn. (5.22)
In terms of the dual field ϕ˜(x), ∂µϕ˜(x) = εµν∂νϕ(x), the operator O
q
b′b can be identified as
Oq(x0) = eiq
p+1
2p βSGϕ˜(x
0) (5.23)
with the appropriate change of the boundary condition at the point x0.
6. Conclusion
A free field representation for boundary form factors of some boundary fields in the Smirnov–Fateev
model with a boundary has been found. This representation is limited to the boundary conditions with a
diagonal boundary S matrix. It turns out that the consistency condition of the free field representation
restricts the admissible boundary conditions to a finite number. This contrasts to the situation in
the sine-Gordon model, where the admissible (from the point of view of the free field representation)
boundary conditions form a one-parameter family. Note that this restriction is not due to the boundary
Yang–Baxter equation, which only demands that
ri+1i (θ) =
ch ixi−θpi
ch ixi+θpi
, ri−1i (θ) =
sh ixi−θpi
sh ixi+θpi
(i = 1, 2, 3)
with some values of the parameters x1, x2, x3. The described free field representation only admits
the solutions with either the two of these parameters being equal to −pi/2 and the third tending to
−i∞ (the Ai and A
∗
i boundary conditions) or with all three tending to ±i∞ (the Bi and C boundary
conditions). It is not clear, if this restriction is physical, or it is a limitation of the free field technique.
Probably, a study of consistency of higher quantum conserved currents of the model with the boundary
conditions along the guidelines of [21] could shed light on this problem.
Another problem to be solved is identification of the boundary S matrices for the cases Ai, B with
the particular conditions in the Lagrangian form. Note, that it would be interesting to do the same for
the solutions denoted above as Y± in the case of the sine-Gordon model. The solution to this problem
could be found by studying nonlocal integrals of motion following the guidelines of [22].
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Appendix A. The functions in Eqs. (2.6), (2.7), (5.7)
The functions gij(θ) are defined as follows (i, j are understood modulo 3):
gii(θ) = G
−1(pi+1, θ)G
−1(pi+2, θ), G(p, θ) = exp
∫ ∞
0
dt
t
sh2 pit2 ch
pipt
2
shpit sh pipt2
e−iθt, (A.1a)
gij(θ) = G
−1
1 (pk, θ) (i 6= j, k 6= i, j), G1(p, θ) = exp
∫ ∞
0
dt
t
sh2 pit2
shpit sh pipt2
e−iθt. (A.1b)
Here the integrals of the form ∫ ∞
0
dt f(t)
with f(t) having a pole at t = 0 are understood as [11]∫
C0
dt
2pii
f(t) log(−t)
with the contour C0 going from +∞+ i0 above the real axis, then around zero, and then below the real
axis to +∞− i0.
The functions w
(±)
ij (θ) can be expressed in terms of the gamma-functions:
w
(+)
ii (θ) = w
(−)
ii (θ) = 1, (A.2a)
w
(+)
i−1,i(θ) = w(pi, 0|θ), w
(−)
i−1,i(θ) = w(pi, 1|θ), (A.2b)
w
(+)
i+1,i(θ) = w
(−)
i+1,i(θ) = w(pi, 1/2|θ), (A.2c)
where
w(p, z|θ) = r−1p
Γ
(
iθ
pip −
1
2p + z
)
Γ
(
iθ
pip +
1
2p + z
) , rp = e(CE+log pip)/p (A.2d)
with CE being the Euler constant. Note, that all these functions have one series of poles at the points
θ = −ipi+ipipn or θ = −ipi+ipip(n+1/2) (n = 0, 1, 2, . . .) and one series of zeros at the points θ = ipi−ipipn
or θ = ipi − ipip(n+ 1/2). The functions g¯
(AB)
ij (θ) (A,B = ±) read
g¯
(−+)
ii (θ) = g¯(p1, 0, 0|θ), g¯
(−−)
ii (θ) = g¯
(++)
ii (θ) =
iθ
pipi
g¯(pi, 0, 1|θ), g¯
(+−)
ii (θ) = g¯(pi, 1, 1|θ), (A.3a)
g¯
(−+)
i,i+1 (θ) = g¯
(+−)
i,i+1 (θ) = 1, g¯
(−−)
i,i+1 (θ) = g¯
(++)
i,i+1 (−θ) =
θ − ipi(pi+1 − 2)/2
θ − ipipi+1/2
, g¯
(AB)
i+1,i (θ) = g¯
(BA)
i,i+1 (−θ)
(A.3b)
with
g¯(p, z1, z2|θ) = r
2
p
Γ
(
iθ
pip +
1
p + z1
)
Γ
(
iθ
pip −
1
p + z2
) . (A.3c)
The constants ci are given by
ci = −
e2(CE+log pipi)/pi
pi3/2
Γ(1 + 1/pi)
Γ(−1/pi)
G(pi,−ipi). (A.4)
The constant in the expression (5.7) for the sine-Gordon model is given by
c =
eα
2
+(CE+log pip)
pi2p2
Γ
(
1 + 1p
)
Γ
(
− 1p
) exp ∫ ∞
0
dt
t
sh pit2 sh
pi(p+1)t
2
shpit sh pipt2
e−pit. (A.5)
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We also need the commutation relations, that follow from Eqs. (2.6b–2.6d), (A.2), (A.3b):
Vi(θ1)I
(A)
i+1(θ2) =
sh θ2−θ1−ipi/2p
sh θ2−θ1+ipi/2p
I
(A)
i+1(θ2)Vi(θ1), (A.6a)
Vi(θ1)I
(A)
i−1(θ2) =
ch θ2−θ1−ipi/2p
ch θ2−θ1+ipi/2p
I
(A)
i−1(θ2)Vi(θ1), (A.6b)
I
(A)
i (θ1)I
(B)
i+1(θ2) = I
(B)
i+1(θ2)I
(A)
i (θ1). (A.6c)
Appendix B. The functions in Eq. (4.8)
The functions Ai(t), . . . , Di(t) are given by
Ai0(t) = −2K
−1
i (t) e
−
pipit
4 ch
pi(1− pi)t
2
, Bi0(t) = −2K
−1
i (t/2) e
−
pipit
4 ch2
pi(1 − pi)t
4
,
Ci0(t) = 2K
−1
i (t) e
pipit
4 ch
pit
2
, Di0(t) = 2K
−1
i (t/2) e
pipit
4 ch2
pit
4
,
Ai1(t) = 2K
−1
i+1(t) e
pi(pi+1−2)t
4 sh
pipi+1t
2
, Bi1(t) = −2K
−1
i+1(t/2) e
pi(pi+1−2)t
4 sh2
pipi+1t
4
,
Ci1(t) = 0, Di1(t) = 0,
Ai2(t) = −2K
−1
i+2(t) e
pi(pi+1−pi)t
4 sh
pipi+2t
2
, Bi2(t) = −2K
−1
i+2(t/2) e
pi(pi+1−pi)t
4 sh2
pipi+2t
4
,
Ci2(t) = 0, Di2(t) = 0.
(B.1)
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Aq,p(ŝl2), arXiv:hep-th/9610079.
[12] S. L. Lukyanov, Phys. Lett. B325 (1994) 409 [arXiv:hep-th/9311189].
[13] M. Jimbo and T. Miwa, Algebraic analysis of solvable lattice models, CBMS Regional Conference
Series in Mathematics 85, AMS (1994).
[14] P. Baseilhac and V. A. Fateev, Nucl. Phys. B532 (1998) 567 [hep-th/9906010].
[15] Y. Hara, Nucl. Phys. B572 (2000) 574 [arXiv:math-ph/9910046].
[16] M. Jimbo, R. Kedem, T. Kojima, H. Konno, and T. Miwa, Nucl. Phys. B441 (1995) 437
[arXiv:hep-th/9411112].
[17] S. L. Lukyanov, Commun. Math. Phys. 167 (1995) 183 [arXiv:hep-th/9307196].
[18] S. L. Lukyanov, Mod. Phys. Lett. A12 (1997) 2543 [arXiv:hep-th/9703190].
14
[19] S. L. Lukyanov and A. B. Zamolodchikov, Nucl. Phys. B493 (1997) 571 [arXiv:hep-th/9611238].
[20] T. Kojima, Int. J. Mod. Phys. A17 (2002) 487 [arXiv:nlin/0101001].
[21] S. Penati and D. Zanon, Phys. Lett. B358 (1995) 63 [arXiv:hep-th/9501105].
[22] G. W. Delius and N. J. MacKay, Commun. Math. Phys. 233 (2003) 173 [arXiv:hep-th/0112023].
15
