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Abstract
This paper presents a computational model for concep-
tual shifts, based on a novelty metric applied to a vector
representation generated through deep learning. This
model is integrated into a co-creative design system,
which enables a partnership between an AI agent and
a human designer interacting through a sketching can-
vas. The AI agent responds to the human designer’s
sketch with a new sketch that is a conceptual shift: in-
tentionally varying the visual and conceptual similarity
with increasingly more novelty. The paper presents the
results of a user study showing that increasing novelty
in the AI contribution is associated with higher creative
outcomes, whereas low novelty leads to less creative
outcomes.
Introduction
Creative systems are computational systems that either
model human creativity in some manner or are designed
to support and inspire creativity. Over the last few years,
three main approaches to these systems have emerged: fully
autonomous creative systems, creativity support tools, and
co-creative systems. Fully autonomous creative systems,
part of the field of computational creativity, are designed
to generate creative artifacts or exhibit creative behaviors
(Colton et al. 2015; Das and Gamba¨ck 2014). Creativ-
ity support tools, on the other hand, are technologies that
can support human creativity by accelerating or augment-
ing some facets of the creative process (Shneiderman 2007;
Voigt, Niehaves, and Becker 2012). Finally, co-creative sys-
tems incorporate concepts from both fully autonomous sys-
tems and creativity support tools: they enable human users
and computer systems to work together on a shared creative
task (Davis et al. 2015a; Yannakakis, Liapis, and Alexopou-
los 2014).
In this paper, we introduce the algorithms for a co-
creative sketching tool called the Creative Sketching Part-
ner (CSP), which involves collaboration between a designer
and an AI agent on a shared design task. Figure 1 illus-
trates the CSP tool, in which the design task is described
at the top and the three sketches below represent the re-
sponses to this task. The two sketches at the top represent
the user’s initial sketch on the left and the AI agent’s re-
sponding sketch and label for the sketch on the right. The
Figure 1: The Creative Sketching Partner interface.
sketch at the bottom of the canvas is the user’s new sketch,
with the shaded region showing the user’s additions inspired
by the AI agent’s sketch. The system utilizes a compu-
tational model of conceptual shifts (Karimi et al. 2018b;
Karimi et al. 2018a) to guide users toward different aspects
of the design space based on the amount of visual and con-
ceptual similarity to the user’s sketch input. Visual similarity
entails identifying a sketch that shares some structural char-
acteristics, whereas conceptual similarity identifies a con-
cept that has some semantic relationship. We present users
with stimuli that have either both high visual and conceptual
similarity (like a pen and a pencil) or low visual and concep-
tual similarity (like a dolphin and a chair).
Karimi et al. (2018c) introduced a framework of ways
to evaluate creativity in co-creative systems. It was found
that current co-creative systems research tends to focus on
measuring the usability of the system, rather than on op-
erationalising creativity. This demonstrates an opportunity
for adopting metrics from computational creative systems in
order to empower co-creative systems with the capacity to
measure the creativity of their contributions to the output.
For our conceptual shift model, we adopt one of the most
commonly measured components of creativity from compu-
tational creative systems: novelty (Grace et al. 2015). Nov-
elty is associated with measuring how different an artifact
is compared to another set of artifacts (Grace et al. 2015).
The novelty can be based on a comparison with a univer-
sal set of artifacts, which we will call a universal measure,
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or on a set of artifacts that the user has previously experi-
enced, which we will call a personal measure. In this paper,
we use a universal measure based on a large dataset of la-
belled sketches and deep learning that enables two kinds of
representation: one that enables a measure of visual similar-
ity and one that enables a measure of conceptual similarity.
From these metrics, we have constructed a universal com-
posite measurement of novelty that is a combination of the
distance between feature vectors in the visual space and the
conceptual space.
We hypothesize that, when a system provides stimulus in
the form of design concept responses that are highly novel
to the user’s design, it leads to more transformative creative
outcomes. In these cases, the designer is able to draw upon
distant visual and semantic features to inspire their creative
process, such as adding features from another design do-
main. In contrast, when the system displays stimulus design
concepts that are less novel to the user’s design, it corre-
sponds to less creative outcomes. The features of similar
designs do not provide highly novel input to the process,
leading to design iterations that share many attributes with
the designer’s original sketch. To explore this hypothesis
we performed a user study utilizing a Wizard of Oz system
to see how altering the novelty of the AI agent’s response
affected the creativity of the user’s response. Participants
experienced three conditions: low, intermediate, and high
novelty in the system’s response. After the sketching expe-
rience, participants were interviewed and surveyed to deter-
mine how the AI agent’s responses affected their creativity.
We found that, based both on our quantitative and qualitative
results, the high novelty conceptual shifts stimulated more
creative thinking than the low novelty ones.
Related Research
Over the last few decades, digital tools have been introduced
as a way to support design creativity (Johnson et al. 2009).
These tools offer a variety of functions that allow designers
to share their digital sketches and suggest new ideas to facil-
itate creativity. More recently, intelligent systems have been
developed that enable collaboration with designers in real
time. These systems, also referred to as computational co-
creative systems, work alongside human users to encourage
their creativity, support inspiration, and stimulate the user to
continue creating. ViewPoints AI (Jacob et al. 2013) is an
example of an artistic co-creative system that has applica-
tions in dance and theater. It uses a compositional technique
that perceives and analyzes human movements and gestures
to facilitate an AI response in real time. Morai Maker (Guz-
dial et al. 2019) is an example of a co-creative game level
design tool that assists users in authoring game level content.
Co-creative sketching systems are an active area of re-
search in the computational creativity community. One such
example is the Drawing Apprentice, which is a co-creative
drawing partner that collaborates with users in real time
(Davis et al. 2015b). The system uses sketch recognition
to identify objects drawn by the user and selects a comple-
mentary object to display on the screen. Complementarity is
defined by the semantic distance between the user’s sketched
object and the target object. DuetDraw (Oh et al. 2018) is
another example of a co-creative sketching tool that works
alongside the user by recognizing what the user draws and
drawing related content to complete a shared scene. In our
work, we use visual and conceptual similarity to select an
object from a distinct category to be drawn on the screen in
order to support the design process. Instead of selecting a
sketch from the same conceptual category, such as Drawing
Apprentice, the CSP uses a computational model of concep-
tual shifts (Karimi et al. 2018b) to determine an appropriate
target sketch from a dataset.
Conceptual shifts in design can occur when a sketch of
one concept is recognized as being similar to a sketch of an-
other concept (Karimi et al. 2018b). Identifying and capital-
izing on conceptual shifts is an important component of the
design process, as it allows designers to perceive their de-
sign ideas from different perspectives. There are two modes
of perception that have been defined in design: seeing-that
and seeing-as (Suwa and Tversky 1997). Seeing-that refers
to the concrete properties of a sketch and their function in the
overall design, whereas seeing-as refers to interpretation, in
which sketch elements can be considered through multiple
perspectives. Conceptual shifts have the potential to inspire
designers to adopt the seeing-as mode of perception, explor-
ing how their emerging design could be connected to a vari-
ety of distinct concepts presented as stimuli.
Identifying conceptual shifts could also help users over-
come design fixation (Purcell and Gero 1996). Designers
often have a hard time disengaging from the ideas they de-
veloped and learned over time. This effect, called fixation,
may be reduced by presenting designers with a sketch of
another object that shares some visual and conceptual in-
formation. We presume that, when presenting a conceptual
shift successfully triggers seeing-as perception, a designer
could be distracted from fixation, and potentially develop
novel contributions to their design. This could lead to the
discovery of innovative solutions for a design task.
The study of creative design has lead to a characteriza-
tion of different types of creativity. Gero (2000) has intro-
duced six forms of design creativity that can form the basis
for computational aids: combination, exploration, transfor-
mation, analogy, emergence, and first principles. Combina-
tion happens when two distinct design concepts are added.
Exploration relates to changing some variable values asso-
ciated with a design concept. Transformation involves alter-
ing one or more variables of a design concept through ex-
ternal processes. Analogy is characterized by mapping be-
tween structural elements of two dissimilar objects. Emer-
gence occurs when extensional properties of a design con-
cept are identified beyond the intentional ones. First princi-
ples use computational knowledge to relate function to be-
haviour and behaviour to structure. The CSP introduced in
this paper can be considered a computational aid to design
that can support the first four of these forms of creativity in a
co-creative design context: combination, exploration, trans-
formation, and analogy.
Quantifying Conceptual Shifts
Quantifying conceptual shifts is challenging because con-
cepts are not typically represented or evaluated numerically.
Our premise is that the larger the shift, the more creative the
resulting design. In order to quantify the scale of a concep-
tual shift between two sketches (in our case the user’s sketch
and the system’s proposed response), we need a representa-
tion space in which we can measure similarity or novelty.
The more similar the second sketch is to the first, the less
novel the second item is and (we hypothesize) the less likely
that it will trigger a conceptual shift. When the two items
are less similar, the more novel the stimulus and (again, we
hypothesize) the more likely it will result in a conceptual
shift.
We focus on novelty in generating conceptual shifts be-
cause it has been shown to be a key component in predicting
creativity (Grace et al. 2015). The assumption in measuring
novelty is the existence of a representation that allows ob-
jective measurement of difference. In (Grace et al. 2015),
the corpus of designs in the design space were represented
as a set of features that formed the basis for correlation and
regression analysis. The feature set was extracted from a
database in which the information about the designs was
manually entered as a set of features with categorical and
numerical values. This representation enabled various ways
to measure novelty, but not a single novelty score.
In the CSP, we measure novelty by comparing two
sketches: an initial sketch presented by the user and a second
sketch selected from a large dataset of sketches. Novelty is a
combination of two components: the visual similarity based
on the visual data and the conceptual similarity based on the
label for the sketch. We use deep learning models to extract
a vector representation in two design spaces: a visual space
using a large dataset of sketches, and a semantic space us-
ing a word embedding model. We consider the novelty to be
a combination of the classification of visual novelty in the
visual space and conceptual novelty in the word embedding
space.
We classify novelty into three categories: low, intermedi-
ate, and high. Low novelty occurs when two sketches share
a large amount of visual and conceptual information, inter-
mediate novelty is when two sketches share some visual and
conceptual information, and high novelty occurs when two
sketches share little visual and conceptual information. We
presume that low novelty lies within the expectation of the
user, and that the system’s response might be most likely to
help the designer add more details to their initial design. In-
termediate novelty could instead inspire the designer to ex-
plore possible new design ideas associated with their initial
design. High novelty has the potential to widen the user’s
thinking process, making it more likely to help them in-
corporate new design features from a completely different
design space. Based on this presumption, we hypothesize
that increasing the novelty of the CSP stimulus will corre-
late with more creative outputs.
Conceptual Shift Algorithm
In this section we describe an AI model of conceptual shifts.
The model selects an object from a database of sketches to
be displayed on the canvas as a stimulus during a co-creative
session. Our model has two components: visual similarity
and conceptual similarity. Visual similarity recognizes pairs
of sketches from distinct categories that share some underly-
ing visual information. Conceptual similarity identifies the
semantic similarity between the labels of the sketches.
Figure 2 shows the computational model the AI agent uses
to select a sketch of the desired level of novelty in response
to the user’s input. The visual similarity module computes
the distances between the cluster centroids of distinct cate-
gories and maps the user’s input to the most similar sketches
from categories to which it does not belong. The concep-
tual similarity module takes the pairs of selected category
names from the previous step and computes their semantic
similarity. In this section, we describe how CSP generates
a numerical value for visual and conceptual similarity and
determines the conceptual shift candidates based on high,
intermediate, and low novelty.
Visual Similarity Module
The visual similarity module uses a large public dataset of
human-drawn sketches, called QuickDraw! (QD) (Jongejan
et al. 2016), with more than 50 million labeled sketches
grouped into 345 categories. In preparation for calculat-
ing visual similarity, we have 2 steps: a learning step and
a clustering step. In the learning step, the sketches are used
to build a vector representation of the sketch’s features. In
the clustering step, we use the resulting feature vectors for
sketches in each category to create clusters of visually simi-
lar sketches. This process provides a feature vector represen-
tation for calculating the novelty between the user’s initial
sketch and sketches in the QD dataset using visual similar-
ity.
Deep Learning Model of Sketches for Visual
Similarity
As in the case of natural images, sketches can also be pro-
cessed as a grid of pixels, (h,w, d), in which h is the height,
w is the width, and d is the number of channels. However, in
this case, d will be 1 because the sketches are monochrome.
To develop a representation for visual similarity we em-
ployed a convolutional neural network (CNN) model due
to their success in providing high level visual information
and discriminating visual appearances, such as shapes and
orientations (LeCun, Bengio, and Hinton 2015). We started
with a pre-trained model, VGG16 (Simonyan and Zisserman
2014), with 13 convolutional layers, two fully connected
layers, and a softmax output layer. The model is primar-
ily trained on the ImageNet dataset (Deng et al. 2009) that
contains more than 20 million labeled natural images. We
then fine-tune this model on the QD dataset with the objec-
tive of classifying a sketch into one of the 345 categories.
We use 30,000 training samples and 10,000 validation sam-
ples per category, and trained for 1.5 million training steps.
Observation shows that the accuracy reaches 52.1% after 1
million steps and remains the same afterwards. We extract
a neural representation of each sketch by taking the output
of the first fully connected layer, for 4096 values per sketch.
However, this model has low accuracy and a high compu-
tational cost because of the large number of parameters in
the VGG16 architecture and processing sketches as a grid of
pixels.
Figure 2: Computational steps for identifying conceptual shifts. Top: Identifying visually similar categories to the user’s input.
Bottom: Balancing visual similarity with conceptual similarity and identifying conceptual shifts with high, intermediate, and
low novelty.
In order to solve this problem, we tried another represen-
tation of sketches: a sequence of pen strokes, inspired by
the work done by Ha and Eck on Recurrent Neural Network
drawing (Ha and Eck 2017). In this case, each stroke is a
list of points with 3 elements: (∆x, ∆y, p). ∆x and ∆y
are the coordinates with respect to the previous point, and
p is a binary number that determines whether the stroke is
drawn or not (i.e. just moves the pen). Here we use a deep
learning model called Convolutional Neural Network-Long
Short Term Memory (CNN-LSTM) (Carbune 2017). The
model has three one-dimensional convolutional layers and
three LSTM layers. We train the model from scratch on the
QD dataset with the same objective, training, and validation
samples as the CNN-only model. Results show that, after 1
million training steps, accuracy reaches 73.4% and remains
the same afterwards. Each sketch is represented by the last
LSTM layer, for 256 values per sketch. Table 1 summarizes
the results for accuracy and the average-per category infer-
ence time for both models. Accuracy measures a true posi-
tive rate, while inference time represents the total amount of
time it takes to extract features from all sketches of a cate-
gory. The CNN-LSTM model is clearly both faster and more
accurate, and we use it hereafter.
Clustering visually similar sketches in each
category
The sketches in a category exhibit a large variability visu-
ally. For our visual similarity measure to be meaningful,
we group the sketches in each category into clusters and use
the feature vector of the cluster centroid as the representa-
tive sketch. This process is a form of denoising, where the
intra-cluster variability is suppressed. We perform cluster-
ing using a K-means algorithm and determine the optimal
number of clusters via the elbow method. By analyzing the
variance versus the number of clusters, we observed that for
most categories the optimal number of clusters is between 7
and 12—we set the number of clusters to 10 across all cat-
egories. The distances between the cluster centroids from
distinct categories are computed and stored in a matrix of
size 3450 × 3450: 10 clusters of sketches for each of 345
categories.
Given the source sketch and label from the user, LS ,
we first extract visual features using the pre-trained CNN-
LSTM model that produces 256 values. We then locate the
representative cluster within its category (according to the
label of the user’s sketch) by selecting the closest centroid
based on the L2 (i.e. Euclidean) distance. Using the distance
VGG-16 CNN-LSTM
Accuracy 52.1% 73.4%
Inference time 18,000S 960S
Table 1: Classification accuracy and the inference time using
two different deep learning models.
matrix, we then select the top 20 most visually similar target
clusters from other categories, LT , as the ones with mini-
mum distance from the representative cluster. The similarity
is computed as 1 − dv , where dv is the Euclidean distance
normalized across the most visually similar candidates. As
the similarity values for the selected target sketches change
smoothly, we classify those that fall in the top 33rd per-
centile of the distribution as low novelty, between 33rd and
66th percentile as intermediate novelty, and above 66th per-
centile as high novelty.
Conceptual Similarity Module
The conceptual similarity module uses a word embedding
model (Mikolov 2016) trained on the Google News corpus
with 3 million distinct words. The visual similarity module
provides a set of candidate sketches to the conceptual sim-
ilarity module based on the categories of low, intermediate,
and high novelty. We extract the word2vec word embedding
features (Mikolov 2016) from these category names. The
similarity between the category of the source sketch and the
selected target sketch is computed as 1 − dc, where dc is
the cosine distance between the feature vectors of category
names. The larger number indicates that the two sketch cate-
gories are more likely to appear in the same context, whereas
a smaller number indicates that the two are less associated
with each other. In order to determine the conceptual shift
categories, we select those where the visual and conceptual
similarity are both high, medium, or low. This is done by
selecting candidates for which the difference between vi-
sual and conceptual similarity values are below 0.05 and the
overall similarity component is computed as the average of
visual and conceptual values.
User Study
We conducted a user study to evaluate the effectiveness
of our conceptual shift model in a co-creative design ses-
sion. We investigated how the novelty of the system’s re-
sponse could inspire user creativity and correspond to differ-
ent types of design behaviors. Our hypothesis is that increas-
ing the novelty of the system’s response can help designers
add new features and/or functions from another design space
to their initial drawing, thus leading to more creative out-
comes. By contrast, when the system is in the low novelty
condition, the designer is presented with the similar features
to the initial drawing, which leads to less creative outcomes.
In this study, we used a within-subjects design, such that
each participant experienced three conditions with a two-
minute break between them. In the first condition the de-
sign task is a chair, and the system produces a result that
is highly novel with respect to the participant’s sketch. In
the second condition the design task is a streetlight, and the
system produces a result associated with intermediate nov-
elty. In the third condition the design task is a bridge, and
the system produces a result that is classified as low novelty.
Participants were not aware whether they were in a high, in-
termediate, or low novelty condition. A context is provided
to help guide each design task, such as “draw a streetlight for
safety at night on a city street of a small town.” When the
system’s output object is presented to the user, it is accom-
panied by a label indicating what the object is. Each design
task takes approximately 7 minutes. The order of the three
conditions for each participant was randomized to account
for any ordering effects.
We used an online sketching tool, called SketchTogether
(Bonazza 2019), that enables multiple users to contribute to
a shared canvas in real time. This application allowed us to
run a Wizard-of-Oz interaction for the user study in which
we used the results of the deep learning model for determin-
ing high, intermediate, and low novelty sketches, but a per-
son performed the interaction of placing the selected sketch
on the shared canvas. Participants underwent a 5-minute
training session that included an explanation about the in-
terface tool and the design tasks. After training, participants
are asked to start the first design task. The instruction given
to the participants were to draw an object according to the
design task and iterate on that drawing based on inspiration
from the system’s response to their sketch. Following each
experimental condition, we asked participants Likert scale
survey questions associated with that design session. The
questions we asked after each task were:
1. Did the system’s sketch response inspire you to come up
with creative ideas for your design objects?
2. Did the system’s sketch response lead you to come up
with a different type of design object?
The answers to the survey questions were recorded for
quantitative analysis. After the last design session, we asked
participants the following questions in an interview:
1. How did the sketches presented by the system affect your
creative process?
2. Was it more helpful when the sketches presented by the
system were more or less similar to your input?
3. In which of the three design tasks did the system’s sketch
inspire you most?
4. Do you have any comments for participating in this study?
The answers to the interview questions were used for
qualitative analysis. The entire session for each participant
took almost 30 minutes.
Results
The user study included 24 participants recruited from the
College of Architecture at a public university in North
America. Gender distribution was 15 males and 9 females.
The criterion for participating was whether students perform
sketching frequently for their design practice. We recorded
survey and interview responses for all participants. In this
Figure 3: The total percentage of high, intermediate, and low survey responses for (a) inspired creative ideas, and (b) led to
different design.
section, we describe our analysis based on the participants’
responses in order to investigate our hypothesis.
Quantitative Analysis
We compared the results from the user’s feedback on the
three design tasks associated with high, intermediate, and
low novelty conditions. We grouped the responses into high,
neutral, and low ratings: 4 and 5 are considered high, 3 is
neutral, and 1 and 2 are low. For each condition we count
the number of ratings based on this grouping.
Analysis of creative ideas
Participants were asked to rate the responses provided by
the system after each design session. With this question,
we aimed to understand whether increasing the novelty of
the system’s response inspired their creative thoughts. We
found that 91.66% of the participants thought that the sys-
tem’s response inspired creativity when the system was in
the high novelty condition (HNC) compared to 29.16% in
the low novelty condition (LNC). These results indicate that
when the system’s response is more novel with respect to
the user’s sketch (HNC), it is associated with more creative
outcomes, which may encourage the user to come up with
new design ideas for their initial drawing. When the system
was in intermediate novelty condition (INC), 54.16% of the
participants were highly inspired by the system’s response.
Figure 3a shows the distribution of the ratings for the three
conditions.
Analysis of design object inspiration
Transformational creativity happens when a designer
changes one or more structural variables of the current de-
sign object to produce new variables (Gero 2000). This im-
plies that the system’s response has the potential to inspire
the user to transform some features of a design concept by
adding new features from another design space related to the
system’s response. We explored whether increasing the nov-
elty of the system’s response can lead to transformational
creativity in which the participant’s designed object signif-
icantly deviates from their initial sketch. All participants
rated high in response to changing their design when the
system was in HNC. This indicates that when the system’s
response was less similar to the participant’s input (HNC),
they were able to transform their initial sketch. By contrast,
when the system was in LNC, none of the participants re-
ported that the system helped them come up with a different
type of design object. when the system was in INC, 41.66%
of the participants rated high in response to changing their
design and 58.33% rated low or neutral (see Figure 3b).
Qualitative Analysis
To understand how the novelty of the system’s response can
help designers come up with creative ideas for their initial
task we analyzed the participants responses to the interview
questions conducted after the design tasks were complete.
We aimed to explore the relationship between stimulus nov-
elty and design thinking.
Thematic Analysis
We performed a thematic analysis of the responses the par-
ticipants gave to the interview questions. Overall, three main
themes were found from the interview answers.
• The tool helps with the design process
• High novelty helps changing the design
• Low novelty helps completing the design
In the following section, we elaborate on each of these
themes.
Supporting the design process
Most participants found the tool useful, as it can help with
the design-thinking process as well as iterating and gener-
ating new design ideas. P11 exemplifies how the sketching
tool helped their design process, “The sketches presented af-
ter I did my initial sketch, change the creative process, mak-
ing me think of different object and using that design phi-
losophy and then the second object to affect the first.” This
participant described how the system’s output sketch helped
them think of different design ideas and iterate on their ini-
tial design sketch. This demonstrates that the tool gener-
ally supports the iterative nature of the early design process.
Additionally, P14 comments: “it sort of help[ed] me to see
how I think about design, like they teach us just to design,
I never really thought about how I go about that process of
designing and so having this sort of precedent to work with
is more useful to me.” This participant shows the role such
a tool could play in design education. It helps to provide
precedents that can inform the design process and inspire
additional thinking on the topic.
P4 described how helpful the system is when they say, “I
think the system’s response is very helpful, because it gives
me a leverage on adding to my initial design or just give me
some clue or hint to change my design to make it better.”
Here, the participant comments about how the tool helps
them iterate on their design by adding or changing different
elements of the initial sketch based on the ‘clues’ or ‘hints’
provided by the system’s output. P5 agrees with this senti-
ment when they said, “the way that we communicate is great
because you add something and I am going to redesign it
and so it’s great.” This participant focused on the communi-
cation channel established between the user and system, and
described how this channel helped in the redesign process.
In a similar vein, P25 describes how “it kind of guided me
through some conventional ways of improving my design”
which shows how the tool serves to shepherd users through
the design process by providing new avenues to explore and
inspiration to change the user’s initial design.
High novelty inspires changing the design
We found that high novelty conceptual shifts inspire partic-
ipants to change the overall shape of their design by adding
new features from another design space related to the tar-
get sketch. In this condition, 21/24 reported that it is more
inspiring when the system’s response is less similar to their
initial design. P11 commented: “I think to create an inter-
esting result it was more helpful to have a dissimilar object
as opposed to a similar, because it allows you to change
the form and different ideas instead of just kind of a similar
shape affecting it.” This participant indicates that when the
system’s response is less similar to their initial design (high
novelty condition), it helps to change the structure, such that
it is possible to incorporate different ideas from the target
sketch. Similarly, P10 commented: “It was easier to make
changes when it was more different. I think when something
is already similar sometimes my brain already has a same
set of ideas, but when I am presented with something dif-
ferent the contrast helps me to generate a new idea.” This
participant was able to come with a new idea when he/she
was presented with a sketch that was less similar to the ini-
tial drawing.
When P16 was presented with a sketch of an aircraft-
carrier after designing a chair, they described how the sys-
tem’s sketch opened up new possibilities for them, “The
aircraft-carrier may have chairs but it doesn’t elicit specific
form especially giving the prompt that is going to be at the
kitchen table. Thinking about new possibilities that can hap-
pen definitely opens the new design criteria.” This example
shows that the chairs of the aircraft-carrier introduced new
design criteria that inspired the participant to sketch a new
kitchen chair with the features of aircraft-carrier seats, such
as more comfort. Additionally, when P21 was presented
with a sketch of a speedboat after designing a chair, they
also found new possibilities in the design space, “The re-
lationship between the two, even though they are used both
in the same task or same function because of the difference
that one is on water, one needs to be outdoor, the different
needs and purposes between the two was influencing me bet-
ter to create something new between them.” Similarly, P22
used the features of the system’s response to reason about
their initial sketch, “The aircraft, because of its curves and
the materiality, so thinking about the skin of the material,
maybe thinking about its curves so that led me to think about
the curves which maybe helped me to think of armrest.” In
this example both the structure and the concept of the tar-
get sketch inspired the participant to change the shape to be
curvy as well as adding new functionalities such as armrests.
Low novelty helps complete the design
Overall, 3/24 participants commented that it is more help-
ful when the sketch that is presented to them is more sim-
ilar to their initial drawing (low novelty condition). P4 ex-
plains why the sketch of fence that was highly similar to
their initial drawing of bridge was more helpful, “because
there were clear features and structures that could help by
adding, mainly the similar features.” In this case, the par-
ticipant preferred to finalize the original drawing by adding
more details and structures rather than changing the exist-
ing features. Similarly, P9 commented: “I like the product
of end results when stuff [is] more similar. Because I could
pull from the profile of fence and add to the bridge...So, you
take something from it and add it to your design.” From
both P4 and P9, we can conclude that when the system is
in low novelty mode the designer mainly adds more details
to the initial drawing rather than transforming the shape or
adding new features to the drawing. Most participants found
the low novelty condition less helpful. For instance, P12 de-
scribed how they liked less similar designs, “I would say it
was more helpful when it was less similar because then you
are not just copying the instances from the other design.” P8
agreed with this sentiment when they said: “high similarity
is kind of within my expectation.”
In both cases of P8 and P12, the low novelty conceptual
shift designs do not help to significantly change the original
drawing. Instead, they are used to combine some elements
of the two sketches. P13 echoes this general viewpoint when
they said: “I think if you are presenting something that is al-
most exactly the same, you are going to introduce the same
idea again.” Similar to P8, this participant also emphasizes
that low novelty conceptual shifts are within their expecta-
tion. P22 also commented: “I feel that similar designs didn’t
give me as much creative freedom.” These examples demon-
strate that low novelty conceptual shifts may help to com-
bine the elements of the two sketches, rather than encourag-
ing the user’s creative thoughts. Both likely have a role in
co-creative design systems, serving different purposes.
Conclusion
This paper presents a computational model of conceptual
shifts for a co-creative design system called the Creative
Sketching Partner. The tool is meant to inspire design cre-
ativity by presenting a sketch of a distinct category that
shares some visual and conceptual information with the
user’s input sketch. We describe the role of deep learning in
creating a representation space for measuring distance be-
tween the visual and conceptual features of a sketch. We
have detailed the process for classifying potential response
sketches as low, intermediate, or high novelty with respect
to the designer’s sketch. A user study is presented in which
the participants are given a design task and then experience
three different versions of the tool: low, intermediate, and
high novelty responses. Both quantitative and qualitative re-
sults from the user study demonstrate that the high novelty
conceptual shift designs inspire creative thinking more than
the low novelty condition.
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