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Re´sume´ Dans ce me´moire d’Habilitation a` Diriger les Recherches, se-
ront pre´sente´es les recherches mene´es ces cinq dernie`res anne´es sur des
sujets lie´s a` la commande sous contraintes, a` la commande base´e sur l’op-
timisation temps-re´el et aux me´thodes ge´ome´triques en Automatique.
La premie`re partie du me´moire de´crit le parcours acade´mique permet-
tant de recadrer les re´sultats de recherche dans un parcours scientifique
avec toutes ses dimensions : la formation, l’enseignement, la recherche,
le de´veloppement et la participation a` la vie de la communaute´.
Dans la deuxie`me partie, nous retrac¸ons le chemin de la commande op-
timale a` la commande base´e sur l’optimisation. Avec ce panorama histo-
rique nous montrerons que les recherches dans ce domaine ont toujours
e´te´ partage´es entre les travaux the´oriques et les applications a` vise´e in-
dustrielle. Ce panorama sera suivi d’une revue de me´thodes ge´ome´triques
utilise´es en automatique, qui identifie une direction dans laquelle s’inscrit
notre recherche. Nous insisterons sur les contributions dans le domaine
avant d’e´tablir un projet de recherche a` court, moyen et long terme.
La troisie`me partie contient une synthe`se des travaux de recherche pu-
blie´s re´cemment sur les sujets mentionne´s pre´ce´demment afin d’offrir
une image des directions explore´es et des concepts cle´s qui ont guide´
nos recherches dans les cinq dernie`res anne´es. L’analyse des polye`dres
parame´tre´s est pre´sente´e comme un proble`me de ge´ome´trie avec des im-
plications multiples dans la commande pre´dictive sous contraintes dans le
cas line´aire et hybride. Spe´cifiquement pour la commande pre´dictive des
syste`mes hybrides, des approches alternatives base´es sur l’adaptation du
mode`le de pre´diction en vue de l’exploitation des routines d’optimisation
e´volue´es (algorithmes ge´ne´tiques, etc.) ont e´te´ de´veloppe´es. Les outils
ge´ome´triques sont utilise´s aussi dans des proble`mes plus e´loigne´s de la
commande pre´dictive comme le cas de la mode´lisation des syste`mes af-
fecte´s par un retard variable. Ici, les techniques ge´ome´triques permettent
la description des mode`les line´aires polytopiques qui peuvent eˆtre utilise´s
par la suite dans une proce´dure de synthe`se de lois de commande robuste
(et pre´dictive accessoirement). Finalement, dans un tout autre domaine,
celui de la commande des syste`mes multi-capteurs, on montre que les
me´thodes ensemblistes peuvent apporter des re´ponses pour les de´fis de
de´tection et isolation des de´fauts. Quant a` la commande pre´dictive, elle
offre le cadre approprie´ pour la reconfiguration, l’autre aspect majeur
de ce qu’on appelle commune´ment ”la conception d’un syste`me de com-
mande tole´rant aux de´fauts”.
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C-3.1 Repe`res de la carrie`re acade´mique
Professeur Associe´ : SUPELEC
– Pe´riode : Janvier 2010 a` ce jour
– De´partement d’Automatique
– E´quipe de recherche : E3S (Directeur : Gilles Fleury) EA 4454
– Groupe : SyDICO (Coordinateur : Patrick Boucher)
Chercheur associe´ : e´quipe-projet INRIA
– Pe´riode : 2010 a` ce jour
– E´quipe-projet : DISCO (INRIA Saclay - CNRS - SUPELEC)
– Responsable d’e´quipe : Catherine Bonnet
Professeur Assistant : SUPELEC
– Pe´riode : 2005-2009
– E´quipe : EA 1389
– Directeur : Patrick Boucher
– Groupe de recherche : Commande Pre´dictive
Chercheur debutant : SUPELEC (doctorant)
– Periode : 2002-2005
– Groupe de recherche : Commande Pre´dictive
– Coordinator : Didier Dumur
– Equipe : EA 1389
Inge´nieur de´veloppement logiciel (Software development engineer)
– Institution : INRIA/IRISA - Institut National de Recherche en Informa-
tique et Syste`mes Ale´atoires - Rennes, France
– Pe´riode : Octobre 2001- Octobre 2002
– Projet : COSI (R2D2)
– Sujet : POLYLIB (bibliothe`que de calcul polye´dral)
– Chef d’e´quipe : Franc¸ois Charot
Assistant universitaire : Universite´ ”Politehnica” Bucarest
– Pe´riode : 2001-2002
– Faculte´ d’Automatique et Ordinateurs
– De´partement : Automatique et inge´nierie des syste`mes
– Chef de De´partement : Prof. Ioan Dumitrache
Stagiaire : Kvaerner IMGB Bucarest
– Pe´riode : Ete 2000
– E´quipe : Informatique
Stagiaire : Universite´ ”Politehnica” Bucarest
– Pe´riode : 1999-2000
– Position : Participation dans le projet FABRICATOR - University project
of virtual enterprise at the ”Human Resources Training Centre”
– E´quipe : Computer aided control system design
– Coordinateur : Prof. Aurelian Stanescu
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7C-4 Enseignement dispense´
C-4.1 Activite´s pe´dagogiques actuelles
1. SUPELEC (depuis 2005) :
(a) Premie`re anne´e :
– TD Signaux et Syste`mes 1 (depuis 2005) - total ≈ 30h e´quivalent TD
– E´tude de laboratoire Signaux et Syste`mes 2 (2005-2006) - total ≈ 30h
e´quivalent TD
– Encadrement de projets de synthe`se (depuis 2005) - total≈ 35h e´quivalent
TD
– Travaux dirige´s d’initiation a` la recherche documentaire (2005 - 2008)
- total ≈ 15h e´quivalent TD
(b) Deuxie`me anne´e :
– Cours Me´thodes Nume´riques et Optimisation - voie par apprentissage
(depuis 2009) - total ≈ 20h e´quivalent TD
– Travaux dirige´s Automatique (depuis 2005) - total ≈ 30h e´quivalent
TD
– Travaux dirige´s Analyse Nume´rique et Optimisation (depuis 2005) -
total ≈ 30h e´quivalent TD
– E´tude de laboratoire Automatique (depuis 2005) - total≈ 100h e´quivalent
TD
– Encadrement de projets de conception (depuis 2005) - total ≈ 35h
e´quivalent TD
(c) Troisie`me anne´e :
– Encadrement de Contrats d’E´tudes Industrielles (2007-2008) - total
≈ 50h e´quivalent TD
– Encadrement d’E´tudes de Laboratoire ”Comple´ments d’Automatique”
en option SE (2007-2009) - total ≈ 30h e´quivalent TD
(d) Troisie`me anne´e - suite a` la reforme 2010 :
– Responsable pe´dagogique de la mineure ”Commande des syste`mes hy-
brides” - 24h (e´valuation comprise)
Organisation : 19,5h cours (13x 1h30) + 4,5h TD (3x 1h30) + 3h
Examen.
L’objectif de ce cours est de sensibiliser l’inge´nieur a` la proble´matique
spe´cifique des syste`mes dynamiques hybrides. Seront traite´es les di-
verses composantes allant de la description mathe´matique (types de
mode´lisation, outils d’analyse de la stabilite´, strate´gies de commande)
aux aspects me´thodologiques (spe´cification, conception, ...) et les ap-
plications industrielles.
– Participation (a` l’hauteur d’environ 7,5h de cours) dans la mineure
”Surveillance, diagnostic et maintenance pre´dictive des syste`mes”.
(e) Formation Continue :
– CG3 et CG5 - Mise en oeuvre et programmation de la commande
pre´dictive - total ≈ 10h e´quivalent TD
82. Institut National des Sciences et Techniques Nucle´aires
Master M2 (E´cole Polytechnique -INSTN - SUPELEC) ”Conception et ma-
nagement des syste`mes informatiques complexes”
– intervenant - 50% dans le cours ” Syste`mes Hybrides ” (2008-2009) - total
≈ 10h e´quivalent TD
– responsable du cours ” Syste`mes Hybrides ” (depuis 2009) - total ≈ 20h
e´quivalent TD
C-4.2 Activite´s pe´dagogiques passe´es
Universite´ ”Politehnica” Bucarest (2001-2002)
– Travaux Dirige´s et E´tudes de laboratoire sur le cours de ”Automatique”
(Prof. Ioan Dumitrache) - total ≈ 25h e´quivalent TD
– Travaux Dirige´s et E´tudes de laboratoire sur le cours de ”Syste`mes auto-
matise´s” - Faculte´ de Me´canique et Faculte´ de Me´catronique (Prof. Ioan
Dumitrache) - total ≈ 40h e´quivalent TD
ESIEA (E´cole Supe´rieure d’Informatique E´lectronique Automa-
tique) Paris (2007)
Charge´ de cours ”Introductions aux syste`mes asservis” (100 e´tudiants)
– Cours magistral (18h)
– Travaux Dirige´s (18h)
Universite´ Paris-Sud (2003, 2006)
– Encadrement de TER (Travail d’E´tude et Recherche) (2003) : ”Com-
mande pre´dictive et les re´gulateurs RST (Application a` la commande d’un
re´acteur a` e´thyle`ne)” - total ≈ 10h e´quivalent TD
– Encadrement de stages Master ”Automatique et Traitement du Signal”
(2006, 2008)
C-4.3 Enseignement au niveau doctoral
Ecole de JDMACS (2008)
Responsable du Module ”Commande pre´dictive : interaction optimisation -
commande”
– Responsable et organisateur du module (15h - 3 intervenants - 25 partici-
pants)
– Charge´ d’une partie de cours (6h)
Universite´ des Sciences Applique´es de Cologne - Fachhochschule
Ko¨ln (2006)
Charge´ du module ”Explicit Model Predictive Control. Multiparametric Pro-
gramming.”
– Cours niveau doctoral (12h - 15 participants)
9C-4.4 Conclusion
Dans le parcours professionnel, les activite´s d’enseignement suivent une ten-
dance de croissance ”saine” dans le sens ou` le volume horaire ne pre´sente pas de
variations importantes sur un intervalle court ni d’inflexions. Ge´ne´ralement elles
ont e´te´ reconduites sur plusieurs anne´es en permettant donc une pe´rennisation
du support tout en ame´liorant la forme et en faisant e´voluer leur contenu.
Cette tendance est corre´le´e avec la courbe d’e´volution des capacite´s de synthe`se
et de communication associe´es a` diverses expe´riences des me´tiers lie´s a` l’ensei-
gnement.
J’ai ressenti le volet pe´dagogique de mon activite´ comme un e´change parti-
culie`rement enrichissant et formateur par le fait qu’il demande une adaptation
d’autant plus intense que je n’ai pas ve´cu de l’inte´rieur les particularite´s des
Grandes E´coles et du syste`me franc¸ais en ge´ne´ral pendant ma pe´riode de forma-
tion.
Au dela` de l’enseignement en lui-meˆme, il faut mentionner les multiples fa-
cettes allant de l’inte´gration dans une e´quipe pe´dagogique jusqu’a` la cre´ation
des cours ou l’adaptation des outils pe´dagogiques pour faire e´voluer les travaux
pratiques en accord avec les ne´cessite´s du moment (the´oriques et applicatives).
Pour conclure, je suis reconnaissant a` mes e´le`ves et a` mes colle`gues pour cette
expe´rience valorisante d’enseignement pour laquelle j’ai des projets importants
d’e´volution au meˆme titre que pour la recherche.
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C-5 Activite´ de recherche
Le travail de recherche a commence´ en Octobre 2001.
Dans la pe´riode Octobre 2001 - Aouˆt 2010 la production scientifique se
pre´sente comme suit (voir Section C-13) :
– 15 articles de revue avec comite´ international de lecture (dont 9 comme
premier auteur)
– 12 chapitres de livre (dont 5 comme premier auteur)
– plus de 50 articles pre´sente´s a` des confe´rences avec comite´ international de
lecture (dont 20 comme premier auteur)
Pour comparer les chiffres avant/apre`s la the`se, il faut mentionner que le travail
de the`se soutenue en Septembre 2005 a donne´ lieu aux publications suivantes
(toutes comme premier auteur) :
– 3 articles de revue avec comite´ international de lecture
– 0 chapitres de livre
– 10 articles pre´sente´s a` des confe´rences avec comite´ international de lecture
La liste de publications se trouve en annexe du CV et des de´tails concernant
les contributions sont pre´sente´s dans la partie ”Activite´s de recherche”. Une liste
des dix sujets (e´quivalents a` des mots cle´s des publications) autour des quels s’est
organise´e la recherche durant ces 9 ans est :
– me´thodes ensemblistes en automatique
– commande base´e sur des techniques d’optimisation
– syste`mes hybrides
– commande robuste
– commande tole´rante aux de´fauts
– syste`mes a` retard
– me´thodes nume´riques en automatique
– stabilite´ et ensembles invariants
– commande coope´rative
– commande distribue´e
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C-6 Reconnaissance des re´sultats de recherche
1. Prix Archimedes 2002
Le prix Archime`de est une distinction re´serve´e aux e´tudiants des institutions
europe´ennes d’enseignement supe´rieur. Organise´ dans le cadre du programme
Potentiel humain, le prix visait a` promouvoir la recherche europe´enne et a`
en ame´liorer la visibilite´, tant en Europe que dans le reste du monde. Il
s’agit e´galement d’attirer l’attention du grand public sur les re´sultats de
recherche europe´ens et, ce faisant, de stimuler son inte´reˆt pour la science
et la technologie. Le prix Archime`de 2002 a e´te´ de´cerne´ a` des e´tudiants
ayant de´veloppe´ des ide´es ou des concepts scientifiques originaux dans des
domaines en rapport avec l’un des six the`mes suivants : structure et fonc-
tion des macromole´cules ; mode´lisation et gestion des ressources en eau ;
re´percussions e´conomiques et socie´tales de l’e´volution de´mographique au sein
de l’UE ; dispositifs e´nerge´tiques ; aquaculture ; re´percussions du tourisme sur
les e´cosyste`mes naturels et humains.
Pour la the´matique : ”Water resources modelling and management” le jury
a decerne´e le prix Archimedes au projet :
Model of hybrid systems for studying water management
Le texte officiel de pre´sentation du prix Archime`de de´cerne´ a` MUNICH, le
5 de´cembre 2002, attribue´ par la Commission Europe´enne a` Sorin OLARU,
University ”Politehnica”, Bucharest, Romania mentionne :
Sorin’s research applied a real world scenario (agricultural water manage-
ment of three irrigation lakes) to the theoretical field of mixed logical dy-
namical (MLD) systems. He developed a model for the chosen configuration
and adopted predictive techniques for the management strategy.
2. Bourse postdoctorale European Research Consortium on Informatics and
Mathematics attribue´e en 2005 pour un se´jour de 9 mois (en 2006) a` NTNU
Trondheim. La bourse a e´te´ refuse´e en 2005 suite a` l’acceptation de la posi-
tion permanente d’enseignant-chercheur a` SUPELEC.
3. Selection on the Best Papers List - ICINCO 2005
”A Parameterized Polyhedra Approach for the Explicit Robust Model Pre-
dictive Control” par Sorin Olaru and Didier Dumur
4. Best Poster Prize - 5th Asian Control Conference 2004
”Feasibility of Constrained Generalized Predictive Control within Invariant
Sets Framework” par Sorin Olaru et Didier Dumur
5. Bourse de recherche ERASMUS - SUPELEC pour le projet de Master en
2001
6. 1998 Kvaerner - IMGB Prize pour les re´sultats acade´miques au niveau na-
tional.
7. Bourse d’excellence du Ministe`re de l’E´ducation Nationale pour les re´sultats
acade´miques dans le cursus a` Universite´ ”Politehnica” Bucarest 1997-2000.
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C-7 Participation a` la vie de la communaute´ scientifique
C-7.1 Participation a` des jurys de the`ses
A Adrian Mark Medioli (Research Academic, ARC Centre for Complex Dyna-
mic Systems and Control)
– E´cole doctorale : University of Newcastle. Faculty of Engineering and Built
Environment, School of Electrical Engineering and Computer Science
– The`se : Maximal Controllability via Reduced Complexity Model Predictive
Control
– Encadrants : Maria M. Seron, Rick Middleton
– Anne´e de la dissertation : 2009
– Participation en tant que rapporteur
B Jose Bernardo Mare (Research Academic, ARC Centre for Complex Dyna-
mic Systems and Control)
– E´cole doctorale : University of Newcastle. Faculty of Engineering and Built
Environment, School of Electrical Engineering and Computer Science
– The`se : ”Constrained tracking and estimation : analytical solutions, sym-
metry and nonlinear insights”
– Encadrant : Jose De Dona
– Anne´e de la dissertation : 2007
– Participation en tant que rapporteur
C Hichem Benlaoukli (De´partement Automatique, SUPELEC)
– E´cole doctorale : Sciences et Technologies de l’Information des
Te´le´communications et des Syste`mes, Paris Sud XI
– The`se : Me´thodes ge´ome´triques pour la construction des ensembles inva-
riants. Application a` la faisabilite´ des lois de commande pre´dictive.
– Directeur de the`se : G. Duc
– Anne´e de la dissertation : 2009
– Participation en tant qu’encadrant
D Khaoula Nagoudi-Layerle (IRSEEM E.A. 4353 )
– Ecole doctorale : SPMII, Univ. Rouen
– The`se : ”Synthe`se d’un controˆleur pre´dictif a` base d’e´tat pour la com-
mande des syste`mes instables a` non minimum de phase”
– Directeur de the`se : Houcine CHAFOUK
– Encadrant : Nicolas Langlois
– Anne´e de la dissertation : pre´vue 2010 - repousse´e 2011
– Participation en tant qu’examinateur (de´but Novembre)
E Francesco Scibilia (NTNU Trondheim)
– Ecole doctorale : NTNU, Trondheim, Norway
– The`se : ”Enhanced Model Predictive Control”
– Encadrant : Morten Hovd
– Anne´e de la dissertation : 2010
– Invitation rec¸ue fin Octobre 2010
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C-7.2 Animation, groupes de recherche, organisation de colloques,
se´minaires
A Animateur (en collaboration avec Ahmed Chemouri, LIRMM) du Groupe
de travail ”Commande pre´dictive non-line´aire” depuis Septembre 2007.
Proble´matique scientifique
Les travaux de ce GT CPNL faisant partie du groupement de recherche
GdR MACS ”Mode´lisation, Analyse et Conduite des Syste`mes Dynamiques”
du CNRS concernent la me´thodologie de synthe`se de lois de commande
pre´dictive (a` base de mode`le) dite aussi commande optimale a` horizon fuyant.
L’objectif du GT est d’animer, de valoriser et de transfe´rer la me´thodologie
pre´dictive au sein de la communaute´ automatique nationale. En d’autre
terme, il s’agit de partager des expe´riences accumule´es, dans des domaines
aussi divers que la robotique, le ge´nie des proce´de´s ou l’ae´ronautique et de
montrer a` travers des exemples varie´s et concrets les potentialite´s de l’ap-
proche par horizon glissant. Une importance particulie`re est accorde´e aux
exemples mettant en oeuvre des syste`mes a` dynamiques rapides et forte-
ment contraintes.
Parmi les verrous scientifiques, on peut citer : la stabilite´ du syste`me en
boucle ferme´e avec un crite`re a` horizon fini sans contrainte finale, la ca-
racte´risation de la robustesse vis a` vis des dynamiques ne´glige´es ou des er-
reurs de mode`le, des perturbations inconnues et non mesure´es, la formula-
tion sous optimale et re´solution en ligne des proble`mes d’optimisation avec
le choix des techniques d’optimisation, l’imple´mentation temps-re´el sur des
structures a` dynamiques rapides : robots paralle`les d’usinage, robots bipe`des
soumis a` des contraintes unilate´rales, syste`mes non line´aires oscillants, ...
Activite´ et fonctionnement
Le fonctionnement de ce groupe de travail s’articule autour de l’organisa-
tion de re´unions scientifiques durant lesquelles des expose´s et des se´minaires
techniques sur des travaux de recherche relevant de la the´matique du groupe
sont pre´sente´s. Le GT se re´unit 2 a` 3 fois par an avec une pre´sence moyenne
aux re´unions d’une vingtaine de personnes.
L’activite´ du GT valorise e´galement la diffusion des re´sultats au niveau in-
ternational. Des sessions invite´es a` CIFA’08 et au 8th IFAC Workshop on
Time-delay Systems, TDS’09 ont ainsi e´te´ organise´es, la publication d’ou-
vrages de synthe`se incluant des contributions des membres du groupe a e´te´
coordonne´e. Un workshop IFAC a eu lieu a` Grenoble en 2006 : IFAC Work-
shop on Nonlinear Model Predictive Control for Fast Systems.
Les membres du groupe de travail CPNL ont propose´ un module de formation
doctorale qui s’intitule ≪ Commande pre´dictive : interaction optimisation -
commande ≫, dans le cadre de l’e´cole des JDMACS 2009 a` Angers.
Faits marquants et perspectives
Depuis 2008 (anne´e du de´but de l’activite´ d’animation effective), le groupe a
fonctionne´ avec un bon dynamisme. Le contenu scientifique des pre´sentations
est varie´, dans la mesure ou` les proble´matiques aborde´es concernent diffe´rents
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aspects de la commande pre´dictive (robustesse, stabilite´, optimisation, etc)
aussi bien que les applications (re´acteurs chimiques, PVTOL, moteur diesel,
robots te´le´-ope´re´s, technique du baˆtiment etc). En 2009 notre Groupe a
organise´ une re´union en commun avec le GT SDH (Syste`mes Dynamiques
Hybrides) et en 2010 une autre avec le GT MOSAR qui ont permis d’e´largir
le spectre de discussions au dela` du cadre des re´unions re´gulie`res. L’ouverture
a` l’international du groupe est de´ja` notable a` travers ses publications et son
implication dans des confe´rences. Lors des dernie`res re´unions du groupe,
des chercheurs provenant de laboratoires e´trangers ont participe´ avec des
pre´sentations scientifiques, l’invitation re´gulie`re de personnalite´s e´trange`res
et/ou industrielles pour des pre´sentations ≪ tutoriel ≫ pourra conforter cette
ouverture et donner une dimension supple´mentaire a` notre groupe.
B Membre de groupes de travail :
– Mode´lisation, Analyse et Conduite des Syste`mes dynamiques : MOSAR,
SDH, MEA, S3S
– Socie´te´ franc¸aise de recherche ope´rationnelle et d’aide a` la de´cision : POC
C-7.3 Organisation des sessions dans les congre`s internationaux
A Organisation (avec A. Chemori, LIRMM) d’une session invite´e : ”Commande
pre´dictive et estimation a` horizon glissant” pour CIFA 2008
Courte description : La commande pre´dictive a` base de mode`le (MPC) et
l’estimation a` horizon glissant (MHE) sont de plus en plus utilise´es dans
la commande des syste`mes. En effet, avec l’augmentation des capacite´s de
calculateurs, ces techniques sont, de nos jours, applique´es en temps re´el dans
le cas d’une grande varie´te´ de syste`mes et notamment les syste`mes rapides.
Le but principal de cette session est de mettre en exergue les derniers re´sultats
et d’explorer les pistes the´oriques et pratiques dans ce champ the´matique. Les
communications sur des sujets traitant la the´orie MPC/MHE, la construc-
tion des mode`les de pre´diction, les applications ou les de´fis algorithmiques
seront les bienvenues.
Les contributions :
– ”Commande pre´dictive des syste`mes dont l’entre´e est affecte´e par un re-
tard variable” par Hichem Benlaoukli, Sorin Olaru, Silviu-Iulian Niculescu
– ”Commande pre´dictive a` base de mode`le (MPC) pour le trafic urbain
bi-modal” par Neila Bhouri, Djilali Touazi
– ”Commande pre´dictive a` base d’e´tat : imple´mentation sur le circuit d’air
du moteur diesel” par Khaoula Layerle, Nicolas Langlois, Houcine Chafouk
– ”Une nouvelle strate´gie de commande pre´dictive des syste`mes non line´aires
a` dynamiques rapides” par Hichem Ben Nasr, Faouzi M’Sahli
– ”NCGPC sans contraintes et placement de poˆles avec extension dyna-
mique : une e´tude comparative applique´e au moteur diesel” par Marcelin
Dabo, Nicolas Langlois, Houcine Chafouk
B Organisation (avec M. Lazar - TU/e) d’une session invite´e a` IFAC TDS 2009
Courte description :
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The aim of this Invited Session is to present various new ideas and techniques
for setting up suitable models and MPC schemes, able to handle efficiently
uncertain time-varying delays, packet dropouts and limited communication
bandwidth constraints.
Specific model predictive control design procedures are appropriately adapted
to some class of delay systems that open interesting perspectives for appli-
cations. Each contribution is self-contained and includes new methodological
ideas for interpreting, dealing, understanding and using the receding horizon
control and estimation in the identification, analysis and synthesis of various
classes of interconnection schemes.
Les contributions :
– ”TCP modelling and predictive congestion control”, by Rafael Cabral
Melo, Jean-Marie Farines and Julio E. Normey-Rico (Federal University
of Santa Catarina, Brazil
– ”Invariant sets for a class of linear systems with variable time-delay” by
Warodi Lombardi, Sorin Olaru and Silviu Iulian Niculescu (SUPELEC,
France)
– ”Networked control under time-synchronization errors”, by Alexandre Seu-
ret (University of Leicester, UK) and Karl H. Johansson (Royal Institute
of Technology, Stockholm, Sweden)
– ”Further Results on Stabilization of Linear Systems with Time-varying
Delays”, by Rob Gielen and Mircea Lazar (Eindhoven University of Tech-
nology, The Netherlands)
– ”Model Predictive Control for Systems with Time Delay : An Application
to Air-Fuel Ratio Control in Automotive Engines”, by S. Trimboli (Univer-
sity of Siena, Italy), S. Di Cairano (Ford USA), A. Bemporad (University
of Siena, Italy), I.V. Kolmanovsky (Ford USA)
– ”Predictive Control for Variable Time Delay in Networked Control Sys-
tems”, by C. F. Caruntu and Corneliu Lazar (“Gh. Asachi” Technical
University of Iasi, Romania)
– ”Smoothing techniques for distributed MPC algorithms”, by Ion Necoara,
Ioan Dumitrache (UPB, Romania), Johan Suykens (KU Leuven, Belgium)
– ”Distributed Partially Cooperative NMPC Under Limited Communica-
tion and Destabilizing Interconnection”, by Mazen Alamir (GIPSA-LAB,
France)
C Organisation (avec A. Chemori, LIRMM) d’une session invite´e : ”Commande
pre´dictive” pour CIFA 2010 avec les contributions :
– ”Identification optimale en boucle ferme´e pour les syste`mes non line´aires”
par Saida Flila, Pascal Dufour, Hassan Hammouri
– ”Commande pre´dictive robuste des ve´rins e´lectropneumatiques dans un
sche´ma en cascade position-pression” par Lotfi Chikh, Philippe Poignet,
Micae¨l Michelin, Franc¸ois Pierrot
– ”Synchronisation de mouvements sous contraintes pour des syste`mes a`
retard”, par Warody Lombardi, Anamaria Luca, Sorin Olaru, Silviu-Iulian
Niculescu, Patrick Boucher, Joono Cheong
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– ”Commande pre´dictive distribue´e pour la re´gulation thermique des baˆtiments”
par Petru-Daniel Morosan, Romain Bourdais, Didier Dumur, Jean Buisson
D Invited speaker - International Conference of Hybrid Systems and Applica-
tions - May 22-26, 2006, Lafayette, USA.
”Predictive control for hybrid systems. How far the polyhedral pre-computations
might go ?”
Re´sume´ : The present presentation deals with the predictive control laws
for hybrid systems. The modelling formalism used will be the Mixed Logi-
cal Dynamical (MLD) which offers the advantage of a compact expression
of the dynamics in terms of linear equalities and inequalities on the logical
and continuous-time states and inputs. Being an optimization-based control
technique, the predictive control needs an efficient implementation scheme
in order to be effective in real time. Several studies assess the importance
of the prediction horizon and the terminal constraints due to their implica-
tions in the structure of the associated optimal control problem. Lately it has
been shown that as long as the constraints remain linear, the polyhedral com-
putations can serve as tools for the migration of the on-line computational
effort to off-line explicit constructions in terms of explicit solutions which
can avoid a costly on-line optimum seeking and thus pushing the application
of predictive laws to even higher sampling rates. In the presentation we will
review the on-line optimization techniques proposed for the predictive control
of hybrid systems based on mixed integer optimization problems. Further, the
explicit solutions will be analyzed using a parameterized polyhedra approach.
C-7.4 Participation a` des comite´s, editorial boards, organisation de
colloques, se´minaires, ...
A Comite´s internationaux de programme :
– EUROCON 2007 - ”The International Conference on Computer as a Tool”,
Warsaw, Poland, September 9-12, 2007
– JDMACS 2009 - ”3e`mes Journe´es Doctorales / Journe´es Nationales MACS”,
Angers, France, mars 17-18, 2009
– SINTES 2010 - ”14th International Conference on System Theory and
Control”, Sinaia, Roumanie, Octobre 17-19, 2010.
– 2011 Journe´es Doctorales MACS, Journe´es Nationales MACS et Ecole des
JDMACS 2011 Marseille, 6-10 Juin 2011.
– SINTES 2011 - ”15th International Conference on System Theory and
Control”, Sinaia, Roumanie, Octobre, 2011.
B Recensions :
(a) Journaux
– Automatica
– IEEE Transactions on Automatic Control
– International Journal of Control
– International Journal of Robust and Nonlinear Control
– Journal of Process Control
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– IMA Journal of Mathematical Control and Information
– International Journal of Innovative Computing, Information and Control
– Journal of Zhejiang University SCIENCE (A,B)
– The Open Automation and Control Systems Journal
– Journal of Control Engineering and Applied Informatics
– Journal Europe´en des Syste`mes Automatise´s
– Computers & Chemical Engineering - Elsevier
(b) Confe´rences
– IEEE Conference on Decision and Control (2004 - 2010)
– IEEE American Control Conference (2004 - 2011)
– IFAC World Congress (2005, 2008, 2011)
– IFAC Nonlinear Model Predictive Control for Fast Systems (2006)
– European Control Conference (2009)
– IFAC Time Delay Systems (2009, 2010)
– IFAC Symposium on Automatic Control in Aerospace (2007)
– IEEE Mediterranean Conference on Control and Automation (2010)
– IEEE Multi-Conference on Systems and Control (2004 - 2010)
– IEEE Eurocon (2009)
– Confe´rence Internationale Francophone d’Automatique (2008)
– Conference on Control Systems and Computer Science (2009)
– IEEE Africon (2009)
– 14th International Conference on System Theory and Control (2010)
– IFAC Necsys 2010
– JDMACS 2011
–
C-7.5 Pre´sidence des sessions a` l’occasion des confe´rences
internationales
A International Conference of Hybrid Systems and Applications - May 22-26,
2006, Lafayette, USA.
B 14th Conference on Control Systems and Computer Science, Bucharest Chair-
man of the ”Optimal and Predictive Control” session
C 5th IEEE Conference on Control and Automation, Budapest Co-Chairman
of the ”Predictive Control” session
D 17e`me Congre`s IMACS, Paris Co-Chairman of the ”Predictive and Robust
Control” session
E European Control Confrence, Budapest, 2009
F 8th IFAC Workshop on Time Delay Systems, Sinaia Romania, 2009
G 21st Chinese Control and Decision Conference, Guilin, June 17-19 2009
H International Conference on Informatics in Control, Automation and Robo-
tics 2008, Madeira, May 2008
I 6th IEEE Conference on Control and Automation, Guangzhou, China, May
2007.
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C-7.6 Valorisation
En 2001-2002 j’ai participe´ a` l’INRIA (IRISA Rennes) a` l’organisation et
au de´veloppement de Polylib (une bibliothe`que, e´crite en langage C, pour le
calcul sur les polye`dres convexes). Le noyau de cette librairie est l’algorithme de
Chernikova dont la complexite´ a e´te´ sensiblement ame´liore´e par des chercheurs de
l’IRISA. Cette librairie est utilise´e aujourd’hui par plusieurs e´quipes de recherche
essentiellement pour la paralle´lisation de programmes, et son utilisation est aussi
envisageable pour l’analyse de programmes.
Le but de l’action d’organisation et de´veloppement a e´te´ de consolider l’imple´-
mentation de PolyLib graˆce a` la mise en place de tests syste´matiques et complets,
l’e´criture d’une ve´ritable documentation utilisateur, la mise en place d’une in-
terface conviviale afin de permettre la diffusion e´largie de ce logiciel.
Le bilan de cette ope´ration de valorisation se de´cline donc selon les points
suivants :
– Mise en place de sites Web (www.irisa.fr/polylib), pour les utilisateurs et
pour les de´veloppeurs ;
– E´criture d’une documentation utilisateur (disponible a` la meˆme adresse) ;
– Mise en place de proce´dures de test approfondies ;
– Re´flexion sur des proce´dures de test automatique et de gestion des versions
du logiciel ;
– Gestion des versions dans le cadre d’un de´veloppement multi-sites.
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C-8 Encadrement de travaux de recherche
C-8.1 Encadrement de the`ses soutenues
A Co-encadrement (90%) de la the`se de Hichem Benlaoukli
– Titre : Me´thodes ge´ome´triques pour la construction des ensembles inva-
riants Application a` la faisabilite´ des lois de commande pre´dictive
– Directeur de the`se : Gilles DUC
– De´but / fin de la formation : Anne´e universitaire 2006 / 2009
– Ecole doctorale : STITS
– Publications : 1 article dans une revue internationale [J1], 2 chapitres
de livre [B1,B2], 7 communications dans des confe´rences internationales
[C2,C3,C4,C5,C36,C95,C96].
Resume´ : La the`se retrace les principes ge´ne´raux des formulations explicites
pour la commande pre´dictive et souligne la structure line´aire par morceaux
de la dynamique.
Les contributions principales de ce travail de the`se re´sident dans la construc-
tion des ensembles invariants pour les syste`mes affines par morceaux (PWA).
Les re´sultats se concentrent sur le traitement des syste`mes PWA de´finis sur
une partition polye´drale de l’espace d’e´tat meˆme si les principes sont appli-
cables dans un cadre plus ge´ne´ral.
Trois constructions remarquables peuvent eˆtre mises en e´vidence :
– la construction expansive,
– la construction contractive,
– la construction base´e sur les graphes des transitions.
Au niveau me´thodologique toutes ces constructions e´tant base´es sur la dy-
namique directe ou en temps inverse des ensembles de l’espace d’e´tat, elles
impliquent un traitement ge´ome´trique au moins dans la partie de comparai-
son avec le domaine faisable qui peut s’ave´rer gourmand en temps de calcul.
Une solution innovante a e´te´ propose´e en exploitant l’analyse par intervalles.
La construction des ensembles invariants ouvre la voie au post-traitement
des lois de commandes pre´dictives en vue de la maximisation de leur do-
maine de fonctionnement avec garantie de surete´. Des comparaisons sont
faites entre les diffe´rentes structures MPC avec d’une part les formulations
qui be´ne´ficient du renforcement de l’invariance de`s la phase de synthe`se et
d’autre part les formulations explicites qui be´ne´ficient de la post analyse
pour la caracte´risation des domaines viables.
En outre, le pre´sent travail fait e´tat des extensions MPC a` base de ces
me´thodes ge´ome´triques pour le suivi de trajectoire, pour la prise en compte
des incertitudes parame´triques ou d’un retard variable a` l’entre´e du syste`me.
Une grande partie de ces de´veloppements the´oriques sont illustre´s par des
exemples au fur et a` mesure de leur introduction. Le me´moire contient aussi
l’e´tude d’un proble`me de suivi de trajectoire et de faisabilite´/viabilite´ d’un
certain profil, avec application pour la production d’e´lectricite´ en conjonction
avec la caracte´risation d’une valle´e hydraulique.
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C-8.2 Encadrement de the`ses en cours
A Directeur de the`se de Warody LOMBARDI (par de´rogation du
CS de Paris XI - 2008)
– Titre : Pre´diction et retards dans des environnements complexes
– Co-encadrant : S.I. Niculescu (50%)
– De´but / fin de financement : Anne´e universitaire 2008 / 2011
– E´cole doctorale : STITS
– Publications : 5 communications dans des confe´rences internationales [C12,
C13, C14, C15, C16].
B Co-encadrement (80%) de la the`se de Florin STOICAN
– Titre : Commande tole´rante aux de´fauts se basant sur la the´orie de la
viabilite´ et des me´thodes ensemblistes
– Directeur de the`se : D. Dumur
– De´but / fin de financement : Anne´e universitaire 2008 / 2011
– E´cole doctorale : STITS
– Publications : 7 communications dans des confe´rences internationales [C35,
C46, C47, C48, C49, C50, C51].
C Co-encadrement (70%) de la the`se de Nam NGUYEN
– Titre : Synthe`se pre´dictive de lois de commande hybrides de type ≪ patchy
≫ pour les syste`mes complexes
– Directeur de the`se : D. Dumur
– De´but / fin de financement : Anne´e universitaire 2009 / 2012
– E´cole doctorale : STITS
– Publications : 2 communications dans des confe´rences internationales [C17,
C18].
D Co-encadrement (50%) de la the`se de Ionela PRODAN
– Titre : Syste`mes dynamiques coope´ratifs avec contraintes de communica-
tion et limites de viabilite´
– Directeur de the`se : P. Boucher
– De´but / fin de la formation : Anne´e universitaire 2009 / 2012
– E´cole doctorale : STITS
– Publications : 2 communications dans des confe´rences internationales [C37,
C38].
E Co-encadrement (10%) de la the`se de Bogdan LIACU
– Titre : Syste`mes dynamiques coope´ratifs avec contraintes de communica-
tion et limites de viabilite´
– Directeur de the`se : S. Niculescu (collaboration avec LSS et CEA)
– De´but / fin de la formation : Anne´e universitaire 2009 / 2012
– E´cole doctorale : STITS
– Publications : 2 communications dans des confe´rences internationales [C10,
C11].
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C-8.3 Encadrement au niveau postdoctoral
A Co-encadrement (50%) du travail postdoctoral de recherche de Paola FA-
LUGI
– Titre : Commande pre´dictive robuste multi-mode`le
– Co-encadrant : D. Dumur
– De´but / fin de la formation : Anne´e universitaire 2007 / 2009
– Publications : 2 articles dans des revues internationales [J2, J3], 2 com-
munications dans des confe´rences internationales [C7, C8].
C-8.4 Encadrement de stages de master
A Co-encadrement (50%) Simona DOBRE
– Master : SUPELEC
– Titre : Commande pre´dictive. Formulations explicites dans le cas non-
line´aire.
– Co-encadrant : D. Dumur
– De´but / fin de la formation : Anne´e universitaire 2006 / 2007
– Publications : 1 chapitre de livre [B8], 1 communication confe´rence inter-
nationale [C6].
B Co-encadrement (75%) Andreas ULBIG
– Master : SUPELEC
– Titre : Commande pre´dictive pour les syste`mes PWA. Formulations expli-
cites.
– Co-encadrant : D. Dumur
– De´but / fin de la formation : Anne´e universitaire 2006 / 2007
– Publications : 1 article dans une revue internationale [J18], 2 communica-
tions dans des confe´rences internationales [C57, C58].
C Encadrement du stage de recherche M2R de Rob GIELEN
– Master : Technical University of Eindhoven
– Titre : Mode`les polytopiques pour les syste`mes affecte´s par retard variable
en entre´e
– Encadrant TU/e : M. Lazar
– Stage a` SUPELEC pour 3 mois : Janvier - Avril 2008
– Publications : 1 article dans une revue internationale [J4], 1 communica-
tions dans une confe´rence internationale [B3].
C-8.5 Encadrement de projets de fin d’e´tudes - niveau BAC+5
A Encadrement du stage de fin d’e´tudes Simona DOBRE
– Universite´ ”Politehnica” Bucarest
– Dure´e : 4 mois (Avril - Juillet 2006)
B Encadrement (50%) du stage de fin d’e´tudes - Madalina DOBRE
– Universite´ ”Politehnica” Bucarest
– Dure´e : 4 mois (Avril - Juillet 2009)
22
C Encadrement (50%) du stage de fin d’e´tudes - Anamaria LUCA
– Universite´ ”Politehnica” Bucarest
– Dure´e : 4 mois (Avril - Juillet 2009)
– Publications : 1 contribution lors d’un workshop international
D Encadrement du stage de fin d’e´tudes - Florin STOICAN
– Universite´ ”Politehnica” Bucarest
– Dure´e : 4 mois (Avril - Juillet 2009)
– Publications : 1 communication dans une confe´rence internationale
E Encadrement (50%) du stage de fin d’e´tudes Catalin-Florentin RADUINEA
– Universite´ ”Politehnica” Bucarest
– Dure´e : 3 mois (Avril - Juin 2010)
C-8.6 Encadrement de stages
A Fajar SURWAYAN
– PhD student, University of Newcastle
– Stage de recherche de 2 mois (De´cembre 2008 - Mars 2009)
– Sujet : Polynomial methods and spline tools for flatness-based motion plan-
ning of constrained nonlinear systems
B Zhang ZIQIANG
– Etudiant deuxie`me anne´e, National University of Singapore
– Stage de recherche de 2 mois (Mai 2009 - Juillet 2009)
– Sujet : Prediction based feedback control for systems with time-delays
C QiuYun WANG
– Etudiant deuxie`me anne´e, Huazhong University of Science and Techno-
logy, China
– Stage de recherche de 2 mois (Octobre 2009 - De´cembre 2009)
– Sujet : Prediction based feedback control for synchronisation systems
C-8.7 Encadrement de contrats d’e´tudes industrielles (Supe´lec,
3e´me anne´e)
A Schlumberger
– Etudiants : Samir EL AKOUM, Kamal NASSER-EDDINE
– Anne´e universitaire : 2006-2007
– Sujet : Optimization of the anchoring mechanism of a novel steerable
drilling system
B EDF
– Etudiants : Jonathan BARCAT, Nazim BENOTMANE, Olivier LESZC-
ZYNSKI
– Anne´e universitaire : 2008-2009
– Sujet : De´termination du domaine de viabilite´ des offres d’ajustement en
infra-journalier pour une valle´e hydraulique
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C-9 Collaborations scientifiques
C-9.1 Equipe INRIA - CNRS - SUPELEC
A partir du 1er janvier 2010, l’e´quipe DISCO a e´te´ cre´e´e avec une partici-
pation SUPELEC (Sorin Olaru et Guillaume Sandou). Ce projet a comme but
d’une part de mieux comprendre et de bien formaliser les effets induits par des
environnements complexes sur les dynamiques des interconnexions, d’autre part
de de´velopper des me´thodes et des outils pour l’analyse et la commande de tels
syste`mes.
Il est bien connu que l’interconnexion (ou la mise en relation) de syste`mes
dynamiques a comme conse´quence une complexite´ accrue du comportement du
”syste`me global” en pre´sence ou non de boucles de commande ou de re´tro-
action. D’une manie`re simplifie´e, si la notion de dynamique est sans ambigu¨ıte´,
les interconnexions apparaissent comme l’association, par connexion mate´rielle
ou informationnelle, de syste`mes distincts pour assurer une mise en commun des
ressources dans le but d’obtenir un fonctionnement meilleur avec la contrainte de
continuite´ du service en cas de de´faut. L’environnement peut eˆtre vu comme un
ensemble d’e´le´ments, structures ou syste`mes, naturels ou artificiels constituant
le voisinage d’un syste`me donne´.
Le de´veloppement de jeux interactifs a` travers les re´seaux de communication,
les commandes a` distance (ope´rations chirurgicales a` distance par exemple) ou
en environnement hostile (robots, drones, etc) ainsi que la tendance actuelle
d’inte´gration a` grande e´chelle de syste`mes d’information et de de´cision ouverts
avec des syste`mes de production et/ou de transport et/ou de distribution font
e´voluer les mode´lisations classiques d’interconnexions en mode´lisations ou` la
dynamique de l’environnement est a` prendre en compte.
Le projet se construit autour des mots-cle´s dynamique, intercon-
nection, environnement, commande et les axes de recherche propose´s
sont :
1. Mode´lisation de l’environnement
L’ide´e est de mode´liser ici des phe´nome`nes tels qu’une perte de connexion
temporaire, un environnement non homoge`ne ou la pre´sence du facteur
humain dans la boucle de de´cision mais e´galement les proble`mes lie´s aux
contraintes technologiques (domaine de de´finition des capteurs par exemple).
Les mode`les mathe´matiques en jeu comprennent des e´quations inte´gro-
diffe´rentielles, des e´quations aux de´rive´es partielles, des ine´quations alge´briques.
2. Controˆle robuste de syste`mes interconnecte´s
Les questions majeures conside´re´es sont celles de la caracte´risation de la
stabilite´ et la de´termination de familles de (ou mieux, la parame´trisation de
l’ensemble des) controˆleurs stabilisants de syste`mes dynamiques intercon-
necte´s. Dans de nombreuses situations, les dynamiques des interconnexions
peuvent eˆtre mode´lise´es par des syste`mes a` retards (constants, distribue´s
ou variables), e´ventuellement fractionnaires. Notre expertise de ce sujet,
aussi bien dans les domaines temporels que fre´quentiels, permet de cibler
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des cas re´pute´s difficiles comme celui par exemple de syste`mes avec infinite´
de poˆles instables.
3. Synthe`se de controˆleurs a` complexite´ re´duite
La question de la synthe`se de lois de commande a` complexite´ donne´e
n’est pas nouvelle et n’est pourtant toujours pas re´solue, meˆme dans le
cas line´aire de dimension finie.
Notre propos ici est la recherche de familles de controˆleurs ”simples” (ie
de petite dimension) pour des syste`mes dynamiques de dimension infinie.
L’approche envisage´e passe par le recours a` des outils de calcul formel. Des
me´thodes de calcul formel pour l’automatique pourront eˆtre de´veloppe´es
dans ce cadre.
A` l’analyse mathe´matique des proble`mes souleve´s dans chacun des trois axes
s’ajouteront l’e´laboration de me´thodes nume´riques en vue de l’imple´mentation
de nos re´sultats.
Les applications majeures que nous continuerons a` de´velopper dans le projet
sont :
- la mode´lisation de la leuce´mie mye´lo¨ıde chronique (collaboration de C.
Bonnet avec les projets BANG et ANUBIS),
- le controˆle de processus cryoge´niques a` l’he´lium (collaboration de S. Nicu-
lescu et B. Bradu avec le CERN).
D’autres applications dans des domaines tels que la synchronisation de mou-
vement en environnements virtuels a` travers un re´seau de communication en
pre´sence d’interfaces haptiques seront de´veloppe´es.
Le projet aura des liens forts avec les projets BANG, ANUBIS, SALSA,
APICS, ALIEN et METALAU. Des proble´matiques voisines des noˆtres sont
conside´re´es dans CORIDA a` travers le controˆle d’EDP ou dans NECS a` travers
la commande en re´seaux. Il n’existe cependant aucune redondance : les ques-
tions (de controˆlabilite´ par exemple) aussi bien que les outils (temporels pour
les EDP) conside´re´s par CORIDA sont distincts des noˆtres, NECS est centre´ sur
l’aspect embarque´.
A Supe´lec, notre projet va pouvoir lier des collaborations avec les groupes
de “Commande de syste`mes complexes”, “Commande robuste” et “Commande
pre´dictive” du De´partement Automatique et interagira avec les chercheurs du
de´partement E´nergie sur les proble`mes de type “Smart GRID” par exemple ou` les
proble´matiques des syste`mes dynamiques interconnecte´s retrouvent un de leurs
domaines d’application de pre´dilection par les caracte´ristiques intrinse`quement
complexes de l’environnement technico-social dans lequel ils sont de´finis.
En de´veloppant des me´thodes d’analyse et de controˆle robuste pour des in-
terconnections de syste`mes dynamiques en prenant en compte la mode´lisation
de l’environnement, DISCO vient comple´ter l’expertise de l’INRIA dans un do-
maine ou` les proble`mes me´thodologiques sont difficiles et les applications qui les
engendrent ne cessent de croˆıtre.
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C-9.2 Programmes d’e´changes, re´seaux internationaux
Les collaborations mene´es dans des programmes d’e´change ont utilise´ le cadre
offert par les partenariats Hubert Curien (PHC) qui sont mis en oeuvre en France
par les ministe`res des Affaires e´trange`res et europe´ennes (MAEE) et de l’Ensei-
gnement supe´rieur et de la Recherche (MESR). S’agissant des programmes bila-
teraux, dans le pays partenaire, les organismes ge´rants sont les conseils recherche
ou le Ministe`re de la Science, de la Technologie et du De´veloppement.
A PHC PAVLE SAVIC (Serbie) 2008-2009
– Titre : Commande des syste`mes en re´seau
– Position : Chef de projet
– Correspondant : Professeur MARINKOVIC Slavica
– Objectif scientifique et/ou technologique de la collaboration : Le projet
conside`re les proble`mes de commande en boucle ferme´e (re´troaction im-
pliquant des capteurs et des actionneurs distribue´s) dans les environne-
ments affecte´s par les retards de transmission, le bruit et les contraintes
de communication. Il a comme objectif le de´veloppement des techniques
de traitement des signaux de communication approprie´s aux syste`mes de
commande ge´re´s en re´seau. Un des soucis principaux sera l’inte´gration des
derniers dispositifs de communication sans fil et leurs implications sur la
tole´rance aux de´fauts. Un inte´reˆt spe´cial sera accorde´ aux performances
de fonctionnement en circuit ferme´ (stabilite´, optimalite´). Du point de
vue technologique, on vise la conception d’algorithmes de commande ro-
bustes et efficaces (de basse complexite´) pour re´aliser la communication
des signaux de commande en re´seau.
– Participants : S. Olaru, P. Rodriguez, B. Marinkovic, M. Nesic, F. Stoican,
W. Lombardi, A. Luca, S. Marinkovic.
B PHC AURORA (Norvege) 2008-2009
– Titre : Commande et estimation avec contraintes, base´e sur l’optimisation
a` horizon glissant
– Position : Chef de projet
– Correspondant : Professeur Morten HOVD
– Objectif scientifique et/ou technologique de la collaboration : Dans sa
repre´sentation la plus ge´ne´rale, un syste`me est de´fini comme un ensemble
de composants interde´pendants formant une entite´, dont l’objectif est d’ac-
complir un jeu de fonctions spe´cifiques par l’interaction des e´le´ments le
constituant. L’objectif de ce projet est d’explorer les connexions entre deux
proble`mes importants dans la the´orie des syste`mes et de ses applications ;
a` savoir, la commande et l’estimation en pre´sence de contraintes. Presque
chaque application impose des contraintes ; les forces (ou les grandeurs
e´quivalentes) que peuvent appliquer les actionneurs sont naturellement li-
mite´s, les e´tats du syste`me sont pre´vus avec des limites de suˆrete´ comme
c’est le cas pour la tempe´rature, la pression ou la vitesse. Cependant, la
recherche de l’efficacite´ maximale entraˆıne souvent des modes d’ope´ration
proches de la frontie`re de l’ensemble des e´tats autorise´s. Les relations entre
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la commande et l’estimation pre´sentent un inte´reˆt particulier en pre´sence
de telles contraintes et l’utilisation de la commande/estimation a` horizon
glissant sera e´tudie´e dans le pre´sent projet avec une attention particulie`re
pour les proble`mes de faisabilite´ et de robustesse. Plusieurs proble`mes
associe´s a` la conception des lois de commande MPC (Model Predictive
Control) seront aborde´s dans ce projet, incluant : (i) La description des
proble`mes pour lesquels la commande et l’estimation ne peuvent pas eˆtre
manipule´es inde´pendamment ; (ii) L’analyse des avantages/de´savantages
des diffe´rentes me´thodes d’estimation (Unscented Kalman Filter, Exten-
ded Kalman Filter, particle filtering, etc.) en liaison avec MPC ; (iii) La
synthe`se des lois de commande adaptative-pre´dictive ; (iv) L’analyse de
la stabilite´ et des performances des structures de commande re´sultantes.
Le projet contribuera a` la recherche dans ce domaine en combinant la
commande et l’estimation dans un proble`me d’optimisation simple. Les
derniers avancements en ce qui concerne la construction des ensembles
invariables et la programmation multiparame´trique seront utilise´s afin de
diminuer le conservatisme et de fournir des lois de commande efficaces en
temps re´el.
– Participants : S. Olaru, F. Scibilia, G. Marafioti, P. Rodriguez, C. Stoica,
H. Benlaoukli.
C PHC BRANCUSI (Roumanie) 2009-2010
– Titre : Commande pre´dictive coope´rative des syste`mes complexes. Mode´lisation
et gestion d’e´nergie pour le baˆtiment intelligent.
– Position : Chef de projet
– Corespondant : Professeur Vladimir RASVAN
– Objectif scientifique et/ou technologique de la collaboration : Les e´conomies
d’e´nergie dans les baˆtiments intelligents sont devenues un enjeu fondamen-
tal. L’Union Europe´enne vise ainsi une diminution des consommations
d’e´nergie lie´es au chauffage de 22% en 2010. S’il est clair qu’une partie
de ces e´conomies peut venir de l’ame´lioration des techniques actuelles de
construction ou des mate´riaux utilise´s dans les baˆtiments, de formidables
re´ductions peuvent eˆtre obtenues par un pilotage optimal des installa-
tions existantes. Ainsi, une e´conomie substantielle pourrait eˆtre obtenue
par une politique efficace de choix entre les diffe´rentes sources d’e´nergie
disponibles. A titre d’exemple, la consommation d’e´nergie ne´cessaire a`
l’air conditionne´ repre´sente environ 10% de la consommation d’e´nergie
totale. Cependant, re´soudre de tels proble`mes d’optimisation et de com-
mande est une taˆche e´minemment de´licate pour des syste`mes aussi com-
plexes. Du point de vue des fonctionnalite´s et de la mode´lisation, les
baˆtiments intelligents sont constitue´s de nombreux sous-syste`mes inter-
connecte´s. Chaque sous-syste`me posse`de ses propres caracte´ristiques dy-
namiques, conduisant a` des syste`mes hybrides, multi-technologiques et
multi e´chelles. De plus, l’interconnexion de ces syste`mes entraˆıne de nou-
veaux proble`mes. La propagation des informations entre des syste`mes
nume´riques de pe´riodes diffe´rentes et de´localise´s conduit a` des retards de
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propagation non ne´gligeables, incertains et fluctuants dans le temps, dont
l’influence doit eˆtre e´tudie´e de manie`re fine pour la stabilite´ du syste`me
global. Le transport de matie`re, comme l’air, induit des phe´nome`nes com-
plexes pour lesquels une approche classique (Navier-Stokes) implique des
temps de calcul incompatibles avec le controˆle temps-re´el. Nous associe-
rons donc a` ce type de sous-syste`mes des mode`les simplifie´s, re´duits au
retard physique et a` l’atte´nuation associe´e au transport.
Du point de vue de l’optimisation et de la commande, le pilotage de tels
syste`mes se heurte a` plusieurs difficulte´s the´oriques. Tout d’abord, ces
syste`mes sont des syste`mes hybrides de grande dimension, puisque les
re´seaux multi-e´nergies induisent des variables de commutation entre les
sources d’e´nergie et l’utilisation de plusieurs composants. De plus, de nom-
breuses contraintes e´conomiques, techniques et environnementales doivent
eˆtre simultane´ment satisfaites, ce qui limite le domaine de fonctionne-
ment admissible. La possibilite´ d’un controˆle de´centralise´ doit e´galement
eˆtre prise en compte pour tirer avantage de cette structure de commande
souple.
En conclusion, l’e´tude des baˆtiments intelligents apparaˆıt comme une
ne´cessite´, notamment pour la diminution de la consommation globale
d’e´nergie. C’est e´galement un formidable de´fi pour l’Automatique car les
proble`mes a` e´tudier sont ceux des syste`mes hybrides incertains, avec des
aspects multi-technologiques et multi-dynamiques. Dans un tel contexte,
l’utilisation de la commande pre´dictive apparaˆıt comme un candidat inte´ressant
pour l’extension des re´sultats d’optimisation dans une structure de controˆle
en boucle ferme´e.
– Participants : S. Olaru, V. Rasvan, S. Niculescu, G. Sandou, P. Rodriguez,
E. Witrant, D. Popescu, C. Lazar.
D PHC VAN GOGH (Pays Bas) 2009-2010
– Titre : Mode´lisation et commande des syste`mes en re´seau
– Position : Chef de projet
– Correspondant : Professeur Mircea Lazar
– Objectif scientifique et/ou technologique de la collaboration : Ce projet
conjoint TU/e-SUPELEC est de´die´ a` l’imple´mentation de lois de com-
mande rapides pour des syste`mes en re´seau. Par comparaison avec l’Auto-
matique classique, qui suppose l’existence d’une liaison ”parfaite” entre le
bloc de de´cision et le processus, la commande en re´seau impose des de´fis
tels que : la robustesse face a` des retards induits (une loi de commande
stabilisante peut rendre instable un syste`me en boucle ferme´e en pre´sence
d’un retard variable) et la robustesse face a` la perte de paquets d’infor-
mation et/ou capacite´ de communication re´duite (information partielle
sur l’e´tat/sortie et mesures pouvant ne pas eˆtre disponibles a` chaque pas
d’e´chantillonnage a` cause des pertes de paquets). Ces proble`mes sont d’une
importance toute particulie`re pour les sujets traite´s dans la proposition
VENI ”Flexible Lyapunov functions for real-time control”, pour laquelle
la commande et l’estimation a` travers le re´seau joue un roˆle important
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dans le cadre des deux applications conside´re´es : syste`mes de puissance et
re´seaux d’estimation des chausse´es intelligentes.
La collaboration TU/e-SUPELEC se concentrera sur le de´veloppement de
nouvelles techniques de mode´lisation a` temps discret pour les syste`mes en
re´seau (NCS) affecte´s par des retards variables et des pertes de paquets.
L’objectif est l’obtention d’un mode`le assez ge´ne´ral pouvant s’appliquer
a` une large gamme de phe´nome`nes rencontre´s au sein des syste`mes en
re´seau et n’e´tant pas trop conservatif ou complexe pour permettre son
utilisation lors de la phase de synthe`se de la commande. De tels re´sultats
s’ave`rent ne´cessaires car les mode`les existants ne peuvent pas eˆtre utilise´s
directement par les me´thodes de synthe`se a` temps continu. Des me´thodes
se basant sur l’approximation des non-line´arite´s par des mode`les polyto-
piques, ainsi que des outils nouveaux utilise´s pour l’obtention de condi-
tions ne´cessaires pour la stabilite´ par morceaux des syste`mes de´crits par
des matrices ayant des coefficients de´finis par des intervalles, seront ex-
plore´s pour atteindre les objectifs fixe´s. Un compromis optimal devra eˆtre
trouve´ entre la complexite´ et la mise a` l’e´chelle des mode`les de syste`mes
en re´seau d’une part et la qualite´ des approximations d’autre part.
– Participants : S. Olaru, M. Lazar, W. Lombardi, N. Nguyen, R. Gilien.
E PHC IMOTHEP (Egypt) 2007-2008
– Titre : Commande robuste des syste`mes hybrides incertains
– Position : jeune chercheur
– Chef de projet egyptien : Professeur Jean THOMAS
– Chef de projet francais : Professeur Didier Dumur
– Objectif scientifique et/ou technologique de la collaboration : The scien-
tific objectives of the proposed project aim at elaborating robust control
strategies for hybrid systems, integrating reduction of complexity metho-
dologies, resulting in an effective implementation within a real time en-
vironment. The proposed methodology should lead to innovative control
structures for hybrid systems, taking into account robustness towards un-
certainties. The innovative aspect will be mainly due to the definition of
explicit solutions through polyhedral description framework, decreasing
the on-line computational load.
– Participants : D. Dumur, J. Thomas, S. Olaru, P. Boucher, R. Mostafa,
H.W. Gomma, J. Buisson.
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C-10 Management de projet
A PHC PAVLE SAVIC (Serbie) - mobilite´
– Organisme financier : Ministe`re des Affaires e´trange`res avec le soutien du
ministe`re de l’Education nationale, de l’Enseignement supe´rieur et de la
Recherche (EGIDE)
– Position : Chef de projet
– Dure´e : 2 ans (2008-2009)
– Budget : 2× 4470
B PHC AURORA (Norve`ge) - mobilite´
– Organisme financier : Ministe`re des Affaires e´trange`res avec le soutien du
ministe`re de l’Education nationale, de l’Enseignement supe´rieur et de la
Recherche (EGIDE)
– Position : Chef de projet
– Dure´e : 2 ans (2008-2009)
– Budget : 2500 +3000
C PHC BRANCUSI (Roumanie) - mobilite´
– Organisme financier : Ministe`re des Affaires e´trange`res avec le soutien du
ministe`re de l’Education nationale, de l’Enseignement supe´rieur et de la
Recherche (EGIDE)
– Position : Chef de projet
– Dure´e : 2 ans (2009-2010)
– Budget : 2960 +3730
D Projet de recherche PHC VAN GOGH (Pays Bas) - mobilite´
– Organisme financier : Ministe`re des Affaires e´trange`res avec le soutien du
ministe`re de l’Education nationale, de l’Enseignement supe´rieur et de la
Recherche (EGIDE)
– Position : Chef de projet
– Dure´e : 2 ans (2009-2010)
– Budget : 3000 +3000
E Projet Europeen FP5 - ”Water resources modelling and management” - (en
relation avec le Prix Archimedes de´cerne´ en 2002)
– Organisme financier : Commission Europe´enne
– Position : Chef de projet
– Dure´e : 3 ans (2002-2005)
– Budget : 34000
– The`me : Hybrid systems (http ://europa.eu.int/comm/research/press/2002)
F Projet de recherche - ”Viability and predictive control”
– Organisme financier : la re´gion ”Ile de France”
– Position : Chef de projet
– Dure´e : 3 ans (2006-2009)
– Budget : 110k
– Suject : Commande pre´dictive
G Projet de recherche - ”Prediction and delays in complex environments”
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– Organisme financier : Fondation SUPELEC
– Position : Chef de projet (conjointement avec S. Niculescu LSS-CNRS-
SUPELEC)
– Dure´e : 3 ans (2008-2011)
– Budget : 120k
– Sujet : Commande pre´dictive, syste`mes a` retard
H Projet de recherche - ”Patchy predictive control for hybrid systems”
– Organisme financier : Fondation SUPELEC
– Position : Chef de projet
– Dure´e : 3 ans (2009-2012)
– Budget : 120k
– Sujet : Commande pre´dictive, syste`mes hybrides
I Projet de recherche - ”Fault tolerant control based on set theoretic methods
and viability theory”
– Organisme financier : Institut C3S Carnot
– Position : Chef de projet
– Dure´e : 3 ans (2008-2011)
– Budget : 130k
– Sujet : Diagnose, me´thodes ensemblistes en automatique
J Projet de recherche - ”Syste`mes dynamiques coope´ratifs avec contraintes de
communication et limites de viabilite´”
– Organisme financier : Fondation EADS
– Position : Chef de projet
– Dure´e : 3 ans (2010-2013)
– Budget : 150k
– Sujet : Syste`mes coope´ratifs, syste`mes dynamiques sous contraintes
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C-11 Gestion de carrie`re acade´mique, politique de la
recherche
A A l’invitation du Directorat de la Recherche de la Commission Europe´enne
j’ai participe´ le 9 et 10 Septembre 2004 a` la confe´rence ENWISE (Enlarging
Europe with/for women scientists) a` Tallinn, notamment au deux forums
suivantes :
– ”Networking and employment discrimination and practices” - Young scien-
tists’ forum
– ”Building a gender perspective in science : impact on the research com-
munity”
B Participation a` la 54e`me rencontre avec les laure´ats du Prix Nobel a` Lindau,
en Allemagne. Cette manifestation a lieu a` un rythme annuel et l’e´dition
2004 a e´te´ de´die´e a` la Physique. Pendant la pe´riode June 27 -July 2, 2004
a` Lindau j’ai eu l’occasion de rencontrer quelques figures illustres du monde
scientifique.
C Participation aux ”Se´minaires d’entre´e a` SUPELEC” qui ont comme objectif
de familiariser les e´le`ves au monde industriel et a` celui de la recherche pour
fixer des repe`res pour la carrie`re.
D J’ai e´te´ nomme´ par la direction de SUPELEC dans une commission dont le
but est de proposer un document de travail pour les changements futurs au
niveau de la gestion pre´visionnelle des carrie`res et des compe´tences (GP2C).
E J’ai suivi un stage ”ISO 9001 et le syste`me de management de la qualite´ de
la formation continue ” qui m’a permis d’acque´rir des connaissances sur le
management de qualite´s spe´cifiques pour l’activite´ de formation continue.
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C-12 Autres aspects lie´s au profil d’enseignant-chercheur
C-12.1 Langues
– Anglais : tre`s bon niveau
– Franc¸ais : tre`s bon niveau
– Roumain : langue maternelle
C-12.2 Membre de socie´te´s savantes
– IEEE - Institute of Electrical and Electronics Engineer
– SIAM - Society for Industrial and Applied Mathematics
– EECI - European Embedded Control Institute
– SRAIT - la section Roumaine d’ IFAC (International Federation of Auto-
matic Control)
33
C-13 Publications
Articles dans des revues internationales avec comite´ de
lecture
J1. H. Benlaoukli, M. Hovd, and S. Olaru. Geometrical characterization of robust pre-
dictive control strategies. Journal of Control Engineering and Applied Informatics,
10(4) :13–19, 2008.
J2. P. Falugi, S. Olaru, and D. Dumur. Multi-model predictive control based on LMI.
From the adaptation of the state-space model to the analytic description of the
control law. International Journal of Control, 83(8) :1548–1563, 2010.
J3. P. Falugi, S. Olaru, and D. Dumur. Robust multi-model predictive control using
LMIs. International Journal of Control, Automation and Systems, 8(1) :169–175,
2010.
J4. R.H. Gielen, S. Olaru, M. Lazar, W.P.M.H. Heemels, N. van de Wouw, and S.-
I. Niculescu. On polytopic inclusions as a modeling framework for systems with
time-varying delays. Automatica, 46(3) :615 – 619, 2010.
J5. Morten Hovd and Sorin Olaru. Piecewise quadratic Lyapunov functions for stabi-
lity verification of approximate explicit MPC. Modeling, Identification and Control,
31(2) :45–53, 2010.
J6. S. Olaru, J. A. De Dona, M. M. Seron, and F. Stoican. Positive invariant sets
for fault tolerant multisensor control schemes. International Journal of Control,
83(12) :2622 – 2640, 2010.
J7. S. Olaru and D. Dumur. Avoiding constraints redundancy in predictive control
optimization routines. IEEE Transactions on Automatic Control, 50(9) :1459–
1466, 2005.
J8. S. Olaru and D. Dumur. Constrained predictive control for position tracking of
an induction motor. Journal of Control Engineering and Applied Informatics,
7(3) :40–47, 2005.
J9. S. Olaru and D. Dumur. Feasibility of constrained generalized predictive control
within invariant sets framework. Australian Journal of Electrical and Electronics
Engineering, 2(1), 2005.
J10. S. Olaru and D. Dumur. Compact Explicit MPC Law with Guarantees of Feasibi-
lity for Reference Tracking. Nonlinear dynamics and systems theory, 7(4) :379–398,
2007.
J11. S. Olaru, D. Dumur, and I. Dumitrache. Continuity of control laws based on mul-
tiparametric linear programs. International Journal of Tomography and Statistics,
5(W07) :50–55, 2006.
J12. S. Olaru, J. Thomas, D. Dumur, and J. Buisson. Genetic Algorithm based Model
Predictive Control for Hybrid Systems under a Modified MLD Form. International
Journal of Hybrid Systems, 4(1-2) :113–132, 2004.
J13. Sorin Olaru, Didier Dumur, and I. Dumitrache. On the feasibility of constrained
generalized predictive control. University Politehnica Bucharest Scientific Bulletin,
72(4) :65 – 76, 2010.
J14. Sorin Olaru, Didier Dumur, Jean Thomas, and Marius Zainea. Predictive control
for hybrid systems. implications of polyhedral pre-computations. Nonlinear Ana-
lysis : Hybrid Systems, 2(2) :510–531, 2008.
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J15. Ionela Prodan, Sorin Olaru, Cristina Stoica, and Silviu Niculescu. Path Follo-
wing with Collision Avoidance and Velocity Constraints for Multi-Agent Systems.
Annals of the University of Craiova. Series : Automation, Computers, Electronics
and Mechatronics., 7(2) :33 – 38, 2010.
J16. Pedro Rodriguez Ayerbe and Sorin Olaru. Youla-Kucera parameter in explicit
control laws. Annals of the University of Craiova. Series : Automation, Computers,
Electronics and Mechatronics., 7(2) :44 – 52, 2010.
J17. F. Scibilia, S. Olaru, and M. Hovd. On feasible sets for MPC and their approxi-
mations. Automatica, 47(1) :133 – 139, 2011.
J18. A. Ulbig, S. Olaru, D. Dumur, and P. Boucher. Explicit nonlinear predictive
control for a magnetic levitation system. Asian Journal of Control, 12(3) :434–
442, 2010.
J19. E. Witrant, A. D’Innocenzo, G. Sandou, F. Santucci, M.D. Di Benedetto, A.J.
Isaksson, K.H. Johansson, S.I. Niculescu, S. Olaru, E. Serra, et al. Wireless ven-
tilation control for large-scale systems : The mining industrial case. International
Journal of Robust and Nonlinear Control, 20(2) :226–251, 2010.
Livres ou chapitres de livres
B1. H. Benlaoukli, S. Olaru, S.-I. Niculescu, and S. Marinkovic. Commande pre´dictive
des syste`mes dont l’entre´e est affecte´e par un retard variable. In M. Benrejeb
P. Borne, F. Filip and D. Popescu, editors, Automatique Avancee et Informatique
Appliquee, pages 55–61. Editura Academiei Romane, 2009.
B2. Hichem Benlaoukli and Sorin Olaru. Model predictive control - numerical methods
for the invariant sets approximation. In Svetozar Margenov, Lubin G. Vulkov, and
Jerzy Wasniewski, editors, Numerical Analysis and Its Applications, volume 5434
of Lecture Notes in Computer Science, pages 192–199. Springer, 2008.
B3. R. Gielen, S. Olaru, and M. Lazar. On polytopic approximations of systems with
time-varying input delays. In Nonlinear Model Predictive Control, pages 225–233.
Springer, 2009.
B4. W.P.M.H. Heemels, N. van de Wouw, R.H. Gielen, MCF Donkers, L. Hetel,
S. Olaru, M. Lazar, J. Daafouz, and S. Niculescu. Comparison of overapproxi-
mation methods for stability analysis of networked control systems. In Proceedings
of the 13th ACM international conference on Hybrid systems : computation and
control, pages 181–190. ACM, 2010.
B5. G. Marafioti, S. Olaru, and M. Hovd. State Estimation in Nonlinear Model Predic-
tive Control, Unscented Kalman Filter Advantages. In Nonlinear Model Predictive
Control, pages 305–313. Springer, 2008.
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2006.
B7. S. Olaru and D. Dumur. A parameterized polyhedra approach for the explicit
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Notes in Electrical Engineering, pages 301–314. Springer, 2009.
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B9. S. Olaru and G. Sandou. Nonlinear predictive control : structure, computatio-
nal challenges,stochastic optimization algorithms. In New Research on Nonlinear
Analysis, pages 157–208. Nova Science Publishers, 2008.
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Articles dans des confe´rences internationales avec comite´
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Activite´s de recherche
P-1 Quelques conside´rations sur l’interaction
optimisation-commande
La proble´matique fondamentale de l’automatique [2] est celle de la concep-
tion, de la mise en oeuvre et de l’exploitation des moyens permettant a` l’homme
de maˆıtriser le comportement de syste`mes complexes, naturels ou artificiels.
La science des syste`mes, elle se fonde sur des concepts spe´cifiques (re´troaction,
mode´lisation, syste`me dynamique, e´tat, signal, optimalite´...) qui pre´sentent une
efficacite´ pratique inde´niable et un fort impact e´conomique.
On retrouve ”la re´troaction et l’optimalite´” parmi les e´le´ments de base de
la the´orie de syste`mes et de l’automatique. Le roˆle du feedback est reconnu
unanimement mais son ubiquite´ [3] le fait souvent passer, a` tort, dans le deuxie`me
plan. En ce qui concerne l’interaction optimisation-commande le passage suivant
reproduit d’un article re´cent de Sigurd Skogestad [4] qui peut s’ave´rer re´ve´lateur :
”Feedback is a very powerful tool, but, maybe because of its sim-
plicity, it often gets overlooked and forgotten, and it seems that its
advantages need to be rediscovered every 20 years or so. Simple feed-
back loops, often using simple PID control algorithms, became the main
tools for control engineers in the 1930’s or so. The theory behind this is
known as ”classical control” and is documented in the works of Bode,
Nichols and others from the 1940’s. The main lesson of classical feed-
back control is : ”Pair close and crank up the gain”. More speciffically,
by ”pair close” it is meant that one should use an input-output pair with
a small phase lag. The effective time delay is the sum of the apparent
time delay caused by dead time, inverse responses (unstable RHP zeros)
and high-order lags. By ”crank up the gain” it is meant that the gain
around the feedback loop should be large to get good performance and
robustness against uncertainty (changes in the system components). Ho-
wever, the loop gain cannot be too large, otherwise we get instability
because of the presence of phase lag (effective time delay).
About 20 years later, in the era of ”optimal control” in the 1960’s,
this lesson was forgotten. The slogan of optimal control was that any-
thing could be controlled provided one had a model and the states were
observable and controllable.
It took another 20 years until we reached the 1980’s and negative feed-
back was rediscovered with the introduction of ”robust control”. Bode’s
stability criterion was replaced by the ”small gain theorem” and power-
ful new robustness results were derived, including the structured singular
value.
However, now, about 20 years later, it seems that the feedback lesson
is again being forgotten. To some extent, this is caused by the extensive
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use of model predictive control (MPC), which is an improved version of
optimal control from the 1960’s. MPC is model based and feedback is
only introduced indirectly. However, also MPC indirectly uses feedback
as its main mean of dealing with uncertainty, and is subject to the same
advantages and limitations as derived in classical and robust control.
Feedback is sometimes claimed to be outdated, and the argument is :
”Feedback is based on what has happened and therefore comes too late.
The future is to put focus on getting models and using model-based
control”. This statement is right in saying that one could use models to
improve robustness and performance of feedback control, but it is wrong
in saying that feedback is not part of the future.
La conclusion de cette citation peut repre´senter le point de de´part de cette
partie du me´moire HDR : le temps est venu de re´de´couvrir la puissance du feed-
back avec ses avantages fondamentaux : simplicite´, robustesse stabilisation en
utilisant les avantages de la connaissance du mode`le et en exploitant la puissance
de calcul a` notre disposition. Ce dernier aspect (puissance de calcul) me´rite une
clarification car, n’oublions pas, les lois de commande classiques resteront im-
battables du point de vue simplicite´ et rapport ”performances primaires/effort
de calcul”. On va conside´rer qu’e´tant donne´ le progre`s technologique, la phase
de design dispose d’un ressource calculatoire et qu’il se doit de l’utiliser d’une
fac¸on performante meˆme si la lois des rendements de´croissants peut nous ra-
mener a` la conclusion qu’un ”bon vieux PID” aurait pu stabiliser le processus
ou garantir une erreur stationnaire nulle pour un couˆt imbattable. Ne´anmoins,
ce ne sera pas tre`s souvent le cas car on se de´limite assez rapidement de la
classe des dynamiques line´aires au moins par l’introduction des contraintes qui
rendent impuissants les re´gulateurs classiques dans leur version canonique. Le
plus souvent la simplicite´ des lois type PID restera un ide´al et toute proce´dure de
synthe`se essayera de diminuer la complexite´ pour se rapprocher de ces structures
versatiles.
Nous nous trouvons au de´but du 21e sie`cle, a` plus de 30 ans des premiers
travaux the´oriques qui de´finissaient une strate´gie cohe´rente de commande, fonde´e
sur l’optimisation au long de l’e´volution d’un syste`me dynamique.
Ce concept fondamental d’optimisation en temps-re´el, transforme le proces-
sus de synthe`se d’une loi de commande. En effet, au lieu d’accorder des pa-
rame`tres (comme par exemple la constante proportionnelle, le temps d’inte´gration-
de´rivation dans le cas de PID) ou de rechercher une fonction de Liapunov de
commande, l’exploitation de la puissance de calcul et des routines d’optimisa-
tion construit de fac¸on ite´rative l’action de commande, comme un processus
ite´ratif de recherche d’un optimum. Laisser la convergence d’un processus d’op-
timisation dicter les performances de la boucle ferme´e peut sembler une attitude
de´sarmante pour un inge´nieur automaticien qui voit son savoir-faire avale´ par
la force brute des routines informatiques.
Ce manuscrit veut plaider pour l’ide´e que la construction de lois de com-
mande pre´dictive (qui se confond sur les principes essentiels avec la synthe`se
base´e sur l’optimisation temps re´el) peut gagner en consistance par l’exploration
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de la ge´ome´trie des proble`mes d’optimisation associe´s et, surtout, par le reca-
drage du me´canisme de re´troaction dans ce contexte d’interaction optimisation-
commande. Cela va donc nous conduire a` la revalorisation des fondamentaux de
l’automatique. De ce point de vue, on se place a` la frontie`re entre l’automatique,
la ge´ome´trie informatique (ou les me´thodes ensemblistes) et la the´orie de l’opti-
misation. Le but ultime est de montrer qu’au dela` des aspects informatique on
retrouve les proble`mes fondamentaux comme
– l’analyse structurelle d’un syste`me dynamique (la course de la dimensio-
nalite´, les points d’e´quilibre, la controˆlabilite´)
– la garantie de stabilite´
– l’extraction de l’information ne´cessaire pour le feedback.
Tous ces concepts sont familiers a` l’automatique et on peut constater que les
me´thodes traditionnelles offrent des re´ponses pertinentes ou des pistes pour les
proble`mes ouverts dans le domaine de la de´cision base´e sur l’optimisation.
Dans cette partie des conside´rations ge´ne´rales il faut souligner que l’optimi-
sation en temps re´el pour la commande d’un processus implique une description
en temps discret de la dynamique. Cette mode´lisation est bien comprise dans
la litte´rature [5], [6], son application e´tant en mesure de nous faire e´viter les
pie`ges des traitements superficiels base´s sur le principe d’une ”correspondance
mutatis-mutandis” avec le continu. Re´ve´latrice pour le rapport continu-discret
dans la the´orie des syste`mes est la citation suivante [261] qui rappelle l’esprit du
mathe´maticien Aristide Halanay :
... dans la constitution d’un nouveau domaine, apre`s les analogies,
suivent les “pathologies” ; elles sont celles qui stimulent le progre`s des
sciences.
Avant de poursuivre dans l’analyse de la commande pre´dictive et de pre´senter
les contributions et les projets a` court et moyen terme il est ne´cessaire de faire
quelques commentaires sur la terminologie utilise´e dans la litte´rature. Celle-
ci peut preˆter a` confusion pour un lecteur peu familier avec l’imagination des
contributeurs, qui, pour des raisons historiques et/ou subjectives se re´fe`rent a` des
concepts similaires en utilisant des syntagmes de´concertants par l’absence des
similitudes. L’exemple par excellence est celui meˆme de la commande pre´dictive
telle qu’elle sera de´nomme´e dans le pre´sent document. Ce n’est pas autre chose
qu’un raccourci du concept de commande pre´dictive a` base de mode`le (Model-
based Predictive Control - MPC) ou encore ”commande pre´dictive par mode`le
interne” [262]. En allant plus loin, on trouve dans des re´fe´rences comme [220]
la de´nomination alternative de ”commande sur un horizon glissant”. Nous men-
tionnons qu’il n’existe pas de diffe´rences conceptuelles entre les deux me´thodes et
que cette dernie`re appellation, meˆme moins populaire, a l’avantage de faciliter la
translation dans une forme proche du proble`me dual d’estimation, connu dans la
litte´rature en tant qu’estimation a` horizon glissant. En effet, c’est difficile d’as-
socier une expression qui utilise le syntagme ”pre´diction” pour une technique
qui porte essentiellement sur les informations du passe´.
Et enfin, pour fixer les ide´es, le sche´ma bloc ge´ne´ral sera de´crit dans la figure
1 avec les principaux e´le´ments et leurs interactions. On retrouvera le syste`me
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boucle´ qui fait intervenir l’optimisation temps-re´el dans le processus de de´cision
(plus pre´cise´ment dans la construction d’une action de commande a` chaque pas
d’e´chantillonnage).
P-2 La commande pre´dictive dans une perspective
historique
L’une des personnalite´s qui ont contribue´ a` la consolidation d’une technique
de commande a` base de pre´diction, Jacques Richalet mentionnait en [10] la
fatalite´ de l’apparition de la commande pre´dictive en Automatique :
... l’apparition de cette technique (n.a. pre´dictive) e´tait ”fatale”,
meˆme s’il peut sembler un peu facile de pre´dire le passe´ !
Une telle discussion sur les conditions historiques et en particulier sur les
e´le´ments qui ont conduit a` l’e´mergence de la commande pre´dictive de´passe les
cadre du pre´sent me´moire. Notons seulement que de notre point de vue 1, la
ne´cessite´ historique de tenir compte de contraintes statiques/structurelles depuis
la phase de synthe`se de la loi de commande pour les syste`mes dynamiques est
celle qui aurait pousse´ vers l’e´mergence d’une technique de commande base´e sur
l’optimisation en cours de fonctionnement. Cette cristallisation est inde´pendante
des acteurs pre´sents dans le paysage scientifique et le principal argument avance´
a` cet e´gard est que l’on trouve dans la commande optimale (a` horizon fini) une
base ade´quate pour un traitement homoge`ne des contraintes dynamiques, des
saturations et des limitations statiques. Le seul pas a` franchir e´tait la conqueˆte
d’un horizon infini par des ope´rations sur un horizon fini pour des raisons lie´es
a` l’imple´mentation. La solution d’un horizon fini et glissant constitue le dernier
ingre´dient pour la mise en place de la technique pre´dictive.
Les techniques de commande avec connotation pre´dictive ont apparues dans
plusieurs groupes de recherche (en France - J. Richalet, Etats-Unis - C. Cutler, B.
Ramaker et D. Prett, Royaume-Uni - D. Clarke) et ont e´te´ rapidement accepte´s
dans l’environnement industriel 2 (proce´de´s chimiques essentiellement - syste`mes
avec un temps de re´ponse relativement long par rapport a` la puissance de calcul
disponible) fait qui rend encore plus complique´e l’analyse qui veut aller au-dela`
des sources bibliographiques car les acteurs industriels n’ont pas le re´flexe de
disse´mination a` l’e´mergence des nouvelles me´thodologies.
Si dans les anne´es ’70 on trouve des essais qui peuvent eˆtre classe´s plutoˆt
dans la cate´gorie des solutions inge´nieuses a` des proble`mes pratiques, au de´but
des anne´es 80 nous nous retrouvons en pre´sence d’un ensemble de principes
ge´ne´raux qui constituent la base de la me´thodologie de commande pre´dictive et
repre´sentent le fondement pour le succe`s qui arrivera bientoˆt.
Les re´fe´rences bibliographiques [182], [11] attestent qu’il a e´te´ compris a` cette
e´poque le fait que, pour les syste`mes invariants dans le temps et en absence de
1. Qui souscrit a` la vision historique de J. Richalet.
2. Les produits commerciaux ADERSA, IDCOM/MAC, DMC, MUSMAR ou plus
tard EPSAC e´tant des exemples du succe`s dans le milieu industriel.
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contraintes, la commande pre´dictive peut se passer de l’optimisation a` chaque
e´tape de l’e´chantillonnage. A partir de la forme analytique des conditions d’op-
timalite´, les lois de commande peuvent se formaliser en termes de re´gulateurs
polynomiaux (e´quivalents RST) [176] a` deux degre´s de liberte´ en partant des
mode`les CARIMA.
Un avantage principal provenant de cette caracte´ristique line´aire des lois de
commande est que la the´orie des syste`mes line´aires (sans doute la plus mature de
l’automatique) peut eˆtre utilise´e pour l’analyse des lois de commande pre´dictive
et des syste`mes en boucle ferme´e. Les ouvrages de re´fe´rence de D. Clarke [182]
montrent que les performances d’un syste`me boucle´ a` l’aide de la commande
pre´dictive peuvent eˆtre accorde´es de manie`re transparente en fournissant les pa-
rame`tres suivnats : les horizons de commande/pre´diction et les ponde´rations du
crite`re de performance (voir par exemple l’article de comparaison concernant le
”tuning” pre´dictif a` cette e´poque [13]). Ainsi, le choix de la commande pre´dictive
(essentiellement base´ sur un raisonnement temporel) par rapport a` d’autres tech-
niques de synthe`se classique (RST par allocation des poˆles par exemple) reste
un choix motive´ par des conside´rations techniques et des pre´fe´rences lie´es a` l’ap-
plication [170].
Nous pouvons retenir cependant que, a` ce stade, la commande pre´dictive
(en l’absence de contraintes) s’est pre´sente´e comme une me´thodologie comple`te
pour le cadre line´aire et peut eˆtre applique´e a` des syste`mes a` de´phasage non-
minimal, en pre´sence de retards (couvrant les constructions de type pre´dicteur
de Smith), des syste`mes qui pressentent des modes instables. La me´thodologie
peut eˆtre e´tendue au cas des syste`mes multivariables comme cela a pu eˆtre mis
en e´vidence au de´but des anne´es 90 [176], [262] ou [234].
D’importants changements structurels se produisent lorsque les contraintes
interviennent dans la formulation des proble`mes d’optimisation a` horizon glis-
sant 3. Des e´tudes concernant les proprie´te´s intrinse`ques des syste`mes en boucle
ferme´e avec la commande pre´dictive (qui prennent en compte les contraintes de
la phase de synthe`se) abondent durant les ane´es ’90. Ge´ne´ralement il ne s’agit pas
de la structure du proble`me d’optimisation qui devrait e´videment eˆtre adapte´e
pour assurer un traitement efficace, mais surtout d’un inte´reˆt pour la stabilite´
et pour le choix des parame`tres qui la garantissent [232]. L’imposition des re`gles
pour la synthe`se des lois de commande pre´dictive avec garanties de stabilite´ a e´te´
un processus de longue dure´e (les re´fe´rences bibliographiques s’e´talent sur une
de´cennie avec une de´marche laborieuse). En outre, une nouvelle proble´matique
pointe ses dangers : la faisabilite´ (du proble`me d’optimisation associe´) qui exige
une re´ponse claire pour assurer de fac¸on re´cursive la viabilite´ du processus de
commande. Dans le pire des cas, une technique de re´cupe´ration doit eˆtre mise en
place pour les situations dans lesquelles un message d’infaisabilite´ de la routine
d’optimisation compromettra les objectifs d’un syste`me de commande classique.
3. Nous rappelons ici que l’utilisation des lois de commande classique (de type PID
par exemple) exige aussi des me´canismes du type anti-windup pour e´viter les effets
catastrophiques des contraintes sur le fonctionnement en boucle ferme´e.
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L’analyse de la commande pre´dictive dans une perspective historique montre
qu’on ne peut pas la dissocier de me´thodes d’optimisation utilise´es dans la
construction de l’action de commande a` chaque pas d’e´chantillonnage. Ainsi,
nous trouvons les imple´mentations des me´thodes de recherche de l’ensemble ac-
tif de contraintes pour voir ensuite, a` la fin des anne´es 90, l’e´mergence des rou-
tines type ”point inte´rieur”. Toutes ces associations des techniques permettront
la migration MPC a` des applications industrielles, mais nous ne pouvons pas
ignorer le fait que les processus restent relativement lents, surtout les proce´de´s
chimiques. Il n’y a rien d’e´tonnant, compte tenu du fait que les praticiens de
ce domaine sont ceux qui ont soutenu l’effort de recherche a` long terme sur les
questions lie´es a` la commande pre´dictive [255].
Nous ne pouvons pas ignorer dans cet aperc¸u historique les tentatives d’adap-
ter les techniques LMI aux constructions de commande pre´dictive. A la fin des
anne´es ’90 [219], ces me´thodes se positionnent en alternative robuste qui ex-
ploite les caracte´ristiques convexes des contraintes, mais surtout qui s’adapte a`
la convexite´ de la description des incertitudes du mode`le et des arguments du
proble`me d’optimisation MPC. En conclusion, on peut assimiler la commande
pre´dictive a` base de LMI, a` une synthe`se robuste avec des crite`res de perfor-
mance [17] qui sont mis a` jour en fonction des mesures/estimations de l’e´tat
du syste`me. L’inconve´nient restera ne´anmoins de taille, car la re´solution d’un
proble`me LMI en temps re´el peut s’ave´rer une tache complexe surtout pour une
architecture embarque´e.
Plus tard (et cette tendance se poursuit), en combinaison avec des construc-
tions alternatives des indices de performance partant des exposants de Liapunov,
ces me´thodes suscitent un inte´reˆt grandissant par la flexibilite´ des fonctions de
Liapunov re´sultantes.
Passons pour la suite a` l’e´poque moderne de la commande pre´dictive et
regardons plus en de´tail les classes des syste`mes avec leurs difficulte´s spe´cifiques.
La commande pre´dictive moderne utilise des mode`les de pre´diction d’e´tat, ce qui
permet par le caracte`re minimal de la repre´sentation, une formulation e´le´gante
des principaux re´sultats the´oriques [232,203]). La stabilite´ dans ce cadre fait
appel a` des concepts classiques pour les dynamiques en temps discret [18], [5],
[6]. La construction classique conside`re la fonction de couˆt comme une fonction
de Liapunov (voir par exemple en [19]) ou` la continuite´ de la dynamique du
syste`me est exploite´e. Cette hypothe`se de continuite´ est relaxe´e en [20] 4, [21] 5.
Enfin les re´sultats concernant la stabilite´ exponentielle sont pre´sente´s en [22].
Un des articles avec un grand impact [23] discute la stabilite´ asymptotique
(en montrant que la continuite´ du syste`me et de la fonction de Liapunov est
ne´cessaire seulement a` l’origine) mais introduit deux concepts fondamentaux
pour la commande base´e sur l’optimisation en temps re´el :
– la sous-optimalite´
4. L’attractivite´ n’est pas garantie et la stabilite´ dans le sens de Liapunov est obtenue
en se basant sur la continuite´ seulement dans le voisinage de l’origine.
5. Dans cet article la continuite´ est cite´e mais n’est pas utilise´e dans la preuve de
stabilite´.
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– la faisabilite´ du proble`me d’optimisation
Tous les re´sultats the´oriques (capitalise´s suite a` l’effort de recherche acade´mique
soutenu a` la fin des anne´es 90) ont montre´ que le chemin est encore long et des
proble`mes restent a` re´soudre car on peut se demander ce qu’on peut dire dans le
cas d’un syste`me qui pre´sente des discontinuite´s dans la dynamique, pour lequel
la fonction de couˆt propose´e est discontinue et/ou en pre´sence des routines d’opti-
misation qui proposent des solutions sous-optimales. Cette fragilite´ du MPC [24]
montre qu’une liaison avec les re´sultats obtenus dans le contexte de la commande
robuste sont de´sirables (au moins du point de vue the´orique car pratiquement les
algorithmes MPC font preuve d’une robustesse intrinse`que sans doute lie´e aux
choix de crite`res quadratiques et a` de bons choix des horizons de pre´diction).
Dans la litte´rature re´cente, les e´tudes de´die´es a` la commande pre´dictive robuste
abondent, voir par exemple [25], [26] et les re´fe´rences associe´es.
Pour se rapprocher des contributions the´oriques de l’auteur dans le domaine,
il faut souligner que, re´cemment, les approches ensemblistes ont eu un impact
important (voir [27] par exemple) dans la communaute´ MPC. Les motivations
sont multiples, essentiellement lie´es aux proprie´te´s d’invariance positive [28] d’un
ensemble par rapport a` une dynamique mais aussi par la description locale (sur
des partitions de l’e´tat) de la loi de commande sous une forme analytique. Voici
quelques de´tails dans une liste nonexhaustive avec des re´fe´rences des publications
qui peuvent donner l’envie d’aller plus loin :
– La stabilite´ MPC peut eˆtre garantie par l’ajout de contraintes terminales
[29] qui doivent de´crire un ensemble invariant sous certaines conditions
[30].
– Le domaine faisable est a` son tour un ensemble invariant pour la dyna-
mique en boucle ferme´e. On retrouve ici des connexions avec les notions
d’ensemble maximal et minimal positif invariant [171]
– La commande pre´dictive robuste peut eˆtre traite´e dans ce contexte ensem-
bliste [32]
– En pre´sence des contraintes, la commandabilite´ est souvent remplace´e par
un e´tude d’atteignabilite´ [33] qui est souvent traite´e avec me´thodes ensem-
blistes
– les incertitudes (additives ou parame´triques) conduisent a` une re´formulation
de la dynamique sous la forme d’inclusions diffe´rentielles [34]. La pre´sence
des contraintes (spe´cifiquement pour le cas de l’optimisation temps-re´el)
nous conduit vers une analyse de la boucle ferme´e dans le cadre de la
the´orie de la viabilite´ [35].
– dans le cadre line´aire le domaine faisable pour un proble`me MPC peut eˆtre
repre´sente´ comme un polye`dre parame´tre´ [248]
– les solutions explicites dans le meˆme cadre seront de´crites pas une partition
de l’espace d’e´tat en des re´gions polye´drales
– ...
En re´e´valuant maintenant la commande pre´dictive du point de vue des pro-
cessus a` commander, on peut se rendre compte qu’il existe plusieurs classes de
syste`mes qui suscitent l’inte´reˆt des chercheurs dans cette pe´riode moderne. On
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propose ici trois cate´gories (pre´sente´es par le degre´ croissant de ge´ne´ralisation)
selon le mode`le de pre´diction, toutes les trois e´tant identifie´es par leur particula-
rite´s comme vecteur de de´veloppement dans la commande base´e sur optimisation
en temps re´el.
– Syste`mes line´aires sous contraintes line´aires impliquant les e´tats et les
entre´es Dans cette direction, un effort important a e´te´ fait pour e´viter l’op-
timisation temps-re´el par la caracte´risation de la solution d’une manie`re
explicite. Cela fait appel aux e´le´ments de la programmation multiparame-
trique et conduit vers une formulation des lois de commande pre´dictive
sous la forme d’une fonction affine par morceaux de´finie sur l’espace d’e´tat
du mode`le de pre´diction. Dans la mesure ou` les formulations explicites des
lois de commande peuvent eˆtre construites de manie`re efficace (et ayant
une repre´sentation assez simple pour permettre l’e´volution en temps-re´el),
on remarque les proble`mes sous-jacents lie´s a` cette structure affine par
morceaux (de la dynamique en boucle ferme´e). Les difficulte´s apparaissent
dans la partie de simplification de la complexite´ des lois de controˆle expli-
cites (e´troitement lie´e a` des proble`mes de ge´ome´trie de la repre´sentation
des re´gions non-convexes). L’extension des solutions explicites pour des
mode`les de pre´diction affecte´s par l’incertitude (parame´trique, additive,
etc.) conduit au changement de formulation du proble`me d’optimisation
car, finalement, on se retrouve dans les conditions d’un jeu qui peut eˆtre
formalise´ par un crite`re min-max ou max-min selon la relation entre l’ac-
tion de commande et l’incertitude.
– Syste`mes hybrides La commande des syste`mes hybrides (dont la dyna-
mique est de´crite d’une fac¸on simple par des changements en fonction de
la re´gion traverse´e dans l’espace e´tendu e´tat+entre´e) soule`ve des proble`mes
inte´ressants par le caracte`re binaire des variables de de´cision [165]. Les lois
de commande pre´dictive doivent tenir compte de ces caracte´ristiques qui
se re´percutent dans la structure mixte du vecteur des variables de de´cision
dans le proble`me d’optimisation a` horizon glissant. Au dela` de l’aspect op-
timisation, les discontinuite´s de la dynamique conduisent a` des proble`mes
de stabilisation difficiles [36], [37].
– Syste`mes non-line´aires Cette classe de mode`les englobe les pre´ce´dentes
mais par leur ge´ne´ralite´ ne permettent pas une approche explicite car la
partition du domaine d’e´tat se fait en des re´gions non-convexes. Le tableau
n’est pas plus optimiste dans le cas d’une approche optimisation temps-
re´el car les proble`mes a` re´soudre peuvent pre´senter des optimum locaux
et des domaines faisables non-connecte´s, de´ge´ne´re´s ou non-convexes. Les
approches MPC varient de l’introduction de contraintes de type e´galite´
[19], l’utilisation d’un horizon dual [38] ou d’un horizon quasi-infini [39].
On note un effort remarquable fait dans l’adaptation des notions de type
stabilite´ entre´e-sortie (ISS - input to state stability) [221], le concept de
commande pre´dictive a` base de tubes de convergence autour d’une trajec-
toire de re´fe´rence [258] ou la commande pre´dictive par l’exploitation des
dynamiques des ensembles [257].
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Un indicateur important dans le de´veloppement historique d’un domaine
de recherche est repre´sente´ par les livres qui lui sont de´die´s. Il existe dans la
litte´rature des monographies qui jalonnent les de´veloppements de la commande
base´e sur l’optimisation en temps re´el et qui conduisent ge´ne´ralement (par l’utili-
sation d’un mode`le de pre´diction et l’application du principe de l’horizon glissant
pour le choix de la trajectoire) vers la commande pre´dictive. On pre´sente par
la suite quelques repe`res ge´ographiques et chronologiques pour leur apparition
avec des commentaires sur les proble´matiques couvertes (les titres cite´s par la
suite ne repre´sentent pas une liste exhaustive pour le domaine mais plutoˆt une
bibliographie nuance´e par l’expe´rience de l’auteur du pre´sent manuscrit).
Un des premiers ouvrages sur le sujet est celui de R. Bitmead et coau-
teurs [43] qui se pose des questions principiales sur la base the´orique de cette
me´thodologie e´mergeant a` l’e´poque (1990) mais qui, paradoxalement, montrait
un succe`s certain dans le monde industriel 6. Il est inte´ressant de remarquer dans
cette premie`re re´fe´rence, le lien e´tabli avec la commande adaptative qui place les
racines de la commande pre´dictive dans une perspective historique plus proche
de la commande adaptative que de la commande optimale.
Une monographie qui apparaˆıt au moment du plein essort de la the´orie MPC est
celle de E. Camacho et C. Bordons [45] qui traite en de´tails la mise en e´quation du
proble`me d’optimisation sur un horizon fini a` base d’un mode`le de pre´diction en
fonction de transfert ou en repre´sentation d’e´tat. Agre´mente´ d’exemples ponc-
tuels qui soutiennent l’adaptation de cette me´thodologie a` diffe´rentes classes
de syste`mes (instables, phase non-minimale, affecte´es par le retard), le volume
devient tre`s populaire et est re´e´dite´ (sans doute a` cause de son succe`s et des
de´veloppements ulte´rieurs qui n’e´taient pas traite´s dans l’e´dition premie`re) au
de´but des anne´es 2000, [46].
L’e´cole anglaise qui a eu une contribution majeure dans le de´veloppement de
la commande pre´dictive (voir les travaux des pionniers de la formulation GPC
-Generalized predictive control- [47]) a propose´ a` son tour par J. A. Rossiter
[48] et J. M. Maciejowski [49] deux livres de re´fe´rence. Si [48] reste a` un niveau
descriptif et est fort indique´ pour ceux qui veulent faire la connaissance du
domaine, on retrouve dans [49] une analyse pousse´e de l’e´tat de l’art au niveau
the´orique et me´thodologique, avec un effort appre´ciable en ce qui concerne la
prise en compte des contraintes et les limitations associe´es a` ce type de synthe`se
de lois de commande.
Les travaux de recherche provenant des centres de recherche d’Australie sont
marquants e´galement dans la ge´ne´alogie MPC (le titre de´ja` mentionne´ [43] e´tant
un exemple dans ce sens). Il faut remarquer une re´fe´rence significative pour
l’analyse des proble`mes d’optimisation et des conditions d’optimalite´ dans le
cadre pre´dictif [29] avec une mention spe´ciale pour la pre´sence des chapitres
de´die´s au traitement du proble`me dual d’estimation a` horizon glissant.
6. Qin et Badgwell [44] ont recense´ les versions industrielles de la commande
pre´dictive en de´taillant toutes les anne´es et les domaines d’application de cette tech-
nologie.
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Re´cemment, une monographie [32] est parue ayant comme auteurs deux
noms avec des contributions marquantes dans la recherche lie´e a` la commande
pre´dictive (D. Mayne et J. Rawlings). On retrouve les notions comme la com-
mande pre´dictive base´e sur les tubes (tube MPC ) et des re´sultats lie´s a` la com-
mande pre´dictive robuste qui re´pondent aux critiques re´currentes concernant
la complexite´ des approches base´es sur l’optimisation qui prend en compte les
incertitudes de mode`le de fac¸on brute.
Une re´fe´rence historique est repre´sente´e par la monographie [11] de R. Soe-
terboek (provenant de l’e´cole ne´erlandaise d’automatique) qui se pre´sente a` la
fin des anne´es 80 et au de´but des anne´es ’90 comme un document re´ve´lateur a`
propos des proble`mes de stabilite´ pour des faibles horizons de pre´dictions mais
aussi pour les caracte´ristiques communes a toutes les me´thodes base´es sur l’op-
timisation a` horizon glissant.
En Italie, un livre [50] de´die´ a` la commande pre´dictive voit le jour avec un
solide fondement mathe´matique (en de´montrant formellement les liens entre la
commande optimale, la commande pre´dictive et celle adaptative) ayant E. Mosca
comme auteur. Il est inte´ressant dans une perspective historique, de mentionner
que le meˆme auteur a conduit par la suite des e´tudes sur les techniques de type
gouverneur de re´fe´rence qui ont des similarite´s inde´niables avec les principes
d’une optimisation en temps-re´el comme support a` la de´cision.
En Allemagne on retrouve un inte´reˆt pour l’application de la commande
pre´dictive dans une monographie comme [1].
En Asie, les contributions ne manquent pas mais leur pe´ne´tration dans la
litte´rature occidentale reste marginale. On cite une monographie remarquable
[220], un des auteurs, W. Kwon ayant une longue liste de contributions lie´es a`
”la commande a` horizon glissant” comme il pre´fe`re appeler la synthe`se base´e sur
l’optimisation temps-re´el.
On laisse pour la fin de ce tour d’horizon non exhaustif l’e´cole franc¸aise
avec deux re´fe´rences pour la commande pre´dictive line´aire [262] (et sa re´e´dition
en version anglaise [51]) et [176]. Ces deux monographies se distinguent par
l’aspect me´thodologique de la pre´sentation qui va pousser l’analyse jusqu’aux
derniers de´tails de l’imple´mentation et permet le passage a` l’application algo-
rithmique. Dans une perspective historique, la formulation PFC -Predictive Func-
tional Control, repre´sente un repe`re notable (pour certains auteurs repre´sentant
”la vraie” premie`re re´fe´rence) par le fait qu’elle identifie les e´le´ments de base
d’une commande a` base de pre´diction [52] a` la fin des ane´es ’70. De date plus
re´cente, le volume collectif [10] (dont un chapitre contribue´ par l’auteur du
pre´sent me´moire HDR) dresse l’e´tat de l’art, avec les dernie`res avance´es de la
commande pre´dictive, en indiquant des pistes de recherche avec les proble`mes
ouverts.
Tous ces repe`res bibliographiques sont pertinents pour la commande pre´dictive
line´aire (base´e sur des mode`les de pre´diction line´aires et des contraintes line´aires).
La commande pre´dictive non line´aire repre´sente un sujet de recherche actif avec
ses propres re´fe´rences (voir [53], et un e´tat de l’art dans [54]) mais repre´sente un
cadre plus large par les approches possibles (de´cline´es selon les sous-classes des
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non line´arite´s ou par rapport a` des hypothe`ses concernant la complexite´/temps
de re´ponse du processus a` commander). Ne´anmoins, on se permet de citer ici un
ouvrage [55] qui pre´sente une approche de stabilisation base´e sur la commande
pre´dictive ayant la particularite´ d’une re´parame´trisation des degre´s de liberte´ de
l’action de commande durant la pre´diction, avec l’application des re´sultats pour
des syste`mes caracte´rise´s par des re´ponses transitoires rapides.
Les proble`mes ouverts ainsi que les dernie`res avance´es de la commande pre´dictive
sont recueillis dans une se´rie e´dite´e par la maison Springer en relation avec le
cycle de confe´rences Assessments and Future Directions of Nonlinear Model Pre-
dictive Control [56], [57], [58].
Il est important de mentionner que, dans le cas des syste`mes de grande
taille (comme par exemple les re´acteurs chimiques), l’approche pre´dictive clas-
sique sera rapidement submerge´e par l’effort de calcul et ge´ne´ralement l’effort
de recherche et d’adaptation de la commande se fait dans la partie nume´rique
lie´e directement aux routines d’optimisation. Cette direction de recherche est
tangentielle a` nos pre´occupations meˆme si elle est tout a` fait importante dans
le contexte global de l’interaction optimisation-commande. Le lecteur inte´resse´
peut consulter des ouvrages comme [59] ou [60].
En guise de conclusion de cette vision historique de la commande pre´dictive
et de l’interaction optimisation-commande on mentionne quelques chiffres re-
marquables pour la popularite´ de cette technique :
– Lors du congre`s IFAC 2002 a` Barcelone : 112 articles contenant ”predictive
control” (titre, re´sume´ et mots cle´s) dans un total de 1653 (pour compa-
raison on retrouve 52 articles contenant ”PID”)
– Lors du congre`s IFAC 2005 a` Prague : 137 articles contenant ”predictive
control” dans un total de 2317 (et 59 articles contenant ”PID”)
– Lors du congre`s IFAC 2008 a` Seoul : 130 articles contenant ”predictive
control” dans un total de 2670 (et 56 articles contenant ”PID”)
Dans l’un des journaux les plus prestigieux de la communaute´ - Automatica,
on retrouve des re´fe´rences lie´es a` la commande pre´dictive dans le ”TOP 10 des
articles les plus cite´s” :
– Constrained MPC : Stability & Optimality Mayne, Rawlings, Rao, Sco-
kaert ; 2000 (deuxie`me selon le nombre de citations)
– Generalized Predictive Control Clarke, Mohtadi, Tuffs ; 1987 (troisie`me
selon le nombre de citations)
– MPC : Theory and Practice - A Survey Garcia, Prett, Morari ; 1989 (sep-
time selon le nombre de citations)
– Control of Systems Integrating Logic, Dynamics and Constraints Bempo-
rad, Morari ; 1999 (neuvie`me selon le nombre de citations)
P-3 Contributions personnelles dans le domaine
La pre´sentation des contributions dans le domaine de la commande des
syste`mes sous contraintes et de l’interaction optimisation-ge´ome´trie-commande
commence naturellement avec les re´sultats obtenus durant la pre´paration de la
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the`se de doctorat, soutenue en 2005 a` l’Universite´ Paris Sud [248], et suit les
de´veloppements sur le sujet et les de´clinaisons dans les domaines adjacents.
P-3.1 La the`se
Le me´moire de the`se pre´sente des contributions a` l’e´tude de la commande
pre´dictive base´e sur l’application, selon le principe de l’horizon glissant, de la
premie`re composante de la se´quence optimale k∗u = [u
T
t , . . . , u
T
t+N−1]
T obtenue
par la re´solution a` chaque pas d’e´chantillonnage d’un proble`me d’optimisation :
min
ku
ϕ(xt+N ) +
N−1∑
k=0
l(xt+k, ut+k)
avec xt+k+1 = f(xt+k, ut+k); 0 ≤ k ≤ N − 1
g(xt,ku) ≤ 0
h(xt+N ) ≤ 0
(1)
avec des contraintes lie´es a` la dynamique, aux limitations/saturations de l’e´tat
ou de la commande et aux contraintes terminales.
Une des contributions the´oriques majeures a e´te´ la description topologique
de la variation du domaine faisable pour un proble`me de commande a` horizon
glissant par le concept de polye`dres parame´tre´s, de´fini sous la forme :
P(x) = {ku(x) ∈ Rp |Aeq ku = Beqx+ beq;Ainku ≤ Binx+ bin}
=
{
ku(x)| ku(x) =
ϑ∑
i=1
αi(x)vi(x) +
ρ∑
i=1
βiri +
λ∑
i=1
γili
}
0 ≤ αi(x) ≤ 1,
ϑ∑
i=1
αi(x) = 1 , βi ≥ 0 , ∀γi.
(2)
Selon notre connaissance c’est pour la premie`re fois (en [61]) que ce concept a
e´te´ utilise´ dans les e´tudes d’automatique.
En effet, il e´tait connu que, pour les mode`les de pre´diction line´aires avec
contraintes line´aires et couˆt quadratique, on pouvait e´crire un proble`me d’opti-
misation quadratique multiparametrique [62] :
k∗u(xt) = min
ku
F (xt,ku)
avec :
{
Ainku ≤ bin +Binxt
Aeqku = beq +Beqxt
(3)
mais toutes ces e´tudes e´taient oriente´es vers les conditions KKT d’optimalite´ [63]
avec les proble`mes structuraux bien connus dans les cas de de´ge´ne´rescence, pour
lesquels la qualification de contraintes (Abadie) n’est plus satisfaite [64]. C’est
par le biais des polye`dres parame´tre´s et leur repre´sentation duale que toutes ces
caracte´ristiques peuvent eˆtre analyse´es et exploite´es nume´riquement.
Les re´sultats pre´ce´dents pre´sente´s dans la litte´rature lie´e a` la construction
des formulations analytiques (en utilisant les conditions KKT [63], [62], en se
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basant sur l’e´nume´ration des contraintes actives [65] ou en exploitant la pro-
grammation dynamique [66], [67]) pour les proble`mes de programmation mul-
tiparame´trique, obtiennent une structure affine par morceaux de l’optimum (et
par conse´quent de la loi de commande explicite re´sultante) en occultant l’in-
terpre´tation ge´ome´trique. Dans les articles [61] et [68], cette structure est di-
rectement lie´e a` l’expression implicitement affine par morceaux des sommets
parame´tre´s.
Un autre avantage de la double repre´sentation du domaine faisable re´side
dans la repre´sentation intuitive des limites de la re´gion faisable pour les lois de
commande base´es sur l’optimisation a` chaque pas d’e´chantillonnage [69].
Parmi les implications de ces re´sultats the´oriques dans la synthe`se des lois
de commande base´es sur l’optimisation, on note le passage des proble`mes d’op-
timisation multiparame´triques de´finis dans un cadre ge´ne´ral a` des optimisations
multiparame´triques avec contraintes non redondantes par morceaux [68], [70],
[71].
Enfin, par l’interme´diaire d’arguments ge´ome´triques (projections, intersec-
tions, applications line´aires et autres ope´rations sur les ensembles polye´draux),
les lois de commande explicites obtenues conduisent a` une expression e´quivalente
a` l’application des se´quences optimales de commande selon la philosophie de
l’horizon glissant [61], [72].
Pratiquement, la commande du syste`me ne de´pend plus d’une routine d’opti-
misation. On de´tient une expression analytique sous forme de fonctions line´aires
affines par morceaux impliquant le partitionnement de l’espace des parame`tres
de contexte en sous-re´gions polye´drales. Ces re´gions sont stocke´es dans des ta-
bleaux avec les lois affines associe´es, de sorte que, lors de l’application temps
re´el, il suffise de se positionner dans ce tableau et d’e´valuer la loi line´aire affine
trouve´e (voir le sche´ma de principe dans la figure 2).
Positionning
mechanism
Figure 2. Sche´ma bloc d’une structure de commande pre´dictive dans la formu-
lation explicite
Les expressions analytiques des lois de commande pre´dictive ont un impact
important dans l’analyse du fonctionnement de la boucle ferme´e. Ce qu’on a
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appele´ auparavant dans le cas d’une optimisation en temps re´el ”faisabilite´
re´cursive” revient a` l’analyse de stabilite´ (invariance positive) pour un syste`me
affine par morceaux. Deux publications [73] (ou dans la version plus e´labore´e
[74]), [69] ont e´te´ de´die´es a` cette proble´matique posant les bases d’une des di-
rections de recherche dans la pe´riode 2006-2009. Les re´sultats sortent du cadre
classique de formulation MPC garantissant la stabilite´ [30], [29] par deux ca-
racte´ristiques essentielles : relaxation des contraintes terminales (non pertinents
dans le cas de suivi de trajectoire avec un profil connu sur un horizon glissant) et
repre´sentation d’e´tat non-minimale. Dans le cas de re´gulation vers l’origine ou
de fac¸on similaire pour la commande en pre´sence de consignes de type indiciel,
ces re´sultats sont couverts par les the´ore`mes de´crits dans [30], [29].
En liaison directe avec la faisabilite´, il a e´te´ montre´ que l’ajout d’un module
de gouverneur de re´fe´rence peut garantir la faisabilite´ en suivi de trajectoire (voir
sche´ma de principe dans la figure 3). De fac¸on remarquable, le fonctionnement
d’un gouverneur de re´fe´rence peut eˆtre traduit a` son tour sous la forme d’un
proble`me d’optimisation multiparame´trique [75]. En conjonction avec la loi de
commande pre´dictive on peut obtenir une formulation explicite comme fonction
affine de l’e´tat et de la trajectoire a` suivre, qui garantit re´cursivement la faisa-
bilite´ en adaptant l’action de commande aux limites de faisabilite´ pour le suivi
de trajectoire.
kqkukrkw
kxk
z
Mo dèle de
référence
Loi de commande
prédictive
Système+
-
ky
Supervision de
trajectoire
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~
Figure 3. Sche´ma bloc pour le suivi de trajectoire avec garantie de faisabilite´
par supervision de la re´fe´rence et optimisation a` horizon glissant
Les extensions de l’e´tude sur les formulations explicites de la commande
pre´dictive en pre´sence d’incertitudes de mode`le ont e´te´ traite´es dans les publica-
tions [76], [77]. Dans ce cas, les fonctions de couˆt quadratiques sont ge´ne´ralement
remplace´es par des crite`res a` base des normes ‖‖1 ou ‖‖∞ qui ont l’avantage
d’eˆtre facile a` recadrer par l’introduction des variables auxiliaires dans le cadre
de la programmation line´aire. Comme le domaine faisable des proble`mes d’op-
timisation line´aire peut toujours eˆtre de´crit par un polye`dre parame´tre´, la so-
lution explicite est base´e sur l’expression des sommets parame´tre´s du polye`dre.
En conse´quence, la loi de commande pre´dictive explicite sera de´crite par des
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sommets parame´tre´s ou par des combinaisons de sommets parame´tre´s sous la
forme d’une fonction line´aire affine par morceaux. Cependant, de`s lors que la
solution explicite du proble`me d’optimisation n’est pas unique, il est pre´fe´rable
de se´lectionner d’un point de vue pratique une fonction continue line´aire par
morceaux. Ce pie`ge des formulations base´es sur des normes ‖‖1 ou ‖‖∞ peut
conduire a` des proble`mes de continuite´ de la loi de commande comme on va
pouvoir montrer par la suite.
P-3.2 Polye`dres parame´tre´s, programmation multiparametrique et
formes analytiques pour la commande optimale a` horizon
glissant - suite
La the`se [248] a montre´ que la construction des solution explicites peut faire
appel aux polye`dres parame´tre´s mais c’est plus tard en [78] que la description de
la famille comple`te des solutions pour un proble`me de programmation line´aire
multiparame´trique va montrer ses avantages. En ayant acce`s a` toutes les com-
binaisons optimales, on a la liberte´ de choisir le candidat qui correspond aux
desiderata : continuite´ et faible complexite´. Dans l’article [78] il est montre´ que
les solutions existantes dans la litte´rature peuvent eˆtre ame´liore´es du point de
vue complexite´ en exploitant la continuite´ des sommets parame´tre´s.
En [79] il est montre´ que chaque sommet parame´tre´ qui apparaˆıt dans la
solution comple`te peut eˆtre repre´sente´ par un noeud au sein d’un graphe. En
regroupant les noeuds caracte´risant la meˆme re´gion, on constitue alors un groupe
de noeuds traduisant par leurs combinaisons convexes la famille comple`te de solu-
tions optimales. Les sommets parame´tre´s peuvent changer de pente, se de´doubler
ou fusionner selon les changements du vecteur de parame`tres, mais pour tous ces
changements, la continuite´ est pre´serve´e. Trouver une solution optimale continue
revient a` trouver un chemin qui parcourt tous les faisceaux (donc qui se´lectionne
au moins un sommet parame´tre´ par re´gion critique). Du point de vue de la com-
plexite´, le meilleur chemin sera celui qui parcourt tous les faisceaux avec un
nombre minimal de sommets parame´tre´s. Si la solution est unique, le chemin est
un chemin Eule´rien.
La revue des formulations analytiques pour les proble`mes de programmation
multiparame´triques a` l’aide des polye`dres parame´tre´s est faite dans l’article de
synthe`se [80]. Dans cette re´fe´rence on trouve a` cote´ des rappels des proble`mes
quadratiques et line´aires sur des variables re´elles, une e´tude sur le cas de l’opti-
misation en variables entie`res et variables mixtes. Il est montre´ qu’en passant par
des partition de type Voronoi, on peut retrouver les solutions sur un alphabet
fini, en comple´tant le tour d’horizon des formulations analytiques des solutions
optimales.
Les re´sultats sur la faisabilite´ en suivi de trajectoire et les solutions expli-
cites ont e´te´ reconduits dans un cadre plus ge´ne´ral et publie´s dans une version
”journal”. Les re´sultats e´taient remarquables par la forme compacte des lois de
commande obtenues par la composition des fonctions affines par morceaux (avec
une comparaison de la complexite´ dans la forme compacte versus le stockage
dans des look-up tables se´pare´s). Par rapport aux autres e´tudes qui existent
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dans la litte´rature sur des sujets proches (voir [81]) on remarque la ge´ne´ralite´ de
la famille de signaux de re´fe´rence conside´re´s dans [82] graˆce au me´canisme du
type ”gouverneur de re´fe´rence”.
La recherche sur les solutions explicites pour la commande pre´dictive re´serve
encore des proble`mes ouverts difficiles. Une direction active dans les anne´es 2005-
2007 a e´te´ repre´sente´e par les travaux oriente´s sur les cas de contraintes ou des
mode`les de pre´diction non-line´aires. En ce qui concerne les contraintes non-
line´aires, dans [83] et [84] une me´thodologie de construction des solutions ex-
plicites approche´es a e´te´ de´veloppe´e a` base d’une approximation polye´drale des
frontie`res non-line´aires convexes. En ce qui concerne les re´gions non-convexes,
les solutions explicites passent par une distribution des points sur la frontie`re et
l’utilisation des diagrammes de Voronoi pour l’association d’une re´gion corres-
pondante dans l’espace d’e´tat.
Les solutions explicites pour la commande pre´dictive des syste`mes non-line´aires
sont construites ge´ne´ralement en passant par une approximation, soit au niveau
de la fonction de couˆt et du domaine faisable soit directement au niveau du
mode`le de pre´diction. Si la premie`re direction s’apparente au traitement des
contraintes non-line´aires de´crites pre´ce´demment, pour la deuxie`me direction une
e´tude re´presentative a` e´te´ publie´ en [85]. L’approche est re´sume´e par le sche´ma
pre´sente´ dans la figure 4. A partir du mode`le dynamique line´aire par morceaux
approchant la dynamique non-line´aire, on peut obtenir une solution explicite.
Celle-ci repre´sente une solution exacte pour le proble`me approche´ et servira
comme base pour une interpolation polynomiale qui conduit finalement vers
une loi de commande non-line´aire explicite. La proce´dure a e´te´ applique´e [86],
[87] dans sa forme analytique pour un syste`me avec une dynamique non-line´aire
rapide. Dans le cas ou` la dynamique permet la re´solution d’un proble`me d’opti-
misation en temps re´el, la solution explicite peut eˆtre utilise´e pour initialisation
(”hot” start).
Figure 4. Le sche´ma bloc pour les solutions explicites dans le cas non-lineaire
Toutes ces formulations explicites visent a` e´tendre le champ d’application
du MPC a` des situations qui ne peuvent eˆtre couvertes de manie`re efficace avec
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l’optimisation temps re´el en raison de la complexite´ des calculs en ligne requis.
Une des craintes que l’utilisateur peut avoir est que, pour les syste`mes de grande
dimension, le codage et la mise en oeuvre de la solution exacte explicite peuvent
eˆtre trop couˆteux pour la capacite´ mate´riel disponible. Dans ces cas, les solu-
tions approche´es repre´sentent une solution pratique de mise en oeuvre. [267]
propose une technique pour calculer une loi PWA qui approche la solution opti-
male. En outre, cette solution est optimale dans la re´gion qui contient l’origine
(pour laquelle aucune contrainte n’est active). Dans les autres sous-re´gions, le
proble`me du calcul d’une loi de commande sous-optimale comme fonction affine
de l’e´tat est lie´ a` un proble`me important de ge´ome´trie assiste´e par ordinateur :
la reconstruction des surfaces. En effet, la technique est base´e sur une structure
fondamentale de la the´orie de la ge´ome´trie algorithmique : la tessellation de
Delaunay. Celle ci est applique´e pour toute la re´gion faisable, en interpolant la
commande au bord de la re´gion faisable avec la loi de commande sans contrainte
correspondant a` la re´gion centrale.
Le proble`me de stabilite´ de la solution approche´e est re´solu en introduisant
autant de points supple´mentaires la` ou` l’approximation de la fonction de couˆt
optimale est la plus e´loigne´e par rapport a` celle approche´e. Dans [89] il est montre´
que la stabilite´ peut eˆtre acquise avec un moindre couˆt, mais la ve´rification
effective passe par la re´solution d’un proble`me d’optimisation non-de´fini. Enfin,
en [90] une proce´dure base´e sur des LMI est montre´e comme alternative par le
biais de fonctions de Liapunov locales relaxe´es.
Re´cemment, [91] repousse les limites de la complexite´ d’une loi approche´e en
montrant qu’en renonc¸ant a` la continuite´, on peut obtenir une loi stabilisante de
moindre complexite´ qui garantit la stabilite´. La commande effective est calcule´e
par interpolation de l’action de commande aux sommets de la re´gion faisable
comple´te´e avec un me´canisme de commutation de type ”patchy” une fois arrive´e
dans la re´gion invariante contenant l’origine.
P-3.3 Commande a` base d’optimisation temps re´el en pre´sence
d’incertitudes
La construction des solutions explicites pour la commande pre´dictive robuste
est souvent critique´e pour la complexite´ accrue de la partition de l’espace d’e´tat,
de ce fait ne repre´sentant pas une alternative viable a` l’optimisation temps-re´el.
Une des alternatives a` la formulation min-max de la commande pre´dictive est
l’utilisation d’une strate´gie en deux phases :
– la synthe`se dans une forme explicite d’une loi pre´dictive a` partir d’un
mode`le nominal
– la robustification de cette loi de commande affine par morceaux en utilisant
un mode`le de bruit affectant le syste`me
Cette approche a e´te´ documente´e en [92] en mettant l’accent sur une repre´sentation
entre´e-sortie (GPC) et en utilisant un mode`le de bruit obtenu par le biais de la
parame´trisation Youla-Kucera des lois de commande stabilisantes pour le cas
sans contraintes. Le cas des solutions explicites pour la repre´sentation d’e´tat a
e´te´ de´veloppe´ en [93] et [94] en soulignant le fait que le mode`le de bruit peut eˆtre
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le re´sultat d’un proble`me d’optimisation dans le cas ou` des crite`res de se´lection
sont de´finis pour la classe des lois de commande stabilisantes.
En renonc¸ant a` l’aspect global de la robustification on peut revenir a` la phase
de conception et essayer d’orienter la synthe`se vers l’obtention de lois de com-
mande moins sensibles aux variations parame´triques meˆme pour le cas ou` la
pre´sence des contraintes complique la caracte´risation de la re´gion avec garantie
de faisabilite´ re´cursive (ou de manie`re e´quivalente les ensembles positifs inva-
riants). Diffe´rentes me´thodologies pour calculer une loi de commande pre´dictive
robuste ont e´te´ de´crites dans la litte´rature en utilisant les LMI pour garantir un
voisinage de l’e´quilibre avec un comportement stable en de´pit de la pre´sence des
incertitudes de mode`le. En utilisant ces constructions, en [95] une loi de com-
mande robuste est synthe´tise´e en absence de contraintes. Par la suite, lors de
la synthe`se pre´dictive, la fonction de couˆt est choisie (par optimalite´ inverse) en
sorte que la re´gion autour du point d’e´quilibre soit la loi stabilisante robuste. Par
la suite, il est montre´ que meˆme en travaillant avec un mode`le de pre´diction no-
minal, on retrouve une re´gion non-de´ge´ne´re´e qui garantit la faisabilite´ re´cursive.
Une comparaison avec des me´thodes alternatives de synthe`se robuste ou de
de´sensibilisation a e´te´ re´alise´e en [96].
En ce qui concerne la commande pre´dictive base´e sur les LMI, nos recherches
ont eu comme point de de´part la formulation e´le´gante pre´sente´e dans la re´fe´rence
classique [219]. On a pu observer qu’une ame´lioration essentielle peut eˆtre obte-
nue en conside´rant des descriptions polytopiques locales pour la description de
l’incertitude ou pour l’approximation de la non line´arite´. Les re´sultats pre´sente´s
en [97] et [98] s’inscrivent dans cette direction de conception d’une loi de com-
mande a` horizon glissant base´e sur un multi-mode`le de pre´diction. Une des par-
ticularite´s de la description multi-mode`le est le caracte`re non-disjoint de sous-
mode`les. L’algorithme utilise des fonctions Lyapunov quadratiques pour leurs
avantages nume´riques (re´solution de LMIs) et prend en compte les contraintes
(potentiellement asyme´triques) sur l’entre´e de fac¸on re´cursive pour adapter leur
activation selon le sous-mode`le approprie´. Un avantage non-ne´gligeable de notre
approche est l’augmentation de la re´gion faisable (du point de vue MPC) dans
l’espace d’e´tat.
En allant plus loin dans la meˆme direction, on a pu montrer [99] et [100]
que la complexite´ du mode`le de pre´diction peut eˆtre adapte´e de fac¸on ite´rative
durant le processus de synthe`se pour obtenir une meilleure performance surtout
dans le cas ou` la description multi-mode`le provient d’un caracte´ristique non-
line´aire, pour laquelle on peut diminuer l’incertitude de mode`le en augmentant
la complexite´ de la partition de l’espace d’e´tat inde´finiment. Dans une deuxie`me
phase, une fois que le crite`re de couˆt et le mode`le de pre´diction ont e´te´ adapte´s
aux objectifs envisage´s, on a pu se concentrer sur l’aspect complexite´ en propo-
sant une formulation explicite de la loi de commande avec des re´gions de validite´
pour chaque gain de retour d’e´tat.
La plupart des constructions des lois de commande pre´dictive non-lineaire
sont base´es sur la disponibilite´ de l’e´tat actuel. Toutefois, dans de nombreuses
applications, les e´tats ne sont pas tous directement mesurables. Bien qu’il n’y
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ait pas de the´ore`me de se´paration applicable de fac¸on ge´ne´rale aux syste`mes
non line´aires, la synthe`se de la commande et les proble`mes d’estimation d’e´tat
sont ge´ne´ralement traite´s se´pare´ment. L’estimation d’e´tat introduit une charge
de calcul supple´mentaire qui peut eˆtre importante dans le cas de syste`mes avec
une dynamique relativement rapide. Dans ce cas, une estimation pre´cise avec
des me´thodes nume´riques de couˆt faible est souhaite´e, par exemple en utilisant
le filtre de Kalman e´tendu (EKF). De toute e´vidence, l’EKF ne fonctionne pas
bien avec tous les syste`mes non-line´aires, mais sa simplicite´ est une des princi-
pales causes de sa popularite´. L’e´tude [101] s’est inte´resse´e a` un syste`me de´crit
localement par un faible indice d’observabilite´. Pour ce type de syste`me, on a
constate´ que l’EKF pre´sente des sauts dans l’estimation a` cause des proble`mes
d’observabilite´ au point de fonctionnement de´sire´. La meˆme e´tude de´crit le filtre
UKF (Unscented Kalman Filter) et ses similitudes avec le EKF. En outre, il
s’ave`re que le UKF fournit une estimation d’e´tat stable en de´pit du fait que le
syste`me est localement observable.
P-3.4 Sur la dynamique des ensembles
Cette sous-section contient un rappel de contributions lie´es a` la construction
des ensembles remarquables par rapport a` une certaine dynamique. Ge´ne´ralement,
il s’agit des dynamiques en temps discret et les concepts qui nous inte´ressent
sont :
– ensemble minimal positivement invariant (en pre´sence de perturbations
additives borne´es)
– ensemble maximal positivement invariant (par rapport aux contraintes
d’e´tat)
– ensembles positivement invariant (minimaux/maximaux) par rapport a` la
commande
– noyaux de viabilite´
– ensembles atteignables
La construction des ensembles positifs invariants est un sujet de recherche qui
revient en actualite´ (voir les travaux de F. Blanchini et les re´sultats classiques
[28], [171]). Les proprie´te´s contractives de la dynamique en temps direct ou
expansive de la dynamique en temps inverse seront les e´le´ments de base pour
notre approche qui veut identifier les ensembles invariants comme des points
fixes pour une dynamique de´finie sur un ensemble compact de l’espace d’e´tat
[102]. Au passage on mentionne que les aspects de convergence en temps fini des
ite´rations sur les ensembles se rapprochent de la the´orie classique des ensembles
maximaux admissibles par rapport aux contraintes sur les sorties [103]. D’autre
part, l’analyse d’atteignabilite´ [33] et la the´orie de la viabilite´ [35] peuvent eˆtre
aussi conside´re´es comme domaines proches de la proble´matique traite´e.
Les contributions principales de ce travail de the`se [150] re´sident dans la
construction des ensembles invariants pour les syste`mes affines par morceaux
PWA de´finis sur une union de re´gions polytopiques dans l’espace d’e´tat
xk+1 = fPWA(xk) = Aixk + ai i = 1, . . . , nr (4)
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couvrant un ensemble compact de l’espace d’e´tat X =
⋃nr
i=1Ri ⊂ Rn avec Ai ∈
R
n×n et ai ∈ Rn×1. Ce syste`me est de´fini sur nr re´gions. Dans les articles
[104], [105], [106], trois strate´gies de construction des ensembles invariants sont
de´veloppe´es en se concentrant sur le traitement des syste`mes PWA (affines par
morceaux) meˆme si les principes sont applicables dans un cadre plus ge´ne´ral.
Ces approches se distinguent par :
– la construction contractive, utilisant la dynamique directe [104],
– la construction expansive, exploitant la dynamique en temps inverse [105],
– l’utilisation des graphes de transitions entre les re´gions [106].
Au niveau me´thodologique, toutes ces constructions e´tant base´es sur la dyna-
mique directe ou en temps inverse des ensembles de l’espace d’e´tat, elles im-
pliquent un traitement ge´ome´trique au moins dans la partie de comparaison avec
le domaine faisable qui peut s’ave´rer gourmand en temps de calcul. Une solution
innovatrice a e´te´ propose´e en exploitant l’analyse par intervalles. Il est inte´ressant
d’observer que la construction des ensembles invariants ouvre la voie au post-
traitement des lois de commandes pre´dictives en vue de la maximisation de leur
domaine de fonctionnement avec garantie de suˆrete´. Accessoirement, le pre´sent
travail fait l’e´tat des extensions MPC a` base de ces me´thodes ge´ome´triques pour
le suivi de trajectoire [107].
Dans le cas d’un syste`me PWA incertain mais invariant en temps, il a e´te´
montre´ [268] qu’on peut obtenir un ensemble maximal faisable en utilisant une
proce´dure ite´rative base´e sur la dynamique directe du syste`me. Ce re´sultat trouve
une application directe dans l’e´tude de faisabilite´ (suˆrete´ de fonctionnement)
d’un syste`me en boucle ferme´e avec une loi de commande pre´dictive.
Lors de l’e´tude de la commande pre´dictive approche´e [267], obtenue par l’in-
terpolation entre la valeur de la commande aux frontie`res du domaine faisable
et celle au bord de l’ensemble maximal positif invariant (pour les trajectoires
optimales sans contraintes), il a e´te´ montre´ que la complexite´ de la solution
sous-optimale de´pends de la complexite´ du domaine faisable pour la loi de com-
mande pre´dictive. Dans [109], la re´duction de la complexite´ de cette dernie`re
est conside´re´e par l’e´limination successive des sommets tout en gardant les pro-
prie´te´s d’invariance positive.
Pour la classe des syste`mes PWA avec commutation, en [110] il a e´te´ montre´
que l’invariance positive des ensembles peut s’ave´rer une condition forte et que
pour cette classe de syste`mes le concept d’invariance cyclique est le plus appro-
prie´. Cette dernie`re particularite´ est lie´e a` la pre´sence de se´quences de commuta-
tions commande´es par rapport auxquelles une certaine re´gion devient invariante,
proprie´te´ remarque´e aussi en [111]. Pour la meˆme classe de syste`mes, en [110],
il est montre´ que le calcul ite´ratif de l’ensemble atteignable par rapport a` une
re´gion cible peut s’ave´rer non-monotone (la se´quence des ensembles peut violer
les conditions d’inclusion successive).
Dans [112] plusieurs notions de distances sur la classe de polye`dres (en sou-
lignant les conditions ne´cessaires pour de´finir une me´trique) sont analyse´es en
relation avec la commande des syste`mes sous contraintes.
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L’article [113] reprend la construction de ǫ-approximations des ensembles
invariants robustes minimaux pour les syste`mes line´aires en rentrant dans les
de´tails des constructions ite´ratives. En effet, il faut mentionner le fait que les
ensembles mRPI (minimal robust positive invariant) exacts ne peuvent eˆtre
obtenus que pour des cate´gories restreintes de syste`mes et, en ge´ne´ral, les ǫ-
approximations sont souvent la solution de repli [114]. Des re´sultats existants
dans la litte´rature ont e´te´ e´tendus comme suit :
– Une proce´dure ite´rative base´e sur la contraction (dont proce´dant de l’exte´rieur)
pour la construction des approximations RPI ;
– La construction d’ensembles invariants qui contiennent une re´gion pre´-
de´finie de l’espace d’e´tat ;
– La description des proprie´te´s mRPI dans le cas de la commutation entre des
ensembles convexes de perturbations additives (forme e´toile´ - star-shaped).
Tous ces re´sultats sont utilise´s dans la commande des syste`mes multi-capteurs
qui doivent faire face a` des proble`mes spe´cifiques provenant de la commutation
entre les diffe´rents estimateurs et de la pre´sence de de´fauts. La construction
de ensembles mRPI fournit dans ce contexte les informations de de´tection de
pannes et assure un fonctionnement tole´rant aux de´fauts.
P-3.5 Syste`mes a` retard
Les phe´nome`nes de transmission, transport, transfert et propagation sont
naturellement pre´sents au sein des sciences de l’inge´nieur pour repre´senter les
effets induits par l’environnement sur le comportement des syste`mes dynamiques
interconnecte´s. A l’heure actuelle, les techniques classiques de l’Automatique ne
sont pas suffisantes et satisfaisantes pour l’analyse de ce type de phe´nome`nes.
Parmi les mode`les mathe´matiques existants pour repre´senter ces phe´nome`nes, le
mode`le le plus simple est le retard, constant ou variant dans le temps, distribue´
ou non.
Si, dans certains cas, la pre´sence des retards peut eˆtre ne´glige´e, et ainsi
l’analyse et la conception en grande partie simplifie´es, le nombre croissant d’ap-
plications utilisant Internet comme environnement (commande des syste`mes en
re´seau) a comme conse´quence la ne´cessite´ de prendre en compte ce retard et de
traiter l’information correctement, notamment lors de la synthe`se des strate´gies
de commande pour ame´liorer le comportement dynamique des syste`mes conside´re´s.
En ge´ne´ral, la pre´sence de retards est une source d’instabilite´ en boucle ferme´e et
le proble`me de commande induit des de´fis me´thodologiques (sensibilite´, phe´nome`nes
d’interfe´rence ou de ≪ quenching ≫) et pratiques (mise en oeuvre nume´rique des
lois de commande retarde´es).
La pre´sence des retards variables en temps est reconnue comme un challenge
(qui revient en actualite´ avec l’inte´reˆt suscite´ par la commande en re´seau [115],
[116]). Pourtant, la proble´matique n’est pas nouvelle, ayant de´ja` rec¸u l’atten-
tion dans les e´tudes des syste`mes e´chantillonne´s, a` cette e´poque le phe´nome`ne
e´tant connu sous le nom de jitter provenait des incertitudes a` l’inte´rieur d’une
pe´riode d’e´chantillonnage. Nous nous sommes inte´resse´s dans nos recherche a` ce
phe´nome`ne dans un cadre plus large en proposant une approche syste´matique
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pour la prise en compte des variations du retard dans le canal d’entre´e d’un
syste`me dynamique. En partant d’un mode`le LTI en temps continu affecte´ par
retard variable nous avons montre´ que la discre´tisation nous conduit vers un
mode`le discret line´aire variant en temps [117]. Cette description n’e´tant pas
convenable pour la synthe`se des lois de commande, la solution est de tout refor-
muler dans un cadre invariant en temps et de couvrir les variations parame´triques
par une incertitude polytopique. Cette approche, qu’on va appeler par la suite
embedding 7 fait appel a` plusieurs outils pour exploiter la structure line´aire du
syste`me initial en temps continu. En bref, en passant par la de´composition de
Jordan de la matrice de transition d’e´tat en temps continu, on peut identifier
les modes (valeurs propres et vecteurs propres) qui vont nous conduire a` des
variations scalaires (dans le cas des valeurs propres re´elles) ou dans le plan com-
plexe (dans le cas des valeurs propres complexes conjugue´es). Dans [117], le
cas des valeurs propres re´elles simples a e´te´ e´tudie´ en exploitant la monotoni-
cite´ de la fonction de´pendant du retard variable. Par la suite, les e´tudes [118],
[119] ont comple´te´ l’approche par le cas de valeurs propres complexes et valeurs
propres avec multiplicite´ ge´ome´trique diffe´rente de la multiplicite´ alge´brique. Il
est inte´ressant de mentionner que dans tous ces cas l’embedding recherche´ e´tait de
la plus faible complexite´ possible et se caracte´risait par un simplexe dans l’espace
de l’incertitude polytopique. En [118] le conservatisme de l’embedding est re´duit
par l’optimisation 8 de la forme de simplexe autour de sous-approximations ob-
tenues pour des sous-intervalles de variation du retard .
En essayant d’e´viter les de´composition de Jordan, en [120] et [121] l’utilisation
du The´ore`me de Cayley-Hamilton a` e´te´ envisage´e, conduisant a` des expressions
de type simplexe selon des bases de fonctions qui ne font plus la distinction
entre les valeurs propres re´elles et complexes conjugue´es. Finalement, en [121]
il a e´te´ montre´ que ces embeddings se diffe´rentient en fait par une matrice de
changement de base des fonctions polynomiales. Pour conclure, dans un re´cent
article de synthe`se [122] plusieurs me´thodes de construction ont e´te´ passe´es en
revue et compare´es.
Une fois la mode´lisation du retard variable accomplie, la synthe`se revient a`
un proble`me classique de commande robuste. En [117], une me´thode base´e sur
l’utilisation des ine´galite´s matricielles (LMIs) a e´te´ explore´e dans le contexte de
la commande a` horizon glissant et raffine´e en [95] par l’utilisation de l’optimalite´
inverse dans la partie de choix de parame`tres MPC.
Toutes ces approches de stabilisation pour les syste`mes a` retard ont le de´savantage
de travailler dans un espace e´tendu contenant l’e´tat du syste`me et la se´quence
des entre´es (ou e´tats) retarde´es. Inutile de mentionner que dans le cas des re-
tards importants ou des pe´riodes d’e´chantillonnage faibles, la dimension des
mode`les conduit a` la re´solution de proble`mes LMI de grande complexite´. Pour
contourner ces difficulte´s, dans [123], [124] l’utilisation d’une fonctionnelle de
7. Qui doit eˆtre traduit par une supra-approximation (polyedrale dans notre cas).
8. La proce´dure fait appel a` la description analytique du volume du simplexe en
fonction de ces hyperplans de support et conduit vers un proble`me de programmation
non-line´aire.
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Liapunov-Krasovskii a e´te´ pre´conise´e avec l’avantage de formuler le proble`me de
stabilisation dans l’espace d’e´tat initial.
En ce qui concerne la commande en pre´sence de contraintes pour la classe de
syste`mes affecte´s par retard, la commande pre´dictive reste la meilleure candidate,
l’e´tape critique de la synthe`se e´tant la construction des ensembles invariants
robustes. Leur construction et manipulation a conduit a` la de´finition de concepts
comme temps maximal d’e´vasion pour l’e´tat d’un syste`me par rapport a` un
ensemble initial [123] a` cause des influences des commandes passe´es.
P-3.6 Commande tole´rante aux de´fauts se basant sur les me´thodes
ensemblistes
Dans cette direction, l’objectif est de de´velopper un cadre the´orique et pra-
tique, oriente´ vers la conception de syste`mes de commande tole´rants aux de´fauts,
en exploitant les me´thodes ensemblistes. Un projet CARNOT (C3S) a de´marre´
en Novembre 2008, avec le financement d’une the`se (Florin Stoican) sous notre
coordination en collaboration avec l’Universite´ de Newcastle en Australie.
Dans notre approche, on conside`re la connexion en boucle ferme´e base´e
sur l’existence des composants (redondants), capteurs par exemple, qui sont
pre´dispose´s aux de´fauts (Figure 5). La complexite´ de l’analyse d’une part et de
la synthe`se des lois de commande d’autre part est due aux changements de dyna-
mique en pre´sence des de´fauts et leur re´tablissement. La meˆme figure 5 illustre
l’inte´gration de ces ide´es basiques, ou`, pour la simplicite´, seulement deux modes
ope´ratoires - sain et de´fectueux - ont e´te´ conside´re´s pour un composant isole´. Le
domaine I repre´sente un ensemble invariant ; II correspondant a` la dynamique du
syste`me quand tous les composants sont sains. Quand un composant du syste`me
pre´sente un de´faut, l’objectif de conception sera de modifier la dynamique af-
fecte´e par ce de´faut afin e´voluer le long du tube invariant II et d’atteindre, en
conclusion, l’ensemble invariable III qui peut encore eˆtre calcule´, par exemple,
en utilisant les limitations des facteurs incertains correspondant a` la dynamique
de sous-de´faut. Finalement, si les composants se re´tablissent (deviennent sains)
l’objectif sera d’entraˆıner leurs dynamiques de re´tablissement a` e´voluer le long
du tube invariant IV vers l’ensemble I, qui correspond au fonctionnement sain.
Notons un aspect tre`s important du sche´ma pre´ce´dent : la conception de la loi
de commande peut imposer la structure de l’action de re´troaction et modifier
ainsi la topologie des ensembles I - IV.
Les limites ultimes et les ensembles invariants peuvent eˆtre calcule´s en uti-
lisant des me´thodes ensemblistes et leur utilisation dans le contexte de la com-
mande tole´rante aux de´fauts a` e´te´ mise en e´vidence [113] pour les syste`mes
multi-capteurs (voir figure 6) qui doivent se´lectionner le canal de bouclage tout
en assurant une tole´rance aux de´fauts (voir la description de la proble´matique
classique dans la monographie [125]). Pour aller plus loin dans la description des
conditions de de´tection et isolation, dans une e´tude re´cente nous avons montre´
que la commutation entre les diffe´rents canaux de re´troaction conduit a` des en-
sembles invariants e´toile´s pour les estimations associe´es et que la se´paration de
ces ensembles assure la stabilite´ en boucle ferme´e en pre´sence des de´fauts [126].
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En pratique, l’e´volution en temps-re´el peut conduire dans un re´gime de fonc-
tionnement qui ne satisfait pas les conditions de de´tection 9. Pour e´viter l’utili-
sation de l’information provenant des sources affecte´es par les de´fauts on peut
remplacer la trajectoire de re´fe´rence par la meilleure trajectoire (selon un crite`re
a` horizon glissant) qui assure la se´paration des ensembles re´siduels et garantit
la tole´rance aux de´fauts par le biais d’un me´canisme de type ”gouverneur de
re´fe´rence” [127].
Si on relaxe l’hypothe`se de commutation entre les gains de retour d’e´tat
pre-e´tablis, on peut montrer que l’invariance positive peut eˆtre recherche´e en
re´solvant un proble`me d’optimisation a` l’e´tape de synthe`se [128]. La proce´dure
de synthe`se s’apparente a` la construction des ensembles invariants en re´gime
commande´.
Re´cemment, les conditions de stabilite´ pour la commutation entre diffe´rents
canaux capteur-gain-actionneur [129] ont e´te´ e´tablies en utilisant le concept de
”temps de se´jour” (dwell time) [130]. Ne´anmoins, il faut signaler que cette confi-
guration ne´cessite la construction des ensembles invariants pour des syste`mes
en commutation, un proble`me difficile comme le montre l’e´tat de l’art dans la
litte´rature.
Une attention spe´ciale a e´te´ accorde´e aux strate´gies de re´cupe´ration pour
les capteurs conside´re´s ante´rieurement comme de´fectueux. Ceci a permis une
avance´e significative par rapport aux articles existants, les re´sultats pre´sente´s
en [253] offrant une description des conditions ne´cessaires et des conditions suf-
fisantes pour la re´cupe´ration. Les strate´gies ont e´te´ reconside´re´es et plusieurs
me´thodes visant l’ame´lioration de la vitesse de re´cupe´ration ont e´te´ propose´es
re´cemment [132].
P-3.7 La commande des syste`mes hybrides
E´tant donne´ que les expressions analytiques (formulations explicites) de la
commande pre´dictive ne peuvent pas eˆtre une solution pour les syste`mes hy-
brides complexes [80], l’alle´gement de la charge de calcul lie´e a` l’optimisation en
temps re´el a e´te´ recherche´ a` l’aide d’algorithmes ge´ne´tiques [133]. Une adapta-
tion du mode`le MLD peut eˆtre envisage´e, de sorte que les algorithmes ge´ne´tiques
soient applicables a` des proble`mes d’optimisation quadratiques sur les variables
binaires. La transformation des variables continues [134] est base´e sur des tech-
niques de type ”ensembles flous” qui permettent une adaptation des limitations
sur le signal d’entre´e pour maintenir les performances de la commande autour
d’un point d’e´quilibre.
Les mode`les MLD sont utilise´s en [135] pour de´crire un syste`me hybride
avec l’inte´gration des phe´nome`nes de type impact (pour des syste`mes de jon-
glage). La synthe`se des lois de commande est base´e sur l’optimisation temps-re´el
avec contraintes de type e´galite´ qui fixent les instants de rendez-vous (impact)
tout en minimisant l’e´cart entre la vitesse de re´fe´rence et la vitesse re´elle pour
9. Ceci n’est pas une surprise car le proble`me est e´quivalent a` la condition d’excita-
tion persistante dans les e´tudes d’identification.
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le syste`me commande´. Le proble`me inhe´rent a` l’utilisation des contraintes de
type e´galite´ est la sensibilite´ nume´rique qui peut conduire vers des situations
d’infaisabilite´. En plus, l’instant d’impact restant constant dans un repe`re ab-
solu, pour l’imple´mentation selon le principe de l’horizon glissant, un change-
ment de structure dans le syste`me des contraintes doit eˆtre ope´re´ a` chaque
pas d’e´chantillonnage. Pour adresser le proble`me critique lie´ a` l’infaisabilite´,
l’introduction des variables de relaxation a e´te´ propose´e notamment pour les
contraintes d’e´tat.
Si les mode`les MLD sont bien adapte´s pour la synthe`se MPC a` base de l’op-
timisation temps re´el, les e´tudes d’atteignabilite´ ou les descriptions analytiques
des lois de commande peuvent eˆtre conduites plus aise´ment si les dynamiques
sont de´crites sous une forme affine par morceaux - PWA (avec une partition
polye´drale de l’espace d’e´tat ou de l’espace e´tendu e´tat+entre´e). 10 En par-
tant d’une mode´lisation PWA, avec la particularite´ de la commandabilite´ des
se´quences de commutation entre les diffe´rentes sous-mode`les, les articles [110],
[137] et [138] couvrent le calcul des re´gions atteignables, la synthe`se des lois de
commande en pre´sence des incertitudes et introduisent le concept d’invariance
cyclique (pe´riodique) comme mentionne´ pre`ce`demment.
Pour la classe de syste`mes affines par morceaux (faisant parte de la famille des
syste`mes hybrides) le proble`me de certification de stabilite´ est re´pute´ complexe
[139]. La construction des solutions explicites approche´es pour la commande
pre´dictive passe par une phase de certification et la complexite´ de ce processus
devient un facteur de´cisif dans la convergence des algorithmes. Dans [89] l’aspect
critique de la ve´rification est mis en e´vidence tout en proposant une construction
base´e sur la re´solution d’un proble`me d’optimisation quadratique inde´fini (donc
non convexe). Ce travail a repre´sente´ le point de de´part pour un me´canisme
alternatif de ve´rification, base´ sur des fonctions de Liapunov quadratiques locales
relaxe´es [90]. La particularite´ par rapport aux versions classiques [140] re´side
dans l’utilisation des fonctions de relaxation concaves centre´es a` l’inte´rieur de la
re´gion polye´drale faisant l’objet de la proce´dure de relaxation.
P-3.8 Applications
De fac¸on de´libe´re´e, la pre´sentation des contributions jusqu’a` ce point a e´te´
faite principalement en suivant les connexions the´oriques entre les diffe´rentes
proble´matiques. Une certaine partie des re´sultats reste purement the´orique mais
un bon nombre d’entre eux soit ont e´te´ souleve´s par des proble´matiques indus-
trielles (pre´sente´es dans la litte´rature ou propose´es par nos partenaires), soit ont
e´te´ teste´s sur des benchmarks de laboratoire ou sur des plate-formes de simula-
tion, ou bien ont fait l’objet de rapports techniques destine´s a` l’aide a` la de´cision
pour nos partenaires industriels.
10. Il a e´te´ montre´ dans [136] qu’il y a, sous certaines conditions, des e´quivalences
entre les diffe´rentes repre´sentations des syste`mes hybrides, a` savoir les MLD, LC, ELC
et MMPS.
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Une liste de contributions dans des travaux (collaboratif) avec connota-
tion pratique en soulignant le lien avec le re´sultat the´orique correspondant sera
pre´sente´e de fac¸on succincte par la suite :
– Les strate´gies pre´dictives sous contraintes dans leurs formulations expli-
cites ont e´te´ applique´es pour le proble`me de positionnement d’une machine
asynchrone [141]. Les re´sultats obtenus sont dans la continuation de ceux
e´labore´s dans un cadre sans contraintes dans [142].
– Dans [92] nous conside´rons dans un cadre applicatif similaire l’asservisse-
ment de la position d’un moteur a` induction, pour lequel la re´jection du
bruit de mesure doit eˆtre assure´e, mais nous nous concentrons sur la ro-
bustification a` posteriori d’une loi de commande affine par morceaux a` 2
degre´s de liberte´ (sous forme de RST).
– La commande pre´dictive dans une formulation explicite a e´te´ synthe´tise´e
et applique´e pour un syste`me de type ”suspension magne´tique” [87] en
utilisant l’interpolation polynomiale a` plusieurs variables [85], pour une
fonction optimale affine par morceaux. Ainsi, une loi de commande de
faible complexite´ a pu eˆtre synthe´tise´e et, par son expression explicite non
line´aire, applique´e pour le syste`me non line´aire re´el en diffe´rentes configu-
rations [86].
– Dans l’article re´cent [143], une nouvelle application d’automatique indus-
trielle pour les syste`mes a` grande e´chelle avec un impact environnemental
e´leve´ a e´te´ pre´sente´e : le syste`me de commande de la ventilation d’une
mine (de me´taux). La commande de ventilation est essentielle pour l’ex-
ploitation d’une mine en se´curite´ (re´gulation de CO et NOx) avec une
optimisation de l’e´nergie. L’article propose une nouvelle architecture de
controˆle/commande mettant en e´vidence l’inte´reˆt d’une approche base´e
sur un mode`le et l’utilisation des capacite´s de de´tection distribue´es par le
biais d’un re´seau de capteurs sans fil (WSN). Dans une premie`re phase,
un nouveau mode`le de ventilation souterraine comprenant les principales
composantes de la dynamique (de´veloppe´ par E. Witrant) a e´te´ de´crit
en terme de retards, d’erreurs de transmission, de pertes d’e´nergie et de
profils de concentration. Pour la partie de commande, deux approches de
commande base´e sur mode`le ont e´te´ teste´es, la premie`re faisant appel a` la
pre´diction selon un mode`le non line´aire pour la minimisation de l’e´nergie
[144] et la seconde base´e sur une description hybride du fonctionnement
des ventilateurs, en passant par des techniques d’abstraction.
– Le proble`me d’affectation d’unite´s, ou ”Unit Commitment” est un proble`me
d’optimisation mixte classique de la litte´rature auquel notre colle`gue G.
Sandou a de´die´ plusieurs e´tudes dans le cadre de la gestion des re´seaux de
chauffage urbain. Il s’agit de de´terminer les plannings de marche/arreˆt
et les quantite´s d’e´nergie produites par un ensemble d’installations de
production fonctionnant en paralle`le et devant satisfaire une demande de
consommateurs. Les installations de production doivent satisfaire en outre
un ensemble de contraintes techniques, telles que des contraintes de temps
minimum de marche et d’arreˆt. Le re´sultat de l’optimisation peut eˆtre vu
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comme une commande en boucle ouverte du syste`me. Cependant, cette
solution est calcule´e a` partir de pre´dictions des demandes des consomma-
teurs, et son application au syste`me re´el peut donc ne pas eˆtre satisfaisante.
De`s lors, les principes de la commande pre´dictive (optimisation en ligne,
recalage du mode`le de pre´diction, et horizon fuyant) ont e´te´ utilise´s pour
e´tendre les re´sultats d’optimisation au controˆle temps re´el du syste`me [265],
[264].
– Les re´seaux d’oscillateurs synchronise´s (qui repre´sentent une alternative a`
la distribution arborescente du signal d’horloge) dans les ”syste`mes syn-
chrones a` grande e´chelle sur puces” (large-scale synchronous systems-on-
chips) repre´sentent un des sujet de recherche des colle`gues du de´partement
SSE de Supe´lec. Pour l’e´tude de stabilite´ de ces syste`mes, on a pu collabo-
rer dans la partie qui concerne l’utilisation des me´thodes de type Liapunov
base´es sur des fonctions-candidates quadratiques pour les mode`les PWA.
Celles-ci offrent une me´thodologie syste´matique pour la certification du do-
maine de fonctionnement en se basant sur les routines LMI qui garantissent
des bons re´sultats nume´riques.
– La commande tole´rante aux de´fauts d’un benchmark d’asservissement de
position e´quipe´ avec plusieurs capteurs (position, vitesse), qui assure une
information redondante concernant l’e´tat du syste`me, a e´te´ synthe´tise´e en
se basant sur des me´thodes ensemblistes et imple´mente´e avec des re´sultats
e´loquents en suivi de trajectoire [147].
– Pour l’optimisation du me´canisme d’ancrage d’un syste`me de forage orien-
table, un de nos partenaires industriels nous a propose´ d’e´tudier la com-
mande du moteur et de l’optimiser afin d’ame´liorer le rejet de perturbations
et la robustesse face a` des vibrations. D’une part, la loi de commande e´tait
destine´e a` minimiser les effets de vibrations et d’autre part elle devait avoir
une re´ponse rapide aux changements majeurs dans la charge. Les re´sultats
ont e´te´ de´livre´s sous la forme d’un rapport technique [148].
– La de´termination du domaine de viabilite´ des offres d’ajustement en infra-
journalier pour une valle´e hydraulique est un des sujets sur lequel des
e´tudes ont e´te´ conduites re´cemment, en partenariat avec les chercheurs
d’EDF [149]. Le travail concerne la description de ce syste`me hybride
sous la forme d’un mode`le MLD (Mixed Logical Dynamical) ainsi que sa
mode´lisation a` l’aide de l’interface Hysdel. Dans la deuxie`me partie ont e´te´
pre´sente´es les me´thodes utilise´es pour re´pondre au proble`me pose´, d’abord
en construisant un tube de viabilite´ autour du programme de re´fe´rence puis
en calculant une commande optimale garantissant que l’e´tat du syste`me
arrivera dans ce tube (construit a` priori en utilisant la programmation
dynamique).
– Dans le me´moire [150], l’e´tude d’un proble`me de suivi de trajectoire et de
faisabilite´/viabilite´ d’un certain profil de production d’e´lectricite´ pour une
valle´e hydraulique a e´te´ reconduit en utilisant les proce´dures ge´ome´triques
exclusivement en temps re´el.
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– Dans plusieurs articles de´die´s a` la commande pre´dictive des syste`mes hy-
brides (voir [134], [133] par exemple), les techniques propose´es ont e´te´
teste´es sur un benchmark bien connu dans la litte´rature, celui de l’asser-
vissement des niveaux dans un syste`me de trois cuves qui pre´sente des
vannes pour la commande des canaux de communication/e´vacuation de
type on/off et une/deux entre´es continues en de´bit.
– Le proble`me du controˆle longitudinal dans les applications automobiles re-
vient a` maintenir de fac¸on automatique, dans certaines limites de se´curite´,
la distance a` l’e´gard d’une voiture leader. Une distance de se´curite´ doit eˆtre
conserve´e par la voiture suiveuse, en re´ponse aux manoeuvres de la voiture
leader tout en maintenant le niveau de confort des passagers. En ge´ne´ral,
l’inter-distance est mesure´e a` l’aide de capteurs de diffe´rentes technologies,
bande passante, pre´cision et niveaux de bruit. Comme exemples, on trouve
des capteurs lasers, radars et base´s sur la ste´re´o-vision. Chacun de ces types
de capteurs a une une bonne performance dans un environnement ou des
conditions d’exploitation spe´cifiques. Toutefois, pendant certaines pe´riodes
de temps un capteur pourrait eˆtre de´faillant ou fonctionner en dehors de
ses conditions de spe´cification. Les syste`mes base´s sur la vision ne sont
pas fiables dans de mauvaises conditions me´te´orologiques, en particulier,
la ste´re´o-vision e´choue lorsque la voiture roule a` l’inte´rieur d’un tunnel.
D’autre part, les syste`mes de radar offrent une information relativement
pre´cise et de la robustesse par mauvais temps, mais leurs performances en
termes de re´solution spatiale est faible. Ainsi, un seul capteur n’est pas suf-
fisant pour fournir des informations fiables pour le guidage de la conduite
autonome en temps re´el, en raison de conditions me´te´orologiques chan-
geantes, l’e´clairage ambiant, et d’autres limitations. Le proble`me est alors
de savoir comment ne´gocier ces difficulte´s afin de garantir que le syste`me
est toujours stable et la performance est encore maintenue dans des va-
leurs acceptables. Une approche raisonnable est d’utiliser plusieurs cap-
teurs ayant des caracte´ristiques diffe´rentes afin d’ame´liorer la performance
des capteurs individuels et d’obtenir une meilleure estimation de l’e´tat. Une
strate´gie de commande en commutation propose´e en [151], qui se´lectionne,
a` chaque pas d’ e´chantillonnage, le capteur qui fournit les meilleures per-
formances en boucle ferme´e, telles qu’elles sont pre´dites par un crite`re de
performances. Les limites de fonctionnement tole´rant aux de´fauts ont e´te´
ame´liore´es en [271] et notre e´tude [113] fournit par le biais de la construc-
tion des ensembles minimaux positivement invariants, une ǫ-approximation
de la se´paration implicite entre le fonctionnement de´fectueux et normal
d’un capteur. Plus loin, en [126] l’e´tude est comple´te´e par les re´sultats sur
la se´paration explicite, de´crivant les limites ultimes de garantie de tole´rance
aux de´fauts qu’on peut pre´tendre dans le cas de de´faillance brutale du cap-
teur et des perturbations borne´es.
– La recherche sur le syste`me de jonglage est motive´e par de larges applica-
tions dans le flux pe´destre, les manipulators robotique, la marche et le saut
des robots, les syste`mes me´caniques a` impact. Dans [135] la synthe`se des
70
lois de commande est e´tudie´e en utilisant l’optimisation temps-re´el avec
contraintes et variables de relaxation pour assurer la faisabilite´ dans le
cas d’un syste`me de jonglage, qui se compose d’une balle et d’un robot
de jonglage. Ensuite, nous e´tendons l’e´tude de simulation pour le cas de
plusieurs balles.
– L’un des proble`mes classiques pour la validation des me´thodes de concep-
tion de lois de commande est repre´sente´ par le mode`le fortement non
line´aire d’un re´acteur parfaitement agite´ (continuous stirred tank reactor).
Celui-ci a e´te´ choisi aussi pour l’exemplification en simulation nume´rique
des performances d’une loi de commande pre´dictive multi-mode`le pre´sente´e
dans [100].
– La synchronisation de mouvements sous contraintes pour des syste`mes a`
retard a e´te´ teste´e en simulation pour deux syste`mes robotiques connecte´s
en re´seau en [153].
P-4 Projet de recherche
Les projets imme´diates sont lie´s aux the`ses en cours.
– Commande pre´dictive des syste`mes a` retard (the`se en cours de W. Lom-
bardi) avec une priorite´ pour la caracte´risation des conditions ne´cessaires et
suffisantes d’invariance [154], la construction effective ensembles invariants
positifs et leur utilisation dans une strate´gie de commande pre´dictive en
pre´sence des contraintes (entre´e + e´tat) avec des garanties de stabilite´ (voir
le proble`me indirect de faisabilite´ re´cursive). L’adaptation des construc-
tions de type Lyapunov-Krasovskii et Lyapunov-Razumikhin pourra assu-
rer que l’optimisation d’un crite`re de couˆt sur un horizon glissant conduit
indirectement a` des preuves de stabilite´.
– Commande tole´rante aux de´fauts des syste`mes multi-capteurs (the`se en
cours de F. Stoican) : l’objectif etant de rede´finir la proble´matique de la
commande tole´rante aux de´fauts dans le cadre de la the´orie de la viabilite´.
Les techniques lie´es a` la the´orie de la viabilite´ sont attirantes pour nos ob-
jectifs puisqu’elles sont de nature ge´ome´trique et pre´sentent un outil appro-
prie´ aussi longtemps qu’aucune proprie´te´ de continuite´ n’est exige´e. Elles
traitent non seulement du comportement asymptotique, mais e´galement
des e´volutions transitoires et de la capturabilite´ des cibles dans un temps
fini ou prescrit (un aspect utile dans notre description des tubes des tran-
sitions).
– Commande collaborative en pre´sence de contraintes de communication
(the`se de I. Prodan) : e´tude des interconnexions des composants des syste`mes
dynamiques complexes (en particulier, ceux commande´s par un re´seau de
communication) afin de prendre en compte le comportement des syste`mes
naturels ou artificiels face aux contraintes physiques (dites de viabilite´).
– Synthe`se pre´dictive de lois de commande hybrides de type ” patchy ” (
the`se de N. Nguyen) : de´localisation d’une partie de la charge de calcul
temps re´el vers des proce´dures hors ligne (solution explicites), conside´rant
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e´galement la proble´matique de faisabilite´ (aspect important pour la suˆrete´
de fonctionnement).
– Commande pre´dictive MPC pour la te´le´-ope´ration (the`se de B. Liacu) :
en partant de la constatation qu’une des structures ge´ne´ralement mises en
place dans les syste`mes de te´le´-ope´ration est la structure maˆıtre-esclave,
l’objectifs de ce travail est de de´finir une strate´gie permettant de concilier
la trnasparance avec les perforamnces en faisant appel a` des e´le´ments de
commande pre´dictive pour utiliser toute l’information disponible concer-
nant les mode`les et l’environnement lors du calcul de l’action corrective.
– Tole´rance aux de´fauts introduits par le retard dans les syste`mes dyna-
miques (the`se de N. Stankovic) : les retards de transmission seront classe´s
en tant qu’incertitudes parame´triques pour des faibles variations autour
d’une valeur suppose´e comme valeur nominale . Pour des variations im-
portantes, ils sont signale´s comme de´fauts et une reconfiguration de la
structure de communication est mise en place.
Plus loin, la connexion entre la commande pre´dictive et la commande opti-
male a fait couler beaucoup d’encre et va rester un domaine actif car la stabilite´
de la commande pre´dictive revient souvent aux origines de la commande opti-
male et a` la programmation dynamique. Dans le cas des mode`les non-line´aires
avec retard, il est connu que la stabilite´ sera lie´e a` la construction des ensembles
invariants positifs a` l’aide de la commande pour les syste`mes a` retard.
Pour certaines classes des applications, la the´orie des syste`mes monotones
va offrir des pistes pour l’e´tude des syste`mes coope´ratifs. Une limitation de
la the´orie des syste`mes monotones vient du fait qu’elle est contrainte a` des
e´quations diffe´rentielles ordinaires. De fac¸on surprenante, il y a peu de re´sultats
de´die´s a` l’extension de la the´orie des syste`mes monotones pour les syste`mes avec
retard. Notamment, l’extension des re´sultats obtenus pour les syste`mes a` re-
tard aux syste`mes NCS (Networked Control Systems) pre´sente un grand inte´reˆt.
On peut partir de l’hypothe`se que des sous-syste`mes NCS posse`dent la pro-
prie´te´ d’eˆtre monotones (ou pre´sentent des proprie´te´s de coope´ration) et mettre
l’accent sur l’enjeu de l’invariance positive : en effet, la the´orie des syste`mes
monotones nous permet d’aller plus loin que la construction des solutions posi-
tives : elle peut eˆtre utilise´e pour obtenir des re´sultats plus profonds d’invariance.
Cette e´tude pourrait commencer par la recherche des conditions garantissant
l’invariance de polye`dres pour les syste`mes line´aires continus avec un retard.
Les re´sultats d’invariance seront ensuite utilise´s pour la conception de lois de
commande pre´dictives qui peuvent exploiter les conditions d’invariance lors de
l’e´tape d’optimisation temps re´el.
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Synthe`se des travaux re´cents
Dans cette dernie`re partie du me´moire HDR seront pre´sente´s des re´sultats
re´cents (publie´s apre`s la soutenance de the`se en Septembre 2005) sur une par-
tie des sujets mentionne´s dans le projet de recherche de´crit dans la section
pre´ce´dente.
La structuration en quatre parties veut cre´er un aspect homoge`ne pour les
the´matiques traite´es, meˆme si les re´sultats sont ge´ne´ralement issus d’une com-
pilation de plusieurs publications.
Les sujets traitent de la commande des syste`mes dynamiques sous contraintes
et de l’interaction optimisation-ge´ome´trie-commande comme suit :
– Les polye`dres parame´tre´s et la commande pre´dictive
– Des me´thodes nume´riques pour la commande pre´dictive de syste`mes hy-
brides
– Des me´thodes ge´ome´triques pour la mode´lisation et la commande des
syste`mes a` retard
– Une approche ensembliste pour la commande tole´rante aux de´fauts
L’analyse des polye`dres parame´tre´s est pre´sente´e comme un proble`me de
ge´ome´trie avec des implications multiples dans la commande pre´dictive sous
contraintes dans le cas line´aire et hybride. Spe´cifiquement pour la commande
pre´dictive des syste`mes hybrides, des approches alternatives base´es sur l’adap-
tation du mode`le de pre´diction en vue de l’exploitation des routines d’optimi-
sation e´volue´es (algorithmes ge´ne´tiques, etc.) ont e´te´ de´veloppe´es. Les outils
ge´ome´triques sont utilise´s aussi dans des proble`mes plus e´loigne´s de la com-
mande pre´dictive comme le cas de la mode´lisation des syste`mes affecte´s par
un retard variable. Ici, les techniques ge´ome´triques permettent la description
des mode`les line´aires polytopiques qui peuvent eˆtre utilise´s par la suite dans
une proce´dure de synthe`se de lois de commande robuste (et pre´dictive acces-
soirement). Finalement, dans un tout autre domaine, celui de la commande des
syste`mes multi-capteurs, on montre que les me´thodes ensemblistes peuvent ap-
porter des re´ponses pour les de´fis de de´tection et isolation des de´fauts. Quant
a` la commande pre´dictive, elle offre le cadre approprie´ pour la reconfiguration,
l’autre aspect majeur de ce qu’on appelle commune´ment ”la conception d’un
syste`me de commande tole´rant aux de´fauts”.
Chacune de ces sections contient un re´sume´ en franc¸ais, l’equivalent en anglais
puis pre´sente un ensemble de paragraphes de´veloppant les outils the´oriques et
proposant les re´sultats associe´s.
Une dernie`re e´tape de cette partie du me´moire apporte les perspectives a` ces
travaux, en soulignant les directives ouvertes par le projet de recherche.
Avant de laisser la place aux contributions effectives, nous mentionnons que
la bibliographie est commune a` toute cette partie du manuscrit.
Partie I : Une vision ge´ome´trique fonde´e sur les
polye`dres parame´tre´s pour les proble`mes
d’optimisation en commande pre´dictive
Re´sume´ :
Cette partie du manuscrit rappelle les fondamentaux de la commande base´e
sur la re´solution des proble`mes d’optimisation en temps re´el (connus aussi sous
le nom de ”lois de commande pre´dictive” - MPC). Nous montrons que, pour
les mode`les de pre´diction d’e´tat avec caracte´ristiques invariantes, la pre´sence
des contraintes sur les variables d’e´tat et l’action de commande conduisent a` un
proble`me d’optimisation parame´trique. L’analyse ge´ome´trique de l’ensemble des
contraintes peut eˆtre faite en se basant sur le concept de polye`dres parame´tre´s.
Cette vision ge´ome´trique permet une e´tude directe des contraintes line´aires
sur l’e´tat et la commande. La formulation des lois classiques MPC est fonde´e sur
l’e´chantillonnage a` chaque e´tape de minimisation d’une fonction de couˆt quadra-
tique qui pe´nalise l’effort de commande et ponde`re les performances en suivi de
trajectoire. Les avantages qui de´coulent de cette formulation sont l’unicite´ et la
continuite´ de l’optimum comme une fonction d’e´tat [203].
Apre`s avoir examine´ les re´sultats du cas quadratique (MP-QP), une par-
tie importante de l’e´tude est consacre´e a` l’approche ge´ome´trique pour la ca-
racte´risation des solutions de proble`mes d’optimisation line´aires parame´triques
(MP-PL). L’inte´reˆt pour cette classe de proble`mes et les formulations explicites
de l’optimum peut eˆtre trouve´ dans les proble`mes avec des contraintes de com-
mande et crite`re de couˆt non-quadratique [218] (ge´ne´ralement construits sur un
indice de performance qui utilise les normes 1 et∞ au lieu de la norme 2). Nous
montrons comment la double description possible de la re´gion permet d’acce´der
a` toute la famille des solutions optimales en tant que fonction de´crite sur l’es-
pace des parame`tres. En outre, les conditions de continuite´ et d’optimalite´ seront
de´taille´es.
La construction hors-ligne de solutions explicites est traite´e dans le cas de
la commande pre´dictive sous contraintes non line´aire. L’approche propose´e ici
est e´galement ge´ome´trique, base´e sur l’exploitation de la topologie du domaine
faisable. La loi de commande line´aire par morceaux est obtenue avec un certain
degre´ de sous-optimalite´ impose´ par la line´arisation ou la de´composition sur une
certaine classe de fonctions. Les techniques pre´sente´es sont directement lie´es a` la
distribution de points extreˆmes sur la frontie`re du domaine faisable en utilisant
les diagrammes de Vorono¨ı.
Les contributions lie´es a` l’utilisation des polye`dres parame´tre´s et les tech-
niques ge´ome´triques dans la commande pre´dictive ont e´te´ introduites en [248] et
les publications suivantes :
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A Parameterized Polyhedra Approach”, volume 5434 of Lecture Notes in Computer Science, pp. 439-
446. Springer, (2008).
S. OLARU, D.DUMUR, I.DUMITRACHE ”On the continuity of control laws based on multipa-
rametric linear programming”, 13th IFAC Workshop on Control Applications of Optimisation, Paris
- Cachan, France, 26 - 28 April 2006. Published also in the International Journal of Tomography
and Statistics, Vol. 5, No. W07, 2006, pp. 50-55.
S. OLARU, D. DUMUR, ”Commande pre´dictive sous contraintes”, La Commande Pre´dictive -
E´dition Herme`s (Coordinateurs P. Boucher, D. Dumur), 2006.
S. OLARU, S. DOBRE, D. DUMUR, ”On the geometry of predictive control with nonlinear
constraints”, Informatics in Control, Automation and Robotics IV, Filipe, J. ; Ferrier, J.-L. ; Cetto,
J.A. ; Carvalho, M. (Eds.) Springer 2008.
S. OLARU, D. DUMUR, ”On the Continuity and Complexity of Control Laws Based on Mul-
tiparametric Linear Programs”, 45th IEEE Conference on Decision and Control, San Diego, USA,
December 2006.
Nous pre´sentons dans ce chapitre une compilation de ces 5 articles.
Geometrical insight on the predictive control
optimization problems. A Parameterized
Polyhedra Approach.
Re´sume´ The present chapter deals with the receding horizon optimal
control schemes. The presence of input and state constraints is shown
to lead at the implementation stage to the resolution of a parametric
optimization problem. A geometrical analysis of the set of constraints
can be done using the concept of parameterized polyhedra.
In the case of linear systems subject to linear constraints, the conventio-
nal MPC minimizes at each sampling period a quadratic cost function
constructed as a weighting between the tracking error and the control
effort. An advantage declined from the quadratic formulation is the uni-
queness of the optimal solution and further its continuity as a function
of the system state [203].
An important part of the study is dedicated to the geometrical approach
for the multiparametric linear programs (mp-LP). The interest for this
topic is motivated by the need for explicit formulations in the constrained
predictive control (with non-quadratic cost indexes [218]). It is shown
how the double description of the feasible domains can offer access to
the entire family of optimal mappings from the parameters space to
the arguments space. Further the explicit solutions with guarantee of
continuity and optimality are studied.
The off-line construction of the explicit solution is addressed also for the
predictive control laws in the presence of nonlinearities in the constraints
description. The proposed approach is a geometrical one, based on the
topology of the feasible domain. The resulting piecewise linear state feed-
back control law has to accept a certain degree of suboptimality, as it
is the case for local linearizations or decompositions over families of pa-
rametric functions. In the presented techniques, this is directly related
to the distribution of the extreme points on the frontier of the feasible
domain.
I-1 Introduction
The philosophy behind Model-based Predictive Control (MPC) is to exploit
in a ”receding horizon” manner the simplicity of the Euler-Lagrange approach
for the optimal control. To be more specific, the control action ut at state xt is
obtained from the control sequence k∗u = [u
T
t , . . . , u
T
t+N−1]
T obtained as a result
of the optimization problem :
min
ku
ϕ(xt+N ) +
N−1∑
k=0
l(xt+k, ut+k)
subj. to : xt+1 = f(xt) + g(xt)ut;
h(xt,ku) ≤ 0
(5)
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constructed for a finite prediction horizon N , cost per stage l(.), terminal weight
ϕ(.), the system dynamics described by f(.), g(.) and the constraints written in
a compact form using elementwise inequalities on functions linking the states
and the control actions, h(.).
The control sequence k∗u is optimal for a single initial condition - xt and
produces an open-loop trajectory which contrasts with the need for a feedback
control law. This drawback is overcome by solving the local optimization (5) for
every encountered (measured) state, thus indirectly producing a state feedback
law. The overall methodology is based on computationally tractable optimal
control problems for the states found along the current trajectory. However, two
important research directions are active in order to enlarge the class of systems
which can take advantage of the MPC methodology
– The measurements can be available faster than the optimal control se-
quence becomes available (as output of the optimization solver) and thus
important information can be lost with irreversible consequences on the
close-loop performances. This leads to the interesting issues of the MPC
application for fast systems which can be seen also as a part of the topic
of optimisation in the loop.
– The lack of a closed form expression for the feedback law notifies about
the difficulties that can be encountered when considering properties such
as stability, typically established for restrained regions in the state space.
This leads to the concern for the basin of attraction, invariant sets of
viability caracterisation of the systems controlled by predictive techniques.
For the optimization problem (5), the current state serves as an initial condi-
tion and influences both the objective function and the feasible domain :
k∗u(xt) = min
ku
F (xt,ku)
subj. to :
{
Cin(ku, xt) ≤ 0
Ceq(ku, xt) = 0
(6)
The system state can be interpreted as a vector of parameters, and the pro-
blems to be solved are part of the multiparametric optimization programming
family. From the cost function point of view, the parametrization is somehow
easier to deal with and eventually can be entirely translated towards the set of
constraints. Unfortunately, similar observation cannot be made about the fea-
sible domain and its adjustment with respect to the parameters evolution (the
MPC literature contains references to schemes based on suboptimality and to
algorithms restraining the demands to feasible solution of the receding horizon
optimization [269]).
The optimal solution is often influenced by the limitations, the process being
forced to operate at the designed constraints for best performance. The distor-
tion of the feasible domain during the parameters evolution will consequently
affect the structure of the optimal solution. Starting from this observation our
study focuses on the topological analysis of the domains described by the MPC
constraints.
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The structure of the feasible domain is depending on the model and the set
of constraints taken into consideration in (5). If the model is a linear system, the
presence of linear constraints on inputs and states can be easily expressed by a
system of linear inequalities. In the case of nonlinear systems, these properties
are lost and the domains are in general nonconvex and difficult to handle. There
are several approaches to transform the dynamics to those of a linear system over
the operating range as for example by piecewise linear approximation, feedback
linearisation or the use of time-varying linear models.
As a consequence, specific attention for the linear constraints and the as-
sociated polyhedral feasible domains may be prolific. More than that, in the
class of convex sets, the use of polyhedral domains is not hazardous since they
offer important advantages, like the closeness over the intersection or the fact
that the polyhedral invariant sets (largely used for enforcing stability) are less
conservative than the ellipsoidal ones for example. More than that, any convex
and compact set is known to be approximated within a ǫ approximation by a fi-
nitely generated polytope see R. Schneider and J. A. Wieacker, ”Approximation
of convex bodies by polytopes” Bulletin London Mathematical Society, vol. 13,
no. 2, pp. 149-156, 1981.
In the current paper, these polyhedral feasible domains will be analyzed with
a focus on the parametrization leading to the concept of parameterized polyhedra
[240] :
k∗u(xt) = min
ku
F (xt,ku)
subj. to :
{
Ainku ≤ bin +Binxt
Aeqku = beq +Beqxt
(7)
where the objective function F (xt,ku) can be either linear, quadratic or other
nonlinear type.
Secondly it will be shown that the optimization problem may take advantage
during the real-time implementation either from the possible alleviation of the set
of constraints for the on-line optimization routines either from the construction of
the explicit solution on geometrical basis when possible. With these two aspects,
one can consider that MPC awareness is improved both from the theoretical
(insight on the global control law) and practical (computational aspects) point
of view.
I-2 From polyhedral domains to parameterized polyhedra
A mixed system of linear equalities and inequalities defines a polyhedron
[238]. It can be represented in the dual (Minkowski) formulation :
P = {ku ∈ R
p |Aeq ku = beq;Ainku ≤ bin} ⇐⇒ P = conv.hullV + coneR+ lin.spaceL︸ ︷︷ ︸
generators
(8)
where conv.hullV denotes the set of convex combinations of vertices V =
{v1, . . . ,vϑ}, coneR denotes nonnegative combinations of unidirectional rays
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in R = {r1, . . . , rρ} and lin.spaceL = {l1, . . . , lλ} represents a linear combina-
tion of bidirectional rays (with ϑ, ρ and λ the cardinals of the related sets). This
dual representation in terms of generators can be rewritten as :
P =
{
ku =
ϑ∑
i=1
αivi +
ρ∑
i=1
βiri +
λ∑
i=1
γili; 0 ≤ αi ≤ 1,
ϑ∑
i=1
αi = 1 , βi ≥ 0 , ∀γi
}
(9)
with αi, βi, γi the coefficients describing the convex, non-negative and linear
combinations in (8). Numerical methods like the Chernikova algorithm are imple-
mented for constructing the double description, either starting from constraints
(8) either from the generators (9) representation.
I-2.1 The parametrization
A parameterized polyhedron [224] is defined in the implicit form by a finite
number of inequalities and equalities with the note that the affine part depends
linearly on a vector of parameters x ∈ Rn for both equalities and inequalities :
P(x) = {ku(x) ∈ Rp |Aeq ku = Beqx+ beq;Ainku ≤ Binx+ bin}
=
{
ku(x)| ku(x) =
ϑ∑
i=1
αi(x)vi(x) +
ρ∑
i=1
βiri +
λ∑
i=1
γili
}
0 ≤ αi(x) ≤ 1,
ϑ∑
i=1
αi(x) = 1 , βi ≥ 0 , ∀γi.
(10)
This dual representation of the parameterized polyhedral domain reveals the
fact that only the vertices are concerned by the parametrization (resulting the
so-called parameterized vertices - vi(x)), whereas the rays and the lines do not
change with the parameters’ variation (a property easy to prove by their defini-
tions). In order to effectively use the generators representation in (10), several
aspects have to be clarified regarding the parametrization of the vertices : which
is the analytical form of dependencies in the parameter vector x, how to express
it, which is the validity domain of each vertex, etc. The answers are well docu-
mented in the literature of computational geometry and related fields (see for
example [224] and the geometrical toolbox POLYLIB [282]).
The basic idea is to identify the parameterized polyhedron with a non-
parameterized one in an augmented space :
P˜ =
{[
ku
x
]
∈ Rp+n∣∣ [Aeq| −Beq] [kux
]
= beq; [Ain| −Bin]
[
ku
x
]
≤ bin
}
(11)
The original polyhedron in (10) can be found for any particular value of the pa-
rameters vector x through P (x) = Projku
(
P˜ ∩H(x)
)
, for any given hyperplane
H(x0) =
{(
ku
x
)
∈ Rp+n|x = x0
}
and using Projku (.) as the projection from
R
p+n to the first p coordinates Rp.
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Within the polyhedral domains P˜, the correspondent of the parameterized
vertices in (10) can be found among the faces of dimension n. After enume-
rating these n-faces :
{
Fn1 (P˜), . . . Fnj (P˜), . . . , Fnς (P˜)
}
, one can write : ∀i, ∃j ∈
{1, . . . , ς} s.t. [vi(x)T xT ]T ∈ Fnj (P˜) or equivalently :
vi(x) = Projku
(
Fnj (˜P ) ∩H(x)
)
(12)
From this relation it can be seen that not all the n-faces correspond to parame-
terized vertices. However it is still easy to identify those which can be ignored
in the process of construction of parameterized vertices based on the relation :
Projx
(
Fnj (P˜ )
)
< n with Projx (.) the projection from R
p+n to the last n co-
ordinates Rn (corresponding to the parameters’ space). Indeed the projections
are to be computed for all the n-faces, those which are degenerated are to be
discarded and all the others are stored as validity domains - Dvi ∈ Rn, for the
parameterized vertices that they are identifying :
Dvi = Projn
(
Fnj (P˜ )
)
(13)
Once the parameterized vertices identified and their validity domain stored, the
dependence on the parameters vector can be found using the supporting hyper-
planes for each n-face :
vi(x) =
[
Aeq
A¯inj
]−1 [
Beq
B¯inj
]
x+
[
beq
b¯inj
]
(14)
where A¯inj , B¯inj , b¯inj represent the subset of the inequalities, satisfied by
saturation for Fnj (P˜ ). The inversion is well defined as long as the faces with
degenerate projections are discarded.
I-2.2 The interpretation from the predictive control point of view
The double representation of the parameterized polyhedra offers a complete
description of the feasible domain for the predictive control law as long as this
is based on a multiparametric optimization with linear constraints. Using the
generators representation, with simple difference operations on convex sets one
can compute the region of the parameters space where no parameterized vertex
is defined :
ℵ = Rn\ {∪Dvi ; i = 1 . . . ϑ} (15)
representing from the MPC point of view, the set of infeasible states for which no
control sequence can be designed due to the fact that the limitations are overly
constraining. As a consequence the complete description of the infeasibility is
obtained.
From a qualitative point of view, expressing the feasible domain in terms of
vertices, rays and lines can bring a useful insight to the predictive control law.
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The rays and lines are not affected by the parametrization and thus represent
unconstrained directions towards which the optimization routine can search for
the minimum of the cost function using linear or positive combinations.
Remark : the presence of rays and lines in the set of generators doesn’t
imply that the infeasibility is avoided. The feasibility is strictly related with the
existence of valid parameterized vertices for the given value of the parameter
(state) vector.
The vertices of the feasible domain cannot be expressed as convex combi-
nations of other distinct points and, due to the fact that from the MPC point
of view, they represent sequences of control actions, one can interpret them in
terms of extremal performances of the controlled system (for example in the
tracking applications the maximal/minimal admissible setpoint [243]).
The constraints redundancy can be avoided by exploiting the fact that every
inequality must be saturated by at least p vertices/rays . If a adjacency matrix is
available the property can be verified by simple inspection.
I-2.3 Regular feasible domains and the link with constraints
redundancy
The problem of redundancy can influence the performance of the multipara-
metric optimization routines. When the feasible domains are described as para-
meterized polyhedra, the redundancy has to be characterized with respect to the
parameters space. Indeed one can distinguish constraints which are redundant
globally (for all possible parameters) in the sense that by extracting them from
(10) the domain P(x) suffers no modification. In contrast with global redun-
dancy one can observe also a local redundancy that can be interpreted from the
dual description point of view as in the following definitions.
Definition 1. A parameterized polyhedron (10) is defined locally over D ⊂ Rn
by a regular set of constraints if the set of non-redundant constraints remains
constant for all x ∈ D.
Definition 2. The polyhedral domain is said to have a regular shape locally
over D ⊂ Rn if the set of parameterized vertices remains constant for x ∈ D.
Even if these two definitions are theoretically equivalent, it is practically dif-
ficult to deal with the constraints redundancy as long as there is no a priori
knowledge about the regions in the parameters space where they become redun-
dant. On the contrary as showed in the relation (13), each parameterized vertex
vi is defined over a certain validity domain Dvi . Thus, by their juxtaposition, a
cutting of the parameters space in zones with regular shapes R1, . . . , Rnr ∈ Rn
can be performed [241]. Knowing that for the feasible parameters it corresponds
at least a parameterized vertex, one can write the simple relation between the
validity domains and the regions with regular shape :
∪Dvi = ∪Rj ; i = 1 . . . ϑ; j = 1 . . . nr (16)
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The parametric optimization performances can take advantage of this parti-
tion of the parameters space in zones with regular shape. One can restate the
problem in terms of a look-up table of problems with a non-redundant set of
constraints (Table 1). The non-redundant sets of inequalities are uniquely defi-
Table 1. Equivalence between the original optimization and the one based on
piecewise redundancy-free sets of constraints
min
ku
F (xt, ku)
subj. to :
Ainku ≤ bin + BinxtAeqku = beq + Beqxt
⇐⇒
if xt ∈ R1
min
ku
F (xt, ku)
subj.to :
Ain1ku ≤ bin1 + Bin1xtAeqku = beq + Beqxt
. . . . . .
if xt ∈ Rρ
min
ku
F (xt, ku)
subj.to :
Ainρku ≤ binρ + BinρxtAeqku = beq + Beqxt
ned by the pairs (Aini ;Bini ; bini) for each convex region Ri based on the valid
parameterized vertices for the same region.
A singularity of the parameterized polyhedra approach is the design free-
dom offered for the granularity of the parameter’s space partitioning. This is
an important advantage and it can be seen as a compromise between the im-
plementation schemes based exclusively on on-line optimization routines on one
hand and the evaluation of the explicit solution found off-line on the other hand.
Sometimes a mixture of these two techniques might improve the computational
time. The scheme in table 1, with cuttings of the parameters space correspon-
ding to simpler optimization problems can offer the freedom in choosing the
right balance between positioning mechanisms and on-line solvers, according to
the available memory and computational power.
I-3 Towards explicit solutions. Quadratic cost function.
The case of a quadratic const function is one of the most popular at least for
the linear MPC. The explicit solution based on the exploration of the parameters
space ([169], [174], [278]) is extensively studied lately. Alternative methods based
on geometrical arguments or dynamical programming ([203], [270]) improved also
the awareness of the explicit MPC formulations. The parameterized polyhedra
can serve as a base in the construction of such explicit solution [240], for a
quadratic multiparametric problem :
ku
∗(xt) = argmin
ku
kTuHku + 2ku
TFxt
subject to Ainku ≤ Binxt + bin
(17)
In this case the main idea is to consider the unconstrained optimum :
kscu (xt) = H
−1Fxt
and its position with respect to the feasible domain given by a parameterized
polyhedron as in (10).
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If a simple transformation is performed :
k˜u = H
1/2ku
then the isocost curves of the quadratic function are transformed from ellipsoid
into circles centered in k˜scu (xt) = H
−1/2Fxt. Further one can use the Euclidean
projection in order to retrieve the multiparametric quadratic explicit solution.
Indeed if the unconstrained optimum k˜scu (xt) is contained in the feasible
domain P˜ (xt) then it is also the solution of the constrained case, otherwise
existence and uniqueness are assured as follows :
Proposition : For any exterior point k˜u(xt) /∈ P˜ (xt), there exists an unique
point characterized by a minimal distance with respect to k˜scu (xt). This point
satisfies :
(k˜scu (xt)− k˜∗u(xt))T (k˜u − k˜∗u(xt)) 6 0, ∀k˜u ∈ P˜ (xt)
The construction mechanism uses the parameterized vertices in order to split
the regions neighboring the feasible domain in zones characterized by the same
type of projection. In figure (1) a simple example is given starting from the
parameterized polyhedron P in the extended dimension (a), the regions with
the same type of projection are found (b) and finally the explicit solution in
terms of a piecewise linear function of parameters is given (c).
Remark : The use of these geometrical arguments makes the construction
of explicit solution to deal in a natural manner with the so-called degeneracy
[169]. This phenomenon is identified by the parameters’ values where the feasible
domain changes its shape (the set of parameterized vertices is modified).
I-4 Towards explicit solutions. Linear cost function.
For linear systems with polytopic constraints the MPC laws can be designed
using linear programs (derived from norm ||.||1 or ||.||∞ based cost functions).
These can proved to be the adequate choice, for example in the case when the
disturbances are to be taken into account. The problem to be solved is then
equivalent to the the construction of the set :
J∗(x) = min
z∈Rm
{
cT z
∣∣Ainz ≤ bin +Binx, x ∈ X ⊂ Rn} (18)
with X the polytopic region in the parameters space where the control law has
to be characterized.
The continuity of the explicit solutions is a sensitive aspect. Control laws will
represent a practical advantage if the control action presents no jumps on the
frontiers of the critical regions. When the optimal solution is not unique, the
methods in [175] allow discontinuities as long as during the exploration of the
parameters space, the optimal basis is chosen arbitrarily. This fact was already
observed in [272], where a method for continuity reinforcement is proposed by
appealing to an quadratic program with an equivalent satisfaction degree as the
initial LP (the uniqueness of the solution will guarantee the overall continuity).
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(a) A feasible domain as a parame-
terized polyhedron
(b) The neighboring zones with dif-
ferent projection laws
(c) Explicit solution as a piecewise linear function
Figure 7. From the feasible domain as a parameterized polyhedron to the ex-
plicit solution
I-4.1 Complete explicit solution for a mp-LP
For the problem (18), one can use the parameterized vertices and their pie-
cewise linear dependence on the parameters to construct the optimal solution
[242]. Indeed, if it exists and is bounded, it will correspond to a point on the
frontier of the feasible domain. The next result resumes this idea :
Proposition 1 : The solution of a MPLP optimization problem is charac-
terized by :
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a) If there exists a bidirectional ray l such that cT l 6= 0 or an unidirectional
ray r such that cT r ≤ 0, then the minimum is unbounded ;
b) For all the regions of the parameter space where the dual representation of
the feasible domain does not contain any valid parameterized vertex, the problem
is infeasible ;
c) If all bidirectional rays l are such that cT l = 0 and all unidirectional rays r
are such that cT r ≥ 0 then the space of feasible parameters D can be partitioned
in critical regions D =
⋃
Rk (with Rk - non-degenerate polyheral regions in R
n)
such that the minimum :
min
{
cT vi(x)|vi(x) vertex of P (x) valid over Rk
}
(19)
is attained by a constant subset of vertices of P (x), denoted v∗i (x). The complete
solution over Rk is :
Sk(x) = conv.hull
{
v∗1k(x), . . . , v
∗
skk
(x)
}
+
+ cone
{
r∗1 , . . . , r
∗
p
}
+ lin.spaceP (x)
(20)
where conv.hull{.} represents the set of convex combinations of vertices v∗ik(x),
cone corresponds to the nonnegative combinations of unidirectional rays r∗i satis-
fying cT r∗i = 0 and lin.spaceP (x) refers to the linear combination of bidirectional
rays if they exist. 11 
It can be observed that the complete optimal solution takes into account
the eventual non-uniqueness of the optimum, and it defines the entire family of
optimal solutions using the parameterized vertices and their validity domains.
I-4.2 A structural representation
It can be observed that cases a) and b) of the previous proposition can not
correspond to a well posed predictive control law as long as this late one will be
either unbounded, either infeasible.
Consider now the case of mp-LP with bounded feasible domains (no uni or
bidirectional rays between the generators in (20)). The complete explicit solution
will be given as a union of polyhedral domains D =
⋃
Rk and for each critical
region Rk :
Sk(x) = conv.hull
{
v∗1k(x), . . . , v
∗
skk
(x)
}
(21)
Before introducing a formal representation of this family of piecewise affine
functions, a preliminary result regarding the structure of the polyhedral parti-
tions of the parameters space can be stated.
Theorem 1 : Let the multiparametric program in (18) and vi(x), i = 1, . . . , nv
the parameterized vertices of the feasible domain (10-14) with their corres-
pondent validity domains V Di. If a parameterized vertex takes part in the des-
cription of the optimal solution for a region Rk, then it will be part of the family
of optimal solution over its entire validity domain V Di.
11. In the equation (20) the parameterized vertices entering in the convex combina-
tions for the region Rk are numbered 1..sk, with sk the number of vertices attaining
the minimum in (19).
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Proof : Consider the poyhedral domain :
P =
{[
z
x
]
∈ Rm+n
∣∣∣∣ [Ain −Bin ] [ zx
]
≤ bin
}
(22)
and a subspace of Rm+n, characterized by a specific critical region x ∈ Rk =
{x|Cx ≤ d} and which can be written as :
D =
{[
z
x
]
∈ Rm+n
∣∣∣∣ [0 C ] [ zx
]
≤ d
}
(23)
Suppose there exist a parameterized vertex v∗ik(x) = Kix+ κi, the points found
on it are optimal with respect to the given linear cost function f(z) = cz for
x ∈ Rk and in the same time there exists x0 ∈ V Di \Rk such that v∗ik(x) is not
optimal. This supposition can be rewritten :
∀
[
z
x
]
∈ P ∩D, cz > c (Kix+ κι) = cKix+ cκi (24)
∃
[
z0
x0
]
∈ Ps.t.
[
Kix0 + κι
x0
]
∈ P ∧ cz0 < cKix0 + cκi (25)
As mentioned at point c) of Proposition 1, the critical regions Rk are non-
degenerated and thus one can choose x1 ∈ intRk and show that ∃α ∈ [0, 1]
sufficiently small such that x2 = αx0 + (1− α)x1 ∈ Rk . Now, ∀
[
z1
x1
]
∈ P , due
to the convexity of the polyhedral set P , one has[
z2
x2
]
= α
[
z0
x0
]
+ (1− α)
[
z1
x1
]
∈ P (26)
By taking z1 = cKix1 + cκi and evaluating the cost function for z2 one can
obtain :
cz2 = c(αz0 + (1− α)z1) = αcz0 + (1− α)(cKix1 + cκi) (27)
and by further replacing (25) :
cz2 < cKix2 + cκi (28)
which is in contradiction with (24).
In order to have a structural representation for (21), one can appeal to a
graph representation. The complete explicit solution can be assimilated to a
triplet Σ = {Υ, Γ, Λ} :
A Υ is the set of nodes. Each node corresponds to a parameterized vertex which
appears in the description of the optimal solution for a critical region Rk.
Due to the fact that the validity domain of a parameterized vertex can be
larger than a critical region, a vertex could generate several nodes, according
to the number of regions covered by its validity domain.
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B Γ is the set of clusters in the graph Σ. Each cluster corresponds to a critical
region Rk and it groups the subset of nodes in Υ - corresponding to the
parameterized vertices in the optimal solution.
C Λ is the set of edges of the graph. An edge joins an (unordered) pair of nodes
for which the continuity of the associated parameterized vertices is assured.
As a first consequence, edges can exist only between nodes in adjacent critical
regions.
Remark : Each cluster characterizes an empty subgraph. Indeed the clusters
consist of sk isolated nodes with no edges (no continuity between the optimal
parameterized vertices on a critical region).
Formally, each parameterized vertex v∗k(x) appearing in the complete explicit
solution can be represented as a node of a graph (Fig. 1). Then, by regrouping
the nodes which characterize the same region Rk one can obtain clusters of nodes
which form by their convex combinations the entire family of optimal solution.
Figure 8. mpLP solution as a graph of parameterized vertices. Nodes, edges,
clusters.
As mentioned previously, the vertices of the feasible domain split, slope and
merge. The changes occur with a preservation of the continuity. This aspect is
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emphasized in the graph representation by the presence of edges between the
nodes representing adjacent parameterized vertices.
Remark : The sets of parameterized vertices over the critical regions are
not disjoint and thus the same parameterized vertex can originate nodes in
several clusters (its validity domain covers several critical regions). The different
nodes originated by the same parameterized vertex will be linked by edges, the
continuity being obvious.
I-4.3 Continuous candidates
Given the analogy between the family of explicit solutions (20), and an un-
directed graph one can go further and identify the desirable qualities for the
candidate solutions (and the additional effort to discriminate them).
First of all, the uniqueness of the optimal solutions is equivalent to the pre-
sence of a single node in each cluster. In this case, there is no decision to be
made, the explicit solution being the collection of the parameterized vertices
identifying the nodes of the graph (affine functions of parameters identifying the
nodes of the graph) and their validity domains. The continuity is intrinsic.
Conversely, the presence of several nodes in a cluster enriches the family of
optimal solutions :
zk(x) = α1k(x)v
∗
1k(x) + . . .+ αskk(x)v
∗
skk
(x)
αik ≥ 0, i = 1, . . . skk;
skk∑
i=1
αik = 1
(29)
passing to an infinite number of candidates (any function included in the convex
combination of nodes being optimal). Their continuity is a crucial property and
it can be lost in two cases :
A due to the discontinuity of one of the functions αik(x) ;
B due to a discontinuity on the borders of Rk.
Choosing the right compromise between the need for a simple-to-construct conti-
nuous candidate can be challenging.
In a first stage a simple method for avoiding the type 1 discontinuities can
be studied by supposing that :
αθkk(x) = 1 for x ∈ Rk (30)
with θk ∈ {1, . . . , sk}. In other words it is considered that for each Rk the
explicit solution will be represented by one of the parameterized vertices, thus
obtaining a piecewise affine, for which the continuity problems can exist only on
the borders of the critical regions.
Returning to the analogy between the family of solutions and the triplet Σ,
the hypothesis (30) comes to the retention of one node per cluster. The global
continuous candidates can be identified by traveling along edges and covering all
the clusters. The next result assures the non-blocking property and the existence
of solution from every initial node.
89
Proposition 2 : Each parameterized vertex in a cluster corresponding to
the region Rk has at least one adjacent node in the clusters associated to the Rk
neighbor regions.
Proof : If the parameterized vertex is valid in the neighboring region then
the existence of an adjacent node is obvious. A parameterized vertex can loose
its optimality beyond its validity domain but this phenomenon is associated with
a change on the set of nonredundant constraints. Each neighboring region will
contain a node for a parameterized vertex which reflects the change in the set
of saturated constraints, and by consequence the continuity is assured.
The construction of continuous solutions follow the steps :
Algorithm 1 :
A For each cluster γ ∈ Γ find the set of neighbor clusters N(γ) ∈ Γ .
(a) Choose a node υ ∈ γ ;
(b) Store in N(γ) all the clusters with at least a node connected by an edge
to υ ;
B Set Φ = ∅ (the set of explored clusters), Ω = Γ (the set of clusters to be
explored) and S = ∅ ;
C Choose a cluster γ ∈ Ω
D While Ω 6= ∅
(a) Ω = Ω \ γ
(b) Φ = Φ ∪ γ
(c) Choose a node υ ∈ γ and verify the existence of an edge from υ to each
node in S
(d) S = S ∪ υ
(e) Store the parameterized vertex corresponding to the node υ and its va-
lidity domain as part of the continuous explicit solution
(f) Choose a cluster γ ∈ N(φ) with φ ∈ Φ
I-4.4 Continuity and complexity
The sensitive part of this algorithm is the step 4c. The algorithm assures
the continuity but this choice will have an impact on the complexity of the
candidate solution. In the following the complexity will be understand in terms
of the number regions of the parameters space.
If the idea from [272] is used, then the choice of the node has to be made by
operating a (quadratic) optimization on the local optimal solutions. From the
point of view of complexity, such a choice does not offer a particular advantage,
the number of partitions being related to the structure of the quadratic index
to be minimized.
In order to diminish the number of partitions in the parameters space, an
improved technique is to cover the maximal number of clusters with a minimal
number of parameterized vertices. Indeed, from the Theorem 1, if a parameterized
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vertex is selected as a local optimal candidate then it covers all its validity
domain. Thus, practically, the parameterized vertices covering several critical
regions have to be prioritized. This can be done by allocating important weights
for the corresponding nodes in view of the decision at the step 4c of the algorithm.
Remark : The improvements obtained in terms of complexity are remarkable
under the given conditions. However, it can be observed that the choice of para-
meterized vertices with large validity domains can be in contradiction with the
hypothesis (30). By relaxing it, one can construct directly a low-complexity solu-
tion, and reinforce its continuity by creating a passing zone from a parameterized
vertex to another (Fig. 2).
Figure 9. Example of reduced complexity solutions. (Dotted line) - By forcing
the continuity between the parameterized vertices with large validity domains.
(Solid line) By introducing new nodes (piecewise linear functions of parameters)
in the graph.
Remark : Relaxing the hypothesis (30) may open the way to the introduc-
tion of new nodes in a given cluster. Each node introduced has to respect the
connection conditions with nodes in the neighbor clusters. If these continuity
requirements are fulfilled for the new nodes, algorithm 2 can be applied for
retrieving continuous candidates with low complexity (Fig. 2).
I-4.5 Example 1
Consider a mpLP as in [272] :
J∗(x) = min
z∈R3
{
cT z
∣∣Ainz ≤ bin +Binx, x ∈ X}
c = − [1 1 1 ]T ;
bin =
[
10 4 3 3 3 3 3 3 3
]T
;
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ATin =
1 1 −1 1 −1 0 0 0 01 −2 0 0 0 1 −1 0 0
1 0 −2 0 0 0 0 1 −1
 ;
BTin =
[−1 −1 −1 0 0 0 0 0 0
−1 −2 −2 0 0 0 0 0 0
]
;
X =
{
x ∈ R2∣∣ 0 ≤ x1 ≤ 2.5; 0 ≤ x2 ≤ 3} .
The complete solution The generators description of the feasible domain is
given by the convex hull of 23 parameterized vertices. No uni or bidirectional
rays exist. The complete solution for the multiparametric linear problem will
by constructed by comparing the parameterized vertices and their validity do-
mains 12. Between the 23 parameterized vertices, only 10 can be retrieved in the
optimal combinations.
The feasible region can be observed in (Fig. I-4.5) as well as the 6 regions
with specific families of optimal solutions. Figure I-4.5 presents the distribution
of the optimal parameterized vertices in each region R1 . . . R6 using an equivalent
representation as a graph.
Figure 10. Partitions for different families of solutions.
12. The double representation of parameterized polyhedra was obtained using PO-
LYLIB [254]
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Figure 11. The parameterized vertices describing the optimum.
Figure 12. The critical regions for the solution with a reduced complexity
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Continuous solutions. Complexity If the choice of explicit solution is re-
strained at the combinations of parameterized vertices, one can dispose of a
total of 720 possibilities to cover the feasible domain. All these combinations
assure the optimality but only 5 of them correspond to continuous solutions,
identified by the possible paths from R1 to R6 in Fig. I-4.5. The edges in the
graph are corresponding to continuous connections between the parameterized
vertices due to adjacency properties.
The algorithm of [175] chooses arbitrarily the optimal basis and thus the
solution :
v10(R1)→ v8(R2)→ v7(R3)→ v3(R4 ∪R5 ∪R6)
is not continuous due to discontinuities between v8, v7, v3. The algorithm in [272]
can find one of the 5 continuous solutions, namely :
v10(R1)→ v7(R2 ∪R3)→ v5(R4 ∪R5)→ v6(R6)
but it appears that solutions with lowest number of partitions exist. By applying
the Algorithm 1 with high priority on vertices v3 and v9 (the parameterized
vertices with validity domain which cover four critical regions) :
v10(R1)→ v9(R2 ∪R4 ∪R5)→ v6(R6)
or v10(R1)→ v8(R2)→ v3(R3 ∪R4 ∪R5 ∪R6)
This proves that the construction of the complete solution can offer access
to the continuous optimal candidates with decreased complexity.
Further, if instead of looking for the optimal solution exclusively on the graph
of parameterized vertices, the entire family of solutions can be explored. One can
obtain the explicit optimal solution with only 2 critical regions as shown in Fig.
13(a) by creating a supplementary node, valid over the clusters R2 . . . R6.
I-4.6 Example 2
Consider a mp-LP as in [175] with non-unique primal solution :
J∗(x) = min
z∈R2
{
cT z
∣∣Ainz ≤ bin +Binx, x ∈ X}
c = − [2 1 ]T ; bin = [9 8 4 0 0 ]T ;
ATin =
[
1 2 1 −1 0
3 1 0 0 −1
]
;
BTin =
[−2 1 1 0 0
1 −2 1 0 0
]
;
X =
{
x ∈ R2∣∣− 10 ≤ x1 ≤ 10;−10 ≤ x2 ≤ 10} .
In this case, the feasible domain is given by a parameterized polyhedron with
9 parameterized vertices. The optimum is not unique and for the description of
the complete optimal solution only 6 vertices will be retained. The partition in
regions with specific families of optimal solutions is given in Fig. I-4.6, whereas
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(a) The critical regions (b) z∗1(x1, x2)
(c) z∗2(x1, x2) (d) z
∗
3(x1, x2)
Figure 13. Critical regions and the explicit solution with a minimal number of
partitions.
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Figure 14. Partitions for different families of solutions.
Figure 15. The parameterized vertices describing the optimum.
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I-4.6 presents the graph of parameterized vertices and their continuous connec-
tions.
There are two paths for covering the domain :
S1 = {v2(R5); v4(R6); v1(R3 ∪R4); v6(R1 ∪R2)}
S2 = {v2(R5); v4(R6); v5(R1 ∪R3); v6(R2 ∪R4)}
represented graphically in figure 16(a)-16(b) and 16(c)-16(d). The geometry of
the family of optimal solutions assures that the number of partitions cannot
be further reduced (even by indroducing new nodes in the graph of optimal
solutions, these can not cover larger number of regions).
It is interesting to observe the importance of step 4f of the Algorithm 1. If the
cluster γ is choosed to be only in Ω and not between the neighbors of the already
explored clusters, the threatening of a discontinuous solution is important.
(a) S∞ : ‡
∗
∞(§∞, §∈) (b) S∞ : ‡
∗
∈(§∞, §∈)
(c) S∈ : ‡
∗
∞(§∞, §∈) (d) S∈ : ‡
∗
∈(§∞, §∈)
Figure 16. The explicit optimal solution S∞;S∈;.
I-5 Handling Nonlinearities
Consider now the case of mixed type of constraints (linear/nonlinear) :
k∗u = argmin
ku
0.5kTuHku + k
T
uFx (31){
h (x,ku) 6 0
Ainku ≤ bin +Binx
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An important point to note is the quadratic form of the cost function which
offers interesting structural properties (convexity, uniqueness of the unconstrai-
ned optimum) and corresponds to ”sum of squared error weighted by (norm 2)
control effort”.
I-5.1 Optimality Conditions for Nonlinear Constraints
Let x¯ be a feasible parameter vector. The KKT optimality conditions can
still be formulated as :
– Primal feasibility : {
h (x¯,ku) 6 0
Ainku ≤ bin +Binx¯ (32)
– Dual feasibility :{
Hku + F
T x¯+ATinµ+∇kuh(x¯,ku)T ν = 0
µ > 0, ν > 0
(33)
– Complementary slackness :
[µT νT ]
[
Ainku −Binx¯− bin
h (x¯,ku)
]
= 0 (34)
The difference resides in the fact that the KKT conditions are only necessary
and not sufficient for optimality due to the presence of nonlinearity.
I-5.2 The Topology of the Feasible Domain
Indeed the sufficiency is lost due to the lack of constraint qualification (the
Abadie constraint qualification holds automatically for the linear constraints but
needs additional assumptions for the nonlinear case, see the next theorem).
Theorem (KKT sufficient conditions) [203] : Let x = x¯ and the as-
sociated feasible domain U(x¯) be a nonempty set in RNym described by the
constraints in (31), with hi(x¯,ku) : R
Nym → R, the components of h(x¯,ku). Let
k∗u ∈ U(x¯) and let I = {i : hi(x¯,k∗u = 0)} ,J =
{
j : Ainjk
∗
u −Binj x¯− binj = 0)
}
.
Suppose the KKT conditions hold, such that :
Hk∗u + F
T x¯+
∑
µjA
T
inj +
∑
νi∇kuhi(x¯,k∗u)T = 0 (35)
If hi is quasiconvex at k
∗
u for i ∈ I, then this is a global solution to the problem
(31)
Due to these problems, up to date, the explicit solutions for the general
nonlinear multiparametric programming case were not tackled. Only for convex
nonlinearities approximate explicit solutions were proposed [204].
In the following a solution based on linear approximation of feasible domains
is proposed. This will answer the question regarding the optimality of a solution
with piecewise linear structure.
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I-5.3 Preliminaries for Linear Approximations of Mixed
Linear/Nonlinear Feasible Domains
The idea is to exploit the existence of linear constraints in (31) and construct
exact solutions as long as the unconstraint optimum can be projected on them.
In a second stage if the unconstrained optimum is projected on the convex part
of the nonlinear constraints, then an approximate solution is obtained by their
linearization. Finally if the unconstrained optimum has to be projected on the
nonconvex nonlinear constraints then a Voronoi partition is used to construct
the explicit solution.
Before detailing the algorithms several useful tools have to be introduced :
Gridding of the Parameter Space The parameters (state) space is sampled
in order to obtain a representative grid G. The way of distributing the points
in the state space may follow a uniform distribution, logarithmic or tailored
according to the a-priori knowledge of the nonlinearities.
Figure 17 illustrates two common types of gridding, the linear and the sphe-
rical one (note that the linear distribution of points can be very conservative for
large dimensions spaces).
Figure 17. Example of grid of the parameters space
For each point of the grid x ∈ G a set of points on the frontier of the feasible
domain D(x) can be obtained Vx by the same kind of parceling. By collecting Vx
for all x ∈ G a distribution of points VG in the extended arguments+parameters
space is obtained.
Convex Hulls A basic operation is the construction of the convex hull (or a
convenable approximation) for the feasible domain in (31). Writing this parame-
terized feasible domain as :
D(x) =
{
ku
∣∣∣∣ h (x,ku) 6 0Ainku ≤ bin +Binx
}
(36)
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and using the distribution of points on the frontier VG , one can define in the
extended (argment+parameters) space a convex hull CVG :
CVG =
{[
ku
x
]
∈ RmNy+n
∣∣∣∣ ∃ [kuixi
]
, i = 1..mNy + n+ 1,kui ∈ VG ,
s.t.
[
ku
x
]
=
mNy+n+1∑
i=1
λi
[
kui
xi
]
,
mNy+n+1∑
i=1
λi = 1;λi ≥ 0 }
(37)
Voronoi Partition The Voronoi partition is the decomposition of a metric
space Rn in regions associated with a specified discrete set of points.
Let S = {s1, s2, ..., sν} be a collection of ν points in Rn. For each point si a
set Vi is associated such that
⋃
i Vi = R
n. The definition of Vi will be :
Vi = {x ∈ Rn|‖x− vi‖2 ≤ ‖x− vi‖2, ∀j 6= i} (38)
It can be observed that each frontier of Vi is part of the bisection hyperplane
between si and one of the neighbor points sj . As a consequence of this fact, the
regions Vi are polyhedrons. Globally, the Voronoi partition is a decomposition
of space Rn in ν polyhedral regions.
I-5.4 Nonparameterized Case
Notation :
F(X) The frontier of a compact set X
Int(X) The interior of a compact set X
Consider nonparameterized optimization problem with mixed type of constraints :
k∗u = argmin
ku
0.5kTuku + c
Tku (39)
{
h (ku) 6 0
Ainku ≤ bin +Binx
In relation with the feasible domain D of this optimization problem one can
define :
RL(D) The set of linear constraints in the definition of D
RNL(D) The set of nonlinear constraints in the definition of D
S(R∗,ku) The subset of constraints in R∗ (either RL either RNL) satura-
ted by the vector ku
B(R∗,ku) The subset of constraints in R∗. violated by the vector ku
Algorithm :
A Obtain a set of points (V) on the frontier of the feasible domain D
B Construct the convex hull CV
C Split the set V as V˜ ∪ VL ∪ VNL ∪ V̂
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– V˜ ∈ F(CV) and CV = CV\V˜ (those points in V which lie on the frontier of
CV but are not vertices) ;
– VL ∈ V \ V˜, VL ∈ F(CV) and VL saturate at least one linear constraint in
(39)
– VNL ∈ V \ V˜ , VNL ∈ F(CV) and VNL saturate only nonlinear constraints
in (39)
– V̂ ∈ Int(CV)
D Construct the dual representation of CV . This will be represented as an
intersection of halfspaces H.
E Split H in H ∪ Ĥ
– Ĥ ⊂ H such that ∃x ∈ CV with S(Ĥ, x) 6= ∅ and B(RNL, x) 6= ∅
– H = H \ Ĥ
F Project the unconstrained optimum ku = −c on CV :
k∗u ← ProjCV {−c}
(as it was illustrated in figure 1c)
G If k∗u saturates a subset of constraints K ⊂ Ĥ
(a) Retain the set of points :
S =
{
v ∈ V̂|∀ku ∈ CV s.t.Sat(Ĥ,ku) = K;
B(RNL,ku) = Sat(RNL, v)}
(b) Construct the Voronoi partition for the collection of points in S
(c) Position k∗u w.r.t. this partition and map the suboptimal solution k
∗
u ← v
where v is the vertex corresponding to the active region
H If the quality of the solution is not satisfactory, improve the distribution of
the points V by augmenting the resolution around k∗u and restart from (2).
I-5.5 Explicit Solution - Taking into Account the Parametrization
Consider now the multiparametric optimization :
k∗u = argmin
ku
0.5kTuHku + k
T
uFx (40)
{
h (x,ku) 6 0
Ainku ≤ bin +Binx
and the set :
D =
{[
ku
x
]
∈ RmNy+n
∣∣∣∣ h (x,ku) 6 0Ainku ≤ bin +Binx
}
Algorithm :
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A Grid the parameters space Rn and retain the feasible nodes G
B Obtain in the extended argument+parameters space a set of points (VG)
lying on the frontier of D
C Construct the convex hull CV for the points in VG
D Split the set VG as V˜ ∪ VL ∪ VNL ∪ V̂
– V˜ ∈ F(CV) and CV = CV\V˜ (those points in V which lie on the frontier of
CV but are not vertices) ;
– VL ∈ VG \ V˜, VL ∈ F(CV) and VL saturate at least one linear constraint in
(39)
– VNL ∈ VG \ V˜ , VNL ∈ F(CV) and VNL saturate only nonlinear constraints
in (39)
– V̂ ∈ Int(CV)
E Construct the dual representation of CV . This will be represented as a inter-
section of halfspaces H.
F Split H in H ∪ Ĥ
– Ĥ ⊂ H such that ∃x ∈ CV with S(Ĥ, x) 6= ∅ and B(RNL, x) 6= ∅
– H = H \ Ĥ
G Project the set
U =
{[
ku
x
]∣∣∣∣ [kux
]
=
[
H−1F
I
]
x, ∀x ∈ Rn
}
on CV :
U∗ ← Proj
CV
U
H If ∃x0 such that the point :[
k∗u
x0
]
= U∗ ∩
{[
ku
x
]∣∣∣∣x = x0}
saturates a subset of constraints
K(x0) = S
(
H,
[
ku
x0
])
⊂ Ĥ
then :
(a) Construct
UNL(x0) =
{[
ku
x
]
∈ U
∣∣∣∣ [k∗ux
]
∈ U∗
t.q. S
(
H,
[
ku
x0
])
= K(x0)
}
(b) Perform :
U∗ = U∗ \
{[
ku
x
]∣∣∣∣S(H, [kux0
])
= K(x0)
}
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(c) Retain the set of points :
S =
{
v ∈ V̂|∀
[
ku
x
]
∈ CV with
S(Ĥ,
[
ku
x
]
) = K(x0) ⇒
B(RNL, x) = S(RNL, v)}
(d) Construct the Voronoi partition for the collection of points in S
(e) Position UNL(x0) w.r.t. this partition and map the suboptimal solution
U∗NL(x0)← UNL(x0) by using the vertex v for each active region.[
k∗u
x
]
= v ←
[
ku
x
]
else : jump to (10)
I Return to point (8)
J If the quality of the solution is not satisfactory, improve the distribution of
the points VG and restart from (2).
I-6 Numerical Example
I-6.1 Simple Convex Multiparametric Nonlinear Program
Consider the discrete-time linear system :
xt+1 =
[
0.9 1
0 1
]
xt +
[
1
−1
]
ut (41)
and a predictive control law with a prediction horizon of three sampling times
and a control horizon of two steps. A nonlinear set of constraints will be also
considered : 
∑2
k=0 u
2
t+k ≤ 1∑2
k=0 u
2
t+k ≤ ln(
[
0 1
]
xt + 1)[
0 1
]
xt+k ≥ 0; k = 0, 1, 2
(42)
It is obvious that the topology of the feasible domain is changing with the
system dynamics, which means that the state vector represents in fact a para-
meter. More precisely, in our case only the second component of the state, xt is
influencing the shape of the feasible domain and thus one can draw this depen-
dence on the parameter as in figure 18. Further this parameterized convex shape
can be approximated with a set of parameterized linear inequalities and obtain
a double description of a parameterized polyhedron as in figure 19(a). A precut-
ting in zones with regular shape (figure 19(b)) can help in the development of
explicit solution due to the important degree of redundancy.
Finally the nonlinear MPC law for the system (41) and the constraints (42)
can be approximated by the explicit solution found in terms of a piecewise linear
control law as in figure 20.
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Figure 18. The nonlinear dependence of the feasible domain on the parameters
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Figure 19. (a) The approximation by a parameterized polyhedron ; (b) Regions
in the parameters’ space corresponding to redundancy-free constraints sets.
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Figure 20. Explicit solution as a piecewise linear function.
I-6.2 Example of Non-Convex Problem
Consider the MPC problem implemented using the first control action of the
optimal sequence :
k∗u = argmin
ku
Ny−1∑
i=0
xTt+k|tQxt+k|t + u
T
t+k|tRut+k|t ++x
T
t+Ny|t
Pxt+Ny|t (43)
with
Q =
[
10 0
0 1
]
;R =
[
2 0
0 3
]
;P =
[
13.73 2.46
2.46 2.99
]
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
xt+k+1|t =
A︷ ︸︸ ︷[
1 1
0 1
]
xt+k|t +
B︷ ︸︸ ︷[
1 0
2 1
]
ut+k|t k > 0[−2
−2
]
6 ut+k|t 6
[
2
2
]
0 6 k 6 Ny − 1
(u1t+k|t )
2 +
(
u2t+k|t − 2
)2
>
√
3 0 6 k 6 Ny − 1
(u1t+k|t )
2 +
(
u2t+k|t + 2
)2
>
√
3 0 6 k 6 Ny − 1
ut+k|t =
[
0.59 0.76
- 0.42 - 0.16
]
︸ ︷︷ ︸
KLQR
xt+k|t Nu 6 k 6 Ny − 1
One can observe the presence of both linear and nonlinear constraints. By follo-
wing the previous algorithm, in the first stage, the partition of the state space
is performed by considering only the linear constraints (figure 21(a)).
(a) (b)
Figure 21. a) Partition of the arguments space (linear constraints only). b)
Retention of the regions with feasible linear projections.
Each such region correspond with a specific projection law. By simply veri-
fying the regions where this projection law obey the nonlinear constraints, the
exact part of the explicit solution is obtained (figure 21(b)).
Further, a distribution of points on the nonlinear frontier of the feasible
domain has to be obtained and the associated Voronoi partition obtained. By
superposing it to the regions non covered at the previous step one obtain a
complete covering of the arguments space. Figure 22(a) depicts such a complete
partition for distribution of 10 points for each nonlinear constraint. Figure 22(b)
augments the density to 100 points.
By correspondence, the figures 23(a) and 23(b) describe the partition of the
state space for the explicit solution.
Finally the complete explicit solution for the two cases are described in figures
24(a) and 124(b). The discontinuities are observable as well as the increase in
resolution over the nonlineairity with the augmentation of the number of points
in the Voronoi partition.
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(a) (b)
Figure 22. a) Partition of the arguments space (nonlinear case) - 10 points per
nonlinear constraint. b) Partition of the arguments space (nonlinear case) - 100
points per nonlinear constraint.
(a) (b)
Figure 23. a) Partition of the state space - 10 points per nonlinear constraint.
b) Partition of the state space - 100 points per nonlinear constraint.
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In order to give a give an image of the complexity it must be said that the
explicit solutions have 31 and 211 regions respectively and the computational
effort was less than 2s in the first case and 80s in the second case, mainly spent
in the construction of supplementary regions in the Voronoi partition.
(a) (b)
Figure 24. a) Explicit control law - 10 points per nonlinear constraint. b) Ex-
plicit control law - 100 points per nonlinear constraint.
Partie II : Commande pre´dictive des syste`mes
hybrides. De l’optimisation multiparame`trique
des proble`mes d’optimisation mixtes aux
imple´mentations base´es sur les algorithmes
ge´ne´tiques.
Resume´ :
Ce chapitre est de´die´ aux lois de commande pre´dictive pour les syste`mes hy-
brides. Le formalisme de mode´lisation choisi, MLD (Mixed Logical Dynamical),
offre l’avantage d’une expression compacte de la dynamique sous la forme d’un
syste`me d’e´galite´s et d’ine´galite´s line´aires impliquant les e´tats et les entre´es
de nature discre`te ou continue. En termes de performance de la commande
pre´dictive, le temps d’obtention de solutions aux proble`mes d’optimisation as-
socie´s de´termine l’efficacite´ de la mise en oeuvre pour les applications temps-re´el.
Les e´tudes the´oriques sur la commande pre´dictive ont analyse´ les implications
structurelles de choix de l’horizon de pre´diction et des contraintes terminales.
Dernie`rement, une attention particulie`re a e´te´ accorde´e aux ope´rations de calcul
polye´dral qui peuvent eˆtre effectue´es hors ligne pour construire des solutions
optimales explicites re´duisant l’effort de la mise en oeuvre a` l’e´valuation en ligne
des fonctions analytiques.
Par rapport au chapitre pre´ce´dent qui a traite´ les proble`mes d’optimisation
avec argument re´el, ici seront examine´s les techniques d’optimisation mixte (com-
portant les variables re´elles et entie`res) utilise´es dans la commande pre´dictive.
En outre, les solutions explicites sont traite´es en utilisant une approche base´e
sur le concept de polye`dres parame´tre´s.
E´tant donne´ que les expressions analytiques ne peuvent pas eˆtre une solution
pour les syste`mes complexes, dans la deuxie`me partie nous nous concentrerons
sur les lois pre´dictives base´es sur l’optimisation en temps re´el afin de proposer
une alternative qui utilise les algorithmes ge´ne´tiques pour remplacer les rou-
tines d’optimisation qui explorent de fac¸on exhaustive l’espace faisable (voir
les techniques de type Branch and Bound). Compte tenu de cet objectif, une
adaptation du mode`le MLD peut eˆtre envisage´e, de sorte que les algorithmes
ge´ne´tiques soient appliquables a` des proble`mes d’optimisation quadratiques sur
les variables binaires.
La transformation des variables continues est base´e sur des techniques de
type ”ensembles flous” qui permettent une adaptation de la commande pour
maintenir les performances du processus de re´gulation. Enfin, l’approche prouve
que le temps de calcul est conside´rablement re´duit lors de la mise en oeuvre qui
devient possible pour les syste`mes temps re´el. Un processus de re´gulation du
niveau de liquide dans trois bassins interconnecte´s est pre´sente´ comme exemple
d’application.
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Predictive control for hybrid systems.
Re´sume´ The present paper deals with the predictive control laws for
hybrid systems. The modelling formalism used will be the Mixed Logical
Dynamical (MLD) which offers the advantage of a compact expression
of the dynamics in terms of linear equalities and inequalities on the logi-
cal and continuous-time states and inputs. Being an optimisation-based
control technique, the predictive control needs an efficient implementa-
tion scheme in order to be effective in real-time.
Several studies assess the importance of the prediction horizon and the
terminal constraints due to their implications in the structure of the as-
sociated optimal control problem. Lately it was shown that as long as
the constraints remain linear, the polyhedral computations can serve as
tools for the migration of the on-line computational effort to off-line ex-
plicit constructions in terms of explicit solutions which can avoid a costly
on-line optimum seeking and thus pushing the application of predictive
laws to even higher sampling rates.
This part of the thesis reviews the on-line optimisation techniques pro-
posed for the predictive control of hybrid systems based on mixed integer
optimization problems. Further, the explicit solutions are analyzed using
a parameterized polyhedra approach.
Taking into account the fact that analytic solutions can be constructed
efficiently principally for reduced order models in the second part we
direct our attention to the on-line optimisation schemes by proposing
an alternative optimization technique based on genetic algorithms. The
genetic algorithms provide suboptimal solutions in reasonable time even
with a long prediction horizon. For this purpose, a modified MLD form
with only discrete control actions is derived that results in a structure
adequate for quadratic (0,1)-problems formalism.
The transformation of continuous inputs is based on fuzzy intelligent
techniques including an adaptation of the variables sets for a better pre-
cision. This approach considerably reduces the computation time, thus
enabling real time implementation even with small sampling time. This
strategy is applied in simulation to the control of a three tanks bench-
mark.
II-1 Introduction
Being an attractive field for engineers in the last decade, the control of hy-
brid systems necessitates pertinent answers to several challenging problems, like
the switching between different operating regimes, the interaction of continuous-
time and discrete event subsystems and the overall satisfaction of operational
constraints involving combinations of states and inputs [178]. Despite the impor-
tant theoretical studies on hybrid systems presented lately in the literature, like
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the multiple Lyapunov functions, Krasovskii-LaSalle invariance principle, clas-
sical dissipative theory, the set-valued maps, etc. (see for example [177], [162],
[230], [202] and references therein) which can be casted for the hybrid systems
case, their use in engineering applications are rather limited.
Given these reticences, an inherent question is whether the mature linear
continuous-time automatic control methods can be adapted in a systematic man-
ner to the design of control laws for hybrid systems. It turns out that the answer
is generally negative (due to the structural disparity which makes the classical
frequency analysis inappropriate for example). There is however a notable ex-
ception, that of predictive control law ([203], [179], [182], [232], [190]). Indeed
this technique, which is based on successive finite time optimal control problems
over a receding horizon, has the important advantage of being a time-domain
design procedure and thus being effective in the hybrid systems framework, too.
However, the experience of predictive laws for hybrid systems as it is presented
in the literature and reported by applications can be classified mostly as recent
history due to a ”missing link”, an adapted prediction model. The available mo-
dels (based on automata, bond graphs, Petri nets, linear complementary (LC)
problems, etc. [178]) were not appropriate for building predictions which can be
further integrated in classical optimization problems (LPs, QPs). The beginning
of the 2000 saw the emergence of a modelling approach known as ”mixed logi-
cal dynamical” (MLD) [165], which delivers a compact linear dynamical system
involving a vector of continuous and logical inputs and states. This allows the
description of a large class of hybrid systems, like the piecewise linear systems
or systems with mixed continuous/discrete inputs and states.
From the structural point of view, a MLD model describes the dynamical
evolution exclusively through linear equalities and inequalities and this repre-
sents an undeniable advantage, as long as the optimization problem based on
the predictions over a finite horizon will have to deal only with a linear set of
constraints.
The optimization problems which now lie in the class of mixed integer quadra-
tic/ linear programs (MIQP/MILP) are computationally involving (NP-complete
problems) due to the presence of logical optimisation arguments. The solvers pre-
set a worst case combinatorial complexity as it is the case for example with the
classical branch and bound routines, even if they are tailored to the problem
specificity [192]. The real-time implementation constraints (high sampling rates,
fast dynamics) might force the optimization routines to act on a short time in-
terval and to offer at least a feasible suboptimal solution. This can be obtained
in a slightly different manner by renouncing to the exhaustive search and the
use of evolutionary methods like the genetic algorithms. These can be applied
either for the original problem either by using an adaptation mechanisms [247]
to improve the degree of precision for the continuous decision variables implied
in the optimisation.
In the present chapter the MIQP/MILP and their associated optimisation
routines are classified with respect to the predictive control laws which employ
them. The structural properties will be analyzed using a geometrical approach
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and the polyhedral computations will be used to detail the evolution of the
feasible domain. When these polyhedral operations are performed before the
effective implementation with the goal of constructing explicit solution, one can
talk about polyhedral pre-computations [248]. However due to the fact that the
set of constraints might be very large, these constructions have to be used with
care, especially if a dual description of polyhedral sets is involved.
Taking into account the fact that analytic solutions can be constructed ef-
ficiently principally for reduced order models in the second part we direct our
attention to the on-line optimisation schemes by proposing an alternative opti-
mization technique based on genetic algorithms. The genetic algorithms provide
suboptimal solutions in reasonable time even with a long prediction horizon. For
this purpose, a modified MLD form with only discrete control actions is derived
that results in a structure adequate for quadratic (0,1)-problems formalism.
The transformation of continuous inputs is based on fuzzy intelligent tech-
niques including an adaptation of the variables sets for a better precision. This
approach considerably reduces the computation time, thus enabling real time
implementation even with small sampling time. This strategy is applied in si-
mulation to the control of a three tanks benchmark.
II-2 Predictive control of hybrid systems
II-2.1 The prediction model
The predictive control laws imply the resolution at each sampling time of
a finite time optimal control problem constructed using the known model of
the system as it can be seen from (5). In the case of a hybrid system, such a
model has to be elaborated, taking into account the interconnection between the
discrete event and the continuous dynamics.
The MLDmodel describes the systems by linear dynamic equations subject to
linear inequalities involving both real and integer variables, under the following
form (see [165], for more details) :
xt+1 = Axt +B1ut +B2δt +B3zt
yt = Cxt +D1ut +D2δt +D3zt
E2δt +E3zt ≤ E1ut +E4xt +E5
(44)
where :
x =
(
xc
xl
)
∈ ℜnc × {0, 1}nl ;u =
(
uc
ul
)
∈ ℜmc × {0, 1}ml
y =
(
yc
yl
)
∈ ℜpc × {0, 1}pl ; δ ∈ {0, 1}rl ; z ∈ ℜrc
are respectively the vectors of continuous and logical ({0, 1}) states of the system,
continuous and logical control inputs (on/off type of decisions, coded as well in
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the set {0, 1}), continuous and logical output signals, auxiliary logical and conti-
nuous variables (δ; z). The auxiliary variables are introduced when translating
propositional logic into linear inequalities following the scheme in Figure 25. A
MLD model equation (44) thus represents logical relations and interaction bet-
ween continuous and logical variables by mixed integer linear inequalities [207].
It is interesting to observe the similarity between the model (44) and the
classical linear time-invariant state space models. The changes or switches which
may appear over such dynamics are modelled here using the auxiliary variables
which do take into account the interconnections. The structural advantage is
that these interconnections take the form of linear inequalities for which effective
algorithms exist.
The A, {Bj}j=1···3 ,C, {Dj}j=1···3 , {Ej}j=1···5 matrices in equation (44) can
be obtained through automatic treatment of models described in a specification
language HYSDEL (Hybrid System Description Language) as explained in [168].
Figure 25. MLD model structure.
Given the current state xt and the input ut for a MLD system, the auxiliary
variables δt and zt can be defined from the inequalities equation of (44). An
important aspect is the ”well-posed assumption” meaning that there is a unique
solution of δ and z for a given pair (x, u). In other words, once known the state
and the inputs, the pair of auxiliary variables can be uniquely defined.
The Mixed Logical Dynamical (MLD) model allows describing various classes
of hybrid systems, like linear hybrid systems, constrained linear systems, sequen-
tial logical systems (finite state machines, automata), some classes of discrete
event systems, and non-linear dynamic systems, where nonlinearities can be ex-
pressed through logical combination [165].
II-2.2 The problem description
Using an MLD model for the prediction, a classical model predictive control
problem can be stated. Let t be the current time, xt the current state and t+N
the end of the prediction window. It is supposed that it exists a routine able to
113
provide the optimal control sequence k∗
u
which drives the state from xt to the
equilibrium state xe by minimizing the cost function :
min
ku
J(ku, xt) =
∥∥xt+N/t − xe∥∥2
P
+
N−1∑
j=0
‖ut+j − ue‖2
Q1
+
∥∥δt+j/t − δe∥∥2
Q2
+
+
∥∥zt+j/t − ze∥∥2
Q3
+
∥∥xt+j/t − xe∥∥2
Q4
+
∥∥yt+j/t − ye∥∥2
Q5
xt+j+1/t = Axt+j/t +B1ut+j/t +B2δt+j/t +B3zt+j/t
yt+j/t = Cxt+j/t +D1ut+j/t +D2δt+j/t +D3zt+j/t
E2δt+j/t +E3zt+j/t ≤ E1ut+j/t +E4xt+j/t +E5
xt+N/t ∈ Xf
(45)
where the predictions are noted xt+j/t and xt/t = xt and the weighting is given
by the matrices P > 0, Qi = Q
T
i > 0, for i = 1, 4, and Qi = Q
T
i ≥ 0, i = 2, 3, 5.
Xf represents the polytopic terminal set described by a set of linear constraints.
The vectors ue and xe are identifying the equilibrium point where the system
has to be driven (it is supposed that this point is attainable in a time interval
equal with the chosen prediction window). The vectors δe, ze are the auxiliary
variables corresponding to this equilibrium point and can be calculated as the
solution of the system of inequalities in (44) for u = ue and x = xe. Practically
this can be done by solving an optimisation problem having these inequalities as
constraints (the well-posed assumption assures that the feasible domain contains
a unique candidate solution).
The predictive control laws can use a control horizon Nu shorter than the
prediction horizon Nu < N in order to decrease the number of optimization
variables. Due to the fact that a control action is needed for the construction of
the predictions it is considered then uj constant for j ≥ Nu.
Only the first value of this optimal sequence ku is effectively applied to
the plant, the whole procedure being restarted at the next sampling period by
’receding’ the prediction horizon :
ut = [1 0 . . . 0︸ ︷︷ ︸
N−1
]k∗u(xt) (46)
The terminal constraint in (45) is a useful ingredient in the construction of
necessary conditions for stability of the closed-loop systems. Indeed if the set
Xf is positive invariant [171] with respect to the model (44) and the control law
(46) the stability is assured [232]. However the construction of Xf is a difficult
problem on its own, and it is supposed in the following that it has a polyhedral
structure such that the constraints for (45) remain linear.
As it can be observed for (45), beside the actual arguments ku, the optimiza-
tion routine has to consider a complete set of implicit arguments, x, δ, z, y. The
equality constraints related to the dynamics of the MLD form 44 can be used to
reduce the problem (by replacing the predicted states and outputs, x, y in the
optimization). Simple manipulations leads to the resolution, at each sampling
114
time, of a mixed integer quadratic problem (MIQP) :
min
χ
1
2χ
TH χ+ fTχ
subject to Ain χ ≺ bin
(47)
where the optimization vector is :
χ = [uTt , · · · , uTt+N−1, δTt , · · · , δTt+N−1, zTt , · · · , zTt+N−1]T (48)
containing both logical and real components.
II-3 Optimization
The first remark related to the optimization (79) is this presence of logical
variables which number is in fact
L = Numl +N rl (49)
The worst case resolution time for such a problem is thus increasing exponentially
with the length of the prediction and control horizon respectively.
II-3.1 General considerations
As long as the optimization problems do not have to handle integer (logical)
variables, several classical solvers can be used, all of them imperatively construc-
ting a series of trial solutions, until the optimality conditions are achieved or a
relative error bound is attained :
– active set methods [199] ;
– the resolution of an equivalent complementary linear problem which re-
presents in fact an extension of the classical Simplex methods, introduced
by Dantzig [186] about 50 years ago which visits candidate basis until the
optimal one is reached ;
– interior point methods (also called barrier methods due to the introduction
of artificial barrier constraints in order to avoid the constraints activation).
These techniques are inherited from nonlinear programming, but their ap-
plication to linear programming dates back only to Karmarkar’s innovative
analysis in 1984 [214]. In the predictive control area their usage was investi-
gated in studies of Wright which pointed out that the structural properties
of the brute form (45) can be used during optimum searching [283].
In the case when the integer type of optimization variables are to be taken
into account (MIQP problems), the convexity attributes of the classical QP
framework are lost. More than that, due to the fact that some variables take
values in a finite alphabet, the optimization (79) identifies itself as a particular
member of the class of combinatorial problems. Determining whether a MIQP
has an objective value less than a given target leads to a ”NP-complete” problem
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which proves to be an ”inquiry” problem in view of a resolution at each sampling
time in the predictive control framework.
The convexity can be regained by fixing the values of integer variables and
thus obtaining particular solutions by means of classical QP solvers. Construc-
ting series of such particular solutions can refine the global solution. If all the
integer combinations are covered, then the global optimum is guaranteed. In-
deed, a particular candidate may be an optimal solution. But in contrast to
methods for ordinary QP (based on sufficient optimality conditions, or relative
error bounds), the MIQP procedures may not be able to prove a solution to be
optimal until long after they have found it.
Due to the fact that predictive control laws need a solution in a strict time
interval, the goal of a provable optimum may be abandoned and a sub-optimal
feasible solution obtained by terminating a MIQP code prematurely admitted.
II-3.2 Branch and bound solvers
Fortunately, generally there is no need to use brute-force to explore all pos-
sible combinations of integer variables in order to find the optimal solution.
Almost all the MIQP codes used as solvers for on-line predictive laws are ba-
sed on ”branch-and-bound” procedure to search for an optimal integer solution
(several authors agree on the fact that these methods are the most successful
for constructing optimal solutions for MIQP [192]). The idea is to solve a se-
quence of related QP ”relaxations” (the former logical variables are allowed to
span over the continuous interval [0,1] and not on the discrete set {0, 1}). Then
the integer variables are fixed, leading to branches (this is the reason why the
B&B methods have associated a ”search tree”). In this way the original problem
is divided into smaller subproblems (branches) that are solved recursively. The
”bound” comes from the fact that some branches can be fathomed if the relaxed
optimum is superior to an upper bound found on another branch. A branch can
be cut also if a relaxed subproblem is infeasible as all the sub-problems behind
this node will have to act on a set of constraints even more restrictive and thus
the feasibility can not be recovered.
The branch and bound MIQP solvers distinguish themselves primarily by
the number of relaxed QPs solved for reaching the optimum, and secondarily by
the method employed for solving each individual QP (the similarities between
successive QPs in the ”search tree”).
The number of relaxed QPs is related to the strategy for exploring the B&B
tree :
– depth first search (the problems are solved according to last-in first-out
rule, figure 2 for an example with 3 logical variables) ;
– breadth first search (problems at level K are solved only after solving the
problems at level K − 1) ;
– outside first search (the problems to be solved start from outside towards
inside) ;
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– the choice of branching variable is made upon the user supplied priorities
in the branching variable (important weighting in the MPC cost function
for example) ;
– the branching can be done also according to the result obtained for the
relaxed problem (if the solution is close to satisfy the integer constraints,
it will be prefered).
Figure 26. B&B tree with three binary variables, according to depth first stra-
tegy.
Regarding the bounding procedure, the B&B methods may use :
– hot starts for the QP subproblems (a feasible initial solution has to be
constructed and this is done generally in a first stage by means of a LP).
In the case of predictive control originated problems, the tail of the solution
at the previous sampling time can provide useful information in order to
get a feasible starting point.
– Interior-point methods have entirely different requirements for a good star-
ting point. Any reasonable interior-point-based code has its own routines
for picking a starting point that is centered away from the constraints.
– SDP procedures in conjunction with cutting planes methods [208].
Nevertheless, the use of B&B for predictive control proves its limitations for
small sampling times and important number of logical variables. In these cases,
the search tree can not be entirely explored and the routine is stopped after a
limited number of operations. The solver then returns an infeasibility message
(the undesirable case due to the real-time control requirements) or a suboptimal
solution (with a measure of the sub-optimality given by the upper ad lower
bounds obtained on the subgraph explored).
In order to avoid at least the danger of an infeasibility message, one can
accept that large MIQP are not typically solved to a proved optimal solution,
that opens up a broad area of approximate methods, probabilistic methods and
heuristics, as well as their mixture with B&B for smaller subproblems. The
next subsection sketches a possible classification of such approches in a MPC
framework.
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II-3.3 Classification
Before any other consideration it must be said that the way formulating
the MIQP can be as important as the actual choice of solver. Thus the first
difference has to be made between the predictive laws synthesized according
to general rules inherited from the linear MPC case and those which based on
attainability studies exploit a minimal-horizon type of receding prediction. This
means that terminal, or ”tube”, constraints are added in order to reduce the
prediction horizon which is equivalent with a less complicate MIQP at each
sampling period.
Figure 3 presents these two alternatives for the MPC implementation and
underlines the fact that in both cases the structure of the optimization problem
remains in the class of MIQP, even if the scale is improved.
The same figure presents a demarcation between the implementations based
on on-line optimisation and those where an explicit analytical dependence of
the optimum on the current state exists. In the second case, there is no need
for on-line optimisation, the computational load being reduced to the evaluation
of the analytical function. Details on such approach are discussed in the next
sections.
Returning to the classification, one can notice within the on-line implemen-
tation part a separation between the exact methods and the routines which
allow from the design stage a certain degree of suboptimality as it is the case
for example with the Lagrangian relaxation where the quality of the solution is
improved, but it can not go beyond the duality gap.
In the class of exact methods, the B&B is a popular choice due to the plethora
of software packages available but also due to the fact that it allows tailoring
the solver to the specific application.
In the class of suboptimal methods, the use of genetic algorithms proves
to be a versatile choice. However, as these techniques find the origin in the
combinatorial optimization, it may necessitate an adaptation of the continuous
variables to a finite alphabet [247]. If this is done judicious, the quality of the
control law is improved comparing with a blind discretization of a continuous
interval. More than that, at high sampling rates the solvers can provide a feasible
input for the system, even if the control action is only suboptimal with respect
to the original problem.
From the standpoint of computational complexity, finding out if an MIQP
model has a feasible solution is essentially as hard as actually finding the opti-
mum. Branch and Bound procedures have to explore the entire search tree to
prove this. There are no shortcuts in general and thus the infeasibility has to
be analyzed off-line in order to assure that during the control process, no self
driven infeasibility can occur.
As a rule of thumb, the B&B feet the applications with large sampling times,
where the computational resources are large enough to allow worse cases when
the exploration of the entire search tree is needed. The heuristical methods
(like genetic algorithms) can be successfully applied for large scale systems with
relatively small sampling times due to the fact that they offer feasible solutions
118
Figure 27. A classification of predictive control possible implementations.
after a reasonable number of iterations. They are not exploiting the structure of
the problem and thus they are less sensitive to pathological situations.
II-4 Geometrical aspects and explicit solutions
Approaches related to explicit optimal solutions for (45) found a place in the
previous classification relatively late. Their best results may be found for relati-
vely reduced state space and high sampling rates, where the on-line evaluation
effort is small.
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But what is the exact meaning of an explicit solution for (45) ? It represents
in fact an analytical expression of the optimum as a function :
χ = χ(xt, xe, ue, δe, ze) (50)
over all the feasible combinations of these context parameters. Supposing that
the equilibrium points do not vary with time, then the explicit solution can be
written as χ = χ(xt) for xt ∈ X ⊂ Rnc × {0, 1}nl , where X is the set of feasible
states for the control problem (45).
By rewriting (45) as in (79) by stressing the dependence of the optimization
problem in the vector of parameters xt one can obtain :
χ(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
subject to Ain χ ≺ Binxt + bin
(51)
which is in fact a multiparametric - mixed integer quadratic problem (mp-
MIQP).
The interest for these types of optimisation problems which depend on the
parameters variation has been treated in the so-called post-optimal analysis of
a standard LP/QP framework [198]. Also known as ”Sensitivity Analysis”, it
offers information about how the coefficients in the problem could affect the
optimal solution. The sensitivity analysis in the presence of integer variables
is not relevant as long as a limited amount of information can be obtained by
fixing the integer optimisation variables and doing post-optimal analysis on the
remaining continuous variables.
When constructing explicit solution for (51), one deals with multiparametric
programming due to the fact that a characterization of the solution is needed
for the full range of parameters values. The parametric programming offer a
cartography of the parameters space, with the associated optimizer (and opti-
mal cost). Due to the fact that (51) has a quadratic cost function and linear
constraints, the optimum is piecewise affine function of parameters over polyhe-
dral partitions. These are also called critical region and correspond to a specific
set of active constraints and optimality conditions.
If in the case of multi-parametric linear programs and multi-parametric qua-
dratic programs the explicit solution can be expressed as a continuous function
of parameters (the continuity being related to the convexity of the problem and
the way the active constraints evolves as a function of parameters). When the
integer type of variables have to be considered, the convexity of the feasible do-
main is lost and subsequently the continuity. Nevertheless, the linear dependence
of the parameters vector is preserved as well as the polyhedral description of the
critical regions and thus, the on-line evaluation procedure do not suffer in the
mpMPQP case.
One can use the relationship between the unconstrained optimum (uniquely
defined in the case of QP) and the topology of the feasible domain in order
to describe the critical regions and the linear function of parameters. In the
following section, the explicit solutions for multiparametric quadratic programs
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obtained using the concept of parameterized polyhedra will be generalized to
the mpMIQP case by employing the Voronoi diagrams associated with the finite
set of combinations of logical variables.
In order to position these approach with respect to the classification in Figure
3, it must be said that the laborious construction mechanism minimises the
application area to small scale problems, at least for the moment. In the present
section we discuss the details of this geometric approach while in section II-5 we
will return to the MPC schemes based on on-line optimisation, thus addressing
the case of large scale systems.
II-4.1 Explicit solution for a mpIQP
Unconstrained case The unconstrained multiparametric integer quadratic
program (mpIQP) :
χ(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
with χ ∈ {0, 1}p
(52)
was discussed in [256] in the framework of multiparameric optimization on a finite
alphabet. Indeed, if one considers all the possible realizations for the vector χ,
a finite alphabet is obtained B = {b1, b2, . . .} ⊂ Rp.
By defining the mapping qB : R
p → B as a function which assigns to each
vector χ the nearest neighbor in B in the sens of Euclidean norm :
qB(χ) = bi for {χ ∈ Rp : (χ−bi)T (χ−bi) ≤ (χ−bj)T (χ−bj), ∀bj 6= bi, bj ∈ B}
(53)
one construct the so-called Voronoi partition (see an illustration in figure 28)
of Rp which can be used in relation to the unconstrained optimum and the
structure of the cost function in order to obtain the explicit solution for (52).
By using again the direct and inverse ellipsoidal-to-sphere transformations this
explicit optimum is written :
χ∗(xt) = H
−1/2qB˜(χ˜(xt)) = H
−1/2qB˜(−H−1/2(FTxt + f)) (54)
where B˜ is the correspondent of the set B by the transformation χ˜ = H1/2χ.
Remark :When defining the mapping (53) the points of the frontier which are
equidistant to two or more points in B were considered as part of each associated
region, fact which can lead to ambiguity. However in practical MPC applications
this is not introducing supplementary uncertainty with respect to the original
problem (52) solved by any classical iterative optimum searching routine.
The Voronoi regions defined by (53) partitioning the arguments space Rp
induce an equivalent partition of the parameters space Rn. This equivalent par-
tition allows a solution written explicitly as a function of parameters :
χ∗(x) = bi for {x ∈ Rn : 2(bi − bj)TFTx ≤ bTj Hbj − bTi Hbi − 2(bi − bj)T f,
∀bj 6= bi, bj ∈ B}
(55)
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Figure 28. Voronoi partition for a set of points b1, . . . B10.
From a structural point of view, this is a piecewise constant function over
polyhedral partitions of the parameters space.
Remark : The construction of the Voronoi regions was addressed in several
studies, with valuable practical algorithms [194]. However, by remaining in a
geometrical and multiparametric programming framework, it is interesting to
observe that the Voronoi partition is equivalent to the partition of Rn obtained
for the explicit solution of the multiparametric linear problem :
min z
−z ≤ −2bT1 x+ bT1 ∗ b1
−z ≤ −2bT2 x+ bT2 ∗ b2
−z ≤ ...
(56)
mpIQP with constraints A set of linear constraints can be added to the
mpIQP problem proposed earlier, obtaining :
χ∗(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
Ainχ ≤ bin; with χ ∈ {0, 1}p
(57)
The construction mechanism for the explicit solution remains the same with
the observation that the alphabet of possible realizations of χ will be reduced
compared to (52), all the combinations which do not satisfy the set of constraints
being discarded when constructing the Voronoi partition.
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The problem becomes more complex in the case when the parameters vector
affects the right hand side of the constraints :
χ∗(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
Ainχ ≤ Binxt + bin; with χ ∈ {0, 1}p
(58)
In this case the use of a partition of the parameters space corresponding to
regular domains of the relaxed parameterized polyhedron
P(x) = {χ ∈ Rp |Ainχ ≤ Binx+ bin; χ ∈ [0, 1]p } (59)
proves to be an useful tool.
After obtaining the equivalent piecewise regular formulation of the polyhe-
dron based on generators :
P(x)⇐⇒
if xt ∈ R1 P(x) =
χ = ∑i∈IR1 αivi(x), 0 ≤ αi(x) ≤ 1,
∑
i∈IR1
αi = 1

. . . . . .
if xt ∈ Rnr P(x) =
χ = ∑i∈IRnr αivi(x), 0 ≤ αi(x) ≤ 1,
∑
i∈IRnr
αi = 1

(60)
similar with the one in Table 2, but restrained to parameterized vertices (no
uni/bidirectional rays as is usually the case once the bounding box of relaxed
constraints is considered).
Disposing of local constant sets of parameterized vertices, the problem can
be solved by reducing it to a known type. Indeed by reinforcing the integer
constraints χ ∈ {0, 1}p, one has to retain only those parameterized vertices
which satisfy them. Then for each region of the parameters R1, . . . , Rnr one has
to solve a mpIQP as discussed previously.
Formally one can rewrite original mpIQP under constraints using this equi-
valency :
χ∗(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
Ainχ ≤ Binxt + bin; with χ ∈ {0, 1}p
⇐⇒
⇐⇒
if xt ∈ R1
χ∗(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
χ ∈ {vi(x), i ∈ IR1 |vi(x) ∈ {0, 1}p}
. . . . . .
if xt ∈ Rnr
χ∗(xt) = argmin
χ
1
2χ
TH χ+ xTt Fχ+ f
Tχ
χ ∈ {vi(x), i ∈ IRnr |vi(x) ∈ {0, 1}p}
To resume, in the case of mpIQP with contraints affected by the parame-
trization, one has to generalize the theory of [256] by taking into account the
variation of the alphabet as a function of the vector of parameters. This can be
done in two steps by relaxing the constraints, finding the regular domains and
the associated parameterized vertices and secondly by solving the mpIQP for
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each regular domain using the basic unconstrained method. Overall, the finite
alphabet is replaced by a set of integer parameterized vertices (and the Voronoi
partitions will be modified in consequence, figure 29).
Figure 29. The generalization of the partitions according to the set of integer
parameterized vertices.
II-4.2 Explicit solution for mpMIQP
The multiparametric mixed integer quadratic problem (mpMIQP) is the ge-
neral optimization framework for which all the previous problems (mpLP, mpQP,
mpIQP) can be considered as particularizations :
[
χ∗c(xt)
χ∗l (xt)
]
= argmin[
χTc χ
T
l
]T 12
[
χTc χ
T
l
]T
H
[
χc
χl
]
+ xTt F
[
χc
χl
]
+ fT
[
χc
χl
]
Ain
[
χc
χl
]
≤ Binxt + bin; with χc ∈ Rpc , χl ∈ {0, 1}pl , pc + pl = p
(61)
Several preliminary considerations have to be made before the effective des-
cription of the geometrical procedure of explicit solutions construction, first of
all, the dual representation for the parameterized polyhedron obtained through
the relaxation of the integer constraints in (61). Supposing without loss of ge-
nerality that no uni/bidirectional rays appear in the set of the generators, the
dual representation is :
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P(x) =
{[
χc
χl
]
∈ Rp
∣∣∣∣Ain [χcχl
]
≤ Binx+ bin; χl ∈ [0, 1]pl
}
=
{[
χc
χl
]
∈ Rp
∣∣∣∣ [χcχl
]
=
ϑ∑
i=1
αi(x)
[
vci (x)
vli(x)
]
, 0 ≤ αi(x) ≤ 1,
ϑ∑
i=1
αi(x) = 1
}
(62)
Due to the relaxation, the implicit description of the parameterized polyhe-
dron - P(x), might contain vertices with relaxed logical components which do not
satisfy the initial constraints vli(x) ∈ {0, 1}pl . Their presence is not affecting the
projection mechanisms, or the construction of the Voronoi partitions, but enters
in the definition of the regular domains for P(x) and the subsequently partition
of the parameters space. By discarding them, one can obtain a simplified relaxed
polyhedron :
Pˆ(x) =
{[
χc
χl
]
∈ Rp
∣∣∣∣ [χcχl
]
=
ϑˆ∑
i=1
αi(x)
[
vˆci (x)
vˆli(x)
]}
0 ≤ αi(x) ≤ 1,
ϑˆ∑
i=1
αi(x) = 1 , vˆ
l
i(x) ∈ {0, 1}pl .
(63)
Once this polyhedron obtained, the explicit solution construction passes by
two important phases. First the resolution of the mpQP :[
χˆ∗c(xt)
χˆ∗l (xt)
]
= argmin[
χTc χ
T
l
]T 12
[
χTc χ
T
l
]T
H
[
χc
χl
]
+ xTt F
[
χc
χl
]
+ fT
[
χc
χl
]
subject to
[
χTc χ
T
l
]T ∈ Pˆ(x) (64)
and secondly the identification of regular domains for Pˆ(x) :
Pˆ(x)⇐⇒
if xt ∈ R1 P(x) =
χ = ∑i∈IR1 αi
[
vˆci (x)
vˆli(x)
]
, 0 ≤ αi ≤ 1,
∑
i∈IR1
αi = 1

. . . . . .
if xt ∈ Rnr P(x) =
χ = ∑i∈IRnr αi
[
vˆci (x)
vˆli(x)
]
, 0 ≤ αi ≤ 1,
∑
i∈IRnr
αi = 1

(65)
and the construction for each sub-domain of a Voronoi partition, covering the
entire Rpl according to the valid vˆli(x).
Finally by positioning the constrained optimum with respect to the Voronoi
partitions (figure 8), the explicit optimum for the integer components, χ∗l (xt) is
found. The continuous components are found after solving a simple mpQP for
each critical region of the parameters space :
χ∗c(xt) =
∑
i∈IRj
α∗i vˆ
c
i (x) , with Rj such that xt ∈ Rj
αi = argmin
αi,i∈IRj
(
χˆ∗c(x) −
∑
i∈IRj
αi vˆ
c
i (x)
)T (
χˆ∗c(x) −
∑
i∈IRj
αi vˆ
c
i (x)
)
subject to 0 ≤ αi ≤ 1,
∑
i∈IRj
αi = 1
(66)
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Figure 30. Fixing the integer variables using the Voronoi partitions and the
constrained optimum with relaxation.
By gathering all these operation one can obtain the algorithm for the construc-
tion of explicit solutions in the general case of mpMIQP.
Procedure :
1. Store the original problem (61) and the associated set of constraints.
2. Relax the constraints on the binary variables (replace them by interval constraints, χl ∈
[0, 1]pl ).
3. Construct the dual representation in terms of generators for the relaxed parameterized poly-
hedron (62).
4. Discard the parameterized vertices which do no respect the integer constraints (63).
5. Split Pˆ(x) in regular domains, and store the associated partition of the parameters space
{R1, R2, . . . , Rnr} ⊂ R
n, (65).
6. For each Rj , j ∈ {1, . . . , nr} build the Voronoi partition of [0, 1]
pl according to the valid
vertices vli(x) with i ∈ IRj
7. Build the explicit solution mpQP obtained by relaxation, (64).
8. Use the explicit solution obtained at step 7 and intersect it with the Voronoi partitions
constructed at step 6.1. For each non-empty intersection :
8.1 Fix the integer arguments to the values associated with the parameterized vertex which
generated the Voronoi partition.
8.2 Solve the mpQP (66) in order to obtain the continuous part of the arguments.
8.3 The region of the parameters space where the obtained affine function of parameters
is optimum is given by the projection of the non-empty intersection found at step 8 onto Rn.
9. Store the global piecewise affine optimum as a look-up table of local affine functions of the
vector of parameters xt.
II-4.3 Numerical illustration of the procedure
Example : Consider the parametric MIQP :
min
χ
0.5χT
[
4 3
3 9
]
χ+ χT
[−0.4
−1.7
]
x
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subject to :
−χ1 ≥ −1
−χ2 ≥ −1
−3χ1 −7χ2 ≥ −3x −7
χ1 ≥ 0
χ2 ≥ 0
−5χ1 −χ2 ≥ −x −5
4χ2 ≥ −x
4χ1 ≥ −3x
−χ1 +9χ2 ≥ x −3
2χ1 ≥ x −3
−8χ1 +2χ2 ≥ x −10
χ1 −χ2 ≥ x −4
(67)
The case χ ∈ R × {0, 1} By relaxing in a first stage the integer constraint
χ2 ∈ {0, 1} one can obtain a parameterized polyhedron with 10 parameterized
vertices (figure 9).
Figure 31. The polyhedral domain domain after relaxation.
The parameterized polyhedron double representation can be used for the
construction of the explicit solution (figure 10, left), while the inclusion of χ2
to a finite alphabet constraints will be used for the construction of the Voronoi
partition of the augmented space {χ, x} (figure 10, right).
The explicit solution for the original problem will then be found by repor-
ting the relaxed piecewise linear solution of the relaxed problem to the Voronoi
partition (figure 11).
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Figure 32. Left : the explicit solution for the relaxed problem. Right : the Vo-
ronoi partition.
Figure 33. The explicit solution for the parametric mixed integer quadratic
problem.
Figure 12 presents the time per call for 100 values of the parameter, in a first
instant by appealing to classical Branch&Bound solvers and secondly using the
explicit solution.
The case χ ∈ {0, 1}2 In the case when both the optimization arguments have
to satisfy integer constraints, the solution will be a piecewise constant function
(in {0, 1}2) as it can be seen in figure 13 (to be compared with figure 11).
II-5 Genetic algorithms
The main drawback of the classical implementation of predictive control
schemes upon B&B optimisation techniques is the exponential complexity with
the number of binary optimization variables. In this section, an analysis of the
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computational difficulties is first completed, the genetic algorithm strategy is
then proposed as an alternative technique to solve the optimization problem
equation 45 without facing the exponential complexity.
II-5.1 Computational aspects
Recalling the structure of the optimization problem equations 79, 48, two
important remarks should be formulated about the number of binary optimiza-
tion variables L = Numl + Nrl, which is as mentioned earlier critical for the
computational burden.
Remark 1. From the computational point of view, the main disadvantage comes
from the fact that a (δ, z) optimization problem in a ℜNumc+Nrc×{0, 1}Numl+Nrl
dimension space has to be solved, instead of an (δ, z) relaxed optimization pro-
blem in a ℜNumc × {0, 1}Numl dimension space. This latter should have been
sufficient as the N rl+Nrc variables are uniquely defined by the system inequa-
lities of 44 due to the ”well posed assumption” of the MLD form.
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Remark 2. The power of predictive control schemes comes from their capability
to provide optimal control sequences based on long range prediction horizons.
Nevertheless, as the number of binary optimization variables L is in direct de-
pendence with the length of the receding horizon, the prediction horizon N is
forced for computational reasons to a small value, resulting in canceling the main
advantage of the model based predictive philosophy.
These two remarks are the main arguments to search other alternative op-
timization techniques that can replace the classical approach (B&B method),
satisfying the following principles :
– The optimization arguments are represented exclusively by the input control
actions along the prediction horizon (i.e. the length of the binary part of
the optimization vector should be Numl
– The complexity of the optimization routine should avoid the exponential
complexity with respect to the length of the prediction horizon N .
In the following, the genetic algorithms will be examined as a stochastic method
to solve the optimization problem of MPC for the MLD form. Studies showed
that even if the GAs have a limitation from the optimality point of view, offering
no guarantee of it, they are suitable for a large class of optimization problems.
II-5.2 Genetic algorithms technique
The original concept of genetic algorithms was first introduced in the 1970s
by John Holland of the University of Michigan [189], [206] and [281]. The ba-
sic principle is as follows : a random number generator is used to generate a
finite set of random design variable vectors, which are referred to as individuals,
genotypes, structures, strings or chromosomes. A set of individuals is called a
population. For each individual in the population, the objective function value
(or fitness) is calculated. Individuals with a higher fitness are more likely to
be chosen for reproduction. Single variables of the chosen individuals are then
randomly mutated and crossovers between two parent individuals are perfor-
med on parts of the chromosomes. The resulting population generation is then
examined as a basis for the next optimization cycle. The algorithm is stopped
after a specified number of generations or a certain convergence development,
and the individual that has produced the best value of the objective function is
considered as output.
In the original context, genetic algorithms worked on individuals consisting of
binary design variables. Michalewicz introduced a type of genetic algorithm that
works directly on continuous (or floating point) individuals [236]. The two basic
types only differ in the mutation and crossover operators, while initialization,
selection and termination methods remain the same.
Initialization : it is completed by generating a random initial population. Ac-
cording to the kind of algorithm (binary or floating point), individuals consist
of binary numbers, or floating point numbers within the range defined for
each design variable separately. For each individual, the fitness is calculated
using the objective function.
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Selection : for each generation, individuals are chosen to serve as parents for
the next generations. In general, individuals with a higher fitness are more
likely to be chosen for reproduction.
Crossover : a probability or a number of crossovers is defined a priori. A
random pair of individuals is then chosen to perform crossover. Among the
various strategies, the most common are :
– Simple crossover : the operator swaps randomly chosen variables from the
two parents to produce two children ;
– Arithmetic crossover : two chosen variables are interpolated by a random
amount, thus moving the two parent values closer to each other. This
structure only works with floating point representation. A visualisation of
the operator functionality is presented in Figure 36(a) ;
– Heuristic crossover : using the two chosen variables, a randomly-sized ex-
trapolation is performed in the direction of the variable belonging to the
individual possessing the greater fitness, as shown Figure 36(b).
Figure 36. Genetic crossover operators ((a) Arithmetic, (b) Heuristic) - Wide
lines represent parent values, thin lines represent children.
Mutation : a single individual is randomly chosen. The value of a single va-
riable is then mutated according to the chosen mutation operator :
– Bit-Flip : the value of a binary variable is inverted from 0 to 1 or 1 to 0,
respectively ;
– Uniform : a random value within the variable range is chosen as a new
value ;
– Gaussian : a new value is chosen based on a Gaussian distribution around
the parent value. Its functionality is illustrated in Figure 37(a) ;
– Non-Uniform : the new value is randomly chosen based on a Gaussian
distribution around the parent value, its standard deviation decreases with
increasing generation numbers. It is illustrated in Figure 37(b).
Bit-Flip mutation only works with binary representation while the three
others only accept floating point representation.
Termination : in the ideal case, the genetic algorithm would determine when
it has found the global optimum, would stop iterations and output the op-
timum. Unfortunately, the value of the global optimum (the fitness value
corresponding to the best set of input variables) is almost never known.
Several methods have been developed to trigger termination of the genetic
algorithm optimization procedure :
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Figure 37. Genetic mutation operators ((a) Gaussian, (b) non uniform) - The
vertical line represents the parent value, the bell curve the probability distribu-
tion.
– Generation number : execution is stopped after a predefined number of
generations. This value should be based on the number of input variables
and the input variables’ ranges.
– Fitness threshold : a threshold can be selected before execution. If a fitness
value is found that exceeds the threshold, execution is terminated. This
should be used in combination with the generation number termination
method in case the threshold is not reached.
– Fitness convergence : when the difference between a filter smoothing over a
large number of past generations and a filter smoothing over a small num-
ber of past generations falls below a pre-defined percentage, the program
is terminated.
– Population convergence : if the average population fitness falls below a pre-
defined percentage below the best individual, the population is considered
converged.
Finally, the tuning of the GA requires the choice of the variable type and related
bounds, the crossover and mutation operators, the population size (affecting the
quality of the optimality), the number of maximal genetic operations and the
termination criteria.
Genetic algorithms are able to process either binary or continuous indivi-
duals. However, variables of different types generally cannot be mixed due to
limitations of current genetic algorithm implementations. The classical approach
is to transfer all variable types to binary design variables, either explicitly, or
through a user interface, as it was realized for the Matlab Genetic Algorithm
Optimization Toolbox (GAOT) [227]. In this case, the value of the continuous
variable is calculated as :
vc = lmin +
lmax − lmin
2b
.vb (68)
where vc is the continuous value, vb is the binary value, lmin the lower variable
limit, lmax the upper limit and b the number of bits.
In fact, this discretization realized by the interface in a transparent way is
not necessary adapted to the problem considered by the user.
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II-5.3 Genetic algorithms linked to the MLD form
In the case of predictive control for systems under the MLD form and with
genetic algorithms as optimization strategy, the optimization vector is restricted
to :
χ∗ = [u(k), · · · ,u(k +Nu − 1)]T (69)
The parameters of the function to be minimized are the current states and the
input control variables only. The evaluation function is F (χ, x0) defined as in
equation 79. The auxiliary binary and continuous variables of χ , for evaluation
of F (χ, x0) , are determined by solving a MILP problem for the equality and
inequality constraints of the form cχ < b in equation 44, over the prediction
horizon N . It must be reminded that once the current states and the input
sequence are known, the auxiliary variables are uniquely defined according to
the ”well posed” aspect. Note that in this technique, no auxiliary variables are
optimized, as the GA does not depend upon the structure of the cost function,
the only requirement being the possibility of evaluation of the cost function for
a particular parameter combination.
The population is created on the input variables space over the chosen control
horizon Nu, u
k+Nu−1
k = [u(k), · · · ,u(k + Nu − 1)]T where the vectors u =[
uc ul
]T
contain the continuous and binary control actions. Any individual of
this population is a candidate solution for the next iteration step.
Genetic algorithms, as optimization routine in conjunction with the predic-
tive control strategy for MLD form, could offer a new alternative to the binary
optimization problems while avoiding the exponential complexity of Branch &
Bound technique. In this point, it can be concluded that the GA methods satisfy
the requirements defined at the end of section 4.1. These requirements are ful-
filled by avoiding the analytical optimization techniques based on the structural
properties of the optimization problem and replacing them with the particu-
lar evaluation of the cost function. The exponential complexity is dodged by
providing suboptimal solutions.
Genetic algorithms can be used with the classical MLD model without any
modification, i.e. having as arguments mixed variables : binary and continuous
variables where the continuous variables are transformed and calculated as ex-
plained before equation (5), but this may lead to a loss of accuracy through
quantification of the continuous control actions. With this remark, an intelligent
discretization prior to the effective GA optimization may improve the global op-
timality of the solution. That is the reason why the following section describes
a modified MLD form leading to a time-varying Quadratic (0,1) optimization
problem instead of a MIQP structure. These transformations do not change the
complexity of the GA to be solved but replace the implicit blind quantification
of the continuous control variables with an adaptive discretization technique,
which improve the control performances even with a small number of discretized
variables.
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II-5.4 Modified MLD form
A new feature in discrete optimization problem for MPC is the introduction
of a set of incremental control alternatives. Starting from the MLD form, all the
continuous intervals must be converted in such sets.
Discretization of continuous variables of the MLD form The MLD form
equation 44 clearly shows that variables vectors either include a continuous part
uc ∈ U ⊂ ℜnc , xc ∈ X ⊂ ℜmc , yc ∈ Y ⊂ ℜpc or are completely continuous
z ∈ Z ⊂ ℜrc . The goal is to replace the continuous intervals X,U,Y,Z by
corresponding sets of discrete values Xd,Ud,Yd,Zd. The discretization implies
that at each sampling time, the inputs udc(k) will lie inside a set of discrete
control alternatives Ud instead of a real value inside the continuous interval U.
Discretizing the control variables in M possible alternatives udcj leads to the
control actions set described by :
Ud =
{
udcj
∣∣ j = 1, 2, · · · ,M} (70)
In order to illustrate the method, a continuous interval of control actions
U = [u0, uf ] ∈ ℜ will be taken as example. It must be transformed into a set
of discrete real values. An option is to split the interval in a homogeneous way.
Supposing M = 2n the number of linearly distributed values, the set Ud ={
udc0, u
d
c1, · · · , udc2n−1
}
will replace the interval U with
udc(k) = u0 + (2
k − 1)uf − u0
2n − 1 (71)
where k = 0, 1, · · · , n. The continuous value is then substituted by n binary
variables
[
d0 d1 · · · dn−1
]T ∈ {0, 1}n, coding udc (k) ∈ Ud.
It can be proved that knowing the current state x(k) and applying a discre-
tized input, the updated state will have the possibility to evolve only in a well
defined set of discrete values (”well posed” assumption). The following result
concerns the implicit discretization of the sets X,Y,Z.
Theorem 1. The discretization of the continuous control actions induces a dis-
crete set for all the other continuous variables. For each logical control va-
lue combination ul, the induced discretized sets satisfy : cardU
d ≥ cardXd,
cardUd ≥ cardYd, cardUd ≥ cardZd.
Proof : At instant k the current state of the system x(k) is known together with
a discretization of the control actions inM = 2n alternatives for each input, such
that cardUd = M . For every udc(k) ∈ Ud a unique pair (δd(k), zd(k)) can be
defined from the system inequality equation :
E2δ
d(k) +E3z
d(k) ≤ E1ud(k) +E4x(k) +E5 (72)
due to the ”well posed” assumption of the MLD form, where ud =
[
udc ul
]T
.
Introducing these values in the following equations, the future state and output
134
are found subsequently :
xd(k + 1) = Axd(k) +B1u
d(k) +B2δ
d(k) +B3z
d(k)
yd(k) = Cxd(k) +D1u
d(k) +D2δ
d(k) +D3z
d(k)
(73)
The relation between the discrete inputs and all other (real or logical) variables
can be rewritten as udc ∈ Ud −→ ud(δd, zd,xd,yd) ∈ {0, 1}rl ×Z×X×Y where
xd = [xdc xl]
T, yd = [ydc yl]
T. This means that we are dealing with a mapping
F : Ud −→ X×Y × Z. Noting Xd = PrX Im(F ), it can be seen that the MLD
form is an application T : Ud −→ Xd. From the surjectivity of T comes the
conclusion that cardUd ≥ cardXd. In the same way Yd,Zd can be found which
completes the proof.
By induction it can be proved that discretized control sets will induce for
further sample times the discretization of the continuous intervals. It must be
noticed that advancing in time the topology and the cardinality of these sets
change as consequence of the new input alternatives available. This means that
the control design procedure has to focus only on the discretization of the control
actions as it leads to discretization of all other continuous sets X,Y,Z.
The time-invariant discretization by means of linearly distributed values is
also the usual kind of technique that genetic algorithms employ in order to
transform the mixed optimization problem in a discrete optimization one.
An important note is that the transformation of continuous control actions
to a small discrete set can cause chattering or overshoots on the response. In the
following subsection, a solution to this problem is proposed by scaling control
actions set. Considering such techniques, the discretization is performed in an
adaptive manner, allowing the genetic algorithms to approach the global opti-
mum of the predictive control law criterion.
II-5.5 Fuzzy predictive filter
In order to overcome these difficulties of degraded performances, while kee-
ping a small discretized set, a fuzzy filter is used combined with an adaptation
technique. As shown in [184] there are two approaches for scaling the discrete
sets : fuzzy predictive filters and discrete alternatives based on fuzzy rules. The
first one is described here. The design process includes the choice of the adaptive
control actions, and the construction of the fuzzy criteria for scaling purposes.
Adaptive distribution of control increments One major disadvantage
of the homogeneous discretization is the conservativeness of the discrete alter-
natives. This can be avoided by the adaptation of the control increments as a
function of the previous sample time value as stated in Figure 38.
Let udc(k − 1) = up(k − 1) ∈ U represent the control action at instant k − 1
, where U = [u0, uf ] is the domain for a continuous variable. Let also the upper
and lower bounds of the possible variation in the control signal at time k be ∆−k
and ∆+k respectively, where :
∆+k = uf − up(k − 1), ∆−k = up(k − 1)− u0 (74)
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Figure 38. Linear discretization by subintervals.
The set of adaptive incremental control alternatives is :
Ud(k) =
{
0, γj∆
+
k , γj∆
−
k | j = 1, 2, · · · , l
}
(75)
where the coefficients γj ∈ [0, 1] are fixed and describe a linear distribution upon
the continuous subsets available in relation with the previous control action.
The γj coefficients must thus be chosen instead of choosing fix alternatives as in
equation 71. Their choice imposes the changes allowed by scaling the maximum
variation ∆+k and ∆
−
k and l represents the number of possible positive/negative
control actions. For a practical implementation, these control actions are coded
with p binary variables such that l = 2p−1 − 1.
Fuzzy scaling factors Even if the previous technique improves the quality of
the control actions, once approaching steady state the control alternatives do
not change, and do not permit fine control adjustments. To avoid this problem,
a scaling factor λ ∈ [0, 1] is introduced, which will modify the subintervals length
according to the tracking error (Figure 39).
Figure 39. Linear discretization by scaled subintervals.
The scaling factor λ is time-variant, recomputed at each instant k by a simple
fuzzy criterion based for instance on the predicted error e(k+N − 1 |k) , on the
error variation ∆e(k) = e(k)− e(k− 1) or on the setpoint variations, scaling the
previous introduced set of control updates :
Ud∗(k) = λ(k) Ud(k), λ(k) ∈ [0, 1] (76)
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When the error and the error variation are small, the hybrid system is close to
a steady state situation, and the discretized control alternatives corresponding
to the former continuous inputs should be scaled down to allow tighter control
actions, i.e. λ → 0 . In the same manner when they have higher values, an
important corrective variation should be available, i.e. λ → 1. Fuzzy criteria
have to be designed in order to follow the simultaneous fulfillment of the ”small
predicted error” and ”small error variation” goals described by the member-
ship functions µe and µ∆e respectively. Figure 40 gives an example of such a
membership function.
Figure 40. Membership function example.
Generally, a weighted conjunction between these two fuzzy criteria could be
used :
µλ = µe ∧ µ∆e (77)
The gain λ privileges large variations when the degree of fulfillment for µλ is
reduced. Following this idea λ is defined as the fuzzy complement :
λ = µλ = 1− µλ (78)
The combination of an adaptive set of incremental control alternatives and
fuzzy criteria for scaling them forms a fuzzy predictive filter. The filter reduces
the problem introduced by the discretization while at the same time providing
a set of adaptive alternatives that overcomes the lack of freedom related to a
small number of discrete values. This small number of possible control actions
being kept low speeds up the optimization.
II-5.6 Implementation issues
The modified MLD form for hybrid system presented in the previous sub-
section depends on the value of the previous control actions and scaling factors
that are recomputed at each sampling period. Thus denoting the MLD system at
instant k by ΣMLD(k), its evolution can be written under the following relation :
ΣMLD(k) = ΣMLD(up(k − 1), λ(k)) (79)
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which means that the MLD form is recomputed at each sampling time. In other
words, from the implementation point of view, the classical MLD form has been
replaced by a new time-varying version. This can be implemented through the
specification language HYSDEL (Hybrid System Description Language) [168] as
follows. The upper and lower bound of the continuous interval of each continuous
control variable u0 and uf are defined globally (once) in the HYSDEL language,
while the previous control action up(k − 1) and the fuzzy scaling factors λ are
defined as a real parameter. So the corresponding continuous control variable
uci is represented by :
uci(k) = upi(k− 1)+ si(k)λi(k) Θi ψi(k)
2pi−1 − 1︸ ︷︷ ︸
γi
∆+ki+ (1− si(k))λi(k)
Θi ψi(k)
2pi−1 − 1︸ ︷︷ ︸
γi
∆−ki
(80)
where : Θi =
[
20 21 · · · 2pi−2 ] , ψi(k) = [d0 d1 · · · dpi−2 ]T ∈ [0, 1]pi−1
si ∈ {0, 1} representing the sign of the control action is considered as a
binary optimization variable. The direct specification of the dynamics of the
MLD system using the form equation 80 is not possible because the term up(k−1)
can not be implemented into the HYSDEL current version. Consequently, the
easiest way to overcome this difficulty is to treat up(k − 1) as an additional
continuous auxiliary variable, which has no impact on the complexity of the
MLD model and on the computational burden.
Once the modified MLD form completely described, a routine, which per-
forms the evaluation for the genetic algorithm, has to be created. This routine
interprets the GA at each iteration, solving a MILP problem for the equality
and inequality equations of the MLD form. It results in the response to the
δd, zd,xd,yd values and then the evaluation of the cost function equation 45.
The whole control design procedure described above is summarized in the dia-
gram of Figure 41.
Figure 41. Control scheme including the modified MLD form
An important note is that the number of binary variables, coding the discrete
alternatives, could be chosen as small as 2 or 3 without loss of performances.
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Such choices offer good precision in general cases due to the adaptive mechanism
introduced by the adaptive distribution of control increment γj∆
+/− and the
fuzzy scaling factors λ , while decreasing the computational time and complexity.
II-6 Application
The previously described predictive control strategy is applied to the three
tanks benchmark system presented in [187]. The details of the classical MLD
model for the three tanks benchmark can be found in [166].
Figure 42. Three tanks benchmark system.
II-6.1 Benchmark description
The tanks 1 and 2 in Figure 42 are loaded through the two flow inputs
denoted by Q1 nd Q2 taking continuous values between 0 and Qmax. All the
valves V1, V2, V13, V23, VL1, VL2 and VL3 are on-off type. The valves VL1 and VL2
remain closed and VL3 open. The objective is to maintain a predefined constant
level into the tank 3. The state space vector includes the water levels in the tanks
h1, h2 and h3. The mass conservation gives the following differential equation :
h˙1 =
1
A (Q1 −Q13V 1 −Q13V 13)
h˙2 =
1
A (Q2 −Q23V 2 −Q23V 23)
h˙3 =
1
A (Q13V 1 +Q13V 13 +Q23V 2 +Q23V 23 −QN )
(81)
where Qij are the flows and A is the section of each tank. Using Toricelli’s law
and linearizing the flows leads to :
Qi3V i3 ≈ ki3 Vi3 (hi − h3)
Qi3V i ≈ ki Vi(max(hv, hi)−max(hv, h3)
QN3 ≈ kN3 VL3 h3
(82)
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where : ki3 = azSi3
√
2g
hmax
, i = 1, 2,ki = azSi
√
2g
hmax − hv , kN3 = azSN3
√
2g
hmax
The MLD model implies the following set of variables :
x = [h1h2h3]
T
u = [Q1Q2V1V2V13V23]
T
δ = [δ01δ02δ03]
T
z = [z01z02z03z1z2z13z23]
T
(83)
with :
[δ0i(t) = 1]↔ [hi(t) ≥ hv] i = 1, 2, 3
z0i(t) = δ0i(t) (hi(t)− hv) i = 1, 2, 3
zi(t) = Vi (z0i(t)− z03(t)) i = 1, 2
zi3(t) = Vi3 (hi(t)− h3) i = 1, 2
(84)
II-6.2 Modified MLD form of the three tanks benchmark
Following the technique presented before, the inputs Q1 and Q2 are discreti-
zed and coded by three binary variables including the sign (p = 3), as follows :
∆Q1 = ±λ1 21d11+20d12(22−1) ∆+/−k1
∆Q2 = ±λ2 21d21+20d22(22−1) ∆+/−k2
(85)
with d11, d12, d21, d22 ∈ {0, 1} and the scaling factors λ1, λ2 ∈ [0, 1] recomputed
at each instant k by fuzzy rules.
The variable giving the sign of the variation for the control actions, λj∆
+
k
or λj∆
−
k , represents an optimization variable. In conclusion, the modified MLD
form has as input the following vector :
u = [s1 d11 d12 s2 d21 d22 V1V2V13V23]
T (86)
II-6.3 Simulation results
Let consider now the following specification : starting from zero levels (the
three tanks being completely empty), the objective of the control strategy is to
reach the liquid levels h1 = 0.5m, h2 = 0.5m, and h3 = 0.1m. According to the
known specified levels, fuzzy criteria based on Gaussian membership functions
similar to those given in Figure 40 are designed. The genetic algorithm for the
optimization problem of equation 45, under the dynamic constraints described
with the modified MLD model, has been applied in simulation to reach the
level specification previously given with the two prediction horizons N = 2 and
Nu = 2. The results are presented on Figure 43 for the three tanks levels and on
Figure 44 for the control signals.
The level in the third tank is oscillating around 0.1m, since h3 = 0.1m is not
an equilibrium point. The continuous signals Q1 and Q2 shown in Figure 44 have
various values introduced by the adaptive effect, proving the freedom brought in
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by the intelligent discretization procedure. For a comparison purpose, Figures 43
and 44 present results obtained for the same tuning N = Nu = 2 with a classical
approach including B&B optimization. The sub-optimality of the GA strategy
does not affect the observed performance.
Figure 43. Water levels in the three tanks.
Figure 44. Controlled variables.
The following problem, where the valves VL1 and VL2 are not forced to be
closed and the specifications levels are h1 = 0.1m, h2 = 0.1m, and h3 = 0.2m,
is impossible to solve in reasonable time with MIQP solvers for the MLD form
because it demands a large prediction horizon. Due to the restricted computa-
tional time obtained with the GA technique, this problem can now be solved
for N = 5, Nu = 2, where the number of binary variables of the modified MLD
model is 10 (equation 86). The results are presented in Figure 47.
An evaluation of the computation times was performed with the benchmark
under the first configuration, running Matlab 6.5 on an AMD 2.1GHz machine
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Figure 45. Water levels in the three tanks. ”Classical” approach .
Figure 46. Continuous controlled variables. ”Classical” approach .
Figure 47. Water levels in the three tanks.
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and by solving the optimization problem with a GA Matlab routine [210]. No
modification of the Matlab routine in order to optimize the implementation of
the algorithm or its efficiency was realized. The genetic algorithm solver works
in this case with a population of 80 individuals, a threshold of 1e − 6 and a
maximal number of genetic operations varying from 50 to 100. The number of
binary variables is restricted here to 8Nu . Table 1 gives the computational times
for predictive control problems for different prediction and control horizons.
Table 2. Computational times (sec.) for predictive control problems for different
prediction and control horizons
N 1 2 3 4 5 6
Nu (# of binary variables)
1 8 16.20 18.37 20.58 23.20 25.21 26.66
2 16 X 50.66 57.25 64.15 70.86 78.58
3 24 X X 77.50 84.73 96.33 105.33
4 32 X X X 105.08 117.08 128.50
5 40 X X X X 131.87 147.15
From Table 1, it is clear that the genetic algorithm with the technique des-
cribed before is more effective with the long prediction and control horizon, i.e.
with a large number of binary variables rather than with a small number of bi-
nary optimization variables, as the complexity depends linearly on the number
of binary variables.
Partie III : La commande pre´dictive des
syste`mes avec l’entre´e affecte´e par un retard
variable. Sur la construction des mode`les
line´aires affecte´s par l’incertitude polytopique et
les connexions avec la commande pre´dictive
robuste.
Resume´ : Le troisie`me chapitre se concentre principalement sur le traitement
des proble`mes de commande pre´dictive pour des mode`les de pre´diction line´aires
dont les signaux d’entre´e sont affecte´s par un retard variable.
L’un des proble`mes structurels cause´s par ce type de retard est le caracte`re
variable en temps du mode`le de pre´diction. Dans la premie`re partie du chapitre,
des mode`les line´aires affecte´s par une incertitude polytopique sont construits de
manie`re a` couvrir toute la gamme de variation des parame`tres du mode`le. Cette
construction est en fait une particularisation du proble`me de couverture d’une
courbe dans un espace de dimension finie par une forme convexe (ici par un
polytope).
Apre`s l’obtention d’un mode`le de pre´diction avec sa description de l’incerti-
tude associe´e, les contraintes sont prises en compte pour la synthe`se pre´dictive.
La stabilite´ est garantie par la construction d’une se´rie d’ensembles invariants
robustes a` l’aide des ite´rations sur les ensembles convexes et la re´solution d’un
proble`me d’optimisation de type ”min-max” de sorte que la pre´diction prend en
compte l’e´volution la plus pessimiste la dynamique.
Les proble`mes d’optimisation multi-parame`triques de type ”min-max” im-
pliquent des solutions explicites tre`s complexes, fait qui nous conduit a` la pro-
position d’une me´thode alternative de synthe`se dans la dernie`re partie du cha-
pitre. A partir d’une loi de commande synthe´tise´e en utilisant un mode`le de
pre´diction nominal, une proce´dure de contraction/expansion est utilise´e pour la
construction d’un ensemble positif invariant pour le syste`me en boucle ferme´e.
Les re´sultats pre´sente´s dans ce chapitre se trouvent partiellement dans les
publications suivantes :
S. OLARU, S. NICULESCU ”Predictive Control for Linear Systems with Delayed Input Subject
to Constraints”, IFAC World Congress 2008, Seoul, Korea, 6-11 Juillet 2008.
S. OLARU, H. BENLAOUKLI, S. NICULESCU, ”MPC for systems with variable time-delay.
Robust positive invariant set approximations”, ICINCO 2008, Madeira, May 2008.
H. BENLAOUKLI, S. OLARU, S. NICULESCU ”Commande pre´dictive des syste`mes dont
l’entre´e est affecte´e par un retard variable ”, CIFA 2008, Bucarest, 3-5 Septembre 2008. Publi-
shed also in ”Automatique Avancee et Informatique Appliquee”, P. Borne, F. Filip, M. Benrejeb si
D. Popescu, editori, Ed. Academiei Romane, Bucuresti, 2009, ISBN 978-973-27-1806-3.
Predictive control for systems affected by
variable time delay
Re´sume´ This chapter paper deals with the moving horizon control of
systems subject to input delays and affected by input and state and/or
output constraints.
The robustness of the control law with respect to the uncertainties in-
troduced by the discretization is considered by constructing in a first
instance the embedding of the nonlinear dependence on the delay. Then
an extended linear model with polytopic uncertainty is used for predic-
tion and the stability of the closed-loop system is guaranteed by forcing
the state trajectories to attain a robust positively invariant terminal set
on the prediction horizon.
Illustrative examples for the construction of the embeddings as well as
for the control design complete the chapter .
III-1 Introduction
It is well-known that the reaction of real systems and physical processes to
exogenous signals takes never place ”instantaneously”, and one of the classical
way to model such situations and phenomena is by using time-delays. Roughly
speaking, the delays (constant or time-varying, distributed or not) describe cou-
pling or between the dynamics, propagation and transport phenomena, heredity
and competition in population dynamics. Various motivating examples and re-
lated discussions ca be found in [239], [205], [237]. Networking (congestion me-
chanisms, consensus algorithms, teleoperation and networked control systems)
is one of the classical examples among numerous applications including delays
spanning biology, ecology, economy and engineering, where the delay is a criti-
cal parameter in understanding dynamics behavior and/or improving (overall)
system’s performances.
Independently of the mathematical problems related to the appropriate re-
presentation of such dynamics, the delay systems are known to rise challenging
control problems due to the instabilities introduced in the closed loop by the
presence of delays. Discrete time control of continuous systems affected by de-
lays has to face even more difficulties due to the sampling which introduces an
uncertainty in the discrete models.
It is known that predictors can be used to overcome the effects of dead-
time (with inherent problems linked to the sensitivity of predictions for unstable
models). MPC - ”Model Predictive Control” solves at each sampling time a
finite-time optimal control problem over a receding prediction horizon and is
no surprise that its use in connection with delay systems was proposed from
the early approaches [182]. At the time of the redaction of the present paper a
145
monograph is in print with a review of the attempts on this direction ranging
from dead-time compensation to MPC [181].
Considering the latest advances in MPC design [235,203] which offer constraints
handling capabilities with stability guarantees [232] as well as the possibility of
incorporating uncertainties in an explicit manner at the design stage one has the
picture of a versatile control strategy with a proved succes among practitioners.
To the best of the author knowledge, there exists several results in the li-
terature devoted to delay systems and input and or state-constraints, see for
instance [275], where appropriate (closed-loop) stability conditions have been
proposed by using LMIs. Next, various robustness issues of some predictive-
based control laws using the discrete dynamics and the uncertainty introduced
by small variations of the times between sampling instants can be found in [228]
(and the references therein). The approach we are proposing here is based on
some ”minmax” optimization problem that takes into account the ”worst-case”
performance of the polytopic uncertainty, and it opens interesting perspectives
for defining an appropriate methodology, computationally tractable, for hand-
ling such class of problems. In other words, the aim of this paper is to develop
methods and numerical algorithms for treating simultaneously delays and input
and state and/or output constraints in a predictive control setting.
Concretely, the present paper emploies a predictive control technique for
delay systems by considering the uncertainties introduced at the discretization
stage. The obtention of the prediction model is detailed as well as the synthe-
sis of a local state feedback stabilizer for the unconstrained case using convex
optimization type of arguments. The invariant set associated to this stabilizing
feedback law is constructed in order to impose stability constraints in the MPC
synthesis. This can be achieved by adapting the theory of maximal output admis-
sible sets for the system with polytopic uncertainty. Finally a receding horizon
optimization problem is solved do drive the state to the origin by robustly satis-
fying the constraints. By obtaining the explicit formulation of the control law in
terms of a piecewise affine control law, the shape of the feasibility domain being
available.
III-2 Problem description
Consider a nominal linear continuous-time system affected by input delay :
x˙(t) = Acx(t) +Bcu(t− h) (87)
with Ac ∈ Rn×n, Bc ∈ Rn×m and h > 0, under appropriate initial conditions.
A corresponding discrete-time model will be constructed upon a chosen sam-
pling period Te by considering the time instants tk = kTe. In order to prove the
robustness of any discrete-time control scheme with respect to original system,
a certain degree of uncertainty being acceptable when dealing with delays :
h = dTe − ǫ (88)
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is considered.
In the general case, the variation ǫ can be time-varying but it will be supposed
in the following that the choice of d is such that it assures the boundness :
0 < ǫ ≤ ǫ¯≪ Te (89)
where ǫ¯ is the maximal delay variation.
Noting the discrete time instants xk = x(tk) one can describe the discrete
time model by :
xk+1 = Axk +Buk−d −∆(uk−d − uk−d+1) (90)
due to the fact that there is no exact correspondence between the delay in
continuous-time and the samples available for the discrete model and this mis-
match impose the consideration of an uncertainty.
The matrices A,B,∆ are given by :
A = eAcTe (91)
B =
∫ Te
0
eAc(Te−θ)Bcdθ (92)
∆ =
∫ Te
Te−|ǫ|
eAc(Te−θ)Bcdθ (93)
=
∫ 0
−|ǫ|
e−AcτBcdτ (94)
obtained by assuming that the control action u is maintained constant between
sampling instants, u(t) = uk, ∀t ∈ [tk, tk+1).
Remark 3. Equations (88-89) consider a delay uncertainty such that dTe ≥ h >
dTe− ǫ¯. In order to diminish the importance of the uncertainty matrix ∆ in (90),
the uncertainty can be centered around a delayed input
|h− dTe| ≤ ǫ¯≪ Te/2
thus decreasing the integration limits for (93). The distinction between the case
ǫ > 0 and ǫ < 0 can be found in [228] as well as a detailed discussion about
uncertainties introduced by small variations of the time between sampling ins-
tants. In the following we resume our study to the simpler case (89) and observe
that the other cases can be treated similarly.
The extreme realizations of the discrete-time model are
For ǫ = 0 :
xk+1 = Axk +Buk−d (95)
For ǫ = ǫ¯ :
xk+1 = Axk + (B − ∆¯)uk−d + ∆¯uk−d+1 (96)
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but all the intermediate realizations have to be considered.
The objective is to design a control law which regulates the system state for
any 0 ≤ ǫ ≤ ǫ¯ < Te while robustly satisfying a set of constraints :
Ccx(t) +Dcu(t) ≤Wc, for t ∈ [kTe, (k + 1)Te) (97)
which can be rewritten in a linear form function of xk and uk as :
Cxk +Duk ≤W (98)
Note that on the given interval u(t) = uk but precautions have to be taken for
x(t) which has the form :
x(t) = eAc(t−kTe)xk +
∫ t
kTe
eA(t−θ)Bukdθ (99)
thus depending on xk and uk.
This linear type of constraints covers a large class of limitations encountered
in practice (input saturations or output constraints for exemple). It is supposed
however that the origin is contained in the interior of the polyhedral domain
described by (98).
III-3 Prediction model
By rewriting the dynamics (95-96) in a compact form one can obtain the
following linear model :
ξk+1 = A∆ξk +B∆uk (100)
with
ξTk =
[
xTk u
T
k−d . . . u
T
k−1 u
T
k
]
(101)
A∆ =

A B −∆ ∆ . . . 0
0 0 Im . . . 0
. . . . . . . . .
. . . . . .
0 0 0 . . . Im
0 0 0 . . . 0
 (102)
B∆ =
[
0 0 . . . 0 Im
]T
(103)
It can be observed that the matrix ∆ is depending on the value of the delay
uncertainty ǫ which varies the integration limits in (93). Rigorously speaking, one
should use ǫk due to the fact that the uncertainty is time-varying (the same for
∆). In the following this explicit dependence on time is omitted for the simplicity
of the notation.
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Remark 4. For the compact linear model (100) one has A∆ ∈ IR(n+d·m)×(n+d·m)
and B∆ ∈ IR(n+d·m)×m. From (88) it follows that d → ∞ when Te → 0 which
means that the system (100) becomes infinite dimensional when the sampling
time decrease to 0.
The idea followed in this paper is to confine ∆ in a polytopic set which
covers all the possible realizations (thus independent of ǫ). In order to obtain
the extreme combinations of this polytopic embedding, the Jordan canonical
form can be used Ac = V ΛV
−1. The matrix Λ can be decomposed as Λ =
n∑
i=1
Λi
with Λi originated by the terms of the direct sum Λ = Λ˜1 ⊕ · · · ⊕ Λ˜n. For the
brevity of the paper is assumed that Ac is invertible and not defective and Λ˜i
correspond to the diagonal elements. If this is not the case, the exponential of
the Jordan blocks eΛi ǫ¯ have to be computed separately and each resulting matrix
further decomposed upon the upper diagonals in (106) to provide the full set of
vertices for the polytopic model (108). Although not explicitly developed, one
of the examples in section 6 will fall in this case, proving the generality of the
results.
If the integral of the exponential (94) is written as :
∆ = A−1c (e
Acǫ − In)Bc (104)
then for the limit values of ǫ one can obtain the extreme realizations :
∆0 = 0n×m (105)
∆i = A
−1
c V (e
Λi ǫ¯ − I)V −1Bc, ∀i = 1, . . . , n (106)
In order to obtain the desired control objectives for the system (100) one can
use a polytopic embedding within the linear models given by :
A∆0 =

A B 0 . . . 0
0 0 Im . . . 0
. . . . . . . . .
. . . . . .
0 0 0 . . . Im
0 0 0 . . . 0
 (107)
A∆i =

A B − n∆i n∆i . . . 0
0 0 Im . . . 0
. . . . . . . . .
. . . . . .
0 0 0 . . . Im
0 0 0 . . . 0
 , i = 1, . . . , n (108)
The following result resumes the existence of a polytopic model for the system
(100).
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Theorem 2. For any 0 ≤ ǫ ≤ ǫ¯ the state matrix A∆ satisfies :
A∆ ∈ Co{A∆0 , A∆1 , . . . , A∆n} (109)
where Co{.} denotes the convex hull 13 and vertices Ai are given by (107-108).
Proof : For any 0 ≤ ǫ ≤ ǫ¯ and for all i = 1, . . . , n there exists 0 ≤ βi ≤ 1 such
that :
∆ = V
(
eΛǫ − I)V −1A−1c Bc =
=
n∑
i=1
V
(
eΛiǫ − I)V −1A−1c Bc
=
n∑
i=1
V
(
βi
(
eΛi ǫ¯ − I)+ (1− βi) (eΛi0 − I))V −1A−1c Bc
=
n∑
i=1
βi∆i + (1− βi)∆0
= (n−
n∑
i=1
βi)∆0 +
n∑
i=1
βi∆i
=
(n−
n∑
i=1
βi)
n︸ ︷︷ ︸
α0
n∆0 +
n∑
i=1
βi
n︸︷︷︸
αi
n∆i
(110)
The matrix ∆ appears in a linear manner in the structure of A∆ as it can
be seen in (102) and using the scalars αi ≥ 0, i = 0, . . . , n found before, one can
write :
A∆ =
n∑
i=0
αiAi (111)
By observing that
n∑
i=0
αi = 1 the proof is completed
The model (100-103) with the uncertainty (109) will be used as prediction
model in the MPC scheme. Before describing the optimization problem to be
solved at each sampling time, the next section details the construction of a
robust positively invariant set to be further used as terminal constraints for the
prediction.
III-3.1 Variable time delay larger than sampling time
Using an extended state space representation based on the equation (90), one
can obtain using (A,B, ∆¯), the nominal prediction model :
ξk+1 = F¯ ξk + G¯uk (112)
13. For some nonnegative scalars α0, α1, α2, . . . , αn summing to one
A∆ =
n∑
i=0
αiA∆i
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Nominal prediction model By defining :
ξTk =
[
xTk u
T
k−h u
T
k−h−1 . . . u
T
k−d u
T
k−d−1 . . . u
T
k−1
]
(113)
the matrices A,B,∆ and the scalars h and d one can form :
ξk+1 = F¯ ξk + G¯uk (114)
with F¯ , G¯ given by the equation (115-116).
F¯ =


A
h−d︷ ︸︸ ︷
0 0 . . . 0 B − ∆¯ ∆¯
d−2︷ ︸︸ ︷
0 . . . . . . 0
h− d


0
...
...
0
0 Im
. . .
. . .
. . . 0
. . . Im
0
0 0
. . .
0
. . .
Im 0
...
...
. . .
0 Im
. . . 0
0
. . .
. . .
. . .
Im 0
. . .
. . .
d− 2


...
...
...
0
. . . . . .
0 Im
. . .
. . .
. . . 0
. . . Im
0


; (115)
G¯ =
[
0 | 0 . . . . . . . . . | 0 0 | . . . . . . 0 Im
]T
(116)
Polytopic uncertainty model The time-varying delay case is expressed by
the equation (117) with the transition matrices given by (119-120).
ξk+1 = Fξk +Guk (117)
Considering the embedding of the matrix ∆ in a polytopic model with n+1
extreme realizations, we realize that the global polytopic model in an extended
state space will be :
ξk+1 = Fξk +Guk
(F,G) ∈ Ωξ
Ωξ = Co {(F0, G0), (F1, G1), . . . , (Fs, Gs)}
(118)
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F =


A δh(B −∆) δh−1(B −∆) + δh∆ δh−2(B −∆) + δh−1∆ . . . . . . δ1(B −∆) + δ2∆
0 0 Im 0 . . . 0
...
. . . 0 Im
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . Im
0 . . . . . . . . . . . . 0


;
(119)
G =
[
δ1∆ 0 . . . . . . 0 Im
]
(120)
The variables δi, i = 1, . . . , h are such that :
h∑
i=1
δi = 1; δi ∈ {0, 1} (121)
The number of extreme realizations is s = h(n + 1) (due to the fact that
there are h admissible logic variables combinations). Nevertheless n−1 of them,
corresponding to ∆ = 0 are in fact spanned by the neighbour combinations of
logic variables such that the overall complexity of the polytopic model is given
by s = nh+ 1.
For the same state vector ξk, by using A,B and the polytopic embedding
for ∆ with the extreme realizations ∆i, i = {0, . . . , n} one can describe in an
extended state space, the polytopic model :
ξk+1 = Fξk +Guk
(F,G) ∈ Ωξ
Ωξ = Co {(F1, G1), (F2, G2), . . . , (Fs, Gs)}
(122)
with s = nh+ 1 (see the appendix for structural details).
The system evolution has to satisfy physical limitations in terms of the avai-
lable control action and the accessible region in the states space. Their descrip-
tion will be given as a set of linear inequalities :
Cξk ≤W (123)
III-4 Robust positive invariant set
In the first stage a stabilizing control law is found for the polytopic model in
the unconstrained case and secondly a positive invariant set is constructed by
considering also the constraints (98).
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III-4.1 Stabilizing control law. Unconstrained case.
Consider the linear systems (100) subject to a polytopic uncertainty (109) :
ξk+1 = A∆ξk +B∆uk
A∆ ∈ Ω
Ω = Co{A∆0 , A∆1 , . . . A∆n}
(124)
It is supposed that a stabilizing control law
uk = Kξk (125)
exists and it can be obtained using an LMI (linear matrix inequalities) construc-
tion.
Consider an infinite-horizon min-max control problem :
min
uk,uk+1,uk+2...
max
A∆∈Ω
J∞ (126)
with
J∞ =
∞∑
i=0
ξTk+iQξk+i + u
T
k+iRuk+i (127)
uk = Kξk (128)
where Q > 0, R > 0 are suitable weighting matrices.
A quadratic function of the state
V (ξ) = ξTPξ, P > 0 (129)
will represent an upper bound for J∞ if the following inequality is satisfied
∀A∆ ∈ Ω :
V (ξk+i+1)− V (ξk+i) ≤ −[ξTk+iQξk+i + uTk+iRuk+i] (130)
Rewriting this equation using (128) the following inequality is obtained :
ξTk+i[(A∆ +B∆K)
TP (A∆ +B∆K)
−P +KTRK +Q]ξk+i ≤ 0 (131)
or equivalently :
(A∆ +B∆K)
TP (A∆ +B∆K)− P +KTRK +Q ≤ 0 (132)
Using the ideas in [173], by noting P = γS−1, S ≥ I and Y = KS, the
following LMI can be constructed :
S SAT∆ + Y
TBT∆ SQ
1/2 Y TR1/2
A∆S +B∆Y S 0 0
Q1/2S 0 γI 0
R1/2Y 0 0 γI
 ≻ 0, (133)
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Using now the fact that A∆ ∈ Ω, a stabilizing control law is given by K =
Y S−1 where Y , S and the scalar γ solutions of the LMI [219] :
min
γ,S, Y
γ
S SAT∆i + Y
TBT∆ SQ
1/2 Y TR1/2
A∆iS +B∆Y S 0 0
Q1/2S 0 γI 0
R1/2Y 0 0 γI
 ≻ 0,
for all i = 0, . . . , n
(134)
Remark 5. This LMI based procedure is used in [219] to design a MPC law.
The LMI in (134) is not depending on the measured state and thus the resul-
ting control law is represented by a fixed feedback control gain. Its stabilizing
properties will be used for the construction of a robust positive invariant set.
III-4.2 Maximal output admissible set
In order to deal with the constraints, the first step is to rewrite (98) in terms
of the augmented state variable ξ :
Γξk +Duk ≤W (135)
Using the stabilizing control law uk = Kξk = Y S
−1ξk found by solving (134)
the following polyhedral domain can be defined in the augmented state space :
P =
{
ξ ∈ IR(n+d·m) | (Γ +DK)ξ ≤W
}
(136)
Definition 3. [201] The maximal output admissible set, for a LTI system ξk+1 =
Φξk and a predefined set P as in (136), is described as :
O∞ =
{
ξ0 | Φkξ0 ∈ P, ∀k ∈ N
}
(137)
In our case, the generalization of this concept for the polytopic systems is of
most interest, the following definition providing the necessary details.
Definition 4. For a system with polytopic uncertainty :
ξk+1 = Φiξk
Φ ∈ ΩK
ΩK = Co{(A∆0 +B∆K); . . . ; (A∆n +B∆K)}
(138)
and a predefined set P , the maximal output admissible set OΩ∞ is defined as the
collection of all the initial states ξ0 for which the state trajectory remains in the
interior of P for all future instants k ≥ 0.
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In other words the maximal output admissible set is described readily as :
OΩ∞ =
{
ξ0 | Φkξ0 ∈ P, ∀Φ ∈ ΩK , ∀k ∈ N
}
(139)
An important problem has to be clarified with respect to this construction :
under which conditions the set OΩ∞ is finitely determined. Taking into account
that the control law uk = Kξk was found such that all the extreme realizations
in (138) are asymptotically stable, the extension of the Theorem 4.1 in [201]
assures that for bounded P , with 0 ∈ IntP , if the pairs (Γ+DK,Ai+BiK), ∀i ∈
{1, . . . , n} are observable, then OΩ∞ is finitely determined.
Similar to the linear case, the construction algorithm can exploit the fact
that OΩ∞ is finitely determined if and only if ON = ON+1 where :
OΩN =
{
ξ0 | Φkξ0 ∈ P, ∀Φ ∈ ΩK , ∀k ∈ {1, . . . , N}
}
(140)
Observing that the same set can be rewritten as :
OΩN+1 = {ξ ∈ ON | Φξ ∈ P, ∀Φ ∈ ΩK} (141)
and further by noting Φi = A∆i + B∆K, i = 0, . . . , n one can obtain a direct
computable expression :
OΩN+1 = {ξ ∈ ON | Φiξ ∈ P, ∀Φi ∈ {Φ0, . . . , Φn}} (142)
which can be used in a recursive manner to obtain the maximal output admissible
set for the class of systems we are interested in.
The set OΩ∞ enjoys by definition (139) robust positively invariance properties
[171] and thus it will be further used in the predictive control design.
III-5 Predictive control
A standard MPC strategy for the delay system considered here applies at
each sampling instant the first component of the optimal control sequence ku =
{uk, . . . , uk+N−d} as control action to the system while the tail is discarded.
Using the new measurements the optimisation procedure is restarted, thus ob-
taining a closed-loop control scheme.
As a basic remark, the prediction horizon has to be larger than the delay in
order to have an effective measure of its effect at the system output.
k∗u = argmin
ku
{
max
i
ξ
{i}
k+N
T
Pξ
{i}
k+N
+
N−1∑
j=0
[
ξ
{i}
k+j
T
Qξ
{i}
k+j + u
T
k+jRuk+j
]} (143)
subject to : 
ξ
{i}
k+j+1 = A∆iξ
{i}
k+j +B∆uk+j
Γξ
{i}
k+j +Duk+j ≤W,
i = 1, . . . , n; j = 1, . . . , N − 1
ξ
{i}
k+N ∈ OΩ∞; i = 1, . . . , n
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The construction of the predictive control law will be influenced by the choice
of the prediction horizon N , and weighting factors Q,R which are respecting the
choice made for the stabilizing control law in the previous section (127). In this
case the terminal state will be weighted by P = S−1.
Remark 6. The formulation (143) is based on a min-max optimization problem
which takes into consideration worst-case performance for the polytopic uncer-
tainty A∆ ∈ Co{A∆0 , A∆1 , . . . A∆n}. Unfortunately this framework turns to be
computationally expensive ([215],[244]), not to mention the version where the
optimization is performed using closed-loop predictions which implies a nested
min-max optimization to be solved upon dynamic programming principle.
The computational complexity is related only with the cost function, while
the constraints are not affected by the way the worst-case is treated. Using this
fact, a suboptimal feasible solution can be used for the MPC control scheme,
drastically reducing the computational effort :
k∗u = argmin
ku
ξ
{0}
k+N
T
Pξ
{0}
k+N
+
N−1∑
j=0
[
ξ
{0}
k+j
T
Qξ
{0}
k+j + u
T
k+jRuk+j
] (144)
subject to : 
ξ
{i}
k+j+1 = A∆iξ
{i}
k+j +B∆uk+j
Γξ
{i}
k+j +Duk+j ≤W,
i = 1, . . . , n; j = 1, . . . , N − 1
ξ
{i}
k+N ∈ OΩ∞; i = 1, . . . , n
It can be observed that the cost function in (144) is based on a nominal model
while the constraints take into account all the possible uncertainty realization
in order to obtain a robust control scheme. The robust stability is assured by
the use of the terminal the terminal constraints and a pseudo-infinite horizon
objective function [232].
Remark 7. The optimisation problem in (143) can be reformulated as a multi-
parametric quadratic problem ([203],[188])
k∗u = argmin
ku
0.5kTuHku + k
T
uFξ
subject to : Ainku ≤ bin +Binξ
(145)
and further explicit solutions for the MPC law can be obtained by retaining the
first component of k∗u(ξ), thus expressing the predictive control in terms of a
piecewise affine control law [188] :
uk = K
MPC
i ξ + κ
MPC
i , with i s.t. x ∈ Di , (146)
and the regions Di convex polyhedra in IR
n+dm.
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III-6 Examples
Two illustrative examples will be presented below. The first one corresponds
to an unstable system with the matrix A invertible. The second one is the double
integrator for which the state matrix is defective and not invertible. As mentioned
in section 3, the arguments can be adapted easily in this situation.
III-6.1 Unstable system
Consider the unstable system with delay :
x˙(t) =
[
1.1 −0.1
1 0
]
x(t) +
[
1
0
]
u(t− h), h ∈ (0.2, 0.3) (147)
Sampling at Te = 0.1 a discrete model is obtained with a delay d = 3 and
the uncertainty 0 < ǫ ≤ 0.1 which affect the structure of the prediction model
(90). Following the procedure described in section 2, a polytopic model can be
constructed with three extreme realisations {A∆0 , A∆1 , A∆2}.
A∆0 =

1.1158 −0.0106 1.0579 0 0
0.1058 0.9995 0.0529 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 , (148)
A∆1 =

1.1158 −0.0106 1.0579 0.1169 0
0.1058 0.9995 0.0529 0.1169 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 (149)
A∆2 =

1.1158 −0.0106 1.0691 −0.0112 0
0.1058 0.9995 0.1646 −0.1117 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 (150)
Using the stabilizing feedback control law
uk =
[−1.6952 −1.5002 −1.4597 −1.2375 −0.8513 ] ξk (151)
obtained by solving the corresponding LMI (134), one can obtain a robust posi-
tive invariant set (figure 48).
The region of the state space where the MPC control law will accomplish the
regulation objective is directly related with the length of the prediction horizon
(figure 49 presents the case N = 3). The MPC synthesis was based on Q = I,
R = 1 and the set of constraints :
−1 ≤ uk ≤ 1[−10
−10
]
≤ xk ≤
[
10
10
]
(152)
157
Figure 48. The robust maximal output admissible set OΩ∞ (red) compared from
left to right with the maximal output admissible sets of each extreme realization
A∆0 , A∆1 , A∆2
It can be observed from the shape of the feasible domain that main restric-
tion come from the input constraints activation (not a surprise for a open loop
unstable system).
Figure 49. Feasible domain for the MPC law (wireframe) vs. the the robust
maximal output admissible set (solid color).
The time-domain simulation starting from an initial state ξT = [[4 − 4 −
100]] (figure 50) proves the effectiveness of the control scheme with constraints
satisfaction.
III-6.2 Double integrator with time-delay
Consider the double integrator with delay :
x˙(t) =
[
0 0
1 0
]
x(t) +
[
1
0
]
u(t− h), h ∈ (0.2, 0.3) (153)
A discrete time model has to be constructed for Te = 0.1, the delay being
represented by d = 3 samples with an uncertainty 0 < ǫ ≤ 0.1. The model
uncertainty has to be expressed in terms of a polytopic model (124). The ap-
proach (104) cannot be employed but a simple Taylor decomposition leads to
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Figure 50. Time-evolution of the states and inputs.
the following extreme realizations :
A∆0 =

1 0 1 0 0
0.1 1 0.05 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 , A∆1 =

1 0 0.9 0.1 0
0.1 1 0.05 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 (154)
A∆2 =

1 0 1 0 0
0.1 1 0.045 0.005 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 (155)
Solving the LMI (134) with Q = 50I and R = 0.1 the stabilizing following
control law is obtained :
uk =
[−0.0341 −0.0333 −0.0073 −0.0030 −0.0815 ] ξk (156)
Figure 51 presents the robust positive invariant set and the feasible domain
for the MPC law synthesized according to (144) with a prediction horizon N = 7
and the constraints :
−1 ≤ uk ≤ 1[−10
−10
]
≤ xk ≤
[
10
10
]
(157)
The feasible domain is represented in fact by the union of 76 regions in the
state space for which a fixed affine control law is associated (146). The state
space dimension being 5, the figures are presenting cuttings for the last two
dimension by (0, 0); (−1,−1); (−1, 1); (1,−1); (1, 1). It can be observed that in
(0, 0) there is inside a sigle region while the other cuttings are spliting the feasible
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regions in several regions due to the fact that the constraints activation change
the optimality conditions for the optimization problem which is solved at each
sampling instant.
Finally in figure 52 the simulation in time is presented with the state evolution
and the corresponding control action as well as the state space trajectory.
Figure 51. Feasible domain for the MPC law (wireframe) and the the robust
maximal output admissible set (solid color).
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Figure 52. Time-evolution of the states and inputs (left). Trajectory on the
state space of the original system (right).
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III-7 Tuning MPC for robustness
The resulting law uk = Kxk = Y s
−1xk represents an robust stabilizing
control in the unconstrained case. The idea in the following is to use this infor-
mation when tuning the nominal MPC parameters in (143), namely Q,R and P .
We start with the remark that the MPC law is a piecewise affine function of the
state and the central region (or the region containing the origin, if the constraints
are not symmetric) is characterized by the unconstrained optimum for the cho-
sen performance index in (143). Constructing this performance index such that
the optimal solution corresponds to the LQ solution (K = Y S−1 ↔ KLQ) can
be seen as an inverse optimality problem [213].
In short the tuning procedure is the following : given the matrices F¯ , G¯ and
Y, S from (134), the matrices Q¯ ≥ 0 and R¯ > 0 (and indirectly P¯ ≥ 0) will be
constructed such that the optimal solution to the unconstrained problem (143)
to be :
k∗u =

Y S−1
Y S−1(F¯ + G¯Y S−1)
...
Y S−1(F¯ + G¯Y S−1)N−1
 ξk (158)
The (not unique) pair (Q¯, R¯) has to satisfy :
Q¯ = P¯ − F¯T P¯ F¯ + {Y S−1}T (R¯+ G¯T P¯ G¯)Y S−1 (159)
R¯Y S−1 + G¯T P¯ G¯Y S−1 + G¯T P¯ F¯ = 0 (160)
This problem can be solved in the general case by employing an LMI formu-
lation [222] :
minα
P¯ − F¯T P¯ F¯ + {Y S−1}T (R¯+ G¯T P¯ G¯)Y S−1 ≻ 0[
Z R¯Y S−1 +BT P¯BY S−1 +BT P¯A
∗ I
]
≻ 0
Z ≺ αI, P¯ ≻ 0
(161)
Theorem 3. The nominal MPC control law, designed upon a performance in-
dex obtained by inverse optimality with respect to an unconstrained robust linear
feedback, is robustly stabilizing the system (122) despite of constraints on a non-
degenerate neighborhood of the origin V .
Proof : The proof is constructive and follows the arguments described in
this section. Using the LMI formulation (134), a robustly stabilizing control law
is obtained for the unconstrained system (122) affected by uncertainty. The cor-
responding gain K¯ = Y S−1 will be used together with the nominal model for the
resolution of the LMI problem (161) which provides by inverse optimality the
matrix R¯. The matrix Q¯ is obtained with a simple evaluation of (159) and the
structure of the performance index in (143) is completed. The prediction horizon
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of the same performance index can be chosen according with the desired perfor-
mances and complexity of the explicit solution. Independently of this choice, if
the matrix P¯ satisfies (161), then the nominal MPC leads to a piecewise affine
control law and for the region Di0 with 0 ∈ Int(Di0) the explicit control law will
be
uk = K
MPC
i0 ξk + κ
MPC
i0 = Y S
−1ξk (162)
This region is polyhedral and the robust stabilizing properties are verified for an
invariant subset with respect to the closed loop dynamics (122). If we consider
the general form of the invariant set given by the level set :
E(σ) =
{
ξ|ξT P¯ ξ ≤ σ} (163)
then one can find σ > 0 satisfying V = E(σ) ⊂ Di0 .
III-8 Robust positive invariant set
III-8.1 Maximal RPI
The synthesis problem being solved, we dispose of a control law supposed
to stabilize a time-varying delay system. The question is : which is the maximal
invariant set for the closed loop system ? An approximation can be obtained by
constructing the maximal robust positive invariant set (MRPI) for a piecewise
affine system (PWA) affected by uncertainty.
A PWA system is obtained from the embedding of the time-varying system in
a linear model affected by polytopic uncertainty in closed loop with the piecewise
affine control law :
ξk+1 = fPWA(ξk) = (F +GK
MPC
i )ξk + κ
MPC
i
for ξk ∈ Di
(F,G) ∈ Ωξ
Ωξ = Co {(F1, G1), (F2, G2), . . . , (Fs, Gs)}
(164)
where Di are the polytopic partition D = ∪iDi.
The dynamics related to an extreme realization of the PWA polytopic un-
certainty will be described by :
ξk+1 = f
j
PWAi
(ξk) = (Fj +GjK
MPC
i )ξk + κ
MPC
i
for ξk ∈ Di, j ∈ {0, 1, . . . , s} (165)
The description of the MRPI set for such a PWA system is not immediate,
even for simple case the finite determiness can not be guaranteed. Nevertheless,
the fact that the partition of the state space is given by polyhedral regions will
be used in the following section to build appropriate approximations.
In order to describe these geometrical constructions, the image and preimage
operators over the sets Ψ ∈ ℜn+hm will be defined as :
ImfPWA(Ψ) =
⋃
j
{
ζ ∈ ℜn+hm|∃ξ ∈ Ψ, s.t.
ζ = (Fj +GjK
MPC
i )ξ + κ
MPC
i for ξ ∈ Di ∩ Ψ}
(166)
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PreImfPWA(Ψ) =
⋂
j
{ξ ∈ D|∃ζ ∈ Ψ, s.t.
ζ = (Fj +GjK
MPC
i )ξ + κ
MPC
i for ξ ∈ Di}
(167)
III-8.2 Contractive procedure
The idea is to substract from the state partition D = ∪iDi defining the PWA
system, those regions for which one of the extreme dynamics will evolve outside
D. This is an iterative procedure as long as after each iteration, the set D is
modified and thus the possible evolutions are to be rechecked.
The complexity of the procedure is given by the fact that the subtraction of
convex set is not a closed operation. In short, if D is convex, there is no gua-
rantee that it will remain convex after an iteration of the contractive procedure.
Indirectly this is acknowledging the fact that the MRPI set may not be convex.
Procedure 1 : Contractive Scheme
V0 = D
k = 0
while (precision condition)
Vk+1 = PreImfPWA (ImfPWA(Vk) ∩ Vk)
k = k + 1
III-8.3 Expansive procedure
In this case instead of excluding gradually those regions outside the MRPI
set, we start with an RPI set and add those regions which evolve in one step
inside the RPI set. Again the resulting set is RPI and is monotonically increasing
(in the sense of inclusion) and is limited by MRPI.
An important advantage of the expansive procedure is that the intermediate
results are robust positive invariant and thus can be considered as candidate
approximations for the MRPI set.
Procedure 2 : Expansive Scheme
find σ > 0 s.t. E(σ) ⊂ Di0
V0 = E(σ)
k = 0
while (precision condition)
Vk+1 = PreImfPWA (ImfPWA(D) ∩ Vk)
k = k + 1
III-8.4 Inner approximation
Note the maximal robust positive invariant set Ψ and the iterates obtained
with the expansive and contractive procedure by Ψei and Ψ
c
i respectively.
Neither the expansive procedure Ψei ⊂ Ψ , nor the contractive procedure Ψ ci ⊃
Ψ do not dispose of a measure of the convergence toward the MRPI set. However,
by mixing the two relations we obtain an inner approximation for the MRPI set :
Ψei ⊂ Ψ ⊂ Ψ ci (168)
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Considering the Hausdorff metric over the class of polyhedra. The distance
dH(Ψ
c
i , Ψ
e
i ) can provide a measure of the MRPI approximation offered by Ψ
e
i and
thus a precision condition :
Ψei ⊂ Ψ ⊂ Ψ ci ⊂ Ψei ⊕B0(dH(Ψ ci , Ψei )) (169)
III-9 Example
Consider a plant as the one reported in [196]. The objective is the level
control and the bloc representation is presented in figure 58. Beside the sensor
e
-sτ Φ
1
s
u(t) y(t)
Actuator Sensor
d(t)
Figure 53. General scheme for the plant to be controlled.
and the actuator transfer functions we retrieve in this schema-block the variable
time-delay ; a nonlinear function Φ known and invertible and an integrator. The
paper [196] presented a method for the disturbance suppression, such that in the
following we will consider the level control and replace the classical PI controller
with a predictive controller and characterize the safety functioning region by
the construction of the robust positive invariant region following the procedure
presented in the previous sections.
The continuous time system to be controlled is a double integrator with
variable-time delay :
x˙t =
[
0 0
1 0
]
xt +
[
1
0
]
ut−τ , τ ∈ [0s, 0.3s] (170)
The discrete-time model is given by :
xk+1 =
[
1 0
0.1 1
]
xk +
[
0.1
0.05
]
uk−i−
∆(uk−v − uk−v+1), with v ∈ {0, 1, 2}
(171)
In the first instance the embedding of the uncertainty matrix ∆ have to be
obtained. Due to the fact that in the original representation, we deal with a
2-dimensional state vector xk, the poytopic uncertainty will be :
∆ ∈ Co
{[
0
0
]
,
[
0.05
0
]
,
[
0
0.013
]}
(172)
In the extended state representation, the nominal model obtained for τ¯ = 0.3
is :
ξk+1 =

1 0 1 0 0
0.1 1 0.05 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
 ξk +

0
0
0
0
1
uk (173)
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A robustly stabilizing feedback gain is obtained for the unconstrained case by
solving the LMI problem (134) :
K =
[−1.3188 −0.5408 −0.1292 −0.0157 −0.1511 ] (174)
The inverse optimality problem leads after solving (161) to the tuning of the
nominal MPC law with the weighting matrices R = 1
Q =

1.5204 0.6985 −0.0210 0.0247 0.1837
0.6985 0.5769 0.1856 0.1393 0.1024
−0.0210 0.1856 0.4259 0.0022 −0.1953
0.0247 0.1393 0.0022 0.1293 0.0488
0.1837 0.1024 −0.1953 0.0488 0.2139
 (175)
P =

27.2258 9.1962 2.5071 2.5913 2.4945
9.1962 7.0818 1.0028 1.1254 1.0667
2.5071 1.0028 0.6747 0.2539 0.0309
2.5913 1.1254 0.2539 0.8035 0.2981
2.4945 1.0667 0.0309 0.2981 0.9723
 (176)
By imposing a set of constraints on the input and the state :
−0.1 ≤ uk ≤ 0.1[−2
−2
]
≤ xk ≤
[
2
2
]
(177)
and taking into account that the maximal delay is 3 sampling instants we choose
a prediction horizon N = 5 in order to maintain a low complexity of the explicit
solution (47 regions in the state space partition, see figure 54). Nevertheless it
must be mentioned that in general the longer the prediction horizon, the larger
the domain of feasibility.
Figure 54. Projection of the explicit solution’s partition on the first two com-
ponents of the extended state space.
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The polytopic model in the extended state representation which embeds
(using 7 extreme realizations) the time-varying delay system will allow the em-
ployment of the contractive procedure for the approximation of the maximal
invariant set. In figure (55) cuttings through the approximation obtained after
5 iterations is presented.
Figure 55. The explicit solution’s partition and the approximation of the MRPI
set.
Finally in figure (56-57) a time domain simulation with varying delay is
presented (starting from the state (0;−2)), proving the versatility of the proposed
control technique.
50 100 150 200 250 300
−2
−1.5
−1
−0.5
0
x1
x2
State evolution in time
Figure 56. The time evolution of the state components.
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Figure 57. The control signal and the variation of the delay in time.
Partie IV : La commande pre´dictive des
syste`mes multi-capteur. E´le´ments de tole´rance
aux pannes base´s sur la the´orie des ensembles
invariants.
Re´sume´ :
L’utilisation d’un re´seau de capteurs qui fournissent des informations redon-
dantes sur les sorties mesurables d’un syste`me de commande devient possible
par la miniaturisation et la faiblesse des couˆts de production. Par exemple, des
re´seaux de capteurs sans fil existent de´ja` et sont utilise´s par les syste`mes au-
tomatiques de controˆle dans les baˆtiments intelligents, dans l’automatisation
du processus d’extraction minie`re ou dans les boucles de re´glage des voitures
modernes. Ces structures de commande multi-capteurs soule`vent des proble`mes
inte´ressants en automatique, l’un des besoins essentiels dans leur exploitation
e´tant la tole´rance aux de´fauts.
Comme une alternative aux techniques de fusion d’informations provenant de
capteurs, une nouvelle approche a e´te´ propose´e re´cemment [271], en se basant sur
les descriptions de´terministes du comportement d’un capteur, afin d’obtenir la
tole´rance aux de´fauts par la se´paration des ensembles invariants correspondant
aux diffe´rentes dynamiques de l’estimateur associe´. En supposant que la pertur-
bation et le bruit affectant le syste`me sont borne´s, nous obtenons des conditions
suffisantes de stabilite´ pour le syste`me en boucle ferme´e avec la garantie de
tole´rance aux pannes.
En se basant sur ces principes, dans ce chapitre seront rappele´s les concepts
lie´s a` l’invariance positive et a` la construction de ǫ-approximations pour l’en-
semble minimal positif invariant, par rapport a` une dynamique line´aire. Une
proce´dure spe´cifique est propose´e pour la commutation entre les diffe´rents en-
sembles de perturbations. Sera traite´ e´galement le cas d’inclusion d’une re´gion
pre´de´finie de l’espace d’e´tat dans l’ensemble invariant. Les re´sultats sont en outre
utilise´s pour des syste`mes de commande multi-capteurs qui ont a` faire face a` des
commutations entre diffe´rentes estimations et surtout doivent traiter l’appari-
tion des de´fauts. La construction d’ensembles invariants pour les diffe´rents modes
de fonctionnement dans ce contexte conduit a` l’obtention d’informations perti-
nentes pour la de´tection des de´fauts. La stabilite´ des syste`mes en commutation
est garantie si la topologie des ensembles invariants permet la se´lection exclusive
des estimations provenant de capteurs fonctionnant en re´gime nominal.
Dans la dernie`re partie du chapitre, la technique est e´tendue au cas non
line´aire et le sche´ma de commutation est ame´liore´ en adaptant une me´thode
qui utilise la commande pre´dictive. L’optimisation a` horizon glissant est reconfi-
gure´e pour isoler les capteurs avec un fonctionnement de´fectueux. L’algorithme
de commande ne se´lectionne que les pre´dictions a` partir de sources suˆres afin
d’obtenir le meilleur rendement par rapport a` une fonction de couˆt pre´de´finie.
168
Les re´sultats pre´sente´s dans ce chapitre se trouvent dans les publications
suivantes :
S. OLARU, J.A. DEDONA, M. SERON ”Positive Invariant Sets for Fault Tolerant Multisensor
Control Schemes”, IFAC World Congress 2008, Seoul, Korea, 6-11 Juillet 2008.
S. OLARU, M. M. SERON, J. A. DE DONA´ AND F. STOICAN ”Receding horizon optimi-
sation for control and reconfiguration of multisensor schemes”, NMPC Workshop, Pavia, Italy 5-9
September 2008.
Predictive control for multisensor systems
Re´sume´ The use of redundant sensors an affordable option in nowa-
days applications. For example, wireless sensor networks are common
practice in network control systems of intelligent buildings, automotive
control and mining automation. These multisensor schemes bring inter-
esting challenges for the control research community, one of the acute
demands being fault tolerance capabilities.
As an alternative to the more mature sensor fusion techniques, a new
approach was proposed recently [271], which uses a deterministic des-
cription of the sensor behaviour in order to obtain fault tolerance gua-
rantees upon invariant set separation. The approach utilises bounded
disturbance and noise descriptions, and derives a switching control which
ensures closed-loop fault tolerant stabilisation.
The present chapter revisits the construction of ǫ-approximations of mi-
nimal robust positive invariant sets for linear systems. Contractive pro-
cedures are proposed and the cases of switching between different sets of
disturbances and the inclusion of a predefined region of the state space
are treated in detail. The results are used in multisensor control schemes
which have to deal with specific problems originated by the switching
between different estimators and by the presence of faults in some of the
sensors. The construction of positive invariant sets for different operating
regimes provides, in this context, effective fault detection information.
Within the same framework, global stability of the switching strategies
can be assured if the invariant sets topology allows the exclusive selection
of estimates obtained from healthy sensors.
In the last part of the chapter, the technique is extended to nonlinear
systems and the switching scheme is enhanced by the use of a prediction
based method for delivering the appropriate control action. The receding
horizon optimisation procedure is reconfigured to discard faulty sensors
and to only select between healthy estimation sources in order to achieve
the best performance with respect to a given cost function.
IV-1 Introduction
Multisensor schemes have originated substantial research on the aggregation
of the information available from the plant in order to improve reliability and
robustness. Sensor fusion has been one of the techniques traditionally employed
in multisensor schemes where the construction of improved estimators is the main
concern [185], [229], [274]. As it is usually the case with the diversification and
miniaturisation with low cost solutions, components are predisposed to failures.
For multisensor schemes, the presence of faults is manifested by the alteration
of the estimations of the features of interest. The control strategy has to be
equipped with fault detection capabilities in order to avoid the construction of
the control action based upon erroneous feedback information.
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Recently, multisensor switching feedback control strategies have provided in-
teresting solutions with fault tolerance guarantees [271]. The design procedure
uses a switching strategy motivated by receding horizon optimal control prin-
ciples. At each sampling time, the switching strategy implements the control
action by selecting the sensor-estimator pair that provides the best predicted
closed-loop performance according to a predefined criterion.
The present paper revisits the conditions for closed-loop stability for such
multisensor switching control schemes and reduces the conservatism of the as-
sumptions by refining the invariant sets for healthy and for faulty functioning.
Indeed, positive invariance is a common analysis and control design tool for sys-
tems affected by constraints and/or disturbances. The switching between sensor-
estimator pairs introduced by these schemes implies switching between systems
affected by different sets of disturbances. In addition, the presence of failures
implies structural modifications which have to consider the functioning regime
previous to the fault. It will be shown how these issues can be embedded in the
invariant sets definition and constructive solutions will be provided.
Ideally, the use of minimal robust positive invariant (mRPI) sets would pro-
vide the exact information about the closed-loop behavior under different opera-
ting conditions needed to perform (explicitly or implicitly) fault detection. From
a practical point of view, exact mRPI sets can be obtained only for restricted
classes of systems and, in general, ǫ-approximations have to be employed instead.
Existing results on ǫ-approximations of robust positive invariant sets in [259] are
extended in the present paper along the following lines :
– The set confining the disturbance does not have to contain the origin ;
– The iterative procedure constructs the approximations in a contractive
manner ;
– The result is extended to the construction of invariant sets containing a
given region of the state space.
IV-2 Multisensor control scheme
IV-2.1 System structure with multiple sensors and estimators
The multisensor control scheme assumes the existence of a linear discrete-
time state space model Σ, for the plant considered. The state vector of the
system x ∈ Rn is not directly available. Instead, combinations of the states,
given by CΣx, can be measured via N sensors. The output signal of each sensor
yi carries useful information for control purposes and its treatment has to take
into account the internal dynamics of each sensor, described by the evolution of
the internal state ξi ∈ Rni , i = 1, . . . , N . The first column of Table 3 contains
the linear models for the plant and the sensors, as well as the dynamics of the
estimators. A block description of the control scheme is depicted in Figure 58.
It is assumed that the sensor matrices Asi have all their eigenvalues strictly
inside the unit circle and that the estimators are designed in order to exhibit a
good dynamic behavior for the extended state estimate
[
xˆi ξˆi
]T
. This is achieved
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Dynamics Reference Model Tracking Error
Plant
Σ
x+ = AΣx + BΣu + EΣw x
+
ref
= AΣxref + BΣuref
z+ = x+ − x
+
ref
= AΣz + BΣ(u − uref︸ ︷︷ ︸
v
) + EΣw
Sensors
Si(i = 1, . . . , N)
ξ
+
i
= Asi
ξi + Bsi
CΣx,
yi = Csi
ξi + ηi
ξ
+
i,ref
= Asi
ξi,ref + Bsi
CΣxref
ζ
+
i
= ξ
+
i
− ξ
+
i,ref
= Asi
ζi + Bsi
CΣz
Estimators
Fi(i = 1, . . . , N)
 xˆ+i
ξˆ
+
i
 = [ AΣ −LiCsi
Bsi
CΣ Asi
− Lsi
Csi
]
︸ ︷︷ ︸
ALi
[
xˆi
ξˆi
]
+
+
[
BΣ
0
]
u +
[
Li
Lsi
]
yi
[
xˆi,ref
ξˆi,ref
]
=
[
xref
ξi,ref
] [
zˆi
ζˆi
]
=
[
xˆi
ξˆi
]
−
[
xˆi,ref
ξˆi,ref
]
Table 3. Plant, sensor and estimator models. The tracking error in each case is
given with respect to the state of the corresponding reference model. (+ denotes
the successor state)
by adequate choice of matrices Li, Lsi such that the resulting matrices ALi , i =
1, . . . , N have all their eigenvalues strictly inside the unit circle.
IV-2.2 Control objective and exogenous signals
The control objective is to ensure that the state of the system tracks a refe-
rence signal xref which, in turn, follows the dynamics given in Table 3 for the
reference model. The reference tracking of the global system requires a reference
signal for each sensor state. The tracking errors are given by the difference bet-
ween the state and the respective reference signal, as can be seen in the last
column of Table 3.
In order to derive a control strategy, a description of the exogenous signals
uref , w, ηi, is needed. The present study is dedicated to the case of bounded si-
gnals, with no other assumption on their properties. The disturbance and mea-
surement noises are assumed to be contained in polyhedral sets w ∈ W and
ηi ∈ Ni. In addition, bounds on the input reference signal uref induce bounds
on the state of the reference model 14 :
xref ∈ Xref (178)
with Xref a closed (polyhedral) set.
IV-2.3 Sensor failure model
The faults considered in this paper are of the type of total sensor outage.
Namely, it is assumed that during sensor failure the output of the sensor ceases to
carry information about the sensor state (even though the sensor state continues
14. If the matrix AΣ has eigenvalues on or outside the unit circle then it is assumed
that uref is obtained via a stabilizing feedback law for the pair (AΣ , BΣ), assumed
controllable.
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Figure 58. Configuration of the multisensor scheme with the plant Σ, sensors
Si (i = 1, . . . , N), estimators Fi (i = 1, . . . , N) and the switching control block
(fault tolerant selection of the sensor-estimator pairs).
to evolve with the same dynamics). The failure is thus equivalent to the following
switching on the observation equation :
yi = Csiξi + ηi
FAULT−−−−−→ yi = 0 · ξi + ηFi (179)
yi = Csiξi + ηi
RECOV ERY←−−−−−−−−− yi = ηFi (180)
The noise level during the fault, ηFi , may in general be different from the noise
during healthy operation, ηi. The bounds on the noise during the fault are de-
noted ηFi ∈ NFi .
IV-2.4 The missing link
The presence of faults implies, through the structural changes (179), a change
in the input of the dynamic equation of the corresponding estimator. Indeed, a
fault-recovery cycle will bring the system back to the operational framework
(Table 1) but the reinitialisation of the estimator’s state has to be carefully
considered. The evolution of the estimation error, under healthy sensor opera-
tion, will verify :[
x˜+i
ξ˜+i
]
=
[
x+
ξ+i
]
−
[
xˆ+i
ξˆ+i
]
= ALi
[
x˜i
ξ˜i
]
+
[
EΣ
0
]
w −
[
Li
Lsi
]
ηi (181)
We assume that the pairs
([
AΣ 0
BsiCΣ Asi
]
,
[
0 Csi
])
are detectable for i =
1, . . . , N , and that the gains Li, Lsi are such that matrices ALi have all their
eigenvalues strictly inside the unit circle (this is always possible by the detecta-
bility assumption).
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The estimation error might be seen as the “missing link” (due to the fact
that it is not directly measurable) between the estimator tracking error and the
tracking error : [
zˆi
ζˆi
]
︸ ︷︷ ︸
Estimator
tracking error
=
[
z
ζi
]
︸ ︷︷ ︸
Tracking
error
−
[
x˜i
ξ˜i
]
︸ ︷︷ ︸
Estimation
error
(182)
IV-3 Invariant sets construction
IV-3.1 A contractive procedure
Consider a general discrete-time linear time-invariant systems subject to dis-
turbance :
x+ = Ax+Bδ (183)
with A strictly stable and δ ∈ ∆ a polytopic set. The minimal robust positive
invariant (mRPI) set, defined as the RPI set contained in any closed RPI set is
known to be unique, compact and—in the case when ∆ contains the origin—to
contain the origin [217]. Its construction is dependent on the structure of A,B
and the topology of ∆ (the framework used to describe the disturbance set ∆
will be the polytopic one).
The exact computation of the mRPI set is assured only under restrictive
assumptions of nilpotent system dynamics for the subsystem affected by the
disturbances [233]. In [211] a recursive procedure is proposed to find an ǫ-outer
approximation of the mRPI set. In [259] an improved algorithm provides the
maximal number of iterations for the obtention of the outer approximation for
a given ǫ. Both approaches assume that 0 ∈ int(∆).
In the following we are interested in the general case where (although not
necessarily) it is allowed for 0 /∈ ∆. It will be shown that a certified ǫ-outer ap-
proximation can be obtained using a contractive procedure starting from an ini-
tial RPI set. This initial set can be obtained upon ultimate bounds, for example
using the results provided in the next theorem. In the sequel, inequalities bet-
ween vectors are to be interpreted componentwise.
Theorem 4. Consider the system (183), let A = V ΛV −1 be the Jordan decom-
position of A and consider a bounding box for the set ∆. If this bounding box is
described by the vector δ¯ which satisfies |δ| ≤ δ¯, ∀δ ∈ ∆ then the set :
Φ0 =
{
x ∈ Rn : ∣∣V −1 x ∣∣ ≤ (I − |Λ|)−1 ∣∣V −1B∣∣ δ¯} , (184)
is robust positively invariant (RPI).
Proof : See [271].
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In order to refine this invariant set, a sequence of sets can be recursively built
by considering the Minkowski sum between the image of an RPI set through the
linear transformation A and the polyhedral set B∆ :
Φk+1 = AΦk ⊕B∆ (185)
The definition (185) of the sequence Φk preserves the invariance properties.
Theorem 5. Let Φ0 be as defined in Theorem 1. Then the sequence Φk, ∀k ∈ N,
satisfies Φk+1 ⊂ Φk, and Φk is convex, compact and an RPI set with respect to
(183).
Proof : Note from (184) that Φ0 is a compact and convex set. It is assu-
med that the set ∆ containing the disturbance also has these two properties.
Convexity and compactness are then guaranteed by construction since the sets
Φk are given by the Minkowski sum (185) of compact, convex sets. For all
x(1) ∈ Φ1 there exists an x(0) ∈ Φ0 and δ(0) ∈ ∆ such that x(1) = Ax(0)+Bδ(0).
Due to the positive invariance of the set Φ0 assured by Theorem 1, it follows
that x(1) ∈ Φ0 and thus Φ1 ⊂ Φ0.
Moreover, (185) and Φ1 ⊂ Φ0 imply that if x ∈ Φ1 then Ax + Bδ ∈ Φ1,
∀δ ∈ ∆ and hence Φ1 is RPI.
We have established thus far that Φ1 is RPI and Φ1 ⊂ Φ0 provided Φ0 is
RPI. Exactly the same argument will show that, provided Φk is RPI, then Φk+1
computed from (185) will be RPI and Φk+1 ⊂ Φk. This completes the proof by
induction.
Remark 8. The initial set Φ0 in the set recursion (185) can be in fact any RPI set
for the dynamics (183). Theorem 4 provides a simple and direct way of obtaining
the initial condition using ultimate bounds (184), in view of an algorithmic
implementation.
Our next theorem shows that the limiting sequence obtained from (185) will
lead to an approximation of the mRPI. Indeed, let Ω be the mRPI set, defined
as the limit of all the possible trajectories of (183). Equivalently (see [259]) the
mRPI set can be described as Ω = lim
k→∞
Ωk with
Ωk =
k⊕
i=0
AiB∆ (186)
Theorem 6. Φk → Ω for k →∞.
Proof : Writing explicitly the dependence (185) :
Φk = A
kΦ0
k−1⊕
i=0
AiB∆ (187)
and using (186) one can recast
Φk = A
kΦ0 ⊕Ωk−1 (188)
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From theorem 5, the sequence Φk+1 ⊂ Φk. At the same time, Ω represents a
lower bound for this sequence, since :
Φ∞ = lim
k→∞
{
AkΦ0 ⊕Ωk−1
}
= Ω ⊕ lim
k→∞
{
AkΦ0
}
(189)
It can then be seen that, if all the eigenvalues of A are strictly inside the unit
circle, then the sequence Φk converges towards the mRPI set Ω when k →∞.
The following theorem uses the set recursion (185) to obtain outer ǫ-approximations
of the mRPI set Ω
Theorem 7. For all ǫ > 0 there exists an s ∈ N+ such that the following RPI
outer ǫ-approximation exists :
Ω ⊂ Φs+1 ⊂ Ω ⊕ Bnp (ǫ) (190)
Proof : Exploiting the fact that Ω ⊂ Φ0 :
Ω =
∞⊕
i=0
AiB∆ =
s⊕
i=0
AiB∆⊕As+1
(
∞⊕
i=0
AiB∆
)
︸ ︷︷ ︸
Ω
=
=
s⊕
i=0
AiB∆⊕As+1Ω ⊂
s⊕
i=0
AiB∆⊕As+1Φ0 = Φs+1 (191)
the first inclusion is obtained.
Next, note that from the definition of Bnp (ǫ) it follows that B
n
p (ǫ) = B
n
p (ǫ/2)⊕
B
n
p (ǫ/2). Then, by choosing s such that A
s+1Φ0 ⊂ Bnp (ǫ/2) we have :
Ω ⊕ Bnp (ǫ) =
∞⊕
i=0
AiB∆⊕ Bnp (ǫ) =
=
s⊕
i=0
AiB∆⊕As+1Ω ⊕ Bnp (ǫ/2)⊕ Bnp (ǫ/2) ⊃
=
s⊕
i=0
AiB∆⊕As+1Ω ⊕ Bnp (ǫ/2)⊕As+1Φ0 =
= Φs+1 ⊕As+1Ω ⊕ Bnp (ǫ/2) ⊃ Φs+1 ⊕As+1 (Ω ⊕ Φ0) (192)
Taking into account (see (184)) that 0 ∈ Φ0, Φ0 is symmetric and Ω ⊂ Φ0 we
have :
0 ∈ (Ω ⊕ Φ0) (193)
Using (193) in (192) it follows :
Ω ⊕ Bnp (ǫ) ⊃ Φs+1 ⊕As+1 (Ω ⊕ Φ0) ⊃ Φs+1 (194)
and the proof is complete.
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The previous theorems show that iterating the set construction in (185)
a contractive refinement of the invariant set obtained using ultimate bounds,
Φ0, can be found. Moreover, the theorems show that the set sequence obtained
with (185) converges to the minimal positive invariant set Ω and that the maxi-
mal number of iterations needed to find an ǫ-approximation can be computed a
priori, thus providing an effective stopping criterion.
Remark 9. Observing that the intersection of RPI sets is an RPI set, an improved
ǫ-approximation can be obtained by working in parallel with a contractive and
an expansive algorithm. For the case 0 ∈ int(∆) the presented technique and
the one in [259] can be used to provide, in a fix number of steps, a better ǫ-
approximation.
Remark 10. From a computational point of view, the sensitivity of the construc-
tion procedure can be improved if instead of working with system (183), a trans-
formation x(k) = V z(k) is performed based on the Jordan matrix decomposition
as in Theorem 4. In the case when a subset of the eigenvalues of the linear system
are placed at the origin the Jordan form can be decomposed as :
Λ =
[
Λ0 0
0 Λ˜
]
(195)
where Λ0 contains the zero eigenvalues of A, and the algorithm can be applied
only for the state components corresponding to Λ˜.
The construction of the approximation of the mRPI set is summarised in the
following algorithm.
Algorithm 1 : Approximation of the mRPI set
Input arguments : The pair (A,B), the disturbance set ∆ and the scalar ǫ > 0.
Output : The RPI ǫ-approximation of the mRPI set.
1) Compute the Jordan decomposition of A ;
2) Build the initial RPI set Φ0 using ultimate bounds (184) ;
3) Find s, such that As+1Φ0 ⊂ Bnp (ǫ/2) ;
4) For k = 1 to k = s+ 1
compute the set Φk using (185).
A simple illustration of the procedure is given for the system :
x+ =
[−0.17 −0.03
−1.17 −0.03
]
+ δ (196)
with ∆ =
{
δ ∈ IR2 : ‖δ‖∞ ≤ 1
}
. Figure 59 presents the construction of a se-
quence of sets Φk in view of a desired approximation of ǫ = 10
−5, which is
obtained for s = 10.
IV-3.2 Switching between sets of disturbances
In the framework of the multisensor fault tolerant control systems that will be
explained below, in Section 4, the case of arbitrary switches between N different
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Figure 59. Approximations of Ω based on a contractive procedure.
sets of disturbances has to be considered, namely :
x+ = Ax+Blδl
δl ∈ ∆l, l ∈ {1, . . . , N} (197)
The mRPI set is, in this case, in general nonconvex. In order to obtain a
convex RPI approximation, a certain degree of conservativeness has to be intro-
duced by considering the convex hull of the sets of disturbances. This leads to a
linear model similar to (183), that is :
x+ = Ax+ ν, ν ∈ ∆
∆ = Conv.Hull{B1∆1, . . . , BN∆N} (198)
The construction of a refined RPI set can follow the lines presented in the pre-
vious subsection.
We next revisit the numerical example (196) with the additive disturbance δ
switching freely between the sets ∆1 =
{
δ ∈ IR2 : ‖δ‖∞ ≤ 0.8
}
and
∆2 =
{
δ ∈ IR2 :
∣∣∣∣[1 11 −1
]
δ
∣∣∣∣ ≤ [11
]}
(199)
In Figure 60 the sets ∆1, ∆2 are represented together with their convex hull,
while the RPI set construction is illustrated in Figure 61.
IV-3.3 mRPI with inclusion preserving
Consider again the discrete-time LTI systems subject to disturbance :
x+ = Ax+Bδ (200)
178
Figure 60. ∆1, ∆2 and the convex hull ∆. RPI set for the switching scheme
using ∆.
Figure 61. The RPI set for the switching scheme using ∆ and the RPI sets for
∆1 and ∆2 separately.
with A strictly stable and δ ∈ ∆ a polytopic set. Also consider a given bounded
set P ⊂ IRn which can be interpreted as the region where the state evolution
is initiated. Following the ideas of the previous subsections, the construction of
an RPI approximation for the minimal RPI set which assures the inclusion of P
will be sketched.
In order to use a recursive procedure, an initial RPI set Ψ0 with the desired
property Ψ0 ⊃ P has to be devised. The set Φ0 constructed using (184) does
not necessarily satisfy the inclusion but it has the auxiliary property that 0 ∈
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int(Φ0). Using this property and the scaling factor
15 :
µ∗ = µ∗(Φ0, P ) = min
µ≥1
µ
P ⊂ µΦ0
(201)
the next result is available.
Proposition 1. Ψ0 = µ
∗Φ0 is a robust positive invariant set for (200) and
P ⊂ Ψ0.
Proof : From Theorem 4 we have that the set Φ0 is RPI for (200). It follows from
the definition of Φ0 in (184) that multiplication by any scalar µ ≥ 1 preserves
the RPI property while (201) assures P ⊂ µ∗Φ0 = Ψ0.
In order to refine recursively this RPI set while preserving the inclusion, the
following sequence is considered :
Ψk+1 = Conv.Hull {P, AΨk ⊕B∆} (202)
Theorem 8. Ψk+1 ⊂ Ψk and P ⊂ Ψk, ∀k ∈ N . If Φ0 is bounded then Ψk is
convex, compact and an RPI set for (200).
Proof : Convexity, compactness and the inclusion P ⊂ Ψk are guaranteed by
construction (202). From Proposition 8 we have that Ψ0 is RPI. Suppose now
that, for some k ≥ 0, Ψk is RPI, then from the convexity of Ψk we have :
P ⊂ Ψk
AΨk ⊕B∆ ⊂ Ψk
}
⇒ Ψk+1 ⊂ Ψk (203)
The robust positive invariance of the sequence Ψk follows by induction in analo-
gous fashion as in the proof of Theorem 5.
Denoting ΩP the minimal RPI set that preserves the inclusion P ⊂ ΩP , and
using the fact that the mRPI set Ω is an attractor for the trajectories of (200),
it follows that ΩP can be described explicitly as the union of all the trajectories
starting inside P and leading to Ω :
ΩP = P
∞⋃
i=0
Ai+1P
i⊕
j=0
AjB∆
 ∪Ω (204)
15. If Φ0 and P are polytopic sets one can write :
Φ0 = {x ∈ R
n | A0x ≤ b0}
P =
{
x ∈ Rn|x =
∑
i∈I
αivi,
∑
i∈I
αi = 1, αi ≥ 0
}
with I the index set of vertices of P . Note also that from 0 ∈ int(Φ0) it follows that
all the elements of b0 are different from zero. Then the scaling factor can be found as
solution of the LP problem :
µ∗(Φ0, P ) = min
µ≥1
µ
A0vi ≤ µb0, i ∈ I
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As it can be seen from (204), ΩP may in general be nonconvex. Consider now
the set :
Ω¯P = Conv.Hull
P
∞⋃
i=0
Ai+1P
i⊕
j=0
AjB∆
 ∪Ω
 , (205)
then, it can be easily shown (from the robust positive invariance of ΩP and the
convexity of Ω¯P = Conv.Hull{ΩP }) that Ω¯P is an RPI set. In fact, Ω¯P is the
minimal convex RPI set that preserves the inclusion P ⊂ Ω¯P .
Theorem 9. Ψk → Ω¯P for k →∞.
Proof : Ψ0 is a convex RPI set satisfying P ⊂ Ψ0. Hence, we can write :
Ψ0 = Conv.Hull {P, Ψ0} (206)
Then, for Ψ1 we have that :
Ψ1 = Conv.Hull {P, AΨ0 ⊕B∆}
= Conv.Hull {P, A · Conv.Hull {P, Ψ0} ⊕B∆}
= Conv.Hull {P, Conv.Hull {AP,AΨ0} ⊕B∆}
= Conv.Hull {P, Conv.Hull {AP ⊕B∆,
AΨ0 ⊕B∆}}
= Conv.Hull {P, AP ⊕B∆,AΨ0 ⊕B∆} .
(207)
Proceeding with the same operations as in (206) and (207), it can be shown
inductively that, for k ≥ 1, Ψk has the form :
Ψk = Conv.Hull {P, AP ⊕B∆, . . .
. . . , AkP
k−1⊕
j=0
AjB∆, AkΨ0
k−1⊕
j=0
AjB∆
}
(208)
If A is asymptotically stable we have, when k → ∞, that AkΨ0 → {0} and
k−1⊕
j=0
AjB∆→ Ω, which implies :
Ψk → Conv.Hull
P,
∞⋃
i=0
Ai+1P
i⊕
j=0
AjB∆
 , {0} ⊕Ω
 (209)
Finally, we conclude from (205) and (209) that Ψk → Ω¯P as k →∞.
The following result proves that an ǫ-approximation for Ω¯P can be found in
a finite number of iterations.
Theorem 10. For all ǫ > 0 there exists an s ∈ N+ such that the following RPI
outer ǫ-approximation exists :
Ω¯P ⊂ Ψs+1 ⊂ Ω¯P ⊕ Bnp (ǫ) (210)
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Proof : The first inclusion in (210) follows from the facts that, by Theorem 9,
Ψs+1 is convex, RPI and P ⊂ Ψs+1, and the fact that Ω¯P is the minimal convex
RPI set that preserves the inclusion P ⊂ Ω¯P .
Next, we have that for all ǫ > 0 there exists an s ∈ N+ such that As+1Ψ0 ⊂
B
n
p (ǫ/2). Then, by following similar steps as in (191) and (192), we have :
Ω ⊕ Bnp (ǫ/2) =
∞⊕
j=0
AjB∆⊕ Bnp (ǫ/2)
=
s⊕
j=0
AjB∆⊕As+1Ω ⊕ Bnp (ǫ/2)
⊃
s⊕
j=0
AjB∆⊕As+1(Ω ⊕ Ψ0) (211)
Taking into account that, from (184), we have 0 ∈ Φ0 and that Ψ0 = µ∗Φ0 with
µ∗ ≥ 1, we then have that 0 ∈ Ψ0 and Ψ0 is symmetric. Also, considering that
Ψ0 is RPI (Proposition 8) and that Ω is the mRPI set, we have Ω ⊂ Ψ0. Thus,
we conclude that
0 ∈ (Ω ⊕ Ψ0)
and, hence, we have in (211), that
Ω ⊕ Bnp (ǫ/2) ⊃
s⊕
j=0
AjB∆
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Next, we have :
Ω¯P ⊕ Bnp (ǫ)
= Ω¯P ⊕ Bnp (ǫ/2)⊕ Bnp (ǫ/2)
⊃ Ω¯P ⊕ Bnp (ǫ/2)⊕As+1Ψ0
= Conv.Hull{P ⊕ Bnp (ǫ/2),
∞⋃
i=0
{Ai+1P
i⊕
j=0
AjB∆⊕ Bnp (ǫ/2)}, Ω ⊕ Bnp (ǫ/2)} ⊕As+1Ψ0
⊃ Conv.Hull{P,
s⋃
i=0
{Ai+1P
i⊕
j=0
AjB∆},
s⊕
j=0
AjB∆} ⊕As+1Ψ0
⊃ Conv.Hull{P,
s⋃
i=0
{Ai+1P
i⊕
j=0
AjB∆},
As+1Ψ0
s⊕
j=0
AjB∆}
= Ψs+1.
This proves the second inclusion in (210), and the proof is complete.
Figure 62. Construction of an RPI set Ψ0 ⊃ P by scaling up Φ0 (Proposition 8).
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We revisit the numerical example (196) with
∆ =
{
δ ∈ IR2 : ‖δ‖∞ ≤ 1
}
(212)
and a set of initial conditions
P =
{
x ∈ IR2 :
[−4
−4
]
≤ x ≤
[−3
−3
]}
(213)
Figure 62 depicts the initial RPI set Ψ0 ⊃ P while Figure 63 presents the
Figure 63. Recursive procedure for the construction of an outer ǫ-approximation
for the minimal convex RPI set that includes P .
sequence of refined convex RPI sets Ψk, computed recursively using (202), which
preserve the inclusion Ψk ⊃ P .
IV-4 Switching control strategy
In this section we use the invariant sets constructed in the preceding sections
to define a switching control strategy with fault-tolerance guarantees for the
multisensor scheme described in Section 2.
IV-4.1 Invariant sets for estimation errors and sensor reference
signals
The polyhedral sets that describe the disturbances and the measurement
noises, W , Ni and N
F
i , are assumed to contain the origin in their interiors.
These sets can be confined inside symmetric bounding boxes :
|w| ≤ w¯; |ηi| ≤ η¯i; |ηFi | ≤ η¯Fi ; (214)
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where w¯, etc., are vectors of bounds with positive elements.
Recall from (181) that the estimation error dynamics during healthy sensor
operation satisfy : [
x˜+i
ξ˜+i
]
= ALi
[
x˜i
ξ˜i
]
+
[
EΣ −Li
0 −Lsi
] [
w
ηi
]
(215)
with the matrices ALi strictly stable and with input [w ηi]
′ bounded as in (214).
We begin by computing, using (184), the initial invariant set that corresponds
to the dynamics (215) and bounds (214). Then, iterating (185) for system (215)
and sets W,Ni according to Algorithm 1, we can obtain, for a given ǫ > 0 :
S˜i = RPI ǫ-approximation of the mRPI set for the i-th estimation error under
healthy sensor operation.
The sensor reference signals ξi,ref (see Table 1) satisfy :
ξ+i,ref = Asiξi,ref +BsiCΣxref (216)
where, as explained in Section 2.2, the state of the reference model is contained
in a set Xref ⊂ IRn determined by the constraints on the reference input uref
(notice that it is possible that 0 /∈ Xref , and that this is allowed in Algorithm 1).
Confining Xref inside a symmetric box we can write :
|xref | ≤ x¯ref (217)
The invariant set construction procedure can be initialized using (184) for
the dynamics (216) and bounds (217). Then, iterating (185) for system (216)
and set Xref we obtain, using Algorithm 1 :
Si,ref = RPI ǫ-approximation of the mRPI set for the i-th sensor reference si-
gnal.
The sets S˜i and Si,ref defined above will be used in the following subsection
to compute refined invariant sets for the tracking error dynamics under healthy
and faulty operation.”
IV-4.2 Optimal control upon healthy estimations
Let us now consider an optimal control problem for the tracking error system
(AΣ , BΣ) (see Table 3), with Q > 0 and R > 0 as the weighting parameters for
the tracking error states and control effort respectively. By solving the associated
Riccati equation one can obtain the optimal linear gain K and cost function
matrix P as follows :
K = (R+B′ΣPBΣ)
−1B′ΣPAΣ (218)
P = A′ΣPAΣ +Q−K ′(R+B′ΣPBΣ)K (219)
Consider the control law :
u = uref −KzˆUPl (220)
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where zˆUPl is the estimation “update” for the l-th sensor, supposed healthy :
zˆUPl = xˆ
UP
l − xref = xˆl +Ml(yl − Csl ξˆl)− xref (221)
The update matrix Ml is obtained from :[
AΣ 0
BslC Asl
] [
Ml
Msl
]
=
[
Ll
Lsl
]
(222)
Assuming that the control law (220) can be based on information from any
sensor l ∈ {1, . . . , N} which has been functioning without failure for sufficiently
long time, we have the following closed-loop dynamics for the plant tracking
error :
z+ = (AΣ −BΣK)︸ ︷︷ ︸
Az
z+ (223)
+
[
EΣ BΣK −BΣKMlCsl −BΣKMl
]︸ ︷︷ ︸
Bz

w
x˜
ξ˜l
ηl
 (224)
The above corresponds to a system of the type (198), which switches between
different sets of disturbances. Using the arguments in Subsection 3.2 and adap-
ting Algorithm 1, we can construct, for the dynamics (224) and the setsW,Ni, S˜l
with l ∈ {1, . . . , N}, the set :
Sz = RPI ǫ-approximation of the mRPI set for the plant tracking error.
Subsequently using the set Sz for each sensor dynamics as described in
Table 3 :
ζ+i = Asiζi +BsiCz (225)
we obtain by direct application of Algorithm 1 :
Sζi = RPI ǫ-approximation of the mRPI set for the i-th sensor tracking error.
For the estimated tracking error corresponding to healthy sensors, and as-
suming that only healthy sensors are used to implement the control law, the
closed-loop dynamics can be written explicitly as :[
zˆ+i
ζˆ+i
]
= ALi
[
zˆi
ζˆi
]
+Bliνli (226)
with
Bli=
[−BΣK BΣK −BΣKMlCsl −BΣKMl LiCsi Li
0 0 0 0 LsiCsi Lsi
]
νli =
[
z′ x˜′l ξ˜
′
l η
′
l ζ
′
i η
′
i
]′
(227)
Considering (226) and combining all the intermediate invariant sets Sz, S˜l, Nl, Sζi , Ni
we can obtain by means of Algorithm 1 (using as input argument the convex
hull of the possible sets of disturbances) :
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Sˆ
i
= RPI ǫ-approximation of the mRPI set for the estimated tracking error of
the i-th healthy sensor.
In the case of a fault as described in (179), and assuming that only healthy
sensors are used to implement the control law, the closed-loop dynamics of the
estimated tracking error for the j-th failed sensor can be shown to become :[
zˆ+j
ζˆ+j
]
= ALj
[
zˆj
ζˆj
]
+Bljν
F
lj (228)
with
νFlj =
[
z′ x˜′l ξ˜
′
l η
′
l −ξFj,ref
′
ηFj
′
]′
(229)
and Blj as in (226).
Proceeding as for the healthy sensors’ tracking error, by replacing the sets
Sζi , Ni by −Sj,ref and NFj , we can construct the set :
SˆF
j
= RPI ǫ-approximation of the mRPI set for the estimated tracking error of
the j-th faulty sensor,
upon an algorithm which preserves the inclusion SˆF
j
⊃ Sˆj , as explained in Su-
bection IV-3.3.
IV-4.3 Switching strategy and fault tolerance
The optimal control law (220) was based on the assumption that the estima-
tion update is provided by a healthy sensor. The way of switching among these
estimation updates corresponding to healthy sensors characterises the stability
and fault tolerance properties of the multisensor control scheme. The following
result establishes these properties.
Proposition 2. Suppose the following assumptions are fulfilled :
(1) At any time instant, at least one of the following two situations is true :
a) all sensors are healthy ;
b) at least one sensor is healthy ; in addition, all healthy sensors have es-
timation errors inside the invariant set S˜i and at least one healthy lth
sensor has the states of the corresponding estimated tracking error in the
invariant set Sˆl.
(2) (zˆUPi )
′P zˆUPi < (zˆ
UP
j )
′P zˆUPj for all i, j = 1, . . . , N, i 6= j and
zˆUPi ∈
[
I −MiCsi
]
Sˆi ⊕MiNi ⊕MiCsiSζi (230)
zˆUPj ∈
[
I −MiCsi
]
SˆFi ⊕MiNFi ⊕MiCsiSj,ref (231)
where P is the cost function matrix defined in (219).
(3) SˆFi ⊃ Sˆi for all i = 1, . . . , N .
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Then the closed-loop system with :
u = uref −K argmin
zUP
l
(zˆUPl )
′P zˆUPl (232)
is stable and fault tolerant.
The proof can be consulted in [271]. Item (1) of the above proposition is
concerned with the allowed failure scenario, whereas items (2) and (3) represent
a set of tests that can be performed off line to ensure fault tolerance of the
multisensor switching scheme. In [271], conservatism was introduced due to the
fact that the relevant invariant sets used in the tests for fault tolerance were
constructed using the ultimate bound procedure of Theorem 4. In the present
paper, the procedure to construct the required invariant sets is refined so that
these sets arbitrarily approximate the mRPI sets for each dynamics involved in
the development. Thus, conservatism is largely reduced and the range of appli-
cation of the fault tolerant multisensor switching scheme is extended. Moreover,
the property SˆFi ⊃ Sˆi is assured by construction.
IV-5 Example
In this section we illustrate the potential to extend the applicability of the
fault tolerant multisensor switching scheme—in this case, to a larger range of
reference signals for a given system—as a result of the refinement of the invariant
sets utilised in the tests for fault tolerance guarantees of Proposition 2.
Consider the longitudinal control problem for a car following scenario as des-
cribed in [231] and revisited in [271]. The interdistance dynamics are represented
by a discretised double integrator model :
A =
[
1 0.1
0 1
]
;B =
[
0
1
]
;E =
[
0
0.1
]
;C =
[
0 1
]
(233)
We consider two sensors with dynamics given by the linear models in Table 1
with
As1 = 0.6065, Bs1 = 0.5, Cs1 = 0.7869 (234)
As2 = 0.8187, Bs2 = 0.5, Cs2 = 0.3625 (235)
The disturbances and measurement noises are bounded as
|w| ≤ 0.02, |ηi| ≤ 0.1, |ηFi | ≤ 0.1, i = 1, 2 (236)
In [271] it was shown that a switching scheme as described in Section 2 and
based on an optimal control law designed with weights
Q =
[
0.1007 0
0 6.3187
]
;R = 7.2598 (237)
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in (218)–(219), can stabilise the system and provide fault tolerance guarantees
for reference signals elementwise bounded as[
33
−10
]
≤ xref ≤
[
75
0.08
]
(238)
The fault tolerance conditions given in item (2) of Proposition 2 can be in-
terpreted geometrically as a separation in the zˆUPi space between the healthy
and faulty invariant sets SHi and S
F
j [defined, respectively, as the sets on the
right-hand-sides of (230) and (231)] with respect to the curves with equal cost
(zˆUPi )
′P zˆUPi . This geometric interpretation is illustrated in Figure 64, where the
invariant sets are constructed using the ultimate bound procedure of Theorem 4.
Figure 64. Invariant sets based on ultimate bounds guaranteeing the stability
conditions (SHi = [I −MiCsi ]Sˆi⊕MiNi⊕MiCsiSζi and SFi = [I −MiCsi ]SˆFi ⊕
MiN
F
i ⊕MiCsiSj,ref ).
It can be observed that the separation holds even if the invariant sets are
constructed using ultimate bounds.
Note, however, that when the range of the reference signals is increased to :[
24
−20
]
≤ xref ≤
[
100
5
]
(239)
the separation using the ultimate bound invariant sets does not hold anymore,
as it can be observed in Figure 65.
On the other hand, using the refined invariant set construction presented in
this paper, where arbitrarily precise ǫ-approximations of the mRPI sets can be
computed, it can be shown that the stability under fault of the switching scheme
is preserved for the enlarged range of reference signals (239). The separation
using these sets is illustrated in Figure (66).
In general, employing the technique presented in this paper, the range of fault
tolerant functioning of the multisensor switching control scheme can be enlarged.
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Figure 65. Invariant sets based on ultimate bounds which fail to assure separa-
tion between the healthy and the faulty behaviour.
Moreover, taking into account the fact that the invariant sets are obtained with
an arbitrary precision, important information can be obtained about limitations
of the fault tolerant functioning domain when the only information available on
the exogenous signals is their known bounds.
Figure 66. Refined invariant sets assuring the separation between the healthy
and the faulty behaviour.
IV-6 Nonlinear multisensor schemes
Consider the problem of trajectory tracking for the nonlinear system x˙(t) =
f(x(t)) + bu(t), where x(t) ∈ IRn is the state, u(t) ∈ IRm is the control input,
f : IRn → IRn is a smooth vector field and b ∈ IRn×m is a constant matrix. In
this nonlinear setting, the tracking problem implies the existence of a path x¯(t)
that steers the system from a state x0 at time t = 0 to a state xf at time t = T ,
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by satisfying :
˙¯x(t) = f(x¯(t)) + bu¯(t), x¯(0) = x0, x¯(T ) = xf . (240)
Depending on the structure of the nonlinearity, the above trajectory genera-
tion problem may turn out to be a difficult two-point boundary value problem.
Complementary requirements, such as passing through some specific interme-
diate points, the optimisation of a certain performance cost over the trajectory
and/or input and state constraints satisfaction might have to be considered.
Remark 11. The trajectory generation problem can be tackled in different ways.
For differentially flat nonlinear systems 16 [193], for example, feasible trajectories
(x¯(t), u¯(t)) satisfying (240) can be generated by using the parametrisation of the
flat output θ(t) upon a set of smooth basis functions ψi(t) :
θ(t) =
N∑
i=1
ciψi(t), ci ∈ IR such that
{
x¯(0) = β(θ(0), θ˙(0), . . . , θ(q)(0)) = x0,
x¯(T ) = β(θ(T ), θ˙(T ), . . . , θ(q)(T )) = xf .
Here we will assume that a feasible trajectory satisfying (240) is available.
Then, a stabilising controller can be designed for the dynamical system descri-
bing the tracking error with variables z = x− x¯ and v = u− u¯, that is,
z˙(t) = x˙(t)− ˙¯x(t) = F (z(t), x¯(t)) + bv(t) where F (z, x¯) , f(z + x¯)− f(x¯).
(241)
In the sequel, we will consider the discrete time counterpart of (241), given by
z(k + 1) = G(z(k), x¯(k)) +Bv(k) + w(k), |w(k)| ≤ w¯ for k = 0, 1, . . . ,
(242)
where w(k) is a bounded signal characterising the discretisation errors. 17
In the following sections we will design a fault tolerant control scheme based
on the following assumptions.
Assumption 1 The reference trajectories (x¯(t), u¯(t)) are bounded, that is, x¯(t) ∈
X¯, u¯(t) ∈ U¯ for all t ≥ 0, where X¯ ⊂ IRn and U¯ ⊂ Rm are bounded sets.
Assumption 2 There exists a matrix A ∈ IRn×nand a continuous map δ :
IRn+,0 → IRn+,0 satisfying |z1| ≤ |z2| ⇒ δ(|z1|) ≤ δ(|z2|), such that ∀z ∈ IRn,
|Az −G(z, x¯)| ≤ δ(|z|), ∀x¯ ∈ X¯.
In the light of Assumption 2 and footnote 17, we will rewrite (242) as
z+ = Az +Bv + γ(z, x¯) + w, where γ(z, x¯) , G(z, x¯)−Az, (243)
and where γ(z, x¯) satisfies |γ(z, x¯)| ≤ δ(|z|), ∀x¯ ∈ X¯.
16. A nonlinear system x˙ = f(x, u) is differentially flat if there exists a function α such
that θ = α(x, u, u˙, . . . , u(p)) and the solution of the nonlinear system can be written as
function of the flat output θ and a finite number of derivatives x = β(θ, θ˙, . . . , θ(q)), u =
γ(θ, θ˙, . . . , θ(q)).
17. We will henceforth use discrete time models, the time instant k will be omitted,
and the successor state x(k + 1) will be noted x+. Also, bounds on system variables
and external signals are considered elementwise.
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IV-7 Multisensor scheme and estimators
Different combinations of plant states are measured via a family of N sensors.
Definition 5 (Healthy sensor). The ith sensor, for i ∈ {1, . . . , N}, is healthy
if its output yi ∈ IRpi is given by
yi = Ciz + ηi, (244)
where z is the tracking error state of (243) and ηi ∈ IRpi is a bounded measure-
ment disturbance satisfying |ηi(k)| ≤ η¯i, for k ≥ 0. 18
Definition 6 (Faulty sensor). The jth sensor, for j ∈ {1, . . . , N}, is faulty if
its output at the time of the fault and for the duration of the fault is given by
yj = −Cj x¯+ ηFj , (245)
where x¯ ∈ X¯ is the reference trajectory and ηFj is a bounded measurement noise
satisfying |ηFj (k)| ≤ η¯Fj , for k ≥ 0, uncorrelated with the system’s states.
The sensors supply information which can be used for the estimation of the
tracking error. Assuming that the pairs (A,Ci) are detectable for i = 1, . . . , N ,
we can use the following linear estimators :
zˆ+i = Azˆi +Bv + Li(yi − Cizˆi), (246)
where the gains Li are such that A−LiCi are Schur matrices (their eigenvalues
are strictly inside the unit circle).
The following sections present the construction of invariant sets and the fault
tolerant control design for the scheme depicted in Figure IV-7.
IV-8 Invariant sets
The proposed fault detection and isolation mechanism relies on the existence
of invariant sets for the tracking error and the estimation errors associated with
the estimators (246) [271]. The invariant set construction uses the following
result.
Theorem 11. Consider the system ξ+ = Φξ+γ(ξ)+w, where ξ ∈ IRn, |w| ≤ w¯
and Φ ∈ IRn×n has its eigenvalues strictly inside the unit circle and Jordan
canonical form Λ = V −1ΦV . Suppose that a continuous map δ : IRn+,0 → IRn+,0
18. To simplify the exposition we have chosen to use static sensors. These sensor
models provide a good approximation when the sensor dynamics are much faster than
the process dynamics. Sensors with dynamics can also be utilised and the analysis
carries through with minor modifications if the boundedness assumptions are preserved.
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exists such that |γ(ξ)| ≤ δ(|ξ|) and it verifies |ξ1| ≤ |ξ2| ⇒ δ(|ξ1|) ≤ δ(|ξ2|).
Consider the map T : IRn+,0 → IRn+,0 defined by :
T (ξ) = |Λ|ξ + |V −1| [δ(|V |ξ) + w¯] . (247)
Suppose that a fix point b exists for T (ξ). Let ξm ∈ IRn denote any point satisfying
limk→∞T
k
(|V −1ξm|) = b, where T k is defined by the recursion : T 0(ξ) = ξ,
T k(ξ) = T (T k−1(ξ)). If the initial condition ξ0 satisfies |V −1ξ0| ≤ |V −1ξm| then
for any ǫ ∈ IRn+ there exists l = l(ǫ, ξm) such that ∀k ≥ l
|V −1ξ(k)| ≤ b+ ǫ. (248)
Proof : The proof follows the lines of Theorem 4 in [216].
For all estimators (246) taking measurements (244) from healthy sensors, the
estimation error z˜i , z − zˆi will evolve, using (243) and (246), according to
z˜+i = (A− LiCi)z˜i + γ(z, x¯) + w − Liηi. (249)
For a fixed structure control law v = −Kzˆl, with K such that A− BK is a
Schur matrix, built upon a blind switching strategy l ∈ I, where I , {1, . . . , N},
among the tracking estimations supposed healthy, then the tracking error satisfies
the closed-loop dynamics
z+ = Az −BKzˆl + γ(z, x¯) + w = (A−BK)z +BKz˜l + γ(z, x¯) + w. (250)
It can be observed that equations (249)–(250) are interdependent and they
can not be decoupled as it is the case for linear systems (see [271]). The construc-
tion of invariant sets has then to be performed in the augmented tracking error
+ estimation error state space. Denoting the augmented state vector by
ζI ,
[
zT . . . z˜Ti . . .
]T
, i ∈ I = {1, . . . , N} , (251)
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we have
ζ+I = AIζI + γI(ζI , x¯) + EIwI , (252)
where AI is the Schur matrix
AI , diag(A−BK, . . . , A− LiCi, . . . ), and (253)
γI(ζI , x¯) ,

γ(z, x¯) +BKz˜l
...
γ(z, x¯)
...
 ; EI ,

I 0
...
I
...
. . . 0
−Li
0
. . .
 ; wI ,

w
...
ηi
...
 , (254)
with l ∈ I the index of the estimation selected for the construction of the
feedback control action.
Remark 12. Using Assumption 2, it can be shown that the function
δI(|ζI |) ,

δ(|z|) + ∑
i∈I
|BK| |z˜i|
...
δ(|z|)
...

(255)
satisfies |ζI1| ≤ |ζI2| ⇒ δI(|ζI1|) ≤ δI(|ζI2|) and, moreover, γI(ζI , x¯) defined
in (254) can be bounded as
|γI(ζI , x¯)| ≤ δI(|ζI |), ∀x¯ ∈ X¯. (256)
In addition, using the discretisation error bounds in (242) and the bounds on
the measurement noises described in Definitions 5 and 6, we have that the dis-
turbance signal wI defined in (254) can be bounded, for k = 0, 1, . . . , as
|wI(k)| ≤ w¯I ,
[
w¯T . . . η¯Ti . . .
]T
. (257)
We are now ready to use Theorem 11 to construct an invariant set for the
augmented system (252)–(254).
Proposition 3. Let AI = VIΛIV
−1
I be a Jordan decomposition of AI defined
in (253) and suppose the map TI : IR
(N+1)n
+,0 → IR(N+1)n+,0 defined as TI(ζ) =
|ΛI |ζ+|V −1I |δI(|VI |ζ)+|V −1I EI |w¯I , with EI defined in (254) and δI , w¯I defined
in Remark 12, has a fix point bI . Then the set
SI =
{
ζI :
∣∣V −1I ζI∣∣ ≤ bI} (258)
is invariant with respect to the switching control law v = −Kzˆl, l ∈ I.
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Note that the augmented state ζI defined in (251) is not directly measu-
rable. The information available is in fact related to the estimated tracking error
corresponding to each sensor, which, using (246), (244) and v = −Kzˆl, satisfies :
zˆ+i = Azˆi −BKzˆl + Li(Ciz + ηi − Cizˆi)
= (A− LiCi)zˆi −BKz +BKz˜l + LiCiz + Liηi
= (A− LiCi)zˆi − (BK − LiCi)z +BKz˜l + Liηi.
(259)
Using ultimate bounds for ζI obtained from (258), individual invariant sets Sˆi
can be obtained for (259) by means of, for example, the results in [252]. We will
employ here an alternative geometrical construction which exploits the descrip-
tion of the invariant set SI in the augmented space :
Sˆi = {zˆi : ∃ζI ∈ SI s.t. zˆi = z − z˜i} =
I 0 . . . 0︸ ︷︷ ︸
1,...,i−1
−I 0 . . . 0︸ ︷︷ ︸
i+1,...,N
SI . (260)
At a fault appearance in the jth sensor, using (246), (245) and v = −Kzˆl we
have that the estimated tracking error will be driven by the equation
(zˆFj )
+ = (A− LjCj)zˆFj −BKzˆl + LjηFj − LjCj x¯. (261)
Assuming that at the time of the fault the initial state zˆFj is in the set (260),
the set characterisation of the first step of (261) is
SˆFj = (A− LjCj) Sˆj ⊕ (−LjCj)X¯ ⊕ (−BK) Sˆl ⊕ LjΠFj , (262)
with Πj =
{|ηj | ≤ η¯Fj }.
With these elements we are ready to treat the appearance of a fault.
Theorem 12. Consider the multisensor scheme described in Sections 2 and 3
and the associated sets SI , Sˆi and Sˆ
F
i , i ∈ I, defined in (258), (260) and (262),
respectively. Suppose Sˆi∩ SˆFi = ∅ for all i ∈ I and let the initial augmented state
ζI(0) in (252) satisfy ζI(0) ∈ SI . If there exists at least one sensor which is
healthy at all future instants, then there exists a control law that enables detection
of sensor faults (as per Definition 6) and preserves the invariance of the sets Sˆi
corresponding to the sensors that remain healthy (as per Definition 5).
Proof : Let the set I = {1, . . . , N} be split in two disjoint sets I = H(k) ∪
F(k) corresponding to indices of healthy and faulty sensors, respectively, at each
sampling time k > 0. Since the multisensor scheme is initialised with ζI(0) ∈ SI
then H(0) = I. At each k > 0, by applying the control law v(k) = −Kzˆl(k), l ∈
H(k), then there exist “fictitious” values for z˜j(k), ∀j ∈ F(k) (e.g. z˜j(k) = 0)
such that the extended vector ζI(k + 1) ∈ SI . Recalling the definition (260) of
the “healthy sets” Sˆi, their positive invariance is guaranteed ∀i ∈ H(k)∩H(k+1)
(that is, for those sensors that remain healthy at time k+1). Having proved the
positive invariance of the healthy sets, fault detection is then immediate by using
the property that Sˆj and Sˆ
F
j are disjoint. Indeed, the detection mechanism has to
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update the set F(k+1) = F(k)∪{j} for all indices j which satisfy zˆj(k+1) ∈ SˆFj .
Finally, H(k + 1) = I \ F(k + 1) and the proof is complete.
It should be noted that the hypothesis that ζI(0) ∈ SI (which impliesH(0) =
I) is not restrictive, any combination I = H(0) ∪ F(0) with H(0) 6= ∅ being
possible as initial configuration. Moreover, if the initial inclusion is not verified,
the selection of healthy sensors for control assures the convergence of ζI towards
SI in finite time as deduced from (248).
IV-9 Reconfiguration and receding horizon control
The optimisation-based control proposed uses the receding horizon principle
to obtain the control action in the form u(k) = u¯(k)+ v∗(k). In order to achieve
fault tolerance guarantees, it is supposed that prior to solving an open-loop
optimal control problem, the set of healthy sensors is updated using :
Reconfiguration procedure
A F(k + 1) = F(k)
B for j ∈ H(k)
(a) if zˆj(k + 1) ∈ SˆFj then F(k + 1) = F(k + 1) ∪ {j}
C H(k + 1) = I \ F(k + 1)
Taking into account that the structure of the optimisation problem depends
on the set H, one can interpret this diagnosis phase as a reconfiguration proce-
dure for the receding horizon control problem as indicated in Figure IV-7.
We employ the following “classical ingredients” [232] for the receding horizon
optimisation :
– a cost per stage : l(z, v) : IRn× IRm → IR
– a terminal cost : φ(z) : IRn → IR
– the prediction horizon Hp
Knowing the fact that u = u¯−Kzˆl for some l ∈ H preserves the invariance of
Sˆi for all i ∈ H and, hence, the fault tolerance guarantees (see Theorem 12), we
present three possible constructions for the open-loop optimal control problem
that satisfy this structural constraint :
– “Individual merit” selection. Here the sensors are compared with respect
to their individual cost-to-go for the given initial conditions :
u(k) = u¯(k)−Kzˆi∗
i∗ = argmin
i
{
φ(zˆi(k +Hp)) +
Hp−1∑
j=0
l(zˆi(k + j),−Kzˆi(k + j))
}
subj. to zˆi(k + j + 1) = G(zˆi(k + j), x¯(k + j))−BKzˆi(k + j)
∀j ∈ {0, . . . , Hp − 1} , ∀i ∈ IH
(263)
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– “Relay race”. Here switchings are allowed along the prediction horizon
between the estimators which build the control action :
u(k) = u¯(k)−Kzˆi∗0{
i∗0, . . . , i
∗
Hp−1
}
= arg min
{i0,...,iHp−1}
{
φ(zˆiHp−1(k +Hp))+
Hp−1∑
j=0
l(zˆij (k + j),−Kzˆij (k + j))
}
subj. to zˆi(k + j + 1) = G(zˆi(k + j), x¯(k + j))−BKzˆij (k + j)
∀j ∈ {0, . . . , Hp − 1} , ∀i ∈ IH
(264)
– “Collaborative” scenario. Here the cost index allows switching during the
prediction horizon and the terminal penalty is considered with respect to
a combination of predicted estimation errors :
u(k) = u¯(k)−Kzˆi∗0{
i∗0, . . . , i
∗
Hp−1
}
= arg min
{i0,...,iHp−1}
{φ(zˆ(k +Hp))+
Hp−1∑
j=0
l(zˆij (k + j),−Kzˆij (k + j))
}
subj. to zˆi(k + j + 1) = G(zˆi(k + j), x¯(k + j))−BKzˆij (k + j)
∀j ∈ {0, . . . , Hp − 1} , ∀i ∈ IH
zˆ(k +Hp) =
1
card(H)
∑
i∈H
zˆi(i+Hp)
(265)
Notice that the decision based on individual cost evaluation does not exploit
the degrees of freedom offered by the prediction window. It can be reduced in
fact to the comparison of cost indices for different estimations. The advantage
of such a scheme lies in the simplicity of its implementation. On the other hand,
the second and third schemes propose optimisation problems which belong to
the class of MINL (mixed integer nonlinear) problems and the combinatorial
complexity of their discrete decisions grows with the prediction horizon.
Partie V : Perspectives
V-1 Perspectives a` court terme
Les projets a` court terme sont lie´s aux the`ses (co)encadre´es a` pre´sent et dont
la soutenance est pre´vue dans les trois ans prochains. En ge´ne´ral, ces travaux
sont entame´s et il existe des re´sultats pre´liminaires.
V-1.1 Commande pre´dictive des syste`mes a` retard
La the`se en cours de W. Lombardi (de´bute´e en juillet 2008 et dont je suis le
directeur de the´se par de´rogation du CS Paris XI) s’inte´resse a` :
– La de´finition et la caracte´risation de l’invariance positive pour des syste`mes
line´aires en temps discret affecte´s par retard.
– La caracte´risation des conditions ne´cessaires et suffisantes d’invariance
pour ces syste`mes en ge´ne´ralisant les re´sultats du cas line´aire [154].
– La construction effective par des interactions sur les ensembles convexes
(polyhe`dres) des ensembles invariants positifs par rapport aux dynamiques
affecte´es par retard.
– La comparaison des diffe´rentes me´thodes de construction d’approximations
polytopiques pour les syste`mes line´aires affecte´s par retard et l’adaptation
de ces mode`les a` la synthe`se robuste.
– L’utilisation de ces mode`les de pre´diction et des ensembles invariants pour
des syste`mes a` retard afin de de´finir une strate´gie de commande pre´dictive
en pre´sence des contraintes (entre´e + e´tat) avec des garanties de stabilite´
(voir le proble`me indirect de faisabilite´ re´cursive)
– L’adaptation des constructions de type Lyapunov-Krasovskii et Lyapunov-
Razumikhin pour assurer que l’optimisation d’un crite`re de couˆt sur un
horizon glissant conduit indirectement a` des preuves de stabilite´.
– L’application de la commande pre´dictive pour la commande en re´seaux
d’un syste`me d’asservissement de position.
V-1.2 Commande tole´rante aux de´fauts des syste`mes multi-capteurs
La the`se en cours de F. Stoican (de´bute´e en Octobre 2008) a parmi les ob-
jectifs imme´diats :
– La construction des ensembles invariants positifs de type zonotope (pour
controˆler la complexite´)
– Rede´finir la proble´matique de la commande tole´rante aux de´fauts dans
le cadre de la the´orie de la viabilite´. Les techniques lie´es a` la the´orie de
la viabilite´ sont attirantes pour nos objectifs puisqu’elles sont de nature
ge´ome´trique et pre´sentent un outil approprie´ aussi longtemps qu’aucune
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proprie´te´ de continuite´ n’est exige´e. Elles traitent non seulement du com-
portement asymptotique, mais e´galement des e´volutions transitoires et de
la capturabilite´ des cibles dans un temps fini ou prescrit (un aspect utile
dans notre description des tubes des transitions). La the´orie de la viabilite´
incorpore une description mathe´matique de l’incertitude sans re´gularite´
statistique, traite non seulement de l’optimalite´, mais e´galement de la fai-
sabilite´ et de la prise de de´cision au moment opportun, un fait qui est
encore en concordance avec nos objectifs.
– La commande base´e sur le principe de l’horizon glissant sera utilise´e pour
la re´configuration des syste`mes multi-capteurs. Par sa construction tem-
porelle, elle incorporera les contraintes sur la trajectoire d’e´volution et
les proble`mes d’optimisation multi-objectifs. Un avantage important des
me´thodes de commande a` horizon glissant est le fait qu’elles sont de´crites
dans le temps discret, et il est connu que la caracte´risation tangentielle des
noyaux de viabilite´ et des bassins de capture est beaucoup plus simple a`
de´crire en temps discret que dans le cas continu.
– L’extension des re´sultats de de´tection et d’isolation a` base de me´thodes
ensemblistes pour le cas des de´fauts des actionneurs est envisage´ pour
comple´ter le module de diagnostique
– L’application des techniques pour la de´tection des pannes pour un syste`me
de production d’e´nergie e´olienne
– L’application des re´sultats obtenus dans le cadre des travaux sur l’assis-
tance active pour l’e´vitement des sorties involontaires de la voie de cir-
culation [155] (comparaison entre l’approche base´e sur les ensembles el-
lipso¨ıdaux et polye´draux).
V-1.3 Commande collaborative en pre´sence de contraintes de
communication
La the`se de I. Prodan (de´bute´e en Octobre 2009) se propose d’e´tudier les
interconnexions des composants des syste`mes dynamiques complexes (en par-
ticulier, ceux commande´s par un re´seau de communication) afin de prendre en
compte le comportement des syste`mes naturels ou artificiels face aux contraintes
physiques (dites de viabilite´). Les outils qui permettront la re´alisation de ces ob-
jectifs et qui seront utilise´s dans le cadre de ce projet sont la commande optimale
et pre´dictive sous contraintes de communication avec une attention particulie`re
pour la prise en compte des limitations de l’e´nergie disponible pour la commande,
de la saturation de la commande et/ou de l’existence de contraintes dures sur
l’e´tat du syste`me global.
L’inte´reˆt porte´ dernie`rement a` la ”commande des syste`mes en re´seau” a
montre´ que la quantification des signaux est un e´le´ment essentiel, qui conditionne
la capacite´ de transmission des canaux de communication dans une boucle de
re´gulation. Les effets sur la bande passante doivent e´galement eˆtre parfaitement
maˆıtrise´s pour garantir la stabilite´ et les performances de la boucle ferme´e. En
effet, suite a` des contraintes physiques, lie´es a` la transmission, il est possible
dans une commande en re´seau, que la valeur quantifie´e transmise a` l’actionneur
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soit diffe´rente de celle destine´e aux autres membres de la structure collabora-
tive. Une e´tude plus approfondie s’impose, afin de pouvoir imple´menter une
loi de commande qui garantit les proprie´te´s initiales de robustesse en stabilite´
et performance. En pre´sence de contraintes dures sur les trajectoires admis-
sibles, la viabilite´ du syste`me coope´ratif devient primordiale et le compromis
classique performance/robustesse se de´cline alors sous la forme du triptyque fai-
sabilite´/coordination/reconfiguration.
Pour re´pondre a` ce type de questions, des travaux existent et ont e´te´ revisite´s
re´cemment a` propos de la synthe`se de lois de commande coope´rative, en pre´sence
de contraintes de communication. Concernant la quantification, peu de chose a
e´te´ fait pour la prise en compte des contraintes de fonctionnement, dans la phase
de conception de la commande. Dans ce contexte, le fonctionnement des syste`mes
coope´ratifs est implicitement associe´ au concept dit du ”consensus”, qui permet
d’e´tablir un compromis entre les objectifs des diffe´rents sous-syste`mes et du
syste`me global, avant l’application de la loi de commande.
Concernant la partie the´orique du travail futur, les pistes privile´gie´es portent
sur :
– La description des domaines de viabilite´ pour les syste`mes dynamiques sous
contraintes, par des polye`dres parame´tre´s et dans leur version quantifie´e
par ”le polynoˆme d’Ehrhart d’un polye`dre a` sommets entiers”
– La prise en compte de ces re´sultats pour la synthe`se d’une commande a`
horizon glissant de syste`mes en re´seau ;
– La re´alisation de lois de commande robuste face a` des incertitudes de
mode`le et des perturbations ge´ne´re´es par la quantification ;
– L’e´tude des syste`mes de´centralise´s et des proble`mes de ”consensus”, avec
une attention particulie`re pour les implications des graphes de connexions
sur la stabilite´ ;
– L’analyse de la tole´rance aux e´ventuels interruptions de communication
Les applications concernent les ve´hicules (autonomes ou non-autonomes) circu-
lant en formation (par exemple avions, voitures ...) en exploitant leurs capacite´s
exte´ro-perceptives comme c’est le cas de la voiture intelligente e´voluant dans une
infrastructure routie`re avec e´change d’information renforce´ (afin d’ame´liorer la
se´curite´ routie`re et les performances, de diminuer les risques pour d’e´ventuelles
collisions et de re´duire les conse´quences des collisions imminentes).
V-1.4 Synthe`se pre´dictive de lois de commande hybrides de type
≪ patchy ≫
Le travail de the`se de N. Nguyen (commence´ en Octobre 2009) se concentre
sur l’optimisation du fonctionnement de syste`mes de plus en plus complexes
en inte´grant le caracte`re distribue´ des syste`mes et l’interaction des dynamiques
discre`tes et continues (environnement analogique et dispositifs nume´riques). Par
ailleurs, la maˆıtrise de ces syste`mes complexes ne´cessite la synthe`se de lois de
commande simples et robustes, tenant compte des contraintes, de sorte que les
proprie´te´s du syste`me commande´ puissent eˆtre garanties en de´pit d’incertitudes.
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Or, les me´thodes de synthe`se de lois de commande robustes pour syste`mes hy-
brides sont encore quasiment inexistantes.
Le travail propose´ vise a` l’e´laboration de strate´gies de commande pre´dictive
robuste pour syste`mes hybrides, inte´grant une re´duction de la complexite´ pour
une implantation dans un environnement temps re´el. Les pistes privile´gie´es se-
ront :
– Description multi-mode`le et synthe`se de lois de commande locales de type
”patchy” a` partir de strate´gies de commande pre´dictive a` horizon glissant
dans leurs formulations explicites ;
– Composition de lois de commande locales avec la dynamique du syste`me
non line´aire pour en de´duire une loi de commande de type hybride et
analyse des proprie´te´s de stabilite´ et de robustesse globales ;
– De´localisation d’une partie de la charge de calcul temps re´el vers des
proce´dures hors ligne (solution explicites), conside´rant e´galement la proble´matique
de faisabilite´ (aspect important pour la suˆrete´ de fonctionnement) ;
– Alle´gement du conservatisme structurel des proble`mes d’optimisation dans
le cadre de la commande robuste pour les syste`mes hybrides en privile´giant
l’adaptation du mode`le selon le degre´ de pre´diction.
L’utilisation des de´veloppements les plus re´cents dans le domaine de la construc-
tion de solutions explicites par des techniques multiparame´triques, d’une part, la
prise en compte d’outils performants tels que les Ine´galite´s Matricielles Affines
(LMI), d’autre part, seront des atouts fondamentaux pour cette construction.
V-1.5 Commande pre´dictive MPC pour la te´le´-ope´ration
La travail de the`se de B. Liacu (commence´ en Octobre 2009) part de la consta-
tation qu’une des structures ge´ne´ralement mises en place dans les syste`mes de
te´le´-ope´ration est la structure maˆıtre-esclave. Elle comporte une station maˆıtre,
dans laquelle divers retours d’informations (le retour d’effort par exemple) per-
mettent a` un ope´rateur humain de commander, piloter ou surveiller un robot
manipulateur distant, et une station esclave au niveau de laquelle oeuvre le ro-
bot sur un environnement exte´rieur. Les e´changes d’information entre les deux
sites distants concernant le controˆle des robots et le retour d’effort s’effectuent
a` travers un moyen de communication qui induit irre´me´diablement des retards
de transmission et des contraintes dynamiques (variables par intervalles ou posi-
tives). Ces contraintes engendrent de fortes de´gradations des performances voire
de´stabilisent la chaˆıne de te´le´ope´ration bilate´rale. En particulier, la pre´sence des
retards ne peut pas eˆtre ne´glige´e. De ce fait, il est ne´cessaire de prendre en
compte ce retard et de traiter l’information correctement, notamment lors de
la synthe`se des strate´gies de commande pour ame´liorer le comportement dyna-
mique des syste`mes conside´re´s
Hormis ces proble`mes de stabilite´, le sche´ma de commande doit apporter a`
l’ope´rateur une certaine transparence en force et en position, afin de lui donner
la sensation de ce que re´alise l’ope´rateur esclave distant. Cette transparence est
un autre de´fi des syste`mes de te´le´-ope´ration bilate´rale. Malheureusement, ces
deux objectifs (la stabilite´ robuste et la transparence) s’opposent mutuellement.
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De fac¸on ge´ne´rale, les strate´gies de commande existantes sont centre´es soit sur
la stabilite´, soit sur la transparence et non sur un compromis des deux. Un
des objectifs de ce travail est de de´finir une strate´gie permettant de concilier
ces deux aspects en faisant appel a` des e´le´ments de commande pre´dictive pour
utiliser toute l’information disponible concernant les mode`les et l’environnement
lors du calcul de l’action corrective.
V-1.6 Tole´rance aux de´fauts introduits par le retard dans les
syste`mes dynamiques
La the`se de N. Stankovic qui commence a` la fin de l’anne´e 2010 vise a` rappro-
cher les re´sultats de mode´lisation des syste`mes affecte´s par retard variable avec
les avance´es dans la de´tection et l’identification des de´fauts. Dans cette optique,
les retards de transmission peuvent eˆtre classe´s comme suit :
– pour des faibles variations autour d’une valeur suppose´e comme valeur
nominale ils peuvent eˆtre traite´s en tant qu’incertitudes parame´triques
– pour des variations importantes, ils sont signale´s comme de´fauts et une
reconfiguration de la structure de communication est mise en place.
Les challenges seront lie´s aux proble`mes classiques d’estimation de retard dans
un syste`me dynamique et feront intervenir les concepts d’invariance et de com-
mande/estimation a` horizon glissant.
V-2 Perspectives a` moyen terme
Voici une liste de proble`mes bien identifie´s mais qui ne font pas partie d’un
projet de recherche concre´tise´ par une the`se en de´roulement :
– La construction des solutions explicites pour les proble`mes de commande
pre´dictive avec contraintes non-convexes de type ”excitation persistante”
ou ”zone de se´curite´ autour du point d’e´quilibre”. Cette proble´matique
implique aussi au niveau de la commande pre´dictive (ou commande opti-
male) la caracte´risation de la stabilite´ en fonction de la nouvelle famille
des points fixes ou des cycles limites.
– La conjugaison de la planification de trajectoire a` base de description des
syste`mes plats et le suivi de trajectoire en temps re´el autour de cette
trajectoire a` l’aide de la commande pre´dictive.
– La recherche des fonctions de couˆt (et accessoirement les fonctions can-
didates de Lyapunov) auto-ajustables par de´calage dans une feneˆtre tem-
porelle (qui se rapproche au niveau conceptuel avec la convergence gra-
phique) aura des applications dans la commande des syste`mes avec retard
et la commande des syste`mes hybrides avec contraintes d’impact.
– En partant de la constatation que les syste`mes peuvent eˆtre stabilise´s par
un re´gulateur de type ”proportionel+retard(s)” on se propose d’e´tudier la
commande pre´dictive base´e sur l’information retarde´e
– Dans l’e´tude de stabilite´ des re´seaux d’oscillateurs synchronise´s (qui repre´sente
une alternative a` la distribution arborescente du signal d’horloge) dans les
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”syste`mes synchrones a` grande e´chelle sur puces” (large-scale synchronous
systems-on-chips), les proce´dures de type Lyapunov peuvent eˆtre associe´es
a` une e´tude ge´ome´trique de la propagation des re´gions du mode`le PWA
pour re´duire le conservatisme des re´sultats obtenus en [156] a` base de LMI.
– Une piste inte´ressante pour l’application de la commande pre´dictive sera
le ve´hicule avec un dispositif steer-by-wire, pour la suspension active ou
pour la commande des e´oliennes. Une loi de commande explicite peut eˆtre
envisage´e en partant d’un mode`le PWA construit par rapport a` une ap-
proximation des non-line´arite´s caracte´risant les forces exte´rieures.
La proposition de trois sujets de the`se est envisage´e, pour leur financement trois
voies e´tant privile´gie´es : la participation dans un consortium qui proposera au
niveau europe´en un projet ITN-FP7 en janvier 2011 ; le de´poˆt d’un projet ANR
ainsi que la soumission d’un projet pour le financement au niveau post-doctoral
par le biais de la Fondation Supe´lec.
V-3 Perspectives a` long terme
V-3.1 Commande pre´dictive coope´rative
La conception des syste`mes dynamiques dits coope´ratifs a attire´ l’attention
des chercheurs ces dernie`res anne´es et trouve maintenant de nombreuses applica-
tions dans le domaine du transport, de la maˆıtrise et de la ge´ne´ration d’e´nergie,
de la biologie, des sciences sociales. Dans ce contexte, la finalite´ des lois de
commande classiques (suivi de re´fe´rence, rejet de perturbation) devient un ob-
jectif pre´cis non seulement pour chaque sous-composant pris individuellement,
mais aussi pour le syste`me dans son inte´gralite´, vu comme l’interconnexion de
tous les sous-syste`mes (commune´ment appele´s ”agents”). En outre, des diffi-
culte´s supple´mentaires peuvent apparaˆıtre, lie´es aux fonctionnalite´s des boucles
de commande classiques (capteurs, actionneurs, correcteurs) qui partagent un
re´seau de communication. On identifie donc un de´fi conceptuel lie´ aux contraintes
de communications dans les syste`mes multi-agents.
Des recherches re´centes ont permis de jeter les bases ne´cessaires a` la the´orie
dit du ”consensus” dans une structure coope´rative. L’e´change d’information (no-
tamment la structure du re´seau de communication) repre´sente un e´le´ment cle´ de
l’analyse de stabilite´ dans ce cas. En ajoutant des informations qualitatives sur
les graphes de connexion entre les sous-syste`mes, une estimation de la vitesse de
convergence vers le ”consensus” peut eˆtre re´alise´e.
Une des directions de recherche a` long terme aura pour but la synthe`se
de lois de commande re´pondant aux besoins dus a` l’association de contraintes
de fonctionnement d’une formation de syste`mes dynamiques, avec la notion de
”consensus”, en liaison avec la viabilite´ (la satisfaction des contraintes de survie
de fac¸on re´cursive en pre´sence des perturbations et des contre-actions des agents
hostiles). Ce sujet suscite actuellement un inte´reˆt grandissant et, en effet, plu-
sieurs applications ont e´te´ de´ja` explore´es. Parmi les plus re´centes on peut citer
la robotique et la te´le´-ope´ration dans un milieu hostile, la gestion des re´seaux
d’e´nergie (Smart-Grid) ou la se´curite´ nucle´aire.
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V-3.2 Commande pre´dictive distribue´e
L’ide´e de base dans la commande pre´dictive distribue´e est d’utiliser de fac¸on
ite´rative les solutions des proble`mes d’optimisation de´compose´s provenant du
Lagrangien d’un proble`me d’optimisation globale pour des syste`mes intercon-
necte´s. Plusieurs me´thodes de de´composition ont e´te´ e´tudie´es dans la litte´rature
en utilisant les avance´es de la the´orie d’optimisation (voir [157]). On mentionne
les travaux [158] qui montrent les directions possibles dans la de´composition
base´e sur la dualite´ et les techniques de type smoothing. Dans ce cas, la me´thode
utilise le plus proche centre et les me´thodes de type point inte´rieur pour exploi-
ter la re´solution distribue´e des proble`mes convexes se´parables. Les proble`mes
beaucoup plus complique´s sont a` re´soudre pour le cas ou` la convexite´ du do-
maine faisable est perdue. La commande pre´dictive distribue´e pour les syste`mes
repre´sente´s par plusieurs sous-syste`mes non-line´aires de´connecte´s au niveau de
l’e´tat mais couple´s par des fonctions de couˆt globales a e´te´ e´tudie´e en [159]. En
[160] le couplage est conside´re´ au niveau de la fonction de couˆt et des contraintes
statiques.
L’application des re´sultats existants pour des applications de type ”power
grid” ou multiagent (ve´hicule, flux de population) a de l’avenir car les approches
distribue´es peuvent profiter par leur capacite´ de paralle´lisation a` l’imple´mentation
de la commande pre´dictive pour des syste`mes complexes de type optimisation
de l’e´nergie dans les baˆtiments ou` l’information locale et la coordination entre
les lois de commande locales peut se faire par l’interme`de de multiplicateurs de
Lagrange correspondants aux dynamiques couple´es ou aux contraintes.
V-3.3 Commande pre´dictive non-line´aire
La connexion entre la commande pre´dictive et la commande optimale a fait
couler beaucoup d’encre et va rester un domaine actif car la stabilite´ de la
commande pre´dictive revient souvent aux origines de la commande optimale et
a` la programmation dynamique. Spe´cifiquement pour la synthe`se et l’e´tude de
stabilite´ de la commande pre´dictive sans contraintes terminales et leur analyse de
performances (perte de performances par rapport au cas d’horizon de pre´diction
infini) une proce´dure efficiente a besoin d’une estimation des constantes C et γ
(assimile´es au de´passement et respectivement au facteur de convergence) telles
que le crite`re de couˆt satisfait :
V ∗(x) ≤
∞∑
k=0
Cγk
L’estimation de ces parame`tres reste ne´anmoins un proble`me complique´ car lie´
aux caracte´ristiques de controˆlabilite´ des syste`mes non-line´aires.
Dans le cas des mode`les non-line´aires avec retard, il est connu que la sta-
bilite´ sera lie´e a` la construction des ensembles invariants positifs a` l’aide de la
commande pour les syste`mes a` retard. L’existence d’une line´arisation de Jacobi
stabilisable implique l’existence d’une fonction de couˆt terminale quadratique
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et d’une re´gion terminale ellipso¨ıdale utilisable pour la synthe`se pre´dictive. Ces
contraintes terminales ne peuvent pas eˆtre de´finies comme des ensembles de ni-
veau constant de couˆt dans le cas des fonctionnelles de Lyapunov-Krasovskii
(car la dimension est infinie) mais peuvent l’eˆtre dans un espace de dimension
finie dans le cas des fonctions de Lyapunov-Razumikhin, le prix a` payer e´tant un
certain conservatisme (il est connu que meˆme si le syste`me est stabilisable il est
possible de ne pas avoir une fonction de Lyapunov-Razumikhin associe´e). Ces
ensembles peuvent eˆtre trouve´s en utilisant les arguments de type Lyapunov-
Krasovskii ou Lyapunov-Razumikhin pour le cas des syste`mes avec retard dans
l’e´tat mais pour le cas des syste`mes avec des entre´es retarde´es le proble`me reste
ouvert.
V-3.4 Syste`mes monotones
La the´orie des syste`mes monotones est consacre´e aux e´quations diffe´rentielles
non line´aires ordinaires. Le principal inte´reˆt de cette the´orie peut eˆtre brie`vement
de´crit comme suit : pour les diverses relations d’ordre partiel, il est possible de
discriminer les syste`mes qui admettent des solutions qui re´pondent a` l’ordre
partiel pour tous les temps positifs si la condition initiale satisfait a` l’ordre
partiel. En particulier les syste`mes coope´ratifs sont des syste`mes monotones tels
que, si une solution a un e´tat initial composante par composante plus petite
que la condition initiale d’une autre solution, alors la premie`re solution reste
infe´rieure composante par composante a` la seconde pour tous les temps positifs.
Une introduction a` la the´orie des syste`mes monotones est donne´e en [161]. Dans
la mode´lisation et l’analyse des syste`mes contemporains, les inge´nieurs et les
chercheurs sont souvent confronte´s a` des syste`mes de plus en plus complexes qui
peuvent ne pas eˆtre de dimension finie et continue. Par conse´quent, une limitation
de la the´orie des syste`mes monotones vient du fait qu’elle est contrainte a` des
e´quations diffe´rentielles ordinaires. De fac¸on surprenante, il y a peu de re´sultats
de´die´s a` l’extension de la the´orie des syste`mes monotones pour les syste`mes avec
retard.
Notamment, l’extension des re´sultats obtenus pour les syste`mes a` retard aux
syste`mes NCS (Networked Control Systems) pre´sente un grand inte´reˆt. On peut
partir de l’hypothe`se que des sous-syste`mes NCS posse`dent la proprie´te´ d’eˆtre
monotones (ou pre´sentent des proprie´te´s de coope´ration) et mettre l’accent sur
l’enjeu de l’invariance positive : en effet, la the´orie des syste`mes monotones
nous permet d’aller plus loin que la construction des solutions positives : elle
peut eˆtre utilise´e pour obtenir des re´sultats plus profonds d’invariance. Cette
e´tude pourrait commencer par la recherche des conditions garantissant l’inva-
riance de polye`dres pour les syste`mes line´aires continus avec un retard. Les
re´sultats d’invariance seront ensuite utilise´s pour la conception de lois de com-
mande pre´dictives qui peuvent exploiter les conditions d’invariance lors de l’e´tape
d’optimisation temps re´el.
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