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Abstract
We introduce supervised feature ranking and
feature subset selection algorithms for multi-
variate time series (MTS) classification. Un-
like most existing supervised/unsupervised
feature selection algorithms for MTS our
techniques do not require a feature extrac-
tion step to generate a one-dimensional fea-
ture vector from the time series. Instead
it is based on directly computing similar-
ity between individual time series and as-
sessing how well the resulting cluster struc-
ture matches the labels. The techniques are
amenable to heterogeneous MTS data, where
the time series measurements may have dif-
ferent sampling resolutions, and to multi-
modal data.
1 Introduction
From cyber-physical systems to IoT to healthcare,
multi-dimensional time series data is ubiquitous in
many applications and it is collected at an increasing
rate and by an increasing number of sensors. It is not
uncommon for larger systems to be instrumented with
thousands of sensors making multiple measurements
a second. The transmission, storage, processing and
analysis of such a large amount of data is often im-
practical, especially if the analysis must be real-time,
or must be performed on low powered edge computing
devices. To cope with this problem practical systems
often use only data from a small subset of informa-
tive sensors, while irrelevant or redundant sensors are
ignored.
In this paper we tackle the sensor selection problem
in the context of multivariate time-series classification
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where the task is to assign one label to an entire MTS
segment. The traditional approach to this problem is
vectorize the data by extracting several features from
each time-series in an MTS segment (e.g. mean value,
standard deviation, spectrum, etc. ) and concatenate
the features from all time-series into an 1-D feature
vector of fixed dimension. Once this vectorized rep-
resentation of an MTS segment is obtained, classical
feature selection can be used to obtain a small subset
of informative features (see Figure 1). One downside
of this approach is that it is critically reliant on fea-
ture engineering and on the user’s domain knowledge
to decide what kinds of features to extract. For ex-
ample, one we may say that the spectrum of sound at
different frequency is a deciding factor for classifying
different pronunciations; or the mean value of stocks
is one of the crucial factors for the value of S&P 500
index. This, however, may be difficult when the user
has little knowledge or intuition on the nature of the
connection between the different time-series and the
label. In this case one would have to resort to simply
extracting well-known time-series features using some
tool such as TSFRESH [Li et al., 2016] and hope for
the best.
To circumvent the feature engineering problem we pro-
pose two supervised sensor selection algorithms for
multivariate time-series classification that do not re-
quire the vectorization of the MTS segments. Instead,
we only require a distance measure between time-series
which can be calculated directly using, for example,
Dynamic Time Warping (DTW) [Berndt and Clifford,
1994]. The key intuition behind our algorithms is that,
if a sensors produces similar time-series in segments
with the same label, and dissimilar time-series in seg-
ments with different labels, then that sensor is likely
an informative one.
Based on this idea, we propose both a sensor rank-
ing algorithm (akin to filter based methods in classical
feature selection) and a sensor subset selection algo-
rithm. For sensor ranking, we calculate a relevance
score for each sensor by first constructing a similarity
graph among the time-series produced by the sensor
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across all MTS segments. We then find the largest
eigenvector of the normalized adjacency matrix of this
graph, which reflects its cluster structure [Shi and Ma-
lik, 2000]. Finally, the relevance score of a sensor is cal-
culated as the normalized mutual information between
this eigenvector and the ground truth labels (Figure 1).
While the sensor ranking technique is simple and effi-
cient, it will assign a similar relevance score to highly
correlated sensors thus potentially leading to the se-
lection of redundant sensors. To address this problem
we also propose a sensor subset selection algorithm.
We again start by calculating an adjacency matrix for
each sensor, then find a linear combination these ma-
trices that (1)approximates similarity matrix of the la-
bels and (2)uses a small number of sensors and (3)uses
minimally redundant sensors.
Since the proposed techniques are only based on dis-
tance measures between time-series produced by the
same sensor do not require that all sensors sample data
at the same rate. This makes them readily applica-
ble to heterogeneous MTS data where different sen-
sors have different sampling rates, without needing to
sub-sample high frequency sensors or interpolate low
frequency sensors in order to convert the MTS data to
a matrix format. This is a major advantage over MTS
sensor selection techniques based on inter-sensor cor-
relation such as CLeVer [Yoon et al., 2005] or Corona
[Yang et al., 2005] which require all sensors to have
the same sampling rates.
The rest of paper is organized as follows. In Section
(2), we provide some background and the math nota-
tions that are used in our equations. In Section (3), we
present our algorithms for sensor ranking and sensor
subset selection. In section (4), we discuss our connec-
tion to two-stage kernel learning algorithms. The ex-
periments and discussion are introduced in Section (5).
In Section (6), we extend our work to the application
on heterogeneous data. And we summarize our work
in Section (7).
2 Background and Notations
Assume we are given a labeled data set
{(Xi, yi)}i=1..n, where Xi is a MTS segment,
and yi ∈ R is the corresponding label. The each
MTS segment Xi consists of m time-series or sensors
{xi,j}j=1..m with xi,j ∈ Rli,j . The length li,j of
each time-series xi,j may vary between segments
due to different segment duration (i.e. li1,j 6= li2,j)
or between sensors due to different sampling rates
(i.e. li,j1 6= li,j2) or both. The goal is to find a
subset j1, ..., jk ⊂ [1..m] of sensors that that are (1)
predictive of the labels and (2) have low redundancy.
Symbol Dimension Meaning
Xi MTS
xi,j Rm×li,j time-series
yi R data label
y Rn label vector
Mj Rn×n distance matrix of j-th row
Wj Rn×n similarity graph of j-th row
D Rn×n degree matrix
v Rn power iteration embedding
L Rn graph Laplacian
GI Rn×n redundancy constraint matrix
Q Rn×n redundancy constraint matrix
H Rn2×m flattened similarity matrix
Table 1: Math notations.
The distance between two time-series xi1,j and
xi2,j can be calculated using Dynamic Time Warp-
ing (DTW) [Berndt and Clifford, 1994, Keogh and
Ratanamahatana, 2005]. For example, given two time
series:
S = s1, s2, · · · , si, · · · , sn
T = t1, t2, · · · , tj , · · · , tm,
the sequences S and T can be arranged to form a n-
by-m grid, where each grid point, (i, j), corresponds to
an alignment between elements si and tj . A warping
path, P , maps the elements of S and T , such that the
“distance” between them are minimized:
P = p1, p2, · · · , pK , max(n,m) ≤ K < n+m,
where K is the length of wrap path and the kth warp
path is:
pk = (i, j),
where i is an index from time series S and j is an
index from time series T . The warp path start from
p1 = (1, 1) and end at pK = (n,m). The index i and j
have to be monotonically increasing in the warp path.
If we define a distance between two elements, such as:
δ(i, j) = |si − tj |.
The DTW distance of two time series is the optimal
warp path with minimum distance:
DTW (S, T ) = min
P
[
q∑
k=1
δ(pk)],
where q is the length of optimal warping path.
3 Algorithm
3.1 Build Similarity Graph for Sensors
As mentioned, we build a similarity graph for each
sensor of Xi. There exists many graph construction
Manuscript under review by AISTATS 2020
Figure 1: Top: common approach for feature selection based on feature engineering. Bottom: proposed solution in this
work.
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Figure 2: Illustration of our idea by using the “BasicMotions” dataset. The MTS samples are sorted according to their
labels (“Standing”, “running”, “walking”, “badminton”) from left to right as in each subplots on purpose. The goal is to
observe the cluster structure revealed by the DTW distance. Top: visualization of distance matrix where the distances
is calculated by DTW. Center: Affinity matrices of constructed k-nearest neighbor graph. Bottom: the corresponding
spectral embedding vector by PIE.
algorithms in machine learning research area, for ex-
ample, k-nearest neighbor graph, sparse graph [Liu
et al., 2010] and etc. In our work, we choose k-nearest
neighbor graph as it can preserve the local geometry
structure of original data’s distribution. The first step
(1) is to calculate the distance between two time se-
ries. We assume our time series data are real values
and use the Dynamic Time Warping [Berndt and Clif-
ford, 1994] [Keogh and Ratanamahatana, 2005] met-
ric. (Note: Our work can easily be extended to non-
real value data, as long as the user can define a dis-
tance metric. For example, for string representation,
the Levenshtein distance (or Edit distance) can be
used.) (2) once we have the distance matrix Mj for j-
th row of X, we generate the k-nearest neighbor graph
Wj which is directed graph with edge weight equal to
“1.0”. The reason we reset the distance is for the pur-
pose of normalization since the DTW distance bound
of different sensors are quite uncertain. After that, we
transfer the directed graph into an undirected one by:
Wj = 0.5 ∗ (Wj +W Tj ), (1)
Manuscript under review by AISTATS 2020
then we obtain a similarity graph with symmetric
adjacency matrix. Following the spectral clustering
work [Shi and Malik, 2000], we set the diagonal of Wj
to zero.
To summary, the output of this graph construction
step is a set of matrices: {W1,W2, · · · ,Wm,Wy},
where Wj ∈ Rn×n.
3.2 The Structure Representation Vector of
a Graph
In this section, we introduce a spectral embedding
vector which encodes the cluster structure informa-
tion of similarity graphs we constructed in last sec-
tion. We believe spectral graph embedding is a right
approach as the performance shown in spectral cluster-
ing [Shi and Malik, 2000] and unsupervised feature se-
lection [Cai et al., 2010]. Among many possible choices
such as Power Iteration Embedding (PIE) [Lin and Co-
hen, 2010], Top-k Spectral Clustering Embedding [Shi
and Malik, 2000] and Heat Kernel Embedding [Peng
et al., 2015], we choose PIE as our spectral embedding
vector by its “1-D” dimensional vector property and
its simplicity of calculation. The description of PIE is
as follows.
The power iteration embedding embedding vector is
an early stopping approximation of the largest eigen-
vector of normalized affinity matrix W which equals
to D−1W , where D is the degree matrix of W . The
power iteration embedding vt can be calculated as:
vt = cD−1Wvt−1, (2)
where c is a normalizing constant to limit the value
of v, and is set as c = ‖D−1Wvt−1‖−11 . mbedding
approximates the cluster structure of graph by using
an one dimensional vector. The detailed algorithm is
described in Alg. (1).
Algorithm 1: PIE(W ) [Lin and Cohen, 2010]
Input: matrix W ∈ Rn×n.
Output: power iteration embedding vt ∈ Rn×1.
Apply positive random normalization: W ←D−1W ;
Initialize v0 ∈ Rn×1;
Repeat;
vt+1 ← Wvt‖Wvt‖1 ;
δt+1 ← |vt+1 − vt|;
t← t+ 1;
Until ‖δt − δt+1‖max ' 0;
return vt
3.3 Sensor Ranking
Our first task is to rank the importance of sensors ac-
cording to the labels. We introduce a filter method
named as “PIE-rank” which includes two steps: (1)
calculates the PIE embedding vector of each sensor’s
similarity graph, and (2) evaluates the Normalized
Mutual Information (NMI) score between the PIE em-
bedding vector and ground truth label vector y. The
NMI score is calculated as follows.
r(vt) = score(vt,y) = NMI(vt,y) =
I(vt,y)√
H(vt)H(y)
,
(3)
where I(·, ·) denotes the mutual information , and H(·)
denotes the entropy. When calculate the mutual infor-
mation between vt and y, k-means clustering is used to
put the real values of vt into different bins. The num-
ber of bins equals to the number of different labels in
y. Higher ranking score means the spectral embedding
vector is more close to the label’s distribution.
The sensor ranking algorithm (PIE-rank) can be sum-
marized by:
Algorithm 2: PIE-rank
Input: MTS and labels: {(Xi, yi)}.
Output: Ranked scores r.
for i← 1 to m do
Build the distance graph Mi;
Generate the k-nearest neighbor graph Wi;
Wi = 0.5 ∗ (Wi +W Ti );
vt = PIE(Wi);
r(i) = scores(vt, y);
end
Sort(r);
return r
3.4 Sensor Subset Selection
The sensor ranking algorithm introduced in previous
Section 3.3 has very straightforward result and char-
acterized by its simplicity and efficiency. However, the
redundancy existing in the top selected sensors [Yu
and Liu, 2004] are not handled. The redundancy [Peng
et al., 2005] means there exists several sensors which
are highly correlated to each other. To minimize the
redundancy, we present the sensor subset selection al-
gorithm “PIE-SS” (“SS” means “Subset Selection”) in
this section.
3.5 Object function
Our learning goal is to select a subset of sensors with
minimum redundancy. Our intuition is to search a
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sparse linear combination of each sensor’s similarity
graph, and let the combined new graph can approx-
imate the distribution of labels (represented by a la-
bel graph) as much as possible.At the same time, the
selected subset sensors should have minimum redun-
dancy w.r.t the NMI value among their PIE embedding
vectors.
One challenge here is that the redundancy constraint
is in the spectral space while the linear approxima-
tion of similarity graph is in original data space. It
is possible that two different sensor graphs will have
same spectral embedding vector. For example, for two
graphs have the same cluster structure but different
edge connection patterns in each cluster, they spectral
embedding vectors will be very similar to each other.
Base on the above learning goal and observations,
we propose following object function to calculate the
optimal sensor subset with minimum redundancy:
min
α
1
2
‖Wy −
m∑
i=1
αiWi‖2F + λ
m∑
i=1
|αi|
+ β
∑
i,j
αiαjI(v
t
i ,v
t
j), s.t. αi ≥ 0. (4)
where λ ≥ 0, β ≥ 0 are Lasso penalty and redundancy
control parameters. The first term represents the ap-
proximation of label graph by the linear combination
of sensor graphs. The second term put the sparse con-
straint to the coefficients of linear combination. The
third term add redundancy constraints to the selection
of sensor graph in final subset.
The objective function can be rewrote in matrix form
as:
min
α
1
2
‖Wy −Wα‖2F + λ‖α‖1 + βαTGIα. (5)
The proposed object function is non-convex by nature
as the matrix GI is not a positive semi-definite one
(even it is close to) [Jakobsen, 2014]. Moreover, the
diagonal elements of GI also let the object function to
penalty the “self-redundancy” GI(i, i) and create se-
lection bias in favor of sensor graph whose embedding
vector has lower entropy as pointed out in [Nguyen
et al., 2014]. Following the treatment in [Nguyen
et al., 2014], we introduce the matrix Q and hyper-
parameter λ to equation (5). The matrix Q is defined
as:
Qij =
{
I(vti ,y) if i = j
1
2 (I(v
t
i ;y|vtj) + I(vtj ;y|vti)) if i 6= j.
(6)
The improved object function then becomes:
J (α) = 1
2
‖Wy −Wα‖2F + λ‖α‖1 + βαT (Q+ γI)α,
(7)
where I is the identity matrix who has the same size
as Q.
3.6 Calculation of Q for Large Data
The calculation of mutual information is time consum-
ing, and it is quite difficult to finish the calculation
of matrix Q in a short time. To solve this scalabil-
ity issue, we apply the Nystrom matrix approximation
following the strategy in [Nguyen et al., 2014].
Q˜ =
[
A B
BT BTA−1B
]
(8)
Q˜ and Positive Semidefinite(PSD) Matrix. Our first
step is to pre-processing the matrix Q˜ by adjusting
the parameter γ. The goal is to improve Q˜ to Qˆ
which is a PSD matrix.
3.6.1 Coordinate Descent Solver
To solve Equation (7), we apply the Coordinate De-
scent algorithm [Friedman et al., 2010] [Wright, 2015]
by its scalability. We flatten each matrix W ∈ Rn×n
into a vector representation h ∈ Rn2×1. This will help
to better understand steps of calculating derivatives.
Now Equation (7) is changed to:
J (α) = 1
2
‖hy −Hα‖22 + λ‖α‖1 + βαT Qˆα,
where H ∈ Rn2×m and each column of H, Hj , is
the flat version of Wj , hy ∈ Rn2×1, α ∈ Rm×1 and
Qˆ ∈ Rm×m.
The object function J (α) can be split into two parts
as:
J (α) = f(α) + g(α) (9)
f(α) =
1
2
‖hy −Hα‖22 + βαT Qˆα (10)
g(α) = λ‖α‖1. (11)
We separate each term into αk part and α−k part.
The notation ‘−k’ means the set does not include k-th
item.
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f(α) =
1
2
‖hy −H·,−kα−k −H·,kαk‖22
+ βα−kQˆ−k,−kα−k
+ βαk(
∑
j
Qˆkjαj) + β(
∑
i
αiQˆik)αk,
The derivative of f over one coordinate αk is:
∂f
∂αk
= −HTk (hy −H·,−kα−k −H·,kαk)
+ β(
∑
j
Qˆkjαj) + β(
∑
i
αiQˆik),
= −HTk (hy −Hα)
+ βQˆk,·α+ βαT Qˆ·,k.
= HTkHα−HTk hy + 2βαT Qˆ·,k.
(12)
3.6.2 Proximal Operator
The componentwise proximal operator of g(αi) which
is in `1-norm is:
Proxλ‖·‖1(αi) = arg min
αˆ
1
2
‖αˆi − αi‖22 + λ‖αˆ‖1, (13)
and the solution is:
αˆlassoi = sign(αˆi) max(|αˆi| − λ, 0) (14)
3.6.3 Scalability
For large dataset, which means the MTS has many sen-
sors in our case, the running time of regular coordinate
descent algorithm is kind of challenge. To improve the
scalability, we take the advantage of multi-core archi-
tecture of modern computer system and the power of
statistic optimization. To be specific, we apply the
asynchronous stochastic coordinate descent algorithm
proposed in [Liu and Wright, 2015].
3.6.4 PIE-SS
With the solution of object function (4), we present
the “PIE-SS” as in (3).
4 Connection to Two-Stage Multiple
Kernel Learning
Our proposed feature subset selection algorithm has
strong connection to two stage multiple kernel learn-
ing [Kumar et al., 2012] [Cortes et al., 2010] [Kandola
et al., 2002] and kernel-target alignment [Cristianini
Algorithm 3: PIE-SS
Input: MTS and labels: {(Xi, yi)}.
Output: Subset of features.
for i← 1 to m do
build the distance graph Mi;
generate the k-nearest neighbor graph Wi;
Wi = 0.5 ∗ (Wi +W Ti );
vt = PIE(Wi);
Solve the object function (4) and obtain results α;
Select features that their coefficients are larger
than zero: αi > 0;
end
return Selected features.
et al., 2002] in theory. The target alignment problem
is defined as follows.
max
µ≥0
〈∑pl=1 µlKl,K(t)〉
‖∑pl=1 µlKl‖F , s.t. ‖µ‖2 = 1, (15)
where A is the Gram matrix of kernel A on the training
samples, 〈A,B〉 = tr(ABT ) and ‖A‖2F = tr(AAT ).
The K(t) is the target kernel, and Kl is predefined
kernel from a set which has size equals to p.
The problem of feature subset algorithm in this
works is similar to two-stage kernel learning prob-
lem. Both of them learn a non-negative linear com-
bination of base kernels that maximizes the alignment
with one target kernel. The similarity graph Wy in
object function (4) can be treated as a target kernel
K(t)(Xi,Xj) = yiyj in binary classification case. For
multiple label classification cases, it is natural to use
“one-vs-all” strategy to redefine the problem.
The most obvious difference is that two-stage kernel
learning problem define base kernels at instance side
while our feature subset selection algorithm define base
kernels at feature side. The two-stage kernel learning
problem tries to search the optimal linear combination
of a set of predefined kernel (size is specified by the
user) on instances, and hope the combined kernels can
show a data distribution as similar as target kernels
which represent the distribution of labels. Contrarily,
the feature subset selection problem in this work de-
fines kernels (or similarity graphs in current setting)
for each single feature, and the number of predefined
kernels is equal to the number of features. The k-
nearest neighbor graphs used in this work can be ex-
tended to other popular kernels such as Gaussian ker-
nel, Epanechnikov Kernel and so on.
Another difference is that the feature subset selec-
tion problem does not include the learning of classi-
fier/regressor which is the second stage of two-stage
kernel learning problem. Since the focus of this work
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is feature selection.
5 Experiments
5.1 Datasets
Our experiment results includes seven public available
MTS datasets. One of them, named as “BasicMo-
tions”, is used for illustration purpose only and be ex-
cluded from comparisons. The remained six datasets
are used for evaluation. Two for them, “DuckDuck-
Geese” and “PEMS-SF”, are from the UEA & UCR
time series classification repository [Bagnall et al.,
2017]. The “EGG” (large) dataset is from UCI [Dua
and Graff, 2017]. The “CMU-MOCAP-S16” and
“KickvsPunch” is from [Baydagon, 2015]. The “Hu-
manGait” dataset is from [Tanawongsuwan and Bo-
bick, 2003]. A summary of them is presented in Ta-
ble (2).
Name Train Test #Sensors Length Class
BasicMotions 40 N/A 6 100 4
DuckDuckGeese 60 40 1345 270 5
EEG (UCI) 468 480 64 256 2
CMU-MOCAP-S16 29 29 62 127-580 2
KickvsPunch 16 10 62 274-841 2
HumanGait 270 270 66 133 15
PEMS-SF 267 173 963 114 7
Table 2: Summary of selected MTS datasets. The “Basic-
Motions” dataset is used for illustration in Fig. (2). For
“CMU-MOCAP-S16” and “KickvsPunch”, the length of
different sensors are not the same.
5.2 Baseline Algorithms
To evaluate the performance of our proposed algo-
rithms, we select two famous algorithms CLeVer [Yoon
et al., 2005] and Corona [Yang et al., 2005] as our
baseline. We also aware that there exists one latest
work CSFS [Han and Liu, 2013] which has the same
idea as Corona but use the Mutual Information in-
stead of Correlation to vectorize each MTS. However,
the calculation of Mutual Information for MTS with
large number of sensors is a problem as we discussed
in Section 3.6, let alone the CSFS need to repeat the
calculation for each data sample. By this reason, we
drop our comparison with it.
• CLeVer: the CLeVer algorithm uses the loadings
of common principal component analysis to mea-
sure the importance of each sensor. First, a cor-
relation coefficient matrix is built among different
sensors for each MTS segment. Secondly, princi-
pal components of each coefficient matrix are cal-
culated. Thirdly, all these principal components
are aggregated together and the descriptive com-
mon principal components are calculated. Finally,
the `2−norm of loading vectors are used to rank
the importance of each sensor.
• Corona: the Corona algorithm uses the flattened
correlation coefficient matrix as feature vector and
recursive feature elimination [Guyon et al., 2002]
to rank sensors. The coefficients of trained sup-
port vector machine are used to indicate the im-
portance of each sensors during the iteration.
5.3 Evaluation Classifier and Metrics
We use one nearest neighbor (NN-1) classifier as our
benchmark algorithm following the UEA multivariate
time series website [Bagnall et al., 2018]. Moreover, to
measure the performance of PIE-SS, we use two dif-
ferent settings to aggregate the selected features (sen-
sors). One is a unweighted version which can be found
in most feature selection research works, another is a
weighted version since we learn a linear combination
though Equation (4). The details are as follows.
1. Unweighted aggregation of sensors:
distunweighted =
k∑
i=1
Wi.
2. Weighted aggregation of sensors:
distweighted =
k∑
i=1
αiWi,
where dist∗ is the aggregated distance matrix and will
be used for nearest neighbor classifier, k is the number
of selected sensors.
For the evaluation metric, we use Accuracy(ACC).
5.4 Parameter Settings
We list the configuration of parameters (if any) for
each algorithm as below.
• CLeVer: we set the δ = 0.7 as in Alg. 1 in [Yoon
et al., 2005].
• PIE-rank: when calculating the k-nearest neigh-
bor graph of each sensor, we set k equal to 10.
• PIE-SS: the β is set to 1.0. The λ parameter is
used to control the sparsity of results.
5.5 Discussion
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Figure 3: Classification results of different algorithms on selected MTS data. The “unweighted” version results of “PIE-
SS” is reported here. Specially, for the PEMS-SF dataset, the results of “Corona” algorithm is missing as the time of
calculating it is more than 24 hours (with our implementation).
Name/ACC dists Size 1 Size 2 Size 3 Size 4 Size 5 Size 6 Size 7 Size 8 Size 9 Size 10
CMU-MOCAP-S16 W 0.62(5) 0.62(16) 0.55(22) 0.55 (24) 0.55 (28) 0.55(31) 0.59(34) 0.55(38) 0.55(45) 0.59(47)
CMU-MOCAP-S16 UW 0.62(5) 0.62(16) 0.59(22) 0.55 (24) 0.59 (28) 0.59(31) 0.55(34) 0.55(38) 0.55(45) 0.59(47)
DuckDuckGeese W 0.53(8) 0.50(10) 0.55(14) 0.57(22) 0.53(25) 0.57(30) 0.62(35) 0.62(42) 0.60(48) 0.65(49)
DuckDuckGeese UW 0.50(8) 0.50(10) 0.55(14) 0.62(22) 0.60(25) 0.57(30) 0.65(35) 0.65(42) 0.62(48) 0.65(49)
EGG W 0.77(8) 0.80(13) 0.82(16) 0.81(19) 0.81(27) 0.80(31) 0.80(35) 0.79(40) 0.83(43) 0.79(51)
EGG UW 0.76(8) 0.79(13) 0.80(16) 0.78(19) 0.80(27) 0.79(31) 0.79(35) 0.79(40) 0.77(43) 0.79(51)
KickvsPunch W 0.60(5) 0.40(9) 0.50(13) 0.50(24) 0.3(28) 0.40(29) 0.30(36) 0.4(40) 0.40(44) 0.40(52)
KickvsPunch UW 0.40(5) 0.40(9) 0.40(13) 0.30(24) 0.3(28) 0.30(29) 0.30(36) 0.4(40) 0.30(44) 0.30(52)
HumanGait W 0.98(4) 1.00(11) 1.00(16) 1.00(23) 1.00(26) 1.00(32) 1.00(35) 1.00(38) 0.99(43) 0.97(46)
HumanGait UW 0.98(4) 1.00(11) 0.98(16) 0.99(23) 0.97(26) 0.94(32) 0.94(35) 0.93(38) 0.91(43) 0.80(46)
PEMS-SF W 0.95(7) 0.95(9) 0.89(13) 0.88(19) 0.87(25) 0.87(29) 0.88(33) 0.88(40) 0.87(44) 0.87(50)
PEMS-SF UW 0.90(7) 0.95(9) 0.87(13) 0.80(19) 0.82(25) 0.84(29) 0.86(33) 0.84(40) 0.84(44) 0.84(50)
Table 3: Classification performance by PIE-SS with different size of selected sensors. The size of selected sensors are put
inside the parenthesis. Results include two different settings of aggregating distance matrix. They are marked as “UW”
for ‘distunweighted” and “W” for ‘distunweighted”. The integer value in the parenthesis after each accuracy value means
the size of selected sensors by the PIE-SS algorithm. The highest value of each row is marked as bold.
Comparison among algorithms We compare the
performance among PIE-rank, PIE-SS ( unweighted
aggregation), CLeVer and Corona. First, we obtain
the sensor selection results of them by using the train-
ing samples. Secondly, we calculate the distance ma-
trix for each sensor crossing different samples (include
both training and testing) by using DTW. Lastly, the
final distance matrix distunweighted is calculated, and
the classification performance is evaluated by NN-1
classifier. The accuracy results are reported in Fig. (3).
The number of selected sensors is from 5 to 50 with
step equals to 5.
Overall, there is no single algorithm shows dominated
higher accuracy. The performance of Corona and PIE-
SS are quite close to each other and they show better
performance than using all sensors (that means no sen-
sor selection) generally. For CLeVer, its performance
is not stable as it almost show worse classification ac-
curacy than without doing any sensor selections in
dataset “DuckDuckGeese” and “EGG”. The PIE-rank
algorithm show same unstable performance as PIE-SS.
It shows lower performance in dataset “DuckDuck-
Geese” and “EGG”, but has very good performance
in other datasets. It even beats Corona and PIE-SS in
dataset “EGG” and “PEMS-SF” at small number of
selected sensors.
Meanwhile, we need to mention that “CLever” is an
unsupervised sensor selection algorithm and the label
information is not used for improving the classification
performance.
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Compare the performance of without sensor se-
lection Another important evaluation is to measure
the success of sensor selection. We draw a horizon line
in each figure to show the performance of NN-1 clas-
sifier without any sensor selection. If one algorithm’s
curve is above the line, it means the sensor selection
is success. Otherwise, it means fail. For example, in
plot of “DuckDuckGeese”, the PIE-rank and CLeVer
algorithms are fail.
However, it worth to mention that PIE-rank show
strong performance in dataset “CMU-MOCAP-16”,
“KickvsPunch”, “HumanGait” and “PEMS-SF”. Con-
sidering the advantage of its calculation time, it is
quite an effective algorithm.
Comparison between weighted and unweighted
aggregation The result of PIE-SS by using dif-
ferent aggregation strategy is reported in Table (2).
The weighted version show better classification perfor-
mance than unweighted one except for dataset “Duck-
DuckGeese”. The results match our expectation since
we learn a linear combination of similarity graph to
approximate the label matrix.
6 Application to Heterogeneous Data
In this section, we present an application of our PIE-
rank algorithms on heterogeneous data. The motiva-
tion is to show the unique capability of our approach
comparing to existing MTS related feature selection
algorithms. Especially, (1) we avoid the feature ex-
traction for time series, (2) we do not need the distance
between two heterogeneous features.
We choose the public available data “The PhysioNet
Computing in Cardiology Challenge 2012” [Silva et al.,
2012] [Goldberger et al., 2000] for our experiment. The
original goal of the challenge is to predict the mortality
of ICU patients. Our goal is to rank the importance
of features and compare the result with several pub-
lished works [Severeyn et al., 2012] [Krajnak et al.,
2012] [Di Marco et al., 2012] [McMillan et al., 2012] in
the Cardiology research domain. (We want to mention
here that all the authors of this work have no domain
knowledge about the Cardiology related research other
than average common sense.) The introduced data is
heterogeneous based on following observations:
• Different type of feature values: real values, cate-
gory values and time series,
• The time series have different length not only
among different sensor, also across different in-
stances.
• The time series of different sensors have different
sampling rate.
Name Set-A Set-B
#Samples 2099 2064
#Label of “1” 259 282
#Real value features 3 3
#Category features 2 2
#MTS 37 37
Table 4: Summary of cleaned datasets of Physionet Chal-
lenge 2012. Label “1” means not survival.
Except the heterogeneous characteristic, the data also
include a lot of missing values. To prepossess the data,
we follow part of the data cleaning procedures as in-
troduced in work [Silva et al., 2012] [Johnson, 2018].
To be specific, we only apply the steps in the author’s
Notebook before the section of feature extraction for
time series. After prepossessing, we obtain two cleaned
datasets “Set-A” and “Set-B” as in Table (4). When
we build graph for each feature, we use Euclidean dis-
tance for feature: “Age”, “Height” and “Weight (static
one)”, and 1/0 distance for category feature: “Gender”
and “ICUType”. For time series features, we apply
DTW distance.
We calculate the ranking scores of “Set-A” and “Set-
B” by using “PIE-rank” and obtain two versions of
ranking results. To obtain the final ranking scores,
we use the average of them and report the result in
Figure (4).
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Figure 4: Ranking result of Physionet Challenge 2012 by
PIE-rank.
Comparison to domain knowledge as in [Kraj-
nak et al., 2012] In the work [Krajnak et al., 2012],
the author provides 19 selected features by the clin-
icians (as shown in Table 2 of the original paper).
Among, them 15 unique raw features are used. The
other four repeat features with different extraction
methods. We check the rank of these 15 raw features
in our ranking result and see how many of them are
ranked high. From the result of Table (5), we found
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Feature Rank
Age 33
Bilirubin 7
BUN 1
Creatinine 13
Glasgow Coma Score (GCS) 21
HCO3 20
Heart Rate (HR) 5
PaO2 23
pH 38
Platelets 11
Potassium (K) 22
Systolic ABP (SysABP) 19
Temp 25
Urine 26
White Blood Cell count (WBC) 27
Table 5: Ranking result of 19 selected features by the clin-
icians in work [Krajnak et al., 2012].
that 8 out of 15 raw features are ranked in the top half
of original 42 raw features by our PIE-rank algorithm.
Comparison to simple correspondence analysis
as in [Severeyn et al., 2012] The work [Severeyn
et al., 2012] uses the simple correspondence analysis
technique to analyze the importance of features that
related to the survive or not. In the conclusion part
(Section 4 of the original paper), the author list eight
important features. The ranking result of them by
PIE-rank are shown in table (6) As we can see, 4 out
Feature Rank
Creatinine 13
Urine 26
BUN 1
Bilirubin 7
GCS 21
MechVent 29
SOFA score NA
SAPS score NA
Table 6: Ranking result of eight selected features as in [Sev-
ereyn et al., 2012]. The SOFA and SAPS scores are not
included in our preprocessed data.
of 6 selected features are ranked in the top half by our
PIE-rank algorithm.
Comparison to feature selection result I as
in [Di Marco et al., 2012] In work [Di Marco
et al., 2012], the authors used forward sequential se-
lection algorithm and cross-validation (CV) to select
32 most important features reported the occurrences
of them in the repeated evaluations by CV.
No Features (rank by PIE-rank)
10
Age(33), GCS(21), Temp(25),
BUN(1), Glucose(17)
9
Weight(34,35), Sodium(“Na””)(24),
WBC(27), Bilirubin(7), Cholesterol(28)
8
Height(42), ICU Type(10),
TroponinI(8), TroponinT(4)
7
PaCO2(18), RespRate(37), HR(5),
HCT(12), Albumin(3), ALP(30)
6
SaO2(36), NISysABP(39), Mg(14),
Platelets(11), Lactate(9)
5 PaO2(23)
4 SysABP(19)
3
pH(38), MAP(32), NIDiasABP(31),
ALT(2), AST(6)
Table 7: Ranking result of 32 selected features as
in [Di Marco et al., 2012]. The “Occurrence” (the “No”
column) values are provided in Table 1 of the cited work.
Comparison to feature selection result II as
in [McMillan et al., 2012] In work [McMillan
et al., 2012], the authors present three list of ranked
top-10 features by their proposed algorithms. We com-
pare their ranking results with us as in Table (??).
Rank Result-I Result-2 Result-3
1 K(22) K(22) K(22)
2 Age(33) Albumin(3) Temp(25)
3 ALP(30) Age(33) HR(5)
4 Platelets(11) Glucose(17) ALP(30)
5 Temp(25) Urine(26) Albumin(3)
6 Urine(26) ALP(30) PaO2(23)
7 Glucose(17) GCS(21) Age(33)
8 BUN(1) pH(38) Temp(25)
9 pH(38) Albumin(3) RespRate(37)
10 ALT(2) Urine(26) ALP(30)
Table 8: Ranking results of selected features by [Di Marco
et al., 2012]. The rank results are provided in Table 1 of the
cited work. The value in the parenthesis are the ranking
result of our PIE-rank algorithm.
Summary From Table (5) to (8), we can see that
different algorithms have different top-ranked features.
Here we present a simple counting analysis of feature
occurrences crossing four tables. We only list the fea-
tures that appear at least three times out of four ta-
bles. The analysis results are shown in Table (9).
There are ten features that appear at least three times
among all four tables. Three of them are ranked in
top-10 by our “PIE-rank” algorithm. The “BUN” and
“GCS” features seems to be the most important fea-
tures if we consider all results here (include our rank-
ing result). The very contradictory features are “Age”
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No Features PIE-rank
4 BUN 1
4 GCS 21
3 Age 33
3 Urine 26
3 HR 5
3 PaO2 23
3 pH 38
3 Platelets 11
3 Temp 25
3 Bilirubin 7
Table 9: Summary of ten features that are counted most
among four tables. “No” means the occurrences.
and “pH”that are considered important in Cardiology
research field but show less impact by our algorithm
regarding the survival or not for patients at ICU.
7 Conclusion and Future Works
In this work, we introduce two algorithms to rank and
select subset of features (or sensors) for multivariate
time series data. The unique part of our algorithms
is that we avoid the feature extraction for each single
time series which usually requires the domain knowl-
edge regarding the input data.
Our algorithms have substantial connection to multi-
ple kernel learning. The adjacency matrix of our graph
representation of each feature has the same form and
meaning as a kernel matrix. It is natural to extend
our work by connect it with kernel-based learning al-
gorithms. Nevertheless, we also observe the compu-
tation issues when we build graph representation for
each feature. In the future, we may try approxima-
tion algorithms such as Matrix sketching to reduce the
computation time or apply deep learning algorithms to
learn an embedding vector regarding the graph cluster
structure directly.
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