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Abstract
In this paper, we consider the robust stabilization problem for linear time varying
(LTV) systems using the gap metric. In particular, we show that the time varying
(TV) directed gap reduces to an operator with a TV Hankel plus Toeplitz structure.
Computation of the norm of such an operator can be carried out using an iterative
scheme involving a TV Hankel operator deﬁned on a space of Hilbert-Schmidt causal
operators. The “inﬁmization” in the TV directed gap formula is shown to be, in fact,
a minimum by using duality theory. The latter holds as well in the time-invariant
case.
Key words: Robust stabilization, robust control, time-varying, optimal control.
Deﬁnitions and Notation
² B(E;F) denotes the space of bounded linear operators from a Banach space
E to a Banach space F, endowed with the operator norm
kAk := sup
x2E; kxk·1
kAxk; A 2 B(E;F)
² `2 denotes the usual Hilbert space of square summable sequences with the
standard norm
Preprint submitted to Elsevierkxk
2
2 :=
1 X
j=0
jxjj
2; x :=
³
x0;x1;x2;¢¢¢
´
2 `
2
² Pk the usual truncation operator for some integer k, which sets all outputs
after time k to zero.
² An operator A 2 B(E;F) is said to be causal if it satisﬁes the operator
equation:
PkAPk = PkA; 8k positive integers
The subscript “c” denotes the restriction of a subspace of operators to its
intersection with causal operators (see [15,6] for the deﬁnition.)
The symbol “©” denotes the direct sum of two spaces.
“?” stands for the adjoint of an operator or the dual space of a Banach space
depending on the context [4,5].
1 Introduction
The gap metric was introduced in [1] to study the robustness of feedback
systems subject to modelling uncertainty. Several authors developed compu-
tational tools notably in [16,14,18,20] for a fairly general class of inﬁnite di-
mensional systems. In [16] the author showed the relationship between the gap
metric and a particular two-block H1 problem. In [14], the authors showed
that feedback optimization in the gap metric is equivalent to feedback op-
timization with respect to normalized factor perturbations. They computed
the largest possible uncertainty radius such that robust stability is preserved.
Extensions to time-varying systems have been proposed in [22,17] where a geo-
metric framework for robust stabilization of inﬁnite-dimensional time-varying
systems was developed. The uncertainty was described in terms of its graph
and measured in the gap metric. Several results on the gap metric and the gap
topology were established, in particular, the concept of a graphable subspace
was introduced.
In [6], some of the results obtained in [16] were generalized, in particular,
the gap metric for time-varying systems was generalized to a two-block time
varying optimization analogue to the two-block H1-optimization. More recent
2work on the gap metric in a fairly general setting was proposed in [21].
The simplicity of the robustness bounds obtained in [14,18] for the time-
invariant case expressed in terms of the plant and the controller motivates
the work undertaken in this paper. In particular, we generalize some of the
results in [9] obtained for robust stabilization under normalized coprime uncer-
tainty to the time varying case in terms of operator theory and in the context
of nest algebras. Operator theoretic proofs of the results in [9] were obtained
in [16,14,18] as discussed above.
We show that the TV directed gap reduces to the computation of an operator
with a TV Hankel plus Toeplitz structure. Computation of the norm of such an
operator can be carried out using an iterative scheme involving a TV Hankel
operator deﬁned on a speciﬁc space of Hilbert-Schmidt causal operators. The
inﬁmization in the TV directed gap formula is shown to be, in fact, achieved
using Banach duality theory. The latter holds as well in the time-invariant
case.
The paper is organized as follows. The time varying gap is introduced in sec-
tion 2. In section 3 we show that the time varying (TV) directed gap reduces
to the computation of the norm of an operator with a TV Hankel plus Toeplitz
structure together with an iterative scheme inspired from the standard linear
time-invariant two-block H1 problem [10]. In section 4 the inﬁmization in the
TV directed gap formula is shown to be a minimum. Section 5 contains some
concluding remarks
2 The TV Gap Metric
Linear time-varying (LTV) systems may be regarded as causal linear (possibly
unbounded) operators acting on `2 as multiplication operators. To each plant
P we associate a subspace
D(P) = fu 2 `
2 : Px 2 `
2g (1)
3A LTV plant P is stabilizable if there exists a LTV controller C such that the
operator [23,6]
0
B
B B
@
I ¡C
¡P I
1
C
C C
A : D(P) © D(C) ¡! `
2 © `
2 (2)
is invertible with bounded inverse. The inverse is given by
0
B
B B
@
(I ¡ CP)¡1 C(I ¡ PC)¡1
P(I ¡ CP)¡1 I(I ¡ PC)¡1
1
C
C C
A (3)
It is readily seen from (3) that P is stabilizable if all its entries belong to
Bc(`2;`2).
The LTV plant P has a right coprime factorization if there exist operators M
and N both in Bc(`2;`2), such that, P = NM¡1, and a left coprime factoriza-
tion if there exist ˆ M; ˆ N 2 Bc(`2;`2), such that P = ˆ M¡1 ˆ N. In addition there
exist X, Y 2 Bc(`2;`2), and ˆ X, ˆ Y 2 Bc(`2;`2), such that,
XN + Y M =I
ˆ N ˆ X + ˆ M ˆ Y =I (4)
Such factorizations exist if and only if P is stabilizable [19].
Theorem 1 [19] The LTV plant P is stabilizable if and only if it has left and
right coprime factorizations
P = ˆ M
¡1 ˆ N = NM
¡1 (5)
There exist causal bounded linear operators U;V; ˆ U; and ˆ V such that
40
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1
C
C
C
A
0
B
B
B
@
ˆ V ¡ˆ U
¡ ˆ N ˆ M
1
C
C
C
A =
0
B
B
B
@
I 0
0 I
1
C
C
C
A (6)
and all P-stabilizing LTV controllers C can be parameterized as
C =(U + MQ)(V + NQ)
¡1
=(ˆ V + Q ˆ N)
¡1(ˆ U + Q ˆ M); Q 2 Bc(`
2;`
2) (7)
Following [14,6] we are interested in normalized coprime factorizations. That
is,
0
B B
B
@
M
N
1
C C
C
A is an isometry from `2 into `2 © `2, in this case, M?M + N?N = I
as is in the LTI case, where M?, N? are the adjoint operators of M and N,
respectively [6].
Suppose that two LTV plants G1 and G2 have normalized right coprime factor-
izations
0
B B
B
@
M1
N1
1
C C
C
A and
0
B B
B
@
M2
N2
1
C C
C
A, respectively. Denote by Π1 and Π2 the orthogonal
projections on their ranges. Then the gap between G1 and G2 is deﬁned by [6]
±(P1;P2) = kΠ1 ¡ Π2k (8)
and the directed gap
¡ !
± (G1;G2) = k(I ¡ Π2)Π2k (9)
The gap is then [14,17]
±(P1;P2) = max
³¡ !
± (G1;G2);
¡ !
± (G2;G1)
´
(10)
5It is well known that if ±(G1;G2) < 1, then all these quantities are equal.
Normalized coprime factorizations
0
B
B B
@
M1
N1
1
C
C C
A and
0
B
B B
@
M2
N2
1
C
C C
A imply that
0
B
B B
@
M1
N1
1
C
C C
A(I ¡ Pn);
0
B
B B
@
M2
N2
1
C
C C
A(I ¡ Pn) (11)
are isometries on (I ¡ Pn)`2 with range in (I ¡ Pn)`2 © (I ¡ Pn)`2 [7,6].
Following [7,6], let Π1n denote the orthogonal projection on the range of 0
B B
B
@
M1
N1
1
C C
C
A(I ¡ Pn), Π2n is deﬁned similarly. Deﬁne
¡ !
±n(G1;G2) =
°
° °
°
° °
° °
°
8
> > > <
> > > :
0
B
B B
@
I ¡ Pn ¡0
0 I ¡ Pn
1
C
C C
A ¡ Π2n
9
> > > =
> > > ;
Π1n
°
° °
°
° °
° °
°
(12)
and
±n(G1;G2)=kΠ1n ¡ Π2nk
=max
³¡ !
±n(G1;G2);
¡ !
±n(G2;G1)
´
(13)
The following lemma provides an expression for ±n(¢; ¢) in terms of the operator
norm of a speciﬁc operator.
Lemma 1 [7]
±n(G1;G2) =
°
° °
° °
°
° °
°
0
B B
B
@I ¡
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B
@
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N2
1
C C
C
A(I ¡ Pn)(M
?
2; N
?
2)
1
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C
A
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@
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1
C
C
C
A(I ¡ Pn)
° °
° °
°
° °
° °
(14)
6The following result generalizes the time-invariant counterpart derived in [16],
in terms of a minimization problem.
Theorem 2 [6]
sup
n¸0
¡ !
±n(G1;G2) = inf
Q2Bc(`2;`2)
° °
°
° °
° °
°
°
0
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@
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N1
1
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C
A ¡
0
B B
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@
M2
N2
1
C C
C
AQ
° °
°
° °
° °
°
°
(15)
The directed time varying gap between G1 and G2 is then deﬁned as
¡ ! ®(G1;G2) := sup
n¸0
¡ !
±n(G1;G2) (16)
and the time varying gap [6]
®(G1;G2) = max
µ
¡ ! ®(G1;G2);¡ ! ®(G2;G1)
¶
(17)
The function ® is a metric and for time-invariant systems reduces to the stan-
dard gap metric ± [7]. Note that in the time-invariant case Theorem 2 reduces
to the two-block H1 optimization derived for the gap metric in [16].
In the next section, we show that the computation of the TV directed gap
metric reduces to computing the norm of a TV Hankel operator with Toeplitz
like structure. To do so we start by introducing the concept of nest algebra.
3 Nest Projections and Hankel Operators
Deﬁne a nest N as a family of closed subspaces of the Hilbert space `2 con-
taining f0g and `2 which is closed under intersection and closed span. Let
Qn := I ¡ Pn; for n = ¡1;0;1;¢¢¢
where Pn is the truncation operator, which sets all outputs after time n to
zero,
7P¡1 :=0
and P1 :=I
Then Qn is an orthogonal projection, and we associate to it the following nest
N := fQn`
2; n = ¡1;0;1;¢¢¢g
The space of causal bounded linear operators Bc(`2;`2) can be regarded as a
triangular or nest algebra T (N), that is, the set of all operators T such that
TN µ N for every element N in N. In fact, T (N) can be written as
T (N)=fA 2 B(`
2;`
2) : PnA(I ¡ Pn) = 0; 8 ng
=fA 2 B(`
2;`
2) : (I ¡ Qn)AQn = 0; 8 ng
(18)
For N belonging to the nest N, N has the form Qn`2 for some n. Deﬁne
N
¡ =
_
fN
0 2 N : N
0 < Ng (19)
N
+ =
^
fN
0 2 N : N
0 > Ng (20)
where N0 < N means N0 ½ N, and N0 > N means N0 ¾ N. The subspaces
N ª N¡ are called the atoms of N. Since in our case the atoms of N span
`2, then N is said to be atomic [3]. ”Atomicity” is a necessary pre-requisite in
introducing the Hankel operator in the sequel.
It is readily seen from (15) that the computation of the directed gap reduces
to a distance minimization between the operator
0
B
B B
@
M1
N1
1
C
C C
A (21)
and the subspace
J :=
0
B B
B
@
M2
N2
1
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C
ABc(`
2;`
2) (22)
8of the Banach space Bc(`2;`2 £ `2).
Now observe that (as in the time-invariant case) the operator
Z :=
0
B B
B
@
M?
2 N?
2
¡ ˆ N2 ˆ M2
1
C C
C
A (23)
is unitary, i.e., Z?Z = ZZ? = I. Since the operator norm on the RHS of (15)
is induced on `2, it is unitarily invariant and it follows that
sup
n¸0
¡ !
±n(G1;G2) = inf
Q2Bc(`2;`2)
° °
° °
°
° °
° °
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°
°
° °
° °
°
° °
(24)
= inf
Q2Bc(`2;`2)
°
° °
° °
°
° °
°
0
B B
B
@
G ¡ Q
F
1
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C
A
°
° °
° °
°
° °
°
(25)
where G := M?
2M1+N?
2N1 and F := ¡ ˆ N2M1+ ˆ M2N1. From (25) we have the
inequality
kFk · sup
n¸0
¡ !
±n(G1;G2) (26)
In fact, expression (25) may be viewed as an operator with a time-varying
Hankel plus Toeplitz form as in the LTI case [14]. To see this let C2 denote
the class of compact operators on `2 called the Hilbert-Schmidt or Schatten
2-class [8,3] under the norm,
kAk2 :=
µ
tr(A
?A)
¶ 1
2
Deﬁne the space
A2 := C2 \ Bc(`
2;`
2) (27)
9Then A2 is the space of causal Hilbert-Schmidt operators. It is important to
observe here that this space plays the role of the standard Hardy space H2 in
the standard H1 theory.
Deﬁne the orthogonal projection P of C2 onto A2. P is the lower triangular
truncation or nest projection, and is analogous to the standard positive Riesz
projection (for functions deﬁned on the unit circle) for the LTI case. Following
[12] an operator X in B(`2;`2) determines a Hankel operator HX on A2 if
HXA = (I ¡ P)XA; for A 2 A2 (28)
If F = 0 then (23) reduces to a Nehari type problem where G 2 B(`2;`2),
playing the role of L1 and Bc(`2;`2) playing the role of H1, and in fact [13]
inf
Q2Bc(`2;`2)
kG ¡ Qk = kHGk (29)
Next, we show that the computation of (25) involves an iterative scheme. That
is, let ¹ = kFk and take ° > ¹ then °2I ¡ F ?F is a positive operator. Then,
there exists an outer spectral factor factorization Λ 2 Bc(`2;`2), invertible in
Bc(`2;`2) such that [2]
Λ
?
°Λ° = °
2I ¡ F
?F
Then, the following Lemma which is the time varying version of its LTI coun-
terpart.
Lemma 2
sup
n¸0
±n(G1;G2) · ° () kHGΛ¡1
° k < 1 (30)
where HGΛ°
¡1 denotes the Hankel operator associate to the symbol GΛ¡1
° , that
is,
HGΛ¡1
° = (I ¡ P)GΛ
¡1
° (31)
Proof. To prove the ﬁrst implication, deﬁne
10² := ° ¡
°
° °
° °
°
° °
°
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°
° °
° °
°
° °
°
(32)
Let f 2 A2 be of unit norm, and deﬁne
g := Λ
¡1
° f 2 A2 (33)
From expression (32) we have
° °
°
° °
° °
°
°
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C
Ag
° °
°
° °
° °
°
°
2
· (° ¡ ²)kgk2
Then the following successive inequalities hold
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4g
?(G
? ¡ Q
?; F
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G ¡ Q
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C
C
Ag
3
7
7
7
5 · (° ¡ ²)
2tr(g
?g)tr
µ
g
?
³
F
?F + (G ¡ Q)
?(G ¡ Q)
´
g
¶
· tr(g
?g) ¡ ²(2° ¡ ²)tr(g
?g)tr
µ
g
?(G ¡ Q)
?(G ¡ Q)g
¶
· tr
µ
g
?(°
2I ¡ F
?F)g
¶
¡²(2° ¡ ²)kΛ°k
¡2
From the last inequality we get
tr
µ
g
?(G ¡ Q)
?(G ¡ Q)g
¶
· tr
µ
g
?Λ
?
°Λ°g
¶
¡²(2° ¡ ²)kΛ°k
¡2 (34)
Therefore,
tr
µ
f
?Λ
¡1?
° (G ¡ Q)
?(G ¡ Q)Λ
¡1
° f
¶
· 1 ¡ ²(2° ¡ ²)kΛ°k
¡2 (35)
Since f is arbitrary and
k(G ¡ Q)Λ
¡1
° fk
2
2 = tr
µ
f
?Λ
¡1?
° (G ¡ Q)
?(G ¡ Q)Λ
¡1
° f
¶
we get
11k(G ¡ Q)Λ
¡1
° k
2 · 1 ¡ ²(2° ¡ ²)kΛ°k
¡2 (36)
But ²(2° ¡ ²) is arbitrary positive, so we get
k(G ¡ Q)Λ
¡1
° k
2 < 1 (37)
implying kHGΛ¡1
° k < 1 as in the Lemma. The converse follows similarly.
The computation of the norm of the TV Hankel operator may be carried
out by noticing that the norm of the Hankel operator HGΛ°
¡1 is equal to the
shortest distance minimization
inf
Q2Bc(`2;`2)
kGΛ
¡1
° ¡ Qk = kHGΛ°
¡1k (38)
for which a numerical solution based on convex programming was suggested in
[13]. Thus, supn¸0 ±n(G1;G2) can be computed to any desired accuracy using
(30) and performing a search on [¹; 1] as in the LTI case [10].
In the next section, we show that the inﬁmum in (15) is in fact a minimum.
That is, there exists Qo 2 Bc(`2;`2) such that
sup
n¸0
¡ !
±n(G1;G2) =
°
° °
°
° °
° °
°
0
B
B B
@
M1
N1
1
C
C C
A ¡
0
B
B B
@
M2
N2
1
C
C C
AQo
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° °
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° °
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°
(39)
This is carried out using Banach space duality theory.
4 Duality Theory for the TV Directed Gap
Let X ba a Banach space and X? its dual space, i.e., the space of bounded
linear functionals deﬁned on X. For a subset J of X, the annihilator of J in
X? is denoted J? and is deﬁned by [5],
J
? := fΦ 2 X
? : Φ(f) = 0; f 2 Jg
12Similarly, if K is a subset of X? then the preannihilator of K in X is denoted
?K, and is deﬁned by
?K := fx 2 X : Φ(x) = 0; Φ 2 Kg
The existence of a preannihilator implies that the following identity holds [5]
min
y2K kx ¡ yk = sup
k2?K; kkk·1
j < x; k > j (40)
where < ¢; ¢ > denotes the duality product.
Let us apply these results to the shortest distance problem given in (15) by
letting
X =B(`
2; `
2 £ `
2); x =
0
B B
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1
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C
A 2 X
J =
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1
C
C
C
ABc(`
2;`
2)
Introduce a class of compact operators on `2 called the trace-class or Schatten
1-class of operators acting from `2 into `2 £ `2, denoted C1(`2;`2 £ `2), under
the trace-class norm [8,3],
kTk1 := tr(T
?T)
1
2
where tr denotes the Trace.
We identify B(`2; `2£`2) with the dual space of C1(`2;`2£`2) , C?
1(`2;`2£`2),
under trace duality [8], that is, every operator A in B(`2; `2 £ `2) induces a
continuous linear functional on C1(`2;`2 £ `2) as follows:
ΦA 2 C
?
1(`
2;`
2 £ `
2)
is deﬁned by ΦA(T) = tr(A?T), and we write
B(`
2; `
2 £ `
2) ' C
?
1(`
2;`
2 £ `
2)
13Every trace-class operator T in turn induces a bounded linear functional on
B(`2; `2 £ `2), namely ΦT(A) = tr(AT ?) for all A in B(`2; `2 £ `2).
The preannihilator of Bc(`2; `2), denoted S, is given by [13]
S := fT 2 C1(`
2;`
2) : (I ¡ Qn)TQn+1 = 0; for all ng (41)
where C1(`2;`2) is the trace-class for operators acting on `2 into `2.
Deﬁne the following subspace of C1(`2; `2 £ `2),
S
o := (I ¡ RR
?)C1(`
2; `
2 £ `
2) © RS (42)
where R :=
0
B
B B
@
M2
N2
1
C
C C
A.
The following Lemma states that So is the preannihilator of the subspace J.
Lemma 3 If Á 2 X, then
tr(Á
?T) = 0 for all T 2 S
o () Á 2 J (43)
Proof. To show (43) it suﬃces to notice that tr(Á?T) = 0, 8T in So is equiv-
alent to Á?(I ¡RR?) = 0 and Á?R = A? for some A 2 Bc(`2;`2), and so these
imply that Á? = A?R?. By taking the adjoints we get Á = RA 2 J.
The existence of a predual C1(`2; `2 £ `2) and a preannihilator So implies
that an optimal Qo in Bc(`2;`2) achieving optimality in the RHS of (15) ex-
ists. Hence the following existence Theorem which is a Corollary to Theorem
2 (p. 121) in [5].
Theorem 3 There exists at least one optimal Qo 2 Bc(`2;`2) such that
14sup
n¸0
¡ !
±n(G1;G2) = inf
Q2Bc(`2;`2)
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° °
°
° °
°
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1
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(44)
=
° °
° °
°
° °
° °
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1
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AQo
° °
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°
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° °
(45)
= sup
T2So; kTk1·1
jtr([M
?
1; N
?
1]T)j (46)
Theorem 3 applies to the time-invariant case as well by substituting L1£L1
for B(`2; `2£`2), and its pre-dual space C1(`2; `2£`2) by L1£L1, the Lebesgue
space of pairs of measurable and absolutely integrable functions deﬁned on the
unit circle.
5 Conclusion
The problem of optimal robustness in the gap metric for LTV systems involves
the computation of the directed TV gap. The latter being expressed as a TV
two-block optimization involving TV normalized coprime factorizations. This
paper shows that the TV two-block optimization reduces to the computation
of the norm of a TV Hankel+Toeplitz like operator. Moreover, the operator
norm can be computed using an iterative scheme, which involves a TV Hankel
operator. The inﬁmization in the TV directed gap expression is shown to
be attained by an optimal TV Youla parameter Qo. It is hoped that the
results presented in this paper lead to numerically eﬃcient computation of TV
optimal robustly stabilizing controllers in the gap metric for general classes of
(possibly inﬁnite dimensional) systems.
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