In this paper, we consider the Cauchy problem for the 3D viscous MHD equations, and provide some regularity criteria involving only one directional derivative of the pressure, 
Introduction
This paper is concerned with the global regularity of solutions of the three-dimensional magneto-hydrodynamic (MHD) equations:
(1)
Here T > 0 is a given time, u = (u 1 , u 2 , u 3 ) is the velocity field, b = (b 1 , b 2 , b 3 ) is the magnetic field, u 0 , b 0 are the corresponding initial data satisfying ∇ · u 0 = ∇ · b 0 = 0, and p is a scalar pressure.
As for the Navier-Stokes equations (b = 0 in (1)), it is well-known [1] that (1) possesses a global-in-time weak solution (u, b) for initial data of finite energy. However, whether or not a given weak solution is regular uniqueness is an outstanding challenging open problem [2] .
Guided by the regularity criteria for the Navier-Stokes equations [3] [4] [5] , many authors were devoted to finding sufficient conditions to ensure a given weak solution (u, b) to be smooth. In [6, 7] , fundamental Serrin-type regularity criteria were established,
Then technical improvements and extensions to the weak L p spaces, multiplier spaces, Morrey-Campanato spaces, BMO spaces and Besov spaces were made in [8] [9] [10] [11] [12] [13] [14] for example. In [15, 16] , the regularity criteria via the direction of velocity div u |u| , or the direction of vorticity ∇ × u were considered respectively. The condition via only one directional derivative of the pressure was discussed in [17] , and says that if
then the solution is smooth. The interested readers are referred to [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] for more results on the regularity issue of related equations to (1) , and the references cited therein. Recently, Jia and Zhou [34] improve (4) as
The purpose of this paper is to improve (4) and extend (5) . Before stating the precise result, let us first recall the weak formulation of (1).
Definition 1.
Let T > 0 be a given time, and
is said to be a weak solution of (1) if the following conditions hold:
2.
(1) 1,2,3 hold in the sense of distributions; and 3. the energy inequality, that is,
for all t ≥ 0.
Our regularity criteria now read: 
then the solution remains smooth on [0, T ].
Remark 3. The method of our proof is the standard energy estimates as in [17] . However, when estimating the gradient of the pressure, we use the following invariance property
of Lebesgue spaces, see (17) . Owing to this observation, more general powers (see (12)) of u ± b can be multiplied with the symmetric form of (1), which increases the scaling dimension γ in (7) accordingly.
Combining the regularity criterion (5) established in [34] , we obtain the following regularity criterion in terms of one directional derivative of the pressure with β of full range:
Before proving this theorem in Section 2, we collect here some notations used throughout this paper. The usual Lebesgue spaces L q (R 3 ) (1 ≤ q ≤ ∞) are endowed with the norm ∥·∥ q . For a Banach space (X, ∥·∥), we do not distinguish it with its vector analogues X 3 , thus the norm in X
Proof of the main result
In this section, we shall prove Theorem 2. First, let us recall two often-used inequalities.
Lemma 4 (Multiplicative Sobolev Imbedding
β .
The proof of this lemma can be found in [17] .
. Then there exists a constant C > 0 such that
Proof. By interpolation and Sobolev inequalities,
Proof of Theorem 2. We first convert the MHD system (1) into a symmetric form. Adding and subtracting (1) 1 and (1) 2 , we find by writing
We fix 1 < γ ≤ 2, and write
, and thus ∥u∥ 
, one is referred to [35] ) ensures the smoothness of the solution.
For this purpose, we multiply (11) 1 by
respectively, and integrate by parts to obtain
where
Our goal is then to estimate I and J carefully, so as to get the uniform bounds of
by invoking the Gronwall inequality.
To proceed further, we apply the Hölder inequality to obtain
We choose λ such that
It then follows from (9) that ∥p∥ 2m ≤ C ∥∇p∥ 2 3 λ ∥∂ 3 p∥ 1 3 β .
To further dominate ∥∇p∥ λ , we take the divergence of (11) 1 to get
and thus by the Hölder inequality,
Now due to (12), (15) and (7), we see

. Thus applying (10) yields
In view of (16)- (18), we gather from (14) that
We then use the Young inequality to deduce
where ε > 0 is chosen small so that
Similarly, we have
Replacing (20) and (22) into (13), we conclude
Noticing (19), (12) and (7) Applying the Gronwall inequality then yields the uniform bounds of
, as desired. This completes the proof of Theorem 2.
