The optic nerve is a sensitive central nervous system structure, which plays a critical role in many devastating pathological conditions. Several methods have been proposed in recent years to segment the optic nerve automatically, but progress toward full automation has been limited. Multi-atlas methods have been successful for brain segmentation, but their application to smaller anatomies remains relatively unexplored. Herein we evaluate a framework for robust and fully automated segmentation of the optic nerves, eye globes and muscles. We employ a robust registration procedure for accurate registrations, variable voxel resolution and image fieldof-view. We demonstrate the efficacy of an optimal combination of SyN registration and a recently proposed label fusion algorithm (Non-local Spatial STAPLE) that accounts for small-scale errors in registration correspondence. On a dataset containing 30 highly varying computed tomography (CT) images of the human brain, the optimal registration and label fusion pipeline resulted in a median Dice similarity coefficient of 0.77, symmetric mean surface distance error of 0.55 mm, symmetric Hausdorff distance error of 3.33 mm for the optic nerves. Simultaneously, we demonstrate the robustness of the optimal algorithm by segmenting the optic nerve structure in 316 CT scans obtained from 182 subjects from a thyroid eye disease (TED) patient population.
INTRODUCTION
The optic nerve (ON) plays a central role in processing and relaying visual information from the eye to the brain and is sensitive to pathological conditions including optic neuritis, multiple sclerosis (MS), glaucoma, optic neuritis and ischemic neuropathy. Understanding structural changes in the ON in the course of disease (e.g., inflammation, atrophy, axonal congestion) is essential to charting disease progression, planning interventions, and monitoring treatment efficacy. Hence, accurate and robust segmentation of the ON plays an essential role in studying the biophysical etiology, progression, and recurrence of these diseases. Automatic quantification of the location and volumetrics of the ON could increase sensitivity and specificity of pathology assessments as compared to coarse, manual region of interest approaches. Additionally, manual delineation of ON structures is time and resource consuming as well as susceptible to inter-and intra-rater variability.
Current segmentation procedures often require manual intervention due to anatomical and imaging variability and success of automated techniques is often dependent upon the application, modality and image quality. Bekes et al 1 proposed a geometric model-based method for semi-automatic segmentation of the eye balls, lenses, optic nerves and optic chiasm in CT images and reported quantitative sensitivity and specificity results from STAPLE of approximately 77%. Qualitatively, a lack of consistency was reported with the results they obtain for the nerves and chiasm. Noble and Dawant 2 proposed a tubular structure localization algorithm in which a statistical model and image registration are used to incorporate a priori local intensity and shape information and reported mean Dice similarity coefficient (DSC) of 0.8 when compared to manual segmentations over ten test cases. Atlas-based methods provide a model-free approach to segmentation. Multiple atlases significantly improve the accuracy compared to a single atlas 3, 4 . Although multi-atlas segmentation promises a robust and model-free approach to segment medical images from exemplar brain images, only limited success has been seen for segmentation of the ON with Dice coefficient ranging from 0.39 to 0.78 [5] [6] [7] .
Herein, we are particularly interested in the development of a highly reliable technique for the segmentation of the ON, eye globe and muscles using multi-atlas segmentation on clinically acquired CT images. The dataset that is used contains a wildly varying range of field-of-view (ranging from whole head to more localized images of the orbit, as illustrated in Figure 1 ) and slice thicknesses (ranging from 0.4 to 5 mm)( Table 1) . We initially employ a straightforward registration framework in which the bony structure obtained by thresholding the atlases and the target are affinely registered. The centroids of the left and right ON are estimated by k-means clustering of the voxels where more than 90% of the registered atlases agree on the presence of the ON. Using these centroids, a region-of-interest is determined for the ON structure for both the target and the atlases in a leave-one-out approach. We evaluate pairwise non-rigid registration procedures followed by (leave-one-outcross-validation) LOOCV label fusion on the ON region-of-interest. We show that the optimal registration and label fusion pipeline results in robust and accurate segmentations of the ON anatomy despite wildly varying dataset by evaluating the pipeline on 316 CT scans obtained from 182 subjects from the thyroid eye disease (TED) patient population.
This manuscript is organized as follows. First, we explain the details of the bony structure rigid registration and region-of-interest estimation of the ON anatomy. Second, we explain the evaluation of non-rigid registration and multi-atlas label fusion pipeline for three state-of-the-art non-rigid registration algorithms (refactored version of the free form deformation algorithm in niftyreg package 8 , non-linear registration in the Automatic registration Toolbox (ART) package 9 , and the ANTS Symmetric Normalization (SyN) deformable registration in ANTS package 10 ) and six label fusion algorithms (majority vote 3, 4, 11, 12 , STAPLE, Spatial STAPLE 13 , Local Weighted Vote 14, 15 , Non-Local STAPLE 16 and Non-Local Spatial STAPLE ). For each method, we present quantitative and qualitative performance characteristics. Finally we evaluate the performance of the optimal pipeline on the large dataset to demonstrate its robustness. The following is an overview of the framework we employ to evaluate the region-of-interest estimation, pairwise registration and multi-atlas label fusion methods as illustrated in Figure 1 . Initially, pairwise affine registration of the bone structure A geometric deformation between an atlas and the target is computed for the bone threshold images. After registration, the set of labels in the coordinate system of each atlas are transformed to the target space to estimate a smaller region-of-interest. This is followed by pairwise non-rigid registration between the cropped target and the atlases. The propagated labels are then fused using multi-atlas label fusion algorithms in a leave-one-out cross validation approach. All studies were run on a 64-bit quad core 3.07 GHz desktop computer with 13 GB of RAM, running Ubuntu 12.04.
CT data
The empirical data consisted of 30 clinically acquired CT images of the brain, which were retrieved, in anonymous form under IRB supervision. The voxel size of the various images varied wildly, with in-plane resolution approximately 0.5 mm and slice thickness ranging from 0.4 mm to 5 mm for the various targets ( Table 1) . The "ground truth" segmentations were performed by an experienced rater using the MIPAV software package (http://mipav.cit.nih.gov/) for the full length of the left and the right optic nerves and the eye globes (with the 2 pairs of surrounding muscles for each globe) on all the subjects. Additionally, 316 CT scans were obtained from 182 subjects from the thyroid eye disease (TED) population.
Registration and multi-atlas label fusion pipeline
The bone structure for each image was first determined by thresholding each image at an intensity value of the minimum intensity increased by 30% of the range of intensities. This threshold was decided based upon visual inspection of representative scans. Pairwise affine registration is then performed between the bone threshold images using the Aladin algorithm 17, 18 , in the niftyreg package. In this implementation, normalized crosscorrelation is used as the similarity metric and the block width is constant and equal to 4 voxels. The propagated labels are then averaged over the number of atlases to obtain a probability matrix for each target. The coordinates where the probability of ON labels is greater than 0.9 are identified as the regions where at least 90% of the raters agree on the location of the ON. This set of coordinates is then partitioned into 2 groups using k-means clustering. The centroids of the left and right clusters are then extended by 40 mm in all 3 dimensions to obtain the ON region-of-interest. The final registrations are then computed by performing non-rigid registration between the cropped target and the atlases. 
METHODS AND RESULTS
We evaluate three state-of-the-art non-rigid registration algorithms:
1. refactored version of the free form deformation algorithm in niftyreg package with normalized mutual information and bending energy cost function, 2. non-linear registration in the Automatic registration Toolbox (ART) package with the k-means minimum variance cost function, and 3. the ANTS Symmetric Normalization (SyN) deformable registration in ANTS package with cross correlation as the cost function).
The source labels were transferred to the target coordinate space using the deformation field and nearest neighbor interpolation generating 29 propagated label volumes for each image considered as a target. The propagated labels are then fused using multi-atlas label fusion algorithms (majority vote (MV), STAPLE, Spatial STAPLE (spSTAPLE), Local Weighted Vote (LWV), Non-Local STAPLE (NLS) and Non-Local Spatial STAPLE (NLSS)) in a leave-one-out cross validation approach. For each statistical label fusion algorithms evaluated, identical parameter values were used whenever applicable. In NLS, the search neighborhood and the patch neighborhood were set to a 2x2x2 mm and 1x1x1 mm window respectively, centered at the target voxel of interest. The patch neighborhood was initialized to a 1x1x1 mm window centered at the voxels of interest. The values of the standard deviation parameters and were set to 0.5 and 1.5 mm respectively. A combination of mean square difference and locally normalized cross correlation was used as an intensity similarity metric. In NLSS, the performance level parameters were calculated on a voxel-wise basis using a half-window size of 3x3x3 mm in all cardinal directions Quantitative accuracy is assessed using the DSC 19 , Hausdorff distance (HD) 20 , and mean surface distance (MSD). The symmetric surface distance metrics are computed in both directions in terms of distance from the expert labels to the estimated segmentations and vice versa. Each registered intensity image was normalized by subtracting the mean intensity and dividing by the standard deviation.
The normalized images were cropped around the ON ROI and 2 slices (z=66,70) were chosen. These two representative slices for each image were stored as a single [295x297x2 1] column vector. All the images were similarly arranged to form an LxN matrix with L=295x297x2, and N=316.
The average image is then defined as,
Each image differs from the average by the vector
Let = ∅ ∅ … ∅ , so the covariance matrix is given by Figure 3 Qualitative results for the optimal multi-atlas segmentation approach for 7 subjects are shown. For a typical subject, the top rows compare manual and automatic results for a representative 2D slice. The bottom rows show point-wise surface distance error of the label fusion estimate for the ONs and the eye globe structure. The proposed multi-atlas pipeline results in reasonably accurate segmentations for the ON structure. However, slight over segmentations of the ONs can be observed in certain cases (subjects 4 and 7). 
Pre-multiplying both sides by A, =
Thus, eigenvectors of C are . These are normalized to obtain , the eigenfaces. Let = (: ,1: 2) be the first two eigrnvectors. The images are projected into the first two principal components to obtain the weights . =
The initial 30 CT images for which manual labels are available were also projected into the same space as above by normalization, subtraction of column means and multiplication with the first two columns of . The automatic and manual projections were plotted and the outliers were manually examined for segmentation failure.
For analyzing the labels, an Euclidean distance transform was initially performed after separating the 4 different labels in each of the slices (same as for the intensity, z=66 and z=70) as binary images. This was followed by subtraction of column means, calculation of normalized eigenvectors and projection of the automatic and manual labels into the space of the first two principal components. Scans appearing as outliers in any of the plots were marked as failure cases in all of the plots. 15 scans from 11 subjects were detected as outliers. 2 subjects (16 scans) had optic nerve tumor and not all of them appear as outliers because the automatic segmentations are still of similar shape to the rest of the images. 8 subjects (8 scans) failed due to excess field of view (including the skull or the neck) and 1 subject (1 scan) had abrupt variation in the successive slices due to transmission failure of "classic" slice-wise DICOM. It is noted that not every tumor scan appears as an outlier in the PCA analysis because of similar shape of the overall intensity images and the segmentations, but all the scans have been marked as outliers.
One of the initial scans with slice thickness greater than 5 mm is poorly registered and appears like an outlier but is actually a working image as shown in the previous section (i.e., non-rigid registration works after the ROI cropping). A few of the working results are also shown The similar distribution of the manual labels and the automatic labels projected into the principal components space shows the accuracy of the automatic segmentation on the large dataset even with wide variability in terms of subjects and scan slice thickness. This successfully demonstrates the robustness of the proposed pipeline.
DISCUSSION
The proposed fully automatic framework using multi-atlas segmentation provides consistent and reasonably accurate segmentations of the ON structure despite wildly varying clinically acquired datasets. The robust registration framework is able to consistently handle the high variability of the data in terms of field-of-view and voxel resolutions. The recently proposed NLSS label fusion algorithm is able to account for the small registration errors. We demonstrate that the optimal method is significantly more accurate compared to various state-of-the-art registration and fusion algorithms. Additionally, we demonstrate the robustness of the segmentation pipeline on a massive dataset with only 25 scans failing out of the total 316, out of which 16 have tumors, 8 have excessive FOV, and 1 has corrupt data (missing slices).
Despite the success of the proposed framework, there is potential to improve performance through study of shape priors in the label fusion estimation framework, intensity-based refinement 22 , Markov Random Field regularization 23 , or learning based correction of mislabeled voxels 24 . Also, automatic detection and removal of unnecessary field-of-view for including only the head and the ON region could help resolve the outliers identified in the test dataset that were not due to excessive anatomical variability or corrupt data. Given that each step in the proposed pipeline is independent of the structures being segmented, and hence "model-free", multi-atlas labeling provides a robust approach to segmentation of orbital anatomy, and is robust to the substantial variation present in clinically acquired data. Our automated segmentation approach could be used to provide analysis context (i.e., navigation), volumetric assessment or enable regional nerve characterization (i.e., localize changes). Principal component analysis after registration to a common space on the 4 labels to isolate outliers. The 11 outlier subjects identified were either due to the presence of tumor (F1-2), due to excess field of view (including the skull or the neck) (F3-10) or due to discontinuous scans (F11).
