This paper details work in assessing the capability of a hydrodynamic model to forecast surface currents and in applying data assimilation techniques to improve model forecasts. A three-dimensional model Environment Fluid Dynamics Code (EFDC) was forced with tidal boundary data and onshore wind data, and so forth. Surface current data from a high-frequency (HF) radar system in Galway Bay were used for model intercomparisons and as a source for data assimilation. The impact of bottom roughness was also investigated. Having developed a "good" water circulation model the authors sought to improve its forecasting ability through correcting wind shear stress boundary conditions. The differences in surface velocity components between HF radar measurements and model output were calculated and used to correct surface shear stresses. Moreover, data assimilation cycle lengths were examined to extend the improvements of surface current's patterns during forecasting period, especially for northsouth velocity component. The influence of data assimilation in model forecasting was assessed using a Data Assimilation Skill Score (DASS). Positive magnitude of DASS indicated that both velocity components were considerably improved during forecasting period. Additionally, the improvements of RMSE for vector direction over domain were significant compared with the "free run."
Introduction
The interaction of air currents with the sea surface is of great importance for studying coastal surface currents. Energy transfer from wind to water contributes to generation of surface currents [1] . Wind exerts a stress on the ocean's surface by turbulent transfer of momentum across the atmospheric boundary layer to generate ocean currents. Accurate definition of wind forcing in numerical models is obviously of great importance for developing reliable hindcast and forecast, as many model errors are derived from poor specification of boundary conditions [2] . In order to improve model forecasting ability, measured data from a HF radar system were assimilated into the model by updating the wind shear stress boundary condition.
In order to improve the forecasting ability of hydrodynamic modelling by taking advantage of available measurements such as radar surface currents and ocean currents from satellites, some researchers tried to enhance modelling performance using data assimilation techniques. Lewis et al. [3] corrected the shearing stress in model via assimilating Doppler radar current data into numerical ocean model. Minimum additional shearing stress was used to achieve a significant nudging of the model surface currents toward the basic characteristics of the observed filed of Doppler radar currents. Marmain et al. [4] assimilated HF radar surface currents in a model of the northwestern Mediterranean Sea. The wind forcing and lateral boundary-forcing components of a regional primitive equation numerical model were optimized by minimizing the difference between modelpredicted and radar-derived surface currents. Barth et al. [5] assimilated HF radar surface currents in a nested model of the West Florida Shelf (WFS). They carried out ensemble simulation of the WFS model under different wind forcing in order to estimate the error covariance of the model state vector and the covariance between ocean currents and winds. Barth et al. [6] used an ensemble scheme to obtain improved surface winds by assimilating high-frequency radar surface 2 Advances in Meteorology currents in German Bight. In their research, the uncertainty of the driving wind field was represented by an ensemble of perturbed wind forcing.
Ren et al. [7] used pseudo measurements to update surface currents in a test domain with Direct Insertion data assimilation. The sensitivity tests show that the effects of Direct Insertion data assimilation strongly depend on the frequency of the data assimilation cycle. The higher the data assimilation cycle frequency, the stronger the influence of the Direct Insertion on model forecasting. In general, there are two types of data assimilation schemes in oceanography: sequential and variational data assimilation [8] . The difference between sequential and variational data assimilation schemes is as follows. The analysis equation of the former is obtained by a linear combination of measurement states and background states, such as Optimal Interpolation, nudging, and Ensemble Kalman Filter data assimilation algorithms [9] [10] [11] . The analysis equation of the latter is derived by minimizing a cost function, which is made up of two terms: one is the distance between the analysis states and the background states, and the other is the distance between the analysis states and the observation states [12] [13] [14] , such as threedimensional and four-dimensional variational data assimilation algorithms. These data assimilation schemes focus on directly correcting the surface currents by combining the measurements with model background states. Difficulties with data assimilation in coastal models are that it is not easy to obtain continuous measurements of surface currents over short time periods for sequential data assimilation and whilst wind forcing is of great influence on the generation of surface currents, it is not easy to measure high quality wind data over coastal waters.
The research presented in this paper is primarily concerned with aspects of data and techniques to enhance the forecasting capabilities of coastal hydrodynamic models. The paper briefly describes a three-dimensional hydrodynamic model of Galway Bay. The approach adopted uses surface current flow field data collected from a HF radar system to correct surface wind shear stress. Initially the radar data were compared against current measurements collected using an Acoustic Doppler Current Profile (ADCP) to benchmark the radar data.
One of the main goals of this study is to apply a data assimilation process that would be continuous for the following measurement period; this was achieved by implementing a method for correcting the model's wind shear stress. This data assimilation method transfers the difference between model states and measurement states to correction of wind shearing stress by assimilating HF radar data. The DASS was calculated and time series of velocity components and vector maps during forecasting period are shown to assess the improvements of data assimilation in the model.
The structure of this paper is as follows: Section 2 introduces the measurements from the radar system and ADCP in Galway Bay. A three-dimensional hydrodynamic model is presented in Section 3. Assimilation of radar surface currents into model is given in Section 3, followed by results in Section 4. Conclusions of this work are listed in Section 5.
Measurements

HF Radar.
A CODAR (Coastal Ocean Dynamics Application Radar) system is a type of portable, land-based HF radar system which can measure the near-surface ocean currents in a coastal area [15] . One such system has been deployed in Galway Bay on Ireland's west coast (see Figure 1) . The measurements obtained from the CODAR system are nearly real time. The rough ocean surface information is gained by the radar signal which scatters in many directions. When the radar signal scatters off a wave whose wave length is exactly equal to half of the transmitted signal wavelength [16, 17] , the radar signal can return measurement information. A single HF radar station, or mast, determines the radial component of the surface currents relative to that station. Total surface currents velocities can be computed and displayed as vector maps by combining the radial surface current velocity components from two or more different masts. CODAR systems can provide rich datasets (in time and space), which can be used to explore the dynamical process of surface currents [18] . Operating frequency of the radars deployed in Galway Bay is 25 MHz. The temporal and spatial resolution is sixty minutes and 300 metres, respectively. The system is able to generate surface currents maps for the inner Galway Bay area (see Figure 1) . The radar bandwidth is 500 kHz at both stations.
In order to examine the impacts of data assimilation cycle lengths on forecasts, the radar data were temporally interpolated for the tests in Section 3.3. Reasons can be listed as follows: (1) Since hourly output of surface current vectors was obtained by averaging/merging data over a specified time period from the radar monitoring system, temporally linear interpolation of the output data was like an inverse process, which conveyed the averaged information to successive time steps over the measurement period. The linearly interpolated surface velocity data over this relatively short period were assumed to describe the properties of surface currents. (2) The ultimate goal of data assimilation in oceanography is to obtain improved estimates in models through making the best use of measured data; the idea of using the linearly interpolated measurements in time to frequently update the model background states was an experiment to assess the appropriate cycle length that would result in better forecasting states.
ADCP.
A bed-mounted ADCP was deployed in Galway Bay (see point A in Figure 1 Island station radial data is shown in Figure 5 . Owing to the fact that ADCP surface currents were very noisy, speeds and directions of ADCP currents on low water level (LWL, see Figure 2 ) were used to intercompare with radar data as shown in Figures 3 and 4 . Figure 2 shows the low water level of water column for intercomparisons. Figure 3 shows that, in general, there is reasonably good agreement of speed trend between radar and ADCP data, but also differences exist. The magnitudes of radar data were bigger than ADCP data during some high speed timesteps such as near Julian Days 231.5, 233, and 235.7. This results because the last 3.2 m close to the surface can not be measured by ADCP due to the side lobes interference area with the 2 m depth cells and noisy surface conditions. Additionally, tough measurement conditions and observation accuracy can result in low quality of ADCP [19] . Thus, surface CODAR data were bigger than ADCP data on low water level at some timesteps having high speed. In order to quantify the correlation of surface velocity components between radar measurements and ADCP data, the method of complex correlation was used. Here, the authors took the components of the velocity vectors from both CODAR and ADCP as complex numbers in the following formula: 
where
The to simplify the expression of correlation . The correlation is independent of any coordinate system and reflects the correlation relationship of the two vectors. The magnitude of represents an overall measure of correlation. Phase in degrees stands for the average veering of two vectors, while the average veering is meaningful only if the value of correlation is high [10] . The bigger the value of the amplitude, the stronger the correlation between two vectors. The value of correlation amplitude close to 1 and phase close to zero implies an excellent comparison between the two vector time series. In this research, the two time series of vectors are the radar and ADCP measurements at point A in Figure 1 ; the computation time period is from Julian Day 220 to Julian Day 243 in 2013. The data from ADCP used here are the low water level data. The correlation and phase between time series data of CODAR and ADCP are 0.57 and −17.26 ∘ , respectively. Based on Taylor's labeling system about correlation [23] , modest correlation (from 0.36 to 0.67) exists between the CODAR and ADCP data, which provided confidence in using the radar data in the following application. Additionally, the value of the correlation coefficient (0.57) using ADCP data at low water level in this study was comparable to the value 0.62 in Kelly et al. 's study [19] . They compared 0.5 m radar data with ADCP currents at 2.5 m.
Barth et al. [5] compared radial currents by averaging two days' data between the CODAR and ADCP measurements; the ADCP data were rotated to the HF radar antenna in their research. Correlation coefficient between the two datasets was 0.75. The same method was used in this work to further investigate two available datasets from the CODAR and ADCP. The rotated ADCP data were compared with the radial currents from C1 station (see Figure 1 ) as shown in Figure 5 , positive values indicate direction is towards the CODAR station C1, and negative values indicate the direction is away from the CODAR station C1. The correlation coefficient over the comparison period between the two datasets is 0.57, which has the same magnitude as the calculated complex correlation using (2)-(4). Based on Taylor's labeling system of correlation coefficient [23] , modest correlation also existed in the radial currents between the CODAR data and ADCP data.
Hydrodynamic Model.
The three-dimensional numerical model EFDC was used to simulate the hydrodynamic circulation of Galway Bay. EFDC was developed at the Virginia Institute of Marine Science and is currently supported by the U.S. Environmental Protection Agency (EPA) [24] . It comprises four linked modules: hydrodynamic, water quality and eutrophication, sediment transport, and toxic chemical transport and fate; only the hydrodynamic module was used for this research. This module solves the three-dimensional, vertically hydrostatic, free surface, turbulent averaged equations of motions for a variable density fluid. The model uses a sigma vertical coordinate system and either regular or curvilinear, orthogonal, horizontal coordinates. The model has been applied to a variety of modelling studies [25] [26] [27] .
In the present research, a model of Galway Bay (see Figure 1 ) was developed using a regular grid coordinate system. The horizontal plane dimension of the simulation domain is approximately 55 km in length and 35 km in width. The water depth of the area covered by the radar system is in the range of 10-40 m. Galway Bay, which is different from other open coastal domains covered by CODAR observation system such as German Bight [6] and Monterey Bay [21] , is a semienclosed area. The dynamics within Galway Bay are mainly influenced by oceanic flows to the bay from the adjacent shelf and wind driven currents. Oceanic flows enter the bay mainly through the southern sounds and circulate with the bay before exiting through the North Sound [28] . Meteorological conditions in Galway Bay were mainly influenced by the Atlantic weather system [29] . The main wind direction in Galway Bay area is southwest [30] .
A 150 m horizontal spatial resolution was employed yielding 380 × 241 grid cells. Variable vertical layer thicknesses were used in the model with a thinner layer at the top and bottom of the water column and thicker layers in the middle. This structure ensured that wind shear can properly propagate from the surface layer to the subsurface layers, thereby ensuring that wind forcing was not overly damped by tidal forcing. The simulation period was categorized as three types: 
where V is the vertical viscosity; and are shear stresses at the surface ( = 1); and are wind speed components at 10 m above the water surface; is wind-stress coefficient; is water depth.
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Wu [33] used the following format to define the windstress coefficient:
Equations (16) and (17) are default format of wind-stress coefficient in EFDC. Another important parameter in coastal models is the bottom roughness height as it influences the current distribution over depth and the energy balance of the water column. The bottom drag coefficient in EFDC model is given as [24, 31] 
where is the von Karman constant; Δ bl is the dimensionless bottom layer thickness; 0 is the dimensionless roughness height; 0 is the dimensional roughness height in metre; is the water depth. Wang et al. [32] set the bottom roughness to be 0.003 m to simulate the tidal currents in Jiaozhou Bay [32] . They found the relative error was around 5.9% of modelling results when bottom roughness was 0.003∼0.01 m; 15% with 0.01∼0.02 m bottom roughness height. The range of bottom roughness height for their models is less than 0.02 m. Sensitivity experiments of bottom roughness in Galway Bay are undertaken when forcing the model with NUIG winds. The range of bottom roughness height for our models is less than 0.005 m. The RMSE between model results and HF radar measurements is calculated with (10)- (12) . RMSE of individual surface velocity components was firstly calculated with (10) and (11); then total RMSE( , V) was computed with (12):
where CODAR is the HF radar measured surface velocity east-west component; model is the modelled component; RMSE ( ) is the Root-Mean-Squared-Error of east-west velocity component at time step ; is the number of time steps; is the number of calculation points at time step . The authors focused on obtaining good simulation of surface current patterns. Influences of bottom roughness on simulating surface currents in Galway Bay were not significant according to the RMSE values among bottom roughness height test models. The best bottom roughness height 0.001 m was used for assimilation models based on obtaining minimum RMSE values. This best model as shown in Figure 6 is marked as model BG with NUIG wind and 0.001 m bottom roughness height for the following studies.
Data Assimilation via Correcting
Wind Stress
Data Assimilation Algorithm.
The NUIG wind data enable the model to achieve reasonably good agreement with HF radar measurements. In order to improve the forecasting ability of the numerical model, wind shearing stress over the model domain is updated by assimilating HF radar measurements into the model. This data assimilation method as used by Lewis et al. [3] does not work by directly combining the HF radar measurements with modelled currents, but instead by correcting the wind shearing stress by calculating the difference between modelled and measured surface currents [34] [35] [36] . One advantage of this data assimilation scheme is that the correction of the wind shearing stress prolongs the influence of the updating through the following data assimilation cycle. In reality, we are more interested in the model's forecasting ability. Forecasting models via assimilating radar data based on model BG were run. All of the conditions are the same as model BG except for the fact that the data assimilation period is Julian Days 220-228.04. Here, correction of wind shearing stress by assimilating HF radar measurements focuses on improving patterns of surface currents. A complete data assimilation system is comprised of three parts: (i) a numerical model, which describes the dynamic process in a mathematic way; (ii) a batch of observations of variables of interest; (iii) a data assimilation algorithm to combine the measurements states with model background states. The flowchart of indirection data assimilation algorithm in Lewis et al. 's study [3] is shown in Figure 7 . Lewis et al. [3] expressed the additional shearing stress as
where CODAR is the HF radar measured east-west surface velocity component, model is the model-predicted east-west surface velocity component, is the water density, and is the tuning coefficient. In order to produce gentle nudging of the model background states to the observed data, the minimal east-west shearing stress from their derivation is given as [3] , = (
where is the assimilation domain and , are the model grid coordinates. Since a single wind forcing time series was used in our model, the mean east-west shearing stress over the assimilation domain is added to original wind shearing stress. The mean shearing stress over domain is calculated as
and the total east-west surface shearing stress is given as
where is the number of assimilation grid points at step and is the original east-west wind shearing stress. Northsouth wind shearing stress was updated using the same equations (13)- (16).
Assimilation Parameter.
In the data assimilation scheme undertaken by Lewis et al. [3] , the coefficient = (0.8 + 0.065 10 ) × 10 was used as a tuning parameter, which was determined by the RMSE between modelling results and HF radar measurements in this research. A bigger value of coefficient provides a stronger emphasis on rendering the model to follow HF radar measurements. Lewis et al. tested the coefficient with orders of = −3 and = −2. The data assimilation model with = −2 can generate better results when comparing with the measurements. Three different tuning coefficient values were investigated in this research. Four models were therefore considered as follows: model BG (without data assimilation), and three data assimilation (DA) models: DA1 with = −3, DA2 with = −2, and DA3 with = −1. The averaged RMSE values were calculated using (10)- (12) which are presented in Table 1 .
RMSE values shown in Table 1 were calculated during an eight-day hindcasting period (Julian Days 220-228.04) to select the best value of tuning coefficient . Appropriate tuning coefficient was selected by producing the minimum RMSE. The reason for using this method lies in the implicit hypothesis: good performance during hindcasting period via assimilating radar data can have positive effects on forecasting. Values of total RMSE( , V) showed that all indirect data assimilation models via correcting wind force improved the results during hindcasting period compared with the "free run" BG. The values of RMSE among indirect data assimilation models were very close. The improvement of model DA3 ( = −1) was biggest 4.6% compared with the "free run." The bigger value of parameter DA resulted in smaller RMSE values for both velocity components. This trend was similar to the study of Lewis et al. [3] . This meant that the intensity of added wind stress via assimilating radar data affected the simulation of surface currents during hindcasting period. In order to obtain good forecasting, = 10 −1 was viewed as the best one which would improve model performance and was used in the subsequent data assimilation models.
In order to explore the forecasting improvements after hourly assimilating the surface currents in model to correct wind shearing stress, time series comparisons of DA3 modelled surface velocity components and HF radar measurements at point B (see Figure 1) are shown in Figures 8 and 9 . East-west velocity component in model BG is shown to compare well with the radar data; the influence of hourly update of wind shearing stress did not obviously affect it. However, the model BG had a tendency not to accurately generate northsouth velocity component prior to the implementation of data assimilation as shown in Figure 9 . Effects of hourly updates of wind shearing stress using the radar data were also very weak for north-south velocity component. In order to further enhance the model forecasting capability via assimilating the radar data based on findings in Ren et al. [7] , tests of data assimilation cycle lengths were performed in the following section. In this research, we focused on improving the forecasting performance of northsouth velocity component.
Data Assimilation Cycle Length Tests.
In order to further improve model forecasts, the radar data, which were temporally linearly interpolated, were assimilated into the threedimensional model to correct the wind stress. Five different data assimilation cycle lengths, (1) each model timestep (MS), (2) one minute, (3) five minutes, (4) fifteen minutes, and (5) sixty minutes, were applied in the data assimilation models to study the influence of data assimilation cycle lengths on forecasts. Test models and RMSE values during the +12 h forecasting period are given in Table 2 . RMSE values were calculated using (10)- (12) . Table 2 shows that indirect data assimilation via correcting wind force with one-minute data assimilation cycle length had the minimum total RMSE 9.9446 cm/s over +12 h forecast compared with radar data. The improvement of north-south velocity component was 9.4% compared with the "free run" (model BG). Indirect data assimilation models with different data assimilation cycle lengths outperformed the "free run" during the forecasting period, except for the indirect data assimilation model DA4, which updated the model background states at each timestep. Since the added wind stress was obtained from the differences between radar data and model background states, frequent transfer of the velocity difference to wind stress such as at each timestep may have resulted in significant disturbance to the model background states. Model DA5 was viewed as the best data assimilation via correcting wind shearing stress using radar data for Galway Bay. shear stress in model, the DASS is calculated in the domain covered by the radar system over time as [37] 
where V DA , V 0 are the outputs from the model with (model DA5) and without (model BG) data assimilation, respectively; V CODAR is the data from HF radar system; is the number of comparison points in data assimilation domain. The same formula as shown in (18) is also used to compute MSE(V CODAR , V 0 ). If DASS is greater than zero, it means that the data assimilation model improves the forecasting compared with no data assimilation. If DASS is less than zero, it means the data assimilation contaminates the basic dynamic processes in the model resulting in deterioration in model accuracy. The model BG without data assimilation was taken as the reference model during the whole simulation period.
Results
Patterns of Surface Currents.
In order to study the patterns of surface currents after assimilating radar data into models, vector maps at two typical forecasting timesteps (03:00 and 06:00 Julian Day 228) are shown in Figure 10 . Figure 10 shows that, in general, model DA5 can produce closer patterns of surface currents to radar data than model BG without data assimilation. In order to quantitatively assess the improvements of surface current circulation during forecasting period, the averaged RMSE of vector directions of surface currents over simulation domain were computed between modelled results and the radar data at four timesteps on Julian Day 228 and shown in Table 3 . Firstly, the RMSE values were calculated at each model grid; then a single RMSE value at each analysis timestep was obtained by averaging the RMSE values over domain. Table 3 shows the best data assimilation model DA5 improved the pattern of surface currents at these forecasting timesteps. The improvements of vector direction over domain decreased in time; the improvements were 14.9% and 13.1% at 03:00 and 06:00 compared with the "free run" BG, respectively.
Time Series of Surface Velocity Components.
In order to efficiently and fairly assess the forecasting performance, time series of surface velocity component at point B (see Figure 1 ) over +6 h forecasting period are shown in Figures 11 and 12 .
The best data assimilation model DA5 improves performance for both surface velocity components over +6 h forecasting compared with "free run" BG.
Data Assimilation Skill Score.
Here, since good match of east-west velocity component between modelled results and the radar data was obtained as shown in Figure 8 , we were interested in improving the north-south surface velocity component. The DASS using (17) and (18) is 15.2% and 7.6% for the north-south surface velocity component and total surface velocity during our hindcasting period, respectively. It confirms that the correction of wind shearing stress by assimilating HF radar measurements into the model enhances the modelling performance, especially for the strongly windinfluenced north-south velocity component.
In order to assess the forecasting improvements in model, the DASS of both surface velocity components was calculated during +6 h forecasting period using (17 over +6 h forecast was 1.4% and 22.9% for east-west and north-south velocity component, respectively. This indicates that the previous correction of wind shear stress during data assimilation period had positive impacts on both surface velocity components. Great improvements were achieved for north-south velocity component during forecasting period.
Influences on Vertical Currents.
Since only surface currents from Galway Bay radar system were assimilated into the three-dimensional model EFDC, the influence of surface current updating on vertical current profiles was studied in this work using available ADCP data. In order to explore the influence of surface assimilation on vertical currents over the water column, vertical current profiles at depth were measured at each observation step by the ADCP and were used to study the impacts of data assimilation on the vertical current structure during forecasting period. Carpet plots from ADCP and assimilation models are shown in Figures  13-15 .
Carpet plots in Figures 13-15 show that assimilation of surface currents using radar data had relatively small impacts on vertical velocity distributions. Temporal trend DA5 changed very little compared with the "free run" BG. It is important to note that ADCP is not particularly accurate when measuring surface currents [19] . It is also important to remember that the ADCP data are representative of only one point in Galway Bay. Here, the analysis is a guide for future work when more ADCP data are available.
Conclusions
Wind forcing is a dominant factor in developing surface currents in the coastal zone. The authors have deployed a high-frequency radar system to measure surface current flow fields. These data were compared with ADCP data and modest correlation existed based on Taylor's classification [23] . This has given reasonably good assurance regarding the reliability of the radar data. NUIG wind data and tidal water elevation from OTPS were used to drive the model. The best bottom roughness height for Galway Bay was 0.001 m.
The correction of wind shear stress by assimilating HF radar measurements into the hydrodynamic model improves the model's forecasting ability, comparing with model without data assimilation. The model east-west velocity component has been shown to compare well with radar data, as this direction of currents is dominated by tidal flows; however, the model had a tendency not to accurately predict northsouth velocity component prior to the implementation of data assimilation. After assimilating the radar data into the wind shear stress model boundary condition, the north-south velocity components of model and radar data were considerably closer. The main conclusions are listed as follows: (1) According to the performance during eight-day hindcasting and RMSE values between models and the radar data, the best assimilation parameter was = −1 for assimilating the radar data to correct the wind shearing stress in model for Galway.
(2) Data assimilation cycle lengths had impacts on extending the influences of data assimilation on forecasts using the temporally interpolated radar data. The best data assimilation cycle length for correcting wind shear stress using the radar data was one minute, namely, model DA5.
(3) The best data assimilation model DA5 can produce better patterns of surface current at two forecasting timesteps, 03:00 and 06:00 Julian Day 228. Significant improvements of vector direction over simulation domain were more than 10% compared with the "free run" BG at the two typical forecasting timesteps.
(4) Time series of both velocity components were improved at point B over +6 h forecasting compared with the "free run" (model BG).
(5) DASS improvements of north-south velocity component in the best data assimilation DA5 were 15.2% and 22.9% for eight-day hindcasting and +6 h forecasting, respectively.
(6) Updates of surface currents in model using the HF radar data have impacts on vertical currents, but the effects were very small compared with the "free run."
This research demonstrates that in complex, wind-influenced flows assimilating data into the wind shear stress boundary condition of a coastal hydrodynamic model can improve model predictions significantly. The influence of data assimilation in the following +6 h in forecasting model has a positive impact on the surface velocity components. The previous data assimilation process improves the modelling forecasting.
There is still a lot of research to be carried out to improve wind-stress formulations so that forecasts are more accurate and more reliable.
