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Abstract
Let L be an m-symmetric Markov generator and μ a signed measure in the Kato class. We consider a
Schrödinger type operatorHμ = −L+μ on Lp(m). We prove that under certain conditions for the Markov
semigroup generated by L and the potential μ, the Lp-spectral bound ofHμ is independent of p if and only
if the L2-spectral bound is non-positive.
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1. Introduction
Let X be a locally compact separable metric space and m a positive Radon measure on X
with full support. Let L be an m-symmetric Markov generator and μ a certain Kato measure. We
study a Schrödinger type operator Hμ = −L+ μ on Lp(X;m), in particular, the growth of the
operator norm of its semigroup pμt := exp(−tHμ). We define the spectral bound of pμt by
λp(μ) = − lim
t→∞
1
t
log
∥∥pμt ∥∥p,p, 1 p ∞,
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M. Takeda / Journal of Functional Analysis 252 (2007) 550–565 551where ‖pμt ‖p,p is the operator norm of pμt from Lp(X;m) to Lp(X;m). Then our aim is to
show that λp(μ) is independent of p.
Needless to say, it is impossible to show the independence for all symmetric Markov genera-
tors and associated Kato measures. In fact, let us consider the Brownian motion on a hyperbolic
space with dimension d and take the zero measure as μ. Then, λ∞(μ) equals zero because of
the conservativeness of the Brownian motion, while λ2(μ) equals (d − 1)2/8 (§5.7 in [6]). We
here suppose that the Markov semigroup pt := exp(tL) has the four properties (I)–(IV) in Sec-
tion 2 and the potential μ is Green-tight (Definition 2.1). We then prove the following main
result: λp(μ) is independent of p if and only if λ2(μ)  0. For example, the semigroup of the
Brownian motion on the hyperbolic space has the four properties, and the main theorem says that
for the Brownian semigroup, the p-independence is recovered by adding a negative Green-tight
potential μ such that λ2(μ) 0 (Example 4.1).
For a classical Schrödinger operator −(1/2) + V , B. Simon [16,17] proved the p-inde-
pendence, and K.T. Sturm [19,20] extended it to Schrödinger operators on Riemannian mani-
folds. For the proof of the p-independence, they used heat kernel estimates. Our approach is
completely different; we use arguments in Donsker–Varadhan’s large deviation theory [7,8].
Let M = (Px,Xt ) be the m-symmetric Markov process generated by L and assume that it has
the four properties (I)–(IV). We denote by Aμt the continuous additive functional in the Revuz
correspondence to μ. Then the semigroup pμt is expressed as
p
μ
t f (x) = Ex
(
exp
(−Aμt )f (Xt )).
We extend M to the Markov process M¯ on the one-point compactification X∞ by making the
adjoined point ∞ a trap. Then M¯ has the Feller property under two properties (II) and (III) of M,
while it has no longer the strong Feller property.
In the proof of the large deviation upper bound for Markov processes with compact state
space, we need only the Feller property. We thus have the following upper bound (Proposition 3.1
below); let P(X∞) be the set of probability measures on X∞ and define a function Iμ on P(X∞)
by
Iμ(ν) = − inf
φ∈D++(Hμ)
∫
X
Hμφ
φ
(x)dν(x),
where D++(Hμ) is a suitable domain of the operator Hμ (see (3.1)). Then
lim sup
t→∞
1
t
log sup
x∈X
Ex
(
exp
(−Aμt ))− inf
ν∈P(X∞)
Iμ(ν). (1.1)
We now would like to make two remarks on Eq. (1.1). First, since Aμt is not generally regarded
as a function of the empirical measure,
Lt(A) = 1
t
t∫
1A(Xs) ds, A ∈ B(X),0
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tended it to Markov processes with Feynman–Kac functionals. We here apply the upper bound
established in [22].
Second, the function Iμ is defined on the space of probability measures on X∞ not on X.
Hence, it happens that ν({∞}) > 0. In this sense, the adjoined point ∞ makes a contribution
to the rate function Iμ. We learn this idea from [2] and [12]; accounting the contribution to
Iμ-function from ∞, A. Budhiraja and P. Dupuis proved large deviation principles of empirical
measures for Markov processes without stability property, and H. Kaise and S.J. Sheu studied
the asymptotic of Feynman–Kac functionals.
We will prove in Section 3 that if λ2(μ) 0, then
inf
ν∈P(X∞)
Iμ(ν) = λ2(μ),
which implies that λ∞(μ) λ2(μ) because the left-hand side of (1.1) is identical with −λ∞(μ).
The inequality, λ∞(μ) λ2(μ), always holds by the symmetry and the positivity of pμt . In this
way, we obtain the main theorem stated above.
We close the introduction with some words on notation. For a topological space Z, we use
B(Z) to denote the set of all Borel set (or functions) on Z. If F ⊂ B(Z), then Fb (respectively
F+) denotes the set of bounded (respectively non-negative) functions in F . We denote by Ac the
complement of A ⊂ Z. For a positive measure μ on E and A ∈ B(E), we denote by
μA(•) = μ(A∩ •).
We use c,C, . . . , etc. as positive constants which may be different at different occurrences.
2. Notation and some facts
Let X be a locally compact separable metric space and X∞ the one-point compactification
of X with adjoined point ∞. Let m be a positive Radon measure on X with full support. Let
M = (Ω,M,Mt , θt ,Px,Xt , ζ ) be an m-symmetric Markov process on X. Here {Mt }t0 is the
minimal (augmented) admissible filtration, θt , t  0, is the shift operators satisfying Xs(θt ) =
Xs+t identically for s, t  0, and ζ is the lifetime of M. Throughout this paper, we assume that
the Markov process M is transient. Moreover, we assume that the semigroup of M, ptf (x) =
Ex(f (Xt )), possesses next four properties:
(I) (Irreducibility) If a Borel set A is {pt }-invariant, i.e., pt(1Af )(x) = 1Aptf (x) m-a.e. for
any f ∈ L2(X;m) ∩ Bb(X) and t > 0, then A satisfies either m(A) = 0 or m(X \ A) = 0.
Here Bb(X) is the space of bounded Borel functions on X.
(II) (Conservativeness) pt1 = 1 (⇔ Px(ζ = ∞) = 1).
(III) (Feller property) pt(C∞(X)) ⊂ C∞(X) and limt→0 ptf (x) = f (x) for f ∈ C∞(X), where
C∞(X) is the space of continuous functions on X vanishing at infinity.
(IV) (Regularity of transition density) There exists a continuous transition density pt (x, y) ∈
C([0,∞)×X ×X) such that
ptf (x) =
∫
X
pt (x, y)f (y) dm(y), f ∈ Bb(X).
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(II) and (IV) that pt has the strong Feller property:
pt
(Bb(X))= Cb(X).
Let us denote by (E,D(E)) the Dirichlet form on L2(X;m) generated by M. Every function u
inD(E) admits a quasi-continuous version u˜ [9, Theorem 2.1.3]. In the sequel we always assume
that every function u ∈D(E) is represented by its quasi-continuous version. Let Gβ(x, y) be the
β-potential density,
Gβ(x, y) =
∞∫
0
e−βtpt (x, y) dt, β  0.
We write G0(x, y) simply by G(x,y). We now introduce two classes of positive Radon measures
which play a crucial role.
Definition 2.1.
(i) A positive Radon measure μ on X is said to be in the Kato class (in notation, μ ∈K), if
lim
β→∞ supx∈X
∫
X
Gβ(x, y) dμ(y) = 0.
(ii) A measure μ ∈ K is said to be Green-tight (in notation, μ ∈ K∞), if for any 
 > 0 there
exists a compact set K such that
sup
x∈X
∫
Kc
G(x, y) dμ(y) 
.
For other equivalent definitions of the Kato class, see [3,4,24]. The notion of Green-tightness
was introduced by Z. Zhao [25] for transient Brownian motions, and was generalized by
Z.-Q. Chen [4] for more general transient Markov processes.
In the remainder of the paper, we assume that μ ∈K is always non-trivial, μ 	≡ 0. For μ ∈K,
let Aμt be the positive continuous additive functional of M in the Revuz correspondence to the
measure μ; for any f ∈ B+(X) and γ -excessive function h,
lim
t→0
1
t
Ehm
( t∫
0
f (Xs) dA
μ
s
)
=
∫
X
f (x)h(x) dμ(x) (2.1)
[9, p. 188]. It is known in [4, Proposition 2.2] that for μ ∈K∞
sup
x∈X
Ex
(
A
μ∞
)= sup
x∈X
∫
G(x,y)μ(dy) < ∞. (2.2)X
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Eμ(u,u) = E(u,u)+
∫
X
u2 dμ, u ∈D(E). (2.3)
Since μ ∈ K charges no set of zero capacity by [1, Theorem 3.3], the form Eμ is well defined.
We see from [1, Theorem 4.1] that (Eμ,D(E)) becomes a lower semi-bounded closed symmetric
form. We call (Eμ,D(E)) a Schrödinger form. Denote by Hμ the self-adjoint operator associ-
ated with (Eμ,D(E)): Eμ(u, v) = (Hμu, v). Hμ is formally written as −L+ μ, where L is the
L2(m)-generator of M. Let pμt be the L2(m)-semigroup generated by Hμ: pμt = exp(−tHμ).
By the Feynman–Kac formula, the semigroup pμt is expressed as
p
μ
t f (x) = Ex
(
exp
(−Aμt )f (Xt )). (2.4)
Let Cu(X) be the set of continuous functions on X that have the limit as x → ∞. In
other words, each function in Cu(X) is the restriction of some function in C(X∞) to X. For
f ∈ Cu(X), put f (∞) = limx→∞ f (x). On account of the properties (I)–(IV), we get the next
facts.
Theorem 2.1. Let μ = μ+ −μ− ∈K∞ −K∞.
(i) There exist constants c and κ(μ) such that∥∥pμt ∥∥p,p  ceκ(μ)t , 1 ∀p ∞, t > 0.
Here ‖ ‖p,p means the operator norm on Lp(X;m);
(ii) pμt is a strongly continuous symmetric semigroup on L2(X;m) and the closed form corre-
sponding to pμt is identical to (Eμ,D(E));
(iii) For each f ∈ Bb(X), pμt f ∈ Cb(X);
(iv) pμt (Cu(X)) ⊂ Cu(X) and limx→∞ pμt f (x) = f (∞) for f ∈ Cu(X).
Proof. The statements (i) and (ii) follow from results in Albeverio, Blanchard and Ma [1]. We
see from [5, Theorem 3] that the semigroup pμt possesses the strong Feller property (iii).
(iv) For f ∈ C∞(X)∣∣Ex(exp(−Aμt )f (Xt ))∣∣ Ex(exp(−A2μt ))1/2Ex(f 2(Xt ))1/2
and supx∈X Ex(exp(−A2μt )) < ∞ by (i). Hence the property (III) implies that
limx→∞ pμt f (x) = 0. Since f (x) − f (∞) ∈ C∞(X) and pμt f (x) = pμt (f − f (∞))(x) +
f (∞)pμt 1(x), it is enough for the proof of (iv) to show that
lim
x→∞p
μ
t 1(x) = lim
x→∞Ex
(
exp
(−Aμt ))= 1.
Let μ ∈K∞ and K ⊂ X a compact set.
Ex
(
exp
(
A
μK
t
))= Ex(exp(AμKt );σK > t)+Ex(exp(AμKt );σK  t)
= Px(σK > t)+Ex
(
exp
(
A
μK
t
);σK  t),
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to 1 as x → ∞. Indeed, let f be a strictly positive function in C∞(X). Then
Px(σK  t)
eλt
c
Ex
(
e−λσKGλf (XσK )
)
 e
λt
c
Gλf (x),
where c = infx∈K Gλf (x) > 0. In addition, since
Ex
(
exp
(
A
μK
t
);σK  t) Ex(exp(A2μKt ))1/2Px(σK  t)1/2,
the left-hand side above converges to 0 as x → ∞. Hence we have
lim
x→∞Ex
(
exp
(
A
μK
t
))= 1.
Moreover,
lim
K↑X supx∈X
Ex
(
exp
(
A
μKc
t
))
 1,
because, by Khasminskii’s lemma,
sup
x∈X
Ex
(
exp
(
A
μKc
t
))
 1
1 − supx∈X Ex(AμKct )
,
and, by the definition of K∞,
lim
K↑X supx∈X
Ex
(
A
μKc
t
)= lim
K↑X supx∈X
∫
Kc
G(x, y) dμ(y) = 0.
Therefore
lim sup
x→∞
Ex
(
exp
(
A
μ
t
))= lim sup
x→∞
Ex
(
exp
(
A
μK
t
)
exp
(
A
μKc
t
))
 lim sup
x→∞
(
Ex
(
exp
(
A
2μK
t
))1/2 ·Ex(exp(A2μKct ))1/2)
 sup
x∈X
Ex
(
exp
(
A
2μKc
t
))1/2 ↓ 1, as K ↑ X,
and thus
lim inf
x→∞ Ex
(
exp
(−Aμt )) 1lim supx→∞ Ex(exp(Aμt ))  1.
Noting that for μ = μ+ −μ− ∈K∞ −K∞
Ex
(
exp
(−Aμ+t )) Ex(exp(−Aμt )) Ex(exp(Aμ−t )),
we have
lim
x→∞Ex
(
exp
(−Aμt ))= 1. 
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Let P(X) be the set of probability measures on X equipped with the weak topology. Define a
function IEμ on P(X) by
IEμ(ν) =
{Eμ(√f ,√f ) if ν = f · dx, √f ∈D(E),
∞ otherwise.
Set
D++
(Hμ)= {φ = Rμα g: α > κ(μ), g ∈ Cu(X) with g  ∃
 > 0}. (3.1)
Here κ(μ) is the constant in Theorem 2.1(i). For φ = Rμα g ∈D++(Hμ), let
Hμφ = αφ − g,
and define so called I-function by
Iμ(ν) = − inf
φ∈D++(Hμ)
∫
X
Hμφ
φ
dν. (3.2)
It is known in [22, Proposition 4.3] that
IEμ(ν) = Iμ(ν), ν ∈ P(X). (3.3)
We define a transition density p¯t (x, dy) on X∞ by
p¯t (x,E) = pt
(
x,E \ {∞}), x ∈ X,
and
p¯t (∞,E) = δ∞(E) :=
{
1, ∞ ∈ E,
0, ∞ /∈ E.
Let M¯ = (P¯x,Xt ) be the Markov process on X∞ with transition probability p¯t (x, dy). M¯ is an
extension of M and ∞ becomes a trap. Furthermore, for μ = μ+ − μ− ∈K∞ −K∞, we define
p¯
μ
t and R¯
μ
α by
p¯
μ
t f (x) = E¯x
(
exp
(−Aμt )f (Xt )), R¯μα f (x) =
∞∫
0
e−αt p¯μt f (x) dt, f ∈ B(X∞).
Then, R¯μα f (x) = Rμα f (x) on x ∈ X and R¯μα f (∞) = f (∞). Set
D++
(H¯μ)= {φ = R¯μα g: α > κ(μ), g ∈ C(X∞) with g(x) > 0}.
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lim
x→∞φ(x) =
g(∞)
α
(3.4)
by Theorem 2.1(v). Let us define a function on P(X∞), the set of probability measures on X∞,
by
I¯μ(ν) = − inf
φ∈D++(H¯μ)
∫
X∞
H¯μφ
φ
dν, ν ∈ P(X∞), (3.5)
where H¯μφ = αR¯μα g − g for φ = R¯μα g ∈D++(H¯μ).
Proposition 3.1. Let μ ∈K∞ −K∞. Then
lim sup
t→∞
1
t
log sup
x∈X
Ex
(
exp
(−Aμt ))− inf
ν∈P(X∞)
I¯μ(ν), x ∈ X. (3.6)
Proof. For φ ∈D++(H¯μ), define the multiplicative functional Nφt by
N
φ
t = e−A
μ
t
(
φ(Xt )
φ(X0)
)
exp
(
−
t∫
0
H¯μφ
φ
(Xs) ds
)
.
Then, since Nφt is a local martingale with N
φ
0 = 1,
E¯x
(
e−A
μ
t
(
φ(Xt)
φ(X0)
)
exp
(
−
t∫
0
H¯μφ
φ
(Xs) ds
))
 1,
and so
sup
x∈X
E¯x
(
exp
(
−Aμt −
t∫
0
H¯μφ
φ
(Xs) ds
))
 supx∈X φ(x)
infx∈X φ(x)
.
Hence, for any Borel set C of P(X∞)
lim sup
t→∞
1
t
log sup
x∈X
Ex
(
exp
(−Aμt );Lt ∈ C)
 inf
φ∈D++(H¯μ)
sup
μ∈C
∫
X∞
H¯μφ
φ
dν. (3.7)
Noting that H¯μφ/φ ∈ C(X∞) and that P(X∞) is compact with respect to the weak topology,
we can derive (3.6) from (3.7) in exactly the same way as one in [7]. 
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I¯μ(ν) = Iμ(ν) = ν(X)IEμ(νˆ).
Proof. For φ = R¯μα g ∈D++(H¯μ),
H¯μφ(x) = αφ(x)− g(x) → 0, x → ∞,
by (3.4) and H¯μφ(x) =Hμφ(x) on x ∈ X. Thus for ν ∈P(X∞)
I¯μ(ν) = − inf
φ∈D++(H¯μ)
∫
X∞
H¯μφ
φ
dν = − inf
φ∈D++(Hμ)
∫
X
Hμφ
φ
dν
= − inf
φ∈D++(Hμ)
ν(X)
∫
X
Hμφ
φ
dνˆ = ν(X) · IEμ(νˆ). 
Noting that P(X∞) \ {δ∞} and (0,1] × P(X) are in one-to-one correspondence through the
map:
ν ∈ P(X∞) \ {δ∞} −→
(
ν(X), νˆ(•) = ν(•)
ν(X)
)
∈ (0,1] ×P(X)
and that I¯μ(δ∞) = 0, we see that
inf
ν∈P(X∞)
I¯μ(ν) = inf
0η1, ν∈P(X)
(
η · IEμ(ν)
)= inf
0η1
(
η · inf
ν∈P(X)
IEμ(ν)
)
. (3.8)
Let us denote by ‖pμt ‖p,p the operator norm of pμt from Lp(X;m) to Lp(X;m) and define
λp(μ) = − lim
t→∞
1
t
log
∥∥pμt ∥∥p,p, 1 p ∞. (3.9)
We then have
Corollary 3.1. For μ ∈K∞ −K∞,
λ∞(μ) inf
0η1
(
η · inf
ν∈P(X)
IEμ(ν)
)
= inf
0η1
(
η · λ2(μ)
)
. (3.10)
Proof. Noting that supx∈X Ex(exp(−Aμt )) equals ‖pμt ‖∞,∞, we see that the left-hand side of
(3.6) equals −λ∞(μ). Hence we have the first inequality in (3.10) from Proposition 3.1 and
Eq. (3.8).
Since λ2(μ) is identical to the principal eigenvalue of the self-adjoint operator Hμ by the
spectral theorem and
λ2(μ) = inf
ν∈P(X)
IEμ(ν), (3.11)
by the variational formula for the principal eigenvalue, we have the second equality in (3.10). 
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Corollary 3.2. If λ2(μ) 0, then
λ∞(μ) λ2(μ).
The inequality, λ2(μ) λ∞(μ), holds generally, because∥∥pμt ∥∥2,2  ∥∥pμt ∥∥p,p  ∥∥pμt ∥∥∞,∞, 1 p ∞,
by the symmetry and the positivity of pμt . Hence we can conclude that
λ2(μ) 0 ⇒ λ2(μ) = λ∞(μ). (3.12)
If λ2(μ) > 0, then
inf
0η1
η · inf
νˆ∈P(X)
IEμ(νˆ) = inf0η1η · λ2(μ) = 0.
Thus λ∞(μ) 0 by Corollary 3.1. Moreover,
sup
x∈X
Ex
(
exp
(−Aμt )) exp(− sup
x∈X
Ex
(
A
μ+∞
))
> 0,
because the measure μ+ in K∞ is Green-bounded,
sup
x∈X
Ex
(
A
μ+∞
)= sup
x∈X
∫
X
G(x, y)μ+(dy) < ∞
by [4, Proposition 2.2]. Hence
−λ∞(μ) lim sup
t→∞
1
t
(
− sup
x∈X
Ex
(
A
μ+∞
))= 0.
Therefore, if λ2(μ) > 0, then λ∞(μ) = 0.
Now we can sum up as follows:
Theorem 3.1. Assume (I)–(IV). Let μ ∈K∞ −K∞.
(i) If λ2(μ) 0, then λp(μ) = λ2(μ), 1 p ∞;
(ii) If λ2(μ) > 0, then λ∞(μ) = 0.
Corollary 3.3. Assume (I)–(IV). Then for μ ∈K∞ −K∞ with λ2(μ) 0
lim
t→∞
1
t
logEx
(
exp
(−Aμt ))= − inf
{
Eμ(u,u): u ∈D(E),
∫
X
u2 dm = 1
}
, x ∈ X.
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lim inf
t→∞
1
t
logEx
(
exp
(−Aμt ))−λ2(μ), x ∈ X.
On the other hand, we see from Theorem 3.1 that
lim
t→∞
1
t
log sup
x∈X
Ex
(
exp
(−Aμt ))= −λ2(μ). 
4. Examples
Example 4.1. Let M be a spherically symmetric Riemannian manifold with a pole o and consider
the Brownian motion (Px,Xt ) on M . The Dirichlet form (E,D(E)) generated by the Brownian
motion is as follows:
⎧⎪⎨
⎪⎩
E(u,u) = 1
2
∫
M
(∇u,∇v)dm, u, v ∈D(E),
D(E) = the closure of C∞0 with respect to E + ( , )m,
where m is the Riemannian volume. Let Br = {x ∈ M: ρ(o, x) < r} and ∂Br its boundary. Let
σr be the surface measure of ∂Br and S(r) the area of ∂Br , S(r) = σr(∂Br). Suppose that M is
hyperbolic, i.e.,
∞∫
1
dr
S(r)
< ∞
(see [10]).
Put
γ (σR) = inf
{
1
2
∫
M
(∇v,∇v)dm: v ∈D(E),
∫
∂BR
v2 dσR = 1
}
.
On account of the Dirichlet principle, we see that
γ (σR) = inf
{
1
2
∫
M
(∇v,∇v)dm: v = H∂BRf (x), f ∈ C∞(∂BR),
∫
∂BR
f 2 dσR = 1
}
.
Here H∂BRf (x) = Ex(f (Xσ∂BR ); σ∂BR < ∞), σ∂BR = inf{t > 0: Xt ∈ ∂BR} (see [9, Theo-
rems 4.3.2, 6.2.1(iii)]). By the spherical symmetry, the infimum is attained by the function v(x):
v(x) = cPx(σ∂BR < ∞),
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G(o,x) = 2
∞∫
d(o,x)
dr
S(r)
(see [10, Example 4.1]), we see that
v(x) =
⎧⎨
⎩
1√
S(R)
∫∞
R
dr
S(r)
∫∞
d(o,x)
dr
S(r)
, d(o, x) > R,
1√
S(R)
, d(o, x)R,
(4.1)
and thus
γ (σR) = 12
∫
M
(∇v,∇v)dm = 1
2S(R)
∫∞
R
dr
S(r)
.
We see that
λ2(−θσR) 0 ⇐⇒ γ (θσR) 1, θ > 0. (4.2)
Indeed, put λ(θ) = λ2(−θσR) and γ (θ) = γ (θσR). Then it follows from Lemma 2.2 in [23],
λ(θ) < 0 ⇐⇒ γ (θ) < 1.
Since the embedding of D(E) to L2(M;σR) is compact, λ(θ) is the principal eigenvalue of
−(1/2) − θσR for θ > 0 (cf. Lemma 1 in [14, 2.5.4]). By the analytic perturbation theory in
[13, p. 422], the derivative λ′(θ) equals − ∫
M
φ2(x) dσR(dx), where φ is the principal eigen-
function, −(1/2)φ − θσRφ = 0. Hence λ′(θ) < 0 on θ > 0. On the other hand,
γ (θ) = γ (1)/θ (4.3)
by definition. Therefore, both λ(θ) and γ (θ) are strictly decreasing in θ > 0 and thus Eq. (4.2)
follows. By Eq. (4.3), the right-hand side of (4.2) is equivalent to
θ  1
2S(R)
∫∞
R
dr
S(r)
.
Consider M = Hd , d-dimensional hyperbolic space, and set
G(r) = 2S(r)
∞∫ 1
S(u)
du.r
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G(r) =
⎧⎪⎪⎨
⎪⎪⎩
(er − e−r ) log( er+1
er−1 ), d = 2,
e2r−1
e2r
, d = 3,
2(er − e−r )d−1 ∫∞
r
1
(er−e−r )d−1 dr, d  4.
For d = 2, G(r) is strictly increasing, limr→0 G(r) = 0, and limr→∞ G(r) = 2. For d  3,
G(r) < 1. Theorem 3.1 tells us that if θ  1/G(R), then λp(−θσR) = λ2(−θσR) for 1 p ∞,
and if θ < 1/G(R), then λ∞(−θσR) = 0 and λ2(−θσR) > 0. This says that the p-independence
of λp(μ) is recovered by adding a negative Green-tight potential μ such that λ2(μ) 0.
Example 4.2. Let M = (Px,Xt ) be a symmetric Lévy process with Lévy exponent ψ :
Ex
(
exp
(
i(x,Xt )
))= exp(−tψ(x)).
The function ψ(x) is a continuous negative definite function (cf. [11]). The Lévy–Kinchin for-
mula under the symmetric condition reads as follows:
ψ(x) = 1
2
(Sx, x)+
∫
Rd
(
1 − cos(x, y))J (dy),
where S is a non-negative definite (d × d)-symmetric matrix and J is a symmetric measure on
R
d \ {0} such that
∫
Rd\{0}
|x|2
1 + |x|2 J (dx) < ∞.
We now assume that ∫
Rd
e−tψ(x) dx < ∞, t > 0. (4.4)
Then
pt(x − y) := 1
(2π)d
∫
Rd
e−i(x−y,z)e−tψ(z) dz ∈ C∞
(
R
d
)
is the transition density of M. For f ∈ C∞(Rd)
ptf (x) = 1
(2π)d
∫
Rd
e−i(x,z)e−tψ(z)fˆ (z) dz ∈ C∞
(
R
d
)
,
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Rd
ei(x,y)f (y) dy. On account of Remark 2.1, the property (I) follows from
[21, Proposition]. Hence the semigroup pt has the properties (I)–(IV) under the condition (4.4).
We define a Dirichlet space (E,D(E)) by
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
E(u, v) =
∫
Rd
ψ(x)uˆ(x)vˆ(x) dx,
D(E) =
{
u ∈ L2(Rd): ∫
Rd
ψ(x)
∣∣uˆ(x)∣∣2 dx < ∞}.
Then (E,D(E)) is precisely the Dirichlet space generated by the symmetric Lévy process with
Lévy exponent ψ . It is known that the Lévy process is transient if and only if
∫
|x|1
1
|ψ(x)| dx < ∞ (4.5)
(see [15, Corollary 37.6]). The Dirichlet form E is also expressed by
E(u,u) =
∫
Rd
(S∇u,∇u)(x) dx +
∫∫
Rd×Rd\
(
u(x)− u(y))2J (dx − y)dy.
The corresponding self-adjoint operator L is written by
Lf (x) = − 1
(2π)d
∫
Rd
e−i(x,y)ψ(y)fˆ (y) dy, f ∈D(L),
where D(L) = {f ∈ L2(Rd): ∫
Rd
|ψfˆ |2 dx < ∞}.
It follows from ψ(0) = 0 that the bottom of the spectrum of −L equals zero; indeed,
let ϕr be a C∞-function with supp[ϕr ] ⊂ {|x|  r} and
∫
Rd
ϕ2r dx = (2π)d . Put ϕˇr (x) =
1/(2π)d
∫
Rd
e−i(x,y)ϕr (y) dy. Then
∫
Rd
|ϕˇr |2 dx = 1 by Parseval’s theorem and
E(ϕˇr , ϕˇr ) =
∫
Rd
ψ(x)ϕ2r (x) dx
 sup
|x|r
∣∣ψ(x)∣∣→ 0, r → 0.
It is known in [18] that for μ ∈K
∫
d
u2 dμ ‖Gμ‖∞ · E(u,u), u ∈D(E). (4.6)
R
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λ2(μ) = inf
{
E(u,u)+
∫
Rd
u2 dμ:
∫
Rd
u2 dx = 1
}
= 0,
consequently, λ2(μ) 0 for μ ∈K∞ −K∞. Therefore Theorem 3.1 says that if the Lévy expo-
nent satisfies (4.4), then λp(μ) is independent of p for μ ∈K∞ −K∞.
If J is exponentially localized, then λp(μ) is independent of p for any μ ∈K−K [22]. Here
the Lévy measure J is said to be exponentially localized if there exists a positive constant δ such
that ∫
|x|>1
eδ|x|J (dx) < ∞. (4.7)
For example, the Lévy measure of the relativistic Schrödinger process, the symmetric Lévy
process generated by
√−+m2 −m, m> 0, satisfies (4.7) [3]. On the other hand, a symmetric
α-stable process, the pure jump process with ψ(x) = |x|α (0 < α < 2) does not satisfy (4.7).
However, λp(μ) is independent of p, at least, for μ ∈K∞ −K∞.
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