Abstract. In this paper we describe how techniques of asymptotic analysis can be used in a systematic way to perform 'aggregation' of variables, based on a separation of different time scales, in a population model with age and space structure. The main result of the paper is proving the convergence of the formal asymptotic expansion to the solution of the original equation. This result improves and clarifies earlier results of
Introduction
Real systems can be modelled at various levels of resolution. For instance, a population can be described by giving the state of each individual and interactions between them (which we call the individual or microscopic level), by providing a statistic description of a sample of the system (which we shall call the mesoscopic, or kinetic, level), and also by averaging over mesoscopic (structural) states; that is, at the level of interactions between subpopulations of the original system (which we term the macroscopic or hydrodynamic level).
It is clear that the microscopic description provides the most detailed information but at a considerable, if not insurmountable, computational cost. Also, in many cases such a detailed information is redundant. On the other hand, the macroscopic description typically involves measurable quantities, so that the analysis and computations immediately can be verified by experiment, and it is computationally less involved. However, for some applications, it may be too crude. Thus, in recent years, with computational power easily available, the mesoscopic (or kinetic) descriptions have become increasingly popular.
In practice, when given a detailed microscopic system with various interacting organizational levels, we are faced with the question of how to collect the variables to create
We consider (1.1)-(1.3) in the space X = L 1 (R + , R N ), where the norm of a non-negative element gives the total population. To avoid multiplying notation, we shall use the same notation, say n, to denote the X-valued function t → n(t) as well as the R N -valued function (t, a) → n(t, a). We note that typically in linear models the matrix M is diagonal: M(a) = diag{μ 1 (a), . . . , μ N (a)} which reflects the fact that death is an intra-patch phenomenon (in nonlinear models death coefficients often depend on the total population). However, linear models with general matrix M are also considered, see [19, Assumption (4. 68)], and since it will not affect our results, the analysis covers such matrices. On the other hand, births in a particular patch can easily depend on the population density in other patches (e.g. females could move to a safer patch just to give birth) and thus considering full matrix B is perfectly reasonable. This makes our analysis more general than that in [2, 15] , where only diagonal matrices M and B are considered.
Biological heuristics suggests that no geographical structure should persist for very large interstate transition rates; that is, for → 0. Precise assumptions on the problem are provided in Sect. 2, here we only note that both biological and mathematical analyses rely on λ = 0 being the dominant simple eigenvalue of C(a) for each a ∈ R + with a corresponding positive right eigenvector, denoted by k(a), and the left eigenvector 1 = (1, 1, . . . , 1), k(a) is normalized to satisfy 1 · k = 1. The vector k(a) = (k 1 (a), . . . , k N (a)) is the so-called stable patch structure; that is, the asymptotic (as t → ∞ and disregarding demographic processes) distribution of the population among the patches for a given age a. Thus, in population theory the components of k are approximated by k i ≈ n i /n for i = 1, . . . , N , where
(1.4)
Adding together equations in (1.1) and using the above we obtain n t ≈ −n a − μ * n, (1.5) where μ * = 1 · Mk is the 'aggregated' mortality. This model, supplemented with the boundary condition 6) where β * = 1 · Bk, is called the aggregated model, and is expected to provide an approximate description of the averaged population. Thus, (1.5) is the macroscopic and (1.1) the mesoscopic description of the population. The main result of the paper is a rigorous validation of the above heuristics; that is, that the true total population n can be approximated by the solutionn of the aggregated problem (1.5)-(1.6) (where '≈' is replaced by '=') with an −order error. The analysis is involved due to the initial and boundary conditions which are not consistent with those of the aggregated model. This makes the problem singularly perturbed and thus necessitates a careful analysis of the boundary, corner and initial layer phenomena. We are able to prove that if the solution n to (1.1) is decomposed according to n = nk + w, where n is defined by (1.4) , with analogous decomposition of the initial condition 
≤ C(T, M, B, C)
• n W 1 1 (R + ,R N ) , (1.8) uniformly in t ∈ [0, T ]. Here W 1 1 denotes the standard Sobolev space. We note that e t C(·) is of negative type since 0 is the dominant eigenvalue of C. Thus this term provides the initial layer of the problem. Furthermore, using equiboundedness of the involved operators with respect to and density of W 1 1 in L 1 we can extend the convergence to arbitrary initial conditions losing, however, the rate of convergence. We note, that (1.7) and (1.8) show that the above problem is an example of a degenerate convergence problem the regular part of which can be considered within the framework of the Sova-Kurtz version of the Trotter-Kato theory, [6, 8] .
Aggregation for (1.1) has been studied quite extensively in [2, 3, 9] and in [15] . The results of the former are similar to (1.7) and (1.8), see ( * )-( * * * ) in [2, p. 427] . However, to get estimates valid up to t = 0, the authors used the solution of the full problem restricted to the manifold complementary to k(a) so that in practice finding the approximation presents difficulties comparable to solving the original problem. In our approach the asymptotic analysis provides the necessary correction in a systematic way as an explicit solution of a linear autonomous system of ordinary differential equations so that using this approximation is computationally viable. Moreover, there are some gaps in the argument of [2] , one of them being that the projected boundary conditions in [2] are correct only if k is independent of age (compare [2, Eq. (3.4)] with (3.4)). Moreover, classical solutions to (1.1) and (1.5) exist only with initial data satisfying nonlocal compatibility conditions and, unless additional necessary constraints are imposed on the initial data, both problems should be considered in their mild form, as discussed in Sect. 4. This approach, though computationally more involved, allows to remove several technical assumptions imposed in [2] .
We note that the asymptotic expansion techniques were employed in [15] the authors, however, have not proved the convergence of the expansion; also the the layers which are left depending explicitly on , are not completely correct.
The paper is organized as follows. In Sect. 2 we provide the assumptions and basic properties of the model. Section 3 contains construction of the formal asymptotic expansion and the formal error equation. The construction is carried out gradually with full explanation of each step and thus it can serve as a brief tutorial of the method.
We note that the structure of the problem makes the asymptotic expansion similar to the Chapman-Enskog method which is well known in the kinetic theory, see e.g. [5, 6, 17] , from where some terminology and notation were borrowed. We again emphasize that the classical differential equation formulation of the problem is insufficient due to discontinuities of solutions resulting from the nonlocal boundary conditions and thus in Sect. 4 we develop the integral formulation of the problem based on the construction in [19] . In Sect. 5 we prove that the formal asymptotic expansion converges to the solution of the aggregated problem and Sect. 6 contains a numerical illustration of the results.
Preliminary properties of (1.1)
Let us discuss problem (1.1)-(1.3) in more detail. We assume that a → B(a) is a measurable bounded matrix function on R + and a → M(a) ∈ C 1 b (R + , R N 2 ) (differentiable functions with bounded derivatives). Furthermore, we assume that −M(a) is a sub-Kolmogorov matrix, that is, it is positive off-diagonal and satisfies − 
Further, we assume that a → C(a) ∈ C 2 b (R + , R N 2 ) and for each a ∈ R + the matrix C(a) is the so-called ML-matrix, that is, it is positive off-diagonal, irreducible and satisfies N j=1 c ji (a) = 0 for any 1 ≤ i ≤ N and a ∈ R + , [18] . Before we move to asymptotic properties of (1.1) we need to recall basic facts on its solvability. We shall go deeper into the theory later when needed. It follows, [19, Proposition 3.2] , that S − M + −1 C on the domain D(S) = {u ∈ X; γ u = Bu} generates a semigroup, say (G (t)) t≥0 , of type (1, ω) where ω ≤ B + − M + −1 C . This estimate is not satisfactory as it depends on . However, −M + −1 C is also positive off-diagonal and hence it generates a positive semigroup of contractions. Thus the assumptions of the Trotter formula, [11, Corollary III 5.8] ), are satisfied and therefore the type of (G (t)) t≥0 is the same as of the semigroup generated by (S, D(S)). Hence ω ≤ B , independently of .
Spectral properties of C
The assumptions on C ensure that for each a ∈ R + , 0 is the simple dominant eigenvalue of C(a) with a positive eigenvector k(a). The null-space of the adjoint matrix is spanned by 1 = (1, 1, . . . , 1) and we will normalize k to satisfy
In this case the (a-dependent) spectral projection P onto k(a) is given by 2) while the complementary projection is given by Qf = f − (f · 1)k. The 'eigenspace' corresponding to λ = 0 is a-dependent and is given as V = Span{k}. However, the complementary space to V is independent of a and it is given by W = I mQ = {x; 1 · x = 0}. Hence any element n ∈ R N can be decomposed as
where n is a scalar. For each a ∈ R + the decomposition R N = V (a) ⊕ W reduces C(a). The part in V is zero whereas for
For the asymptotic analysis of (1.1) we need
The first statement is obvious since the determinant of C W (a) is twice differentiable and bounded away from zero by uniform invertibility of C W (a).
To prove the second statement, we note that the spectral projection onto the eigenspace associated with λ = 0 is defined by
where is the circle surrounding the the eigenvalue 0 of, say, radius ρ = −s C /2. Then is contained in the intersection of resolvent sets of each C W (a). Thus we can apply [13, p. 112 ] to claim that P(a) is as smooth as C W . But k can be expressed as k(a) = P(a)x/(x · 1) for a fixed vector x, so k is as smooth as P. Since λ ∈ which is at least −s C /2 away from any eigenvalue of C W (a), a ∈ R + , it is clear that differentiation of (2.5) will produce bounded derivatives and hence the required derivatives of k are bounded.
Lifting theorem
While the semigroup theory, via the Duhamel formula, provides satisfactory estimates for the problem (1.1), (1.2), (1.3) with the inhomogeneity in (1.1), it is insufficient to handle inhomogenous boundary conditions γ u = Bu + g where g is a vector, possibly depending on time. There are various versions of trace theorems which can lift the inhomogeneity from the boundary to the interior but here the problem is complicated due to presence of the small parameter. We provide one which gives estimates uniform in . 
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Proof. Since S is the diagonal differentiation with respect to a, (2.6) is just the Cauchy problem for the system of linear nonautonomous equations u a = Q (a)u, where
, j≤N the fundamental matrix of (2.6) corresponding to the unit vectors of R N ,
is a non-negative matrix and, considered for each a as the operator in 
with H ,λ bounded independently of .
Proof. Consider L ,λ g for an unspecified, for a moment, vector g. Then our problem will be solved if we can find g satisfying g = BL ,λ g + f. Now,
hence q := B L ,λ < 1 provided λ is large enough. Clearly, λ and q can be chosen independently of . Then g = (I − BL ,λ ) −1 f and, by the Neumann expansion,
Hence, the solution u to (2.7) is given by
. REMARK 2.4. In further applications, the boundary data f depends on t. Since the construction above does not depend on t, u has the same regularity in t as f with bounds on derivatives independent of . Furthermore, the operation (I − BL ,λ ) −1 acts between R N and R N and thus is a-independent. Hence, u is a solution of a Cauchy problem for a differential equation in a and thus it is differentiable with respect to a.
We apply H ,λ to reduce the inhomogeneous boundary problem
where f is an R N -valued function differentiable with respect to t, to a problem which is homogeneous on the boundary. By introducing U = u − H ,λ f, we obtain
8)
We note that in this approach the lifting of f produces its time derivatives on the right hand side of the equation which creates some problems in the asymptotic analysis.
This necessitates a refinement of this method which will be discussed later when we consider an integral formulation of (1.1)-(1.3).
Formal asymptotic expansion
In this section we derive formulae for the asymptotic expansion, which are formal in the sense that they are valid if all terms are smooth enough to allow for applications of necessary operations. As we noted earlier, this is not always so and a full justification of the validity of the expansion requires using integral formulation of the problem which is much more involved and is referred to the next section. However, the results given here serve as a guideline for the proper analysis and, once validated, are easier to use.
Operating formally with P and Q on both sides of (1.1) and using the fact that P reduces C, we get
where
Note that for symmetry of notation we use Pn = Pv and Qn = Qw. Further, since γ n = P(0)γ n + Q(0)γ n = γ v + γ w, the boundary conditions take the form
Projections of operators
In the next step we shall work out explicit formulae for the projected operators.
LEMMA 3.1. For a sufficiently regular function a → n(a) we have
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Proof. By (2.1) and 1 · w = 0 for w ∈ W we get 1 · k a = 0, 1 · w a = 0, and hence k a , w a ∈ W . Next, we have SPn = −(nk) a = −n a k − nk a and SQn = Sn − SPn = −n a + n a k + nk a which yields
by (2.1) and the above property of k a . Further, in a similar way
and finally, by the above property of w a , QSQn = −w a .
To find explicit expressions for other operators appearing in (3.1) and (3.2) first, for any matrix X = {x i j } 1≤i, j≤N , we denote x * := 1 · X k and x := X k − μ * k.
Proof. We have
In a similar way we arrive at
Using the above formulae, we can write (3.1) and (3.2) in the following more explicit form
and
Bulk approximation
First we consider the bulk part approximation
where, as before, v = nk and the approximate equality symbol ≈ accounts for the fact that we only consider the first terms of the asymptotic expansion. Following the idea of the Chapman-Enskog asymptotic method, we put w = w 0 + w 1 + · · · leaving, however, v =:nk unexpanded. Inserting these into (3.5), (3.6) we get:
Comparing coefficients of like powers of , from the second equation of (3.8) first we get w 0 = 0 since C W is invertible on W . Next, we have
Then, dropping order terms, we arrive at the closed system forn:
which is precisely the aggregated model (1.5), (1.6). The error of the approximation (3.7) is defined asĒ
If we assume that all terms above are sufficiently regular, then the error satisfies:
with the initial conditions
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and the boundary conditions
Note that
and thus the terms containingv do not cancel out. Hence we have O(1) terms both in the initial and the boundary condition and therefore we cannot hope for (3.7) being an O( ) approximation of n. To remedy the situation we have to introduce corrections which will take care of the transient phenomena occurring close to t = 0 and to the boundary a = 0. They should not 'spoil' the approximation away from spatial and temporal boundaries and thus should rapidly decrease to zero with increasing distance from both boundaries.
Initial layer
To construct the initial layer corrector we blow up the neighbourhood of t = 0 by introducing the 'fast' time τ = t/ and the initial layer corrections by n(τ ) = ( v(τ ), w(τ )). Thanks to the linearity of the problem, we approximate the solution n as the sum of the bulk part obtained above and the initial layer which we construct below. We insert the formal expansion 15) where in the initial condition we have taken into account that the exact initial condition for the hydrodynamic part is already satisfied by the bulk hydrodynamic approximation but the bulk kinetic part cannot satisfy the exact initial condition.
Comparing coefficients at like powers of , from the first equation we immediately obtain n 0,τ = 0 which implies n 0 on account of the decay to zero of the initial layer term. Then, at the same level, we obtain w 0,τ = C W (a) w 0 which yields
where a is a parameter. We note that due to the assumption that λ = 0 is the dominant eigenvalue of C(a) uniformly in a, the type of (e τ C W (a) ) τ ≥0 in W is negative uniformly in a and thus w 0 (τ ) decays to 0 exponentially fast. We also note that the initial layer is fully determined by the initial condition
• w and thus no corrections to the boundary conditions can be made at this level; on the contrary, as we shall see, the initial layer introduces an additional error on the boundary.
We modify the approximation (3.7) taking into account the initial layer:
and define the new error
Again, assuming that all terms are sufficiently smooth and using linearity of the problem, we get from (3.12)
Similarly, we get
As expected, the troublesome O(1) term Bv − γ v in the boundary condition has been unaffected by the initial layer. Also the initial layer has introduced a new short range error at a = 0. This necessitates introduction of the boundary layer. Vol. 11 (2011) Aggregation in age and space structured population models 133
Boundary layer
The boundary layer is constructed by blowing up the state variable a according to α = a/ and definingn
(t, α) = (v(t, α),ŵ(t, α)).
The operator S is a first order differentiation operator, hence the change of variables a → α = a/ gives 19) where the subscripts denote the variable which S acts on. Again, the linearity allows to approximate the solution n by the sum of the bulk and initial layer parts, obtained above, and the boundary layer:
We insert the expansion into (3.1) and, repeating the procedure of the previous section, we get that at the zeroth level the boundary layer is given bŷ
which is simply the stationary original equation with coefficients frozen at a = 0: S αn + C(0)n = 0, and we are free to chose the boundary conditions which will help to eliminate the term Bv − γv. To find it, let us assume that we have a solution to the above equation with, for a moment, unspecified boundary condition and, as before, define the new approximation
It follows that we can take n 0 (t, α) ≡ 0. Let us define the new error Thus, to eliminate the bulk term on the boundary, the boundary layer should be the solution to
which is just a system of linear equations with constant coefficients (and with a parameter t entering through the initial condition). We note that the right hand side of the second equation in (3.22) satisfies
by (3.10) and the normalization of k, and hence (3.22) is consistent in the sense that both sides are in W . The initial conditions for system (3.21) take the following form:
We note that, even with the boundary layer, we still have terms depending on t/ which, when lifted as in (2.8) will, upon differentiation with respect to t, produce O(1/ ) terms on the right hand side. This necessitates introduction of the corner layer.
Corner layer
As noted above, the boundary terms which depend on t/ give rise to an order error. To eliminate this initial layer contribution on the boundary, we need to introduce the corner layer by simultaneously rescaling time and space: τ = t/ , α = a/ . As before we use linearity and seek the corner layer independently by inserting the formal expansion
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both the boundary and the initial conditions (in (τ, α)-variables) which will help to eliminate the problematic terms on the boundary. To find the proper side conditions, let us assume that we have a solution to the above equation with, for the moment, unspecified boundary condition and, as before, define the new approximation
with the error of this approximation given by a/ ) ).
Following the procedure described for the boundary layer, we find that to eliminate the O(1) entries in the equation for the error on the boundary we have to impose the following boundary conditions for (3.23)
Also, as for the boundary layer, we find that the second equation of (3.24) is properly posed in W . We complement the problem for the corner layer by the homogeneous initial conditions:
Taking all layers into account, we find that the final error formally satisfies
However, as we emphasized a few times, for (3.25) to be valid, the solution n and all terms of the asymptotic expansion must be strongly differentiable with respect to t and belong to the domain of the generator which, as mentioned in the introduction, equals {u ∈ W 1 1 (R + ); u(0) = Bu}. This is not always easy to achieve. In fact, in general an initial condition 
Integral formulation
It turns out that we have to work with mild solutions of the equations. To set the stage, let us consider our population model (1.1) in a more compact form: u(t, 0) = B[u(t, ·) ]. 
where here and below the notation a < t and a > t are understood as the respective inequality almost everywhere. Then the family of operators defined as [G(t)
•
u](a) := u(t, a), where u(t, a) is the solution of (4.2) with
• u ∈ X is the semigroup on X generated by (A, D(A) ), see [19, (1.49 
), Propositions 3.2 and 3.7].
In the error estimates we shall need mild solutions of the inhomogeneous problem associated with (4.1):
with the same initial and boundary conditions as in (4.1), where t → f(t) is a function from (0, ∞) to X. However, (4.3) does not make sense if u is not differentiable which, in turn, cannot be achieved unless
and f is an X-differentiable, or a D(A)-continuous, function. In general, we have to work with mild solutions of (4.3) defined by
This definition is not very helpful as it views (G(t)) t≥0 somewhat globally without noticing the structure visible in (4.2). However, we can prove the following result:
) is a mild solution of (4.3) if and only if
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Proof. First, to shorten the notation, we denote, for arbitrary numbers a, σ, t,
and, for any a-dependent operation A and a function (t, a) → u(t, a) we denote A[u(t, ·)](a) = [Au](t, a) (or [Au](t) if the output is a-independent).
It can be proved, [ Then, by changing the order of integration and changing variables in respective terms, we find 9) and, using v(t, a) = t 0 u(σ, a)dσ , upon differentiation we arrive at (4.5). Various terms of the asymptotic expansion appear in a direct form which is incompatible with (4.2) and must be re-written to allow for accommodation into the integral formulation.
As in Lemma 2.2, for sufficiently large λ there is a classical solution of the stationary problem σ a,t )dσ, a < t, (4.11) where w, i denotes the partial derivative with respect to the i-th variable. Now,
and therefore, integrating with respect to σ from 0 to t, we obtain
Combining these with (4.11) we obtain
It turns out that the inhomogeneous boundary data are better treated separately. By linearity, we can consider the case with 13) if and only if
14)
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Proof. For regular g we can re-write the problem as a differential equation (satisfied in each triangle t < a and t > a) and, using invertibility of V K , we see that ω defined by (4.14) satisfies
The solution ω of this problem is given by the solution of the simple problem
. This is a Volterra equation which, considered in C([0, T ], R N ) for any fixed T < +∞, can be solved using standard Picard iterations yielding a unique solution 4.14) . The reverse statement follows similarly by applying V K to the equation satisfied by ω.
Error estimates
As we noted, in general it is impossible to have differentiable solutions of all the problems involved in the construction of the asymptotic expansion. Thus we have to rewrite the error system (3.25) in the form of the integrated Eq. (4.5). The mild solutions of (1.1) in the projected form (3.3), (3.5) satisfy:
In the same manner, the solution of the aggregated Eq. (3.10) satisfies
The system above is a one-dimensional version of (4.2). Using [19, Theorem 2.9] or [12, Theorem 4.3] , we have that the cohort functions σ →n(σ, ξ ), ξ = a − t, are continuously differentiable with respect to σ for all ξ < 0 and almost all ξ > 0, with
In the next step we write the kinetic part of the bulk expansion (3.9) ) in the integrated form. Using the time derivative of the cohort function, we have
But, by (5.4) and Lemma 2.1, 
where we used the initial conditionn(t − a, 0) = ∞ 0 n(t − a, s)β * (s)ds. In the next step we write the initial layer (3.16) in the integrated form. For this we note that (3.16) is of the same form as (4.10) if we introduce w (t, a) = w 0 (τ, a) and put λ = 0, K = 1 C W and B = 0 (and with t and a variables interchanged); that is
In the same way for the boundary layer w (t, a) = w 0 (t, α) we obtain the representation
where, since
well-defined and B(v) → B(
• n k) for t → 0 + as B is bounded and v =nk,n being a continuous in t, X-valued solution to (5.1).
Finally, we find the integral representation of the corner layer. The corner layer solves the equation of the same type as the original equation so there is no need to perform any additional transformations. However, it is clear that the boundary conditions (3.24) are not compatible at α = τ = 0 with the homogeneous initial conditions and thus the problem must be considered in the integrated form.
First let us note that the equations in (3.23) are decoupled. The problem forn 0 is of the formn
The kinetic part of the corner layerw 0 satisfies
where, recall, σ α,τ = (σ, σ + α − τ ) and
We note that (5.9) can be simplified as in Lemma 4.2. In this case the the fundamental solution matrix of the equation z a (a) = C W (0)z(a) is simply the matrix exponential: z(a) = e aC W (0) . Using the fact that the initial value is 0 and B = 0 we immediately obtainw
(5.11)
To simplify notation, let
Combining the above we arrive at the following equations of the error in the integrated form: (i) for the aggregated ('hydrodynamic') part and a > t:
where we used the fact thatn 0 = 0 for t < a;
(ii) for the aggregated part and a < t:
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The initial condition of the errorȆ(0, a) = (ȇ(0, a),f(0, a)) is thus
the inhomogeneity in the equation is given by 17) which is similar to (3.25) but forw 1,t +w 1,a which has been replaced, thanks to (5.5), by the term ϒn which requires lower regularity from the data. Finally, the inhomogeneity on the boundary is given by 18) where we recall that 
1). Then, for each T < ∞ there exists a constant C(T, M, B, C) such that for any
Proof. We use linearity and first estimate the part of the error, denoted byȆ 1 , coming fromF and the initial condition (5.16) with g = 0 using the semigroup formula (4.4) and then we let the initial conditions andF equal to zero and use (4.14) to estimate the part of the errorȆ 2 due to the nonzero g. Vol. 11 (2011) Aggregation in age and space structured population models 145
Let us recall that the semigroup (G (t)) t≥0 generated by the system (1.1) is equibounded in : G (t) ≤ exp ωt with ω independent of . By [19, (1.49 
Let us fix 0 < T < ∞. Then, for any t ∈ [0, T ],
In what follows, constants c i depend only on the coefficients of the problem and T but not on the initial data. By (5.6), Lemma 2.1 and assumptions on M we have
Similarly, due to the assumptions on B and (2.4), for some 0 a) . First, we observe that the term w 0,a (t/ , a) is well defined due to the assumption that
) and differentiability of C. Thus, the error estimates involving F 1 are all of the form 
Let us consider the contribution of F 2 to the error. By (3.9) (or (5.7)) we immediately find
Estimates related to F 3 and some other terms of the error are more involved. Before we go on, we mention some additional properties of the operator in (4.17) . First, as in [12, Theorem 4.3] (I − BV K ) −1 can be extended to a continuous operator on
Next, we need estimates of the derivatives ofn(·, 0). The fact thatn(·, 0) ∈ W 1 1,loc (R + ) follows from e.g., [12, Theorem 4.1] . Let us denote ψ(t) =n(t, 0); ψ is determined from the equation
If ψ is differentiable then, using the results on differentiability of convolutions (e.g. [1, Proposition 1.3.6] where the assumptions can be relaxed due to the fact that we work with real functions), we get
By ( 
To estimate F 3 , first we consider
where in the last inequality we used (5.23). The next term which requires some reflection is w 0,t (t, Vol. 11 (2011) Aggregation in age and space structured population models 147 obtained as in (4.13). Thus, arguing as in the derivation of (5.25),
for almost all t > 0, where the values at 0 are well defined by
• n (and thusn(·, 0)) being W 1 1 functions. Hence
The other two terms in F 3 can be easily estimated by c
• n L 1 (R + ) (recall that for the continuity ofn(t, 0) it is enough that
• n be integrable). Consequently, 
Second, we have the terms involvingw 0 . By (5.10), the first two contain w 0 (τ, a) = e τ C W (a) • w(a) and, similarly to the above, they can be estimated as 1 and n (t, a) 
Proof. This corollary follows from density of
and equiboundedness of the converging families of operators with respect to , see e.g. [6] .
Numerical illustration

Numerical algorithm
To provide a numerical illustration of the asymptotic expansion developed in Sect. 3 we follow [7] . First we give numerical approximations to n,n,ñ,n andn. We begin with n. Let K = −M + 1 C and V K,a 0 (a) be the fundamental solution matrix to the
Formulae (6.1), (6.2) suggest the following algorithm: first, we solve the Volterra integral equation (6.1) for n(t, 0); second, we recover n(t, a) by integrating linear ODEs along the characteristic lines using (6.2).
To
• n (a)da, introduce a grid {t k } 1≤k≤M and apply A(α) stable, 4-step, order 4 BDF formula to
This yields the algorithm
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where a j are the coefficients of the BDF formula, w 0, j are the coefficients of a starting procedure and τ k = t k − t k−1 . The method (6.3)-(6.5) requires one evaluation of F(t) per integration step. In our implementation this is done by means of the three-points, composite Gauss-Lobatto quadrature. To accomplish numerical integration of linear ODEs in (6.5) the algebraically stable, stiffly accurate, 3-stage RadauIIa Runge-Kutta method of order 5 is employed. It can be shown that under the assumptions on C, B and M the algorithm (6.3)-(6.5) converges with order four to n(t, 0) (i.e. the global error is O(max k τ 4 k )) in any finite interval [0, T ], moreover the convergence is uniform for all > 0.
Consider now the bulk approximationn. It satisfies the scalar Eq. (1.5), (1.6) which is of the same form as the original model (1.1)-(1.3) . For this reason, the numerical approximation ton is obtained in the same way as for n.
The initial and the boundary layer corrections involve solution of linear ODEs. Numerical approximations in these cases are trivial, moreover, the corrections are needed only in O( ) neighborhood of the boundaries a = 0 and t = 0.
Finally, the corner layer equation is of the same form as the original system, thus, the technique (6.3)-(6.5) is applicable. Once again,n vanishes outside O( ) neighborhood of the corner point and only local approximation is required.
Computational example
For numerical simulaions we take a simple two dimensional problem with M = diag{1, 1}, B = diag{1, 2} and C = {c i j } 1≤i, j≤2 , where c 11 = c 22 = −1 and c 12 = c 21 = 1. As the initial condition we take • n (a) = (e −a , e −2a ). We take the perturbation parameter = 10 −3 . We note that 
It is clear that
• n does not satisfy the compatibility condition and the solution to the aggregated problem only exists in the mild sense as it is discontinuous along the characteristic line a = t (see right diagram of Fig. 1) . Figures 1 and 2 provide illustration to the asymptotic theory developed in Sects. 3-5. The right diagram of Fig. 1 shows the bulk approximationnk 1 to the first component of the solution n = (n 1 , n 2 ); that is n 1 . Its errorē 1 is given in the upper left diagram of Fig. 2 . One can clearly see thatnk 1 provides a good uniform approximation to the solution n 1 of the perturbed problem everywhere except near the boundaries and at the characteristic line a = t. The upper right diagram of Fig. 2 shows the effect of the initial layer correction. The effects of the boundary and the corner layers corrections are depicted in the lower left and the lower right diagrams of Fig. 2 , respectively. a O( ) neighborhood of t = 0 and is of magnitude O( ) away from the origin. The errors obtained after corrections are given in the right diagram. As predicted by Theorem 5.1, the initial layer correction alone reduces the error to O( ) everywhere in the time interval. Using the boundary and the corner layer corrections slightly improves the error but does not change its order.
Conclusions
The main aim of this paper is to show how the application of classical techniques of asymptotic analysis and, in particular, of the Chapman-Enskog procedure, can yield the aggregation of variables in a more systematic way and deliver a simpler approximation formula than the ad hoc method of [2] . It may seem strange that the constructed elaborate hierarchy of layers is only used in intermediate steps of the analysis but, Vol. 11 (2011) Aggregation in age and space structured population models 153 Figure 3 . The L 1 (R + , R N ) errors before (left) and after (right) layer corrections: bulk only (circles), bulk and initial layer (5-point stars), bulk, initial and boundary layers (triangles) and bulk, initial, boundary and corner layers (6-point stars), = 10 −3
apart from the initial layer, does not appear in the final approximation. In our opinion this is one of the advantages of the method which, while providing all potentially significant terms of the expansion, allows for discarding all these which are not absolutely necessary. In our case the absence of the boundary and the corner layers in the final approximation is due to the choice of the state space L 1 (R + , R N ). The norm of L 1 (R + , R N ) averages the terms of layers which decay exponentially fast in a/ and thus makes them negligible. Clearly, as can be seen from the numerical experiments, these terms would be essential to get a uniform approximation if the L ∞ (R + , R N ) norm was used. On the other hand, there are approximation techniques which use an integral norm also with respect to t. In such a case the initial layer becomes negligible as well, see e.g. [14] . We also note that the boundary layer becomes important in the diffusion approximation of the stationary transport equation, see e.g. [10, Chap. XXI].
Finally we note that we have considered the simplest model the relevance of which in realistic population theory is limited. Various generalizations are possible. For instance, staying within linear models one can consider reducible transition matrices which aggregation of which results in coupled McKendrick models of lower dimension. On the other hand, age structured epidemiological models offer examples of (1.1) type models in which the coupling is provided by nonlinear ML matrices, see [12] . Such models are subject of current research and we believe that this paper provides a solid foundation for their analysis.
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