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Abstract 
Gautschi, W., On mean convergence of extended Lagrange interpolation, Journal of Computational and 
Applied Mathematics 43 (1992) 19-35. 
Lagrange interpolation to any continuous function on [ - 1, 1j at the zeros of orthogonal polynomials is known 
to converge in the mean, Here, fc?!!swing Beiien, WC study mean convergence of Lagrange interpolation on an 
extended set nf nodes that includes, in addition to the IZ zeros of the orthogonal (re!ative to some positive 
weight function w) polynomial rr,, of degree n, other II+ 1 nodes, which in turn are zeros of an orthogonal 
polynomial i;ll + , of dcgrec n + 1 corresponding to the weight function Gm = qfw. A sufficient criterion of 
Beiien for mean convergence (as n 4~) of such extended Lagrange interpolation, for arbitrary continuous 
functions, is shown to fail for Chebysheir weight functions of the first, third and fourth kind. (It holds trivially 
for Chebyshcv weights of the second kind.) Based on extensive computations, it is conjectured, on the other 
hand, that the criterion is satisfied f~: cc:rlain Jacobi weights with parameters cy and p suitably restricted. 
Necessary conditions for mean convergence, due to Erd6s and TurBn, are shown to be vio!ated for the three 
kinds of Chcbyshev weights mcntioncd a‘bovc. For smooth functions, a comparison is made of the speed of 
convcrgcncc of simple vs. extended Lagrange interpolation. 
Keywords: Extended Lagrange interpolation; convergence in the mean; orthogonal polynomials. 
1. Introduction 
Let w,,,( a; w), n >, I, denote the nth-degree orthogonal polynomial on ( - 1, 1) with respect to 
a positive weight function. w. It is well known [6] that the Lagrange polynomial (L,J)( a) of 
(N degree < n - 1 interpolating f at the n zeros 7i = 7i of T,, converges to f in the mean 
whenever f is a continuous function on [ - 1, 11, 
lim II f - L,,f II wj =0, all fEC[-l,l]. (1 1) . 
I1 hoc 
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Here the norm is the weighted &-norm, 
I 
I/Z 
= 
W u’(t)w(t) dt . 
Suppose we adjoin to the n zeros Ti an additional n + 1 nodes ?j = ?:“), j = 1,2, . . . , n + 1, 
distinct among themselves and from the ri, and form the Lagrange polynomial ( L2,, + , f )( l ) of 
degree < 2n interpolating f on the union of the nodes, {Ti} U {fj;. Is it still true that 
fll,,=O, all fEC[-1, l]? (12) . 
The answer can no longer be expected to be an unqualified “yes”, since the behavior of i,, + 1 f 
will strongly depend on the kind of additional nodes introduced. A natural choice for these 
nodes would be the zeros of TV+ ,( l ; w). Unfortunately, no criteria are known that would be 
applicable to prove mean convergence for all C[ - 1, l] in this case. An interesting choice, 
however, has recently been discussed by Bellen 121, who takes the nodes ~j to be the zeros of 
the polynomial Gn + J - I= rn + ,( - ; ~,fw) of degree n + 1 orthogonal to all lower-degree polyno- 
mials with respect to the (positive) weight function Gn = T,: w. He proves, in this case, that (1.2) 
indeed is true provided that the ratio 
(1 3) . 
remains uniformly bounded, 
M(n; w) = O(l), as n + m. (14) . 
ote that ( 1.4) precludes any of the ~j from becoming equal, or too close, to any of the TV, and 
like the ri, they, too, are distinct from one another. (Clearly, it is irrelevant how one normalizes 
the polynomial ‘i;l in (1.31.) Other types of extended Lagrange interpolation are studied in [I] 
for Lipschitz-continuous functions f E Lip y, y > i, and in [3-S] with a view toward uniform 
convergence. 
We say that the nodes -;i interlace with the nodes Ti, if they 
decreasingly, 
;l >c; >‘z A >T,> l .- >+,l>T+n+*. _ 
If the leading coefficient of sn+, is positive, then (1.5) is equivalent to 
sgn Gn+,(~,)=(-l)i, i= 1,2 ,..., n. 
The only weight function w for which (1.4) (and also (1.5)) is known to 
w(t)=(l-ty, -l<t<l. 
satisfy, when ordered 
be true is 
(I 5) . 
(1.5’) 
(1 6) . 
In this case, T,~ = Un is the Chebyshev polynomial of the second kind, and 73,,+ 1 = T, + 1 the 
(II + 1 kt-deg ree Chebyshev polynomial of the first (cf. [2]). In Section 2 we show that (1.4) is 
false for any of the other three Chebyshev weights, even though the respective nodes Ti and Gj 
interlace. In Section 5 we discuss the validity of (1.3) numerically, based on methods described 
in Section 4, when w is a Jacobi weight function, 
w’“.@‘(t)=(l-t)“(l+t)B, -l<t<l, (1 7) . 
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in particular, a Gegenbauer weight wfava), with the parameters cy, p suitably restricted. It 
suffices, in (1.7), to consider p a cy, since 
M(n; w(@)) =M(n; ~(~3~)). (1 8) . 
This follows easily from the identity P,, @@)( f ) = ( - 1 )‘zP~F*“)( - I1 for Jacobi polynomials. We 
conjecture that (1.4) is valid for Jacobi weights ~(“9~) with 0 < a! < 1.6, CY < p < PO, where 
1.55 < PO < 1.65, and for Jacobi-Gegenbauer weights ~(~9~) in the sharper form 
lim ,, + ,M( n ) 14 (a*a)) = $r, provided 0 < a! < (Y’, where 1.6 < cy” < 1.7. The case of negative CY 
seems more subtle, and we dare not conjecture (1.4) except for Gegenbauer weights wfaqa) with 
--cue < (x < 0 for some a0 near and slightly larger than 0.31. 
It should be borne in mind, however, that (1.4) is merely a sufficient condition for 
convergence in the mean (cf. (1.2)), and its failure to be satisfied does not necessarily invalidate 
(1.2). A condition that dues invalidate (1.2) has been given by Erdds and Turin [6, Theorem 
III] in terms of the function 
(19 . 
where Ii and c are the elementary Lagrange interpolation polynomials for the point set 
ITi) u {;i,, 
Indeed, if 
lim L(n; w) = +m, 
I1 + 30 
it was shown ’ in [6] that there exists an f E C[ - 1, l] such that 
(1.10) 
(1.11) 
(1.12) 
In Section 3 it will be shown that (1.11) is true for all Chebyshev weight functions other than 
the one of second kind, which establishes that mean convergence (1.2) does no longer hold in 
these cases. It should be stressed, nevertheless, that this negative result is not so much a 
critique of the special choice of interpolation nodes, as it is a reflection of the very large class of 
functions considered. Adding only a slight amount of regularity, for example, Lipschitz 
continuity with parameter larger than $, would already restore convergence. Indeed, for 
Chebyshev weights w, the referee has kindly pointed out that 11 f - Lzlr+ ,f II,,s < const. - 
n’12E <f> where E (f> is the error of best uniform approximation of f by polynomials of 
degrel &. For stily more regularity, in particular analytic&y, see also Section 6. 
’ [6, Theorem III], valid for an arbitrary triangular matrix of interpolation nodes, assumes w(t) = 1, but the proof 
goes through for an arbitrary weight function w. 
aa 
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2. The ratio M(n; IV) for Chebyshev weights 
Z 1. First-kinR Chebysher weight function 
In this subsection we take the weight functrcLl w to be 
w=w*, w,(t) = (1 -tZ)-*‘*, -1 <t < 1. (2 1) . 
The corresponding orthogonal polynomial is the Chebyshev polynomial of the first kind, 
%V) = T,(t)* ~JCOS ~)=COS ne. (22) . 
As in Section 1, we assume n 2 1. We claim that 
sn,,(f) = T,+,(t) - $Tn_,(t). (2 3) . 
Indeed, using repeatedly the well-known identity 
TlL = :(Tl+nl + T!,#-,, )? (2 4) . 
we have for any p E I&, 
/( * ?A, 
1 1 
- +T,_,)pT,‘w, dt = - 
-1 / [( 
2 _* T2n+l + T,) - $(7&-,+ T,)] PT,W, dt 
1 1 
=- 
/( 2 _1 
T ‘T 2n+1-2 2n-1 + $TI)pT,wl dt 
1 1 
=- /( ’ 4 T 32+1-T L - 1 + dt = 0, _1 QT,+,)pw, 
the last equality, since p E I& on account of the orthogonality of the Chebyshev polynomials. 
This proves (2.3). 
With 
7- = e, = 1 COS ei, COS ( 2i- 1 - 
2n 
=’ 1 i= 1,2 ,..., n, (2 5) . 
denoting the zeros of T,, it follows easily from (2.3) and (2.2) that 
~~+l(~i) = $( - l)i sin ei, i = 1, 2 ,..., n, 
so that ( 1 S’), and hence the interlacing property (1.51, holds for the zeros ?j of Gn + ,. 
Letting t = cos 8 in (2.31, we can write the equation I?,, + ,( t I= 0 in trigonometric form 
cosfn + He- 4 cash - 
form 
l)e = 0, or, with the help of the addition theorem for the cosine, in the 
tan ne tan 0=$, o<eb. (2.6) 
Since with 7i;l also 5;, + 1 is an even polynomial, its zeros ~j are symmetric with respect to the 
origin; it suffices therefore to consider (2.6) in 0 < 8 < $TL Using 
1 
tan% = - 
c0s2e 
-1 and t=cose, 
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we c:;n write (2.6), when squared, in the form 
(&)-#;-l)=;7 
or, equivalently, in the form 
9(1- t2) 
Tz(t)= 9 8t2 . - ( 7) 
3 LL. 
The rational function on the right decreases monotonically on (0, 1); therefore, by the 
symmetry of the $7 
9( 1 - ;;) 
min T,Z(~j) = 9 8 Az . 
lGjfn+l - 71 
Since II T,I It, = ;T for n 2 1, we get from the definition in (1.3) that 
9 - 8;; 
M(n; w,) = +p-- 1-F; l (2 8) . 
Writing (2.6) in the form 
1 
tan ntl= 
3 tan 8 ’ 
(2.6’) 
and examining the graphs of the two functions on the left and right, immediately yields 
o<a,<g 
for the smallest positive root, 0 = i,, of (2.6’). Consequently, 
z <?, 
‘OS 2n 
=cos & < 1, 
and by (2.81, 
M(n; wl) > &r 
1 
sin*( 7r/2n) * 
This shows that M(n; wl) grows to 00 as n + m, at least like O(d). 
(2 9) . 
2.2. Second-kind Chebyshev weight function 
For completeness, we include here the Chebyshev weight function of the second kind, 
W =W 29 W*(t)=(l-t2)“*, -l<t<l, (2.10) 
for which 
%l(t) = 4(t), U,(COS e)= 
sin(n + 1)0 
sin 8 l 
(2.11) 
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Since T,+lu, = +U2n+l, we have, for any p E P’,l, 
I 
1 1 1 
-1 
T8+,pu,;wZ dt= ?I_ &,,+:pQwZ dt =O, 
I 
by orthogonal&y, since pU, E P,,. Therefore (as already observed in [2]), 
iin+ 10) = T,+ 0). 
The zeros +j of T,I + 1 clearly interlace with those of ql = U,,. Furthermore, with 
ij 
2j- 1 
=COS pi, ~= - 
2rt+2p’ 
we have 
(2.12) 
Un( +j)= 
sin@ + 1)4 (-qj-* 
sin i 
j 
= sin((2j - l)T/(2n + 2)) ’ 
from which 
I 
1, n even, 
min Uz(+j) = 1 1 
l~ez+l sin*( +rn/( n + 1)) = cos*(v/(2n + 2)) ’ ” Odd* 
Therefore, since II U;, ICZ = $L 
M(n; wZ) = 
n even, 
n odd. 
(2.13) 
We see that Mn; w-: 1 now indeed satisfies (1.4); specifically, M(n; w2) < +T for all n 2 1, and 
lim M(n; w’) = in. 
n-x 
(2.14) 
2.3. Third- and fourth-kind Chebyshec weight functions 
These- are the Jacobi weights (1.7) with (Y = - $, p = i and a = i, p = - 3, respectively. As 
remarked in (1.81, it suffices to consider the first of these, 
w=w 3’ W&)=(1--t)-1’2(1+r)1’2, -l<t<l. 
The corresponding orthogonal polynomial is 
(2.15) 
q#) = V,(t), lgcos e) = 
cosjn + +)O 
cos +e * 
Here we have 
(2.16) 
;;,t,(t) = K+,(f) - $T,(t). (2.17) 
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Indeed, noting that 
W, = f(V*, + l), Tn+A = W*,+, + l), 
we compute, for any p E pn, 
I( l Tf+* - $Tn)PV3% -1 
An elementary calcuiation shows that 
1 1 
dt = 2/ [v,,+, + 1) - 3(V2,# + I>] PO% dt 
-1 
1 
=- / 
1 
2 - 
[ V - ;: 1/,,1 - I)] 
2rr’ ’ 
PYp.3 dt 
1 
1 1 
= 4/_ (1 - V2,JPv,W, dt* 
1 
for n 3 1. 
(2.18) 
(2.19) 
Therefore, letting p = v,l in (2.18) gives 
I1 (1 - V,,>V;w, dt = /l V,‘w, dt - I1 V,,v,‘w, dt 
-1 -1 -1 
= I1 Vn2w3 dt - I1 
-1 
_ lv.nwg dt = 0, 
since V,2 differs from V2n by a polynomial of degree < 2n and the last two integrals are the 
same by (2.19). Letting p = &, m <n, in !2.18j gives 
j1 (1 - V2,JVmF/nw3 dt = jl VnKw, dt - j1 V2~VJQ43 dt = 0, 
-1 -1 -1 
by orthogonality. Thus, the integral on the far right of (2.181, hence the one on the left, 
vanishes for every p E Pn, which proves (2.17). 
It is again a simple matter to compute 
ii n+1(7i) = 5(-l)i sin( s&r), i= 1,2,...,n, (2.20) 
for the zeros 7i of Vn, and hence to verify the interlacing property (1.5). 
The equation ii,+,(t) = 0 in trigonometric form (f = cos 0) is cos( n + 1)0 - 3 cos n0 = 0, 
which, by writing (n + 1)0 = (n + $0 + $0 and nt? = (n + $9 - $J and using the addition 
theorem for the cosine, becomes 
tan(n+$)e tan $e=f, o<e<v. 
By manipulations similar to those in Section 2.1, this can be written as 
(2.21) 
9(1 -t) 
K2(t)= (1+t)(5_4t)’ t=cose* (2.22) 
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me rational function on the right decreases monotonically on ( - 1, 0, implying that 
,<?r+ I v,lz(‘jl= (1 +T:)(Si,)4i,) ’ 
Combining this with II V, II:, = T (cf. (2.19)), we get 
(1 + 7^,)(5 - 4?,) 
M(nW,)=tP 1-t l (2.23) 
1 
Similarly as in Section 2.1, we find that 0 < d, < ~/(2n + l), hence ?, = cos e^, > c0&/(2n + 
I)), and thus, again by the monotonicity of the rational function in (2.221, 
M(n; WQ) > $z 
[ 1 + cos(rr/(2?2 + 1))] [s - 4 cos(42n + l))] 
1 - cos(rr/(2n + 1)) 
. 
Thus, finally, 
M(n; WJ) > ;‘iF cot? 
Tr 
2(2n + 1) ’ 
(2.24) 
Again, M(n; w,) grows to 0~ as n + 00, at least like Oh’). 
3. The fi~nction L(n; IV) for Chebyshev weights 
3. I. First-kind Chebysher weight JYimction 
We begin with the case w,(t) =(I - t2)-‘? Since 
L(n; w,) > 1’ t If(t)w,(t) dt, 
-lj=l 
(3 1) . 
it suffices, for showing (1.1,1), tk:‘; the right-hand side of (3.1) is halbounded as n --) 00. We may 
choose in ( 1.10) 
q(f) = T,(t), L(t) = Tn+*(t) - zz-1(t) (3 2) . 
(Cf. (2.3)). Letting, as in (2.9, 7i = COS 6j, one easily computes 
7iL(ij)= ‘,,t ,ynT am+* = $( - 1)’ sin 8j, (3 3) . 
1 
so that 
?i’,‘(T,)jj,+l(Tj) = - $n. (3 4) . 
Furthermore, using (2.41, 
+:+l(t) = q+, - T,+J,q + $7---l 
=- l [(r,,,, + 1) - (T,,, + Tz) + +(7&_2 + l)/ 
I =- 
2 CT 2n+2 - T2n -I- STZ,r-2 - T2 + $)v 
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hence, by orthogonality, 
27 
Tn 2 
;;,Z+@)wl(t) dt = $1’ ‘-) [T2n_2-4T2+5]wl dt. 
-]\‘-7i (3 5) 
. 
Now for the first term on the right we use the fact that (TY\; t - Ti)j2 = 2T2n_2 modulo IP,, _3, 
if n > 1, so that, again by orthogonality, 
dt = 2 / * T22,_2w, dt =v, 
n > 1. 
-1 
(3 6) . 
The remaining part of the integral on the right of (3.5) can be evaluated by the n-point 
Gauss-Chebyshev quadrature rule with remainder term. Since 
&( ( &rt-4T2+sjr’= -22n 
and Tn(~k) = 0, k = 1, 2, . . . , n, we get, upon using (3.3), 
2 
(-4T,+5)W, dt 
= f [ T,‘(Ti)12[ -4T2(Ti) + 5] - 22n/:I[ &T.(t)j2wj(t) dt 
Tr n2 
=--[[5-4COS28,]-4.tn> ~ 
n SiX120i 
- 2n. 
1 
Inserting (3.6) and (3.7) into (3.5) gives 
2 
T A,.f+,w, dt > :V 
(& -1). 
Therefore, by (1.10) and (3.4), 
7T 
1’ t ( ) w1 dt > - 8. ;n2 
(3.7) 
since sin 6, = sin(n/2n) < v/2n. This shows that the right-hand side of (3.1), hence also the 
left-hand side, is unbounded as n + 00. 
3.2. Second-kind Chebyshetl weight function 
Since here we know that M( n; w,) satisfies (1.4) (cf. (2.14)), we must necessarily have 
uniform boundedness of L(n; w2), We show, in fact, that 
L(n; w2) = $r, for aPI n > 1. (3 8) . 
Indeed, since a, = Un, +?E + I = Tn + 1 (cf. (2.1 l), (2.12)), and the set {TV} U {;i} consists precisely of 
the zeros of UZn+ 1, we have 
Zn+l 
L(n; w2) = c #n+‘) 
i = 1 
(~2) = /’ w,(t) dt, 
-1 
where y!‘” + *) (wl) are the weights in the (2n + l&point Gauss formula for w2. From this, (3.8) 
follows immediately. 
3.3. Third- and fourth-kind Chebysheu weight firnctions 
As in ( 1.8), one easily shows that 
L(n; w(Q*B)) = qn; w(flaa)). W 
It suffices therefore to assume ar = - $, ~3 = $, that is, 
w(t) = w;(t), wJt) = (1 - t)-yl + t)? 
We will show that /!_ ICY= ,rf( t )w3( t) dt is unbounded as n + 00, which, as in (3.1), will prove 
the same for Lin; w3). Since rrn = VR and +n + 1 = T, + i - $Tn (cf. (2.161, (2.17)), we have 
By orthogonality, this simplifies to 
+ $(T2n + l)] w1 dt. 
‘[-4T, +5]w, dt = $,’ ( Lj2[-4Tl +5]w, dt. 
-1 t_Ti 
Now, with yj = yj”)(w3) denoting the Christoffel numbers for the n-point Gauss formula for 
w = w3, we get, noting that the integrand in the last integral is a polynomial of degree 2n - 1, 
and vn(rk) = 0, that 
+;+ 1w3 dt = +yj[ T;( rJ]‘[5 - 4~~3. 
Since furthermore, by (2.20), 
+n+*(Ti) = f(-l)i sin $ei, ?i =COS ei, ei = ZT, 
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we obtain from (1.10) 
/1 ilf(t)wJt) dt = f 
-ii=1 
1 
=- 
9 
Noting that 1 - pi = 2 sin’@, and, 
4r 
Yl 
=- 2n 1 cos*9 + 2 1, 
we see that the lower bound 
2n 
9(2n + 1) tan*& 
which proves the assertion. 
4. Computational methods 
n 
m 5-47, 
LYi 9 
i=l 4 Sin2$Oi 
n 
c 5-47, l y1 ri1_7i --- i = 1 ’ 9 l--r/ 
as is well known, 
in (3.10) is 
2T 
= 9(2n + 1) tan*(T/(2(2n + 1))) = o(n)’ n + O”’ 
(3.10) 
For Chebyshev weight functions W, the polynomials +?n+l (cf. (2.3), (2.12) and (2.17)) are 
easily computed, as they are all orthogonal with respect to either the Chebyshev weight 
function of the first kind, as in the case of (2.121, or with respect to this same weight function 
divided by a quadratic or linear polynomial, as in the other two cases (cf., e.g., [8, 851). In 
particular, the three-term recurrence relation for these polynomials is explicitly known. This is 
no longer true for other weight functions, where computational methods have to be employed 
to generate the desired polynomials. 
The key constituents of any computation involving orthogonal polynomials relative to a 
weight function o 3 0 are the recursion coefficients cyk = c+(o), & =&(w) in the basic 
three-term recurrence relation satisfied by the (manic) polynomials 7rk( - ) = rk( l ; d, 
rk+l(t) = (t-a,+&) -&rr,_@), k = 0, 1, 2,--v . 7+(t) = 0, q)(t) 1 (4 1) = 
(cf. [7]). The J ace b i matrix J(O) of the weight function o is the infinite symmetric tridiagonal 
matrix 
J(w) = @q,, q, ~2,-4 fi, \lp2, \lp3,..-) (4 2) . 
having the (Y’S on the main diagonal, and the square roots of the P’S on the two side diagonds. 
Ttr. laaA;“m mw;“n;T%nl LLJ r+&r’ulll~ pJ’Ilrwy% minor matrix of order m will be denoted by 
(4 3) . 
In terms of the matrix Jm, the zeros 7P = #“) of r,.& l ; W) are best computed as eigenvalues of ~ 
J ??I? 
det( Jm -7,1,,) =0, p = I,2 ,..., m, 
using the QIX algorithm with judiciously selected shifts. 
(4 4) . 
IV. Gau tschi / Extended Lagrange k terpola tion 
The following observation, due to [9], will be the basis for our computational method. Given 
the Jacobi matrix Jnr+, (w) of order m + 1 for the weight function o! t !, one can obtain the 
Jacobi matrix of order m, J,,(< . - d%d, for the weight function (t - T&O(~), T E R, by one step 
of the QR algorithm with shift T: from the QR decomposition 
Jnr+W-%+I = QR, Q orthogonal, R upper triangular, diag R 3 0, (4 1 5‘ 
one obtains 
Jrn(( l - .J2w) = (RQ + %,+,Lxm~ (4 6) . 
discarding, as indicated by the subscript, the last row and last column of the transformed 
matrix. An efficient and stable algorithm for carrying out this transformation can be found, e.g., 
in 110, p.5671. 
If we denote #3&w) = /o(f) dt, where the integral extends over the support of o, then we 
can also get S&C l - d%d by the simple formula 
Indeed, if ao, flo, & are the quantities appearing on the right of (4.7), we have, as is well 
known, 
/ 
to(t) dt =aofio, / (t -ao)20(t) dt =&&. 
Expanding the square in the second formula, and using the first, we find 
/ 
t%(t) dt = 2cu,.a~.i?, - aipo + &f3, I-= $,(p, + as), 
and hence 
which is (4.7). 
Now let w = W, and write BC~ in the form 
Gn(t) = W(t)n;5(t; W) =W(t)fi(t -Tj)‘, . 
i=l 
where Tj = T;n’ are the zeros of TT~(. ; w). Define 
i?(t; k) = W(t)h(t -T,)29 
i= 1 
so that 
. (4 8) 
(4 9) . 
bqt; 0) = w(t), bqt; n) = iigt). 
Let Jm,k denote the Jacobi matrix of order m of the “intermediate” weight function wt. ; k), 
J m,k =J,(+(.; k)), k =o, I,..., n. (4.10) 
Since 
$(t; k)=(t-T,)‘i$(t; k- I), k= 1, 2 ,..., n, (4.11)1 
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it is clear that J,l+ I,,l can be obtained from J,, + 1,0 by n successive transformations of the type 
(4.5), (4.6) with shifts Tk: 
J2n-k+2.k-1 - &n-k+2 = QRy &,I-k+l,k = (RQ +r I - ) - k 2n k+2 2n k+lx2n-k+l’ 
(4.12) 
Upon completion of (4.12) for k = 1, 2,. . . , n, we will have the desired Jacobi matrix 
J t1+ 1.n = Jrl+ I(%)’ (4.13) 
The zeros rk of r,, required in (4.12), as well as those of Gn + r, are computed as eigenvalues of 
J,(w) and Jn+ ,(I?~>, respectively (cf. (4.4)). Also, since in our implementation we successively 
update PO by means of (4.7), the numerator in (1.3) will simply be 
11 rn 11,’ = ,fl n;f(t)w(t) dt = j1 G,l( t) dt = &, 
-1 -1 
the final &coefficient. 
Our experience has indicated that this procedure is quite stable, even for values of n as large 
as n = 320. The results reported in the next section are all obtained in this manner. 
5. Numerical study for Jacobi weight functions 
The reason why in Sections 2.1-2.3 the polynomials i;,+ I for the four Chebyshev weights 
could be obtained analytically is the fact that in all these cases, +k,n( l ) = rk( .; &v> is one of 
the Chebyshev polynomials for each k < n. This is no longer true for general Jacobi weights, 
not even in the simple case a! = i, p = 5. Here, the Jacobi matrix Jn + 1( I&~*‘~-~/~)), computed by 
the methods of Section 4, turns out to be a nontrivial perturbation of the Jacobi matrix 
Jn+l(+;1’2’1’2)) [= J,+,<w - ( 1/29-1/2))], showing that the iik,, are no longer pure Chebjshev 
polynomials in the range k < n. This also suggests expanding Gn + 1 in Chebyshev polynomials of 
the first kind. In doing so, one finds by computation that all expansion coefficients are different 
from zero (and alternating in sign). It appears unlikely, therefore, that analytic methods will be 
successful in this case, let alone in the case of general Jacobi weight functions. We therefore 
undertake to explore the problem computationally. 
It is, of course, intrinsically impossible to demonstrate the validity of (1.4) by (a finite number 
of) comfiutations. Nevertheless, extensive and well-targeted computations can be carried out to 
come tip with certain conjectures, which we now formulate. Each conjecture will be followed by 
num&ical (and other) evidence supporting it. 
GJ&jecture 5.1, For the Jacobi-Gegenbauer weight function w = wtffva), there holds 
// iim M(n; ~(a@)) = &r, if !I < a! < cP, (5 1) . 
n-+m 
where cy’ is some number between 1.6 and 1.7. (For a! = 0, this was conjectured in 121.) 
Numerical evidence. Let the minimum in the denominator of (1.3) be attained for j = j,, 
(5 2) . 
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We say that the minimum is attained “‘in the middle”, if 
+I + 2), ri even, 
_& = 
$(tz + 1) or i(n + 3), n odd. 
( 3) 5. 
This txminology is justified by virtue of the n + 1 nodes ?j being symmetric with respect o the 
origin. ote, in particular, that (5.3), for n even, implies ?jm = 0. 
Now for w = w@*~), cy> - 1, one easily computes 
IIqJ: $- 2”($2)!*T(a + 1 + $2) 
-= “n!(n+,+t)r(a+$~n+l)) -fn asn-,=J, w=W(Q’a)= 
TJf(0) 
(5 4) l 
Therefore, if (5.3) holds, then the limit relation in Conjecture 5.1 is valid when restricted to 
even n (and very likely for unrestricted n as well). By computation we have found that for 
(r = 0, 0.5, 1.0, 1.5, 1.6, the minimum (5.2) is consistently attain& in the middle, whenever 
. . - II - 1 .,...) so 2x! .n= 159, 160, 239, 240. X9, 32i.I. In each case computed, the interlacing 
property (1.5) also holds. Moreover, M(240; w) and M(320; w) agree with $r to at least 5 
decimal digits. When (x = 1.7, this pattern changes ignificantly: the minimum is still attained in 
the middle for n = 1,. . . , 117, but no longer so for n = 118,..., 130, in which cases it is attained 
“near the ends” ( jn = 7 or 8). The interlacing property, while true for 1~ n < 130, breaks down 
at n = 131. As n is further increased, the ratio M(n; w) takes on larger and larger values, for 
example, M(150, WI = 45.964 and Mt320; WI = 223.78. 
Figure 5.1 shows the behavior of M(n; w @*@) for 1 < n < 160; Fig. 5.1(a) is for ac = 1.6, Fig. 
5.1(b) for cy = 1.7 (in a logarithmic scale!). 
Thus, it appears that the proven behavior of M(n; w@,,,) in the case Q! = $ (cf. (2.14)) is 
typical for all 0 < cu < 1.6, but certainly not for cy = 1.7. 
Coqjectue 5.2. 7Tze limit re!&on !S.1) holds for -CY~ < a < 0, where a0 is some number between 
0.31 and 0.3125. 
40 80 120 160 n 
(a) 09 
Fig. 5.1. bf(n; w(~-@) for 1 G n < 160; (a) ct = 1.6; (b) (Y = 1.7. 
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1.58- 
1.56- 
1.54- 
1.52- 
I I I I 
20 40 60 80 n 40 80 120 160 n 
(a) @I 
Fig. 5.2. M(n; wtQ* I) for (a) (Y = - 0.31, 1 G n G 80; (b) ar = -0.3125, 1~ n < 160. 
Numerical evidence. Verification of Conjecture 5.2 is made more difficult by the apparent fact 
that in the range under consideration, the interlacing property holds regardless of whether (1.4) 
is valid or not. We have found, however, that for Q! = -0.1, - 0.2, -0.3, -0.31, the minimum 
in (5.2) is consistently attained in the middle for the same values of IZ ( < 320) as used in the 
discussion of Conjecture 5.1. This pattern changes when (Y = -0.3125, in which case the 
minjmprn is attain& l..... .* U.Il in the middle for 1 < 12 < 53, but near the ends (i, = 1 or 2) for 
54 < n < 80. Along with this abrupt change in pattern goes a change in the behavior of the 
function M(n; w); see Fig. 5.2. While the magnitude of M( n; w) remains relatively small, even 
for n as larger as 320, the sudden development of distinct “vaults” raises some legitimate 
doubts as to uniform boundedness. (For still smaller values of a! > - i, the vaults seem to 
spread out over larger n-domains, making a determination of boundedness even more problem- 
atic.) 
Conjecture 5.3. For the Jacobi weight w = w(@), the relation (1.4) is valid if 0 \( a! < 1.6, 
a <p < &,, where PO is some number (depending on a) between 1.55 and 1.65. 
Numerical evidence. For each a = 0(0.5)1.5 we computed M(n; weals)) for p = 0(0.1)1.5 and 
n = 20,41,60,79,80 and found the results to approach a limit to within 3-4 decimal digits. For 
the same values of cy, we further scrutinized the case p = 1.5 by computing M(n; w(~*~)) for 
n = 40, 81, 160, 242, 320. Tile last two values (for n = 241 and n = 320) consistently agreed to 
2-4 decimal digits. The same was observed for p = 1.55. In all cases, the interlacing property 
was found to hold. When p = 1.6, however, M( n; u *(Iy.p)) takes on values of the order 103-lo5 
when n = 320, and the interlacing property consistently breaks down for some n G 320, for each 
of the above cy’s, except (I[ = 1.5. In the cases cy = 1.5(0.05)1.6, /3 = 1.6, we still seem to have 
convergence as n + 00, but no longer so if p = 1.65 for the same three values of CL 
For a! < 0 and P > CY, the numerical results seem inconclusive, as they do not permit a 
distinction between (slow) divergence and convergence. We are not prepared to make any 
conjecture in this range. 
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6. Simple vs. extended interpolation for smooth firnctions 
Extended interpolation can be used, in practice, to check the accuracy of (simple) interpola- 
tion at the zeros of orthogonal polqomials. Thus, one would compare the (simple) interpolant 
L,f with the extended interpolant LZn+, f (as defiued in Section 1) to see how well they agree. 
This can be done at a cost of 2n + 1 function values. If we were to do the same with simple 
interpolation alone, and insisted on equal cost, we would have to compare L, f with L, + 1 f, 
since all nodes change going from n to n + 1. This has the serious disadvantage that the 
reference interpolant we are comparing with, i.e., L,, , f, is only modestly more accurate than 
e interpolant o be checked, L, f. In extended interpolation, on the other hand, the reference 
interpolant can be expected to be substantially more accurate, at least when f is sufficiently 
smooth. 
To analyze the matter further, assume that f E C2n+1[ - 1, 11, and let the scaled k th 
derivative of f be bounded on [ - 1, l] by Mk, 
1 
k=O, l,..., 2n + 1. 
Then it follows from interpolation theory that 
Ilf -L+, f ll,z<~~,f+,l' ?r,z+l(c w)w(t) dl, 
-1 
while 
(6 1) . 
(6 3 l 4 ) 
(6 3) . 
the polynomials ‘;m, n-n + 1 and Gn + 1 all being assumed manic. Since 
/ 
1 
* ;ii;g&] w dr=P,P, .*. PrfPn+l9 
-1 
where the p’s are the recursion coefficients &( w ) for the orthogonal polynomials { rrk( - ; w )} 
(cf. (4.1)), and similarly 
where & = &(GQ (cf. (4.1311, the ratio p, of the upper bounds in (6.3) and (6.2) is 
Since & = j i &V dt = PO& - - l &, this simplifies to 
id2 ’ - - &+I 
P?l ’ wn= pn+, . (6 4) . 
Although conceivably M2, + 1 is conside<ably larger than A&+ 1, the quantity U, goes to zero 
rather quickly. so that the L,-error of L *n+ 1 f is typically much smaller than that of L,, 1 f. 
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Table 6.1 
The quantities o,,, II = S(5140, for Gegenbauer weights w(~*~), (Y = 0, 1, 2, 5, 10 
11 a= 0 cY=l 
5 1.G92.10-” 
10 1.082~10+’ 
15 1.063. 1O-9 
20 l.o41lo-” 
25 1.018. lo- I5 
30 9.952. lo- I9 
35 9.726. lo-” 
40 9.505. 1o-‘5 
9.923. lu ’ 
1.024.10-+ 
1.03310-9 
1.030. lo- I2 
1.021. lo- l5 
1.009. lo- IS 
9.939. 1o-22 
9.778. 1O-‘5 
a= 2 
1.075 - lo--‘- 
1.373.10-6 
1.548. 1O-9 
1.6420 lo-” 
1.68810-‘5 
1.705*10-‘” 
1.705. lo-” 
1.693. 1O-24 
(Y=5 ff=lO 
7.987. lo-” 
9.282. lo-’ 
9.113~10-‘” 
9.295. lo-l3 
9.80510-‘6 
1.046. lo- lx 
1.111lo-‘i 
1.168. 1o-24 
2.930. lo-’ 
2.686. lo-’ 
3.922. lo- ‘” 
4.524. lo- l3 
4.548. lo- l6 
4.779. lo- l9 
5.361. lo--z2 
6.136. 1O-s 
Some numerical values of o,~, for Gegenbauer weights w@*~), a! = 0, 1, 2, 5, 10, are shown in 
Table 6.1. 
For w = w1 (Chebyshev weight of the first kind) we know from [8] that /I& = & = +, 
/&=&=i for 2 < k < n - 1, p,, = i and p,, + 1 = $, so that o,, = 3 l 2-(2”+? Similarly, for 
w=w2, we get or),, = 2-2n. If, then, f is analytic in the disk 1 z I < r with r > 1, one finds 
Pt2 = o(2-2”(r - 1)-2”) as n + 00, hence pn = o(1) if Y > $ 
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