Abstract
Introduction
distinguish the true parameter vector from other possible values in Θ, we state the model with the true parameter vector θ 0 = λ 0 , δ 0 , where δ 0 = γ 0 , ρ 0 , β 0 . Furthermore, for notational 88 simplicity we let S n (λ) = I n − p j=1 λ j W nj , S n = S n (λ 0 ), A n = S −1 n γ 0 I n + p j=1 ρ j W nj , G nj (λ) = W nj S −1 n (λ), G nj = G nj (λ 0 ) and N = n(T − 1).
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To avoid the incidental parameter problem, the model is transformed to wipe out the fixed effects. The individual effects can be eliminated from the model by employing the orthonormal eigenvector matrix F T,T −1 ,
where F T,T −1 is the T × (T − 1) eigenvectors matrix corresponding to the eigenvalue one and l T is the T × 1 vector of ones corresponding to the eigenvalue zero. 1 This orthonormal transformation can be applied by writing the model in an n × T system. Hence, the dependent variable is trans- Similarly, X nj,1 , X nj,2 , . . . , X nj,T × F T,T −1 = X * nj,1 , X * nj,2 , . . . , X * nj,T −1 for j = 1, . . . , k x , V n1 , V n2 , . . . , V nT × F T,T −1 = V * n1 , V * n2 , . . . , V * n,T −1 , and α 10 , α 20 , . . . , α T 0 × F T,T −1 = α * 10 , α * 20 , . . . , α * T −1,0 . Since the column of F T,T −1 , h=t Y nh , and the others terms are defined similarly. Let V * n,T −1 = V * n1 , . . . , V * n,T −1 . Then, Var V * n,T −1 = F T,T −1 ⊗ I n E V nT V nT F T,T −1 ⊗ I n = σ 2 0 I N by Assumption 1. The transformed model in (2.2) still includes the time fixed effect α * t0 l n , which can be eliminated by pre-multiplying the model with J n = I n − 1 n l n l n . The resulting model is free of the fixed effects, for t = 1, . . . , T − 1, 
(2.
3)
The consistency and asymptotic normality of the GMME of θ 0 are established under Assumptions 1 through 5. 2
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Assumption 1. -The innovations v it s are independently and identically distributed across i and t, and satisfy E (v it ) = 0, E v 2 it = σ 2 0 , and E |v it | 4+η < ∞ for some η > 0 for all i and t.
94
Assumption 2. -The spatial weight matrix W nj s is uniformly bounded in row and column sums in absolute value for j = 1, . . . , p, and p j=1 λ j0 W nj ∞ < 1. Moreover, S −1 n (λ) exists and 96 is uniformly bounded in row and column sums in absolute value for all values of λ in a compact parameter space.
98
Assumption 3. -Let η > 0 be a real number. Assume that X nt , c n0 , and α t0 are non-stochastic terms satisfying (i) sup n,T 1 nT T t=1 n i=1 |x it,l | 2+η < ∞ for l = 1, . . . , k x , where x it,l is the (i, t)th 100 element of the lth column, (ii) lim n→∞ 1 n(T −1)
T −1 t=1 X * nt J n X * nt exists and is non-singular, and (iii) sup T 1 T T t=1 |α t0 | 2+η < ∞ and sup n 1 n n i=1 |c i0 | 2+η < ∞.
102
Assumption 4. -The DGP for the initial observations is Y n0 = h * h=0 A h n S −1 n (c n0 + X n,−h β 0 + α −h,0 l n + V n,−h ), where h * could be finite or infinite.
for each t. Before, we introduce the set of moment functions, it will be convenient to introduce some further notations. Let Z * nt = Y n,t−1 , X * nt , J n,T −1 = I T −1 ⊗J n , and V * n,T −1 (θ) = V * n1 (θ), . . . , V * n,T −1 (θ) where V * nt (θ) = S nt (λ)Y * nt − Z * nt δ − α * t l n . We consider the following (m + q) × 1 vector of moment functions
V * n,T −1 (θ)J n,T −1 P n1,T −1 J n,T −1 V * n,T −1 (θ) V * n,T −1 (θ)J n,T −1 P n2,T −1 J n,T −1 V * n,T −1 (θ) . . . V * n,T −1 (θ)J n,T −1 P nm,T −1 J n,T −1 V * n,T −1 (θ) Q n,T −1 J n,T −1 V * n,T −1 (θ)
In (3.1), P nj,T −1 = I T −1 ⊗ P nj , where P nj is the n × n quadratic moment matrix satisfying 108 tr (P nj J n ) = 0 for j = 1, . . . , m, and Q n,T −1 = Q n1 , . . . , Q n,T −1 is the N × q liner IV matrix such that q ≥ k x +2p+1. Under Assumptions 1-4, it can be shown that
where D nT is O(1) and R nT is O 1 T . 3 Let vec D (·) be the operator that creates a column vector from the diagonal elements of an input square matrix. For the optimal GMM estimation, we need to calculate the covariance matrix of moment functions E g nT (θ 0 ) g nT (θ 0 ) , which can be approximated by Σ nT = σ 
112
∆ nm,T = vec(J n,T −1 P n1,T −1 J n,T −1 ), . . . , vec(J n,T −1 P nm,T −1 J n,T −1 ) × vec(J n,T −1 P s n1,T −1 J n,T −1 ), . . . , vec(J n,T −1 P s nm,T −1 J n,T −1 ) , where A s n = A n + A n for any 114 square matrix A n . Let Σ nT be a consistent estimate of Σ nT . Then, the optimal GMME is defined by
Under Assumptions 1 -5, Lee and Yu (2014) show that when both T and n tend to infinity 4 :
When T is finite, the GMME in (3.4) is still consistent and unbiased but its limiting covariance 116 matrix is different, since the additional term R nT = O 1 T does not vanish. Hence, when T is finite, the asymptotic covariance matrix of
The GMM Gradient Tests

120
In this section, we consider various version of the gradient test (LM test). Let r : R 2p+kx+1 → R kr be a twice continuously differentiable function, and assume that R(θ) = ∂r(θ) ∂θ has rank k r .
122
Consider the implicit restrictions denoted by the null hypothesis H 0 : r(θ 0 ) = 0. Define θ nT,r = argmax {θ:r(θ)=0} Q n , where
nT g nT (θ), as a restricted (or constrained) opti-124 mal GMME. In order to give a general argument, consider the following partition of θ = β , ψ , φ , where ψ and φ are, respectively, k ψ × 1 and k φ × 1 vectors such that k ψ + k φ = 2p + 1. In the context of our model, ψ and φ can be any combinations of the remaining parameters, namely, λ , γ, ρ . Let
nT g nT (θ), where a ∈ {β, ψ, φ} and
for a ∈ {β, ψ, φ}. Define
We consider the following partition of B(θ) and H:
With the notation introduced, the standard LM test statistic for H 0 : r(θ 0 ) = 0 is defined in the following way (Newey and West 1987) :
A similar test is the C(α) test. 5 This test is designed to deal with the nuisance parameters when testing the parameter of main interest (Bera and Bilias 2001). Lee and Yu (2012b) investigate the finite sample properties of this test for a cross-sectional autoregressive model. Their simulation results indicate that this test can be useful to test the possible presence of spatial correlation through a spatial lag in the spatial autoregressive (SAR) model. Here, we provide a general description of this test within the context of our SDPD model. By the implicit function theorem, the set of k r restrictions on θ 0 can also be stated as h(ξ 0 ) = θ 0 , where h : R q → R 2p+kx+1 is continuously differentiable, ξ 0 contains the free parameters, and q = 2p
nT g nT (h(ξ)). Then, we have θ nT,r = h ξ nT . Letξ nT be a consistent estimate of ξ 0 . Denote
nT G ξ (θ). Following the formulation suggested by Breusch and Pagan (1980) , we state the C(α) test statistic in the following way
In (4.3), it is important to note thatξ nT can be any consistent estimator. In the case whereξ nT is an 126 optimal GMME, the C(α) statistic reduces to LM statistic, since C ξ h(ξ nT ) = 0 by definition. 6 The asymptotic distributions of C(α) and LM are given in the following proposition.
Proposition 1. -Given our stated assumptions, we have the following results under H 0 : r(θ 0 ) = 0:
Proof. See Section C.1.
Next, we consider the following joint null hypothesis:
At least one parameter is not equal to zero. (4.5)
Under the joint null hypothesis, the model reduces to a two-way non-spatial panel data model which can be estimated by an OLSE (for the estimation of two-way models, see Baltagi (2008) and Hsiao (2014) ). The joint null hypothesis can be tested either by LM or C(α). Letθ nT be a constrained optimal GMME under the joint null hypothesis, and let θ nT be any other consistent estimator of θ 0 under the null hypothesis. As stated in Newey and West (1987) , the LM test statistic should be formulated with the optimal constrained GMME. Let ϑ = λ , ρ , γ . Then, the LM test statistic for the joint null hypothesis can be expressed as
where
and
Similarly, the consistent estimator θ nT can be used to formulate the following C (α) test for the joint null hypothesis: 
These expansions can be written as
where θ lies betweenθ nT and θ * . Note that
. Then, from (4.10) and (4.11), we get the following fundamental result:
By Lemma 1, we have
, and thus (4.12) implies that
ψ·β H ψφ·β δ φ is the non-centrality parameter. 7 We provide the distributional results for LM ψ θ nT and its robust version in the following 134 proposition.
Proposition 2. -Given our stated assumptions, the following results hold. 
14)
where ϑ 2 = δ ψ H ψ·β δ ψ . 
where In the following, we provide the test statistic for each hypothesis and leave the detailed derivations to Appendix B. We start with H λ 0 : λ 0 = 0. In the context of this hypothesis, φ = ρ , γ . Then, the one directional test can be written as
where 
Finally, we consider H γ 0 : γ 0 = 0. Here, we have φ = λ , ρ . The one directional test can be written as
Monte Carlo Simulation
166
In this section, we describe the details of Monte Carlo design for our analysis. Our design is based on Lee and Yu (2014) and Yang (2015) . For the model in (2.1), we will focus on the case where p = 1:
for t = 1, 2, . . . , T . We generate the weights matrix according to (i) Rook contiguity and (ii) Queen contiguity. The n spatial units are randomly permuted and allocated into a lattice of k ×m squares,
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where m ≥ n. In the Rook contiguity, w ij,n = 1 if the spatial unit j is in a square that is adjacent (left/right/above or below) to the square of the spatial unit i. In the Queen contiguity, w ij,n = 1 if 170 the spatial unit j is in a square that is adjacent to or shares a corner with the square of the spatial unit i. In both cases, W n is row normalized.
We allow for two exogenous regressors. The first one is generated as X 1,nt = Ψ n + 0.01 t l n + U nt , where U nt = 0.5 U n,t−1 +ε nt +0.5 ε n,t−1 and ε nt ∼ N (0 n×1 , 2I n ). Furthermore, Ψ n = Υ n +1/(T +m+
1)
T t=−m ε nt , where Υ n ∼ N (0 n×1 , I n ) and m = 20. Then, X nt = X 1,nt , W n X 2,nt where X 2,nt ∼ N (0 n×1 , I n ). We set β 0 = (1.2, 0.6). For the individual effects, we let c n0 = (1/T ) Table 1 are computed by the estimates from the 2WE model. For the test statistics, we also need to specify the set of moment functions. The set of linear moments consists
For the quadratic moments, we employ
Note that we do not consider the conditional tests that require a restricted GMME (see Proposition 1) for the computation of the test statistics. Here our aim is to compare the performance 204 of the robust tests with their non-robust counterparts once the estimates of the simple 2WE model are available.
206
Results on Size Properties
A P value discrepancy plots is generated from the empirical distribution function (edf) of p values.
208
To see how, let τ denote a test statistic, and τ j for j = 1, . . . , R be the R realizations of τ generated in a Monte Carlo experiment. Let F (x) denote the cumulative distribution function (cdf) of the 210 asymptotic distribution of τ evaluated at the level x. Then, the p value associated with τ j , denoted by p(τ j ), is given by p(τ j ) = 1 − F (τ j ). An estimate of the cdf of p(τ ) can be constructed simply 212 from the edf of p(τ j ). Consider a sequence of levels denoted by {x i } for i = 1, . . . , m from the interval (0, 1). Then, an estimate of the cdf of p(τ ) is given by F (
The P value discrepancy plot is created by plotting F (x i ) − x i against x i under the assumption that the true data generating process is characterized by the null hypothesis. To asses the 
significance of discrepancies in a P value discrepancy plot, we construct a point-wise 95% confidence interval for a nominal size by using a normal approximation to the binomial distribution 218 (Anselin et al. 1996) . Let α denote the nominal size at which the test is carried out. Using a normal approximation to the binomial distribution, a point-wise 95% confidence interval centered 220 on α would be given by α ± 1.96 [α(1 − α)/R] 1/2 , and thus it would include rejection rates be-
. We use this approach to insert a 95% 222 confidence interval in a P value discrepancy plot. In the discrepancy plots, the interval will be represented by the red solid lines.
224 Table 2 : Empirical sizes when H0: The DPD model and (n, T ) = (100, 10) Normal Distribution Gamma Distribution To save space, the size results based on the 2WE model will be presented through the P value discrepancy plots whereas the size results based on the DPD, SSPD and SDPDW models will be 226 summarized in tables. Note that in our design we allow for 6 different values for λ 0 , γ 0 and ρ 0 , which would yield 216 P value discrepancy plots for each. Hence, when the null model is one of 228 the DPD, SSPD and SDPDW models, we focus solely on the nominal size of 5% and provide size and Tables 2 through 4 are listed as follows. Table 3 : Empirical sizes when H0: The SSPD model and (n, T ) = (100, 10) Normal Distribution Gamma Distribution 
Results on Power Properties
To investigate power properties of all tests, we use the approach described in innon (1998) to generate the size power curves against the actual size obtained under the cor- generating process under the alternative hypothesis is used to generate the edf of p-values. We denote the resulting edf by F (x). Second, the data generating process satisfies the null hypothesis,
266
and as before F (x) denotes the resulting edf of p-values. Then, a size-power curve is generated by plotting F (x i ) against F (x i ) for i = 1, . . . , m. As stated in Davidson and MacKinnon (1998) , the 268 size-power curve avoids the size adjustments made to generate the power curves. For all our proposed tests, the power curves can be generated in several ways. For example,
270
the power curves can be generated when the null model is the 2WE model, and the alternative can be one of the DPD, SSPD, SDPDW and SDPD model. We will refer to this as Case 1. However,
272
this approach would yield several plots, for instance, 216 plots for the 2WE-SDPD combination.
To save space, we instead summarize the results in Tables 6 through 8 , where the level for all tests 274 is 5%. As we mentioned in the Monte Carlo design, the DPD, SSPD and SDPDW models can be considered as null models for one-directional tests and their robust counterparts. Therefore, we can generate size power curves for these one directional tests, where the null model is one of the DPD, SSPD and SDPDW models and the alternative model is one of the SDPDW and SDPD models.
We will refer to this as Case 2. For example, we could investigate the size power curves for LM λ and LM λ where the null model is the DPD model and the alternative model is SDPDW model.
280
Similarly, for LM λ and LM λ , the null of the DPD and the alternative of the SDPD would yield another size power curve. We chose to present some representative cases in Figures 2 and 3 . 10
282
The general observations from Tables 6 through 8 on the power properties of our proposed tests for Case 1 are listed as follows. To save space, we only present the normally distributed error case,
284
as the results for the gamma distributed error case are similar. Also, for the case of the SDPD model, we focus on some representative tables. 2. In Table 6 , the robust versions of the one directional tests generally perform similar to their 290 non-robust counterparts. However, as the value of γ 0 increases in the DPD model for example, we see that the rejection frequencies of LM ρ remain low whereas LM ρ over rejects the true null,
292
confirming the (over) size problem in Table 2 . A similar finding applies to LM λ . Therefore, in case of temporal dependence in the data generating process, the robust tests are preferable.
294
In the case of the SSPD model in Table 6 , LM γ and LM ρ report relatively smaller rejection frequencies and hence perform better than the non-robust counterparts. Again, in case of 3. Table 4 . Therefore, in case of spatial and temporal dependence in the data generating process, the robust tests are preferable. For all our proposed tests, the power curves can be generated in several ways in Case 2. First,
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340
Conclusion
In this paper, we introduce the robust LM tests within the GMM framework for a spatial dynamic 342 panel data model. These tests are robust in the sense that their asymptotic distributions under the null hypothesis are still a central chi-square distribution when the alternative model is misspecified.
344
On the other hand, when the alternative model is misspecified, the asymptotic null distributions of the standard LM tests deviate from the central chi-square distributions. Hence, the robust tests 346 obtain asymptotically the correct size. We derive the asymptotic distributions of our proposed tests under the null and the local alternative hypotheses. These tests can be used to test the presence of only require the estimates from a two-way error model. Therefore, our proposed tests can easily be made available for the practical applications by using the standard statistical softwares. In a
354
Monte Carlo study, we investigate the size and power properties of our proposed tests. Our results shows that the robust tests have good finite sample properties and would be useful for the detection 4. Let a nT be a k a × (m + q) non-stochastic matrix. Then
Proof. See Lee and Yu (2014) .
B Expressions for Test Statistics
370
In this section, we provide explicit expressions for the elements of test statistics. Let the jth column of G a (θ) be denoted by G a (θ) [:, j] . We start with
, where
(B.1)
Using the inverse of the partitioned matrix formula (Amemiya 1985 , p.460), we have
The components of B (θ) are defined in below.
Expressions for H λ 0 : λ 0 = 0:
where φ = ρ , γ , C φ θ nT = C ρ θ nT , C γ θ nT , and
(B.10)
Expressions for H ρ 0 : ρ 0 = 0:
where φ = λ , γ , C φ θ nT = C λ θ nT , C γ θ nT , and
(B.13)
Expressions for H γ 0 : γ 0 = 0:
where φ = λ , ρ , C φ θ nT = C λ θ nT , C ρ θ nT , and Let g nT (θ) denote the m + q dimensional vector of empirical moments such that m + q ≥ 2p + k x + 1. Define the OGMME θ nT = argmin θ g nT θ Σ −1
nT g nT θ , where Σ nT is a consistent estimate of Σ nT 376 by Lemma 1. By the implicit function theorem, the set of k r restrictions on θ 0 can also be stated as h(ξ 0 ) = θ 0 , where h : R q → R 2p+kx+1 is continuously differentiable, ξ 0 contains the free parameters,
nT g nT (h(ξ)). Then, we have θ c,nT = h ξ nT as the constrained OGMME of θ 0 . Letξ nT denote a √ N -consistent estimate of ξ 0 .
For notational simplicity, denote
∂ξ . In the following, we first establish the null asymptotic distribution of C(α) test and then that of LM . Our proof for the null asymptotic distribution of C(α) test is similar to the one provided by Lee and Yu (2012b) . Let
Claim 1. -Let A nT be any sequence of (2p + k x + 1) × q constant matrices. Define the following class of functions
Proof. Note that
where we use the fact that
384
Claim 2. -There exists a unique A * nT in the class including A nT such that
Proof. The result follows from setting (C.2) to zero and solving it for A nT .
Claim 3. -For any √ N -consistent estimate ofξ nT of ξ 0 , we have T nT A * nT ,ξ nT = T nT A * nT , ξ 0 + o p (1).
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Proof. By assumptionξ nT is a √ N -consistent estimator. Hence
. By the mean value theorem, we obtain
where ξ nT lies betweenξ nt andξ 0 . By ξ nT p − → ξ 0 and Lemma 1, we obtain
Replacing A nT with A * nT in the mean value expansion and noting from Claim 2 that
, we obtain the desired result.
. By the mean value theorem,
and (iii)
Claim 5. -Under H 0 , the random variable T nT A * nT , ξ 0 has zero mean and variance Ω = 396 plim n,T →∞ Ω nT , where
Proof. Note that G θ has full rank 2p + k x + 1. Hence,
nT G θ is a positive definite matrix which can be cholesky decomposed as L nT L nT , where L nT is invertible. Further, since
. Then, T nT A * nT , ξ 0 can be written as
M L H is idempotent with its rank equal to 2p + k x + 1 − q = k r . Then,
where Ω nT is singular with rank k r . By Lemma 1, 
Then, it follows from (C.4) and (C.5) that where G ψφ (θ) = G ψ (θ) , G φ (θ) . Then, using (C.11) and (C.12), we obtain √ N C ψφ θ nT = G ψφ Σ 
