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Symmetric schematic configurations ff of type n~ correspond to n-square {0, 1 }- 
matrices I which have tc entries 1 in each row and column, but no 2-square 
submatrices whose entries are all 1. With each anti-flag in if, i.e., with each entry 
0 in I, we associate a weight which is defined as the number of certain 2-square 
submatrices of/. This paper deals with matrices I whose entries 0 have constant 
weight d. One has d = ~c and d = 1 if, and only if, ~ is a projective plane of order 
~-1  and a generalized quadrangle or order (1¢- 1, to-1), respectively. Finally, the 
addition and multiplication tables of GF(q) give rise to a third class of instances 
with parameters n=q a, to=q, and d=•- l=q-1 .  © 1994 Academic Press, Inc. 
INTRODUCTION 
A (symmetric schematic) configuration ~ o f  type n~ is a finite part ial  
projective plane (in the sense of [5] ,  cf. also [2 ] )  consisting of n points 
and n lines such that every point and every line is incident with ~c lines and 
~c points, respectively. 
The problem of classifying all configurations of type n~ has been 
suggested by Reye in 1876 ([14, 15]). Till ~ 1895, Kantor ,  Schroeter, 
Mart inett i ,  and Daublebsky v. Sterneck had settled the classification for 
~c=3 and n~< 12 (cf. [1, 3, 6, 8 11, 16, 17]): For  n~<6 there does not exist 
any configuration of type %;  up to isomorphisms (i.e., incidence-preserving 
bijections sending points into points and lines into lines), there is just one 
configuration of type 73 and 83, whereas one has 3, 10,31, and 229 
configurations of type 93,103, 113, and 123, respectively. 
The overflowing richness of isomorphism classes with growing n has lead 
to a coarser classification due to Mart inett i  [-11]: He has described a 
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rather general procedure which transforms a configuration of type n 3 into 
one of type (n + 1)3. In that sense almost every configuration of type n3 
becomes reducible, i.e., derivable from a configuration of type (n -  i)3 by 
Martinetti's procedure. Up to isomorphisms, the irreducible (connected) 
configurations of type n 3 fall into two series, one with configurations 
for each n ~> 7 and starting with PG(2, 2) as configuration of type 73, the 
other with configurations only for each n-=0(mod 10) and starting with 
Desargues' 103, as well as three sporadic configurations: Pappos' 93, and 
two further configurations of type 10 3 . 
Up to duality, configurations of type n~ can be characterized asbipartite 
regular graphs of valency ~c and girth at least 6 on 2n vertices. Translated 
into terms of graph theory, Martinetti's procedure turns out to fit 
perfectly well with the bipartite structure; moreover, one yields a natural 
generalization for configurations of type n~. For details, see Section 1. 
Looking, however, for a good description of Martinetti's criterion of 
irreducibility, it is convenient to shift the language once again and use 
incidence matrices: Each configuration E of type n~ corresponds to a 
certain class J of n-square {0, 1 }-matrices/. In Section 2, we associate a
weight with every anti-flag in E, represented by an entry 0 in I (this 
definition does not depend on the choice of the matrix I in the class J ) .  
Then the (ir)reducibility of a flag in ~ is characterized by the structure of 
a class of (to- 1)-square matrices whose entries are weights. 
If a configuration ~ of type n~ has all its weights equal, say of value d, 
we call E homogeneously (Jr)reducible of degree d. With this notion one 
yields a characterization of the projective planes of order q and the 
generalized quadrangles of order (q, q) within the class of configurations of
type nq+l as homogeneously irreducible configurations of degree q+ 1 and 
homogeneously reducible configurations of degree 1, respectively. Also 
Pappos '  9 3 is homogeneously irreducible of degree 2. Actually, this con- 
figuration belongs to a class of homogeneously irreducible configurations 
of type (q2)q and degree q -1 ;  they exist for every prime power q~> 3 and 
are constructed from the addition and multiplication tables of GF(q) (see 
Section 4). Weaking the definition a little bit, we get the notion of a 
uniformly (ir)reducible configuration of degree d with Desargues' 103 as an 
example of degree 2. 
0. PRELIMINARIES: SCHEMATIC CONFIGURATIONS OF TYPE n~ 
0.1. Remark. A schematic configuration ~ of type n~ is usually 
represented by means of the following rather concise schematic representa- 
tion: Label the points of g by aa, a2 ..... an and arrange ~c copies of each 
index i ~ { 1 ..... n } into n columns of ~c elements each in such a way that the 
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columns represent the lines of ff as sets of points. This leads to a matrix S 
of order (to, n) with integer coefficients; S has the following properties: 
(i) Each column of S consists of indices distinct in pairs. 
(ii) Any two distinct columns of S have at most one index in 
common. 
(iii) Each index appears in precisely ~c columns of S. 
The matrix S is uniquely determined up to 
(a) permutations of the columns (corresponding to different 
enumerations of the lines in ~), 
(b) permutations of the indices within a column, 
(c) permutations of the set of indices (corresponding to a different 
labeling of the points in g). 
0.2. Remark. Two elements a, b in a configuration ~ are called 
connected if there exists a sequence of elements (i.e., points and lines) 
cl, ..., ck in ~ such that one has 
a ]cl]---Ickl b, 
where I indicates the incidence relation in the partial projective plane ~. 
Being connected is obviously an equivalence relation. The equivalence 
classes are called connected components of ~; if there is only one such 
component, ~ is called a connected configuration. In this note we only 
consider connected configurations; thus we may omit the adjective 
"connected." 
1. MARTINETTI'S PROCEDURE FROM A GRAPH THEORETICAL POINT OF VIEW 
1.1. DEFINITION. Let ~ be a configuration of type n~ and denote by P 
and L the sets of points and lines, respectively. With ~ we associate its 
(flag) graph F(~): Take V(F(~£)):= P ~ L as the set of vertices. The edges 
of F(~) are the unordered pairs that consists of a point and a line in 
incident o each other. 
1.2. Remark. The dual partial projective plane of a configuration ~ of 
type n~ yields again a configuration of type n~, the dual configuration ~a; 
obviously, ff and ~d lead to the same flag graph F(~) = F(¢d). 
1.3. LEMMA. A (undirected connected) graph F (without multiple edges 
and loops) is the flag graph of some symmetric onfiguration of type n~ if, 
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and only if, F is a bipartite regular graph of valency K and girth at least 6 
on 2n vertices. 
Proof Since F is bipartite, the set of vertices falls into two disjoint 
non-empty subsets, say V1 and V2, each of which consists of pairwise 
non-adjacent vertices. Name the elements in V~ and V2 points and lines, 
respectively. Define a relation ] between points and lines calling (a, b) 
V1 x V2 incident if a, b are adjacent in F. Thus one yields an incidence 
structure, say g = (V1, V2, [ ), whose flag graph is just F. Obviously, g is a 
partial projective plane if, and only if, there are no bi-gons. This is the case 
if, and only if, F contains no closed circuits of length 4. Finally, since F is 
regular of valency ~, in g every point is incident with ~c lines and, dually, 
every line is incident with ~ points. 
1.4. Remark (Martinetti's construction [11]). Let go be a configura- 
tion of type (n -  1)3. Let bl, b2 be two lines in g0 not incident with one 
and the same point and let a,, a2 be two points in go not incident with one 
and the same line such that a~lb~ ( i=1,2).  Denote the other points 
incident with the lines b, and b2 by a3, a 4 and a 5, a 6 respectively; label the 
remaining points of go by a7, ..., an_ 1. This yields a schematic representa- 
tion S(g0) which contains the columns (1, 3, 4) r and (2, 5, 6) r representing 
the lines b~ and b2. Cancel these two columns and instead add the three 
columns (0, 1, 2) r, (0, 3, 4) r, and (0, 5, 6)r: thus one obtains a schematic 
representation f some configuration g l  = :O~al, bi(gO) of type n3. (Actually, 
Martinetti deletes the incidences between the points a~, a 2 and the lines 
bl, b2 in g0, and then adds a new point a0 and a new line bo as well as the 
new incidences 
be[ao, ao[bo, bolai 
(i-- 1, 2).) 
Translating Martinetti's construction into graph theoretical language, 
one yields the following natural generalization (for ~c = 4, see also [-12]): 
1.5. DEFINITION. Let F be a (connected) bipartite regular graph of 
valency ~c and girth at least 6. As in (1.3), name the vertices of Fpoints and 
lines. Let bl ..... b~ _ 1 be lines having distance at least 3 from each other and 
let al ..... a~_, be points having distance at least 3 from each other such 
that ai and bi are adjacent ( i= 1, ..., t¢- 1). Delete the edges joining the ver- 
tices a~ and bi in F; instead, add two new vertices, a point ao and a line bo, 
as well as new edges joining 
b~ and ao, ao and bo, bo and ag 
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(i = 1 .... , ~c- 1). Call the resulting raph gbi, ai(F) the Martinetti extension of 
F at 
{bi, ai : ai, bi adjacent, i = 1 .... , ~c- 1 }. 
1.6. LEMMA. Let F be a bipartite regular graph of valency ~c and girth at 
least 6 on 2n vertices. Then any Martinetti extension F 1 := gb~, a~(F) is again 
a bipartite regular graph of valency ~c and girth at least 6. In particular, FI 
has 2n + 2 vertices. 
Proof. Obviously, F1 is again an undirected graph without multiple 
edges and loops (having 2n + 2 vertices). F is bipartite, since all the new 
edges join some vertex named "line" with some vertex named "point". 
Next, check the vertices adjacent with deleted or newly added edges (i.e., 
bo, ao, bi, ai): In F1 each of these vertices has valency ~¢. Finally, the girth 
of F1 is at least 6: We distinguish three cases (for i, j ~ { 1, ..., ~c- 1 }, i # j)): 
(1) The construction of F 1 shortens the distances between any two 
vertices bi, bj and a~, a~ to the value 2 (via ao and bo, respectively); but in 
F the vertices bi, b i and ai, aj had distance at least 3 (in fact, at least 4 since 
the graph is bipartite). Thus, in F1, any circuit containing the vertices bi, bj 
or ai, aj has length at least 6. 
(2) The distance between b~, aj has been at least 3 in F and, in F~, 
becomes precisely 3 (via ao, bo). Thus, in F1, any circuit containing the 
vertices b;, aj has length at least 6. 
(3) The distance between b~,ag has been 1 in F and becomes 
precisely 3 (via ao, bo); Therefore, anycircuit containing the vertices bi, a~ 
has length at least 8 in F1. 
1.7. COROLLARY. The Martinetti extension ~1 := gbi, ai(~) at 
{bi, ai:ai[bi, i= 1, ..., tc-  1} 
of a configuration ~ of type n~ is defined by reading 1.5 in the light of 1.3. 
In particular, ~1 is a configuration of type (n + 1)~. 
1.8. DEFINITION. A configuration ~ of type n~ and a bipartite regular 
graph of valency ~ with girth at least 6 and 2n vertices will be called 
reducible if ~ and F are isomorphic to a Martinetti extension of some 
configuration of type (n-1)~ and some bipartite regular graph of valency 
~c with girth at least 6 and 2n-  2 vertices, respectively; otherwise ~ and F 
are called irreducible. 
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1.9. Remark. (i) The conditions on the lines bg and the points a~, 
i= 1 .... , ~-  1, can be satisfied only if the configuration E is big enough: 
For ~c = 3 the configuration of type 73 is the only one where Martinetti's 
construction does not apply; actually, this configuration is a projective 
plane, hence every two lines are incident with a point. In the case ~c = 4, 
Merlin has shown that Martinetti's procedure can always be carried out if 
n/> 30 ([12, p. 658]). 
(ii) In [11], Martinetti formulates a criterion of irreducibility for 
configurations of type n3 in terms of a geometric relation ("bieongiuto") 
between points and lines; using this criterion, he has succeeded in 
classifying all irreducible configurations of type n3. The result has been 
mentioned in the Introduction. 
2. MARTINETTI'S IRREDUCIBILITY CRITERION IN TERMS 
OF INCIDENCE MATRICES 
When dealing with matrices, we make use of the following denotations: 
Given an n-square matrix, say 
A = (. ,~) = (~ i , s )= (c~i.+), ~ ,+~. ,  
the element in position (#, v) is 
(A)~,  v = ~v = ~. ,  ~. 
Analogous denotations are used for block matrices and their blocks. 
2.1. DEFINITION. (i) Let ff be a configuration of type n~. Label the 
points and lines of ~ by al ..... a, and bl ..... bn, respectively. Define a 
n-square matrix I via 
(i)i,j := { ~ if aiandbjareincident;otherwise. 
The matrix I is usually called an incidence matrix of ~; it is uniquely 
determined up to 
(a) permutations of the rows (corresponding to different labelings 
of the points in g), 
(b) permutations of the lines (corresponding to different labelings 
of the lines in ~). 
(ii) A #-square submatrix is obtained from I by deleting n - /~ rows 
and n - # columns. Two ~-square submatrices of I are said to be shifted if 
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they derive from I by a distinct choice concerning the set of rows or lines 
to be deleted. 
2.2. Remark. With respect o one and the same labeling of the points 
and the lines of a configuration ~ of type n~, the incidence matrix I and 
the scheme S are related in the following way: 
(I)g= 1 if, and only if, i= (S)ki for some ks  {1, ..., ~c}. 
2.3. LEMMA. (i) An incidence matrix of a configuration ~ of type n~ is 
characterized by the following properties: 
(a) I is a n-square {0, 1 }-matrix; 
(b) each row of I contains precisely ~c ones; 
(c) each column of I contains precisely ~c ones; 
(d) I does not contain any 2-square submatrix whose entries are 
all 1. 
(ii) Let I be an incidence matrix of some configuration of type n~. 
Then, for 1 <~i < j <~n, the ith row (column) and the jth row (column) in I 
have Hamming distance either 2~c- 2 or 2to. 
Proof (i) Property (d) makes sure that the incidence structure which 
can be derived from I in a canonical way is indeed a partial projective 
plane (with n points and n lines), whereas (b) and (c) say that every point 
and every line of ~ are incident with ~c lines and points, respectively. 
(ii) Recall that the Hamming distance of two {0, 1 }-vectors of equal 
dimension is the number of non-zero entries in their difference. Condition 
(d) implies that, for the ith row Ii=(cq, 1,..., ~i,n) and the j th row 
I ;= (Tj, 1, ..., c9, n), one has cq, k= %k= 1 for at most one value ks  {1, ..., n}. 
If there is such a k, then the entry 1 in the kth position of the rows Ie and 
Ij does not contribute to the Hamming distance; but each entry 1 in a 
different position in one of these two rows does so; hence their Hamming 
distance is 2~c-2. Otherwise every entry 1 in one of the two rows 
contributes to the Hamming distance, which comes to 2•. 
2.4. Remark. Let JE be the set of all n-square {0, 1}-matrices that 
satisfy the conditions (a)-(d) of Lemma 2.3(i). Then I1, I2 s Jg are said to 
be equivalent if they represent the same configuration of type n~. 
Obviously, this is the case if, and only if, there exist a permutation o of the 
rows and a permutation r of the columns of 11 which transform I1 into/2. 
It is well known that the action of the symmetric group 5~ on the rows 
(columns) of a n-square matrix can be represented by multiplication with 
suitable n-square {0, 1 }-matrices on the left (right): If P~ and P~ represent 
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TABLE I 
1 0 • • • 0 (](1,, ,c Cl(1,,'c-I.- 1 
0 1 . . .  0 ot2,,~ ot2 ,~+ 1 
• , o . .  : " . 
0 0 . . .  1 a ,~_  1,~ a ,~_  1.,~+ 1 
O~,1  ~m,2  . . . I~x ,~_  1 O~: ,~:  I~ : ,~+ 1 
• . : • ~ : 
1 1 1 . . .  1 0 
1 0 0 . . .  0 (z~,,, 
1 0 0 . . .  0 a2 ,~ 
• • • . , o , .  
) 
1 0 0 . . .  0 a,,_ 1,,~ 
0 0{1¢,1 ~,2  • • " O~lc,~-- 1 O~x,n: 
• • . • ° 
, ° ,  
°°°  
°°•  
*°°  
°°•  
O~1,~:+ 1 • • . 
O/2,~+ 1 • . .  
Otto-  i ,~+ i • . . 
~m,~+ I 
the action of a and r, respectively, one has P j lP~=I2 .  This defines an 
action 
O:~x~x~'  
whose orbits are just the equivalence classes of the above relation in ~.  
Clearly, each equivalence class J represents precisely one configuration of 
type n~. 
2.5. I~OPOSITION. Applied to (suitable) incidence matrices, the process 
indicated in Table I describes a Martinetti extension if, and only if, the 
incidence matrix (~k, l)1 ~ k, i <~, fulfils the following two conditions: 
Any two of the first K -  1 rows have Hamming distance 2~c from each 
other. 
Any two of the first • -  1 columns have Hamming distance 2to from each 
other. 
Proof. For the if-part, let E be a configuration of type n~ and suppose 
that the left matrix (c~k, ~) is an incidence matrix of E (with respect to a 
suitable labeling of the points and lines of E, say, by al, ..., a, and 
bl, ..., b,). First we show that the set 
{bi, ai: i=  1 ..... ~c- 1} 
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satisfies the hypotheses for a Martinetti extension (see Remark 1.4 and 
Definition 1.5): In fact, the matrix (ek, t) specifies that one has b~lai for 
i=  1, ..., ~c- 1; moreover, for 1 <~i<j<<,~c- 1, the points a~ and a i have 
distance at least 3 in the flag graph F(E) (otherwise there would exist a line 
in E incident with both ai and ai, in contradiction to the fact the ith and 
the j th  row of the matrix (ek, t) have Hamming distance 2~c). Analogously, 
any two lines bi and b i have distance at least 3 in F(E) if 1 ~< i ~< j ~< ~: - 1. 
Now, the effect of the above process consists in deleting the incidences 
ail b~, adding a new point, say a0, and a new line, say bo, as well as 
defining the new incidences bi[ao, ao] bo, bo[ag for i=  1 .... , ~:- 1 by means 
of the ones in the first row and the first column of the right matrix. Hence 
this matrix is the incidence matrix of the Martinetti extension gb,, a,(~) at 
{bi, ai:ailbi, i=1  ..... ~c- 1}. 
The only-if-part is an immediate consequence of Definition 1.5. 
Reading the above process backwards, one gets a reduction which 
consists in deleting the flag a0[b o (by cancelling the first row and the 
first column of the right matrix) and recombining the incidences (by 
distributing • -  1 ones in a suitable way over a square submatrix of order 
~c- 1, all of whose entries are zero). So the main information about the 
reducibility of a given configuration of type n~ is hidden in the "embedding" 
of certain (~c - 1)-square submatrices in the incidence matrix. 
2.6. DEFINITION. Let I=  (c~k, ~) be an incidence matrix of a configuration 
of type n~. 
(i) With every entry c~i,i = 0 of I we associate a non-negative integer 
m~,j, namely the number of the pairwise shifted 2-square submatrices in I 
that contain e~,i= 0 as their only zero entry, i.e., which are of the form 
(';, (.,', I)or (11 ,1) 
We also say that the zero entry c~i, j = 0 in I is essential of weight mi, i" 
(ii) From I we derive a weighted incidence matrix 6( I ) := 
( ilk, l)1 ~< k, l~<, of the configuration E defining 
1 if ~k, l=l;  
i lk' l= --mk, l if ek, l=0. 
The image c~(Jd) consists of n-square matrices with integer entries. 
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(iii) With every entry ~k, l= l  of I we associate a (x -1 ) - square  
matrix M kt in the following way: Besides ek. 1 = 1, the kth row of I contains 
further to -1  ones, say on the positions Jl .... , j~_~; analogously, the lth 
column of I contains further ~c- 1 ones, say on the positions i~ ..... i~_ ~. 
Consider the (x -  1)-square submatrix obtained from I by deleting all the 
rows but those with indices il ..... i~_, as well as all the columns but those 
with indices Jl, ..., J~ 1. Obviously, one has ~,  ~ = 0 for all # = il, ..., i~ 1, 
v=j l  ..... J~ 1. Now put 
M kt :=  (--mi¢,j~)l<~$,~l~<~:_ 1 . 
Likewise, M k~ can also be seen as the (to-  1)-square submatrix of the 
weighted incidence matrix 6(1) obtained by deleting all the rows but those 
with indices iz .... , i~_ 1 as well as all the columns but those with indices 
k,  ...,J~-~. 
2.7. LEMMA. 5P~x 5~ acts on the set 6(Jg) of all weighted incidence 
matrices as it does on d/l: The orbits constitute quivalence classes each of 
which represents precisely one configuration of type n~. In particular, ~ and 
commute. 
Proof Extend the action ~k of ~ x ~ to the class of all n-square 
matrices with integer entries in the natural way. For I t  ~g{ and a, z e 5a~, 
compare the incidence matrix ~(~r,'c,I)=P~IP~ with the weighted 
incidence matrix ~(a, z, 3(1)) = Po 6(I) P~ : First, check that a permutation 
o- of rows and a permutation z of the columns of I send the four entries of 
a 2-square submatrix into four entries of the matrix P~IP~ which from 
again a 2-square submatrix. In particular, any 2-square submatrix of I 
containing the entry cti, j is sent by (a, z) into a 2-square submatrix of 
P~IP~ containing the entry ~o(;), ~(j). Hence, the permutation (o-, z) does not 
change the number m;,j of pairwise shifted 2-square submatrices in I that 
contain a fixed ~i,j = 0 as their only zero entry; i.e., the incidence matrix 
P~IP~ contains the same number of 2-square submatrices having 
c%(0,~(j}=0 as their only zero entry. On the other hand, if e~.,j=l, 
obviously co(0, ~(J)= 1. So the incidence matrix P~IP, leads to the weighted 
incidence matrix Po 6(I) P~; i.e., 6(O(a, z, I ) )  = ~(o-, v, 6(1)). 
So a weighted incidence matrix furnishes the following data about the 
configuration under consideration: 
2.8. PROPOSITION. Let ~ be a configuration of type n~. 
(i) Every anti-flag of ~ (represented by a zero entry ~i, j=0 in some 
incidence matrix I of ~) has a uniquely determined weight mi, j= -(6( I ) ) i . j  
which does not depend on the choice of I~ J .  
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(ii) Every flag of ~ (represented by a non-zero entry 7k.t= 1 in some 
incidence matrix I of ~) has a weight system M := M kl which is uniquely 
determined up to a permutation of its rows and a permutation of its columns. 
2.9. THEOREM. Let ~ be a configuration of type n~ and let a l b be a flag 
in ~. Then ~ is reducible (to a configuration of type (n - 1)~ by deleting the 
flag a l b) if, and only if, the weight system M of the flag a l b has entries - 1 
at the positions 
(1, re(l)), (2, ~(2)), ..., (to- 1, rc(~- 1)) 
for some permutation ~~ 5e i. 
Proof Choose a labeling for the point and lines of ~, starting with 
al = a and bl = b, in such a way that the resulting incidence matrix I has 
the same form as in the right matrix in 2.5. Let Z be the "window" operator 
which reduces an n-square matrix to a (~c- 1)-square submatrix by deleting 
the first row and column as well as the last n -  ~: rows and lines. Then 
Z(6(I)) can be seen as the weight system M of the flag a] b. With these data 
we can easily describe the reduction of ~ to a configuration of type (n -  1)~ 
by deleting the flag a lb: One has to find ~c - 1 compatible positions in Z(I) 
where we write 1 instead of 0 and then delete the first row and column of 
I; compatibility means that the resulting (n -  1)-square matrix I '  is again 
an incidence matrix. 
This is the case if I '  fulfils the conditions (a), (b), (c), and (d) of 
Lemma 1.3 concerning the type (n -1 )~:  Clearly, (a) holds always true. 
Conditions (b) and (c) are satisfied if, and only if, referring to the sub- 
matrix Z(I), the ~:-1 positions are of the form (1, 7c(1)), (2, 7r(2)),..., 
(K -1 ,  z (~: -1) )  for some permutation rceSe~_l: In fact, each of the first 
tc - 1 rows and columns of I '  inherits precisely ~:- 1 entries 1 from I; hence 
any two new entries 1 to be written in Z(I) may never appear in the same 
row or in the same column of Z(I). 
Now the problem is reduced to a verification of whether condition (d) 
holds true as well. First note that the weight of each zero entry in Z(I) 
owes precisely one contribution to a 2-square submatrix which, besides 
that zero, has the remaining three entries 1 all situated in the first row or 
column of L This, in turn, implies that these weights decrease by 1 if one 
deletes the first row and column of L On the other hand, for any incidence 
matrix, a zero entry of weight zero means that there is no 2-square 
submatrix having three entries 1 besides that zero entry. Hence the 
substitution of a zero entry in any incidence matrix by 1 does not 
contradict he condition (d) of 1.3 if, and only if, the zero entry under 
consideration is of weight zero. Now refer this result to Z(I) as a (K -  1)- 
square submatrix of the incidence matrix I (whose first row and column 
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has not yet been deleted): There is no contradiction to the condition (d) if, 
and only if, all the zero entries in )~(I)which are substituted by 1 have 
weight 1. 
3. HOMOGENEOUSLY (IR)REDUCIBLE CONFIGURATIONS OF TYPE n,~ 
3.1. DEFINITION. Let ff be a configuration of type n~. 
(i) If the anti-flags if ff have all the same weight, say d, the 
configuration ff is called homogeneously irreducible of degree d> 1 or 
homogeneously reducible of degree d = 1. 
(ii) If the flags of ff have all the same weight system 
for some positive integer d, the configuration g is called uniformly 
irreducible of degree d> 1 or uniformly reducible of degree d--1. 
Obviously, a homogeneously (ir)reducible configuration is always 
uniformly (ir)reducible. Looking for homogeneously or uniformly 
irreducible configurations of degree d~>2, one might think of the 
irreducible configurations of type n 3 mentioned in the Introduction. 
3.2. PROPOSITION. Among the irreducible configurations of type n3, the 
only homogeneously irreducible instances are PG(2, 2) as configuration of 
TABLE II 
1 1 -3  1 -2  --1 - I  0 . . . . . .  0 --1 -2  -2  
--2 1 1 --3 1 -2  - I  - i  0 . . . . . .  0 - I  --2 
--2 --2 1 1 --3 1 -2  - I  --1 0 . . . . . .  0 --1 
--1 --2 -2  1 1 --3 1 -2  --1 -1  0 . . . . . .  0 
0 --1 -2  --2 1 1 -3  1 --2 -1  --1 0 . . . . . .  
• .. ".. ".. " .  " .  ".. ".. " .  ".. " .  ".. ".. "°. " .  
. . . . . .  0 - i  -2  -2  i 1 -3  1 -2  -1  -1  0 
0 . . . . . .  0 -1  -2  -2  1 1 --3 1 -2  -1  --1 
-1  0 . . . . . .  0 -1  --2 -2  1 1 -3  1 -2  --1 
-1  -1  0 . . . . . .  0 -1  -2  -2  1 1 -3  1 --2 
-2  --1 --I 0 . . . . . .  0 --i -2  --2 1 1 --3 1 
1 -2  --1 - i  0 . . . . . .  0 -1  --2 --2 1 1 -3  
-3  1 -2  - i  - i  0 . . . . . .  0 --I --2 --2 1 1 
1 --3 i --2 --1 -1  0 . . . . . .  0 -1  --2 --2 i 
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type 73 and Pappos' 93, of degree 3 and 2, respectively. Moreover, 
Desargues' 103 is a uniformly irreducible configuration of degree 2. There are 
no further uniformly irreducible configurations of type n3. 
Proof For n >~ 7, the schematic representation 
1 3 4 4 6 1 
defines the irreducible configuration of type n3 beloning to the first series. 
The corresponding weighted incidence matrix is shown in Table II. 
In the cases n = 11, 10, 9, 8, and 7 the first row shrinks gradually and 
becomes 
1 1 -3  1 -2  -1  -1  0 -1  -2  
1 1 -3  1 -2  -1  -1  -1  -2  -2  
1 1 -3  1 -2  -1  -2  -2  -2  
1 1 -3  1 -2  -2  -3  -2  
1 1 -3  1 -3  -3  -3  
-2  
respectively. (The other rows are obtained by cyclic permutations.) Hence 
this series contains precisely one homogeneously irreducible configuration 
(of degree 3), namely PG(2, 2) for n = 7; in particular, besides PG(2; 2), 
there is no further uniformly irreducible configuration. 
Desargues' 103 admits following selfdual description: Two triangles, say 
Pl ]ll [ p3 ] 12 [P2113 [Pl and P4114 [P6115 ]P5 [ 16 [ P4, 
are centrally prespective, say 
PlO[17+i[Pl+i, P4+i for i=0 ,  1, 2, 
as well as axially perspective, say 
llo]PT+illl+i, 14+ i for i=0,  1, 2. 
These data lead to the weighted incidence matrix of Desargues' 103 
indicated in Table III. 
So not every anti-flag has weight 2, but the weight system of each flag 
has all its entries equal to -2 .  Hence Desargues' 103 is a uniformly (but 
not homogeneously) irreducible configuration of degree 2. 
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TABLE III 
1 -2  1 -2  0 -2  1 -2  -2  -2 '  
-2  1 1 0 -2  -2  -2  1 -2  -2  
1 1 -2  -2  -2  0 -2  -2  1 -2  
-2  0 -2  1 -2  i i -2  --2 --2 
0 -2  -2  -2  1 1 -2  1 -2  -2  
-2  -2  0 1 1 -2  -2  -2  1 -2  
1 -2  -2  1 -2  -2  -2  0 -1  1 
-2  1 -2 -2  1 -2  0 -2  -2  1 
-2  -2  l -2  -2  I -2  -2  0 1 
-2  -2  -2  -2 -2  -2  1 1 1 0 
Again by checking weighted incidence matrices, it is easy to verify that 
Pappos' 93 is a homogeneously irreducible configuration of degree 2 (cf. 
also Chapter4), whereas the irreducible configurations of type (10m)3 
for m >i 2 belonging to the second series as well as the sporadic irreducible 
configurations of type 103 are not even uniformly irreducible since they 
contain anti-flags of weight 1 and of weight 2. 
3.3. PROVOSITION. Let ~ be a configuration of type n~ and suppose that 
6(I) is a weighted incidence matrix of ~. 
(i) The weight sum w, i.e., the negative sum of all negative ntries in 
6(I), equals 
w = m¢(~c - 1 )2. 
(ii) l f  ~ is homogeneously (ir)reducible of degree d>>, 1, then one has 
(n - x) d = ~:(K - 1 )2. 
Proof (i) The weight sum w can be determined by the following 
reasoning: The matrix I contains n~c entries 1. Consider such an entry, say 
ei, y= 1. There are further ~-  1 entries 1 in the ith row; now consider one 
of these entries, say ai, ~. There are further ~:-  1 entries 1 in the column 
with index 4. Finally, consider one of these entries, say c~u, ~: What is the 
repercussion of the three non-zero entries ~;,J, c~;,x, e~,~, to the j th  row? 
Clearly, %,j  = 0 and we have a contribution + 1 to the number w. 
(An analogous reasoning holds for the ~c - 1 further entries 1 in the j th  
column which make some zero entries in the ith row essential. But these 
contributions are not new; in fact, starting with the non-zero entry a,, ~., the 
three non-zero entries a,,x, e~,~, a~,j imply c~,j= 0 once again.) 
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K,: 3 
(7,3) 
(9,2) 
(15,1) 
4 5 6 7 8 
(13,4) (21,5) (31,6) (43,7) (57, 8) 
(16, 3) (25, 4) (36, 5) (49, 6) (64, 7) 
(22, 2) (45, 2) (56, 3) (70, 4) (106, 4) 
(40,1) (85,1) (81,2) (91,3) (204,2) 
(156,1) (133, 2) (400,1) 
(259, t) 
(ii) The incidence matrix I of g is an n-square matrix with n~c entries 
1. Hence I contains n 2-ntc entries 0. Every zero entry of I is essential 
of weight d. Hence w := (n2-n~c)d=n(n- tc )d .  On the other hand, 
w=nK(~-1)  2, whence the proposition. 
3.4. Remark. Obviously, a configuration ~ of type n~ has at least 
t£ 2 - -  /£ -[- 1 points. (In fact, take some point p in ~; then p is incident with 
~c distinct lines each of which is incident with further ~-  1 points distinct 
in pairs and distinct from p.) Therefore we are interested only in those 
solutions (n, d) of the equation 
(n -  ~c) d= ~c(~c- 1) 2 
which satisfy n ~>/£2__ K: "-~ 1. For the first values of ~ ~> 3, the solutions 
(n, d) are listed in Table IV. 
It should be noted that the minimum and the maximum value of n 
within each column coincides with the number of points in finite projective 
planes of order q = tc -  1 and in finite generalized quadrangles of order 
(q, q)= (~-  l, ~-  l), respectively, which in fact provide instances of 
configurations of type (q2+q+ 1)q+ 1 and ((1 +q2)(1 +q))q+l. The 
following two theorems trengthen these observations. 
3.5. THEOREM. Let ~ be a configuration of type n~. Then E is a projec- 
tive plane (of order ~ - 1 ) if, and only if, ~ is homogeneously irreducible of 
degree to. 
Proof. First suppose that ~ is a projective plane. Since every line is 
incident with • distinct points, the order is K -  1. Now consider an anti-flag 
in g, say p, l. Geometrically speaking, in C we can drop precisely ~c distinct 
chains p Ili[ Pil l (i = 1 ..... ~c) from p to l. Let I be an incidence matrix of ~; 
then, for every i E {1 .... , ~}, the four elements p, pi, l,l~ give rise to a 
2-square submatrix of I whose only zero entry represents just the anti-flag 
582a/65/2-2 
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p,/. Varying the index i, one yields shifted 2-square submatrices. Thus the 
weight of the anti-flag is ~:. 
Now let g be a configuration of type n~, homogeneously irreducible of 
degree ~c. Since g is a partial projective plane, it is sufficient o prove that 
any two lines (points) in ~ are incident with one and the same point (line). 
Let 11, 12 be lines in ~. Choose two distinct points pl, P2 both incident with 
the line l,, but not with the line 12. Choose a labeling of the points and 
lines of ~ which starts with p~, P2,... and ll, 12,... and let I=  (~,, v) be the 
resulting incidence matrix of E. By hypothesis, the anti-flags Pl, 12 and 
P2, 12 both have weight ~c, i.e., for each anti-flag there are K pairwise shifted 
2-square submatrices whose only zero entry ei, 2 with i e { 1, 2 } represents 
the anti-flag under consideration. 
Consider any two shifted 2-square submatrices $1, $2 of I whose only 
zero entry is just the same cq, 2 : Suppose that S1 arises from I by deleting 
all rows but those with indices i and, say, #, as well as all columns but 
those with indices 2 and, say, v; analogously assume that $2 derives from 
I be deleting all rows but those with indices i and, say, ~, as well as all 
columns but those with indices 2 and, say, 2. Then # v~z and v ¢ 2, since 
otherwise the 2-square submatrices 
and 
\0~#, v ~,  2 /  \ at, 2 
respectively, would have only entries 1 in contradiction to condition (d) of 
Lemma 2.3(i). 
Hence, for the anti-flag Pi, 12, there are x distinct points, say ai, 1 ..... e~, ~, 
and K distinct lines, say bi, 1 ..... bi, ~ in ~, which form chains pelb~, j la~, ill2; 
in fact, these incidences are described by the ~c pairwise shifted 2-square 
submatrices defining the weight of the anti-flag pi, l 2. Now,  since Pl is inci- 
dent with precisely t¢ lines of ~, one of the lines bl, j coincides with ll, say 
ba, f = l~; analogously, one of the lines b2,j coincides with ll, say b2,f, = ll. 
This, in turn, implies that the points al, j, and a2, j,, coincide as well. In par- 
ticular, al, j, = a2,j,, is incident with both l~ and 12. Dually one shows that 
for any two points in ~ there is a line incident with both of them. 
3.6. THEOREM. Let ~ be a configuration of type n~. Then ~ is a 
generalized quadrangle of order (~c- l ,~c-1)  if, and only if, ~ is 
homogeneously reducible (of degree 1 ). 
Proof. First suppose that ff is a generalized quadrangle of order 
(~c- 1, x -  1). Consider an anti-flag in if, say p, l. Geometrically speaking, 
in ff we can drop precisely one chain p [ lo I Pol l from p to /. Let I be an 
incidence matrix of if; then the four elements p, Po, l, lo give rise to 
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precisely one 2-square submatrix of I whose only zero entry represents just 
the anti-flag p,/. Thus the weight of the anti-flag is 1. 
Now let G be a configuration of type n~, homogeneously reducible of 
degree 1. We check the axioms for a generalized quadrangle (cf. e.g., 1-13, 
p. 1]): Obviously, every point and line in G is incident with 1 + (K-  1) 
lines and points, respectively. Any two distinct points (lines) are incident 
with at most one line (point), since G is a partial projective plane by defini- 
tion. Finally, let p, l be an anti-flag in G, represented by a zero entry ~i, j = 0 
in some incidence matrix I of G; since all the zero entries are essential of 
weight 1, there is precisely one 2-square submatrix M of I whose only zero 
entry is c~i,j; this, in turn, implies that there exist precisely one point Po¢ P 
and precisely one line 10~l in ~ such that p llolP01l. Hence g is a 
generalized quadrangle of order 0c - 1, ~c- 1 ). 
3.7. Remark. The table in Remark 3.4 indicates the possible parameters 
for configurations of'type n~ which are homogeneously (ir)reducible of 
degree d. By virtue of the last two theorems, there exist such configurations 
for the maximum and the minimum of the possible values for n if, and only 
if, one has ~c--q + 1 for some prime power q. Moreover, there exists an 
example for (n, d )= (9, 2), namely Pappos' 93. More examples are 
constructed in the last section. 
4. A CLASS OF HOMOGENEOUSLY IRREDUCIBLE CONFIGURATIONS OF 
TYPE (q2)q AND DEGREE q- -  1 ARISING FROM GF(q) 
Pascal's well-known description of Pappos' 9 3 can be formulated like 
this: If a hexagon, say, 
al[b21a6[b4la2[bB[a4[bsIaB[bl[as[b6lal, 
has its vertices in threes on two lines, say, 
a 1, a 2, a3lb 7 and a4, as, a6[bs, 
then the three diagonal points, defined by 
a6+ilbi, b3+ i for i= 1, 2, 3, 
are collinear, say, 
a7, a8, a91bg. 
These data lead to an incidence matrix, say J3, which is represented as a 
block matrix in Table V. 
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TABLE V 
010 
001 
100  
001  
100  
010  
100  
010  
O01 
001 
100 
010 
010  
001 
100 
100  
010  
001  
100  
100  
100  
010  
010  
010  
001  
001  
001  
Obviously, an incidence matrix/3 of the above hexagon is given by the 
submatrix which is obtained from the block matrix J3 by deleting the last 
row and column of blocks; the corresponding weighted incidence matrix 
6(13) is indicated in Table VI. 
In the sequel, we show that, for every prime power q ~> 3, analogous 
incidence matrices Iq and Jq can be constructed which give rise to a class 
of homogeneously irreducible configurations of type (q2)q and degree q- 1. 
This rather interesting class furnishes instances for the second row in the 
list of Remark 3.4. 
4.1. DEFINITION (Construction of Iq). Consider the Galois Field GF(q) 
for some fixed prime power q/> 3. Suppose that (Tu) is the addition table 
of GF(q), written in such a way that the main diagonal consists only of 
TABLE VI 
-1 1 0 -1 0 i 
0 -1 1 1 -1 0 
1 0 -1  0 i -1 
-1 0 1 -1 1 0 
1 -1 0 0 -1 1 
0 i -1 1 0 -1 
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entries 0. The first row of (Tij) contains all elements of GF(q) in some order, 
say 
(g l ,  g2, "", gq) with gl = 0. 
Then, for some permutation o-e 5~q, the first column of 7u reads 
(go(i), g~(2) .... , go(q))r with g~(~)= gi =0. 
Since (~'~) is the addition table of GF(q), one has 
7ij = g~(i) + gj- 
Let (fl,7) be the multiplication table of GF(q) having 
(g2, g3, ..., gq) and (g2, g3, ..., gq)r 
as first row and column, respectively. Clearly, this implies 
flij = gi+ ~ gj+ 1. 
For each k~ {2 ..... q}, define q-square matrices Ak by 
{10 if '~=gk;  
(Ak)~ = otherwise. 
Finally, define a matrix Iq = (Bo.) as the block matrix which is constructed 
from (flu) in the following way: For each pair (i, j )  with i, j~  {1 ..... q -  1 }, 
the entry fig is just some element in GF(q)*, say gk; substitute fl~j = g~ with 
a copy of Ak =: B U. Obviously, Iq is a q(q-  1)-square {0, 1 }-matrix. 
4.2. LEMMA. Let ~.  ~ be an element of Iq. Put 
Then one has 
# = #'q + #" with 0 <~ #" < q; 
v = v'q + v" with 0 <<, v" < q. 
(i) c~,v=l tf, andonly if, gu,+lg~,+l=g~(,, ,+~)+g,°+a; 
(ii) c~, ,=0 lies on the diagonal of  the block B,,+I,,,+~ (i.e., one has 
#" = v") tf, andonly if, g~(~,,+l)+ gv,,+i =0. 
Proof (i) The element ~,,v lies in some block, say, Ak=Bz,+I,,,+~, 
which arises from the entry fl~,+l, v,+~ in the matrix (fi~), if and only if, one 
has 
gk=flp'+l,v'+l = gu '+ l  gv '+l"  
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On the other haM,  with respect to the block Ak (seen as a q-square 
matrix), the element e~, ~ lies in the position (#"+ 1, v"+ 1). Thus one has 
(A~)~,,+1,~,,+1 = 1 if, and only if, 
gk = ]) #"  + l ,  v" + l = ga(u"+ 1) + g~"+ 1. 
(ii) Obviously, p" = v" holds true if, and only if, the element c~,,, lies 
on the diagonal of the block B,,+ 1, ~'+1 of Iq. Since the addition table has 
been chosen in such a way that its diagonal consists only of entries 
0 e GF(q), one has precisely in that case 
go(," + 1)+ g~"+ 1= go(~"+ 1) -t- gp"+l  = O. 
4.3. LEMMA. The matrix Iq = (~,  ~) does not contain any 2-square sub- 
matrix whose entries are all 1. 
Proof. Suppose that c~,, v= e,, ~ = c~,, v = e,, ~ = 1 for some g, v, z, 2 e 
{ 1, ..., q(q - 1 ) } such that/~ # z and v # 2. Put 
p=#'q+#"  with O~<#"<q;  
v=v 'q+v"  with O~<v"<q; 
t=t 'q+t"  with O~<t"<q;  
2 = 2'q + 2" with O~<2"<q. 
Then, by Lemma 4.2, one has (in GF(q)) 
g~,'+ 1 gv'+l = ga(u"+ 1) + g~"+ 1; 
g~'+ lg,t'+ 1 = ga(u"+ 1) -t- gz"+ 1; 
g~'+lg~'+l = g~0"+ 1)+ g~"+ 1 ; 
g , '+agz+l  = g~(~"+ 1)+ g,l"+l. 
Multiplying the second and the third equation by -1  and summing up all 
four of them, we obtain 
(g~,'+ 1 -- g~'+ 1)(gv'+ 1 - -  g.v + 1) = O. 
Hence g, ,+i  = g,,+i or gv,+i = g,~.,+ i. Since the elements gl,  ..., gq in GF(q) 
are distinct in pairs, one has # '= z' or v ' - -2 ' ,  respectively. This, in turn, 
implies that ~,, ~, c~,, v or e,. v, ~ ,  ). lie in the same block of the matrix Iq, 
namely in the block B,, + 1, ~, + i arising from flu, + i, ~, + 1. On the other hand, 
B,,+1,~,+1 =Ak for some ke  {2, ..., q}. Hence Ak has two entries 1 in the 
same column or in the same row. But this would imply that, in the addition 
ON CONFIGURATIONS OF TYPE n~: 193 
table (7/fl of GF(q), the element gk appears twice in the same column or in 
the same row, a contradiction. 
4.4. PROPOSITION. The matrix Iq & the incidence matrix of some 
configuration of type (q(q- 1))q 1. The zero entries lying on the diagonal of 
some block of Iq have weight q -2 .  The remaining zero entries have weight 
q -3 .  
Proof Iq fulfills conditions (a) (d) of Lemma 2.3: By construction, Iq is 
a q(q-1) -square {0, 1}-matrix such that every row and column has 
precisely q -1  entries 1; condition (d) holds true by Lemma 4~3. 
Now consider an entry c~,,~=0 of Iq= (c%). Using the denotations 
introduced in Lemma 4.2, one has 
~, ,~=0 if, and only if, g~,+1g,,,+17~g~(y,+1)'-}-gv,,+1 . 
The weight of the entry e~, ~ = 0 equals the number of pairwise shifted 
2-square submatrices in Iq that contain e~, v--0 as their only zero entry. 
Examine such a 2-square submatrix of Iq, say, au, ;, = c~, v = ~, ;. = 1. Sub- 
stituting the first of the four equations in the proof of Lemma 4.3 by the 
above relation, we can proceed analogously and yield 
(g#+l  -- gz'+ 1)(g,/+ 1 -- g,v + 1) :~0. 
For a given entry e~, v = 0, how often this can happen ? Both factors consist 
of a difference between two elements in GF(q)* and must be distinct from 
O~GF(q). Hence one might think that there are at most q -2  distinct 
possibilities for the element g,,+l. 
But a more thorough analysis shows that in certain cases there is still 
one possibility to be excluded, namely the difference g~z '+ l -  g, '+l  for 
precisely that value of the index t for which one has z"=#".  In fact, 
consider the block B~,+ 1, v,+l of Iq containing the element c% v : that block, 
seen as a q-square matrix, has an entry 0 in the position (#"+ 1, v"+ 1), 
corresponding to ~,, v = 0 in [q. Now, if t "= #", the entry c% ~ of Iq lies 
within its block in precisely the same position ( t "+ l ,v"+ l )= 
(#"+ 1, v"+ 1). This, in turn, implies that also the remaining two entries 
c~,, x = ~,, ;~ = 1 are both in one and the same position within their blocks, 
namely (~"+ 1, 2"+ 1). Hence these two blocks arise from the same 
element in the multiplication table (fiij) appearing twice in the column with 
index ) /+  1, a contradiction. 
If the element au, ~ does not lie on the diagonal of some block of Iq, a 
similar reasoning shows that there is precisely one index z with z"= ~t": 
Otherwise one would again get two entries 1 in the same position within 
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TABLE VII 
Addit~nn 
0 1 x x+l  Multiplic~ion 
1 0 x+l  x 1 x x+l  
x x+l  0 1 x x+l  1 
x+l  x 1 0 x+l  1 x 
the blocks of the column with index v '+ 1. If, however, a~, v lies on the 
diagonal of some block, this exception does not apply. 
So the weights of the entries 0 in Iq have q -2  and q -3  as upper 
bounds if they are respectively in a diagonal and non-diagonal position 
within their blocks. Thus we get the following upper bound for the weight 
sum w of Iq: 
w <<. (q - 1 )2 q(q _ 2) + ((q - 1 )2 (q2 _ 2q)(q - 3)) = q(q - 1 )2 (q _ 2)2; 
actually, the middle term equals just the number of blocks times the 
number of zeros in diagonal position within a block times their maximum 
weight plus the number of blocks times the number of zeros in non- 
diagonal position times their maximum weight. On the other hand, by 
Proposition 3.3 (i), one has 
142 =/ ' / /£( /~ - -  1 )2 = q(q _ 1 )2 (q  __ 2)2 
again. This implies every zero entry of Iq assumes the upper bound as its 
weight. 
4.5. Remark. For q = 3 the matrix Iq defines a rather trivial configuration, 
namely a hexagon. In order to take up the literature on configurations, let 
us still discuss the case q = 4: We start with the addition and multiplication 
table of GF(4) in the usual representation as GF(2) [x ] / (x2+x+ 1), cf. 
Table VII. 
TABLE VIII 
A, A,, An + I 
0100 0010 0001 
1000 0001 0010 
0001 1000 0100 
0010 0100 1000 
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TABLE IX 
0100 
1000 
0001 
0010 
0010 
0001 
1000 
0100 
0001 
0010 
0100 
1000 
0010 
0001 
1000 
0100 
0001 
0010 
0100 
1000 
0100 
1000 
0001 
0010 
0001 
0010 
0100 
1000 
0100 
1000 
0001 
0010 
0010 
0001 
1000 
0100 
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This yields the 4-square {0, 1 }-matrices hown in Table VIII. Then the 
corresponding block matrix /4 (cf. TABLE IX) defines a configuration 
ff(I4) of type 123. This configuration consists of two hexagons 
a1[b2[a11[bs[as[blo[a3[b4[a9]b6[a7[b12[a1, 
a21blllaslbslalolb3[a4[b91a6[bvla12[blla2, 
inscribed into each other by 
allb7, all lb9, as[b3, a3[bs, a9lbal, aT I bl, 
azlbs, as lb2, alo [ b12, a4lb6, a6[b4, a12[blo. 
For any configuration if, the residue of a point p consists of all the points 
in ff which are not joined with p by any line in ~ as well as all the lines 
incident with at least two of these points (cf., e.g. [1, 9, 17]). It's easy to 
check that the residues of ff(I4) are all of the same type, called fi in [-1]: 
There are two points in the residue each of which is joined with the 
remaining three points. So ff(I4) turns out to be isomorphic to the 
configuration 88 in the list of [1]. 
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4.6. DEFINITION (Construction of Jq). Expand the block matrix 
to a block matrix 
in the following way: 
(i) The  add i t iona l  b locks  ( Jq)q ,  1 = Bq,  1 . . . . .  ( Jq)q ,  q -  1 = Bq,  q 1 are 
copies of the unit matrix of order q. 
(ii) For  ~= 1 ..... q, the additional block (Jq)~,q=B~,q, seen  as a 
q-square matrix, has entry 1 precisely in its 4th column and entry 0 
everywhere lse. 
4.7. T~EOREM. Jq defines a homgeneously irreducible configuration of 
type (q2)q and degree q -  1. 
Proof The matrix Jq=: (e,,,) satifies conditions (a)-(d) of Lemma 
2.3(i): By definition, Jq is a q2-square {0, 1}-matrix such that every row 
and column has precisely q entries 1. 
In order to verify condition (d), suppose that e~,~ = ~,~ = e~,~ = e,, ~ = 1 
for some #, v, t, 2 • { 1, ..., q2 } such that # ¢ z and v ¢ 2. If these entries lie 
all in the submatrix Iq of Jq, apply Lemma 4.3 to get a contradiction. So 
there remain the following three cases to be checked: 
(1) One of the four entries, say e~, v = 1, lies in the block Bq, q of Jq. 
By construction, this implies qZq+ 1<~ #<~ q2 and v =q2 as well as 
q2 _ q + 1 ~< 1 ~< q2 and 2 ~< q2 _ q. Hence e~, ~ = 1 and e~, ~ = 1 lie in the same 
column of the block Bq, ~ for some 4 • { 1 ..... q - 1 }. But Bq, ¢ is isomorphic 
to the unit matrix of order q, a contradiction. 
(2) One of the four entries, say e~, ~, lies in the block Be, q of Jq for 
some ~ • { 1, ..., q -- 1 }. By construction, this implies (4 - 1) q + 1 ~< # ~< 4q 
and v = 4 as well as (4 - 1) q + 1 ~< z ~< ~q and 2 <~ q2 _ q. Hence e~, ~ = 1 and 
e , , z= l  lie in the same column of the block B~,, of Iq for some 
• {1 .... , q -1} ,  a contradiction (cf. Lemma4.3,  last paragraph of the 
Proof). 
(3) One of the four entries, say e,,, = 1, lies in the block Bq, ~ of Jq 
for some ~ • { 1 ..... q -- 1 }. By construction, one has q2 _ q + 1 ~< # ~< q2 and 
v=(~- l )q+# since e , , ,= l  lies on the diagonal of Bq,~. Note that 
)~/> q2 _ q + 1 would imply 2 = q2 and, concerning e~, ;~, we would be in case 
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(1) again. Hence we may suppose )~<~q2q; i.e., e~,v lies in the block Bq, n 
of Jq for some q • { 1 .... , q - 1 } with q ¢ 3. Put 
#- l=#'q+#" with 0~<#"<q.  
Then one has 2 = ( t / -  1 ) q + #" + 1 since e,, ~. = 1 lies on the diagonal of the 
block Bq, n. Finally, ~<q2-q ;  otherwise, we would get a contradiction 
to the fact that the blocks of the block matrix Jq in positions 
(q, 1), ..., (q, q -  1) are copies of the unit matrix of order q, Put 
z - - l=t 'q+t"  with 0~<l"<q.  
Then e,, v = 1 and e,, ~. = 1 both have the same position within their blocks 
(seen as q-square matrices), namely ( , "+1,#"+1) .  Since these two 
blocks lie both in the submatrix Iq of Jq, one yields a contradiction (cf. 
Proposit ion 4.4, third paragraph of the Proof).  
Next we prove that the entries e,, ~ = 0 of Jq have constant weight q - 1: 
We proceed in two steps. First, we show that each entry e~, ~ = 0 has weight 
at least q -  1; to do this we distinguish four cases and, from case to case, 
indicate a sufficiently large number of pairwise shifted 2-square submatrices 
which have ~,, ~ = 0 as their only entry 0. Second, an estimate of the 
resulting weight sum implies that each entry e~, ~ = 0 has weight (at most) 
q -1 .  
(1) The element e~, u = 0 lies in some block B o. of the submatrix Iq of 
Jq. Taking into account the contributions coming from Iq only, the weight 
of e,, u = 0 is at least q - 3 (and q - 2 if e~, ~ lies on the diagonal of Bu), see 
Proposit ion 4.4. One further contribution is provided by the block Bg, q: In 
fact, write 
#-  1 = ( i - -1)  q+#"  with 0-..< #" < q, 
and assume that the unique entry 1 of the (#"+ 1)st column in the block 
B• has position ()~, #"+ 1) for some )oe {1 ..... q}; then one has 
~u,v~-O, ~#,q2 qWi~--~(i_l)q+2, v~( i  1)q+Z, q2 q÷i ~ 1. 
In the case that z~, v = 0 does not lie on the diagonal of the block Bo, there 
is also a contribution by the blocks Bq, j and Bq,. for some t/e { 1 .... , q -- 1 }: 
Write 
#-  1= ( i -  1) q+#"  with 0~< #" < q, 
v- l=( j -1 )q+v"  with O<~v"<q, 
so e~, v has position (#"+ 1, v"+ 1) within the block Bij. Now consider the 
#th row of the matrix Iq as well as the ith row of the block matrix Iq; there 
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is precisely one block, say B~, ~, in the ith row of the block matrix Iq such 
that (B~,,),,,+A,v,,+~ = 1 (otherwise some block in the ith row of the block 
matrix Iq would contain two entries 1 in the (#"+l )s t  row, a contra- 
diction). Since the blocks Bq, s and Bq,, are copies of the unit matrix of 
order q, they have an entry 1 in the position (v" + 1, v" + 1). Thus one has 
8u, v"~-O, ,f,u,(rl_l)q+v,,+l~---F.q2_q+v.+l,v~q2_q+v,~+l,(rl_l)q+v.+l~l. 
(2) The element e~, v = 0 lies in the block Bq, q. Write 
#- l=(q -1)q+#"  with 0~<#"<q;  v- l=(q -1)q+v"  
with 0 ~< v" < q; 
actually, we may suppose that 0 ~< v" < q - 1 since every element in the last 
column of the block Bq, q equals 1. For  ~ = 1, ..., q - 1, one has 
Ep,(~-l)q+#"+l-~'F'(q 1) q+ #'+ 1, (~-  i) q+/#'+ 1 = ];  
in fact, each of these entries lies on the diagonal of the block Bq, ¢, which 
is a copy of the unit matrix of order q. On the other hand, the v th column 
of the matrix Jq has all its entries 1 in the block By,, + 1, q of the block matrix 
Jq; hence e~,,q+,, v= 1 for q = 1 .... , q. Now consider the blocks Be,+ 1, ¢ in 
the (v"+ 1)st row of the block matrix Iq; each of these blocks, seen as 
a q-square matrix, has precisely one entry 1 in its (It"+ 1)st column, 
say in position (#"+l , t / (~) )  for some q(~) ~ {1, ..., q}. Thus, for each 
~ { 1, ..., q - 1 }, one has 
/3#, v = 0, ~,u,(¢--i)q+#"+l=Sv"q+q(~),v=gv"q+~l(#),(~--l)q+#"+l =1" 
Hence e~, ~ has weight at least q -  1. 
(3) The element e~,v=0 lies in the block Bq, j for some 
j ~ { 1, ..., q - 1 }. Write 
#- l=(q-1)q+#"  
v- l=( j -1 )q+v"  
with 0~<#"<q;  
with O <<. v" < q. 
Just one contribution to the weight of ~,  ~ is given by 
~/z,v =0,  f'#,q2=~(q--1)q+v"+l,v='~(q--l)q+v"+l,q 2~- 1" 
In order to find further q -  2 contributions to the weight of ~, v = 0, we 
must involve the construction of Iq from GF(q) once again: For  each 
~e {1, ..., q -  1} with ~¢ j ,  one has e~,(¢ 1~q+~-+1 = 1; in fact, this element 
lies on the diagonal of the block Bq, ¢. So we must look for two entries 
~q, V 
1 ~< t/<~ (q - 1 ) q. In more detail, for 
t / -  1 = t/'q + r/", 
the entries we are looking for read 
and 
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=1 and e,,(¢ 1)q+, , ,+1=1 in the matrix lq, for some ~=~/(~) with 
with 0 ~< t/" < q, 
g'~l,v---- (B~'+l , j )q"+l ,v"+l  = 1 
'~q,(~-- 1) q + #"+ 1 ~--- (B , / '+  1, ¢ ) , / "+ 1, p"+l  = 1, 
Now, e,, ~ = 1 holds true if, and only if, the position (q' + 1, j )  in the multi- 
plication table (ilk1) and the position (t /"+ 1, v"+ 1) in the addition table 
(Ykl) of GF(q) give rise to the same element of GF(q)*; hence 
Analogously, 
grt '+2gj+ 1 = go(," + 1) -{- gv"÷ 1" 
g,7'+eg¢+l = g,~(,7"+1)+ g~"+l. 
These equations form a system 
gj+ 1 gn'+2 -- go(n" + 1) = gv"+ 1 
g¢+ 1 gn '+2 - -  go(n" + 1) = g~"+ 1 
over GF(q) with determinant g¢+1-  &+l .  Since ~ ~aj by hypothesis, the 
determinant is not zero and there is a unique solution for g,,+2 and 
g~(,-+l) in GF(q). This, in turn, implies that, for each {e  {1, ..., q -  1} with 
¢ j ,  there is a uniquely determined index q({) such that one has 
/~/.t, v =0 , '~/z,(~-- 1) q + #" + 1 = ~r/(~), v = ~r/(~_), (~ 1) q+ #"+ 1 =1.  
On the whole, e~, v = 0 has weight at least q - 1 also in this case. 
(4) The element eu, v=0 lies in the block Bi, q for some 
i e { 1, ..., q - 1 }. Write 
#-  l=( i -1 )q+#"  with 0~ #"< q; 
v- l=(q -1)q+v"  with O<<.v" <q. 
Since the v th column of the matrix Jq has all its entries 1 in the block 
B~,,+l,q, one has e~,,q+,.~= 1 for each ~/e {1 ..... q}. Now consider the #th 
row of the matrix Iq as well as the ith row of the block matrix Iq; for each 
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TABLE X 
~: 3 4 5 6 7 8 
(n, d): (7, 3) (13, 4) (21, 5) (31, 6) - -  (57, 8) 
(9, 2) (16,3) (25,4) - -  (49,6) (64, 7) 
(15,1) (40,1) (85, 1) (156,1) - -  (400, 1) 
j~  {1 ..... q -1} ,  the block Bi, j has an entry 1 in its (#"+ 1)st row, say in 
position (#"+l , z ( j ) ) .  Finally, the block B~,,+l,i (seen as a q-square 
matrix) has an entry 1 in its t(i)th column, say in position (t/(i), z(i)). Thus, 
for each i ~ { 1 ..... q - 1 }, one has 
~u,v=O, ~,(i_l)q+z(i)=~v,,q+q(i),v=~v,,q+q(i),(i_l)q+~(i) = 1, 
Hence e~, ~ has weight at least q -  1. 
Thus each zero entry of the matrix Jq has weight at least q -  1. Now Jq 
has q4 q3 zero entries; in fact, the matrix Jq consists of q2 rows each of 
which has precisely q entries 1. Therefore the weight sum of Jq is at least 
(q4  q3)(q_ 1 )=q3(q-  1)2. On the other hand, Proposition 3.3(i) says 
that the weight sum of any configuration of type n~= (q2)q is W= 
mc(x--1)2=q2q(q--1)2=q3(q--1) 2. Hence each zero entry of Jq has 
weight q -  1 precisely. 
4.8. Remark. (i) The construction of Iq and Jq works also in the case 
q = 2; the resulting configuration ~(J2) is just a quadrangle. 
(ii) The Theorems 3.5, 3.6, and 4.7 furnish three series of instances 
for homogeneously (ir)reducible configurations of type n~ and degree d; for 
the first values of x ~> 3, the parameters (n, d) of these examples are listed 
in Table X. 
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