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Introduction
Intraspecific color polymorphism is an iconic evolutionary phenomenon in which multiple distinct color phenotypes occur within the same population. Color polymorphism has been widely used to study the origins and maintenance of phenotypic variation because the long-term persistence of multiple sympatric morphs within a species suggests the operation of evolutionary processes other than isolation by distance and genetic drift (Endler 1980; Sandoval 1994; Roff 1996; Mallet and Joron 1999; Clegg and Durbin 2000; Cox and Davis Rabosky 2013) . Understanding the origin and maintenance of polymorphism within single species may also inform our understanding of lineage diversification because polymorphism can serve as a precursor to speciation (West-Eberhard 1986; Corl et al. 2010; Hugall and StuartFox 2012; McLean and Stuart-Fox 2014) .
Despite extensive work on the maintenance of color polymorphism in single populations, some broad-scale spatial patterns of polymorphism remain challenging to explain in empirical systems. The spatial distribution of morphs in most polymorphic systems can be classified into three major spatial arrangements ( fig. 1 ). In the ubiquitous type ( fig. 1A ), all morphs are present across all populations and in approximately equal frequencies, suggesting that the polymorphism is maintained by a common density-dependent regulatory mechanism Gosden et al. 2011) . In the clinal type ( fig. 1B) , a gradual change in the extrinsic environment is paralleled by the increase of one morph relative to another (Hegna et al. 2013) . Two common mechanisms generating clinal systems are the differential adaptation of discrete morphs to environmental factors that form a gradient across geographic space or secondary contact between divergent populations (McLean and StuartFox 2014) . In the mosaic type ( fig. 1C ), polymorphic species display rampant variation in the presence and absence of morphs that is not well predicted by geography or underlying habitat characteristics, with adjacent populations showing very different morph complements despite their proximity and similar habitats (e.g., the state of Arizona in fig. 1C ; McLean and Stuart-Fox 2014) .
While the first two types of geographic variation in polymorphism can be explained by relatively straightforward mechanisms, geographic mosaics are the most complex and least understood spatial arrangement of phenotypic diversity (but see Thompson 2005 for a discussion of the pro-duction of mosaics by coevolutionary arms races as a separate phenomenon). Mosaics occur in many polymorphic systems, yet the mechanisms behind their origin remain largely untested (Greenwood 1974; Langham 2004; Mochida 2009; Bonansea and Vaira 2012; Cox and Davis Rabosky 2013) . Although many studies have tested for the relative roles of neutral and selective processes, most studies that find nonneutral mosaic polymorphism usually invoke the interaction between multiple selective processes or spatial variability in selection pressure to explain their results (Cook 1967; Gigord et al. 2001; Langham 2004; Franks and Oxford 2009; Cox and Davis Rabosky 2013; Kikuchi and Sherratt 2015) . However, whether it is necessary to rely on complex selective scenarios to explain this pattern of spatial variation is unclear.
Here, we ask whether a single mechanism can simultaneously produce both stable polymorphism within a population and a geographic mosaic across populations within a species. In other words, can geographic mosaics be generated by the same selective mechanism that maintains polymorphism, or do they necessarily represent spatial variation in those pressures?
Frequency-Dependent Selection across Space
One well-supported mechanism for the maintenance of within-population polymorphism is frequency-dependent selection (FDS) by a predator (Greenwood 1974; Bonansea and Vaira 2012) . Predator-generated negative FDS (NFDS) occurs when the predators disproportionately focus their efforts on more common morphs in a population, allowing rare phenotypes to increase in frequency over time. This mechanism can maintain multiple morphs in a population indefinitely (Huang et al. 2012 ) and can be caused by dietary A B C Figure 1 : Major classes of geographic variation in color polymorphism. A, Type I variation describes the ubiquitous presence of all color morphs in nearly all populations, like the androchome (blue wedges), infuscans (green wedges), and infuscans-obsoleta (yellow wedges) morphs of female damselflies (Ischnura elegans) in Europe (data from Hammers and Van Gossum 2008; Gosden et al. 2011 ). B, Type II variation describes a geographic cline in frequencies of morphs with fixation at either end, like the yellow-breasted (yellow wedges) and melanistic (black wedges) morphs of bananaquits (Coereba flaveola) on the Caribbean island of Grenada (data from Wunderle 1981; MacColl and Stevenson 2003) . C, Type III variation describes a geographic mosaic of polymorphism, in which neighboring populations can have drastically different morph complements, and there is no geographic pattern to morph loss or fixation, like the mimetic (white wedges), black-banded (black wedges), red-striped (red wedges), and uniform brown (tan wedges) morphs of ground snakes (Sonora semiannulata) in North America (data from Cox and Davis Rabosky 2013) . These classes are not necessarily mutually exclusive but are hypothesized to represent differences in selective pressures, with type III being the most difficult to explain theoretically.
wariness (a combination of neophobia and dietary conservatism) exhibited by predators foraging in polymorphic populations (Smith 1977; Marples et al. 2005; Franks and Oxford 2009; Marples and Mappes 2011; McMahon et al. 2014) . We note that wariness does not require the formation of a search image, over which much controversy exists (see Punzalan et al. 2005 for a review). Positive FDS (PFDS) occurs when predators disproportionately consume rare morphs and often is a result of aposematism (warning coloration associated with unpalatability) discouraging predation on familiar, common morphs (Langham 2004; see Chouteau et al. 2016 for other examples of PFDS). Though expected to result in purifying selection, some species under PFDS display striking levels of polymorphism both within and among populations (Langham 2004; Borer et al. 2010; Richards-Zawacki and Cummings 2011) , with variability in predator behavior or in predation across different spatial scales speculated as a potential mechanism for the maintenance of geographic diversity (Langham 2004; Sherratt 2006; Noonan and Comeault 2009; Marples and Mappes 2011) .
Although many studies suggest that spatially invariant FDS alone is not enough to explain the mosaic distribution of morph frequency across space (requiring at least the addition of spatial variation in selection or predator behavior; see Gompert et al. 2011; McLean and Stuart-Fox 2014; Aubier and Sherratt 2015) , other research has suggested that simply varying the spatial neighborhood over which FDS operates can lead to disparate outcomes in prey distribution or phenotype as long as dispersal and/or prey encounter rates are varied (Molofsky et al. 2001 (Molofsky et al. , 2002 Houston et al. 2007; Endler and Rojas 2009) . Similarly, field experiments involving polymorphic prey species have suggested that variation in morph frequencies among populations may be influenced by whether predators are restricted to foraging on single prey populations (Mallet et al. 1990; Noonan and Comeault 2009; Comeault and Noonan 2011) . These studies suggest that discordance between the ranges of predators and prey can produce variation in the outcome of a single selective process, without requiring variation in selective intensity over space.
However, while studies such as these indicate the importance of considering the relative home ranges of predator and prey, they do not directly compare the effects of predator foraging at different spatial scales on morph frequency changes within and among polymorphic prey populations to other forces that can oppose the generation of geographic mosaics. Explicit study of these effects in a single coherent framework is critical to explain geographic polymorphism, as many polymorphic populations that are subject to NFDS or PFDS by wide-ranging predators differ in various other important ecological or genetic components (see table 1 ). Only a systematic comparison of the processes commonly observed to affect morph distribution can answer our motivating question: Can a single, uniformly applied, selective force both maintain polymorphism and create a mosaic in empirical systems?
To achieve this framework, we consider both complex mixtures of selection types and the effects of genetic architecture that are found in naturally occurring polymorphic mosaics. While some polymorphism results from multiple unlinked genes or loci, other lineages have evolved polymorphism under the control of a supergene of tightly linked loci (Schwander et al. 2014; Charlesworth 2016) . Because the genetic architecture of a polymorphism may constrain how color and pattern traits are able to behave under selection, the degree of genetic linkage could be critical in understanding the causes and consequences of geographic variation in polymorphism (Sinervo and Calsbeek 2006; McLean and Stuart-Fox 2014) .
In this article, we explore how the interaction among relative predator range size, type, and strength of FDS and the genetic linkage between color loci affects the phenotypic similarity of polymorphic populations. We base our simulations on empirical knowledge of four polymorphic species that exhibit geographic mosaics and are subject to either NFDS or PFDS (table 1) Brown Jr. and Benson 1974) . Each of these systems is preyed upon by avian predators that might forage either locally or regionally (table 1) and therefore may exert significant influence on prey phenotypic diversity simply by means of the spatial scale of foraging behavior. Because the two systems that display genetic linkage also experience locally unequal fitness among morphs (e.g., directional selection) due to habitat matching (Cepaea) and mimicry (Heliconius), we also test the effect of additional components of selection by comparing these results to two theoretical systems with linked loci under pure FDS (no directional selection), for a total of six systems. By structuring our model around natural systems in a systematic and biologically applicable approach, we explicitly explore the effects of the spatial context of predator behavior on geographic patterns of phenotypic diversity in comparison to empirical observations.
Methods
In our model, we follow two polymorphic prey populations. They are preyed upon by a predator guild that can either view one population at a time (local perspective) or both populations simultaneously (regional perspective). We allow populations to exchange migrants at rates of 0-10% of the population per generation, and we vary the proportion of the total mortality in the prey population that is due to predator-induced frequency dependence from 0 to 1. For each unique combination of migration and strength of selection parameter values, the populations follow a sequential set of steps ( fig. 2 ) through migration, breeding, frequency-dependent selection, and density-dependent mortality to a carrying capacity of 500 individuals for 250 generations, at which point the populations have been at a stable equilibrium of morph frequency for at least 50 generations. We then calculate the level of differentiation between the two populations in order to assess the geographic mosaicism of the resulting polymorphism. For each empirical or theoretical system, we run 10 iterations of each model to assess variability among outcomes. The model is written in the R programming language (R Core Team 2016), and the source code is provided as a supplementary data file (supplemental code, available online).
1
Initializing Starting Populations
We begin by simulating two populations of a prey species under the same starting conditions with alleles at equal frequencies and in Hardy-Weinberg equilibrium (step 1 in fig. 2 ). Each individual has a phenotype, coded for by two loci with two randomly generated alleles each. The alleles show simple dominance, with recessive indicated by 0 and dominant by 1, and together code for four phenotypes. The loci can be unlinked or linked into a supergene with 2.5% recombination between them. We begin the first generation by setting the starting frequency of each dominant allele to 0.275, which results in equal morph frequency, and then stochastically generating 200 individuals.
Random Migration
The populations exchange migrants (step 2 in fig. 2 ), with between 0 and 10% of each population simultaneously moving to the opposite population. The migrants are chosen randomly with respect to their phenotype and genotype. We run simulations with rates of migration increasing by steps of 1% from 0 to 10%. We chose the upper threshold level of migration to exceed the levels of migration found in the empirical literature between populations in natural mosaics but still remain within a realistic range (Cook 1998; Twomey et al. 2013) . We vary migration rates to understand how the homogenizing effects of gene flow oppose forces generating mosaicism.
Random Breeding
Once migrants are exchanged, individuals can breed only with other individuals in their current population (step 3 in fig. 2 ). We select 50% of each population for breeding in each generation and assign individuals into pairs randomly with respect to morph. We create all possible gametes from both parents, randomly draw four from each parent's pool, and then combine them to create four offspring genotypes. For the unlinked models, there are four possible gametes from each parent. For the linked models, we create only the two possible gametes from each parent and then recombine them with 2.5% probability according to empirical estimates (Joron et al. 2006; Richards et al. 2013) . Finally, the parental generation and the offspring are combined into a single population (no age structuring).
Calculating Total Mortality
We use a standard logistic equation of the form
with a set carrying capacity N * and a growth rate q to determine how many total individuals should experience mortality in each postbreeding population given a carrying capacity set to 500 (step 4 in fig. 2 ). Because the populations begin at 200 individuals, mortality does not affect the populations until three generations into the simulation, such that there is an initial population growth phase.
Morph-Specific Mortality
To model frequency dependence, we use van Leeuwen et al.'s (2013) elegant closed-form solution describing the functional response of a polymorphic prey population to morph-specific predation (their eq. [1], shown below; step 5 in fig. 2 ). The term "functional response," in this context, refers to the rate at which prey of morph i are consumed by a predator as a function of the relative frequency of morph i in the population. The equation uses four constants to find f i , or the percentage of the total predator-related mortality that is accounted for by mortality of morph i: the predator's base attack rate on individuals of morph i (c i ), the likelihood of switching from morph i to j (s ij ), the rate at which predators transition from handling morph i back to the searching state (T ij ), and the abundances of each morph at time t 2 1 (N i ).
The equation
replaces an individual-based stochastic model describing the behavior of foraging predators and is more computation-1. Code that appears in The American Naturalist is provided as a convenience to the readers. It has not necessarily been tested as part of the peer review.
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We summarize van Leeuwen et al.'s equation here, starting by briefly describing the stochastic Markov model from which they derived the closed-form solution and the assumptions they make to do so. In the stochastic model, predators are either in a state of searching for prey or handling prey. The model uses constant values that describe the transition rates of the predator from one state to another. The mean time that the predators spend in a given state is the inverse of the transition rate between states, and the time that each individual spends in a state is an exponential random variable. Once prey has been attacked, predators switch to a handling state and transition back to a searching state at rate T ij . This rate depends on the prey type being handled and the prey type the predator previously handled. If all s ii are greater than s ij (the diagonal elements of the prey-type similarity matrix are greater than any other element), the predator will be more likely to attack many of the same prey type in a row than to switch between prey types.
In order to derive the closed-form solution, van Leeuwen et al. assumed that predators eat a large number of prey in their lifetime, and the predators are as likely to switch from Figure 2: Schematic representation of the simulation model. For each modeled system (four empirically derived systems shown along the top, plus two theoretically possible systems), two polymorphic populations experience migration followed by random breeding and mortality by frequency-dependent selection (FDS) by a predator or by density dependence. In separate paths of the model, prey are subject to a locally (L) or a regionally (R) foraging predator. Resulting populations repeat steps 2-5 for 250 generations, leading to differential outcomes under L versus R predation in the level of similarity between the populations (modified Shannon-Wiener diversity index: H; see "Methods").
consuming morph i to consuming morph j as they are to switch from j to i, a property they refer to as inversion indifference. Van Leeuwen et al. derive the closed-form solution (eq. [2]) from their semi-Markovian model in their appendix 2. In using this equation in our simulation, we make one additional assumption that all morphs have equal transition rates out of handling (T ij p T ii p T ji for all morphs). We arbitrarily set T to 1 so that the term drops out of the functional response equation. We make this assumption because the morphs of our prey species are identical except in coloration, while the model was originally derived to accommodate more than one prey species that might vary greatly in handling time. We therefore specify that our morphs differ in search time but are identical in handling time. We induce negative frequency-dependent behavior by setting all s ii 10 times greater than s ij (1 vs. 0.1) and positive frequency dependence by setting all s ii 10 times less than s ij (0.1 vs. 1). Additionally, we set base attack rates (c) to 0.5 for each morph, except for the locally unequal fitness systems (e.g., Heliconius and Cepaea), for which we reduce c for one morph in each population (table A1, available online).
We use the van Leeuwen et al. equation to calculate f i for each morph. Under local predator perspective, morphspecific f i is calculated within each population separately, while populations are pooled by morph under regional predator perspective. We then take the f i values for each morph and normalize them to sum to 1 so that we can find the percentage of the FDS mortality that is contributed by each morph. We vary the percentage of morph-specific mortality (relative to random density-dependent mortality) from 0 to 100%, increasing by increments of 5% (step 5 in fig. 2 ). Varying this parameter allows us to understand how large a proportion of the prey population must be available to FDS for frequency-dependent effects to become the dominant force in shaping morph distribution. This variation reflects empirical populations where only a proportion of the predator population exhibits dietary wariness or in which prey have limited surface activity (Smith 1977; Thomas et al. 2004; Franks and Oxford 2009; Marples and Mappes 2011; Richards et al. 2013) . To calculate the total number of mortalities due to FDS, we multiply the total mortality value from step 4 by the availability parameter. We then multiply this value by the vector of the four normalized mortality frequencies to get the total number of individuals of each morph that will be removed by FDS. We remove these individuals randomly with respect to the underlying genotype that creates a given morph.
Random Mortality
When the percentage of mortality due to FDS is less than 100, we remove individuals randomly with respect to morph until the population hits the carrying capacity calculated in step 4 (step 6 in fig. 2 ). This step creates density-dependent mortality that keeps the population size from increasing beyond the first few generations. After this step, the populations then cycle back to the migration step to repeat the loop of functions until 250 generations are completed and a stable equilibrium is reached.
Evaluating Population Outcomes
To summarize polymorphism levels within and between populations and assess mosaicism, we used a modified ShannonWiener diversity index based on Aubier and Sherratt (2015) and implemented using the R package vegan (Oksanen et al. 2017 ; step 7 in fig. 2 ). Aubier and Sherratt (2015) calculate the Shannon index for their regional population (a matrix of local populations) and then subtract the Shannon indexes calculated for each local population to find a relative local Shannon index. We slightly modify their approach to get a single summary statistic for our two-population model. Following Aubier and Sherratt, we first calculate the Shannon index value (H) for each population (a1 and a2, respectively) and the regional pool (g) as
where n is the number of observed morphs and p i is the frequency of morph i in that population. For all models, we calculate morph frequencies by first averaging genotypes across the final 50 generations of each unique parameter set and then compiling morphs from the averaged genotypes into population vectors. For the regional (g) pool, we simply sum the two population vectors before performing the Shannon calculation. To then create a single summary statistic, we find the index for both populations and subtract the mean of those two values from the regional Shannon index as
This index differentiates between populations that have equal morph frequencies and those that have a skewed distribution with one or more rare morphs. However, it does not strongly differentiate between populations fixed for a morph and those with one common morph and one rare morph. Additionally, it gives widely varying values for ubiquitous polymorphism arrangements ( fig. 1A) , from near zero to near maximum depending on relative morph frequencies, making mosaicism difficult to interpret from this metric alone. Because the presence and absence of morphs says more about the evolutionary potential of the population than the frequency of the morphs and is more directly indic-E84 The American Naturalist (Holmes et al. 2017 ).
Model Predictions
We develop predictions for our simulations based on empirical observations of polymorphic species that display geographic mosaicism. We are interested in the processes that generate variation within and between natural populations. We select three factors to incorporate in our simulation based on their appearances across many polymorphic mosaic systems: (1) We predict that having predators foraging regionally compared to locally will promote maintenance of morphs in the regional population. Our empirical mosaic examples often have birds as their major predators, with home ranges that are likely to encompass multiple prey populations and thus promote regional scale foraging. (2) We predict that linked loci will promote regional mosaicism because we see supergenes in polymorphic mosaic systems that are maintained in the face of purifying selection regimes (e.g., PFDS and directional selection in Cepaea and Heliconius populations ; Brown Jr. and Benson 1974; Jones et al. 1977) . And (3) we predict that our results will differ qualitatively depending on whether selection is positive or negative frequency dependent. There are empirical examples of both types of selection producing mosaics, but negative frequency dependence is more likely to maintain multiple morphs in a single local population than positive frequency dependence.
Results
Overall, we find that both predator perspective and type of FDS had a stronger effect than the genetic architecture of the color loci on the mosaicism of polymorphism across populations ( fig. 3 at a single set of parameter values for migration and selection; fig. 4 across all parameter values). We find that migration opposes the formation of mosaics, while even low levels of FDS can drive mosaicism as long as migration is low. Particularly for the cases of pure frequency dependence, regionally foraging predators drive greater dissimilarity between neighboring populations (e.g., more mosaicism) than locally foraging predators, especially at moderate to high levels of FDS. However, the specific morph composition outcomes vary greatly by system, as described below.
Negative Frequency-Dependent Selection: Unlinked Loci, Pure Frequency Dependence
We find that the role of predator perspective is particularly strong during simple negative FDS on unlinked loci, as represented by Sonora snakes (see table 1 ; figs. 3A, 4A). Local predator perspective results in a ubiquitous polymorphism (e.g., type I in fig. 1A ) regardless of the level of migration or the proportion of the mortality that is due to frequency-dependent selection. All four morphs are easily maintained in both populations by NFDS, with all morphs remaining at roughly equal frequency in every generation ( fig. 3A ). In the regional predator perspective, however, we see a mosaic system established when one allele in one population stochastically begins to decline in frequency ( fig. 3A) , thereby reducing the frequency of the two morphs that have that allele. Eventually, this allele will be lost in one local population, leaving two morphs present. In the other population, the two morphs with the opposite allele at that locus will be favored by regional NFDS and eventually fixed. Once one locus is fixed for opposite alleles in the two populations, the other locus must remain polymorphic in both populations, as loss of another morph from the regional pool is strongly opposed by NFDS. This process results in a two-by-two morph regional mosaic ( fig. 3A , red-colored high values corresponding to outcome "2,2,4" in fig. 4 ), except for situations where migration is high and a low proportion of total mortality is frequency dependent, which lead to a ubiquitous morph arrangement ( fig. 4A , midrange values shown in light yellow corresponding to outcome "4,4,4"). At low levels of migration, NFDS needs to make up only 10%-15% of total mortality to result in a strong mosaic. Additionally, regionally foraging predators drive greater variability in outcomes of morph distribution among iterations (as shown by more gray than blue colors in fig. 5C , top left).
Negative Frequency-Dependent Selection: Linked Loci, Pure Frequency Dependence
The pure NFDS with linkage theoretical framework shows very similar behavior across the parameter space ( fig. 4C ) to the unlinked model above. Genetic linkage leads to a more gradual switch between the ubiquitous and mosaic arrangements than in the unlinked Sonora case ( fig. 3C ) and some additional variability in the 3-D surface of population outcomes ( fig. 4C ). These results are likely due to at 0.35. The number and identity of the color morphs at equilibrium are used to calculate an index of population similarity. In systems under pure frequency-dependent selection like Sonora snakes (A), Oophaga frogs (B), and our theoretical systems (C, D), both the type of frequency dependence (negative vs. positive) and predator perspective (local vs. regional) have stronger effects than genetic linkage on the number and identity of morphs in each population. However, more complex mixtures of frequency-dependent and directional selection as described in systems like Cepaea snails (E) and Heliconius butterflies (F) produce similar strong mosaicism irrespective of predator perspective at these parameter values. In general, regionally foraging predators can create more dissimilarity among populations in number and identity of morphs (e.g., mosaicism) than locally foraging predators.
Figure 4:
Variation in the similarity of populations (modified Shannon-Wiener diversity index, H) is driven by type of selection, predator perspective, migration (from 0 to 0.1), and proportion of selection due to frequency dependence (from 0 to 1). Higher values (warmer colors) of the diversity index correspond to greater dissimilarity (more mosaicism) among populations. Each polymorphism outcome (see key at right) that corresponds to a particular H value is represented as both a numerical code (e.g., "1,3,4,"
in which the left value is the number of morphs in population 1, the middle value is the number of morphs in population 2, and the right value is the number of unique morphs when viewing both populations simultaneously) and graphically (the top four boxes representing the possible morphs in population 1 and the bottom four boxes representing population 2). In systems under pure frequencydependent selection (FDS) like Sonora snakes (A), Oophaga frogs (B), and our theoretical systems (C, D), regionally foraging predators create higher levels of mosaicism than locally foraging predators, while the genetic linkage of the coloration loci has minimal effect. However, directional selection in more complex systems like Cepaea snails (E) and Heliconius butterflies (F) tends to dominate the effects of FDS and predator perspective, creating less variation in outcomes between local and regional models in favor of fixation for a locally selected morph. In all cases, the values of both migration and selection alter the population similarity outcome.
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Figure 5: Regionally foraging predators tend to increase the number of distinct population outcomes across simple systems. A, As illustrated by the unlinked, positive frequencydependent selection (PFDS) system of Oophaga, the flattened 2-D version of figure  4B (using the same color scale) can be used to explore outcomes at different combinations of selection and migration (numbered 1-5, corresponding to panel B) across the 10 simulation iterations for each system. B, Not only do regional predators promote higher diversity values (further to the right on the X-axis), they also promote more variability in distinct outcomes across multiple areas of parameter space. C, When this difference in outcome number (regional 2 local) is explored across all systems and parameter combinations, systems under pure frequency-dependent selection (top four panels) show a greater number of distinct polymorphism outcomes under regionally foraging (more gray coloration) than locally foraging predators (blue coloration), especially for PFDS. For the systems with complex selection (Cepaea [bottom left] and Heliconius [right]), there is great heterogeneity in outcomes decoupled from the relative range size of the predator, suggesting that mosaics should be common under both predation scenarios.
E88
This content downloaded from 146.201.194.101 on October 30, 2017 10:38:27 AM the greater role stochasticity can play in morph presence when alleles are linked in parental genotypes at population inception (note greater variation in morph frequency and cycling amplitude in fig. 3C cf. fig. 3A) . In both cases, the regional predator view leads to a mosaic arrangement at very low percentages of NFDS relative to total mortality. As in the unlinked simulation, regionally foraging predators drive greater variability in outcomes of morph distribution among iterations ( fig. 5C , middle left).
Negative Frequency-Dependent Selection: Linked Loci, Frequency Dependence Plus Local Selection for Morphs
Predator perspective has less effect in this system than in the simpler NFDS systems. In systems with linked color loci and directional selection with NFDS (e.g., Cepaea land snails; see table 1), we see three common diversity outcomes across broad regions of parameter space ( fig. 4E) . First, the favored morph can fix in each population ( fig. 3E ). This pattern is most common when migration rate is low and the proportion of mortality due to FDS is large (corresponding to outcome "1,1,2" in fig. 4 ). The local model contains a greater area of parameter space in which this outcome occurs. Alternatively, the same morph can fix in both populations (corresponding to outcome "1,1,1" in fig. 4 ). This outcome is opposed by NFDS and is therefore most common when the proportion of mortality due to FDS is small. Last, at low values of migration, populations can maintain polymorphism. Unlike the nondirectional models, the morphs do not stay in equal frequency in either the local or regional populations. Instead, the favored morphs (either recessive/recessive or dominant/dominant) are most abundant where they are locally selected, with a few individuals of the recessive/ dominant morphs occurring in both populations ( fig. 3E ). This pattern also results in a great number of potential morph arrangement outcomes ( fig. 5C , bottom left), especially across the high diversity ridge seen under locally foraging predators in figure 4E . The local model contains a set of outcomes not reached by the regional model, all of high diversity (H) values.
Positive Frequency-Dependent Selection: Unlinked Loci, Pure Frequency Dependence
In systems with unlinked color loci and no directional selection (e.g., Oophaga frogs; see table 1), PFDS leads to the same morph dominating both populations ("1,1,1" outcomes) under localized predator perspective at nearly all regions of parameter space ( fig. 4B ), except for low levels of migration or selection, which can produce "1,1,2" outcomes (figs. 3B, 4B). This kind of purifying selection is traditionally predicted for systems under PFDS. With no migration, the populations can fix for different morphs that stochastically rise to higher numbers in the first few generations of the simulation ( fig. 3B ). Averaging these two most common outcomes (1 and 2 in fig. 5A ; top two panels of fig. 5B ) produces the light blue ridge in figure 4B ; however, only regional predation allows populations to remain polymorphic with a subset of the four morphs at relatively low migration and intermediate to high levels of selection ( fig. 4B ), although we do not see this outcome when migration is absent ( fig. 3B ). As in the unlinked and linked NFDS models, regionally foraging predators drive greater variability in morph distribution outcomes among iterations across most parameter space ( fig. 5C , top right).
Positive Frequency-Dependent Selection: Linked Loci, Pure Frequency Dependence
As in the results for NFDS, the theoretical framework of simple PFDS on linked loci with no additional components of selection (figs. 3D, 4D) looks similar to those from the simulation of PFDS on unlinked loci (figs. 3B, 4B). Linkage allows more of the parameter space to fix for a single morph under both predator perspectives. We hypothesize that linked alleles are stochastically fixed for a single locus more quickly than unlinked alleles. Again, regionally foraging predators drive greater variability in outcomes of polymorphism among iterations across most parameter space ( fig. 5C , middle right).
Positive Frequency-Dependent Selection: Linked Loci, Pure Frequency Dependence Plus Local Selection for Morphs
In the simulation of PFDS on linked loci with localized directional selection (e.g., Heliconius longwing butterflies with different local models; see table 1), low migration and high selection lead to the fixation of a different morph in each population under both localized and regional predator perspective ("1,1,2" outcomes; figs. 3F, 4F). Individuals with the dominant/dominant phenotype (favored by directional selection in one population) will always leave offspring that share the parental morph, while the recessive/recessive phenotype (favored in the other population) will have only samemorph offspring after mating with another recessive/recessive parent. Thus, the favored morph in each population quickly climbs to numerical dominance in our local predator perspective simulation, where the effects of PFDS can reinforce the effects of directional selection. This outcome is because PFDS in one population is not complicated by the rising frequency (due to directional selection) of the favored morph in the other population or high rates of migration of the dominant/dominant morph. As migration increases, higher levels of selection are required for directional selection to produce the "1,1,2" outcome. At low to intermediate values of selection and high levels of migration, PFDS can oppose directional selection: mi-gration gradually introduces dominant/dominant morphs from population 2 into population 1, where they mate with recessive/ recessive morphs and produce dominant/dominant offspring. PFDS then favors the dominant/dominant morph despite local selection against the morph in population 1. The dominant/dominant morph, therefore, eventually goes to fixation in both populations (blue regions of fig. 4F ). Under regional predator perspective, there is a small area of parameter space at low levels of migration and selection that produces higher diversity values and more polymorphism through the unique counterbalancing of directional and frequency-dependent selection. However, similar to the Cepaea system, results are not substantially different under regional predator perspective, and variability in outcomes is distributed equally between the two perspectives ( fig. 5C ). Overall, however, these more complex mixtures of frequency-dependent and directional selection as described in systems like Cepaea snails and Heliconius butterflies produce the highest levels of population mosaicism (largest orange areas, fig. 4 ).
Discussion
Our investigation of the effects of predator perspective demonstrates that across a broad area of parameter space, two adjacent populations under identical selection regimes can exhibit distinctly different dynamics in morph frequency, depending on whether the predator guild forages locally or on a regional scale encompassing both populations. However, we also found that the presence or absence of directional selection can fundamentally alter the outcomes of frequencydependent selection and the response of phenotypic diversity to predation at different spatial scales. We demonstrate that both negative and positive frequency dependence can result in mosaic systems, although additional components of selection may alter within-population polymorphism and make prey populations less sensitive to changes in predator perspective. The proportion of migrants in the population per generation and the proportion of the total mortality that is frequency dependent also determine whether the populations show a mosaic, fixation for a single morph in both populations, or a ubiquitous morph arrangement.
The results from this model provide an important explanation for empirical observations of geographic mosaics in polymorphic species. Cox and Davis Rabosky (2013) suggest that striking differences in morph frequency between adjacent populations of the Sonora ground snake are due to a combination of negative FDS and spatial and temporal heterogeneity in the type, strength, or direction of selection. However, there is no explicit mechanism explaining why selection should vary in intensity or direction, especially over small spatial scales. Using our model to combine aspects of selection and spatial scale-negative frequency dependence and large predator range size-we provide evidence that a single selective mechanism can produce dramatic differences in morph composition between geographically close populations without invoking any spatial variation in selection strength or type. We find a qualitatively similar result for systems under simple PFDS as in Oophaga poison frogs, demonstrating that a regional predator perspective can oppose the purifying effects of PFDS and create a regional mosaic in which the two populations demonstrate differences in morph composition. We hypothesize that the maintenance of diversity is due to a balance of regional PFDS and local population dynamics, whereby local morph frequencies can buffer morphs that are regionally rare against the effects of PFDS. This result can explain polymorphic mosaics of poison frogs such as those demonstrated by Oophaga pumilio in the Bocas del Toro archipelago (Richards-Zawacki and Cummings 2011) , where some polymorphic populations exhibiting strong mosaicism exist in such close geographic proximity that avian predators are likely to forage among them (table 1) .
For polymorphic systems under FDS that demonstrate complex patterns of population-specific selection, we find that local directional selection operating alongside FDS (negative or positive) can significantly affect outcomes of morph distribution. Both Cepaea and Heliconius simulations, which are under localized selection for crypsis and mimicry, respectively, displayed similar levels of geographic mosaicism under both local and regional predator perspective. Directional selection tends to oppose both positive and negative FDS to drive fixation for the locally fit morph, even under a regional predator perspective, thereby reducing the total number of morphs across a region compared to populations not under directional selection. As a result, although NFDS is able to maintain within-population polymorphism, it is with fewer morphs than are observed in the pure frequency-dependence models. Effects of directional selection are enhanced under local predator perspective at low levels of migration, driving high levels of mosaicism; in contrast, regional predator perspective slightly depresses mosaicism in this area of parameter space by allowing regional-scale NFDS to counter the effects of directional selection that would otherwise drive locally favored morphs to fixation. This result could support the highly variable levels of polymorphism found in natural populations of Cepaea (Cook 2008) .
Conversely, our results suggest that systems like Heliconius butterflies are less qualitatively influenced by predator perspective than species subject to NFDS. Therefore, a regional predator perspective is unlikely to account for withinpopulation polymorphism in populations with linked polymorphism under both PFDS and localized directional selection (e.g., Heliconius numata populations under selection for mimicry). However, because predators with a range encompassing multiple Heliconius prey populations will drive fixation for opposite alleles between the two simulated populations, our results also suggest that predators need not be segregated among the mimicry rings on which they forage in order to maintain a spatially polymorphic system, as has been previously suggested for Heliconius erato-melpomene mimicry complexes (Mallet et al. 1990 ). We note that most other Heliconius species have not evolved supergene architecture, and these systems display regional rather than local polymorphism (Huber et al. 2015) . As such, future work could examine directional selection and FDS in the absence of linkage and variation in the strength of directional selection.
Because our simulations examining NFDS and PFDS with linked loci and equal morph fitness do not look very different from their unlinked counterparts, it is possible that genetic linkage does not exert a significant influence on the formation of geographic mosaics under FDS. However, this result may also be due to how we modeled genetic linkage through the random fixation of the initial parental allele combinations and by enforcing all morphs to be present at equal frequencies at population inception. With many supergenes, the rare recombinant phenotypes are often nonrandom and unlikely to be present at high frequency, especially with respect to supergenes in mimicry systems. At least for Batesian mimics, there can be strong selection for either competent mimics with both color components or cryptic individuals with neither, rather than conspicuous but nonmimetic recombinants displaying one of the colors but not both (Charlesworth 2016) . One difference we do note in the PFDS simulations is that more areas of parameter space reach fixation for a single morph in the linked models compared to unlinked, as fixation with linkage requires only one loss of an allele as opposed to two. A more nuanced exploration of how genetic linkage can impact the spatial variation in polymorphism would help clarify these effects.
By presenting side-by-side simulations that change only whether the predator guild forages locally or regionally, our results show that spatially varying selection pressures do not need to be invoked to explain dramatic variation in morph presence in adjacent populations. The maintenance of both local and regional phenotypic diversity by a regionally foraging predator occurs in the majority of our simulations, despite differences in other ecological and genetic processes known to affect morph distribution. Given the greater range sizes of many predators relative to their prey (due to larger body size and/or differences in mobility), this mechanism is likely to pertain to many natural systems in addition to the case studies presented here. However, we also show that directional selection combined with FDS can produce geographic mosaicism regardless of predator perspective. By using a systematic and cohesive process to reveal the ecological and genetic pathways through which a single selective process can and cannot produce patterns in polymorphism, our model provides a new framework for understanding the different ways in which intraspecific diversity is maintained within different taxa.
