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Abstract
We generalize previous work on Dirac eigenvalues as dynamical variables of
Euclidean supergravity. The most general set of constraints on the curvatures
of the tangent bundle and on the spinor bundle of the spacetime manifold,
under which spacetime addmits Dirac eigenvalues as observables, are derived.
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I. INTRODUCTION
The formulation of gravity in terms of noncommutative geometry aims at giving a resolu-
tion to the problem of quantum gravity. There are already several approaches to the subject,
for instance Connes-Dixmier-Wodzicki formulation1 based on Dixmier trace2 and Wodzicki
residue formula3 which was generalized to any dimensional gravity4, the formulation in terms
of linear connections5 or the theory based on the spectral action principle6 which also pro-
vides the action of the Standard Model7. All of these theories are formulated on Euclidean
spacetime manifolds because the spectral triple necessary to formulate the noncommutative
geometry can be defined only in this case. However, there are attempts to formulate spectral
triples with Minkowskian signature8. For fundamental and recent reviews of these topics the
reader should see9. A supersymmetric extension of the action that obeys the spectral priciple
has been recently reported in10 while in11 has been shown that quantum versions of Riemann
objects exhibit a noncommutative structure.
In a very recent paper12 one argues that Dirac eigenvalues are the observables of Euclidean
gravity. In a previous work one of us developed the idea that Dirac eigenvalues can play the
same role in the case of Euclidean supergravity once some constraints are imposed on the
covariant phase space as well as on Dirac eigenspinors13. Moreover, it has been shown that a
spacetime manifold which supports such of a description of supergravity should also satisfy
some constraints. Indeed, by applying the parallel transport to the constraints on the phase
space and under some simplifying assumptions, a set of equations that should be satisfyied by
the curvatures of the tangent bundle and of the spinor bundle, respectively, were derived14.
Here, we extend our understanding of the compatibility between Dirac eigenvalues as
observables of Euclidean supergravity and the geometrical structure of spacetime, by inves-
tigating the most general set of constraints on the two curvatures resulting from the parallel
transport of the constraints on the phase space, or primary constraints, as well as from the
parallel transport of the constraints on Dirac eigenspinors, or secondary constraints.
The plan of the paper is as follows. In Sec. II we review the basic results obtained in
the case of Euclidean supergravity and present the basic ideas which allow us to derive the
constraints on the curvatures. In Sec. III we determine these constraints in the most general
form. In Sec. IV we summarize the results and make some concluding remarks. Units have
been chosen so that 8πG = 1.
II. PRIMARY AND SECONDARY CONSTRAINTS OF EUCLIDEAN
SUPERGRAVITY
The aim of this section is the brief presentation of the constraints of Euclidean super-
gravity that should be imposed locally in order to have Dirac eigenvalues as observables of
the system. For extended discussions the reader should see13,14.
Consider a compact four dimensional (4D) (spin)manifold without boundaryM , on which
Euclidean minimal supergravity is defined. The N = 1 on-shell supergraviton multiplet
contains the graviton, represented by vierbein fields eaµ(x), where µ = 1, . . . , 4 are spacetime
indices and a = 1, . . . , 4 are internal Euclidean indices, and the gravitino fields ψαµ (x), which
are required to satisfy, instead of the usual Majorana condition, the following one ψ¯ = ψTC15.
This replacement is necessary because the group of local rotations SO(4) does not admitt a
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Majorana representation. Alternatively, one could work with symplectic spinors which could
also be more suitable for generalizations to higher dimensional Euclidean supergravity16.
The covariant phase space of the theory is defined to be the phase space of the solutions of
the equations of motion modulo the gauge transformations, which are 4D diffeomorphisms,
local SO(4) rotations and N = 1 local supersymmetry. The observables of the theory are
functions on the phase space. On M , the Dirac operator is defined in the presence of local
supersymmetry as
D =
◦
D +K, (1)
where
◦
D = iγaeµa(∂µ +
1
2
◦
ωµbc(e)σ
bc), (2)
is the Dirac operator in the absence of local supersymmetry and
K = iγaeµaKµbc(ψ)σ
bc. (3)
Here, γa’s form an Euclidean representation of the Clifford algebra C4, i. e. {γa, γb} = 2δab,
◦
ωµbc(e) is the usual spin connection in the absence of supersymmetry and σ
bc = 1
4
[γa, γb].
The contortion term, required by for local supersymmetry, is given by
Kµab(ψ) =
i
4
(ψ¯µγaψb − ψ¯µγbψa + ψ¯bγµψa). (4)
Since we have assumed that M is compact, the Dirac operator which is an elliptic operator,
has a discrete spectrum and a complete set of eigenspinors
Dχn = λnχn, (5)
where n = 0, 1, 2, . . .. λn’s depend on (e, ψ) and thus define a discrete family of functions on
the space of all supermultiplets. If we denote the space of all gravitational supermultiplets
by F , then λn’s define a discrete family of functions on F since these functions depend
on (e, ψ). This is a consequence of the dependence of D on (e, ψ). Therefore, λn’s define a
discrete family of real valued functions on F and a function from F into the space of infinite
sequences R∞
λn : F −→ R , (e, ψ)→ λn(e, ψ) (6)
λn : F −→ R∞ , (e, ψ)→ {λn(e, ψ)}. (7)
Let us note that, in general, Dirac eigenvalues are not invariant under the gauge transfor-
mations which represents a different situation from the gravity case. Therefore, they cannot
be immediately use as observables and we must identify the circumstances which allow us
to treat λn’s as observables.
The basic requirement is that Dirac eigenvalues be gauge invariant. The action of gauge
transformations on the supergraviton are given by the following equations
δeaµ = ξ
ν∂νe
a
µ + θ
abebµ +
1
2
ǫ¯γaψµ (8)
δψαµ = ξ
ν∂νψ
α
µ + θ
ab(σab)
α
βψ
β
µ +Dµǫα (9)
3
where ξ = ξν∂ν is an infinitezimal vector field on M , θab = −θba parametrize an infinitezi-
mal rotation and ǫ is an infinitezimal ”Majorana” spinor field. Here, Dµ is the nonminimal
covariant derivative acting on spinors and associated to the minimal one acting on vectors
and on graviton according to the usual rules
DµAν = ∂µAν + ΓνµσAσ (10)
DµAa = ∂µAa + ωaµbAb (11)
Dνeaµ = ∂νeaµ − Γρµνeaρ + ωaνbebµ, (12)
where A = Aµ∂µ is an arbitrary spacetime vector, A = A
a∂a is an arbitrary SO(4) vector
and Γρµν ’s are the Christoffel symbols. Then the nonminimal covariant derivative is given by
Dµφ = ∂µφ+ ωµabσabφ (13)
for an arbitrary spinor φ. Under local supersymmetry ωabµ transforms as
δωabµ = A
ab
µ −
1
2
ebµA
ac
c +
1
2
eaµA
bc
c , (14)
where
Aµνa = ǫ¯γ5γaDλψρǫνµλρ, (15)
while under an SO(4) rotations the coefficients of spin connection transform as
δωµab = i[θσ, ωµab]− i∂µθσMab. (16)
As was shown in13, the variations of λn’s under gauge transformations vanish only if the
following relations hold:
T nµa ∂νeaµ − Γnµα ∂νψαµ = 0 (17)
as a consequence of diffeomorphisms,
T nµa ebµ + Γnµσabψµ = 0 (18)
as a consequence of local SO(4) transformations and
T nµa ǫ¯γaψµ + ΓnµDµǫ = 0 (19)
which follows from N = 1 local supersymmetry. The less obvious terms in Eqs. (17), (18)
and (19) are given by
T nµa (x) =
δλn
δeaµ
= 〈χn| δD
δeaµ
χn〉 , Γnµα =
δλn
δψαµ
= 〈χn| δD
δψαµ
χn〉, (20)
where the scalar product is defined in the Hilbert space of spinors on M and is given by
〈χ, φ〉 =
∫ √
eχ∗φ . (21)
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Now once the Eqs. (17), (18) and (19) (called primary constraints) hold, there is an-
other set of constraints (called secondary constraints) which should be imposed on the Dirac
eigenspinors. The reason for that is simply the fact that Dirac eigenvalue problem (5) also
transforms under (9) and in its variations we must take into account the fact that the varia-
tions of eigenvalues vanish if they are to be considered observables. The equations reflecting
this consistency condition are the following ones:
{[bµ(ξ)− c(λ, ξ)µ]∂µ + f(ξ)}χn = 0, (22)
which folows from (17), where we have employed the following notations
bµ(ξ) = iγabµa(ξ) , b
µ
a(ξ) = ξ
ν∂νe
µ
a − eνa∂νξµ − 2eνaξµωνbcσbc (23)
c(λ, ξ)µ = (λn −D)ξµ , f(ξ) = iγaξν∂ν(eµaωµbc)σbc. (24)
c(λ, ξ)µ = (λn −D)ξµ. (25)
From the second of the primaries, namely (18), the following equation results
[θaaD − g(θ) + h(θ)]χn = 0. (26)
where
g(θ) = [γceµc ([θσ, ωµab]− ∂µθσMab)]σab (27)
h(θ) = i(λn −D)θσ. (28)
Finally, N = 1 local supersymmetry implies
[jµa (ǫ)∂µ + ka(ǫ) + la]χ
n = 0 (29)
where
jµa (ǫ) =
1
2
γaǫ¯ψ
µ , ka(ǫ) =
1
2
γaǫ¯ψ
µωµcdσ
cd (30)
la = e
µ
a [Aµcd −
1
2
eµdA
e
ec +
1
2
eµcA
e
ed]σ
cd. (31)
Some comments are now in order. The first set of constraints given by eqs. (17), (18) and
(19) should be interpreted as constraints on the phase space of the theory. Therefore, the
observables of the theory are defined on the intersection of the solutions of the equations of
motion with the solutions of the primary constraints. This intersection represents a subset
of the set of all supergravitons. The second set of constraints given by eqs. (22), (26) and
(29) points out the set of Dirac eigenspinors for which the variations of the correponding
eigenvalues under gauge transformations vanishes. This shows us a second restrictions, this
time on the possible observables of the theory.
We must notice that the entire discussion has a local character up to now. For the theory
to be fully consistent, we should address the problem of compatibility of the primary and
secondary constraints with the global structure of spacetime manifold M . A very general
and important class of manifolds can be obtained by considering the parallel transport of
the two types of constraints from one point ofM to another one along two different arbitrary
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paths. The compatibility of the geometric structure of M with the two sets of constraints
can then be rephrased as the condition of obtaining the same result after the transport of
any of the constraints along the two paths. This problem was partially addressed in14 where
a set of constraints on the curvatures of the tangent bundle and spinor bundle, respectively,
was obtained. However, the equations obtained in14 were calculated under two restrictions:
firstly, there were analysed only the displacements of the primaries. Secondly, there was made
the simplfying assumption that Dirac eigenspinors are subject to parallel transport along the
two paths.
In the next section we obtain the constraints on the manifold M by relaxing the above
assumption, that is by considering an arbitrary transformation on the Dirac eigenspinors.
Moreover, the constraints arising from the transport of the secondaries will also be deduced
there in the general case. The technique used here is the same as the one employed in14, but
to make the computations in the following section more transparent, we give a brief account
of it before ending this paragraph.
Let us consider two congruences c(λ) and d(µ) on M with λ and µ the parameters of
the curves, and let us take a curvilinear rectangle at the intersection of the two congruences,
{Q,P,R, S} ∈ c(λ) ∩ d(µ), where |QP | ∈ c, |RS| ∈ c, |PR| ∈ d, |QS| ∈ d and the vertical
bars denote the curvilinear segment. Assume that the lengths of the sides of the rectangle are
λ and µ measured in units of natural parameters of c(λ) and d(µ), respectively. We take two
commuting vector fields ξ and η defined along c(λ) and d(µ), respectively and we denote the
path Q→ P → R by 1 and the path Q→ S → R by 2. Any object carrying the subscript 1
or 2 will be understood as transported along the respective path. Now, since bosons as well as
fermions enter the objects to be transported along the two paths, we need two connections,
∇ on the tangent bundle and ∇S on the spinor bundle, related to the minimal covariant
derivative and to the nonminimal covariant derivative, respectively.
Then a boson transported along path 1 is given by
A1 = e
µ∇ηeλ∇ξA. (32)
If we consider λ and µ small and power expand (32) up to the second order, we obtain
A1 = A
(0)
1 + µA
(1)
1 + λA
(2)
1 +
µ2
2
A
(3)
1 +
λ2
2
A
(4)
1 + µλA
(5). (33)
Since the equality between two objects transported along path 1 and path 2 should hold
at all orders in power expansion (33), we expect to obtain some information about the two
curvatures from the coefficient of µλ. Notice that for products of two objects transported
along the two paths the following relation holds:
A1B1 −A2B2|µλ = A0(B(5)1NS − B(5)2NS) + (A(5)1NS − A(5)2NS)B0, (34)
where NS subscript denotes the nonsymmetric part with respect to ∇η∇ξ. Equation (34)
can be easily generalized to an arbitrary number of terms entering the product.
We conclude this section by noting that the same considerations hold true for the case
of fermions transported along path 1 and path 2, with ∇ replaced by ∇S. For other details
the reader should see Sec. V and Appendix B and C of14.
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III. COMPATIBILITY OF PRIMARY AND SECONDARY CONSTRAINTS
WITH SPACETIME GEOMETRY
In this sections we are going to compute the constraints on the curvatures R and RS
of the tangent bundle and spinor bundle of the manifold M . We notice that, since the two
vector fields ξ and η commute, the two curvatures can be expressed as:
R(η, ξ) = [∇η,∇ξ] , RS(η, ξ) = [∇Sη ,∇Sξ ]. (35)
Let us see what happens when the first primary (17) is transported along the two paths.
The general strategy is to transport each of the fields, e. g. eaµ, ψ
α
µ , etc. from one point to
another and then to reconstruct the whole equation. These terms obey the Eq. (32) with
the power expansion truncated up to the second order given by Eq. (33). Then from such
of transported objects we form differences like in Eq. (34) which must cancel because we
require that the result of the parallel transport be independent of the path. In deducing
the corresponding relation in14 one assumed that the Dirac eigenspinors χn’s are subject to
parallel transport. That implies, of course, that certain simplifications occur.
Consider now that the Dirac eigenspinors transform along path 1 in a general way, i.e.
χ1 = e
µ∇Sη eλ∇
S
ξ χ. (36)
and in a similar manner along the path 2. From the power expansion (33) we can see that
χn52 − χn51 = RS(η, ξ)χn. (37)
After some agebra we can extract the coefficient of µλ from the power expansion. It can be
shown, exactly as in14, that the rest of the terms vanish. Therefore, we obtain the following
equation:
(〈RS(η, ξ)χn|T µa |χn〉+ 〈χn|T µa |RS(η, ξ)χn〉)∂νeaµ +
(〈RS(η, ξ)χn|Γµα|χn〉+ 〈χn|Γµα|RS(η, ξ)χn〉)∂νψαµ +
〈χn|iγdδdaδµρ(∂ρ + 1
2
◦
ω
(0)
ρfgσ
fg)−
1
8
γag
µν
∑
(ν,b,c)
[ψ¯νγbψc]σ
bc|χn〉[R(η, ξ)(∂ν)eaµ)] +
〈χn|iγdδdaδµν [(R(η, ξ)∂ν) + 1
2
◦
ω
(5)
νfgNS(R(η, ξ))σ
fg] +
iγd[
δ
δeaµ
(R(η, ξ)eρd)(∂ρ +
i
2
◦
ω
(0)
ρfgσ
fg)− δ
δeaµ
[(R(η, ξ)eνd]δ
νρ(∂ρ +
1
2
◦
ω
(0)
ρfgσ
fg)]−
1
8
γag
µρ
∑
(ρ,b,c)
[RS(η, ξ)(ψ¯ργbψc)]σ
bc|χn〉∂νeaµ +
1
8
〈χn|γaeρa
δ
δψαµ
[
∑
(ρ,b,c)
[ψ¯ργbψc]]σ
bc|χn〉[RS(η, ξ)(∂νψαµ )]−
〈χn|iγa{eρa
δ
δψαµ
[
i
8
∑
(ρ,b,c)
[RS(η, ξ)(ψ¯ργbψc)] + [δ
µ
ν δ
β
α(R(η, ξ)e
ρ
a)−
1
8
δ
δψαµ
(RS(η, ξ)ψβν )e
ρ
a]
δ
δψ
β
ν
[
∑
(ρ,b,c)
[ψ¯ργbψc]]}σbc|χn〉∂νψαµ = 0, (38)
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Eq. (38) represent the results of transporting the first primary along the two paths together
with the condition of vanishing the coefficient of µλ. In a similar manner we can derive the
equation resulting from the transport of the second primary which reads, after some lenghty
calculations, as follows
(〈RS(η, ξ)χn|T µa |χn〉+ 〈χn|T µa |RS(η, ξ)χn〉)ebµ +
(〈RS(η, ξ)χn|Γµα|χn〉+ 〈χn|Γµα|RS(η, ξ)χn〉)(σab)αβψβµ +
〈χn|iγdδdaδµν(∂ν + 1
2
◦
ω
(0)
νfgσ
fg)−
1
8
γag
µν
∑
(ν,d,c)
[ψ¯νγdψc]σ
dc|χn〉(R(η, ξ)ebµ) + 〈χn|iγdδdaδµν [(R(η, ξ)∂ν) +
1
2
◦
ω
(5)
νfgNS(R(η, ξ))σ
fg] + iγd[
δ
δeaµ
(R(η, ξ)eρd)(∂ρ +
1
2
◦
ω
(0)
ρfgσ
fg)−
δ
δeaµ
[(R(η, ξ)eνd]δ
νρ(∂ρ +
1
2
◦
ω
(0)
ρfgσ
fg)]−
1
8
γag
µν
∑
(ν,d,c)
[RS(η, ξ)(ψ¯νγdψc)]σ
dc|χn〉ebµ +
〈χn|γdeρd
δ
δψαµ
1
2
[
∑
(ρ,t,c)
[ψ¯ργtψc]]σ
tc|χn > [σab]αγ (RS(η, ξ)ψγµ) +
< χn|iγd{eρd
δ
δψαµ
[
1
2
∑
(ρ,t,c)
[RS(η, ξ)(ψ¯ργtψc)] + [δ
µ
ν δ
β
α(R(η, ξ)e
ρ
d) +
1
2
δ
δψαµ
(RS(η, ξ)ψβν )e
ρ
d]
δ
δψ
β
ν
[
∑
(ρ,t,c)
[ψ¯ργtψc]]}σtc|χn〉[σab]αγψγµ = 0. (39)
If we consider now the third primary and transport it along the two paths, we obtain the
following result
(〈RS(η, ξ)χn|T µa |χn〉+ 〈χn|T µa |RS(η, ξ)χn〉)ǫ¯γaψµ +
(〈RS(η, ξ)χn|Γµα|χn〉+ 〈χn|Γµα|RS(η, ξ)χn〉)Dµǫα +
〈χn|iγdδdaδµν(∂ν + 1
2
◦
ω
(0)
νfgσ
fg)−
1
8
γag
µν
∑
(ν,b,c)
[ψ¯νγbψc]σ
bc|χn〉[(RS(η, ξ)ǫ¯)γaψµ + ǫ¯γa(RS(η, ξ)ψµ)] +
〈χn|iγdδdaδµν [(R(η, ξ)∂ν) + 1
2
◦
ω
(5)
νfgNS(R(η, ξ))σ
fg]
+iγd[
δ
δeaµ
(R(η, ξ)eρd)(∂ρ +
1
2
◦
ω
(0)
ρfgσ
fg)− δ
δeaµ
[(R(η, ξ)eνd]δ
νρ(∂ρ +
1
2
◦
ω
(0)
ρfgσ
fg)]−
1
8
γag
µν
∑
(ν,b,c)
[ψ¯νγb(R
S(η, ξ)ψc) + (R
S(η, ξ)ψ¯ν)γbψc]σ
bc|χn〉ǫ¯γaψµ +
1
8
〈χn|iγaeρa
δ
δψαµ
[
∑
(ρ,b,c)
[ψ¯ργbψc]]σ
bc|χn〉[(R(η, ξ)∂µ)ǫα +
8
∂µ(R
S(η, ξ)ǫα) +
1
2
[
◦
ω
(5)
µabNS(R(η, ξ))[σ
ab]αβǫ
β +
◦
ω
(0)
µab[σ
ab]αβ(R
S(η, ξ)ǫβ)] +
1
8
[
∑
(µ,b,c)
[ψ¯µγbψc][σ
bc]αβ(R
S(η, ξ)ǫb) +
∑
(µ,b,c)
[ψ¯µγb(R
S(η, ξ)ψc) +
(RS(η, ξ)ψ¯µ)γbψc][σ
bc]αβǫ
β ] + 〈χn|iγa{eρa
δ
δψαµ
[
1
8
∑
(ρ,b,c)
[(RS(η, ξ)ψ¯ρ)γbψc +
ψ¯ργb(R
S(η, ξ)ψc)] + [δ
µ
ν δ
β
α(R(η, ξ)e
ρ
a) +
δ
δψαµ
(RS(η, ξ)ψβν )e
ρ
a]×
δ
δψ
β
ν
[
1
8
∑
(ρ,b,c)
[ψ¯ργbψc]]}σbc|χn〉Dµǫα = 0. (40)
Equations (38), (39) and (40) represent the constraints imposed on the two curvatures R(η, ξ)
and RS(η, ξ) of the tangent bunle and of the spinor bundle, respectively. They are nonlinear
equations and, as in the particular case previously studied in14, they admitt as solutions
manifolds with both curvatures vanishing
R(η, ξ) = RS(η, ξ) = 0. (41)
Let us notice that in the case when Dirac eigenspinors are subject to the parallel transport,
these equations reduce to the ones in14. However, the fact that Dirac eigenspinors are no
longer subject to the parallel transport has some nontrivial consequences which is in place
to be discussed here.
Let us assume that even if the Dirac eigenspinors change when they are transported along
the two paths, the result of the transport is still a Dirac eigenspinor at the new point. In
other words, we assume that Dirac eigenspinors do not drop out the set of eigenspinors after
parallel transport from one point to another, which, by itself, is not an obvious thing in the
general case because it would imply that the Dirac operator defines some global sections of
the spinor bundle on M in general. Let us now consider eq. (5) transported along the two
paths and apply eq.(34) for each term . We obtain the following equation
D(RS(η, ξ)χn)− λn(RS(η, ξ)χn) + iγa{(R(η, ξ)eµa∂µ) +
(eµa
◦
ω
(5)
µbc(R(η, ξ)) + (R(η, ξ)e
µ
a)
◦
ωµbc + e
µ
aK
(5)
µbc(R
S(η, ξ)) + (R(η, ξ)eµaKµbc)σ
bc} = 0, (42)
where
◦
ω
(5)
νbc1NS = (∇η∇ξeµa)∂[νebµ] + · · ·+
1
2
(∇η∇ξeρa)eσb ∂σeρcecν +
1
2
(∇ξ∇ηeρa)eσb ∂σeρcecν + · · ·
K
(5)
νab1NS =
ı
8
∑
(ν,b,c)
(ψ¯νγb(∇Sη∇Sξ ψc) + (∇Sη∇Sξ ψ¯ν)γbψc). (43)
Here, ∂[νebµ] refers to antisymmetrization with respect to the indices ν and µ only and the
sums on fermion products mean
∑
(ν,b,c)
[AνγbBc] = AνγbBc − AνγcBb + AbγνBc. (44)
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Also, the index NS indicates the nonsymmetric part in ∇η and ∇ξ and similarly for spinors
with the appropriate spin connection.
Equation (42) expresses a relationship between the geometrical structure of M , repre-
sented by the two curvatures, and the eigenspinors of D. It represents a particular case of
the previous assumption which in its most general form should state that an eigenspinor
which does not leave the set of eigenspinors, can become a linear combination of them. In
this case we should write
χn
i→ χn
i
=
∑
k
cnkiχ
k
i
(45)
where i = 1, 2 is the index for the two paths and cnki are real coefficients which may differ for
the two paths. The equation that describes this situation is
∑
k
((eµ∇¯ηeλ∇¯ξD)(eµ∇
S
η eλ∇
S
ξ χk)cn2k − (eµ∇¯ηeλ∇¯ξD)(eµ∇
S
η eλ∇
S
ξ χk)cn1k)
= λn
∑
k
(cn2k(e
µ∇Sη eλ∇
S
ξ − cn1k(eµ∇
S
η eλ∇
S
ξ )χk), (46)
where ∇¯ stands for either ∇ or ∇S according to the type of the object entering D to which
is applied.
Notice that in Eq. (46) the terms in different powers of µ and λ are present and the
situation remains the same for higher order terms. That shows that we cannot obtain a
relationship among the two curvatures and the eigenspinors only, because the connections
in the tangent bundle and the spinor bundle should be constrained, too.
Let us go on and see what happens when the secondaries are transported along path 1
and path 2. In this case we should compute the transformation of the terms entering (22),
(26) and (29). We should also keep in mind that χn transforms, too.
In order to compute the constraint on the spacetime manifold M that arises from the
first secondary, it is worth noting that (22) already encodes the behaviour of the eigenspinors
under a diffeomorphism. Therefore we should consider an arbitrary infinitesimal vector field
ζ defined on M with respect to which a general diffeomorphism is defined. Then ζ replaces
ξ in (22). Now since ζ is defined everywhere on M , we can consider the diffeomorphisms
generated by ζ around the points Q,P,R, S. Since, in general, ζ does not have to be subject
under the parallel transport, it changes when it is transported along path 1 and along path 2
and this change should be taken into account when the first secondary is transported along
the two paths. After performing some tedious algebra we obtain the following result
iγa{[R(η, ξ)ζ ]eµa + ζ [R(η, ξ)eµa]− R(η, ξ)(eνa∂νζµ)−
−2[R(η, ξ)(eνaζµωνbc)]σbc}∂µχn +
+bµ(ζ)[R(η, ξ)∂µ)]χ
n + b(ζ)[RS(η, ξ)χn] +
+{[R(η, ξ)(λnζµ)]−D[R(η, ξ)ζµ]−
−iγa[R(η, ξ)(ea) + (R(η, ξ)eνa)ωνbcσbc +
+[eνa(
◦
ωνbc(R(η, ξ)) +Kνbc(R
S(η, ξ)))]σbc]ζµ}∂µχn +
+c(λ, ζ)µ(R(η, ξ)∂µ)χ
n + c(λ, ζ)µ∂µ[R
S(η, ξ)χn] +
iγa{[R(η, ξ)ζ ](eµaωµbc) + ζ [R(η, ξ)(eµaωµbc)]σbc}χn +
+f(ζ)[RS(η, ξ)χn] = 0, (47)
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where ωµbc =
◦
ωµbc +Kµbc.
We are going to compute now the transport of the second secondary. Here, we must pay
attention to some other subtleties. Namely, when (26) is transported along any of the two
paths, the parameter θab = −θba can change, because this is the parameter of the local SO(4)
group. Similarly, Mab can in principle change, too, to another SO(4) matrix. We can make
the assumption which do not affect the generality of the result, that Mab belongs to a basis
of SO(4) and that this basis do not change. Then we can write:
Mab2 −Mab1 =
∑
k
(dk2 − dk1)Mab, (48)
where the sum is over all of the elements of the basis of SO(4). Then performing the same
steps as in the case of the first secondary we obtain the following result:
(R(η, ξ)θaa)Dχ
n + θaaD(R
S(η, ξ)χn) +
iθaaγ
d[(R(η, ξ)ea) + [
◦
ω
(5)
νbc(R(η, ξ)) +K
(5)
νbc(R
S(η, ξ))]σbc]χn +
{γc[R(η, ξ)eµc ]([θσ, ωµde]σde) + γceµc ([R(η, ξ)θσ, ωµde]σde −
γc
4∑
k=1
(d2ke
µ∇ηλ∇ξ − d1keλ∇ξµ∇η)(∂µθσM j)}+ g(θ)[RS(η, ξ)χn] +
i{[R(η, ξ)(λnθσ)−D[R(η, ξ)θσ]− iγa[(R(η, ξ)ea) +
(R(η, ξ)eνa)ωνbc + e
ν
a(
◦
ωνbc(R(η, ξ)) +Kνbc(R
S(η, ξ)))]σbcθσ}χn +
i(λn −D)[R(η, ξ)θσ]χn + h(θ)[RS(η, ξ)χn] = 0. (49)
We can now work out the constraint that arises from the transport of the third secondary.
Proceeding along the same line as in the previous case, after somewhat simpler computations,
we obtain the following equation
1
2
γa[RS(η, ξ)(ǫ¯ψµ)]∂µχ
n + jµa [R(η, ξ)∂µ]χ
n + jµa ∂µ[R
S(η, ξ)χn] +
1
2
γa[RS(η, ξ)(ǫ¯ψµ)]ωµcdσ
cdχn +
1
2
γaǫ¯ψµ[
◦
ω
(5)
µcd(R(η, ξ)) +K
(5)
µcd(R
S(η, ξ))]σcdχn +
Ka[R
S(η, ξ)χn] + {[R(η, ξ)eµa ]Aµcdσcd + eµa{[R(η, ξ)(efµeρceσd)]Aρσf +
(efµeρceσd){[RS(η, ξ)ǫ¯]γ5γfDλψθǫσρλθ +
ǫ¯γ5γf{[R(η, ξ)∂λ]ψθ + ∂λ[RS(η, ξ)ψθ] +
1
2
[
◦
ω
(5)
λmn(R(η, ξ))σ
mnψθ +
◦
ω
(0)
λmnσ
mn(RS(η, ξ)ψθ)] +
1
8
[
∑
(λ,m,n)
ψ¯λγmψnσ
mn(RS(η, ξ)ψθ) +
∑
(λ,m,n)
[RS(η, ξ)(ψ¯λγmψn)]σ
mnψθ}ǫσρλθ}σcd −
1
2
[R(η, ξ)eµd]A
e
ecσ
cd −−1
2
eµd{[R(η, ξ)(epieeχc)]Aepiχ +
epieeχc{[RS(η, ξ)ǫ¯]γ5γeDλψρǫχpiλρ + ǫ¯γ5γe{[R(η, ξ)∂λ]ψρ +
∂λ[R
S(η, ξ)ψρ] +
1
2
[
◦
ω
(5)
λmn(R(η, ξ))σ
mnψρ +
◦
ω
(0)
λmnσ
mn(RS(η, ξ)ψρ)] +
1
8
[
∑
(λ,m,n)
ψ¯λγmψnσ
mn(RS(η, ξ)ψρ) +
11
∑
(λ,m,n)
[RS(η, ξ)(ψ¯λγmψn)]σ
mnψρ}ǫχpiλρ}}σcd +
+
1
2
(− → +, d→ c)}}χn ++la[RS(η, ξ)χn] = 0, (50)
where 1
2
(− → +, d→ c) means that the terms with 1
2
change sign and the indices d and c get
interchanged in these terms. Some remarks regarding our notations are in order here. For
all of the equations (47), (49) and (50) R acts on the product AB according to the Leibniz
rule. The same for RS, with no change of sign.
◦
ω
(5)
µbc(R(η, ξ)) and K
(5)
µbc(R
S(η, ξ)) mean that
only the nonsymmetric part of
◦
ω
(5)
µbc and K
(5)
µbc in ∇η∇ξ are considered and that these parts,
by substracting the expression for the first path from the expression for the second path,
depend on the corresponding curvatures. θσ stands for θabσ
ab and Mk =Mkcdσ
cd.
We cannot comment here on the general solution of equations (38), (39), (40), (46), (47),
(49) and (50). These equations are nonlinear and highly nontrivial. We see that apparently
they do not admitt as a solution the spacetime manifolds with both curvatures of the tangent
bundle and of the spinor bundle vanishing, as was the case studied in14. The main obstruc-
tions for that seem to be the equations (46) and (49). Should we have impose that ”totaly
flat” spacetime satisfy all of the equations, we would have easily checked out that (46) and
(49) reduce to the following equations
∑
k
(cn2k − cn1k)(eµ∇ηeλ∇ξD)(eµ∇
S
η eλ∇
S
ξ χk) =
= λn
∑
k
(cn2k − cn1k)(eµ∇
S
η eλ∇
S
ξ χk) (51)
and
γc
4∑
α=1
[(d2α − d1α)eµ∇ηeλ∇ξ(eµc ∂µθσMα)]χn) = 0. (52)
Thus we can see that even if the two curvatures vanish, there remain two equations that must
be satisfied by χk’s and the two connections. They are automatically satisfied for cn2k = c
n
1k
and d2α = d1α, that is when the gauge transformations do not mixt either the eigenspinrs
or the matrices M . The first assumption is almost trivial since we do not expect that dif-
feomorphisms, local rotations or local supersymmetry exchange the spinors corresponding
to different Dirac eigenvalues, e.g. to different masses. The second assumption is again nat-
ural once we do not expect that SO(4) matrices be affected by diffeomorphisms, i.e. by the
parallel transport.
The conclusion is that, with these two natural assumptions at hand, the manifolds with
vanishing tangent curvature and spinor curvature, admitt Dirac eigenvalues as observables
in the most general case.
IV. SUMMARY AND CONCLUDING REMARKS
In this paper we have derived the most general set of constraints on the curvature of
tangent bundle and the curvature of spinor bundle, respectively, under which the spacetime
12
manifold admitts Dirac eigenvalues as observables of Euclidean supergravity. A solution of
these constraints has been shown to be given by spacetime manifolds with both curvatures
vanishing. If Dirac eigenspinors remain in the set of eigenspinorsafter being subject to parallel
transport, the connections in the tangent bundle are constrainted, too.
The equations derived above are simpler if the spacetime has a vanishing bosonic tor-
sion. In this case, owing to Ricci identity, the covariant derivatives of the functions on M
that appear in these equations, as θab, commute, but some attention should be paid to the
components of different tensor and spinor objects. However, it is not obvious at this stage
that the bosonic torsion should vanish. Usually, the constraints on the supertorsion appear
in a natural way in the superfield approaches to supergravity, when some symmetries are
imposed on the action. However, this is not the case here and finding the constraints on the
torsions of ∇ and ∇S is an interesting problem.
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