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ABSTRACT
Turbulent jet interactions play a significant role in terms of momentum and heat
transfer. Interactions of multiple turbulent jets occurs in next-generation nuclear reac-
tors, where high-temperature flow mixing in the lower plenum and mixing fluctuations
in the coolant may influence power oscillations and flow-induced vibrations. Thus, the
estimation of mixing condition needs to be accurate. Recent benchmark experiments
using the particle image velocimetry (PIV) technique provided high-fidelity experi-
mental data that could be used in verification studies. Computational fluid dynamics
(CFD) simulations are extensively employed in the study of mixing phenomenon of
parallel jets. Therefore, the validation of various turbulence models is of great impor-
tance for ensuring that the numerical results are reliable and can serve as a guide for
future designs.
In this study, an open source CFD library, i.e., OpenFOAM, was utilized to con-
duct numerical simulations of twin jets. This work consists of two parts: one part
focuses on steady-state simulations and the other on transient simulations. In the first
part, the steady state Reynolds-averaged Navier-Stokes (RANS) models, such as the
realizable k - ϵ and the shear stress transport k - ω, were used for the steady-state val-
idation study. Steady-state simulations showed that with proper boundary conditions
at the inlets, the mean velocity data agreed well with the experimental data within
engineering accuracy (14%). In the second part, the partially averaged Navier - Stokes
(PANS) models were implemented in the code and were utilized to conduct transient
simulations. Fluctuating inlet boundary conditions from experiments were employed.
The results obtained from PANS and the unsteady RANS (URANS) models were com-
ii
pared with experimental data. The PANS model showed a good agreement with the
experimental data in terms of the merging point (4.3%). In addition, the k - ϵ PANS
model was compared with the k - ϵ URANS model. A power spectrum density (PSD)
analysis was performed based on the velocity at four sample locations to compare the
resolved frequencies between the PANS and URANS models. It was observed that the
PANS model showed better capabilities of resolving higher turbulence flow frequencies
compared to the URANS based on the PSD analysis.
Another part of this study included the use of large eddy simulation numerical
methodology on a parallel jet system and the computational results were validated
against the benchmark PIV experiments. The results indicated a good agreement in
terms of the merging point and time-averaged velocity profile. Spectral analyses via
Welch’s power spectral density functions were used to analyze frequency information
in turbulent jets. The proper orthogonal decomposition (POD) analysis method was
applied using a snapshot method. The POD analysis showed vortex structures similar
to those in the benchmark PIV experiment.
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1. INTRODUCTION ∗
1.1 Overview of twin jets flows
A system of two or more parallel jets has an interesting flow structure, which could
accomplish rapid mixing. The mixing feature of parallel jets can be found in several
engineering applications (e.g., in very high temperature reactor). The coolants merge
in the upper or lower plenum, after passing through the reactor core. In sodium-cooled
fast reactors (SFR), the mixing of different-temperature fluids from jets can cause
thermal stresses and flow-induced vibration in a rod bundle. In cooling applications
of electronic packages, jet impingement is considered as an efficient strategy for heat
removal. In boiler burners, a fuel injection system with parallel jets can be an effective
strategy to achieve fuel mixing. Because of the importance of multiple-jet systems and
their wide range of applications, a study on the interaction between parallel turbulent
jets is necessary. This study focuses on two parallel jets referred to as twin jets.
Computational fluid dynamics (CFD) can be used extensively to aid in the design
of systems and components. However, in order to use CFD tools for design and analysis
purposes, validation work is necessary, such as by comparing numerical data against
benchmark experimental results. A twin-jet water facility was designed to investigate
the thermal hydraulic phenomenon and measurement techniques for advanced reactors
such as SFR. The experimental efforts started at the University of Tennessee, Knoxville
[1] and later moved to Texas A&M University [2–4] for benchmarking experiments using
non-intrusive measurement techniques such as laser Doppler anemometry (LDA) and
∗Part of the content in this section is reprinted with permission from H. Li, N. K. Anand, and Y.
A. Hassan, “Computational study of turbulent flow interaction between twin rectangular jets,” Int.
J. Heat Mass Transf., vol. 119, pp. 752-767, Apr. 2018. Copyright [2018] by Elsevier
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particle image velocimetry (PIV). Benchmark data by Wang et al. [2] included time-
averaged velocity, vorticity, and Reynolds stress profiles. Another experimental work
by Lee et al. [4] based on the same facility and operating conditions provided additional
spectral information and proper orthogonal decomposition (POD) analysis with high-
frequency data collection method of up to 2000Hz. In this study, the simulation results
were compared to the time-averaged experimental data by Wang et al. [2] and the data
by Lee et al. [4] for spectral information of turbulent flow.
It is beneficial to introduce the typical structure of twin jets flow, which is shown
in figure 1.1. Twin jets flows have three distinct regions: converging region, merging
region, and combined region. In the converging region, there is recirculation between
the two jets, and the jet interactions are still at a primitive stage. At the end of
the converging region, the mean velocity along the axis of symmetry is zero. This
location is defined as the merging point (MP). Beyond the MP, twin jets start to
merge into a single jet. The point at which the flow behaves as a single jet is defined
as the combining point (CP); this means that the streamwise mean velocity U at the
symmetry line reaches its maximum. The region between MP and CP is defined as the
merging region. The region beyond CP is the combined region. Two vital parameters
are often used to describe the twin-jet system, namely the jet width a and the jet
spacing S.
2
Figure 1.1: Schematic of the twin jets flow structure.
1.2 OpenFOAM
The solver used in the present work is OpenFOAM. OpenFOAM originally stands
for "Open source Field Operation And Manipulation" which is a C++ toolbox with
numerical solvers for computational mechanics including CFD. OpenFOAM is the lead-
ing free, open source software for CFD, owned by the OpenFOAM Foundation [5]. It
is distributed exclusively under the General Public License (GPL). GPL provides users
the freedom to modify and redistribute the software and a guarantee of continued free
use, within the terms of the license. The development of OpenFOAM was initiated by
Prof. David Gosman and Dr. Radd Issa, with principal developers, Mr. Henry Weller
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and Dr. Hrvoje Jasak [6]. It was based on the finite volume method taking advantage
of the object-oriented programming in C++. Figure 1.2 shows the structure of the
OpenFOAM package. OpenFOAM is a comprehensive toolbox, which is capable of
pre-processing, solving, and post-processing.
Figure 1.2: Illustration of OpenFOAM library structure.
1.3 Brief introduction on turbulent models
Because the twin jets flow in the present work is turbulent, this section provides a
brief introduction on turbulent flow and turbulence models. Three different categories
of turbulence models are used in this study: Reynolds averaged Navier-Stokes models,
a partially averaged Navier-Stokes (PANS) model, and large eddy simulations (LES).
RANS can perform steady-state and unsteady simulations (transient). The steady-
state simulation in Section 3 is referred to as RANS, whereas the unsteady simulation
is referred to as URANS. RANS/URANS models were intended to provide practical
approaches to perform turbulent flow simulations with less computational cost. LES
was proposed to compute the complete time history of turbulent flow with rich physics
resolved. The PANS model was developed to be a hybrid method which was intended
to bridge between RANS/URANS and LES.
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In turbulent flows, the kinetic energy distributed among various scales of fluid
motion can be described using an energy spectrum as a function of wavenumber [7], as
shown using a log-log scale in figure 1.3. The kinetic energy is pumped into turbulence
flow from external sources at large scale, which is also called energy containing scales.
Turbulence extracts energy at large scales and eventually makes it available to small
scales. Large-scale motions induce smaller scale motions by a process called energy
cascade. The mathematical origin of energy cascade is the nonlinear term in the
Navier-Stokes equations [7]. The energy cascade process occurs in the scale range
called inertial subrange, where the energy decays at a slope maintained at -5/3, which
is also known as Kolmogorov -5/3 law [8]. In the energy cascade process, the kinetic
energy in larger eddies gradually transfers to smaller eddies. The kinetic energy will
continue to dissipate into smaller scales, where molecular viscosity takes over, called
dissipation range. Most RANS/URANS models that relied on the Kolmogorov -5/3
law, where the entire energy cascading processes occur, have been modeled. On the
other hand, the LES filtering method is applied based on wavenumber cut-off, where
the smaller-scale turbulence in the dissipation range is assumed to have a universal
behavior. Thus, the energy cascading process of turbulence flow motion is resolved
in LES. PANS can be a bridging method that smoothly connects modeled flow scales
based on parameters from RANS/URANS to LES as needed.
In this study, those three categories of turbulence modeling methodologies are em-
ployed on twin-jet flows as presented in Sections 3 to 5.
5
Figure 1.3: Typical energy spectrum in turbulent flow
1.4 Outline
This dissertation is organized as follows: Section 2 presents a literature review
of twin-jet flows, whereas Section 3 focused on steady state RANS models. Section 4
discusses the development and results of the PANS models and the URANS simulations
are presented as a comparison case. Section 5 presents the results and analysis with
LES. This work concludes with a summary in Section 6.
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2. LITERATURE REVIEW ∗
The history of twin jets study can be traced back to 1960. Miller and Comings [9]
experimentally investigated the merging of a dual-jet flow using hot-wire anemometer
(HWA) with air as working fluid. The spacing ratio (S/a) was 6, and the aspect
ratio was 40. Based on the large aspect ratio, this study was treated as a study of
a two-dimensional twin jets system. The mean flow of their measurements presented
a symmetry along the centerline, and the merging point (MP) was reported to be at
y/a = 7. Their study revealed that after a particular location, the two jets combined
into a single jet. Tanaka [10, 11] reported experimental studies on twin jets, with
air issuing from parallel slot nozzles, he employed the HWA method. The study was
focused on the effect of changing the distance between nozzles (S/a), varying from 8.5
to 26.3. In his first report [10], the author focused on the interference between the
two jets and proposed a correlation between the MPs and spacing ratios. The author
discovered a negative pressure region between the two jets due to the circulation of
flow. In the second report, Tanaka [11] focused on the combined flow of the twin jets.
The results confirmed that the combined flow profile agreed well with the single-jet
velocity distributions; the width of the combined jet spread linearly downstream as a
single one.
Marsters [12] introduced an integral method for predicting the mixing of twin jets
and conducted an experimental work on the mean flow using parallel-plane jets. The
author’s model predictions agreed well with the experimental data. The author also
∗Part of the content in this section is reprinted with permission from H. Li, N. K. Anand, and Y.
A. Hassan, “Computational study of turbulent flow interaction between twin rectangular jets,” Int.
J. Heat Mass Transf., vol. 119, pp. 752-767, Apr. 2018. Copyright [2018] by Elsevier
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found that the static pressure distribution along the centerline of the flow field is
insensitive to the Reynolds number within the range of 8,600< Re <15,700. Elbanna
and Gahin [13] investigated twin jets with a spacing ratio of 12.5 using the HWA
technique. The authors found that jets that spread linearly behaved in a manner
similar to that of a single jet; however, the three components of velocity fluctuations
showed different behaviors.
Self-preservation is a jet-flow feature that normalizes the velocity profile to be sim-
ilar at different locations downstream of the jet entrance. Lin and Sheu [14] conducted
experiments with parallel-plane jets, with spacing ratios of 30 and 40. They found that
the mean velocity was self-preserving in the converging and combined regions, whereas
the Reynolds stress exhibited self-preserving behavior only in the combined region.
During the early stages of experimental research on twin jets, HWA, which is
an intrusive measurement method, was extensively used. In 1997, the laser Doppler
anemometry (LDA) measuring system, which is a non-intrusive measuring technique,
was first used by Nasr and Lai in the study of twin jets [15]. The spacing ratio was
4.25, and the results confirmed that the development of coherent structures created
from the shear layer instability was significant in controlling the dynamics of twin
jets [15]. Bunderson and Smith [16] conducted experiments on parallel-jet mixing us-
ing the Schlieren flow visualization and HWA. The spacing ratio was between 7 and
27. Their experiments showed that parallel jets flapped when the two jets had equal
momentum flux. The oscillation frequency was similar to that of the wake of the flow
over a bluff body. Moreover, the results indicated that controlling the momentum flux
ratio of the jets could be an effective method for limiting or enhancing jet mixing.
Computational fluid dynamics (CFD) as a useful engineering design tool, was used
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in several twin jets studies. Lai and Nasr [17] compared their previous LDA results [15]
with two-dimensional simulations of three Reynolds averaged Navier-Stokes (RANS)
models (RANS will be further explained in Section 3.1), namely the standard k − ϵ,
the renormalization group (RNG) k − ϵ, and the Reynolds stress model. The simula-
tions overpredicted the MP by 8% to 18% compared with the LDA experimental data
obtained by the authors [15]. Anderson and Spall [18] conducted a two-dimensional
simulation of the standard k − ϵ model and the Reynolds stress model and compared
their own experimental data using the HWA measurements for twin jets with spacing
ratios between 9 and 18.25. The results showed that the models could predict the
mean symmetry-plane velocity with satisfactory accuracy. Durve et al. [19] performed
a two-dimensional steady-state simulation on two and three jets using the FLUENT
solver with the Reynolds stress transport model. In their simulations [19], spacing
ratios of 9, 13, and 18.25 were considered. Based on their simulation results, the au-
thors [19] proposed a correlation for predicting the MP as a function of the spacing
ratio and jet turbulence intensity. They also proposed a correlation between MP and
combined point (CP). The studies [2–4,9–20] on rectangular twin jets are summarized
in table 2.1.
2.1 What is missing?
Most of the previous studies were based on large spacing ratios (S/a) and large
aspect ratios (L/a) [9–14, 16, 18]. In addition, the working fluid in previous works
was predominantly air. However, liquid jets with small spacing ratios attracted much
attention owing to their use in next-generation nuclear reactors and electronic cooling
devices.
Tanaka [10] reported that the velocity field and turbulence characteristics are a
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function of the spacing ratio and aspect ratio. Previously established empirical cor-
relations are not applicable to parallel jets with small spacing ratios [20]. For the
experimental work, the intrusive measurement technique, HWA was used in most early
studies [9–14, 16, 18], and LDA was used in recent research activities [3, 15, 20]. Both
HWA and LDA are point-by-point measurement techniques. Until recently, PIV, which
is a high fidelity measurement method, was used by Wang et al. [2] and Lee et al. [4]
to study twin rectangular jets as mentioned in Section 1.
Regarding numerical works on the twin-jet systems, previous research focused
on steady-state two-dimensional simulations [17–19], but turbulence flow is a three-
dimensional phenomenon. In addition, the simulation by Anderson et al. [18] and
Durve et al. [19] was based on large spacing ratios. Literature surveys showed two
experimental data using PIV measurements with small spacing ratios [2, 4], but no
numerical work has been published for the validation of turbulence models on twin-jet
flows. Therefore, a comprehensive validation study of CFD models on the twin-jet sys-
tems should be conducted to establish the reliability of using CFD simulations for twin
jets with small spacing ratios. One of the aims of this work is to perform a validation
study using both steady-state and transient models.
2.2 Objective
The objective of this study is focused on performing three-dimensional numerical
simulations for twin-jet systems and comparing the results with recent benchmark
experimental data [2–4]. The present simulation work involves steady-state simulations
with RANS models, transient simulations with PANS models, and LES. The study
includes the following :
• Comparison of steady-state RANS model results with experimental data [2].
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• Transient simulations with PANS k − ϵ model and comparison with URANS
simulations and experimental data by Lee et al. [4].
• Sensitivity study of inlet boundary conditions on the prediction of MP in twin
jets.
• Investigation using LES on twin-jet systems and validation with experiment [4].
• Proper Orthogonal Decomposition (POD) analysis performed on LES data.
11
Year Authors Fluids S/a L/a Re Methods
1960 [9] Miller et al. Air 6 >50 17,800 Hot-wire
1970 [10] Tanaka Air 8.5-
26.3
>50 4,290- 8,750 Hot-wire
1974 [11] Tanaka Air 8.5-
26.3
>50 4,290- 8,750 Hot-wire
1977 [12] Marsters Air 17.25 40 12,000 Hot-wire
1983 [13] Elbanna et al. Air 12.5 40.8 20,000 Hot-wire
1990 [14] Lin et al. Air 30 &
40
90 9,000 Hot-wire
1997 [15] Nasr et al. Air 4.25 24 11,000 LDA
1998 [17] Lai et al. Air 4.25 24 11,000 LDA, CFD
2001 [18] Anderson et al. Air 9-
18.25
32 5,900- 6,100 Hot-wire,
CFD
2005 [16] Bunderson et al. Air 7- 27 32 43,000 Hot-wire
2012 [19] Durve et al. N/A 9, 13,
18.25
N/A 21,000 CFD
2016 [2, 3] Wang et al. Water 3.07 15.1 9,100 LDA, PIV
2018 [4] Lee et al. Water 3.07 15.1 9,100 PIV
Table 2.1: List of twin jets studies.
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3. REYNOLDS-AVERAGED NAVIER-STOKES MODELS ∗
3.1 Reynolds-averaged Navier-Stokes equations
The RANS model concept was introduced by Reynolds [21] in 1884. The basis is
the Reynolds decomposition method, which divides any fluid variable into mean values
and turbulence fluctuation components. Taking velocity u as an example, the Reynolds
decomposition is presented in equation (3.1).
u(−→x , t) = U(−→x , t) + u′(−→x , t) (3.1)
where u is the instantaneous velocity, U is the velocity subject to Reynolds average,
and u′ is the fluctuating component of velocity. Although the streamwise velocity is
used in equation (3.1), the Reynolds decomposition method applies to any flow field
variable.
The averaged value is usually obtained by Reynolds averaging, which assumes a
variety of forms involving either an integral or a summation. Three types of averaging
are discussed in turbulence modeling research activities, time averaging, spatial aver-
aging and ensemble averaging. The term to describe the variable that is subject to
averaging is “mean.”
Time averaging is used to describe statistically steady flows, for example, the tur-
bulence pipe flow subject to a constant pressure gradient. The time-averaged quantity
is defined in equation (3.2).
∗Part of the content in this section is reprinted with permission from H. Li, N. K. Anand, and Y.
A. Hassan, “Computational study of turbulent flow interaction between twin rectangular jets,” Int.
J. Heat Mass Transf., vol. 119, pp. 752-767, Apr. 2018. Copyright [2018] by Elsevier
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u(−→x , t)dt (3.2)
where T is the length of the averaging period, u is the velocity field, and U is the
average velocity.
Spatial averaging is suitable for statistically homogeneous turbulence flows. The






u(−→x , t)dV (3.3)
Ensemble averaging is the most general type of Reynolds averaging ideally to
describe flows that are neither statistically stationary nor homogeneous. An ideal
example of ensemble averaging is the fluid variables from N identical experiments, as
equation (3.4) indicates.




un(−→x , t) (3.4)
In this study, the steady-state RANS simulations are based on the time averaging
concepts. For isothermal incompressible flow, the conservation of mass was presented





















where, Uj represents the mean velocity, ρ the density, and −ρu′iu′j is known as the
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Reynolds stress tensor. By ignoring the transient term ∂Uj
∂t
, this method can be used
for steady-state simulations for time-averaged mean velocity and pressure, which is
referred to as RANS in the present work The transient RANS simulation is usually
referred to as unsteady RANS or URANS.
The fundamental problem for RANS turbulence modeling relies on the calculation
method of the Reynolds stress tensor, −ρu′iu′j. Most RANS models are based on
Boussinesq approximation. In 1877 Boussinesq [22] hypothesized that the momentum
transfer caused by turbulent eddies can be modeled by an eddy viscosity. This is
also analogous to the momentum transfer caused by the molecular motion in a gas
that can be described by a molecular viscosity. For incompressible flow, Boussinesq’s
hypothesis assumed that the Reynolds stress tensor, −ρu′iu′j, is proportional to the















where k is the turbulent kinetic energy, µt is the eddy viscosity or turbulent viscosity,
and δij is the Kronecker delta.
One of the most popular turbulence model until the last decade of the twentieth
century is the k − ϵ model, which is based on the closure coefficients from Launder
et al. [23]; it is also referred to as the standard k − ϵ model. In this model, k stands
for turbulent kinetic energy, whereas ϵ stands for the rate of dissipation of turbulent
kinetic energy. A popular variation of the standard k− ϵ is the realizable k− ϵ by Shih
et al. [24], which consists of a new dissipation rate equation and a new realizable eddy
viscosity formulation. The realizable k−ϵ model provided improved predictions for the
spreading rate of both planar and round jets. It also exhibited superior performance
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for flows involving rotation, boundary layers under strong adverse pressure gradients,
separation, and recirculation.
Another important two-equation turbulence model is the k − ω model, where k
stands for the turbulent kinetic energy (same as in k − ϵ models), whereas ω stands
for the specific dissipation, also called turbulence frequency; ω = ϵ/k. The closure
coefficients from Wilcox [25] is commonly referred to as the standard k − ω, which
provides a superior capability for wall-bounded flows. In 1994, Mentor [26] proposed
a two-equation turbulence model that combined the k − ω model and k − ϵ model
through introducing a "blending function" by employing the ω equation for boundary
layers and switching to ϵ equation for the free shear region called shear stress transport
k − ω turbulence (SST k − ω) model. The SST k − ω model has become very popular
and is widely used to predict solutions for typical engineering problems.
In this study, for steady-state simulations, the two RANS models , i.e., realizable
k − ϵ model and SST k − ω model, are employed.
3.1.1 Standard k − ϵ model
This section describes the standard k − ϵ model from Launder et al. [23].












































where the turbulent viscosity is modeled as µt = ρCµ k
2
ϵ
, and Pk is the production of
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turbulence kinetic energy (k); Pk = −ρu′iu′j
∂Uj
∂xi
. The closure coefficients are listed in
table 3.1.
Cϵ1 Cϵ2 Cµ σk σϵ
1.44 1.92 0.09 1.0 1.3
Table 3.1: Closure coefficients of standard k − ϵ model.
3.1.2 Realizable k − ϵ model
This section explains the realizable k − ϵ model by Shih et al. [24]. In this model,
the k-equation is the same as the standard k − ϵ in equation (3.8).
















































































Compared to the standard k − ϵ model, where Cµ = 0.09, in the realizable k − ϵ
model, Cµ is no longer a constant and is defined as Cµ = 1A0+AsU(∗) kϵ
. The other closure
coefficients are listed in table 3.2.
C2 A0 σk σϵ
1.9 4.0 1.0 1.2
Table 3.2: Closure coefficients of realizable k − ϵ model.
3.1.3 Shear stress transport k − ω model
This section presents the equations of the SST k−ω model developed by Menter [26].















+ Pk − ρωβ∗ (3.11)






















































Each of the constant below is blended by a blending factor F1 such that
ϕ = ϕ1F1 + (1− F1)ϕ2
where ϕ1 and ϕ2 are the closure coefficients listed in table 3.3.






α2 β2 σk2 σω2
0.44 0.0828 1.0 0.856
Table 3.3: Closure coefficients of SST k − ω model.
3.2 Simulation setups
For steady-state RANS simulations, the second-order upwind scheme was used for
the discretization of momentum equations. The pressure and velocity field were coupled
using SIMPLE algorithm [27] which is the simpleFoam solver in OpenFOAM.The
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residuals of all solution variables were monitored. The convergence criterion was set
such that all residuals for all variables were less than 10−5.
3.2.1 Computational domain
The computational domain in the present work was intended to simulate the inter-
action of two parallel jets. Figure 3.1 shows the computational domain for the RANS
simulations. The jet outlet length (z-direction) is 87.6 mm, and the width of the jet (a)
is 5.8 mm. The spacing ratio (S) of the jets is 17.8 mm. The size of the computational
domain is designed to be comparable to that of the experimental facility [2–4]. The ge-
ometric dimensions are 660 × 900 × 680 mm in the x, y, and z directions, respectively.
Because the PIV experiments were based on two-dimensional measurements, as shown
in figure 3.2, the data extracted in the current simulations were on the same plane.
The computational mesh was generated by an OpenFOAM utility named blockMesh,
with a fully hexahedral mesh for the entire domain. The computational meshes in the
central region of the domain were finer to ensure that velocity gradients would be prop-
erly captured. Figure 3.3 shows the computational mesh. Three mesh sizes with a grid
refinement factor of 1.5 were used in the steady-state RANS calculations. The number
of cells ranged from 0.8 million to 9.6 million, as listed in table 3.4.
Smallest cell size (mm) Total number of cells (millions)
Steady-state RANS Grid 3 0.7250 0.8
Steady-state RANS Grid 2 0.4833 2.8
Steady-state RANS Grid 1 0.3222 9.6
Table 3.4: Mesh details for RANS.
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Figure 3.1: Computational domain (RANS, PANS). Reprinted with permission from
[28].
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Figure 3.2: A Illustration of PIV measuring plane. Reprinted with permission from [28].
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Boundary conditions are essential factors in the present investigation. For the
outlet, all simulation cases were using outflow (natural) boundary conditions. Because
the walls of the water tank are far away from the jets, the velocity gradient near the
walls is relatively small. Therefore, there is no need for wall functions and the no-slip
boundary condition was used. The jet inlet boundary conditions were different in all
three types of simulations; hence, they will be discussed separately.
In the present study with RANS, the inlet boundary conditions were converted
from the PIV experimental data [2], which included the mean streamwise velocity and
root-mean-square (RMS) of velocity statistics. The mean velocity profile was used to
specif they velocity components of RANS simulations. The RMS of velocity was used
for the calculation of turbulence variables such as k, ϵ, and ω. The boundary conditions













where urms represents the root-mean-square of the U velocity, vrms represents the RMS
of V velocity, Cµ = 0.09, and l is 10% of the hydraulic diameter. The velocity U and
turbulent kinetic energy k profiles are shown in figure 3.4. For the momentum, k and
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ϵ equations, a zero-gradient condition was applied at the wall.
Figure 3.4: Inlet boundary conditions of jets for RANS measured via PIV [2]. Reprinted
with permission from [28].
3.3 RANS results
3.3.1 Solution verification with grid convergence index (GCI)
This section presents the grid convergence study with the GCI method [29]. GCI
method is a simple method for reporting grid-convergence studies without any restric-
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tion to integer refinement (e.g., half-interval method). Compared to conventional grid
refinement studies, GCI takes a further step by converting the discretization error esti-
mate into an uncertainty of a grid-converged solution (e.g., error band) [30]. The GCI





where f2 is the coarse grid solution obtained with grid spacing h2, f1 is the fine grid
solution obtained with grid spacing h1, r is the grid refinement factor (r = h2/h1 > 1),
p represents the formal order of accuracy of the algorithm, and Fs is the safety factor,
which is 1.5 for the present work with RANS models. The detail of the GCI method are
presented in Appendix A. In this section, two RANS models are presented: realizable
k − ϵ and SST k − ω.
Figure 3.5 shows the streamwise velocity (U) along the symmetry line from the
realizable k − ϵ. The solutions from three different grids agree well with each other.
The three lines almost overlay together. For a quantitative comparison, the MP data
with GCI calculation are listed in table 3.5. For the realizable k− ϵ model, the GCI for
MP at Grid 1 is approximately 1.5%, whereas in the SST k−ω model, the GCI for MP
at Grid 1 is approximately 4.5%. Both models in the fine grid exhibit low uncertainties
and can be considered as grid-converged solutions.
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Figure 3.5: Results of streamwise velocity along the centerline obtained from the real-
izable k − ϵ model. Reprinted with permission from [28].
Grid # Realizable k − ϵ GCIfine SST k − ω GCIfine
3 (Coarsest) 2.80a N/A 2.52a N/A
2 2.91a 4.385% 2.66a 6.156%
1 (Finest) 2.95a 1.554% 2.76a 4.473%
PIV, Wang et al. [2] 3.45a
PIV, Lee et al. [4] 3.56a
Table 3.5: GCI results of merging point (MP) with different meshes.
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3.3.2 Solution validation of RANS models
This section presents the solution validation work by comparing the RANS model
(realizable k − ϵ and SST k − ω) results against PIV data [2]. One part of the vali-
dation involves comparing the mixing characteristics, i.e., MP; the other part involves
comparing the velocity profiles.





The MP data from CFD and experiments are listed in table 3.5. It can be observed
that the MP data obtained from the realizable k−ϵ are closer to the experimental values
( EMP,realizablek−ϵ = 14.5%) compared to the SST k − ω data (EMP,SSTk−ω = 20.0%);
however, both models show an underprediction of MP. This could be explained by the
overprediction in Reynolds stress (discussed later in this section), which then lead to
an overprediction of eddy viscosity.
For comparison of the velocity profile and Reynolds stress profile, four locations
along the streamwise direction (y/a = 5.6, 7.0, 10.0, and 11.5) were selected; the loca-
tions are marked in figure 3.6. These four locations were selected within the merging
region that could represent the merging process. The plots of the velocity and the
Reynolds stress profiles are illustrated in figures 3.7 to 3.11. The error bars from the
steady-state RANS solutions are based on the GCI pointwise calculation.
The streamwise velocity profiles were expected to be symmetric with respect to X/a
= 0 axis; however, owing to the actual experimental conditions and because RANS
simulations used experimental data as the boundary conditions, the velocity profiles
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Figure 3.6: Streamwise mean velocity (U) contour plot of realizable k−ϵ. (four selected
locations for detail comparison are marked in this plot).
were not perfectly symmetric. The transverse velocity profiles were expected to display
an inverted symmetry for the same reason; the inverted-symmetry condition was not
perfect in the present study.
Figure 3.7 shows a comparison of the steady-state RANS solutions and the PIV
data [2] for the streamwise velocity. The results showed that both models (realizable
k− ϵ and SST k−ω) agree reasonably well with the PIV [2] results. It is worth noting
that as flow develops in the streamwise direction, the steady-state RANS solutions
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Figure 3.7: Mean streamwise velocity (U) profile comparison at various locations.
(RKE: realizable k − ϵ; SST: SST k − ω; PIV: Wang et al. [2]). Reprinted with
permission from [28].
tend to slightly underpredict the U velocity. This slight underprediction indicated
that the kinetic energy of flow decays faster than expected. Figure 3.8 showed the
transverse velocity (V -velocity) of the steady-state RANS solutions and the PIV results.
The model predictions agree well with the PIV data [2]; however, the maximum and
minimum V-velocity at y/a = 5.6 and 7.0 show noticeable discrepancies. This suggested
that the spreading rate of jets is underpredicted in the RANS models.
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Figure 3.8: Mean spanwise velocity (V) profile comparison at various locations. (RKE:
realizable k − ϵ; SST: SST k − ω; PIV: Wang et al. [2]). Reprinted with permission
from [28].
The success of a RANS model relies on the accuracy in modeling the Reynolds
stress tensor. Thus, the next step of validation is to compare the Reynolds stress
profiles against PIV data [2]. The Reynolds stress Rij has a physical interpretation: it
is the momentum flux of the ith component in the jth direction caused by the fluctuating
velocity field (u′ and v′). Experimental data were processed to calculate the RMS of
the velocities for the calculation of the Reynolds stress components such that urms
as
√
u′u′ and vrms as
√
v′v′. Regarding the RANS model, the Reynolds stresses were
modeled based on the Boussinesq eddy assumptions as in equation (3.7).
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Figure 3.9: Reynolds Stress diagonal component u′v′ profile comparison at various
locations. (RKE: realizable k − ϵ; SST: SST k − ω; PIV: Wang et al. [2]). Reprinted
with permission from [28].
Figure 3.9 shows the off-diagonal component of the Reynolds stress u′v′. Similar
to the transverse velocity data, u′v′ exhibits a higher discrepancy at y/a = 5.6 and
7. The numerical predictions agree better with the experimental data [2] at further
downstream locations. Figure 3.10 shows the streamwise component of the Reynolds
stress u′u′. The steady-state RANS solutions show a consistent overprediction com-
pared to the PIV data [2]. Figure 3.11 shows the Reynolds stress component of the
transverse velocity fluctuations v′v′. In contrast to u′v′ and u′u′ it can be observed
that in figure 3.11 that the comparison shows a relatively large discrepancy with no-
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Figure 3.10: Reynolds stress off-diagonal component u′u′ profile comparison at various
locations. (RKE: realizable k − ϵ; SST: SST k − ω; PIV: Wang et al. [2]). Reprinted
with permission from [28].
ticeable overprediction of the PIV data [2]. One plausible explanation might be that
the V-velocity magnitudes are small; this causes measurement uncertainties to become
amplified. Thus, the v′v′ component predictions show significant differences from the
PIV data [2] compared with other Reynolds stress components. Another explanation
for the Reynolds stress overprediction is the Boussinesq eddy assumption in the RANS
models, which will be discussed in the next paragraph.
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Figure 3.11: Reynolds stress off-diagonal component v′v′ profile comparison at various
locations. (RKE: realizable k − ϵ; SST: SST k − ω; PIV: Wang et al. [2]). Reprinted
with permission from [28].
It is interesting to note that the comparison of the Reynolds stress with the PIV
data [2] showed improvements at locations further downstream as shown in figures 3.9
to 3.11. The basis of the Reynolds stress modeling is the Boussinesq assumption, which
supposes that the principal axes of the Reynolds stress tensor (τij) are coincident with








, at all points of turbulent flow [8].
This relation is analogous to Stokess postulate of laminar flow, where the coefficient of
proportionality between τij and Sij is νt, i.e., the eddy viscosity. At locations closer to
MP, e.g., y/a = 5.6 and 7, a strong interaction still exists between the two jets, which
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exhibits multiscale, anisotropic turbulence phenomena. These phenomena may also
lead to a sudden change in the mean strain rate and are typically difficult to predict
via the Boussinesq eddy viscosity assumption. At the further downstream locations,
the two jets are on the verge of merging into a single jet. The turbulence behaviors are
well calibrated by the mainstream RANS models, such as the realizable k− ϵ and SST
k−ω. Thus, the Reynolds stress and V -velocity show a better agreement between the
RANS models and the PIV data in the downstream region.
3.4 Boundary condition sensitivity study
Figure 3.12: CFD and PIV comparison of channel flows. Reprinted with permission
from [28].
In the previous section, it was shown that the steady-state RANS solutions from
the realizable k− ϵ and the SST k−ω models compared reasonably well with the PIV
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measurements [2]. However, the validation process was based on the inlet boundary
condition from the PIV measurements, and the PIV data would not always contain
sufficient information, such as, the design of a parallel jets system with different ge-
ometries and mass flow rates using a CFD tool. Thus, the manner in which the choice
of boundary conditions can affect the CFD prediction is worth investigating. This in-
vestigation would also be valuable in understanding the boundary condition sensitivity
in parallel jet flows. The closest available option of boundary condition is the CFD
solution for a fully developed channel that has the same cross-section as that of the
jet geometry. In this section, the objective is to investigate the sensitivity of the inlet
boundary condition to parallel jet flows. A channel flow simulation was performed us-
Figure 3.13: Boundary condition sensitivity plot in terms of merging point. Reprinted
with permission from [28].
ing the realizable k− ϵ. The channel was modeled geometrically with the same size as
that of the jet cross-section. A comparison with the PIV data is shown in figure 3.12.
Although U and ϵ CFD solutions are comparable to the PIV data [2], the turbulence
kinetic energy, k, shows obvious underpredictions near the boundaries (x/a = 0 and
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1.0).
To further investigate the impact of the inlet boundary conditions, the boundary
conditions of U , k, and ϵ were divided into eight combinations by switching between
PIV and CFD values at the inlets, as listed in table 3.6. Case number 0 is the case
of the PIV boundary condition that was presented in the previous section. The MPs
from all eight simulations are plotted in figure 3.13. It is noticeable that the MP varies
within the range of 3a and 4.5a. Whenever the CFD boundary condition is used for the
kinlet, the MP spikes over 4.5, which is a 50% difference compared with the predicted
MP from the PIV data [2]. As shown in figure 3.13, Cases 0, 3, 4, and 6 presented an
MP of approximately 3, for which the inlet k from the PIV data was used. However,
Cases 1, 2, 5, and 7 for which the inlet k from the realizable k−ϵ model was used shows
an MP that is higher than 4.5. These results indicate that the boundary information of
k, is an important factor for the prediction of the merging characteristic of parallel jet
flows. To ensure that CFD simulations will predict the flow characteristics reasonably
well, one should select the correct boundary conditions for the mean velocity as well as
for the turbulent kinetic energy profile. Because the turbulent kinetic energy is closely
related to the turbulent intensity of flow, this part of the current study also indicates
that in twin-jet flow, the turbulence intensity change could significantly vary the MP
location.
Furthermore, the fact that the CFD solution showed lower k values than the PIV
data [2] indicates that the CFD prediction for the channel flow may produce a less
intense turbulent flow compared with that of the experimental conditions. The MP
predictions for Cases 1, 2, 5, and 7 are further downstream compared with the MP
predictions for Cases 0, 3, 4, and 6. This indicates that stronger turbulent flows in the
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Case Number Uinlet kinlet ϵinlet MP (a)
0 PIV PIV PIV 2.945
1 CFD CFD CFD 4.727
2 PIV CFD CFD 4.767
3 PIV PIV CFD 2.995
4 CFD PIV PIV 2.951
5 PIV CFD PIV 4.593
6 CFD PIV CFD 3.008
7 CFD CFD PIV 4.519
Table 3.6: Boundary condition sensitivity in terms of the merging point. Reprinted
with permission from [28].
channel may cause the MP to be closer to the inlet of the jets. Thus, the MP in parallel
jet flows may be altered by controlling the turbulence intensity of jets in a channel. A
more intense turbulent flow in jet inlets could cause in the MP to shift toward further
upstream locations owing to rapid mixing.
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4. PARTIALLY AVERAGED NAVIER-STOKES MODELS ∗
4.1 Partially averaged Navier-Stokes equations
The PANS method was proposed by Girimaji [31]. The purpose was to build
a bridging method that enables a smooth transition between RANS and direct nu-
merical simulations (DNS). In contrast to RANS, which uses the Reynolds averaging
methodology, PANS applies a partial averaging concept to the Navier-Stokes equations.
In URANS models, the averaging procedure describes the velocity in terms of the
mean and fluctuating components. The partial averaging procedure is similar to LES,
which uses a generalized homogeneous filter [32]. In this context, the partial averaging
operator or filtering operator is “⟨⟩”, the filtering process decomposes the velocity into
resolved and unresolved parts:
ui = ⟨ui⟩+ ûi; ⟨ui⟩ = ui (4.1)
where ⟨ui⟩ is the resolved velocity field, ûi is the residual velocity and ⟨ûi⟩ ≠ 0 .
By applying the partial averaging operator/filter to the Navier-Stokes equations, the


















where τ(ui, uj) is the unresolved stress also called the sub-filter stress (SFS) term [32],
which is defined in equation (4.3).
∗Part of the content in this section is reprinted with permission from H. Li, N. K. Anand, and Y.
A. Hassan, “Computational study of turbulent flow interaction between twin rectangular jets,” Int.
J. Heat Mass Transf., vol. 119, pp. 752-767, Apr. 2018. Copyright [2018] by Elsevier
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τ(ui, uj) = ⟨uiuj⟩ − ⟨ui⟩⟨uj⟩ (4.3)
The modeling methodology for SFS varies with different turbulence models. The
objective of this section is to describe the PANS model. LES models are briefly ex-
plained in Section 5.
Similar to the RANS models, in PANS, the modeling of SFS term was also based
on the Boussinesq hypothesis as











where µu is called the unresolved eddy viscosity, and ku is the unresolved turbulent
kinetic energy.
In Girimaji [32], the PANS k − ϵ models are based on RANS standard k − ϵ
paradigm by introducing the ratio of unresolved-to-total turbulent kinetic energy fk



























+ Pk − ρϵ
]
(4.6)
where the terms in square brackets “[ ]” are from the right-hand side of the standard
k − ϵ in equation (3.8). With fk = 1, we have ku = k, thus equation (4.6) will be
identical to equation (3.8), and therefore, the PANS k − ϵ model will revert to the
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RANS standard k − ϵ. When fk = 0, according to equations (4.5) and (4.6), k = 0;
thus, the turbulence model part will disappear which means that the solver will solve
the momentum equation directly (DNS).
Based on the zero-transport model (ZTM), the final model equations for the unre-


















+ Pu − ρϵu (4.7)

























The two equations above show similarity to the standard k − ϵ equations. In the
present work, the PANS k − ϵ closure coefficients are based on zero transport model
(ZTM), which assumes that the resolved fluctuations do not contribute to the net
transport of unresolved turbulent kinetic energy [32]. In contrast to standard k − ϵ
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where σk, σϵ, Cϵ1 and Cϵ2 are the closure coefficients from the standard k − ϵ model,
which are listed in table 3.1. In reference [31], Girimaji suggested that fk can be










where Cµ = 0.09, and Λ = k1.5/ϵ is the Taylor scale of turbulence [33].
PANS models have been investigated by several researchers, who presented their
advantages in capturing unsteady phenomena with balanced computational resources.
Akula et al. [34] investigated the PANS k − ω model in order to compare it with the
LES in three-dimensional lid-driven cavity flows. The results from the PANS model
with a coarser grid showed a better representation of the desired physics compared
to the results of LES. Their subsequent research showed that the PANS simulation
captured the vortex flow and small-scale behavior at a reasonable computational cost.
Chaou et al. [35] demonstrated that the PANS ζ − f model in a channel flow is valid
by showing its ability to capture the near-wall Reynolds stress anisotropy. Basara et
al. [36] tested a near-wall formulation of a PANS four-equation model and compared
the results with a DNS data. The results showed a good agreement in the mean flow
and RMS velocity fluctuation, and they are invariant of the Reynolds stress anisotropy.
In this study, the PANS k − ϵ model was used for the PANS simulations and is
referred to as PANS for the rest of this dissertation.
4.2 Simulation setups
For PANS simulations, the linear upwind stabilized transport (LUST) [37] scheme
is applied to the momentum equations. LUST is a fixed blend between linear upwind
and centered linear schemes with the intention of controlling numerical diffusion and
grid scale oscillations. The PISO algorithm is used to couple pressure and velocity.
The solver from OpenFOAM used in PANS is pisoFoam.
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The simulation settings are summarized in table 4.1.
Transient PANS
Pressure-velocity coupling PISO
Spatial discretization scheme LUST [37]
Temporal discretization scheme 2nd order backward differencing
Convergence criteria All residuals, 1× 10−5
Table 4.1: Summary of simulation settings.
4.2.1 Computational domain
In the PANS simulation, the geometry was the same as that of the steady-state
RANS, shown in figure 3.1. The meshing strategy was the same as in RANS; two mesh
sizes were used for comparison, and the cell numbers ranged from 9.6 million to 19
million, as listed in table 4.2.
Smallest cell size (mm) Total number of cells (millions)
Transient PANS Grid 2 0.3222 9.6
Transient PANS Grid 1 0.2320 19
Table 4.2: Mesh details for PANS.
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4.2.2 Boundary conditions
Similar to RANS (Section 3), the outlet used the outflow (natural) boundary con-
dition, and the no-slip boundary condition was used at the walls. The PANS boundary
condition for jet inlets used the data from the PIV experiments [4]. However, since
PANS is a transient simulation method, the PANS simulations utilized the instan-
taneous velocity profile from the PIV measurement data [4]. This was archived by
using the timeVaryingMappedFixedValue function in OpenFOAM to interpolate
the PIV data at each time step. The velocity profile at an arbitrary time is plotted in
figure 4.1.
Figure 4.1: Inlet velocity vector for PANS at arbitrary time step from PIV data [4].
4.3 PANS and URANS models results
In this section, the results from PANS and URANS simulations are presented. The
focus of this section is the PANS simulation results, whereas the URANS results is
presented as a comparison case. The simulation settings for URANS are identical to
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those of PANS.
4.3.1 Mean flow validation
The time-averaged data and the validation of the transient PANS simulation results
are presented in this section. The time-averaged velocity field is referred to as mean flow
in the rest of this section. URANS calculations are presented in comparison with the
performance of PANS. For both PANS and URANS calculations, the mean quantities
were collected over 55 flow-through-periods to ensure that enough data were used for
averaging.
The MP data for different mesh sizes are listed in table 4.3. The difference in
MP between two grids from the PANS simulation is 0.04a which is approximately
1% difference. Thus, the PANS grid 2 results is considered as grid-converged. The
converged results of the PANS showed the MP to be 3.6a, with an error of 4.3%
(EMP,PANS = 4.3%) compared to experiments [2], whereas the URANS results indi-
cated an MP of 2.7a, with an error of 21.7%, (EMP,URANS = 21.7%). It is evident that
the PANS solution is closer to the experimental results [2, 4].
Figure 4.2 shows the mean streamwise velocity profile from the PANS simulation
at locations of y/a = 5.6 and y/a = 7. The results agree very well with those of
PIV [2]. Figure 4.3 shows a comparison of the mean transverse velocity distribution
predicted by the PANS simulation with the PIV data. The maximum discrepancy
location is approximately x/a = ±2.5, which is the shear layer between the jets and
the surroundings. In contrast, figures 4.4 and 4.5 show the URANS results of the
streamwise and the transverse velocity profile, respectively. In the URANS streamwise
velocity, the U-velocity show a higher value in the peak and a lower value in the valley,
compared with the PIV data. Regarding the transverse velocity profile, the URANS
45
Simulation case Number of cells (millions) MP
PANS Grid 2 9.6 3.56a
PANS Grid 1 19 3.60a
URANS Grid 2 9.6 2.66a
URANS Grid 1 19 2.70a
PIV, Wang et al. [2] 3.45a
PIV, Lee et al. [4] 3.56a
Table 4.3: Merging point data from PANS and URANS.
result exhibits larger discrepancy compared with PANS predictions, nevertheless, the
shape resembles that of PIV data.
Figure 4.2: Mean streamwise velocity profile obtained from PANS simulation.
Reprinted with permission from [28].
Figure 4.6 shows the Reynolds stress off-diagonal term u′v′ from PANS and URANS
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Figure 4.3: Mean transverse velocity profile obtained from PANS simulation. Reprinted
with permission from [28].
in comparison with PIV data [2]. Note that the Reynolds stress term in figure 4.6 is
computed from velocity statistics in a similar manner as the PIV experiments [2, 4].
The PANS results slightly overpredicted the Reynolds stress magnitude. The URANS
data here show relatively large discrepancies, because of the nature of the Reynolds
averaging process. The URANS model was intended to model Reynolds stress. The
modeled Reynolds stress in URANS was represented by turbulence variables (k and ϵ),
therefore the Reynolds stress components were not depicted in the flow statistics.
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Figure 4.4: Mean streamwise velocity profile obtained from URANS simulation.
Reprinted with permission from [28].
Figure 4.5: Mean transverse velocity profile obtained from URANS simulation.
Reprinted with permission from [28].
48




The instantaneous streamwise velocities from PANS and URANS solutions at an
arbitrary time step are shown in figure 4.7 to compare the two turbulent models. The
plot showed that PANS solution exhibits a stronger unsteady behavior with a clearer
interaction between the two jets. Figure 4.8 shows the instantaneous vorticity contour
plot from the PANS and URANS solutions; the PANS solutions show clear vortex-
shaped structures formed at the mixing layer between the jets and the surroundings.
The PANS results showed its capability to capture more complex flow structures com-
pared to URANS.
Figure 4.7: Instantaneous streamwise velocity contours for visual comparison: PANS
simulation (left) and URANS simulation (right). Reprinted with permission from [28]
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Figure 4.8: Instantaneous Z-vorticity contours for visual comparison: PANS simulation
(left) and URANS simulation (right). Reprinted with permission from [28].
4.3.3 Spectral analysis
In the present study, spectral analysis was used to analyze the transient character-
istics of turbulent flow. The methods used to analyze velocity data were fast Fourier
transform (FFT) and power spectral density (PSD) calculations. Details of those
methods can be found in Appendix B.
In order to analyze the spectral information, four sample locations were selected at
various streamwise locations along the left mixing layer of the jet. The locations are
marked in figure 4.9.
Figures 4.10 and 4.11 show the PSD of the turbulence kinetic energy signal from
the URANS and PANS models at the aforementioned sample locations. Regarding the
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Figure 4.9: Mean streamwise velocity contour from PANS and the marked four sample
locations for FFT analysis.
PANS simulation results, the energy is preserved at low frequencies, and the dissipation
of energy mostly occurs at frequencies greater 100 Hz. Because the turbulence is
anisotropic in the mixing layer, PSD plots may not always exhibit the energy cascading
process following a theoretical -5/3 slope. The energy cascading process of a slope of
-5/3 may be observed at sample location 4 for the frequency range of 10-40 Hz. The
PSD starts to drop at a certain frequency ( 50 Hz), and the rate of PSD decay becomes
lower at a frequency of approximately 250 Hz. For frequencies over 250 Hz, the rate
at which the PSD decreases is fixed at a slope of -5/3, which may be attributed to the
turbulence model. Thus, the PANS models are considered effective for power spectrum
frequencies of up to 250 Hz. A similar shape is observed in the URANS results in
figure 4.10; however, the rate of PSD decay is higher than that of PANS. The decaying
energy process starts immediately at 1 Hz, following a -5/3 slope. The dissipation
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process starts at approximately 30 Hz, and the modeled slope starts at approximately
100 Hz. In comparison, the PANS results presented a better power spectrum behavior
than that of the URANS results.
Figure 4.10: PSD on turbulent kinetic energy of probes from URANS. Reprinted with
permission from [28].
The transverse velocity can represent the eddy passing in the mixing layer. Thus,
the frequency of the transverse velocity signal can be viewed as the eddy shedding
frequency of the jet mixing layer. Four sample locations are marked in figure 4.9; the
fluctuation part of transverse velocity data is extracted for FFT analysis.
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Figure 4.11: PSD on turbulent kinetic energy of probes from PANS. Reprinted with
permission from [28].
Figures 4.12 and 4.13 illustrated the frequency information of the fluctuating trans-
verse velocity at the aforementioned sample locations (figure 4.9). The PANS simula-
tion shown on, sample locations 1 and 2 shows a dominant frequency at approximately
32 Hz (figure 4.12). In sample location 3, the leading frequency decreases to approx-
imately 22 Hz, whereas the signal strength of approximately 32 Hz is still noticeably
strong. The 32 Hz signal continues to decay up to sample location 4, where the 22 Hz
signal becomes dominant. This can be explained by the following: as the vortex moves
further downstream, the rotation speed slows down. In the study by Lee et al. [4], the
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Figure 4.12: FFT of transverse velocity at four sample locations of PANS. Reprinted
with permission from [28].
same analysis at those sample locations also revealed that the 32 Hz peak frequency
decays to and 21 Hz. As a comparison case, the FFT analysis of the URANS simulation
data at those same locations is shown in figure 4.13. At sample location 1, the URANS
shows a peak frequency of approximately 35 Hz, which is close to the PANS result.
However, at sample locations 2, 3, and 4, the peak frequency of the URANS solution is
15 Hz. Owing to the averaging nature of the RANS model, the peak frequency of the
sample locations that are further downstream is lower than that of the PANS model.
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Figure 4.13: FFT of transverse velocity at four sample locations of URANS. Reprinted
with permission from [28].
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5. LARGE EDDY SIMULATION
5.1 Large eddy simulations
LES is a computational techniquefor simulating turbulent flows in which large-scale
turbulent structures are directly simulated, and small turbulent scales/eddies are mod-
eled using sub-grid scale (SGS) models. LES is a computationally expensive method.
The LES concepts were first proposed by Smagorinsky [38] for atmospheric air current
simulations. The fundamental assumption of LES is that the largest eddies are directly
affected by the geometry/boundary conditions and should be resolved. The small-scale
turbulence contributes less to the turbulent flow; therefore, it is considered less critical.
In LES concepts, the small-scale turbulence is nearly isotropic and possesses universal
characteristics.
The concept of the LES model development is the filtering process. The filtering
approach is similar to that of PANS as explained in the previous section. Various types
of filters can be used in LES techniques; the simplest one is the volume average box
filter as indicated in equation (5.1).
ui(






















x , t)dxdydz (5.1)
The filtered Navier-Stokes equation for LES is the same as that of PANS, which
was given in equation (4.2) and described in the previous section (Section 4.1). The
difference lies in the concept of the sub-filter stress (SFS) term, which is also called
sub-grid scale (SGS) stress in LES studies [39, 40]. In LES, the SGS stress describes
the small-scale eddies that are not significant to the turbulent flow. Therefore, LES
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specifies a cutoff wave number for the dissipation range of the energy cascading process.
In PANS, filter control parameter such as fk and fϵ must be provided for a given
simulation and can be used to control the extent of the resolved scale of simulation.














where νSGS is SGS eddy viscosity, and 12τkk = kSGS is the SGS turbulent kinetic energy.
In the Smagorinsky model, which is the first proposed LES model, the eddy viscosity
is modeled algebraically by assuming that the energy production and dissipation are















Here, Cs is the Smagorinsky constant and ∆ is the grid spacing.
In the current work, the wall-adapting local eddy-viscosity (WALE) model is used






















δijgkk, where gij =
∂ui
∂xj
∗A traceless tensor is a tensor of which the summation of diagonal components is zero.
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5.2 Simulation setups
The setting for LES is similar to that of PANS simulations (Section 4), the linear
upwind stabilized transport (LUST) [37] scheme was applied to the momentum equa-
tions, and the second-order backward differencing scheme was used for the temporal
term. The PISO algorithm was used to couple the pressure and velocity.
5.2.1 Computational domain
For LES cases, the computational domain was modified to improve the stability as
shown in figure 5.1. At the top of the geometry, the flows were redirected to small
channels to exit the domain. Because this LES used the boundary condition by Open-
FOAM’s turbulent flow generator, two channels were attached to the entrance location
of the jets for the turbulence flow to develop. The computational mesh in LES focused
on the converging region and merging region marked as LES zone in figure 5.2. In the
present study, over 85% of cells were located within the LES zone. A view of the refined
mesh is shown in figure 5.3. Over 99% of the cells were hexahedral, the remaining 1%
were polyhedral cells due to local refinement.
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Figure 5.1: Computational domain for LES.
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Figure 5.2: Illustration of mesh refinement for LES.
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Figure 5.3: Clipped view of refined mesh for LES.
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5.2.2 Boundary conditions
For LES in the present study, the simulation cases did not rely on experimental data.
The boundary condition for the jets used the turbulentInlet function in OpenFOAM
to generate the perturbed velocity for artificial turbulent flow. The mean streamwise
velocity and RMS of streamwise velocity were measured at the entrance of the two
jets to the water tank, which is the boundary condition location for PANS and RANS.
Figure 5.4 shows the LES velocity compared to the PIV experiments [2,4] at locations
where the jets enter into the water tank. The mean velocity profile is comparable in
both experiments. However, the RMS velocity profile exhibits a small discrepancy at
the center between the two jets. LES seems to provide a slightly higher turbulent
intensity between the two jets. This is discussed in the results section.
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Figure 5.4: Mean velocity profile and RMS velocity profile comparison to PIV experi-
ment. (Wang et al. [2] and Lee et al. [4].)
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5.3 LES results
5.3.1 Mean flow validation
A grid convergence study for LES was performed based on merging point (MP)
data. Figure 5.5 shows the MP for mesh sizes ranging from 13 million cells to 56
million cells. The MP difference between 32 million and 56 million cells was less than
1%. Therefore, the validation and post-processing analysis were based on the results
from the 32 million cells.
Figure 5.5: Grid convergence study on LES in terms of the merging point.
The time-averaged quantities were calculated after the jets reached the fully de-
veloped state. The time-averaged velocities were collected over 5 s that exceeds 50
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times the large eddy turnover time. As stated earlier, one objective of this study is
the validation of the LES model for twin-jet flow. Table 5.1 presents the MP data
comparison against experimental data. The LES results indicate a good prediction of
MP when compared with the experiments.
Figure 5.6 shows a comparison of time-averaged streamwise velocity profiles from
the LES and PIV measurements by Wang et al. [2] at locations y/a = 5.6 and y/a =
7. The velocity profiles reasonably match with the experimental data. At x/a close to
0, the simulation indicates a slight overprediction. The figure seems to indicate that
the PANS and RANS perform slightly better than the current LES; however, the LES
is performed without relying on the PIV measurement data. As previously pointed
out from the boundary condition sensitivity study, the twin-jet mixing behavior was
sensitive to the boundary condition and particularly to turbulent intensity. Thus, the
difference at x/a close to 0 was attributed to the variations in the turbulence boundary
condition when compared to those in the PIV experiment.
Figure 5.7 shows a comparison of time-averaged transverse velocity profiles between
LES and PIV at y = 5.6a and y = 7a. The comparison shows a reasonably good
agreement at both locations.
Figure 5.8 shows the Reynolds stress off-diagonal term u′v′ from LES compared to
the PIV data [2]. Note that the Reynolds stress values in figure 5.8 were computed from
velocity statistics in a similar manner as the PIV experiments [2,4]. The Reynolds stress
profiles between jets agree reasonably well with PIV data [2]. At the jet interaction
with the surroundings (x/a = ±2), the Reynolds stress shows a little overprediction.
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Methods Mesh Size (Cells) MP (a)
Steady-state realizable k-ϵ 9.6 Million 2.95a
PANS standard k-ϵ 19 Million 3.6a
URANS standard k - ϵ 19 Million 2.70a
LES 32 Million 3.54a
LDA, Wang et al. [3] - 1.72a - 3.45a
PIV, Wang et al. [2] - 2.66a - 3.50a
PIV, Lee et al. [4] - 3.48a - 3.74a
Table 5.1: Comparison of merging points.
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Figure 5.6: Comparison of streamwise mean velocity profiles. (y=5.6a and y=7a)
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Figure 5.7: Comparison of transverse mean velocity profiles. (y=5.6a and y=7a)
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Figure 5.8: Comparison of diagonal components of Reynolds stress (u′v′/U2MAX) profiles
at y=5.6a and y=7a.
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5.3.2 Vorticity
Because the benchmark PIV experiments [2,4] were based on two-dimensional plane
measurements, only the rotations with respect to the z-direction were reported. The
mean z-vorticity Ωz can be viewed as the time-averaged rotation speed of fluid particles








Figure 5.9: Mean vorticity distributions from RANS (realizable k − ϵ).
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Figure 5.10: Mean vorticity distributions from PANS.
Figure 5.9 shows the mean z-vorticity contour from RANS (realizable k−ϵ) simula-
tions. Figure 5.10 illustrates the mean z-vorticity from PANS simulations. The mMean
z-vorticity contour from LES is shown in figure 5.11. Three turbulence model results
exhibited similar shape and magnitude, and the results are reasonably agree with those
of Lee et al. [4]. However, LES results showed a closer agreement with experiments at
near-jet inlet region. The vorticity contours in RANS and PANS exhibit a "dissipated"
pattern.
Regarding three-dimensional vortex structures, the Q-criterion [41] is used. The Q-
criterion is a scalar value defined by Q = 1
2
(|Ωij|2 − |Sij|2), which can be interpreted as
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Figure 5.11: Mean vorticity distributions from LES.
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vortex regions. For positive values, the flow is considered vorticity-dominant, whereas
negative values mean that the flow is strain-dominated. Figure 5.12 shows the Q
isosurface from the instantaneous flow of LES, and a tube-shaped vortex structure can
be seen near the jet entrance. The tube-shaped vortex structure breaks into smaller
scale of vortices as it moves further to the downstream direction. As a comparison,
the Q isosurface from PANS simulation is shown in figure 5.13, a similar tube-shaped
vortex is found near the jet entrance. Compared to LES, PANS simulation data exhibit
less detail of the vortical structures.
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Figure 5.12: Instantaneous isosurface of Q of LES.
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Figure 5.13: Instantaneous isosurface of Q of PANS simulations.
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5.3.3 Spectral analysis
In this study, the spectral analysis was performed using FFT and PSD calculations,
similar to those described in Section 4.3. Details of FFT and PSD can be found in
Appendix B.
The transverse velocity fluctuation can represent the eddy shedding of the jet mixing
layer between the jets and surrounding. In the benchmark experiment [4], velocity data
were extracted from the shear mixing layer of the left jets. Same as in Section 4.1,
four sample locations were selected on the shear mixing layer along the streamwise
direction as shown in figure 4.9. The fluctuating part of the transverse velocity signal
was extracted from the sample locations for the the FFT analysis. Figure 5.14 shows
the peak frequency at each location in comparison with the PIV data reported by Lee
et al. [4]. LES overpredicted the peak frequency by 25%. However, the four probes
exhibited a similar frequency decay pattern when compared to the PIV data [4]. The
decrease in the dominant frequency was due to the vortex pairing phenomenon as
examined by Shim et al. [42] and Winant et al. [43].
The frequency difference compared to the experimental data was possibly due to
the fact that the experiments were using centrifugal pumps with a 60 Hz pump fre-
quency. Thus, the frequency data from experiments can be affected by the pump. In
contrast to the PANS simulations that used instantaneous PIV data [4] as the bound-
ary condition, in LES, the fluctuating boundary condition did not involve an explicitly
enforced frequency from the PIV data.
Figure 5.15 shows the PSD of turbulence kinetic energy from four sample locations
(locations marked in figure 4.9) using the Welch’s method. The solid red lines represent
the -5/3 slope as proposed by Kolmogorov to describe the energy cascade process,
77
Figure 5.14: Comparison of peak frequency at four sample locations.
where larger eddies break down into smaller eddies in homogeneous turbulent flows.
The energy cascade process occurs in the inertial range in which the energy decays at
a slope that is maintained at -5/3. This is also known as the Kolmogorov -5/3 law.
In figure 5.15, the energy cascade occurs between 30 Hz and 120 Hz, and the viscous
effect gradually took over above 120 Hz. Thus, the PSD decay exhibits a steeper slope.
The results also indicate that the LES grid is sufficiently fine to resolve the inertial
range.
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Figure 5.15: PSD of turbulent kinetic energy of probes from LES.
5.4 POD analysis on LES
The proper orthogonal decomposition (POD) analysis on turbulence research was
introduced by Lumley [44] to identify the most dominant flow features in experimental
data and numerical simulations. The present study uses the snapshot POD method
introduced by Sirovich et al. [45]. A detailed description and analysis of the method
were discussed by Meyer et al. [46]. More details on POD calculation steps can be
found in Appendix C. For a given flow, POD analysis decomposes the velocity field








The vector plots of POD modes 1 and 2 are shown in figure 5.16. In this figure,
the left plots depict the vector plots of POD modes 1 and 2 obtained from the present
LES, and the right plots depict the PIV data reported by [4]. The vortex structures
between the two jets from mode 1 are similar to those of mode 2 data from PIV [4];
however, mode 2 obtained from LES shows similar vortex structures compared to
mode 1 from [4]. In order to explain the discrepancy, the turbulent kinetic energy
distribution associated with the individual mode is shown in figure 5.17. The first
and second modes contained 3.5% and 3.4% of energy respectively, in terms of energy.
The mode number is ranked based on the kinetic energy level, and thus, the mix
between the first two modes when compared to the PIV data [4] was potentially due
to experimental uncertainty or computational uncertainty. In addition, the vortices
marked in figure 5.16 are located near the MP. Thus, POD mode 1 and mode 2 likely
represent the merging behavior of the twin-jet interaction.
The PSD analysis was performed on POD coefficients of mode 1 and mode 2 as
shown in figure 5.18. Mode 1 and mode 2 reveal comparable dominant frequencies
corresponding to 16 Hz, 20 - 21 Hz, and 29 Hz. Lee et al. [4] reported similar frequencies
from their POD analysis on PIV experimental data, which are 16 Hz, 21 Hz, and 31
Hz. This also proved that although the first two modes from LES and PIV exhibit a
mixed match as shown in figure 5.16, they represent analogous vortex structures. As
stated before, the vortex structure from the first two modes are located between y/a =
3 and y/a = 4, i.e., near MP. Therefore, the first two modes characterize the merging
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Figure 5.16: Vector plot of POD mode 1 and mode 2 from LES data and PIV bench-
mark data [4].
behavior between two jets. The spectrum information predicted by LES is comparable
to PIV data [4].
Recall that in figure 5.14, the peak frequency from four sample locations exhibited
a 25% overprediction when compared with that in the experiments and this was poten-
tially due to the frequency of the centrifugal pump used in the experiments. However,
the frequency from the POD coefficient matches well with that in the experiments.
Considering that the first two modes represented vortex structures near MP, this indi-
cated that the fluctuation behavior of the merging of two jets was not affected by the
pump.
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Figure 5.17: Turbulent kinetic energy per POD mode.
Figure 5.18: Spectral analysis of POD coefficients. (Left: mode 1; Right: mode 2).
Cross-correlation can estimate the deterministic correlation between two determin-
istic signals. Figure 5.19 shows the selected POD coefficient from mode 1 and mode 2
plotted versus time (left) and the cross-correlation between those coefficients (right).
The cross-correlation indicates a 9.2 ms delay between mode 1 and mode 2. In com-
parison, in the PIV study, Lee et al. [4] indicated a 10 ms delay between mode 1 and
mode 2. In this regard, the POD results from LES data in modes 1 and 2 agree well
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Figure 5.19: POD coefficient plot with respect to time (left) and cross-correlation
between mode 1 coefficient and mode 2 coefficient.
with the experimental results [4].
Because the mean flow plus mode 1 and mode 2 consisted of over 95% of kinetic
energy, figure 5.20 shows the reconstructed streamwise velocity contour field using the
mean velocity and the first two modes at an arbitrary time. The first two modes reveal
the interaction between jets to a certain extent. Figure 5.21 shows a comparison of the
time-averaged streamwise velocity between the POD reconstructed flow and LES data
profile at y/a = 5.6. It is indicated that the reconstructed mean flow exhibits only
subtle differences when compared to the original data.
As previously stated, mode 1 and mode 2 describe the vortex structure near the MP.
With respect to the reconstructed flow field, the streamwise velocity fluctuation near
the MP is extracted for the PSD analysis. Similarly, the same extraction is performed
from the original LES data. The PSD analysis is performed on the streamwise fluctuat-
ing velocity from the reconstructed flow and LES data, and the spectrum distribution
is shown in figure 5.22. The peak frequencies from both data in figure 5.22 approxi-
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mately correspond to 19 Hz, which is close to the POD coefficients peak frequency at
mode 1 and mode 2. This demonstrated that the first two modes are attributed to the
vortex interaction near the MP. In addition, this comparison showed that the first two
POD modes in twin jets were sufficient to describe the jets interaction behavior and
mean flow.
Figure 5.20: Streamwise velocity contour of reconstructed flow from POD mode 1 and
mode 2.
To further examine the contribution of more modes, the RMS of streamwise velocity
is calculated with different numbers of modes, as shown in figure 5.23. It can be
observed that the structure of RMS contour is formed with 10 POD modes, but the
magnitude is approximately 50% of those using 1,000 modes.
Figures 5.24 and 5.25 indicate reconstructed stream-wise and transverse velocity
fields, respectively, from the first 10, 100, and 1,000 modes. In this study, over 97%
of the turbulent kinetic energy is captured by the first 1,000 modes. As shown in
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Figure 5.21: Comparison of time-averaged streamwise velocity profile at y/a = 5.6
between original LES data and reconstructed flow field.
Figure 5.22: Comparison of spectral density between original LES data and recon-
structed data using the first 2 modes.
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Figure 5.23: Comparison of RMS of streamwise velocity contour between LES data and
reconstructed flow using 2 modes (top left), 10 modes (top right), 50 modes (middle
left), 100 modes (middle right), and 1,000 modes (bottom left).
figures 5.24 and 5.25, an increase in the number of modes considered in POD flow
reconstruction increases the level of detail revealed in the vortex structures. The flow
reconstructed from 1,000 modes appears identical to the LES original data in terms of
contour plots.
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Figure 5.24: Comparison of streamwise velocity contour between LES data and re-
constructed flow field using 10 modes (top right), 100 modes (bottom left), and 1,000
modes (bottom right).
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Figure 5.25: Comparison of transverse velocity contour between LES data and recon-




Three-dimensional steady-state and transient simulations were conducted using the
OpenFOAM solver for a rectangular twin-jet system. The realizable k - ϵ and SST k
- ω models were used for the simulation of twin-jet flows; the results were compared
with those of the steady-state RANS simulations. For parallel twin-jet flows, the two
RANS models realizable k - ϵ and SST k - ω) produced comparable results. The
simulation results were compared with the PIV data [2], and the comparison revealed
a good agreement at selected locations in the merging region. When the PIV data [2]
were used as boundary conditions, the merging points (MPs) were close to those of
the experimental data. Regarding the Reynolds stress values, the RANS simulations
showed discrepancies. The Boussinesq eddy viscosity assumption tended to overpredict
the Reynolds stress components. An investigation on the sensitivity of the boundary
conditions revealed that the mixing characteristics of twin jets are sensitive to the inlet
boundary conditions. The key to accurately predict the flow field and the merging
characteristics of a twin-jet system was the implementation of proper inlet boundary
conditions.
In the second part of this study, the PANS simulation was tested by compar-
ing it with the URANS simulation for the transient state based on the same mesh
and boundary conditions. The PANS model showed a superior capability in resolving
smaller turbulence scales. According to the PSD analysis, the PANS simulation can
resolve higher frequencies compared with URANS for the same mesh size. Regarding
the mean statistics, the PANS simulation yielded an MP of 3.6a, which was close to
experimental measurement (EMP,PANS = 4.3%). With the transient PIV data as the
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boundary condition, the PANS can preserve frequency information at the turbulent jet
mixing layer while URANS tended to make the frequency decay faster.
In the third part, the LES results of turbulent twin jets were validated relative to
the experimental data [4]. The MP and velocity profile at selected locations indicated
a good agreement with the experimental data. The flow in the merging region was
well represented in the LES data. The LES indicated an MP of 3.54a. The energy
cascading phenomenon was observed in the PSD analysis of velocity fluctuation near
MP.
The POD analysis results exhibited similar vortex structures when compared to
the experimental data [4]. The spectral analysis results on POD mode 1 and mode 2
coefficients exhibited a good agreement with those in the experiments [4] with a peak
frequency of 21 Hz. Given that the simulation was not affected by the centrifugal pumps
used in the experiments, the frequencies of the first two POD modes were obtained
independently of input signal frequency. The LES also showed that even with pump
frequency in the affected PIV experiments, the interaction frequency between the two
jets was not affected. Specifically, the POD reconstruction using the first two modes
indicated that the peak frequency near the MP was preserved after reconstruction, and
this could be useful for a reduced order modeling work.
6.1 Computational cost discussion
Figure 6.1 shows the streamwise velocity contour plot as a comparison among the
three turbulent models. For RANS, the velocity is mean velocity, whereas for PANS
and LES, the velocity was instantaneous velocity. It is evident that LES could reveal
clearest transient flow structures in terms of eddies in turbulent flow and interaction
between two jets. However, LES is the most computationally expensive method in this
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study. Thus, it is beneficial to show CPU hours for each type of simulation.
For steady-state RANS, the simulation took approximately 1,000 CPU hours for
the finest mesh in the present work (9.6 million cells). For PANS case (19 million cells),
the simulation performed with 240 cores consumed 33,000 CPU hours. For LES case
(32 million cells), the simulation used up 135,000 CPU hours.
Figure 6.1: Comparison of contour plots of streamwise mean velocity profiles for RANS,
PANS, and LES.
6.2 Future work
The recommend future work includes the following directions:
• The PANS simulation showed a good potential to perform reasonably well with
one-fourth CPU hours cost of LES. An extensive parameter study to determine
the best approach using PANS at various scenarios would be recommended.
• PANS in this study was based on the standard k− ϵ model. In theory, the PANS
91
methodology applies to any RANS models. Thus, it is worthwhile to investigate
PANS based on other RANS models.
• The POD analysis results indicated a promising tool to reveal the fluctuating
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APPENDIX A
ADDITIONAL DETAIL ON GRID CONVERGENCE INDEX
This appendix section provides additional information on Grid Convergence Index
(GCI) and its derivations. GCI was proposed by Roache [29] with the intention of
providing a uniform approach for reporting grid refinement studies. The original GCI
method was used to report the relative difference between two computational grids. As
stated by Roache [30], GCI can also be used to account for uncertainty from a certain
numerical solution, which can be used as the error-bars for CFD results.
Since the GCI method was introduced based on Richardson extrapolation, Ap-
pendix A.1 will present the generalize Richardson extrapolation. Appendix A.2 will
show the development of GCI.
A.1 Generalized Richardson extrapolation
The Richardson extrapolation was originally proposed in 1910 [47]. The basic
concept behind Richardson extrapolation can be explained as follows: if one knows the
rate of convergence of a discretization method with a certain mesh refinement, based
on two discretized solutions from systematic mesh refinement, one can estimate the
exact solution of the mathematical model. The original Richardson extrapolation was
formulated exclusively for a second-order scheme. For a generalized pth-order accurate
scheme, the error expansion is defined as [48]
εh = fh − f̂ = gphp + gp+1hp+1 + gp+2hp+2 + . . . (A.1)
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where the subscript h is the grid spacing, fh is discretized solution, f̂ is the exact
solution, and g are expansion coefficients for the generalized Richardson extrapolation.
Now, we define the grid refinement factor as the ratio of the coarse grid spacing





where h2 is the coarse grid spacing, and h1 is the fine grid spacing.
We have, h2 = rh1, and equation (A.1) from two different meshes can be rewritten
as







frh1 = fexact + gp(rh1)
p + gp+1(rh1)
p+1 +O((rh1)p+2) (A.4)
We eliminate gp by rp× equation (A.3) − equation (A.4):








Combining terms of order hp+1 and higher with the exact solution, we obtain




where f̃ is the estimated solution by the generalized Richardson extrapolation:





Equation (A.7) is the generalized Richardson extrapolation with (p + 1) order ac-
curacy.
A.2 Grid convergence index
To introduce Roache’s grid convergence index, we consider the relative discretiza-






where the subscript 1 represents the fine grid.
Substituting equation (A.7) into the above equation, and using f1 to represent the





To understand the importance of the grid refinement factor r and the discretization
order p in RDE1, consider the following example. Given two numerical solutions of
some quantity of interest f obtained from fine and coarse grid values as 0.95 and 1,
respectively; this gives the a relative difference of 5% between two solutions. For a
2nd order accurate scheme with grid refinement factor r = 2, RDE1 = 1.67%. On
the other hand, for a 1st order accurate scheme with grid refinement factor r = 1.5,
RDE1 = 10%. Therefore, the relative difference between two grid solutions can mean
very different depending on the grid refinement factor r and order of accuracy p.
Roache [29] proposed the original GCI method based on the aforementioned relative
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If a large number of CFD computations are to be performed, one may wish to use






































In the present study with steady state RANS (Section 3), GCIfine was used for




In the present study, spectral analysis was used to investigate the frequency in-
formation from transient simulations (PANS, URANS, and LES), see Sections 4.3.3
and 5.3.3. Fast Fourier Transform (FFT) was used to transform velocity signals from
time domain to frequency domain. Power Spectral Density (PSD) is a method for
evaluating signal power as a function of frequency. This study used PSD to calculate
the turbulent kinetic energy distribution as a function of the signal frequency.
B.1 Fast Fourier transform
All periodic waves can be generated by combining sin and sos waves of different






where f(x) is a series of the signal as a function of x, F (k) is signals in frequency
domain, and k represents frequencies.
Discrete Fourier transform (DFT) is a method that converts a finite sequence of
equally-spaced discrete sample data into a set of complex numbers giving frequency
amplitudes for sin and cos components. FFT is an efficient algorithm to compute DFT.
FFT interprets a series of discrete signal from a time or space domain to a frequency






−i2πkn/N , with k = 0, 1, ..., N − 1 (B.2)
FFT computes the same results as DFT, but reduces the number of operations from
2N2 to 2N · log2N . FFT is a useful technique to reveal periodicities in input signals as
well as the relative strengths of any periodic components. In the present study, FFT is
used to identify dominant frequencies of eddies in turbulent flow from discrete velocity
signals.
B.2 Power spectral density
Power Spectral Density (PSD) is a technique for measuring a signal power content
as a function of frequency. PSD calculation performs a Fourier integral transform on






where Rx (τ) = E[x (t+ τ) · x (t)] which is the autocorrelation function of signal x(t).
Similar to FFT, PSD analysis also converts the signal from time domain to frequency
domain. In contrast to FFT, PSD maps the energy distribution in the frequency
domain.
PSD is useful for investigating turbulent kinetic energy distributions in the fre-
quency domain. For example, the energy cascade process where large-scale motions
induce smaller-scale motions in turbulent flow can be examined by performing a PSD




The proper orthogonal decomposition (POD) method was developed independently
by several researchers; thus, it is known by different names in different fields, such as
singular value decomposition (SVD) [49] or principal component analysis (PCA) [50].
The POD for fluid mechanics was introduced by Lumley [51]. The basic idea of the
POD method is that the field data (for example, the velocity field ui) is approximated






where αni denotes the time-dependent expansion coefficients determined by projecting
the velocity to POD modes, whereas ϕi represents the POD modes in space which will
be defined in equation (C.6)
In this study, instantaneous velocity fields, such as PIV snapshots, are extracted
from the simulation at each time step. The first step for POD analysis involves ob-
taining the mean velocity field. Based on the mean velocity field, the fluctuating part
of the velocity field is calculated at each time step for POD analysis. All fluctuating
velocity components from a single time step are arranged as a column of data. The
present study used 8,250 snapshots for the POD calculation. For N snapshots, the
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The auto-covariance matrix is formulated as
C = UT ·U (C.3)
Then the corresponding eigenvalue problem is solved as
C̃Ai = λiAi (C.4)
The solution is then ordered according to the size of eigenvalues, as
λ1 > λ2 > . . . > λN = 0 (C.5)




, i = 1, 2, . . . , N (C.6)
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where “|| ||” is the matrix norm operator.
Each snapshot can be expanded into a series of POD modes with an expansion
coefficient ai for each POD mode i. The coefficients are known as POD coefficients,
which can be determined by projecting the fluctuating part of the velocity field onto
the POD modes. The POD coefficient can be calculated using equation (C.7).
αi = ϕ
iun (C.7)
From Fukunaga [52], the amount of total kinetic energy from velocity fluctuations
associated with a given POD mode is proportional to the corresponding eigenvalue.
Thus, the ordering eigenvalues in equation (C.5) can ensure that the most important
mode in terms of energy is the first mode. The results and discussions on POD analysis
with LES data are presented in Section 5.4.
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