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Abstract. Let P0 denote the Wiener measure defined on the canonical space
(
Ω = C(R+,R),
(Xt)t≥0, (Ft)t≥0
)
, and (St) (resp. (It)), be the one sided-maximum (resp. minimum), (L
0
t ) the local
time at 0, and (Dt) the number of down-crossings from b to a (with b > a). Let f : R×Rd −→]0,+∞[ be
a Borel function, and (At) be a process chosen within the set :
{
(St); (St, t); (L
0
t ); (St, It, L
0
t ); (Dt)
}
,
which consists of 5 elements. We prove a penalization result : under some suitable assumptions on f ,
there exists a positive
(
(Ft), P0
)
-martingale (Mft ), starting at 1, such that :
lim
t→∞
E0
[
1Γsf(Xt, At)
]
E0[f(Xt, At)]
= Qf0 (Γs) := E0
[
1ΓsM
f
s
]
, ∀Γs ∈ Fs and s ≥ 0. (0.1)
We determine the law of (Xt) under the p.m. Q
f
0 defined on
(
Ω,F∞
)
by (0.1). For the 1st, 3rd and
5th elements of the set, we prove first that Qf0(A∞ <∞) = 1, and more generally Qf0 (0 < g <∞) = 1
where g = sup{s > 0, As = A∞} (with the convention sup ∅ = 0). Secondly, we split the trajectory of
(Xt) in two parts : (Xt)0≤t≤g and (Xt+g)t≥0, and we describe their laws under Q
f
0 , conditionally on
A∞. For the 2nd and 4th elements, a similar result holds replacing A∞ by resp. S∞, S∞ ∨ I∞.
Key words and phrases : penalization, enlargement of filtration, maximum, minimum, local time,
down-crossings.
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1 Introduction
1.1 Let (Px)x∈R be the family of Wiener measures defined on the canonical space
(
Ω = C(R+,R),
(Xt)t≥0, (Ft)t≥0
)
. To an (Ft)-adapted, non negative process (Ft)t≥0 such that 0 < Ex(Ft) < ∞, for
any t ≥ 0, x ∈ R, we associate the probability measure QFx,t defined on (Ω, Ft) as follows :
QFx,t(Γt) =
1
Ex[Ft]
Ex[1ΓtFt], Γt ∈ Ft. (1.1)
A priori, the family (QFx,t ; t ≥ 0) is not consistent : QFx,t(Γs) may be different from QFx,s(Γs)
for Γs ∈ Fs and s < t; in fact, it is easy to see that (QFx,t; t ≥ 0) is consistent, if and only if
F˜t = Ft/Ex[Ft] ; t ≥ 0 is a Px-martingale. When this condition holds, we write QF˜x instead of QFx,t.
QF˜x is well defined since Q
F˜
x (Γs) = Ex[1Γs F˜t], Γs ∈ Fs and s ≤ t.
In a previous study ([12], [13]), we have considered Ft = exp
{
− 1
2
∫ t
0
V (Xs)ds
}
, where V : R −→ R+
is a Borel function. Our basic result was the following : under some suitable assumptions on V , for
any given s ≥ 0 and Γs in Fs, QFx,t(Γs) converges as t→∞, to QF˜x (Γs) where F˜ is the (Px)-martingale
:
F˜t =
ϕV (Xt)
ϕV (X0)
Ft =
ϕV (Xt)
ϕV (X0)
exp
{
− 1
2
∫ t
0
V (Xs)ds
}
, (1.2)
and ϕV is a ”good” positive solution of the Sturm-Liouville equation ϕ
′′ = V ϕ. The weak convergence
of QFx,t to Q
F˜
x , t→∞, is a direct consequence of the two following facts :(
(Xt, Ft) ; t ≥ 0
)
is a Markov process, (1.3)
Ex[Ft] = Ex
[
exp
{
− 1
2
∫ t
0
V (Xs)ds
}]
∼
t→∞
t−kϕV (x), for some k ≥ 0. (1.4)
1.2 The goal of this paper is to deal with a more general setting by considering Ft = f(Xt, At), where
f : R× Rd −→]0,+∞[ is a Borel function, (At ; t ≥ 0) is (Ft) adapted and Rd- valued. We suppose
moreover :(
Yt
(def)
= (Xt, At) ; t ≥ 0
)
is a
(
(Px)x∈R ; (Ft)t≥0
)
-Markov process. (1.5)
Let (Λt)t≥0 =
(
Λt(y, dy
′) = Λt(x, a; dx′da′); t ≥ 0
)
be its semigroup (we denote y = (x, a) and
y′ = (x′, a′)).
To recover the setting of [12], [13] recalled above, it suffices to choose d = 1, f(x, a) = e−a/2 and
At =
∫ t
0
V (Xs)ds. Let (Q
F
x,t; x ∈ R, t ≥ 0) be the family of p.m. (≡ probability measures) associated
with (Ft)t≥0 :
QFx,t(Γt) =
1
Ex[Ft]
Ex[1ΓtFt] =
1
Ex
[
f(Xt, At)
]Ex[1Γtf(Xt, At)], Γt ∈ Ft, t ≥ 0. (1.6)
We now present a ”meta-theorem”, i.e. a statement which will hold in great generality, so much so
that our remaining study shall consist in verifying that the hypotheses of Theorem 1.1 hold in various
cases.
2
Theorem 1.1 Let y0 = (x0, a0). We suppose Px0(A0 = a0) = 1 and
Ms(y0, f ; y) := lim
t→∞
Λt−s(f)(y)
Λt(f)(y0)
(1.7)
exists, for any s ≥ 0 and y = (x, a) ∈ R× Rd,
Λt−s(f)(y)
Λt(f)(y0)
≤ C(s, y) ; ∀t > s, (1.8)
where Ex0
[
C(s, Ys)
]
<∞.
Then :
1. (Ms :=Ms(y0, f ;Ys); s ≥ 0) is a non-negative Px0-martingale, and M0 = 1, Px0-a.s.
2. QFx0,t converges weakly to Q
M
x0 , t → ∞ (i.e. limt→∞Q
F
x0,t(Γs) = Q
M
x0(Γs), ∀Γs ∈ Fs, ∀s > 0),
where :
QMx0(Γs) = Ex0 [1ΓsMs], Γs ∈ Fs ; s ≥ 0. (1.9)
By definition, the p.m. QFx0,t is absolutely continuous on (Ω,Ft), with respect to the Wiener measure.
The Radon-Nikodym density Ft/E[Ft] may be interpreted as a weight or a penalization as it is done
in statistical mechanics. In the sequel, Theorem 1.1 will be refered to as a penalization principle.
Proof of Theorem 1.1 Let s > 0 and Γs ∈ Fs fixed. Using the definition of QFx,t(Γs) and the
Markov property we have :
QFx0,t(Γs) = Ex0
[
1Γs
Λt−s(f)(Xs, As)
Λt(f)(x0, A0)
]
.
Property (1.7) and inequality (1.8) allow us to apply the dominated convergence theorem :
lim
t→∞
QFx0,t(Γs) = Q
M
x0(Γs),
where Ms =Ms(y0, f ;Ys).
It is clear that M0(y0, f ;Y0) = 1; consequently Px0(M0 = 1) = 1.
Let 0 ≤ s < s′ and Γs ∈ Fs; since Γs ∈ Fs′ we have : Ex0 [1ΓsMs] = Ex0 [1ΓsMs′ ]. This means that
(Mt) is a Px0-martingale.
1.3 In this paper, we investigate four cases of examples involving respectively for (At) :
• the unilateral maximum (resp. minimum) St (resp. It) : St = max
0≤u≤t
Xu (resp. It = − min
0≤u≤t
Xu).
We also consider, in the same case study the two-dimensional process (St, t).
• (L0t ; t ≥ 0) the local time at 0 of (Xt)t≥0.
• The triplet ((St, It, L0t ); t ≥ 0).
• (Dt; t ≥ 0) the number of down-crossings of X from level b to level a.
We observe that, in all cases, the function Ms(y0, f ; y) may be written as :
M(f ; y)
M(f ; y0)
eαs,
for some function M and some α ∈ R; in fact α = 0, except for the case 1, b), as shown below.
Since s→Ms(y0, f ;Ys) is a Px0-martingale, it is clear that s→M(f ;Ys)eαs is also a Px0 -martingale.
The results are summarized in the following Table :
3
Cases At Ft M(f ;Yt)e
αt Theorem
1 a) St ϕ(St) M
ϕ
t 3.6
b) (St, t) ϕ(St)e
λ(St−Xt) Mλ,ϕt 3.9
2 L0t h
+(L0t )1{Xt>0} + h
−(L0t )1{Xt<0} M
h+,h−
t 3.13
3 (St, It, L
0
t ) Aν(St, It, L
0
t ) M
ν
t 3.18
4 Dt ∆G(Dt) M
↓,G
t 3.21
These four cases will be treated in sections 3.1-3.4 respectively.
Let us describe the martingale M(f ;Yt)e
αt for each case.
Case 1. a) We have :
Mϕt = (St −Xt)ϕ(St) + 1− Φ(St), (1.10)
where ϕ : R 7→ R+ is bounded,
∫
R
ϕ(u)du = 1 and Φ(x) =
∫ x
−∞
ϕ(u)du.
b) More generally, for λ > 0 :
Mλ,ϕt =
{
(1− Φ(St)) cosh
(
λ(St −Xt)
)
+ ϕ(St)
sinh
(
λ(St −Xt)
)
λ
}
e−λ
2t/2, (1.11)
where ψ : R 7→ R+, ξλ(x) = eλx1{x<0}, 1− Φ = ψ ∗ ξλ and ϕ = Φ′.
Both families (Mϕt ,M
λ,ϕ
t ) were intensively used in [1] to solve Skorokhod’s problem for Brownian
motion. The class (Mϕt ) (resp. (M
λ,ϕ
t ) is defined in detail in Proposition 3.1 (resp. Proposition 3.3)
and the special case of the related meta-theorem in Theorem 3.6 (resp. Theorem 3.9).
Case 2. Let h+, h− : R+ −→ R+ be two Borel, bounded functions, H(l) := 1
2
∫ l
0
(
h+(u) + h−(u)
)
du.
We suppose H(+∞) = 1. (Mh+,h−t ) is the martingale :
Mh
+,h−
t = X
+
t h
+(L0t ) +X
−
t h
−(L0t ) + 1−H(L0t ). (1.12)
These martingales appear in[7].
The limit theorem associated with At = L
0
t is stated, only with x0 = 0, in Theorem 3.13.
Case 3. Let ν be a p.m. on [α,∞[×[α,∞[ for some α > 0 and :
Aν(s, i, l) =
∫
R2+
e
1
2
(
1
a
+ 1
b
)
l1{a≥s,b≥i}ν(da, db) ; s, i, l ≥ 0.
(Mνt ) is the martingale :
Mνt =
∫
R2+
(
1− X
+
t
a
)(
1− X
−
t
b
)
exp
{1
2
(1
a
+
1
b
)
L0t
}
1{St≤a,It≤b}ν(da, db). (1.13)
Some properties of the family (Mνt ) are given in Proposition 3.16, and the penalization principle is
stated in Theorem 3.18.
Case 4. Let Dt be the number of down-crossings from b to a, achieved by (Xt) up to time t, and(
G(n)
)
n≥0 be a decreasing sequence of positive numbers such that G(0) = 1 and limn→∞
G(n) = 0. Then
M↓,Gt =
∑
n≥0
{
1[σ2n,σ2n+1[(t)
(
G(n)
2
(
1 +
b−Xt
b− a
)
+
G(n+ 1)
2
Xt − a
b− a
)
(1.14)
4
+1[σ2n+1,σ2n+2[(t)
(
G(n+ 1)
2
(
1 +
b−Xt
b− a
)
+
G(n)
2
Xt − a
b− a
)}
.
where σ0 = 0 and (σn)n≥1 is defined inductively as follows : σ1 = inf{t ≥ 0 ; Xt > b}, σ2 = inf{t ≥
0, Xt < a}, σ2n+1 = σ1◦θσ2n , σ2n+2 = σ2◦θσ2n+1 , where (θu)u≥0 denotes the family of shift operators
on the canonical space.
The corresponding case of the meta-theorem is stated in Theorem 3.21.
1.4 Theorem 1.1 leads naturally to ask for a description of the law of (Xt)t≥0 under QMx0 . Since
(Mt)t≥0 is a strictly positive (Px0)-martingale, it may be written as an exponential martingale :
Mt = E(J)t = exp
{∫ t
0
JsdXs − 1
2
∫ t
0
J2s ds
}
,
for some adapted process (Jt)t≥0.
Girsanov’s Theorem implies that (βt; t ≥ 0) =
(
Xt −
∫ t
0
Js ds; t ≥ 0
)
is a QMx0-Brownian motion.
Suppose that (x, a) −→ M(f ;x, a) is of class C2,1 and (At) has bounded variation. Then by Ito’s
formula we obtain :
Jt = α+
∂
∂x
(
log
(
M(f ;Xt, At)
))
.
Consequently (Xt) solves the following stochastic differential equation :
Xt = βt +
∫ t
0
(
α+
∂M
∂x
M
(f ;Xs, As)
)
ds. (1.15)
We may recover (1.15) in a different manner. Suppose for simplicity that α = 0 . It is clear that(
M(f ;Ys); s ≥ 0
)
is a non-negative Px0 -martingale. In other words, y → M(f ; y) is a non-negative
harmonic function with respect to (Yt)t≥0, under Px0 . In particular (Yt)t≥0 is a Q
M
x0-Markov process
with semigroup :
ΛMt (g)(y) =
Λt
(
gM(f ; ·))(y)
M(f ; y)
.
If (x, a) 7→M(f ;x, a) is of class C2,1, then the generator associated with the semigroup (ΛMt ) is
1
2
∂2
∂x2
+
∂M
∂x
M
(f ;x, a)
∂
∂x
+
∂M
∂a
M
(f ;x, a)
∂
∂a
.
This gives a new proof of (1.15).
However in our four classes of examples we observe that the drift term in (1.15) is explicit but com-
plicated and therefore does not allow to identify directly the law of (Xt) under Q
M
x0 . Suppose that
(At)t≥0 is a one-dimensional process, Qx0(A0 = 0) = 1 and t→ At is continuous and non-decreasing.
The r.v. A∞, which may be infinite, plays a central role in our approach. We claim that we may
compute the distribution function of A∞ under Qx0 . Let (A
−1
t )t≥0 be the right inverse of s 7→ As, i.e.
: A−1t = inf{s ≥ 0, As > t}. We have :
Qx0(At > α) = Qx0(A
−1
α < t) = Ex0 [1{A−1α <t}Mt] = Ex0 [1{A−1α <t}MA−1α ].
Note that the last equality follows from the optional stopping theorem.
Since MA−1α ≥ 0, taking t→∞, in the previous expression, we get :
Qx0(A∞ > α) = Ex0
[
1{A−1α <∞}MA−1α
]
= Ex0
[
1{A−1α <∞}M(x0, 0, f ;XA−1α , α)
]
.
In cases 1 (with A = S only), 2 and 4, we prove that Qx0(A∞ < ∞) = 1, and more generally
Qx0(0 < g < ∞) = 1 where g = sup{s > 0, As = A∞} (with the convention sup ∅ = 0). To describe
the law of (Xt) under Qx0, it is convenient to split the whole trajectory in two parts : (Xt)0≤t≤g and
5
(Xt+g)t≥0. We observe that the random time g is not a (Ft)-stopping time but it is a last exit time.
Using the technique of enlargement of filtrations, we are able to describe the law of (Xt)0≤t≤g and
(Xt+g)t≥0 under QMx0 , conditionally to A∞ (see Theorems 4.6, 4.8 and 4.11).
As for case 3
(
i.e. At = (St, It, L
0
t )
)
, we prove that Q0(X
∗
∞ <∞) = 1, with X∗∞ = sup
t≥0
|Xt| = S∞ ∨ I∞.
However Q0(L
0
∞ = ∞) = 1. Conditionally on X∗∞, the law of (Xt)t≥0 is given in Theorem 4.9, via a
path decomposition at time g = sup{t ≥ 0; |Xt| = X∗∞}.
1.5 In Section 5, we recover previous results, using a direct approach based on a disintegration of Q0.
We exhibit a family
(
Q
(a)
0 ; a ∈ Rd
)
of p.m. on
(
Ω,F∞
)
such that :
Q0(·) =
∫
Rd
Q
(a)
0 (·)µ(da), (1.16)
where in cases 1 (resp. 2, 3), µ is the law of S∞ (resp. L0∞, (S∞, I∞, L
0
∞)).
We are able to determine the law of (Xt) under Q
(a)
0 , for any a. Moreover this distribution does not
depend on f .
1.6 Finally, in Section 6, we present several other directions of research, which we have now begun to
investigate and will be the subject of a future publication.
2 Notation
In the sequel of the paper we shall use intensively the following notation and conventions.
• (Ω = C(R+,R), (Xt)t≥0, (Ft)t≥0) is the canonical space, with (Xt)t≥0 the coordinate maps :
Xt(ω) = ω(t) and Ft = σ{Xs; 0 ≤ s ≤ t} ; t ≥ 0.
• (Px)x∈R is the family of Wiener measures on the canonical space Ω : under Px, (Xt)t≥0 is a
one-dimensional Brownian motion started at x.
Let λ and x be two real numbers. We denote by P
(λ)
x the p.m. on the canonical space, under
which (Xt)t≥0 is a Brownian motion with drift λ, started at x. Obviously Px = P
(0)
x and (Xt)t≥0
is distributed under P
(λ)
x as (Xt + λt)t≥0 under Px.
If Q is a probability measure (p.m.) on Ω, the expectation with respect to Q is denoted EQ.
However if Q = Px, we shall write Ex for EPx for simplicity.
• (θt)t≥0 is the family of shift operators from Ω to Ω, defined by θt(ω)(s) = ω(t+s) ; s ≥ 0, t ≥ 0.
• For any a ∈ R, Ta is the first hitting time of level a, namely : Ta = inf{t ≥ 0, Xt = a}. We
adopt the convention inf{∅} = +∞.
• (St; t ≥ 0) (resp. (−It; t ≥ 0)), is the one-sided maximum (resp. minimum) :
St = sup
0≤u≤t
Xu ; It = − inf
0≤u≤t
Xu.
• The bilateral maximum (X∗t )t≥0 is the process :
X∗t = St ∨ It = sup
0≤u≤t
|Xu|.
• (Lxt ;x ∈ R, t ≥ 0) is the jointly continuous family of local times associated with (Xt)t≥0. For
simplicity we write (Lt)t≥0 instead of (L0t )t≥0.
• If J is a predictable process (with respect to (Ft)) such that
∫ t
0
J2s ds < ∞ Px a.s. for every t,
then we denote by E(J)t the Px-local martingale :
exp
{∫ t
0
JsdXs − 1
2
∫ t
0
J2s ds
}
, t ≥ 0.
6
3 Penalization and associated martingales
3.1 Case 1 : The one-sided maximum
In this section, we consider two families of local martingales (Mϕt ) and (M
λ,ϕ
t ) involving the one-
sided maximum. These local martingales are well-known : they play a prominent role in Aze´ma-Yor’s
solution of Skorokhod’s problem studied in [1]. We will show (see Theorems 3.6 and 3.9) that a
sub-class of the previous local martingales appears naturally after a penalization procedure.
3.1.1 The local martingales associated with the one-sided maximum
Let us start with local martingales of the form H(Xt, St), and more generally H(Xt, St, t), for some
function H .
Proposition 3.1 1. Let ϕ : R −→]0,+∞[ be a Borel function such that∫ ·
−∞
ϕ(u)du <∞, and define Φ(s) =
∫ s
−∞
ϕ(u)du. Then :
Mϕt := (St −Xt)ϕ(St) + 1− Φ(St), (3.1)
is a Px-martingale, M
ϕ
0 = 1− Φ(x), Px a.s., and :
Mϕt = 1− Φ(x)−
∫ t
0
ϕ(Su)dXu. (3.2)
2. Suppose moreover :∫
R
ϕ(u)du = 1. (3.3)
Then under Px, M
ϕ
t > 0 and M
ϕ
t = (1− Φ(x))E(Jϕ)t where :
Jϕt = −
ϕ(St)
Mϕt
= − ϕ(St)
(St −Xt)ϕ(St) + 1− Φ(St) . (3.4)
Remark 3.2 1. Note that the local martingale (Mϕt ) is actually a martingale since :
sup
0≤u≤t
|Mϕu | ≤ 1 + 2||ϕ||∞ sup
0≤u≤t
|Xu|.
2. Taking ϕ(u) =
1
a
1[0,a](u), with a > 0, we obtain : Φ(x) =
1
a
(
x ∧ a) and Mϕt = 1− Xt∧Taa .
We now recall the definition of Kennedy’s martingales, which also played some role in the computation
of the laws of the stopping times studied in [1] .
Proposition 3.3 Let λ > 0, ϕ : R −→ R be a locally integrable function, Φ be any primitive of ϕ
(ϕ(x) = Φ′(x)). Let (Mλ,ϕt ) be the process :
Mλ,ϕt :=
{
(1− Φ(St)) cosh
(
λ(St −Xt)
)
+ ϕ(St)
sinh
(
λ(St −Xt)
)
λ
}
e−λ
2t/2, (3.5)
Then :
1. (Mλ,ϕt ) is a Px-local martingale. Under Px, M
λ,ϕ
0 = 1− Φ(x) and :
Mλ,ϕt = 1−Φ(x)−
∫ t
0
{
−λ(1−Φ(Su)) sinh (λ(Su−Xu))+ϕ(Su) cosh (λ(Su−Xu))}e−λ2u/2dXu.
(3.6)
7
2. Let x0 ∈ R. Then Mλ,ϕt ≥ 0, ∀t ≥ 0 , Px0 a.s. if and only if there exists a Borel function
ψ : R 7→ [0,∞[ and a non-negative constant κ such that the two following conditions hold :∫ ∞
x0
ψ(z)e−λzdz <∞, (3.7)
1− Φ(y) = eλy
(
κ+
∫ ∞
y
ψ(z)e−λzdz
)
, y ≥ x0. (3.8)
Assuming that (3.7) and (3.8) hold, then (Mλ,ϕt ) is a Px0-martingale.
3. Let ψ : R 7→ [0,∞[ be a Borel function satisfying :∫ ∞
x
ψ(z)e−λzdz <∞, ∀x ∈ R. (3.9)
Let Φ : R 7→ R be the function :
Φ(y) = 1− eλy
∫ ∞
y
ψ(z)e−λzdz, y ∈ R. (3.10)
Then :
ϕ(y) = Φ′(y) = ψ(y)− λeλy
∫ ∞
y
ψ(z)e−λzdz, (3.11)
(Mλ,ϕt ) is a Px-martingale and :
Mλ,ϕt =
{
ψ(St)
sinh
(
λ(St −Xt)
)
λ
+ eλXt
∫ ∞
St
ψ(z)e−λzdz
}
e−λ
2t/2. (3.12)
Suppose moreover ψ > 0, then under Px : M
λ,ϕ
t > 0 and M
λ,ϕ
t = (1− Φ(x))E(Jλ,ϕ)t, where :
Jλ,ϕt = −λ
ϕ(St) cosh
(
λ(St −Xt)
)
+ λ
(
1− Φ(St)
)
sinh
(
λ(St −Xt)
)
λ
(
1− Φ(St)
)
cosh
(
λ(St −Xt)
)
+ ϕ(St) sinh
(
λ(St −Xt)
) . (3.13)
Proof of Proposition 3.3 1) If ϕ is of class C1, then point 1) of Proposition 3.3 is a direct
consequence of Itoˆ’s formula and the fact that dS is carried by {S−X = 0}. The general case follows
from the monotone class theorem.
2) Let us investigate the positivity of Mλ,ϕt , under Px0 . It is clear that : M
λ,ϕ
t ≥ 0, ∀t ≥ 0 , Px0 a.s.
is equivalent to :
(1− Φ(y)) cosh (λ(y − x))+ ϕ(y) sinh (λ(y − x))
λ
≥ 0,
for all x and y such that y ≥ x0 and x ≤ y.
Setting u = y − x and rewriting sinh and cosh in terms of exponential functions, it is easy to check
that the previous inequality is equivalent to :
e2λu
(
(1− Φ(y)) + ϕ(y)
λ
)
+ 1− Φ(y)− ϕ(y)
λ
≥ 0, ∀u ≥ 0, y ≥ x0.
Since αY1 + Y2 ≥ 0, ∀α ≥ 1 iff Y1 ≥ 0 and Y1 + Y2 ≥ 0, the previous inequality is equivalent to :
1− Φ(y) + ϕ(y)
λ
≥ 0, ∀y ≥ x0, (3.14)
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and
Φ(y) ≤ 1, ∀y ≥ x0. (3.15)
Consequently the function ψ defined by
ψ(y) = λ(1 − Φ(y)) + ϕ(y), y ≥ x0, (3.16)
takes its values in [0,∞[.
Recall that Φ′ = ϕ, hence (3.16) may be interpreted as an ordinary linear differential equation in Φ,
which is easily solved :
Φ(y) = 1 + eλy
(
κ0 +
∫ y
x0
ψ(z)e−λzdz
)
, y ≥ x0, (3.17)
where κ0 is a constant.
Since (3.14) and (3.17) are equivalent, it remains to deal with (3.15). Obviously this inequality is
equivalent to :
κ0 +
∫ y
x0
ψ(z)e−λzdz ≤ 0, ∀ y ≥ x0.
The function ψ being non-negative, this last condition is equivalent to (3.7) and
κ = −κ0 −
∫ ∞
x0
ψ(z)e−λzdz ≥ 0.
Relation (3.8) is a direct consequence of (3.17).
3) Choosing κ = 0 in(3.8), we easily obtain (3.11)-(3.13).
4) Suppose that Φ is given by (3.8) and ψ verifies (3.7). We know that (Mλ,ϕt ) is a non-negative local
martingale. We would like to prove that it is in fact a Px-martingale.
a) Let ψn(y) = ψ(y)1{y≤n}, ϕn = Φ′n, with Φn(y) = 1− eλy
∫ ∞
y
ψn(z)e
−λzdz.
Since for any y ≥ x, we have :∫ ∞
y
ψn(z)e
−λzdz ≤
∫ ∞
y
ψ(z)e−λzdz ≤
∫ ∞
x
ψ(z)e−λzdz,
then
• eλXt
∫ ∞
St
ψ(z)e−λzdz and eλXt
∫ ∞
St
ψn(z)e
−λzdz are Px-integrable r.v.’s,
• eλXt
∫ ∞
St
ψn(z)e
−λzdz goes to eλXt
∫ ∞
St
ψ(z)e−λzdz, in L1(Ω, Px), as n→∞.
b) For u ≥ 0, we have sinh(u) ≤ eu, then inequality (3.32) (which will be proved independently later)
implies that Ex[ψ(St)e
λ(St−Xt)] <∞ and
lim
n→∞
|Ex[ψ(St)eλ(St−Xt)]− Ex[ψn(St)eλ(St−Xt)]| = lim
n→∞
Ex[ψ(St)1{St>n}e
λ(St−Xt)] = 0.
c) Consequently the representation (3.12) implies that Ex[M
λ,ϕ
t ] < ∞ and Mλ,ϕnt goes to Mλ,ϕt , in
L1(Ω, Px), as n→∞.
It is clear that (Mλ,ϕnt ) is a Px-martingale. As a result, (M
λ,ϕ
t ) is a Px-martingale.
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Remark 3.4 Recall that under P
(−λ)
x , (Xt) is a Brownian motion with drift −λ, started at x.
Let (M˜t) be the process :
M˜t :=M
λ,ϕ
t e
{
λXt+λ
2t/2
}
=
ψ(St)
2λ
(
eλSt − e{λ(2Xt−St)})+ e2λXt ∫ ∞
St
ψ(z)e−λzdz, t ≥ 0. (3.18)
It is clear that (M˜t) is a P
(−λ)
x martingale.
But P (−λ)x
(
lim
t→∞
Xt = −∞
)
= 1, therefore, under P
(−λ)
x :
lim
t→∞
M˜t = M˜∞ :=
ψ(S∞)
2λ
eλS∞ .
Recall that (see e.g. Williams [17]; but this result also follows from Theorem 4.4, 1.):
P (−λ)x (S∞ > y) = P
(−λ)
0 (S∞ + x > y) = e
−2λ(y−x), y ≥ x. (3.19)
This directly implies :
E(−λ)x
[ψ(S∞)
2λ
eλS∞
]
= e2λx
∫ ∞
x
ψ(y)e−λydy <∞.
Finally, (M˜t) is a non-negative P
(−λ)
x martingale, converging a.s. to M˜∞ ∈ L1(Ω) and
E(−λ)x [M˜0] = (1 − Φ(x))eλx = e2λx
∫ ∞
x
ψ(y)e−λydy = E(−λ)x [M˜∞].
As a result, (M˜t) is a uniformly integrable P
(−λ)
x martingale, and :
M˜t = E
(−λ)
x
[ψ(S∞)
2λ
eλS∞ |Ft
]
, t ≥ 0. (3.20)
This easily implies that (Mλ,ϕt ) is a Px-martingale. Hence the arguments developed in this remark may
be used instead of those in point 4) of the Proof of Proposition 3.3.
Remark 3.5 1. Suppose that ψ verifies the conditions given in 3. of Proposition 3.3 and∫
R
ψ(z)dz = 1. We observe that Mλ,ϕt , as defined in (3.5), converges as λ → 0, to Mϕt . This
leads us to adopt the convention M0,ϕt =M
ϕ
t .
2. If ϕ = 0, then Mλ,0t = cosh
(
λ(St −Xt)
)
e−λ
2t/2.
3.1.2 Penalization involving the unilateral maximum
As in sub-section 3.1, ϕ : R 7→]0,∞[ is a Borel function. We suppose moreover that (3.3) holds. Hence
ϕ is actually a probability density function. We denote Φ(x) =
∫ x
−∞
ϕ(y)dy. As we shall see, the
martingales involved in the penalization result stated below, belong to the family (Mϕt ) as defined in
Proposition 3.1.
Theorem 3.6 Let ϕ be as above.
1. Let u ≥ 0 and x ∈ R. For any Γu in Fu, we have :
lim
t→∞
Ex
[
1Γuϕ(St)
]
Ex
[
ϕ(St)
] = 1
1− Φ(x)Ex[1ΓuM
ϕ
u ], (3.21)
where (Mϕu )u≥0 is the martingale defined in (3.1).
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2. Let (Qϕx)x∈R be the family of probabilities on
(
Ω,F∞
)
:
Qϕx(Γu) =
1
1− Φ(x) Ex[1Γu M
ϕ
u ], for any u ≥ 0, and Γu ∈ Fu. (3.22)
Then, under Qϕx , the process
(
Xt−x+
∫ t
0
ϕ(Su)
Mϕu
du; t ≥ 0
)
is a Brownian motion, started at 0.
Remark 3.7 (Mϕt ; t ≥ 0) is a Px-martingale but it is not uniformly integrable (u.i.) : indeed,
(Mϕt ; t ≥ 0) is a positive martingale, thus it converges a.s. to Mϕ∞ ≥ 0, as t → ∞. Let (tn)n≥1 be
an increasing sequence of times such that Xtn = Stn , e.g. : tn = inf{u ≥ 0, Xu = n} is convenient.
Since Mϕtn = 1− Φ(Stn), under Px, Mϕtn goes a.s. to 0, as n→∞. Hence, Mϕ∞ = 0.
The proof of Theorem 3.6 requires a preliminary result.
Lemma 3.8 Let x ≤ a and ϕ0 : [a,+∞[ 7→ R+ such that
∫ ∞
a
ϕ0(u)du < +∞. Then :
E0
[
ϕ0
(
a ∨ (x+ Su)
)]
∼
u→∞
√
2
piu
{
(a− x)ϕ0(a) +
∫ ∞
a
ϕ0(y)dy
}
, (3.23)
E0
[
ϕ0
(
a ∨ (x+ Su)
)] ≤√ 2
piu
{
(a− x)ϕ0(a) +
∫ ∞
a
ϕ0(y)dy
}
, (3.24)
E0
[
ϕ0
(
a ∨ (x+ Su)
)] ≥√ 2
piu
∫ ∞
0
ϕ0(y) e
−(y−x)2/2dy, for any u ≥ 1. (3.25)
Proof of Lemma 3.8. We have :
E0
[
ϕ0
(
a ∨ (x + Su)
)]
= ϕ0(a)P0(x+ Su ≤ a) + E0
[
ϕ0(x + Su)1{x+Su≥a}
]
Recall that under P0,
Su
(d)
= |Xu|(d)=
√
u|X1|. (3.26)
Consequently,
E0
[
ϕ0
(
a ∨ (x+ Su)
)]
= ϕ0(a)
√
2
pi
∫ (a−x)/√u
0
e−z
2/2dz +
√
2
piu
∫ ∞
a
ϕ0(y)e
−(y−x)2/2udy.
Then (3.23) and (3.24) follow immediately.
As for (3.25), we have :
E0
[
ϕ
(
a ∨ (x + Su)
)] ≥√ 2
piu
∫ ∞
a
ϕ0(y)e
−(y−x)2/2udy ≥
√
2
piu
∫ ∞
a
ϕ0(y)e
−(y−x)2/2dy,
if u ≥ 1.
Proof of Theorem 3.6
1) Let s ≥ 0, x ∈ R and Γs ∈ Fs be fixed. We consider t > s. Since St = Ss ∨
{
Xs + sup
0≤u≤t−s
(Xu+s −
Xs)
}
, and under Px, (Xu+s −Xs;u ≥ 0) is a Brownian motion started at 0,
Ex
[
ϕ(St)|Fs
]
= ϕ˜(Ss, Xs; t− s),
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where
ϕ˜(a, x; r) = E0
[
ϕ
(
a ∨ (x+ Sr)
)]
.
Lemma 3.8 implies :
Ex
[
ϕ(St)|Fs
]
∼
t→∞
√
2
pi(t− s)M
ϕ
s .
Using Lemma 3.8 with x = a, we obtain :
Ex
[
ϕ(St)
]
= E0
[
ϕ(x + St)
]
∼
t→∞
√
2
pit
(
1− Φ(x)).
It is now easy to check (3.21), using the two previous estimates, (3.24), (3.25) and :
Ex
[
1Γsϕ(St)
]
Ex
[
ϕ(St)
] = Ex[1ΓsEx[ϕ(St)|Fs]
Ex
[
ϕ(St)
] ].
2) By Proposition 3.1, we know that
( 1
1− Φ(x)M
ϕ
t
)
t≥0
may be written as an exponential martingale.
Consequently, point 2) of Theorem 3.6 is a direct consequence of Girsanov’s theorem (cf [10], p.
311-313).
We would like to generalize Theorem 3.6, replacing the normalization coefficient ϕ(St) by a function
of (Xt, St). As Theorem 3.9 below shows, a good candidate is ψ(St)e
λ(St−Xt) where λ > 0 and
ψ : R+ → R+ satisfies some conditions.
Theorem 3.9 Let λ > 0 and ψ : R 7→]0,+∞[ satisfying (3.9). Let Φ be the function associated with
ψ via (3.10) and ϕ = Φ′.
1. Let u > 0, x ∈ R and any Γu in Fu. Then :
lim
t→∞
Ex
[
1Γuψ(St)e
λ(St−Xt)]
Ex
[
ψ(St)eλ(St−Xt)
] = 1
1− Φ(x)Ex[1ΓuM
λ,ϕ
u ], (3.27)
where (Mλ,ϕu ) is the Px-martingale defined in Proposition 3.3.
2. Let (Qλ,ϕx )x∈R be the family of probabilities on
(
Ω,F∞
)
:
Qλ,ϕx (Γu) =
1
1− Φ(x) Ex[1Γu M
λ,ϕ
u ], for any u ≥ 0, and Γu ∈ Fu. (3.28)
Then, under Qλ,ϕx , the process(
Xt − x+ λ
∫ t
0
ϕ(Su) cosh
(
λ(Su −Xu)
)
+ λ
(
1− Φ(Su)
)
sinh
(
λ(Su −Xu)
)
λ
(
1− Φ(Su)
)
cosh
(
λ(Su −Xu)
)
+ ϕ(Su) sinh
(
λ(Su −Xu)
)du ; t ≥ 0)
is a Brownian motion, started at 0.
3. In fact, there is the absolute continuity relationship :
Qλ,ϕx =
1
1− Φ(x)
(eλS∞ψ(S∞)
2λ
)
P (−λ)x . (3.29)
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Recall (cf 1) of Remark 3.5) that M0,ϕ = Mϕ,Mϕ being the martingale defined in Proposition 3.1.
Therefore, Theorem 3.6 may be interpreted as a particular case of Theorem 3.9, since taking formally
λ = 0 in (3.27) we recover (3.21). Note that 3. of Theorem 3.9 follows from Remark 3.4.
Our proof of Theorem 3.9 is similar to that of Theorem 3.6. An extension of Lemma 3.8 is required to
obtain an equivalent of E0
[
ψ(s ∨ (x+ St)
)
eλ{s∨(x+St)−x−Xt)}
]
, as t→∞. This result is stated below
in Lemma 3.10. We observe that the two asymptotic rates of growth are drastically different. This
explains why we state two separate results.
Lemma 3.10 Let s ≥ x, s ≥ 0 and ψ : R→ R such that :∫ ∞
s
|ψ(z)|e−λzdz <∞, (3.30)
ρλ(s, x) := ψ(s) sinh
(
λ(s− x))+ λeλx ∫ ∞
s
ψ(z)e−λzdz 6= 0. (3.31)
Then :
E0
[
ψ
(
s ∨ (x+ St)
)
eλ(s∨(x+St)−x−Xt)
]
∼
t→∞
2ρλ(s, x)e
λ2t/2.
If ψ ≥ 0, we have :
E0
[
ψ
(
s ∨ (x+ St)
)
eλ(s∨(x+St)−x−Xt)
]
≤ 2ρλ(s, x)
(
1 +
1
λ
√
2pit
)
eλ
2t/2, (3.32)
E0
[
ψ
(
s ∨ (x+ St)
)
eλ(s∨(x+St)−x−Xt)
]
≥ eλ2t/2 2λ√
2pi
∫ x−s
−∞
e−u
2/2du
∫ ∞
s
ψ(z)e−λzdz, (3.33)
if t ≥ 1.
Proof of Lemma 3.10. Let ∆ be the expectation of ψ
(
s ∨ (x + St)e{λ(s∨(x+St)−x−Xt)}. We split
∆ in two parts ∆1 and ∆2, corresponding respectively to {St ≤ s− x} and to {St > s− x} :
∆1 = ψ(s) e
λ(s−x)E0[e−λXt1{St<s−x}],
∆2 = E0
[
ψ(x + St)e
λ(St−Xt)1{St>s−x}
]
.
Recall ([8], section 2.8, p 95) and ([10] section III.3, p 105), that under P0, (St, Xt) is distributed as :
P0(St ∈ db, Xt ∈ da) = 2(2b− a)√
2pit3
e−
(2b−a)2
2t 1{a<b, b>0} dadb. (3.34)
1) Consequently :
∆1 =
2ψ(s)eλ(s−x)√
2pit3
∫ s−x
0
db
(∫ b
−∞
e−λa(2b− a)e− (2b−a)
2
2t da
)
.
Setting c = a− 2b in the a-integral, we obtain :
∆1 =
2ψ(s)eλ(s−x)√
2pit
∫ s−x
0
e−2λbA(t, b)db,
where A(t, b) = −1
t
∫ −b
−∞
e−λcce−c
2/2tdc.
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Integrating by parts, we obtain :
A(t, b) = eλb e−b
2/2t + λ
∫ −b
−∞
e−λc−c
2/2tdc.
Setting u =
c√
t
+ λ
√
t we get :
A(t, b) = eλb e−b
2/2t + λ
√
t eλ
2t/2
∫ − b√
t
+λ
√
t
−∞
e−u
2/2du. (3.35)
Since lim
t→∞
∫ −b√
t
+λ
√
t
−∞
e−u
2/2du =
√
2pi, then A(t, b) ∼
t→∞λ
√
2piteλ
2t/2, and :
∆1 ∼
t→∞2ψ(s) sinh
(
λ(s− x)) eλ2t/2.
2) Mimicking the approach developed in 1), we obtain :
∆2 =
2√
2pit
∫ +∞
s−x
ψ(x+ b) e−λbA(t, b) db.
The decomposition (3.35) and the finiteness hypothesis (3.30) imply that :
∆2 ∼
t→∞
(
2λ
∫ ∞
s−x
ψ(x+ b)e−λbdb
)
eλ
2t/2,
3) Suppose ψ ≥ 0.
a) Applying
∫ − b√
t
+λ
√
t
−∞
e−u
2/2du ≤
∫
R
e−u
2/2du =
√
2pi, and λb − b
2
2t
≤ λ
2t
2
in(3.35) imply that
A(t, b) ≤ eλ2t/2(1 + λ√2pit) and (3.32).
b) Let b ∈ [0, s−x] and t ≥ 1. Then− b√
t
+λ
√
t ≥ − b√
t
≥ x−s and A(t, b) ≥ eλ2t/2λ√t
∫ x−s
−∞
e−u
2/2du.
Using moreover ∆ ≥ ∆2 we obtain (3.33).
Proof of Theorem 3.9
Let u > 0, x ∈ R and Γu ∈ Fu. Adapting the proof of Theorem 3.6 to our new context, we have :
Ex
[
ψ(St)e
λ(St−Xt)|Fu
]
= ψ˜(Su, Xu; t− u),
where :
ψ˜(s, x; r) = E0
[
ψ
(
s ∨ (x+ Sr)
)
eλ
(
s∨(x+Sr)−x−Xr
)]
.
Lemma 3.10 gives the rate of increase of ψ˜(s, x; r), r →∞, if ψ ≥ 0 :
ψ˜(s, x; r) ∼
r→∞2ρλ(s, x) e
λ2r/2.
In particular, taking u = 0, we get :
Ex
[
ψ(St) e
λ(St−Xt)] ∼
t→∞2 ρλ(x, x) e
λ2t/2.
Moreover if t > u+ 1, (3.32) and (3.33) imply that :
ψ˜(Su, Xu; t− u)
Ex
[
ψ(St) eλ(St−Xt)
] ≤ k
λ
ρλ(Su, Xu)e
−λu2/2,
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where k is a constant depending only on x, u, λ.
But Mλ,ϕu =
1
λ
ρλ(Su, Xu)e
−λu2/2 and (Mλ,ϕt ) is a Px-martingale; consequently :
lim
t→∞
Ex
[
1Γuψ(St) e
λ(St−Xt)]
Ex
[
ψ(St) eλ(St−Xt)
] = 1
ρλ(x, x)
Ex
[
1Γuρλ(Su, Xu) e
λ2u/2
]
.
3.2 Case 2 : the local time at 0
From Le´vy’s theorem, under P0,
(
(St−Xt, St); t ≥ 0
)
and
(|Xt|, L0t ); t ≥ 0) have the same distribution.
This implies that
(|Xt|ϕ(L0t ) + 1 − Φ(L0t ) ; t ≥ 0) is a martingale with respect to the filtration of
(|Xt|), hence with respect to (Ft), the functions ϕ and Φ being defined in Proposition 3.1. These
processes are particular cases of more general martingales :
Proposition 3.11 Let h+, h− : R+ −→ R+, be bounded, Borel functions, and define :
H(l) =
1
2
∫ l
0
(
h+(u) + h−(u)
)
du, l ≥ 0. (3.36)
1. Then :
Mh
+,h−
t = 1−H(L0t ) +X+t h+(L0t ) +X−t h−(L0t ), (3.37)
is a P0-martingale. Moreover M
h+,h−
0 = 1 P0 a.s., and :
Mh
+,h−
t = 1 +
∫ t
0
(
1{Xs>0}h
+(L0s)− 1{Xs<0}h−(L0s)
)
dXs. (3.38)
2. If moreover :
1
2
∫ ∞
0
(
h+(u) + h−(u)
)
du = 1, (3.39)
and H(l) < 1, for any l > 0, then Mh
+,h−
t > 0 and M
h+,h−
t = E(Jh
+,h−)t, where :
Jh
+,h−
t =
1{Xt>0}h
+(L0t )− 1{Xt<0}h−(L0t )
1−H(L0t ) +X+t h+(L0t ) +X−t h−(L0t )
. (3.40)
The martingales (Mh
+,h−
t ) featured in (3.37) and (3.38) have already been used, e.g., in [7]. Both
statements of Propositions 3.1, 3.11 are also found in ([10], Chapter VI, ”first order calculus”) and
are particular cases of application of the balayage formula. More precisely, formula (3.38) may be
generalized as follows : if (h+s ; s ≥ 0) and (h−s ; s ≥ 0) are bounded predictable processes, and if
gt = sup{s ≤ t;Xs = 0}, then :
X+t h
+
gt +X
−
t h
−
gt −
1
2
∫ t
0
(h+s + h
−
s )dL
0
s =
∫ t
0
(h+gs1{Xs>0} − h−gs1{Xs<0})dXs. (3.41)
Remark 3.12 1. Recall that in Proposition 3.3 we have introduced the family of martingales
(Mλ,ϕt ); this should not induce any confusion with the family (M
h+,h−
t ), since the two parame-
ters indexing the first (resp. second) family are respectively (λ, ϕ) and (h+, h−), and belong to
quite different sets.
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2. In this section we restrict ourselves to P0. Thus (Xt) is a Brownian motion started at 0. It
would also be possible to work under Px, replacing (M
h+,h−
t ) by
(
1−H(Lxt )+(Xt−x)+h+(Lxt )+
(Xt − x)−h−(Lxt ) ; t ≥ 0
)
. However, for simplicity we only deal with x = 0.
We now investigate penalizations involving the local time at 0 of X .
Theorem 3.13 Let (h+, h−) and (Mh
+,h−
t ) be the functions and the martingale defined in Proposition
3.11. We suppose that (3.39) holds.
1. Let s ≥ 0 and Γs ∈ Fs. Then :
lim
t→∞
E0
[
1Γs
(
h+(L0t )1{Xt>0} + h
−(L0t )1{Xt<0}
)]
E0
[
h+(L0t )1{Xt<0} + h−(L
0
t )1{Xt<0}
] = E0[1Γs Mh+,h−s ]. (3.42)
2. Let Qh
+,h−
0 be the probability measure on
(
Ω,F∞
)
satisfying :
Qh
+,h−
0 (Γs) = E0[1Γs M
h+,h−
s ],
for any s ≥ 0 and Γs ∈ Fs.
Then under Qh
+,h−
0 , the process :(
Xt −
∫ t
0
h+(L0s)1{Xs>0} − h−(L0s)1{Xs<0}
Mh
+,h−
s
ds ; t ≥ 0
)
is a Brownian motion.
Remark 3.14 As observed in Remark 3.7, the P0-martingale (M
h+,h−
t ) is not uniformly integrable,
in fact, if τl = inf{s > 0, L0s > l}, then : Mh
+,h−
τl goes a.s. to 0 as l →∞.
The proof of part 1) of Theorem 3.13 is based on the following estimate.
Lemma 3.15 Let f : R+ −→ R+ be Borel and locally bounded such that
∫ ∞
0
f(s)ds <∞. Let a ≥ 0
and x ∈ R, then
Ex
[
f(a+ L0t ) 1{Xt>0}
]
∼
t→∞f(a)
√
2
pit
x+ +
1√
2pit
∫ ∞
a
f(s)ds, (3.43)
Ex
[
f(a+ L0t ) 1{Xt<0}
]
∼
t→∞f(a)
√
2
pit
x− +
1√
2pit
∫ ∞
a
f(s)ds. (3.44)
Proof of Lemma 3.15. Since under Px, (−Xt)t≥0 is distributed as (Xt) under P−x, (3.44) is a
direct consequence of (3.43).
To prove (3.43), we recall the well-known result :
Px(Ta ∈ dt) = |x− a|√
2pit3
exp
{
− (x− a)
2
2t
}
1{t>0}dt. (3.45)
On the set {T0 > t}, we have, Px a.s. :
f(a+ L0t )1{Xt>0} =
{
0 if x < 0,
f(a) otherwise
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Then
Ex
[
f(a+ L0t )1{Xt>0}
]
= f(a)Px(T0 > t)1{x>0} +∆t,
where
∆t = Ex
[
f(a+ L0t )1{Xt>0, t≥T0}
]
.
Using (3.26) we have :
Px(T0 > t) = P0(T|x| > t) = P0(St < |x|) = P0
(
|X1| < |x|√
t
)
·
Therefore :
Px(T0 > t) ∼
t→+∞
√
2
pit
|x|. (3.46)
To compute ∆t, we use the strong Markov property at time T0, and we get :
∆t = Ex
[
1{t≥T0} g(t− T0)
]
,
with g(r) = E0
[
f(a+ L0r) 1{Xr>0}
]
.
Since under P0, (−Xu) and (Xu) have the same distribution,
g(r) =
1
2
E0
[
f(a+ L0r)
]
=
1
2
E0
[
f(a+ Sr)
]
,
the last equality being a consequence of Le´vy’s theorem.
Applying Lemma 3.8 (with s = x = a, u = r and ϕ0 = f), we obtain :
g(r) ∼
r→∞
1√
2pir
∫ ∞
a
f(s)ds.
Consequently, ∆t ∼
t→∞
1√
2pit
∫ ∞
a
f(s)ds. (3.43) follows immediately.
The remainder of the proof of Theorem 3.13 is left to the reader, since it is similar to the proofs of
Theorems 3.6 and 3.9.
3.3 Case 3 : the maximum, the infimum and the local time.
For simplicity we restrict ourselves to P0. The family of martingales playing a central role in this
section may be new. This family is related to martingales of the type (Mh
+,h−
t ). More precisely, let :
h+(l) =
1
a
ecl, h−(l) =
1
b
ecl, (3.47)
with c =
1
2
(1
a
+
1
b
)
, a > 0 and b > 0. Then H(l) = ecl − 1 and
Mh
+,h−
t = 2−
(
1− X
+
t
a
− X
−
t
b
)
ecL
0
t . (3.48)
Since X+t X
−
t = 0, then :
Mh
+,h−
t = 2−
(
1− X
+
t
a
)(
1− X
−
t
b
)
ecL
0
t . (3.49)
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In particular,
2−Mh+,h−t∧Ta∧T−b =
(
1− X
+
t
a
)(
1− X
−
t
b
)
ecL
0
t 1{t≤Ta∧T−b}, (3.50)
is a P0-martingale.
Integrating this identity with respect to some positive measure ν(da, db) we obtain the following result.
Proposition 3.16 Let ν be a probability measure on R+×R+, whose support is included in [α,+∞[×[α,+∞[,
for some α > 0, and (Mνt ) be the process :
Mνt =
∫
R+×R+
(
1− X
+
t
a
)(
1− X
−
t
b
)
exp
{1
2
(1
a
+
1
b
)
L0t
}
1{t≤Ta∧T−b}ν(da, db) (3.51)
=
∫
R+×R+
(
1− X
+
t
a
)(
1− X
−
t
b
)
exp
{1
2
(1
a
+
1
b
)
L0t
}
1{St≤a, It≤b}ν(da, db).
Then, under P0, (M
ν
t ; t ≥ 0) is a positive martingale, Mν0 = 1, Mνt = E(Jν)t with :
Jνt =
1
Mνt
∫
R+×R+
(
− 1
a
1{Xt>0} +
1
b
1{Xt<0}
)
exp
{1
2
(1
a
+
1
b
)
L0t
}
1{St≤a, It≤b}ν(da, db). (3.52)
Remark 3.17 1. Obviously if we take for ν the Dirac measure at (a, b), for some a > 0, b > 0,
then we recover (3.50).
2. We may write (Mνt ) as follows :
Mνt = F (St, It, L
0
t )−X+t F+(St, It, L0t )−X−t F−(St, It, L0t ), (3.53)
with
F+(s, i, l) =
∫
R2+
1{s≤a,i≤b}
1
a
exp
{1
2
(1
a
+
1
b
)
l
}
ν(da, db), (3.54)
F−(s, i, l) =
∫
R2+
1{s≤a,i≤b}
1
b
exp
{1
2
(1
a
+
1
b
)
l
}
ν(da, db), (3.55)
F (s, i, l) =
∫
R2+
1{s≤a,i≤b} exp
{1
2
(1
a
+
1
b
)
l
}
ν(da, db). (3.56)
If ν is assumed to have a continuous density function, then it follows that :
1
2
(F+ + F−) =
∂F
∂l
, (3.57)
s
∂F+
∂s
(s, i, l) =
∂F
∂s
(s, i, l) ; i
∂F−
∂i
(s, i, l) =
∂F
∂i
(s, i, l). (3.58)
3. Suppose that ν is a p.m. with support included in the diagonal, then (Mνt ) coincides with M
ν∗
t
where
Mν∗t :=
∫ ∞
X∗t
(
1− |Xt|
a
)
eL
0
t/aν∗(da), (3.59)
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ν∗ being, in this case, a p.m. on [α,+∞[, α > 0. Consequently, relations (3.53)- (3.56) become
:
Mν∗t = F (X
∗
t , L
0
t )− |Xt|F ∗(X∗t , L0t ), (3.60)
with :
F (x, l) =
∫ ∞
x
el/aν∗(da), F ∗(x, l) =
∫ ∞
x
1
a
el/aν∗(da). (3.61)
Moreover Mν∗t = E(Jν∗)t with :
Jν∗t = −
sgn(Xt)
Mν∗t
∫ ∞
X∗t
1
a
eL
0
t/aν∗(da). (3.62)
4. Sometimes, we shall consider similar martingales involving only the one-sided maximum (St)
and (L0t ); hence, we shall use, instead of (3.50) :
2−Mh+,0t∧Ta =
(
1− X
+
t∧Ta
a
)
eL
0
t∧Ta/2a,
where h+(l) =
1
a
el/2a.
Integrating over [α,∞[, with respect to a p.m. ν+ on [α,∞[, leads to :
M
ν+
t =
∫ ∞
St
(
1− X
+
t
a
)
eL
0
t/2aν+(da).
As previously (M
ν+
t ) is a P0-martingale, such that M
ν+
0 = 1, and it may be written as :
M
ν+
t = F (St, L
0
t )−X+t F+(St, L0t ),
with F (s, l) =
∫ ∞
s
el/2aν+(da) and F
+(s, l) =
∫ ∞
s
1
a
el/2aν+(da).
We now deal with penalizations involving jointly the maximum, the minimum and the local time of
X . Recall (see Proposition 3.16) that ν is a p.m. on [α,+∞[×[α,+∞[ for some α > 0 and (Mνt ) is
the positive martingale defined by (3.51).
Theorem 3.18 Let Aν be the function :
Aν(s, i, l) =
∫
R2+
e
1
2
(
1
a
+ 1
b
)
l1{s≤a,i≤b}ν(da, db), s, i, l ≥ 0. (3.63)
1. Let u ≥ 0 and Γu ∈ Fu. Then :
lim
t→∞
E0
[
1ΓuAν(St, It, L
0
t )
]
E0
[
Aν(St, It, L0t )
] = E0[1Γu Mνu ]. (3.64)
2. Let Qν0 be the p.m. on
(
Ω,F∞
)
which satisfies :
Qν0(Γu) = E0[1ΓuM
ν
u ], (3.65)
for any u ≥ 0 and Γu ∈ Fu.
The process
(
Xt−
∫ t
0
Jνs
Mνs
ds; t ≥ 0) is a Qν0-Brownian motion, where (Jνt ) is defined by (3.52).
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The asymptotic result (3.64) is based on the following rather striking result.
Lemma 3.19 Let a > 0, b > 0 and c =
(1
a
+
1
b
)
. Then
lim
t→∞
E0[e
cL0t 1{t<T−b∧Ta}] =
3
2
, (3.66)
sup
t≥0
E0[e
cL0t1{t<T−b∧Ta}] < +∞. (3.67)
It would be possible to directly prove Lemma 3.19, but the proof is technical 1. Instead, we provide
a short proof based on a disintegration of the p.m. Qν0 (see Theorem 5.3 for details). This is why we
have postponed this proof to Section 5 (which is devoted to such disintegrations), just after Theorem
5.3.
Proof of Theorem 3.18.
Let u ≥ 0 and Γu ∈ Fu be fixed, t > u and δ(Γu, t) = E0
[
1ΓuAν(St, It, L
0
t )
]
.
By (3.63), we have :
Aν(St, It, L
0
t ) =
∫
R2+
e
1
2
(
1
a
+ 1
b
)
L0t 1{Ta>t, T−b>t}ν(da, db).
Applying the Markov property at time u, we obtain :
δ(Γu, t) =
∫
R2+
E0
[
1Γu1{Ta∧T−b>u}e
cL0upi1(a, b,Xu, t− u)
]
ν(da, db).
where c =
1
2
(1
a
+
1
b
)
, and
pi1(a, b, x, r) = Ex
[
1{Ta∧T−b>r}e
cL0r
]
; −b ≤ x ≤ a, r ≥ 0.
Let us start with x > 0.
Since under Px, {Ta ∧ T−b > r} = {Ta ∧ T0 > r} ∪ {T0 < Ta, Ta ∧ T−b > r} we have :
pi1(a, b, x, r) = Px(Ta ∧ T0 > r) + pi2(a, b, x, r),
pi2(a, b, x, r) = Ex[1{T0<Ta, Ta∧T−b>r}e
cL0r ].
Applying the strong Markov property at time T0, we get :
pi2(a, b, x, r) = Ex
[
1{T0<Ta, T0<r}pi3(a, b, r − T0)
]
with :
pi3(a, b, r
′) = E0[ecL
0
r′1{r′<T−b∧Ta}].
Lemma 3.19 implies that pi2 is bounded and pi2(a, b, x, r) converges to
3
2
a− x
a
, as r → +∞.
As for Px(Ta ∧ T0 > r), it is clear that this probability goes to 0, as r →∞.
A similar approach may be developed for x < 0. Inequality (3.67) implies that pi1 is bounded ;
consequently, for Γu ∈ Fu :
lim
t→∞
δ(Γu, t) =
3
2
E0
[
1Γu
∫
R2+
ecL
0
u1{Ta∧T−b>u}
{a−Xu
a
1{Xu≥0} +
b+Xu
b
1{Xu<0}
}
ν(da, db)
]
.
The result follows because
a−Xu
a
1{Xu≥0} +
b+Xu
b
1{Xu<0} is equal to
(
1 − X
+
u
a
)(
1 − X
−
u
b
)
and
E0[M
ν
u ] = 1.
1We thank F. Petit who helped us with such a proof
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3.4 Case 4 : the down-crossings.
Let a and b be two fixed numbers, a < b. To describe the down-crossings of (Xt), from level b to level
a, it is convenient to introduce the sequence of stopping times defined inductively as follows :
σ1 = inf{t ≥ 0, Xt > b}, (3.68)
σ2 = inf{t ≥ σ1, Xt < a}, (3.69)
and
σ2n+1 = inf{t ≥ σ2n ; Xt > b}, (3.70)
σ2n+2 = inf{t ≥ σ2n+1 ; Xt < a}. (3.71)
Let Dt be the number of down-crossings from level b to level a, up to time t :
Dt =
∑
n≥1
1{σ2n≤t} ; t ≥ 0. (3.72)
We observe that :
σ2Ds = sup{n ≥ 1 ; σ2n ≤ s}, (3.73)
with the convention sup{∅} = 0 and σ0 = 0.
The events {σ2Ds + Tb ◦ θσ2Ds > s} and {σ2Ds + Tb ◦ θσ2Ds ≤ s} will play a central role below. If
{σ2n ≤ s < σ2n+2}, the first (resp. second) event reduces to {σ2n ≤ s < σ2n+1}
(
resp. {σ2n+1 ≤ s <
σ2n+2}
)
.
Proposition 3.20 Let
(
G(n)
)
n≥0 be a sequence of real numbers, and (M
↓,G
t ) be the process :
M↓,Gt = 1{σ2Dt+Tb◦θσ2Dt>t}
(
G(Dt)
2
(
1 +
b−Xt
b− a
)
+
G(1 +Dt)
2
(Xt − a
b− a
))
(3.74)
+1{σ2Dt+Tb◦θσ2Dt≤t}
(
G(1 +Dt)
2
(
1 +
b −Xt
b− a
)
+
G(Dt)
2
(Xt − a
b− a
))
.
1. Then (M↓,Gt ) is a continuous Px-local martingale,
M↓,Gt =
∑
n≥0
{
1[σ2n,σ2n+1[(t)
(
G(n)
2
(
1 +
b−Xt
b− a
)
+
G(1 + n)
2
(Xt − a
b− a
))
(3.75)
+1[σ2n+1,σ2n+2[(t)
(
G(1 + n)
2
(
1 +
b−Xt
b− a
)
+
G(n)
2
(Xt − a
b− a
)}
,
M↓,Gt = M
↓,G
0 +
1
b− a
∫ t
0
(
1{σ2Ds+Tb◦θσ2Ds>s} − 1{σ2Ds+Tb◦θσ2Ds<s}
)
(3.76)
×
(G(1 +Ds)−G(Ds)
2
)
dXs,
and under Px :
M↓,G0 =

1
2(b− a)
(
G(0)(2b− a− x) +G(1)(x− a)) if x ≤ b,
1
2(b− a)
(
G(0)(x− a) +G(1)(2b− a− x)) otherwise. (3.77)
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2. Suppose moreover that
(
G(n)
)
n≥0 is a decreasing sequence of positive real numbers such that
G(0) = 1 and limn→∞G(n) = 0. Then M
↓,G
t > 0 and M
↓,G
t =M
↓,G
0 E(J↓,G)t with
J↓,Gt =
(
G(1+Dt)−G(Dt)
){ 1
G(Dt)(2b−Xt − a) +G(1 +Dt)(Xt − a)1{σ2Dt+Tb◦θ2Dt>t} (3.78)
− 1
G(1 +Dt)(2b−Xt − a) +G(Dt)(Xt − a)1{σ2Dt+Tb◦θ2Dt≤t}
}
.
Proof 1) A priori, (M↓,Gt ) is a right continuous process, and may only jump at times σn. However,
it is easy to check that M↓,Gσ
n−
= M↓,Gσn , therefore (M
↓,G
t ; t ≥ 0) is continuous. (A posteriori, this is
”automatic”, as soon as we know that (M↓,Gt ) is a local martingale in the Brownian filtration.)
We have :
M↓,Gt =
G(Dt) +G(1 +Dt)
2
+
(b−Xt
b − a
)(G(Dt)−G(Dt + 1)
2
)
sign(σ2Dt +Tb ◦ θσ2Dt − t). (3.79)
Since t → Dt and t → sgn(σ2Dt + Tb ◦ θσ2Dt − t) are piecewise constant processes, and (M↓,Gt ) is
continuous, applying Ito’s formula leads to (3.76). Hence (M↓,Gt ) is a continuous local martingale.
Relation (3.79) implies that :
|M↓,Gt | ≤ sup
n≥0
|G(n)|
(
1 +
|b|+X∗t
b− a
)
.
Consequently, (M↓,Gt ; t ≥ 0) is a martingale.
2) Suppose that G(n) > 0, G(0) = 1, and n → G(n) decreases to 0. If σ2Dt + Tb ◦ θσ2Dt > t, then
b−Xt ≥ 0 and formula (3.79) gives :
M↓,Gt ≥
G(Dt) +G(1 +Dt)
2
> 0.
If σ2Dt + σ1 ◦ θσ2Dt ≤ t, we first modify (3.74) as follows :
M↓,Gt =
(Xt − a
b− a
)G(Dt)−G(1 +Dt)
2
+G(1 +Dt).
But Xt ≥ a, consequently M↓,Gt ≥ G(1 +Dt) > 0.
Finally M↓,Gt > 0.
To end the proof of Proposition 3.20 we observe that (3.78) is a direct consequence of (3.76) and (3.74).
We state below our last theorem concerning penalization results. Here the underlying process is
the number Dt of down-crossings from b to a. Recall that the sequence of stopping times (σn)n≥1
associated with (Dt) is defined through (3.68)-(3.71). Let G : N → R+, be a decreasing function,
such that :
G(0) = 1, G(∞) := lim
n→∞
G(n) = 0. (3.80)
Let
(
∆G(n)
)
n≥0 be the sequence of positive numbers :
∆G(n) = G(n)−G(n+ 1), n ≥ 0. (3.81)
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Theorem 3.21 Let G : N→ R+ as above.
1. Let s ≥ 0, Γs ∈ Fs, then :
lim
t→∞
E0
[
1Γs∆G(Dt)
]
E0
[
∆G(Dt)
] = 1
M↓,G0
E0[1ΓsM
↓,G
s ], (3.82)
where (M↓,Gt ) is the positive martingale defined in Proposition 3.20.
2. Let Q↓,G0 be the p.m. defined on
(
Ω,F∞
)
:
Q↓,G0 (Γs) =
1
M↓,G0
E0[1ΓsM
↓,G
s ], (3.83)
for any s ≥ 0 and Γs ∈ Fs.
Then the process :
Xt −
∫ t
0
(
G(1 +Ds)−G(Ds)
){ 1
G(Ds)(2b−Xs − a) +G(1 +Ds)(Xs − a) (3.84)
×1{σ2Ds+Tb◦θ2Ds>s} −
1
G(1 +Ds)(2b−Xs − a) +G(Ds)(Xs − a)1{σ2Ds+Tb◦θ2Ds≤s}
}
ds
is a Q↓,G0 Brownian motion.
The proof of Theorem 3.21 is based on the following asymptotic estimate.
Lemma 3.22 Let x ∈ R and (H(n))
n≥0 be a sequence of positive real numbers satisfying :
∑
n≥0
H(n) <
∞. Then :
lim
t→∞
√
t Ex
[
H(Dt)
]
= 2(b− a)
√
2
pi
{∑
n≥1
H(n) +H(0)
(1
2
+
|x− b|
2(b− a)
)}
. (3.85)
Proof. On the one hand we observe that the definition (3.72) of Dt implies {Dt ≥ n} = {σ2n ≤ t}.
On the other hand, under Px, σ1, σ2 − σ1, · · · , σ2n − σ2n−1 are independent, σ1 (resp. σi+1 − σi) is
distributed as T|b−x| (resp. Tb−a) under P0. Consequently :
Px(Dt ≥ n) = P0(T|b−x|+(2n−1)(b−a) ≤ t).
Since the probability on the right hand-side equals P0
(
St ≥ |b − x| + (2n − 1)(b − a)
)
, the scaling
property (3.26) implies :
Px(Dt ≥ n) = P0
(
n ≤
√
t|X1|+ b− a− |b− x|
2(b− a)
)
; n ≥ 1. (3.86)
Dt being a N-valued r.v., we have :
Ex
[
H(Dt)
]
= H(0) +
∑
n≥1
(
H(n)−H(n− 1))Px(Dt ≥ n)
Let ξt :=
√
t|X1|+ b− a− |b− x|
2(b− a) . Using Fubini’s theorem and (3.86) we get
Ex
[
H(Dt)
]
= H(0)− E0
[
1{ξt≥1}
[ξt]∑
n=1
(
H(n)−H(n− 1)
)]
= H(0)P0(ξt < 1) + E0
[
H
(
[ξt]
)
1{ξt≥1}
]
.
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where [a] denotes the integer part of a.
It is easy to compute the last expectation :
E0
[
H
(
[ξt]
)
1{ξt≥1}
]
=
√
2
pi
∫ ∞
0
H
([z√t+ b− a− |b− x]
2(b− a)
])
e−z
2/21{ z√t+b−a−|b−x|
2(b−a) >1
}dz.
Setting y =
z
√
t+ b− a− |b− x|
2(b− a) , we have :
E0
[
H
(
[ξt]
)
1{ξt≥1}
]
= 2(b− a)
√
2
pit
∫ ∞
1
H
(
[y]
)
exp
{− (2(b− a)y − b+ a+ |b− x|)2
2t
}
dy.
Since
∑
n≥1
H(n) <∞,
lim
t→∞
(√
tE0
[
H([ξt])1{ξt≥1}
])
= 2(b− a)
√
2
pi
(∑
n≥1
H(n)
)
.
It remains to study P0(ξt < 1). We have successively :
P0(ξt < 1) = P0
(
|X1| < b− a+ |b− x|√
t
)
,
hence :
lim
t→∞
√
t P (ξt < 1) =
(
b− a+ |b − x|)√ 2
pi
.
This ends the proof of (3.85).
Proof of Theorem 3.21
Let s ≥ 0, Γs ∈ Fs be fixed, t > s and consider the quantity E0
[
1Γs∆G(Dt)
]
.
Let us introduce the events :
Σ1 =
{
σ2Ds + Tb ◦ θσ2Ds > s
}
, Σ2 = Σ
c
1 =
{
σ2Ds + Tb ◦ θσ2Ds ≤ s
}
,
and decompose the above expectation accordingly.
1) On Σ1 :
Dt = Dt−s ◦ θs +Ds. (3.87)
Applying Lemma 3.22 with x = Xs, H(n) = ∆G(n +Ds), after conditioning by Fs, we obtain :
E0
[
1Γs∩Σ1∆G(Dt)
]
∼
t→∞2(b− a)
√
2
pi
E0[1Γs∩Σ1J1]
1√
t− s , (3.88)
where J1 = ∆G(Ds)
(1
2
+
|Xs − b|
2(b− a)
)
+
∑
n≥1
∆G(Ds + n).
Since on Σ1, Xs ≤ b, it is easy to check that :
J1 =
G(Ds)
2
(
1 +
b−Xs
b− a
)
+
G(1 +Ds)
2
(Xs − a
b− a
)
.
As a result :
E0
[
1Γs∩Σ1∆G(Dt)
]
∼
t→∞
{
2(b− a)
√
2
pi
E0[1Γs∩Σ1M
↓,G
s ]
} 1√
t
.
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2) We decompose Σ2 in two disjoint events : Σ2 = Σ
′
2 ∪ Σ3 where Σ′2 = Σ2 ∩ {Xs > b} and Σ3 =
Σ2 ∩ {a < Xs ≤ b}.
On Σ2 ∩ {Xs > b}, (3.87) holds and as previously :
Ex[1Γs∩Σ2∩{Xs>b}∆G(Dt)] ∼t→∞
(
2(b− a)
√
2
pi
Ex[1Γs∩Σ2∩{Xs>b}J1]
) 1√
t− s ·
Since Xs > b, J1 =
G(1 +Ds)
2
(
1 +
b−Xs
b− a
)
+
G(Ds)
2
(Xs − a
b− a
)
and
E0
[
1Γs∩Σ2∩{Xs>b}∆G(Dt)
]
∼
t→∞
{
2(b− a)
√
2
pi
E0[1Γs∩Σ2∩{Xs>b}M
↓,G
s ]
} 1√
t
.
3) We split Σ3 in three disjoint subsets : Σ3 = Σ4 ∪ Σ5 ∪Σ6, with
Σ4 = Σ3 ∩ {s+ Ta ◦ θs < s+ Tb ◦ θs < t},
Σ5 = Σ3 ∩ {s+ Tb ◦ θs < s+ Ta ◦ θs < t},
Σ6 = Σ4 ∩ {(s+ Tb ◦ θs) ∧ (s+ Ta ◦ θs) ≥ t}.
We set Ua = s+ Ta ◦ θs and Ub = s+ Tb ◦ θs.
a) On Σ4, we have :
Dt = DUa +Dt−Ua ◦ θUa = 1 +Ds +Dt−Ua ◦ θUa .
Applying the strong Markov property at time Ua, together with Lemma 3.22, we obtain on Σ4 :
lim
t→∞
√
t E0
[
∆G(Dt)|FUa
]
= 2(b− a)
√
2
pi
G(DUa).
But DUa = 1 +Ds; hence, taking the conditional expectation with respect to Fs, we get :
lim
t→∞
√
t E0
[
1Γs∩Σ4∆G(Dt)
]
= 2(b− a)
√
2
pi
E0
[
1Γs∩Σ3
b−Xs
b − a G(1 +Ds)
]
.
b) On Σ5, Dt = DUb + Dt−Ub ◦ θUb = Ds + Dt−Ub ◦ θUb . We proceed as previously; we obtain
successively :
lim
t→∞
√
tE0
[
1Σ5∆G(Dt)|FUb
]
= 2(b− a)
√
2
pi
G(DUb) +G(DUb + 1)
2
1{Ub<Ua},
lim
t→∞
√
t E0
[
1Γs∩Σ5∆G(Dt)
]
= 2(b− a)
√
2
pi
E0
[
1Γs∩Σ3
Xs − a
b− a
G(Ds) +G(1 +Ds)
2
]
.
c) We claim that Σ6 does not contribute to the limit since
P0(Σ6|Fs) = 1Σ3PXs(Ta ∧ Tb > t− s) ≤ 1Σ3P a+b
2
(Ta ∧ Tb > t− s)
≤ 1Σ3 e−λ(t−s),
for some λ > 0.
Finally :
E0
[
1Γs∩Σ2∩{Xs≤b}∆G(Dt)
]
∼
t→∞
{
2(b− a)
√
2
pi
E0[1Γs∩Σ2∩{Xs≤b}M
↓,G
s ]
} 1√
t
.
4) Consequently, thanks to the previous steps we have :
E0
[
1Γs∆G(Dt)
]
∼
t→∞
{
2(b− a)
√
2
pi
E0[1ΓsM
↓,G
s ]
} 1√
t
.
This implies (3.82).
Point 2. of Theorem 3.21 is a direct consequence of Proposition 3.20.
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4 Study of the Q-processes. An approach via enlargements of
filtrations
In sections 3.1-3.4 we have obtained penalization principles involving unilateral maximum, unilateral
maximum and time, local time at 0, maximum +minimum + local time at 0 and finally down-crossings.
In each case, a positive and continuous martingale (Mt ; t ≥ 0) appears naturally. This allows to
define Qx on
(
Ω,F∞
)
via : Qx(Γt) = Ex[1ΓtMt], for any Γt ∈ Ft, t ≥ 0.
As said in the Introduction, Qx is a well-defined p.m. on (Ω,F∞).
This leads us to describe the law of (Xt)t≥0 under Qx, x ∈ R.
We are able to handle the two first cases recalled previously via a general approach, which is developed
in subsection 4.1. Unfortunately the other cases cannot be handled in this way, and we have to study
them one by one. Our approach then is based on enlargements of filtrations. However the schemes
of proof are similar in all cases, consequently we only discuss Case 1 in details . Concerning the
other cases, we only state the results and sketch their proofs giving the key points without detailed
arguments.
4.1 Some general results and their applications
We consider here a general setting, where we are given a filtered probability space
(
Ω,F , (Ft)t≥0,P
)
, a
strictly positive continuous martingale (Mt; t ≥ 0), with respect to
(
(Ft)t≥0,P
)
, starting at 1 at t = 0,
and a second probability Q on (Ω,F∞) such that :
Q(Γt) = E[1ΓtMt], Γt ∈ Ft, t ≥ 0. (4.1)
We define :
M t = inf
0≤s≤t
Ms. (4.2)
The following discussion is inspired from [2]
Proposition 4.1 1. The process (Yt =
Mt
M t
− 1, t ≥ 0) is a non-negative, continuous, local P-
submartingale and P(Y0 = 0) = 1.
2. Let (lt ; t ≥ 0) be the non-decreasing, continuous process, such that l0 = 0 and (Yt − lt)t≥0 is a
continuous local martingale. Then the support of dlt is included in {t ≥ 0 ; Yt = 0} and
M t = e
−lt ; t ≥ 0. (4.3)
Proof. Using Ito’s formula we have :
dYt =
dMt
M t
− Mt
M2t
dM t.
Consequently (Yt) is a local submartingale and :
dlt = −Mt
M2t
dM t = −
1
M t
dM t. (4.4)
This implies that supp(dlt) = supp(dMt).
Integrating (4.4) over [0, t] leads to (4.3).
To go further, we need an additional assumption; i.e.,we assume :
M∞ = 0 P a.s. (4.5)
It is clear that M∞ = 0 iff M∞ = 0. From (4.3) this condition is equivalent to l∞ = +∞.
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Theorem 4.2 Let Q be the p.m. defined by (4.1).
1. M∞ is a Q-finite r.v. with uniform distribution on [0, 1].
2. Let g := sup{t ≥ 0, Mt =M∞} (with the convention sup ∅ = 0). Then Q(0 < g <∞) = 1. Let
Zt = Q(g > t|Ft) ; t ≥ 0. (4.6)
Then
(a) Zt =M t/Mt ,
(b) (Zt) is a positive, Q-supermartingale with additive decomposition :
Zt = 1−
∫ t
0
Mu
M2u
dM˜u + ln(M t), (4.7)
where M˜t =Mt −
∫ t
0
d < M >u
Mu
is the martingale part of (Mt) under Q.
Proof of Theorem 4.2 i) Let us determine the distribution function of M∞ under Q. Let t > 0
and 0 < c < 1. We have :
Q(M t < c) = Q(σ(c) < t) = Ex[1{σ(c)<t}Mt],
where σ(c) = inf{u ≥ 0, Mu < c}.
Applying Doob’s optional stopping theorem we obtain :
Q(M t < c) = E[1{σ(c)<t}Mσ(c)] = cP(σ(c) < t).
Taking t→∞, we obtain : Q(M∞ < c) = c.
ii) Let us compute EQ[g > t|Ft], where t > 0 is fixed. Let Γt be in Ft. We have :
Q
(
Γt ∩ {g > t}
)
= Q
(
Γt ∩ {σ′t <∞}
)
,
where σ′t = inf{s > t ; Ms ≤M t}.
Consequently :
Q
(
Γt ∩ {g > t}
)
= lim
n→∞
δn,
with δn = Q
(
Γt ∩ {σ′t ≤ t+ n}
)
.
Using the same technique as in step i), we have successively :
δn = E[1Γt∩{σ′t≤t+n}Mt+n] = E[1Γt∩{σ′t≤t+n}Mσ′t ]
= E[1Γt∩{σ′t≤t+n}M t].
Letting n→∞, we get :
Q
(
Γt ∩ {g > t}
)
= E[1Γt M t] = EQ
[
1ΓtM t/Mt
]
. (4.8)
This proves that Zt =M t/Mt (under Q).
Equivalently to (4.8), we have :
Q
(
Γt ∩ {0 < g ≤ t}
)
= Q(Γt)− E[1Γt M t],
from which it follows that Q(0 < g <∞) = 1.
iii) Since t → 1{g>t} is non-increasing, then (Zt) is a Q-supermartingale. Applying Ito’s formula we
get :
dZt =
dM t
Mt
− M t
M2t
dMt +
M t
M3t
d < M >t .
The decomposition (4.7) is a direct consequence of Girsanov’s theorem.
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Remark 4.3 We write : P −→ Q in case the pair (P,Q) satisfies the absolute continuity relationship
(4.1), as well as (4.5). We claim that this relation is symmetric, i.e. if P −→ Q, then Q −→ P.
Indeed, let Nt = 1/Mt, t ≥ 0. It is clear that (Nt) is a positive and continuous Q martingale, starting
at 1. To prove the claim, we have to check that lim
t→∞
Nt = 0, Q a.s.
Let A > 1 be a real number and σA = inf{t ≥ 0;Mt ≥ A}. Recall ([10], Ex 3.12, Chap. II) that
sup
t≥0
Mt is distributed as 1/U where U is uniformly distributed on [0, 1].
Let t be a fixed real number. We have :
Q(σA < t) = E[1{σA<t}Mt] = E[1{σA<t}MσA ] = AP(σA < t).
Taking t→∞, we get :
Q(σA <∞) = AP(σA <∞) = AP(sup
t≥0
Mt > A) = A
1
A
= 1.
Since A is arbitrary, this implies that sup
t≥0
Mt = +∞, Q a.s. Consequently, under Q, lim
t→∞
Nt = 0.
Applying Remark 4.3 with Theorem 4.2 we obtain the following.
Theorem 4.4 Let (Nt; t ≥ 0) be a positive and continuous Q martingale such that under Q : N0 = 1
and lim
t→∞
Nt = 0.
1. sup
t≥0
Nt
(d)
= 1/U, where U is uniformly distributed on [0, 1].
2. If g = sup{t ≥ 0;Nt = sup
u≥0
Nu}, then : Q(0 < g <∞) = 1. Let Zt = Q(g > t|Ft), t ≥ 0. Then
(a) Zt =
Nt
N t
, where N t := sup
0≤u≤t
Nu.
(b) (Zt) is a positive, Q-supermartingale, with Doob-Meyer decomposition : Zt =M
′
t− ln(N t),
where (M ′t) denotes a Q martingale.
We now make the further assumption that P = Px is the Wiener measure on the canonical space
C(R+,R), and Px(X0 = x) = 1. We shall also write Qx for Q, in this particular case. We now gather
a number of complements to our previous general results in this particular instance :
1. Since (Mt)t≥0 is a Px-martingale and M0 = 1, then the representation theorem of Brownian
martingales ([10], section V.3, p.192) implies that (Mt) may be written as :
Mt = 1 +
∫ t
0
ms dXs, (4.9)
where (ms) is a predictable process, such that for any t ≥ 0,
∫ t
0
m2sds < +∞ a.s.
2. The process
(
βt = Xt −
∫ t
0
mu
Mu
du; t ≥ 0
)
is a Qx-Brownian motion started at x.
Remark 4.5 For the sake of efficiency, we now use the technique of progressive enlargement of fil-
trations (see for instance [6] or [18]). Let (Gt) be the smallest filtration containing (Ft) and such that
g is a (Gt)- stopping time. Then :
βt = β˜t +
∫ t∧g
0
d < Z, β >u
Zu
−
∫ t
t∧g
d < Z, β >u
1− Zu ; t ≥ 0,
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where (β˜t ; t ≥ 0) is a
(
(Gt), Qx
)
-Brownian motion started at x.
Since Zt =M t/Mt, applying directly (4.7) leads to :
βt = β˜t −
∫ t∧g
0
mu
Mu
du+
∫ t
t∧g
Mumu
Mu(Mu −Mu)
du.
Recall that Xt = βt +
∫ t
0
mu
Mu
du, consequently :
Xt = β˜t +
∫ t
t∧g
mu
Mu −Mu
du. (4.10)
In particular Xt = β˜t for any t ≤ g. Let σ(y) = inf{t ≥ 0, Mt < y}, for any 0 < y < 1. Then
conditionally on M∞ = y, the process (Xt; 0 ≤ t ≤ g) is distributed as a Brownian motion started at
x and considered up to its first hitting time of level y.
Going back to (4.10), we note that, for u > g, the drift term equals
mu
Mu −M∞
·,
and, in general, (Xt) is not a diffusion, except in particular cases, see below Theorems 4.6 and 4.8.
Our first application of Theorem 4.2 concerns Qϕx . Recall that
Qϕx (Γt) =
1
1− Φ(x)Ex[1Γt M
ϕ
t ],
for any t > 0 and Γt ∈ Ft, where Mϕt = (St −Xt)ϕ(St) + 1 − Φ(St), and ϕ satisfies the conditions
given in Proposition 3.1 and (3.3).
Theorem 4.6 1. Under Qϕx , the r.v. S∞ is positive, finite and admits
ϕ(y)
1− Φ(x)1{y≥x} as a density
function.
2. Let g = sup{u ≥ 0 ; Xu = S∞}. Then Qϕx(0 < g <∞) = 1, and under Qϕx :
(a) the processes (Xu;u ≤ g) and (Xg −Xu+g;u ≥ 0) are independent,
(b) (Xg −Xu+g;u ≥ 0) is distributed as a three dimensional Bessel process started at 0,
(c) conditionally on S∞ = z > x, (Xu;u ≤ g) is distributed as a Brownian motion started at
x and stopped at its first hitting time of z.
Proof. a) Let (a, b) be a maximal interval of excursion of (Xt) below its unilateral supremum (St).
Since for any u ∈]a, b[, Su − Xu > 0 and Su = Sa = Sb , then inf
0≤u≤t
Mϕu = 1 − Φ(St). Let Mt =
1
1− Φ(x)M
ϕ
t . Then Q
ϕ
x(M0 = 1) = 1 and M∞ = infu≥0Mu =
1− Φ(S∞)
1− Φ(x) .
From Proposition 3.1, decomposition (4.9) holds with mt =
−ϕ(St)
1− Φ(x) . Then assumption (3.3) implies
that P (M∞ = 0) = 1.
Consequently 1) and 2) c) are direct consequences of Theorem 4.2.
b) For any u ≥ g, we have : mu = − ϕ(S∞)
1− Φ(x) , Mu =
1
1− Φ(x)
[
(S∞ − Xu)ϕ(S∞) + 1 − Φ(S∞)
]
,
Mu = M∞ =
1− Φ(S∞)
1− Φ(x) and Xg = S∞. Setting Ru = Xg −Xg+u, then the identity (4.10) implies
that :
Rt = β˜g − β˜t+g +
∫ t
0
du
Ru
; t ≥ 0. (4.11)
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Recall that g is a (Gt) stopping time; hence, (β˜g−β˜t+g ; t ≥ 0) is a Brownian motion, independent from
Gg. Points a) and b) are due to the fact that (4.11) has a unique strong solution whose distribution is
the law of a three dimensional Bessel process started at 0.
We now describe the law of (Xt) under Q
λ,ϕ
0 (we take the starting point to be 0, for simplicity).
Theorem 4.7 Let ϕ,Φ be the functions defined by (3.11), resp. (3.10), and parameterized by the
function ψ satisfying (3.9).
1. Under Qλ,ϕ0 , the r.v. S∞ is finite with density function e
−λx(ϕ(x) + λ(1 − Φ(x)) = e−λxψ(x).
2. Let g = sup{t ≥ 0, Xt = S∞}. Then Qλ,ϕ0 (0 < g <∞) = 1 and under Qλ,ϕ0 :
(a) (S∞ −Xt+g; t ≥ 0) is independent of (Xt; 0 ≤ t ≤ g) and is distributed as (Z(λ)t ; t ≥ 0),
under P0, where
Z
(λ)
t = Xt + λ
∫ t
0
coth(λZ(λ)u )du. (4.12)
(b) Conditionally on S∞ = x, (Xt; t ≤ g) is distributed as a Brownian motion with drift λ
started at 0, and stopped when it reaches x.
One proof of Theorem 4.7 may be based on the theory of enlargements of filtration. This proof is
similar to the proof of Theorem 4.2. Therefore we do not give it. However we will prove Theorem 4.7,
using a direct approach; see Proposition 5.2 in Section 5.
We are now able to deal with Qh
+,h−
0 , where Q
h+,h−
0 (Γt) = E0[1Γt M
h+,h−
t ] ; Γt ∈ Ft and Mh
+,h−
t =
X+t h
+(L0t ) +Xt h
−(L0t ) + 1−H(L0t ) ; t ≥ 0. We suppose that h+, h− satisfy the conditions given in
Proposition 3.11, and (3.39). Recall that the function H is given by (3.36).
Theorem 4.8 1. Under Qh
+,h−
0 , L
0
∞ is a positive, finite r.v. with density function :
1
2
(h+ + h−)
.
2. Let g = sup{u ≥ 0 ; Xu = 0}. Then Qh
+,h−
0 (0 < g <∞) = 1 and under Qh
+,h−
0 :
(a) the processes (Xu ; u ≤ g) and (Xu+g ; u ≥ 0) are independent,
(b) with probability
1
2
∫ ∞
0
h+(u)du (resp.
1
2
∫ ∞
0
h−(u)du), the process (Xu+g;u ≥ 0) (resp.
(−Xu+g;u ≥ 0)) is distributed as a three dimensional Bessel process, started at 0.
(c) conditionally on L0∞ = l, (Xu ; u ≤ g) is distributed as a Brownian motion started at 0
and stopped when its local time at 0 equals l.
Proof. The proofs of 1), 2) a) and c) are similar to the proof of Theorem 4.6, being based on the
technique of enlargements of filtrations. They are left to the reader.
However one new point has to be checked : Qh
+,h−
0 (Γ+) =
1
2
∫ ∞
0
h+(u)du, where Γ+ is the set :
Γ+ = {Xu > 0; ∀u > g}.
Since either Xu > 0, ∀u > g or Xu < 0, ∀u > g, then Qh
+,h−
0 (Γ+) = limt→∞
Qh
+,h−
0 (Xt > 0).
It is easy to compute Qh
+,h−
0 (Xt > 0) :
Qh
+,h−
0 (Xt > 0) = E0[1{Xt>0}M
h+,h−
t ]
= E0
[
X+t h
+(L0t )
]
+ E0
[
1{Xt>0}
(
1−H(L0t )
)]
.
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The dominated convergence theorem implies that lim
t→∞E0
[
1{Xt>0}
(
1−H(L0t )
)]
= 0.
Applying Proposition 3.11 with h− = 0, we get :
E0
[
X+t h
+(L0t )
]
=
1
2
E0
[ ∫ L0t
0
h+(u)du
]
.
Therefore : Qh
+,h−
0 (Γ+) =
1
2
∫ ∞
0
h+(u)du.
4.2 The Q-process associated with the bilateral supremum and local time
In this sub-section we study the law of (Xt) under Q
ν∗
0 , where ν∗ is a p.m. on [α,∞[, for some α > 0.
Recall that Qν∗0 is the p.m. on
(
Ω,F∞
)
: Qν∗0 (Γt) = E0[1Γt M
ν∗
t ], Γt ∈ Ft, t ≥ 0, and (Mν∗t ) is the
P0-martingale defined by (3.59).
Theorem 4.9 1. Under Qν∗0 , L
0
∞ is infinite, X
∗
∞ is a finite r.v., and the distribution of X
∗
∞ is
ν∗.
2. For any t > 0, under Qν∗0 , |Xt| < X∗∞.
3. Let (Gt) be the smallest filtration satisfying the usual conditions such that for any t ≥ 0, Gt
contains Ft ∨ σ(X∗∞). Then there exists (B˜t)t≥0 a
(
Qν∗0 , (Gt)
)
-Brownian motion started at 0,
such that :
Xt = B˜t −
∫ t
0
sgn(Xs)
X∗∞ − |Xs|
ds. (4.13)
Moreover :
X∗∞ − |Xt| = X∗∞ + B̂t +
∫ t
0
ds
X∗∞ − |Xs|
− L0t , (4.14)
where (B̂t)t≥0 is the
(
Qν∗0 , (Gt)
)
-Brownian motion : B̂t = −
∫ t
0
sgn(Xs)dB˜s.
Theorem 5.3 in section 5 will generalize Theorem 4.9 replacing (X∗∞, L
0
∞) by (S∞, I∞, L
0
∞).
The proof of Theorem 4.9 is divided in two parts, which are separated by Lemma 4.10.
First part of the proof of Theorem 4.9
For simplicity M stands for Mν∗ , and Q0 for Q
ν∗
0 . Recall :
Mt =
∫ ∞
X∗t
(
1− |Xt|
a
)
eL
0
t/aν∗(da) =
∫ ∞
0
(
1− |Xt∧T∗a |
a
)
e
L0t∧T∗a /aν∗(da), t ≥ 0. (4.15)
Let us start with the proofs of 1) and 2).
a) Let t and c be two positive real numbers. We have :
Q0(X
∗
t > c) = Q0(T
∗
c < t) = E0[1{T∗c <t}Mt] = E0[1{T∗c <t}MT∗c ].
By (4.15) we have :
MT∗c =
∫ ∞
c
(
1− c
a
)
e
L0T∗c /aν∗(da). (4.16)
Then,
Q0(X
∗
∞ > c) =
∫ ∞
c
(
1− c
a
)
E0[e
L0T∗c /a] ν∗(da).
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The r.v. L0T∗c is exponentially distributed :
P0(L
0
T∗c
> λ) = e−λ/c. (4.17)
Consequently if a > c, then E0[e
L0T∗c /a] =
a
a− c and Q0(X
∗
∞ > c) = ν∗
(
]c,+∞[). This proves that the
law of X∗∞ under Q0 is ν∗.
b) By a similar method we get :
Q0(L
0
∞ > l) = E0[Mτl ] =
∫ ∞
0
el/a P0(X
∗
τl
< a)ν∗(da).
Since P0(X
∗
τl < a) = P0(T
∗
a > τl) = P0(L
0
T∗a
> l) = e−l/a, then Q0(L0∞ > l) =
∫ ∞
0
ν∗(da) = 1, for any
l ≥ 0. This implies that Q0(L0∞ =∞) = 1.
c) Let g = sup{t ≥ 0, |Xt| = X∗∞}. Let t > 0 be fixed and σ be the stopping time : σ = inf{s >
t; |Xs| > X∗t }. We claim that Q0(σ <∞) = 1, this will imply that g =∞, Q0 a.s.
Let n ≥ 1. Then :
Q0(σ ≤ t+ n) = E0[1{σ≤t+n}Mt+n] = E0[1{σ≤t+n}Mσ]. (4.18)
Observing that X∗σ = |Xσ| = X∗t and P0(σ < +∞) = 1 and taking n→∞, in (4.18), we obtain :
Q0(σ <∞) = E0[Mσ] =
∫ ∞
0
E0
[
1{a>X∗t }
(
1− X
∗
t
a
)
eL
0
σ/a
]
ν∗(da).
On {σ < T0 ◦ θt}, L0σ = L0t , hence :
E0
[
eL
0
σ/a1{σ<T0◦θt}|Ft
]
= eL
0
t/a
|Xt|
X∗t
·
On {σ > T0 ◦ θt}, we have L0σ = L0t + L0T∗z ◦ θT0◦θt with z = X∗t , consequently :
E0
[
eL
0
σ/a1{σ>T0◦θt}|Ft
]
=
(
1− |Xt|
X∗t
)
eL
0
t/a
∫ ∞
0
el/ae−l/z
dl
z
=
X∗t − |Xt|
X∗t
(
1− X∗ta
) eL0t/a.
Finally :
Q0(σ <∞) = E0
[ ∫ ∞
X∗t
(
1− |Xt|
a
)
eL
0
t/aν∗(da)
]
= E0[Mt] = 1.
Point 3) of Theorem 4.9 will be proved via the initial enlargement of the original filtration with the
r.v. X∗∞. To apply Theorem 1 of [18] we need to compute Q0
(
X∗∞ > c|Ft
)
, c > 0, t > 0.
Lemma 4.10 Let c > 0, and t ≥ 0, then :
Q0
(
X∗∞ ≥ c|Ft
)
=
∫ ∞
c
e
L0t∧T∗c /a
(
1− |Xt∧T∗c |
a
) 1
Mt∧T∗c
ν∗(da) (4.19)
= ν∗
(
[c,+∞[)+ ∫ t
0
λ˜sdBs, (4.20)
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with
λ˜s =
−sgn(Xs)
M2s
1{X∗s<c}
∫ ∞
c
eL
0
s/a
{1
a
∫ ∞
X∗s
eL
0
s/bν∗(db)−
∫ ∞
X∗s
eL
0
s/b
b
ν∗(db)
}
ν∗(da), (4.21)
Bt = Xt −
∫ t
0
Jν∗s ds, (4.22)
(Jν∗s ) being defined by (3.62).
Proof of Lemma 4.10 1) Let Γt ∈ Ft and u > t. We decompose Q0
(
Γt ∩ {X∗u ≥ c}
)
as follows :
Q0
(
Γt ∩ {X∗u ≥ c}
)
= Q0
(
Γt ∩ {T ∗c ≤ t}
)
+Q0
(
Γt ∩ {T ∗c > t, X∗u ≥ c}
)
.
Obviously : Γt ∩ {T ∗c > t, X∗u ≥ c} = Γ′t ∩ {T ∗c ≤ u} where Γ′t = Γt ∩ {T ∗c > t} ∈ FT∗c ∧t. Consequently
:
Q0
(
Γ′t ∩ {T ∗c ≤ u}
)
= E0[1Γ′t∩{T∗c ≤u}Mu] = E0[1Γ′t∩{T∗c ≤u}MT∗c ].
Using (4.15) to determine MT∗c and taking u→∞, we get :
Q0
(
Γt ∩ {X∗∞ ≥ c}
)
= Q0
(
Γt ∩ {T ∗c ≤ t}
)
+
∫ ∞
c
(
1− c
a
)
E0[1Γ′t e
L0T∗c /a]ν∗(da).
To compute E0[1Γ′t e
L0T∗c /a] we proceed as in part c) of the proof of the first part of Theorem 4.9.
On {T0 ◦ θt > T ∗c ◦ θt} ∩ Γ′t, we have L0T∗c = L0t and :
E0[e
L0T∗c /a|Ft] = eL
0
t/a
|Xt|
c
·
On {T0 ◦ θt < T ∗c ◦ θt} ∩ Γ′t, we have L0T∗c = L0t + L0T∗c ◦ θT0◦θt .
Using moreover (4.17) we deduce that on Γ′t,
E0
[
e
L0T∗c /a1{T0◦θt<T∗c ◦θt}|Ft
]
= eL
0
t/a
(c− |Xt|
c
) 1
1− c/a .
Then :
E0
[
1Γ′t e
L0T∗c /a
]
=
1
1− c/aE0
[
1Γ′t e
L0t/a
(
1− |Xt|
a
)]
,
Q0
(
Γt ∩ {X∗∞ ≥ c}
)
= Q0
(
Γt ∩ {T ∗c ≤ t}
)
+
∫ ∞
c
E0
[
1Γ′t e
L0t/a
(
1− |Xt|
a
)]
ν∗(da)
= Q0
(
Γt ∩ {T ∗c ≤ t}
)
+ EQ0
[ ∫ ∞
c
1Γt∩{T∗c >t} e
L0t/a
(
1− |Xt|
a
) 1
Mt
ν∗(da)
]
.
The previous expression may be simplified, using (4.16) :
Q0
(
Γt ∩ {X∗∞ ≥ c}
)
= EQ0
[ ∫ ∞
c
1Γt e
L0t∧T∗c /a
(
1− |Xt∧T∗c |
a
) 1
Mt∧T∗c
ν∗(da)
]
.
This leads to (4.19).
2) Let Z1 and Z2 be two
(
Q0, (Ft)
)
continuous semimartingales. We write :
Z1
fv≡ Z2 (4.23)
if Z1 − Z2 is a continuous process with finite variation and Z10 = Z20 .
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It will be convenient to use this notion of congruence, which we shall apply as follows : if (Mt) is a
continuous local martingale, with M0 = 0, and M
fv≡ 0, then (Mt) is identically 0.
Due to Theorem 3.18, the process (Bt) defined by (4.22) is a
(
Q0, (Ft)
)
- Brownian motion started at
0. In particular :
Xt
fv≡ Bt. (4.24)
We have successively :(
1− |Xt|
a
)
eL
0
t/a
fv≡ 1− 1
a
∫ t
0
sgn(Xs) e
L0s/adBs, (4.25)
Mt
fv≡
∫ ∞
0
{
1− 1
a
∫ t
0
1{X∗s<a}sgn(Xs) e
L0s/adBs
}
ν∗(da)
fv≡ 1−
∫ t
0
sgn(Xs)
( ∫ ∞
X∗s
eL
0
s/a
a
ν∗(da)
)
dBs. (4.26)
Let Z1 and Z2 be two
(
Q0, (Ft)
)
semimartingales, the classical rule of stochastic calculus gives :
d
Z1t
Z2t
fv≡ 1
Z2t
dZ1t −
Z1t
(Z2t )
2
dZ2t .
Choosing Z1t =
(
1− |Xt|
a
)
eL
0
t/a and Z2t =Mt, we obtain :
(
1− |Xt|
a
)eL0t/a
Mt
fv≡ 1−
∫ t
0
sgn(Xs) e
L0s/a
{ 1
aMs
−
(
1− |Xs|
a
) 1
M2s
∫ ∞
X∗s
eL
0
s/b
b
ν∗(db)
}
dBs. (4.27)
Since
(
Q0(X
∗
∞ ≥ c|Ft)
)
t≥0 is a
(
Q0, (Ft)
)
-martingale, the identity (4.19) implies :
Q0
(
X∗∞ ≥ c|Ft
)
=
∫ ∞
c
[
1−
∫ t
0
sgn(Xs) e
L0s/a1{X∗s<c}
×
{ 1
aMs
−
(
1− |Xs|
a
) 1
M2s
∫ ∞
X∗s
eL
0
s/b
b
ν∗(db)
}
dBs
]
ν∗(da).
As a result Q0
(
X∗∞ ≥ c|Ft
)
= ν∗
(
[c,+∞[)+ ∫ t
0
λ˜sdBs, where :
λ˜s =
−sgn(Xs)
M2s
1{X∗s<c}
∫ ∞
c
eL
0
s/a
{Ms
a
−
(
1− |Xs|
a
)∫ ∞
X∗s
eL
0
s/b
b
ν∗(db)
}
ν∗(da).
Formula (4.20) is a direct consequence of (4.15).
Second part of the proof of Theorem 4.9 (i.e. point 3)
Obviously Lemma 4.10 may be written as follows :
Q0
(
X∗∞ ≥ c|Ft
)
= λt(1[c,∞[),
with the kernel λt satisfying :
λt
(
[c,∞[) = ν∗([c,∞[)+ ∫ t
0
λ0s
(
[c,∞[)dBs, (4.28)
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where :
λ0s(da) = −
sgn(Xs)
M2s
1{X∗s<a}e
L0s/a
[1
a
∫ ∞
X∗s
eL
0
s/b
(
1− a
b
)
ν∗(db)
]
ν∗(da).
The relation (4.19) directly implies that :
λt(da) =
1
Mt
1{X∗t <a}e
L0t/a
[
1− |Xt|
a
]
ν∗(da).
Consequently :
λ0t (da) = Θ(a, t)λt(da), (4.29)
with :
Θ(a, t) = − sgn(Xt)
Mt(a− |Xt|)
∫ ∞
X∗t
eL
0
t/b
(
1− a
b
)
ν∗(db). (4.30)
The relations (4.28)- (4.30) allow to apply Theorem 1 of [18] (see also [5]) : there exists (B˜t)t≥0 a(
Q0, (Gt)
)
-Brownian motion started at 0 such that :
Bt = B˜t +
∫ t
0
Θ(X∗∞, s)ds,
where (Gt) denotes the smallest filtration satisfying the usual conditions such that for any t ≥ 0, the
σ-field Ft ∨ σ(X∗∞) is included in Gt.
Using moreover (4.22), (Xt) is seen to admit the decomposition : Xt = B˜t +
∫ t
0
ξs ds, with :
ξs = Θ(X
∗
∞, s) + J
ν∗
s .
Using successively (4.30), (3.62) and (4.15), we get :
ξs =
−sgn(Xs)
Ms
(
X∗∞ − |Xs|
)[ ∫ ∞
X∗s
eL
0
s/b
(
1− X
∗
∞
b
)
ν∗(db) +
(
X∗∞ − |Xs|
) ∫ ∞
X∗s
eL
0
s/b
1
b
ν∗(db)
]
=
−sgn(Xs)
Ms
(
X∗∞ − |Xs|
) ∫ ∞
X∗s
(
1− |Xs|
b
)
eL
0
s/bν∗(db) =
−sgn(Xs)
X∗∞ − |Xs|
.
This proves (4.13).
Applying the Tanaka formula : |Xt| =
∫ t
0
sgn(Xs)dXs + L
0
t and the relation (4.13) lead to (4.14).

4.3 The Q-process associated with the down-crossings
In this last section we are interested in the law of (Xt) under Q
↓,G
0 . We have already introduced some
notation concerning down-crossings in section 3.4. Let us briefly recall the main objects involved in
this study. Dt is the number of down-crossings from b to a (b > a), up to time t, and
(
G(n)
)
n≥0 is a
decreasing sequence of positive real numbers, satisfying G(0) = 1 and lim
n→∞
G(n) = 0. Let
(
M↓,Gt
)
t≥0
be the positive P0-martingale associated with
(
G(n)
)
n≥0 as defined in Proposition 3.20. Q
↓,G
0 will
denote the p.m. on the canonical space (Ω,F∞): Q↓,G0 (Γt) = E0[1Γt M↓,Gt ], Γt ∈ Ft.
Theorem 4.11 1. Under Q↓,G0 , the r.v. D∞ is finite and
Q↓,G0 (D∞ = n) = G(n)−G(n+ 1) ; n ≥ 0. (4.31)
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2. Let g and g be the two random times :
g = inf{t ≥ 0;Dt = D∞} ; g = inf{t > g;Xt = b}.
Then : Q↓,G0 (0 < g <∞) = 1 and Q↓,G0 (g <∞) = 1/2.
3. Under Q↓,G0 and conditionally on {g <∞} :
(a) (Xu; 0 ≤ u ≤ g), (Xg+u; 0 ≤ u ≤ g − g) and (Xg+u;u ≥ 0) are independent,
(b) (2b− a−Xg+u; 0 ≤ u ≤ g− g) is distributed as a three dimensional Bessel process, started
at 2(b− a) and stopped at its first hitting time of level b− a,
(c) (Xu+g − a;u ≥ 0) is distributed as a three dimensional Bessel process started at b− a.
4. Under Q↓,G0 and conditionally on {g =∞} :
(a) (Xu; 0 ≤ u ≤ g), and (Xg+u;u ≥ 0) are independent,
(b) (2b − a − Xg+u;u ≥ 0) is distributed as a three dimensional Bessel process, started at
2(b− a) and conditioned to be greater than b− a.
5. Under Q↓,G0 and conditionally to {D∞ = n}, (Xu; 0 ≤ u ≤ g) is distributed as a Brownian
motion started at 0, and stopped at the first time (σ2n) when the number of down-crossings
equals n.
Proof. a) Recall that (σn)n≥0 is the sequence of stopping times defined by (3.68)-(3.71). Using the
definition of Q↓,G0 and the optional stopping theorem, we obtain :
Q↓,G0 (Dt ≥ n) = Q↓,G0 (σ2n ≤ t) = E0[1{σ2n≤t}M↓,Gt ]
= E0[1{σ2n≤t}M
↓,D
σ2n ].
But relation (3.75) implies that M↓,Gσ2n = G(n). Consequently, taking t → ∞, in the previous identity
leads to : Q↓,G0 (D∞ ≥ n) = G(n). Hence Q↓,G0 (D∞ = n) = G(n) − G(n + 1). Since limn→∞G(n) = 0,
then Q↓,G0 (D∞ <∞) = 1.
b) The proof of 2-5 of Theorem 4.11 makes use of the progressive enlargement of filtrations technique.
Since we have already developed this approach in the setting of Theorems 4.2 and 4.8, we limit ourselves
to state the main steps without giving details.
We have :
Zt := Q
↓,G
0 (g > t|Ft) =
G(1 +Dt)
M↓,Gt
; ∀t ≥ 0.
Theorem 3.21 says that the process (Bt) defined by relation (3.84) is a Q
↓,G
0 - Brownian motion, started
at 0.
It is convenient for the sequel to introduce :
ms =
G(1 +Ds)−G(Ds)
2(b− a)
(
1{σ2Ds+Tb◦θσ2Ds>s} − 1{σ2Ds+Tb◦θσ2Ds<s}
)
.
Consequently :
Xt = Bt +
∫ t
0
ms
M↓,Gs
ds,
M↓,Gt =M
↓,G
0 +
∫ t
0
ms dXs.
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Applying Itoˆ’s formula, we obtain :
Zt = 1−
∫ t
0
G(1 +Ds)
(M↓,Gs )2
msdXs +
∫
[0,t]
dsG(1 +Ds)
M↓,Gs
= 1−
∫ t
0
G(1 +Ds)
(M↓,Gs )2
msdBs −
∫ t
0
G(1 +Ds)
(M↓,Gs )3
(ms)
2dBs +
∫
[0,t]
dsG(1 +Ds)
M↓,Gs
.
Let (Gt)t≥0 be the smallest filtration, containing (Ft)t≥0, satisfying the usual conditions and such that
g is a (Gt)t≥0-stopping time. Then there exists a
(
Q↓,G0 , (Gt)t≥0
)
-Brownian motion (B̂t) started at 0,
such that :
Bt = B̂t +
∫ t∧g
0
d < Z,X >s
Zs
−
∫ t
t∧g
d < Z,X >s
1− Zs .
Since :
d < Z, X >s= −G(1 +Ds)
(M↓,Gs )2
ms ds,
we have :
Xt = B̂t +
∫ t
t∧g
ms
M↓,Gs −G(1 +Ds)
ds.
It is easy to compute the drift term, via (3.74) :
ms
M↓,Gs −G(1 +Ds)
=

1
Xs + a− 2b on {σ2Ds + Tb ◦ θσ2Ds > s},
1
Xs − a otherwise.
In particular :
Xt = B̂t +
∫ t∧g
t∧g
ds
Xs + a− 2b +
∫ t
t∧g
ds
Xs − a ; t ≥ 0.
Having obtained these results, points 2-5 of Theorem 4.11 can now be proved. The details are left to
the reader.
5 A direct approach to study the canonical process under Q
To explain the goal of this section let us start with Case 1. For simplicity we restrict ourselves to
x = 0. Theorem 4.6 leads us to consider Q
(y)
0 , the law of (Xt)t≥0 conditionally on S∞ = y. Recall
that under Q
(y)
0 ,
• (Xt; t ≤ Ty) is a Brownian motion started at 0, and considered up to its first hitting time of y,
• (y −Xt+Ty ; t ≥ 0) is a three dimensional Bessel process started at 0.
Therefore, Theorem 4.6 may be summarized as follows :
Qϕ0 (·) =
∫ ∞
0
Q
(y)
0 (·) ϕ(y) dy. (5.1)
This motivated us to prove (5.1) directly without any enlargement of filtration.
Proposition 5.1 Let ϕ : [0,+∞[−→ R+ as in Proposition 3.1, satisfying (3.3). Then (5.1) holds.
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Proof. 1) Let 0 ≤ a < b and ϕ(x) = 1
b− a1[a,b](x). Then :
Φ(x) =
∫ x
0
ϕ(t)dt =
x ∧ b− a
b− a 1{x≥a}.
Consequently :
Mϕt = 1{St<a} +
b−Xt
b− a 1{a≤St≤b} ; t ≥ 0.
Then using Girsanov’s theorem and Proposition 3.1, it is easy to check that (Xt)t≥0 solves :
Xt = βt −
∫ t
0
1
b−Xu 1{a≤Su≤b}du,
where (βt; t ≥ 0) is a Qϕ0 -Brownian motion started at 0.
Consequently, under Qϕ0 :
• (Xt ; 0 ≤ t ≤ Ta) is distributed as a Brownian motion started at 0, and stopped at its first
hitting of a,
• (b −Xt+Ta ; t ≥ 0) is distributed as a three dimensional Bessel process started at b− a.
2) To prove (5.1), it is convenient to give an adequate description of the p.m.
∫ ∞
0
Q
(y)
0 (·)ϕ(y)dy. Let
ξ be a r.v. independent of (Xt)t≥0 and uniformly distributed on [a, b]. Then under
∫ ∞
0
Q
(y)
0 (·)ϕ(y)dy:
• (Xt; 0 ≤ t ≤ Tξ) is distributed as (Xt; 0 ≤ t ≤ Tξ) under P0,
• (ξ −Xt+Tξ ; t ≥ 0) is distributed as a three dimensional Bessel process started at 0.
In particular (Xt; t ≤ Ta) has the same distribution under either Qϕ0 or
∫ ∞
0
Q
(y)
0 (·)ϕ(y)dy.
3) Let Rb−a be a three dimensional Bessel process started at b − a, and g be the unique time t such
that Rb−a(t) = inf
u≥0
Rb−a(u). Then :
• (Rb−a(t+ g)− inf
u≥0
Rb−a(u); t ≥ 0
)
is independent of
(
Rb−a(t); 0 ≤ t ≤ g) and is distributed as
a three dimensional Bessel process started at 0,
• inf
u≥0
Rb−a(u) is uniformly distributed on [0, b−a], and conditionally on inf
u≥0
Rb−a(u) = x,
(
Rb−a(t); 0 ≤
t ≤ g) is distributed as a Brownian motion started at b− a, and stopped when it reaches x.
This implies that the law of (Xt+Ta ; t ≥ 0) is the same under either Qϕ0 or
∫ ∞
0
Q
(y)
0 (·)ϕ(y)dy.
4) Let ϕ : R+ 7→ R+ be a Borel function such that
∫ ∞
0
ϕ(y)dy = 1. It is clear that Qϕ0 is equal to Q˜
ϕ
0 ,
with :
Q˜ϕ0 (Γt) := E0
[
1Γt
(
(St −Xt)ϕ(St) +
∫ ∞
St
ϕ(y)dy
)]
, t ≥ 0,Γt ∈ Ft.
But we have proved that the two p.m. Q˜ϕ0 and
∫ ∞
0
Q
(y)
0 (·)ϕ(y)dy coincide when ϕ(x) =
1
b− a1[a,b](x).
Since ψ −→ Q˜ψ0 and ψ −→
∫ ∞
0
Q
(y)
0 (·)ψ(y)dy are linear (with respect to convex combinations), then
Q˜ϕ0 (·) =
∫ ∞
0
Q
(y)
0 (·) ϕ(y) dy, (5.2)
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holds for any elementary function ϕ of the type : ϕ =
∑
i
ci1[ai,bi]. Approximating a continuous
function with compact support by a sequence of stepwise constant functions of the previous type,
permits to prove (5.1), ϕ being a positive continuous function with compact support in [0,+∞[. The
Riesz representation theorem allows to extend (5.2) and (5.1) to any Borel and positive ϕ, the details
are left to the reader.
We have already observed that if we take λ = 0, then the Kennedy martingale M0,ϕ coincides with
Mϕ. This leads us to generalize Proposition 5.1. We give (see Proposition 5.2 below) a direct proof of
Theorem 4.7 via a disintegration of the p.m. Qλ,ϕ0 . Formally taking λ→ 0 in Proposition 5.2 permits
to recover Proposition 5.1. However the proofs of Propositions 5.2 and 5.1 are different.
Let λ > 0, x > 0 and Q
λ,(x)
0 be the unique p.m. on the canonical space such that :
• (Xt; 0 ≤ t ≤ Tx) is distributed as a Brownian motion with drift λ, started at 0, and stopped at
its first hitting time of x,
• (x−Xt+Tx ; t ≥ 0) is distributed as (Z(λ)t ; t ≥ 0) under P0, where :
Z
(λ)
t = Xt + λ
∫ t
0
coth(λZ(λ)u )du. (5.3)
We observe that :
Q
(x)
0 = lim
λ→0
Q
λ,(x)
0 . (5.4)
Proposition 5.2 Let ϕ,Φ be the functions defined by (3.11), resp. (3.10), and parametrized by the
function ψ satisfying
∫ ∞
0
ψ(z)e−λzdz = 1. Then :
Qλ,ϕ0 (·) =
∫ ∞
0
Q
λ,(y)
0 (·)e−λyψ(y)dy. (5.5)
Proof. Let Γ ∈ F∞. Using the definition of Qλ,ϕ0 and (3.20), we have :
Qλ,ϕ0 (Γ) = EP (−λ)x
[ψ(S∞)
2λ
eλS∞1Γ
]
. (5.6)
Conditioning on S∞ and using (3.19) leads to :
Qλ,ϕ0 (Γ) =
∫ ∞
0
e−λyψ(y)P (−λ)x (Γ|S∞ = y)dy.
The equality : Q
λ,(y)
0 (Γ) = P
(−λ)
x (Γ|S∞ = y) follows directly from the well-known theorem of Williams
[17].
We now investigate the law of (Xt) under Q
ν
0 , where ν is a p.m. on [α,∞[×[α,∞[, for some α > 0.
The p.m. Qν0 has been already introduced in Theorem 3.18 and (M
ν
t ) is the P0-martingale defined in
Proposition 3.16. Note that the penalization result has been proved (see Theorem 3.18) for the triplet
(St, It, L
0
t ) but we have only described the law of (Xt) under Q
ν∗
0 ; this p.m. being associated with
the two dimensional process (X∗t = St ∨ It, L0t ). Hence Theorem 5.3 below, generalizes Theorem 4.9.
Moreover, its proof hinges on a disintegration of Qν0 and does not use enlargement of filtration .
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Let Qs,i0 be the p.m. on (Ω,F∞) defined as the law of (Y s,it ) under P0, where s, i ≥ 0 and (Y s,it ) is the
solution of the following SDE :
Yt = Xt −
∫ t
0
1
s− Yu 1{Yu>0}du+
∫ t
0
1
i+ Yu
1{Yu<0}du. (5.7)
It will cause no confusion to keep the same letter Q to designate the p.m used in both Proposition 5.2
above and Theorem 5.3 below, since the first p.m.’s is always indexed by (λ, (y)) and the second p.m.
by (s, i).
Coming back to (5.7), F. Knight ([9]) already considered the process (Y s,st ) and called it the ”Brownian
taboo process”. Intuitively it is a Brownian motion conditioned on never reaching ±s, the taboo levels.
Likewise, from (5.7), it can be proved that :
• the process (Y s,it ) takes its values in ]− i, s[,
• sup
t≥0
Y s,it = s and inf
t≥0
Y s,it = −i.
These properties may be also proved via the classification of boundary points s,−i of the diffusion
process (Y s,it ) (see for instance ([11], section V 50-51).
Theorem 5.3 1. Under Qν0 , L
0
∞ is infinite, S∞, I∞ are finite r.v., and the distribution of (S∞, I∞)
is ν.
2. We have :
Qν0(·) =
∫
([0,+∞[)2
Qs,i0 (·)ν(ds, di). (5.8)
Remark 5.4 The probabilistic interpretation of the disintegration property (5.8) is the following :
conditionally on S∞ = s, I∞ = i, the law of (Xt) under Qν0 coincides with the law of (Y
s,i
t ) under P0.
Proof of Theorem 5.3 1) To determine the law of (S∞, I∞) and prove that L0∞ ≡ ∞ a.s., we can
proceed as in the proof of Theorem 4.9. The details are left to the reader.
2) Let us prove (5.8). Let s, i ≥ 0 fixed, and b be the function :
b(x) = − 1
s− x1{0<x<s} +
1
i+ x
1{−i<x<0}.
The Girsanov theorem implies that :
Qs,i0 |Ft = Θt1{t<Ts∧T−i}P0 |Ft ,
where
Θt = exp
{∫ t
0
b(Xu)dXu − 1
2
∫ t
0
b(Xu)
2du
}
.
Applying the Itoˆ-Tanaka formula we obtain :
ln(s−X+t ) = ln(s)−
∫ t
0
1
s−Xu 1{Xu>0}dXu −
1
2
∫ t
0
1
(s−Xu)2 1{Xu>0}du −
1
2s
L0t ,
ln(i−X−t ) = ln(i) +
∫ t
0
1
i+Xu
1{Xu<0}dXu −
1
2
∫ t
0
1
(i+Xu)2
1{Xu<0}du −
1
2i
L0t ,
where t < Ts ∧ T−i.
It follows that :
Θt =
(
1− X
+
t
s
)(
1− X
−
t
i
)
exp
{1
2
(1
s
+
1
i
)
L0t
}
.
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Summarizing previous calculations, we get :
Qs,i0 |Ft =
(
1− X
+
t
s
)(
1− X
−
t
i
)
exp
{1
2
(1
s
+
1
i
)
L0t
}
1{t<Ts∧T−i} P0 |Ft .
Integrating with respect to ν(ds, di) implies directly (5.8), since the martingale (Mνt ) is defined by
(3.51).
Our Theorem 5.3 provides a short proof of Lemma 3.19. It is actually possible to demonstrate directly
Lemma 3.19, however tedious calculations are necessary.
Let a, b > 0, ν(ds, di) := δa(ds)⊗ δb(di) and Mt =Mνt .
Applying the definition (3.51) of (Mt), we have :
Mt =
1
ab
(a−X+t )(b −X−t )ecL
0
t 1{t≤Ta∧T−b}; t ≥ 0,
with c =
1
2
(1
a
+
1
b
)
.
Due to the definition of Qa,b0 , we get :
EQa,b0
[ 1
(a−X+t )(b −X−t )
]
= E0
[ 1
(a−X+t )(b −X−t )
Mt
]
=
1
ab
E0
[
ecL
0
t1{t≤Ta∧T−b}
]
.
Consequently :
lim
t→∞
E0
[
ecL
0
t 1{t≤Ta∧T−b}
]
= ab lim
t→∞
EQν0
[ 1
(a−X+t )(b−X−t )
]
.
But under Qν0 , (Xt) is a recurrent diffusion. It is easy to compute its invariant density function g since
this function solves : 
1
2
g”(x) +
g′(x)
a− x +
g(x)
(a− x)2 = 0 if x > 0,
1
2
g”(x)− g
′(x)
b+ x
+
g(x)
(b+ x)2
= 0 if x < 0,
Finally :
g(x) =
3
(a+ b)a2b2
[
b2(a− x)21{0<x<a} + a2(b+ x)21{−b<x<0}
]
.
We observe that : ∫
R
1
(a− x+)(b − x−)g(x)dx =
3
2ab
.
In particular the integral above is finite and
lim
t→∞
EQν0
[ 1
(a−X+t )(b −X−t )
]
=
3
2
.
This finishes the proof of Lemma 3.19, since :
lim
t→∞E0
[
ecL
0
t1{t≤Ta∧T−b}
]
=
3
2
. (5.9)
Remark 5.5 1. It is easy to deduce from the previous analysis that
lim
t→∞
E0
[
eαL
0
t 1{t≤Ta∧T−b}
]
=
{ ∞ if α > c,
0 if α < c.
(5.10)
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2. Lemma 3.19 may be generalized as follows. Let (Yt) be Walsh’s Brownian motion with parameters
(pi)1≤i≤n, where 0 < pi < 1 and
n∑
i=1
pi = 1. We recall (see Walsh’s original paper [16], and also
[4] and [3] for detailed constructions), that this process takes its values in a union of half-lines
I1, · · · , In such that ∩ni=1Ii = {0}. Heuristically, this process :
• moves as a one-dimensional Brownian motion inside each Ii,
• when it reaches 0, it chooses at random, with probability pi, to evolve in Ii .
Now, the statement of Lemma 3.19 may be extended in the following manner :
lim
t→∞
E
[
eαL
0
t
n∏
i=1
1{Sit≤ai}
]
=
 0 if α < c,3/2 if α = c,∞ if α > c, (5.11)
with c :=
n∑
i=1
pi
ai
.
6 Further developments
In this section, we sketch a number of results which shall appear in [15].
For simplicity, we shall only discuss here Case 1.
1. To prove our main limit result, rather than considering E[ϕ(St)|Fs], as t → ∞, we study
P (Γs|St = y], which is shown to converge as t→∞ towards Q(y)0 (Γs).
2. Also, we study the speed of convergence of Qϕ0,t(Γs), where Q
ϕ
0,t denotes the p.m. Q
F
0,t defined
by (1.6) with Ft = ϕ(St). More precisely, suppose that ϕ satisfies moreover
∫ ∞
0
ϕ(t)t2dt <∞,
we then prove that there exists a P0-martingale (N
ϕ
t ) such that :
E
[
1Γsϕ(St)
]
E[ϕ(St)]
− E[1ΓsMϕs ] ∼t→∞E
[
1ΓsN
ϕ
s
]
t
, ∀Γs ∈ Fs. (6.1)
We obtain more generally an expansion of the left side of (6.1) in powers of (1/t), to any order.
3. Finally we consider ( [15], [14]) the same problems with Ft = f(Xt, St) where f : R×R+ 7→ R+.
We suppose :
f :=
∫
R
dx
∫ ∞
x+
(2y − x)f(x, y)dy <∞. (6.2)
Denote f̂ = 1/f .
Then we establish that Q0,t(Γs) converges to f̂E0
[
1ΓsM
ϕ
s
]
, t→∞, for any Γs ∈ Fs where ϕ is
given by :
ϕ(y) = f̂
∫
R
dx
∫ ∞
y∨x+
f(x, z)dz +
∫ y
−∞
f(x, y)(y − x)dx.
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