Abstract. We propose a non-standard neural network called TPNN which offers the direct mapping from a peptide sequence to a property of interest in order to model the quantitative structure activity relation. The peptide sequence serves as a template for the network topology. The building blocks of the network are single cells which correspond one-to-one to the amino acids of the peptide. The network training is based on gradient descent techniques, which rely on the efficient calculation of the gradient by back-propagation. The TPNN together with a GA-based exploration of the combinatorial peptide space is a new method for peptide design and optimization. We demonstrate the feasibility of this method in the drug discovery process.
Introduction
An important task in modern drug discovery is to understand the quantitative structure activity relation (QSAR). QSAR problems can be divided into a coding and learning part. The learning part could be solved with standard machine learning tools. Artificial neural networks are commonly used in this context as nonlinear regression models that correlate the biological activities with the physiochemical or structural properties of those chemical compounds that were tested in a specific assay. The most important part in QSAR analysis is the identification of molecular descriptors which encode the essential properties of the compounds under investigation. Alternative approaches of the classical machine-learning-based QSAR circumvent the problem of computing and selecting a representative set of molecular descriptors. Therefore the molecules are considered as structured data -represented as graphs -wherein each atom is a node and each bond is an edge. This is the main concept of the Molecular Graph Network [1] [2] [3] and of the Graph Machines [4] which translate a chemical structure into a graph that works as topology-template for the connections of a neural network. In this work, we follow the idea of translating the chemical structure of a compound directly into the topology of a learning machine. Our strategy is focused on peptides which are chains of amino acids. Each cell in the network corresponds one-to-one to an amino acid in the peptide. Hence the amino acid sequence of a peptide determines the topology of the network. We call this architecture Topology Preserving Neural Network (TPNN) and we propose a learning strategy that adapts the weights of the cells with respect to the the assay data. The adapted cells are used to build models for the QSAR of new virtual peptides in order to optimize the desired property in silico. We explore the high dimensional space of all possible peptides with a genetic algorithm wherein the output of TPNN-model defines the fitness function. Only the top ranking in silico peptides are selected for synthesis and in vitro testing in the assay. The fully connected TPNN is described in the next section and the training and regularization follows in section 3. The use of TPNN models in peptide design is reported in section 4 and first results are presented in section 5.
Network Representation of Peptides
Peptides are short linear polymers built from amino acids that are linked with an amide bond. The 20 proteinogenic amino acids are the most important ones and they are the building blocks of almost all proteins in nature. The string representation of the peptide S is called the peptide sequence and it is given by the order in which the amino acid lie in the chain. We further assume that the peptides are composed of amino acids from a pool of M different individuals called the alphabet. In a TPNN each amino acid from the alphabet is represented as a particular cell with individual weights that are adjusted during the network training. The internal weight of the cell is ϕ, the inputs from the neighboring cells are connected with the weights ω −N,...,N and the feedback is controlled by ω 0 . The weights are combined in the weight vector ω. The cells are connected to form a chain as shown in figure 1 with an one-to-one correspondence between the amino acids in the alphabet that build the peptides and the cells in the network. The TPNN is iterated several times which governs the system dynamics. The internal states of the network are denoted in the state vector y with respect to their order. The state of the i-th TPNN cell y t i evolves for iterations t = 0, . . . , T − 1 according to
wherein the activation function σ(x) is a hyperbolic tangent with an additional linear term that leads to non-vanishing derivatives of the training error
The number of iterations T is set to be the average length of the sequences under investigation. The final output of the network is simply the sum over all internal states y T i
after the final iteration.
Training TPNN Models
The training procedure of a TPNN is a combination of stochastic gradient descend and back propagation with several improvements that make the training of the shared weights feasible. The true gradient is approximated by the gradient of the loss function which is evaluated on single training samples. The network weights are adjusted by an amount proportional to this approximate gradient. A training sample consists of two parts: The first part is the peptide sequence S that is a composition of the M possible amino acids taken from the alphabet. The second part is the measured activity that could be a continuous value or a class label, for example the classes active, weakactive or non-active. Let's assume that we have a collection of K training samples {S n , a n } n=1,...,K and the weights
..,M of the individual cells that correspond to the M different amino acids in the alphabet are organized in the weight vector Ω = (ω 1 , . . . , ω M ). Let f (S i , Ω) denote the output of the TPNN for a given sequence S i with respect to the network weights Ω. This output value has to be compared to the training label a i by means of a loss function. The loss function measures the deviation of the TPNN output from the desired value a i . In optimization usually a quadratic loss function is used, basically due to the simplicity of the resulting derivatives. We propose the use of an -insensitive squared loss function
The output of the TPNN has zero loss and gradient if it lies inside the -margin of the desired output. This forces the training algorithm to focus on the training samples that are not properly explained by the current model rather than adjusting the network weights by gradient steps of already correctly learned samples. We choose an that is close to the mean of the single measurement variances.
Thus the training error E(Ω, ) is simply the loss averaged over the entire training set
Furthermore we need regularization in order to prevent overfitting. Weight decay is a regularization method that penalizes large weights in the network and forces the insignificant weights to converge to zero. This results in a model with a minimum number of free parameters, according to the principle of Occam's razor also known as the law of parsimony. It tells us to prefer the simplest of all equally good models. The weight decay penalty term is defined as
where Ω denotes the weight vector of the TPNN and the regularization parameter γ = 0.001 is small. The penalty term is added to the training error and contributes to the gradient.
Stochastic Gradient Descent
Training a learning machine is put to effect by minimizing the training error as defined in equ. 4 with respect to the network weights Ω. The method of training a TPNN is based on stochastic gradient descend. The gradient of the entire training error from equ. 4 and the penalty term from equ. 5 is a sum of terms of the form
The stochastic gradient descent performs a series of very small consecutive steps, determining each step direction from the gradient of an individual term only. After each step, the new parameter set Ω is re-inserted into the loss function before the next gradient is computed. This defines an update rule for the parameters of the form
with i = 1 . . . K, wherein K is the number of training samples. The update δΩ i depends on the i-th training sample only and is given by
We calculate the update δΩ i with the standard error back-propagation technique as it is used for the common feed-forward multilayer perceptron [5] . The parameter µ controls the stepsize of the gradient descend. The initial step size is already small (around µ = 0.01) and it is decreased after each training epoch with a constant factor. This is necessary to achieve a slow convergence of the weights. Note that in each training step only a few selected values of the entire weight vector Ω are adjusted, namely the ones that correspond to amino acids that appear in the sequence of the training sample.
Building TPNN-Ensembles
A common way to improve the performance of neural networks in regression or classification tasks is ensemble building [6] . It is well known, that neural network ensembles perform better in terms of generalization than single models would do [7, 8] . An ensemble of TPNNs consists of several single TPNN models that are trained on randomly chosen subsets of the training data and the training starts with random weight initializations. This ensures the diversity of the resulting models which is the key issue in ensemble building. To compute the output of the ensemble for one input sequence, the output variables of all TPNNs belonging to the ensemble are averaged. We build ensembles with 20-30 individual trained TPNN models.
4 Computer Assisted Peptide Design with TPNN Models Fig. 2 . The example shows how the TPNN model works in computer assisted peptide design: The model learns the properties of the peptides in the training set and the adopted cells build virtual peptides that are evaluated in the GA-optimization.
The main objective in building a TPNN model is to recover the fundamental characteristics of the structure activity relation. Therefore a start population of peptides is selected. The sequence strings of the peptides together with the measurements from the biological assay deliver the data for TPNN training as described in section 3. Training the network means adapting the weights of the cells that correspond to the amino acids of the peptides in the training set. The adapted cells work as building blocks of new virtual peptides which are generated by rearranging the order of the cells and calculating the output of the network according to equ. 1. The resulting TPNN-model defines the fitness function in a genetic algorithm (GA) that is generating new suggestions for peptide synthesis based on the learned structure activity relation. The reason for the GA approach is the huge dimension of the "peptide space" that we have to explore. In this study we investigate 9-mer peptides from an alphabet that consists of the 20 natural amino acids and 15 non-natural D-amino-acids. We include D-amino acids in order to increase the metabolic stability of the peptides. This leads to combinatorial library of 35 9 ≈ 7.8 × 10 13 possible peptides. The GA represents each chromosome as amino acid sequence following the building block theory introduced by Holland [9] and Goldberg [10] . We perform mutation and 2-point crossover on the sequence level. The start population consists of 2000 randomly generated 9-mer peptides and evolves over 5000 generations. We prefer to use elitist selection by keeping the best performing individuals of the population unchanged. The new GA-based peptide suggestions are synthesized and tested in the biological assay and the results are included in the next TPNN training cycle. This process is repeated several times and improves the peptides in each round with respect to the desired properties.
Results
The first target to test our approach was a human G-protein-coupled receptor (GPCR) from the rhodopsin family. G-protein-coupled receptors are a protein family of transmembrane receptors that modulate several vital physiological events and comprise one of the largest families in the human genome with more than 800 identified sequences [11] . The involvement in many biological processes has the consequence that GPCRs play a key role in several pathological conditions, which has led to GPCRs being the target of up to 40% of today's marketed drugs [12, 13] . Nevertheless very little is known about the structure and structure-function relationship of this important target family because up to now there are only three mammalian GPCR crystal structures published 3 . The lack of structural knowledge is the reason why the common structure based modelling techniques cannot be used without difficulties. The advantage of the TPNN approach is that it makes no assumption about the structural features of the drug target. This method works without any explicit structural information. The goal of our approach was the development of a 9-mer peptide with high activity and metabolic stability. The activity of the peptides was measured in a functional Cellux-assay on Ca 2+ mobilization using stably transfected HEK293tet cells expressing the human GPCR. We applied eleven different concentrations of the peptides to obtain concentration response curves for EC 50 calculations. All EC 50 values are results of 3 experiments made in duplicates. The metabolic stability was measured via reverse phase HPLC with a ZORBAX Eclipse XDB-C18, 4, 6 × 150 mm, 5 µm column. For that the peptides had been incubated in 25% human serum at 37°C. Samples were analyzed at different time points to determine the half life (in minutes) of the peptides in the human serum. We started with a random population of 29 peptides followed by three optimization cycles with 30-50 peptides each. The results with respect to the EC 50 values of the activity and the metabolic stability of the compounds are shown in figure 3. 
Conclusion
We introduced a new topology preserving cellular neural network that operates on single cells as building blocks with a one-to-one correspondence to the amino acids of the peptide. The TPNN mimics the chain structure of a peptide and translates a chemical structure directly into the topology of a learning machine. This overcomes the obstacle of designing and computing molecular descriptors for the QSAR. Furthermore the TPNN does not rely on the availability of structural information about the drug target. The concept of TPNN together with the GA-based exploration of the combinatorial peptide space is the core concept of a novel peptide optimization process in drug discovery. The feasibility of the design approach was demonstrated for the construction and optimization of peptidic GPCR ligands in an iterative process of 3 design cycles of computer assisted optimization with respect to the activity and the metabolic stability. Synthesis and experimental fitness determination of less than 160 different compounds from a virtual combinatorial library of more than 7.8 × 10
13 peptides were necessary to achieve this goal. This is work in process. We plan to run further optimization cycles in order to improve activity and metabolic stability of the compounds. We cannot disclose the target and the peptide sequences before the investigation is finished and the patent situation is clarified.
