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ABSTRACT
Technical-grade and mixed solid/liquid phase change materials (PCM) typically melt and solidify over a
temperature range, sometimes exhibiting thermal hysteresis. Three phenomenological phase transition
models are presentedwhich are directly parametrized using data from completemelting and solidification
experiments. They predict hysteresis phenomena and are used to calculate effective PCM properties. Two
models have already been implemented in commercial building simulation and/or multiphysics software,
but not the third novel model. Applications are presented for two commercial PCM: a paraffin, and a salt
water mixture with additives. Numerical implementation aspects are discussed, and significant differences
in the predicted absorbed and released heat are highlighted when simulating consecutive incomplete
phase transitions. The models are linked with energy balance equations to predict recorded PCM temper-
atures of a thermal energy storage. The cross-validation with data from 26 partial load conditions clearly
indicate a superior predictive performance of the novel hysteresis model.
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1. Introduction
Theperformanceof a latent heat thermal energy storage (LHTES)
with solid/liquid phase changematerial (PCM) critically depends
on the thermo-physical PCM properties and its phase transi-
tion behaviour. Established building performance simulation
tools mostly ignore complex phase transition characteristics,
relevant for many commercial PCM used in real applications
(Al-Saadi and Zhai 2013). A major shortcoming of these simu-
lation tools is the lack of suitable models for the description of
thermal hysteresis (Goia, Chaudhary, and Fantucci 2018). Ther-
mal hysteresis effects are complex in nature. They are normally
induced by supercooling which is caused by complex nucle-
ation and crystal growth mechanisms. Corresponding mecha-
nistic macroscopic modelling approaches for PCM can be found
e.g. in Ziskind (2014) and Uzan et al. (2017). Experimental analy-
sis of hysteresis effects are presented e.g. in Diaconu, Varga, and
Oliveira (2010).
In contrast to the mechanistic modelling approach for the
analysis of hysteresis in the solid/liquid phase transition of
PCM, this contribution follows a purely phenomenological
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(data-based) approach without consideration of physical pro-
cesses inside the PCM. Accordingly, the following definition is
used (Barz and Sommer 2018):
Definition: (Hysteresis during temperature-induced phase
transitionsof solid/liquidPCM)The termhysteresis is used to indi-
cate that different PCMstate parameters, i.e. values of enthalpyh
or phase fraction ξ , can be found for the same temperature value
T, depending on the direction of change of T, and possibly also
on the rate of change of T.
Following the phenomenological approach for modelling
thermal hysteresis, Goia, Chaudhary, and Fantucci (2018) used
two different building simulation software (EnergyPlusTM: and
WufiPro/Plus), to implement different phenomenological
phase transition models which are defined by enthalpy–
temperature curves. These curves are derived from the PCMheat
capacity and phase transition data obtained from various calori-
metric methods, including differential scanning calorimetry
(DSC) for complete melting and solidification (Goia, Chaudhary,
© 2019 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group
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and Fantucci 2018). The models implement enthalpy–
temperature curves which correspond to the curve for complete
melting, complete solidification, or an average between both
curves. The experimental validation of these models with tem-
perature data from various PCM during consecutive complete
and incomplete phase transitions revealed adequate simulation
results for PCMwith low hysteresis during complete phase tran-
sitions. However, high inaccuracies were found for incomplete
transitions and PCM showing significant hysteresis effects (Goia,
Chaudhary, and Fantucci 2018). The same approach for identifi-
cation of complete transitionmodels and their use formodelling
of complete phase transitions was followed by Frei (2016), Vir-
gone and Trabelsi (2016), Michel et al. (2017), Biswas et al. (2018)
and Hu and Heiselberg (2018) using COMSOL Multiphysics R©,
and by Diaconu and Cruceru (2010), Moreles, Huelsz, and Bar-
rios (2018), and Gasia et al. (2018) using in-house simulation
code.
An alternative phenomenological modelling approach for
the consideration of hysteresis and varying enthalpy–
temperature relationship was proposed by Gowreesunker, Tas-
sou, and Kolokotroni (2012), Gowreesunker and Tassou (2013)
and Kumarasamy et al. (2016, 2017). The so called ‘source term’
approach uses a heat source term in the PCM energy bal-
ance equation model to represent the latent heat during phase
change. This modelling technique corresponds to the default
solidification/melting model in ANSYS Fluent (Kumarasamy
et al. 2017). The authors use DSC heat capacity data obtained for
completemelting and for complete solidification. From this data
two different models for the latent heat evolution with temper-
ature are derived. This approach is also restricted to the analy-
sis of hysteresis effects for complete melting and solidification
experiments.
All mentioned models realize (or track) enthalpy–
temperature transition curves identified either for complete
melting, or for complete solidification. According to the nam-
ing convention used in NRGsim, which is a custom sub-routine
developed for EnergyPlusTM (NRGSIM 2018), these models are
referred to as ‘curve track’ models. For PCM mixtures, includ-
ing technical-grade PCM, the main drawback of the ‘curve track’
model is its poor performance when applied to predict phase
transitionbehaviourwith hysteresis for partialmelting and solid-
ification, see e.g. Diaconu and Cruceru (2010), Moreles, Huelsz,
and Barrios (2018), Gasia et al. (2018), Goia, Chaudhary, and Fan-
tucci (2018). For this reason, based on experimental findings, an
extension of the ‘curve track’ model was proposed by Bony and
Citherlet (2007)which realizes a switch fromone transition curve
to the other for direction changes in the temperature during
incomplete phase transitions, the so called ‘curve switch’ model.
This approach was taken up by Rose et al. (2009), and was also
implemented in NRGsim.
Diaconu, Varga, andOliveira (2010) foundexperimentally that
the hysteresis magnitude decreased in the case of temperature
cycling inside the PCMphase transition temperature range. They
also found that the temperature history influences the enthalpy
values (Diaconu, Varga, and Oliveira 2010). The same behaviour
was found by Delcroix, Kummert, and Daoud (2017).
Analternativehysteresismodel, originally examinedby Ivshin
and Pence (1994) in the context of temperature-induced phase
transitions, was applied recently to model hysteresis phenom-
ena in PCM for thermal energy storages by Barz and Som-
mer (2018). To take up the naming convention established in the
documentationofNRGsim, in the following thismodel is referred
to as ‘curve scale’ model. The ‘curve scale’ model accounts for
different hysteresis magnitudes for cycles within the phase tran-
sition temperature range and makes use of the temperature
history. A variant of the ‘curve scale’ model was also proposed
by Delcroix (2015); Delcroix, Kummert, and Daoud (2017) and
implemented in TRNSYS. First studies with the ‘curve scale’
model, and comparison with experimental temperature data
recorded in a LHTES showed convincing results in terms of pre-
dictionofhysteresis effects duringpartial charginganddischarg-
ing operation (Barz and Sommer 2018).
This contribution continues the work started by Barz and
Sommer (2018) on the application of the ‘curve scale’ model
for PCM and presents a systematic comparative analysis of the
threedifferent hysteresismodels, namely the ‘curve track’, ‘curve
switch’ and the ‘curve scale’ models. The models are applied
to predict temperature-induced phase transitions in technical-
grade solid/liquid PCMmixtures. They are rate-independent and
thus, predict equilibrium states of the PCM. These states charac-
terize the PCM solid, liquid ormushy state.1 The phase transition
models might be used to predict thermo-physical properties,
e.g. PCM enthalpies. They can be applied for the numerical solu-
tion of heat transfer problems in PCM.
For the ‘curve track’ and ‘curve switch’ hysteresis models
implementations are available in commercial building simula-
tion and/ormultiphysics software. For the ‘curve scale’ hysteresis
model proposed in this contribution no such implementation
exists. The purpose of this contribution is firstly, to provide a
detailed analysis on the numerical implementation and perfor-
mance of all three models, and secondly, to present a quanti-
tative assessment of the predictive performance of the models.
A special focus is on their use for simulating incomplete phase
transitions (during consecutive partial melting and solidifica-
tion) as especially relevant during partial load operation of
LHTES. Both points have not been presented before.
Sections 2 and 3 introduce the common assumptions and
modelling approaches for all three hysteresis models. All mod-
els assume that the PCM melts and solidifies within a phase
transition temperature range with coexisting phases. Section 2
introduces the two-phase modelling approach, where the (liq-
uid mass) phase fraction is used as the characteristic PCM state
parameter. For complete phase transitions, i.e. complete melt-
ing or complete solidification, the evolution of the phase frac-
tion is modelled by simple functions which depend on the
PCM temperature (Section 2.1). These phase transition func-
tions are used to predict all PCM properties within the phase
transition temperature range (Section 2.2). The identification of
phase transition functions from heat capacity data of two com-
mercial PCM is discussed in Section 3. The heat capacity data
shows temperature hysteresis. Therefore different phase tran-
sition functions are identified, one for complete melting and
one for complete solidification. Section 4 presents a mathemat-
ical description of the three hysteresis models together with a
discussion on their numerical implementation andmain charac-
teristics. All three hysteresis models are completely defined by
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the phase transition functions identified in Section 3. The mod-
els differ in the prediction of hysteresis effects during incom-
plete phase transitions. This is discussed in Section 5, where
simulation studies are carried out for two commercial PCM. In
Section 5.1, temperature-induced phase transitions are com-
puted for consecutive incomplete melting and solidification.
In Section 5.2, enthalpy–temperature curves are computed to
discuss differences of the hysteresis models in terms of pre-
dicted absorbed and released heat. An application of the hys-
teresis models to simulate PCM temperatures measured inside
of a LHTES is presented in Section 6. The hysteresis models
are linked with a numerical energy balance equation model of
the LHTES (Section 6.1). The hysteresis model parameters are
identified from PCM temperature measurements during com-
plete charging and discharging storage operation (Section 6.2).
In Section 6.3, predicted PCM temperatures are compared with
experimental data from 26 partial load (charging and discharg-
ing) operations. The results clearly indicate a superior predictive
performance of the ‘curve scale’ model proposed in this contri-
bution. The numerical performance is discussed in Section 6.4.
Finally, Section 7 gives a discussion and conclusions.
2. The two-phasemodel
Phase transitions are modelled based on the general assump-
tion, that the overall structure of the PCM can be approximated
by two phases, a solid and a liquid phase. For PCM mixtures,
including technical-grade PCM as available from commercial
manufacturers, the phase change does not occur at an exact
temperature, but rather within a specific temperature range.
This means that it is assumed that the two phases coexist dur-
ing solid/liquid phase transition and allows to approximate the
overall structure of the PCM by one characteristic parameter ξ ∈
[0, 1],
ξ := m
l
ml + ms (1)
denoting the (liquidmass) phase fraction, andms andml are the
masses of solid and liquid phase, respectively.
2.1. Phase transition functions for complete
melting/solidification
Most simplemodels for the phase transition (between solid with
ξ = 0 and liquid with ξ = 1) assume that the phase fraction is a
direct function of temperature: ξ := ξ(T). In the following ξ(T)
is referred to as ‘(phase) transition function’. These functions
directly relate temperature T to phase fraction ξ . Moreover, since
ξ ranges from 0 to 1 and monotonously increases with rising
temperature, these functions
• must be injective functions, and
• must realize a smooth transition from ξ = 0 to ξ = 1.
Thus, cumulative distribution functions seem convenient to be
used as ‘transition function’:
ξ(T) :=
∫ T
−∞
φ(τ)dτ with
∫ ∞
−∞
φ(τ)dτ = 1 (2)
In Equation (2), φ(T) is a (continuous) probability distribution
function (PDF), or simply distribution function. Accordingly,
ξ(T) is then the corresponding cumulative distribution func-
tion. Distribution functions are also convenient as they can be
parametrized by a relatively small number of location and shape
parameters. This is especially useful when fitting phase transi-
tion models to experimental data by numerical solution of a
non-linear regression problem. Moreover, independent of the
selected values of location and shape parameters, distribution
functions φ(T) always preserve the integral value of one. There-
fore scaling of these functions is straightforward and these ‘tran-
sition functions’ can be directly used to model changes of any
thermo-physicalmaterial propertieswhich are affectedbyphase
change, such as heat capacity, enthalpy, density, etc.
In this contribution, the transition functions ξ(T) are mod-
elled using extreme value type I distribution functions, also
referred to as the Gumbel (Minimum and Maximum) distribu-
tions NIST/SEMATECH (2015). In contrast to the Gaussian PDF,
these PDF have a closed (analytic) form of the respective cumu-
lative distribution function and thus, are easier to implement in
different software environments. They are also convenient for
representing asymmetric peaks. The Gumbel Minimumdistribu-
tion is based on the smallest extreme of a distribution while the
Gumbel Maximum distribution is based on the largest extreme.
The formula for the Gumbel distributions reads:
φG(T ;μ,β , κ) = 1
β
exp
(
κ
T − μ
β
)
exp
(
− exp
(
κ
T − μ
β
))
(3)
where T is the temperature in K, and μ,β are the respective
location and shape parameters, and κ = 1 in the Minimum,
and κ = −1 in the Maximum case. Secondly, because of the
higher shape flexibility an adapted Weibull density function
(NIST/SEMATECH 2015) is also considered (adaptation, mirrored
around μ):
φW(T ;μ, γ ,α)
=
⎧⎪⎨
⎪⎩
γ
α
(
−T − μ
α
)γ−1
exp
((
T − μ
α
)γ)
, T < μ
0, T ≥ μ
(4)
where μ, γ ,α are location and shape parameters.
In addition, it is sometimes useful to extend the models by a
superposition of distribution functionsD ∈ {G,W}:
φ	 =
n∑
i=1
wiφ
D
i (5)
each φDi with its own parameters μi, βi, κi, γi, αi, and with
κi ∈ {−1, 1}. Moreover, wi > 0 is a weighting parameter with∑n
i=1 wi = 1.
2.2. Two-phasematerial propertymodels
For the here considered PCM mixtures, including technical-
grade PCM, it was assumed that solid and liquid phases coexist
within thephase transition temperature range. Therefore,within
this range the PCM thermo-physical properties are modelled by
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a superposition of contributions from solid and liquid PCMprop-
erties. This superposition gives then so called ‘effective’ PCM
properties.
2.2.1. Effective specific heat capacity
A two-phase model for the effective specific heat capacity c˜ of
the PCM is given by a linear superposition of terms for liquid and
solid specific heat capacity (clp and c
s
p, respectively) as well as the
specific phase transition enthalpy (
ht) released or absorbed in
the phase transition region (Gaur and Wunderlich 1981):
c˜ := ξclp + (1 − ξ)csp +
dξ
dT

ht (6)
Note that in Equation (6), ξ is the phase transition function and
depends on temperature, i.e. ξ = ξ(T). Possible functions for ξ
and its derivative dξ/dT were proposed in Section 2.1, where ξ
is modelled by a cumulative distribution function and dξ/dT is
its corresponding distribution function φ, see (2).
2.2.2. Effective enthalpy
Enthalpy–temperature relations h(T) are obtained by integra-
tion of Equation (6):
h(T) − h(Tref) =
∫ T
Tref
c˜(τ )dτ
=
∫ T
Tref
(
ξ(τ )clp + (1 − ξ(τ ))csp
)
dτ
+
(
ξ(T) − ξ(Tref)
)

ht (7)
It is noted that, for convenience only, in Equation (7) clp and c
s
p
are assumed constant. Moreover, it seems reasonable to assume
that Tref is much smaller than the temperatures defining the
phase transition temperature range. In this case, in Equation (7)
ξ(Tref) = 0.
2.2.3. Effective density and thermal conductivity
In the same way as for the liquid and solid specific heat capacity
in Equation (6), all other PCM properties can also be modelled
by a linear superposition of terms for liquid and solid PCM prop-
erties. The transition function ξ(T) is used to compute their
weights. The effective density and thermal conductivity models
read:
ρ˜ := ξρ l + (1 − ξ)ρs (8)
λ˜ := ξλl + (1 − ξ)λs (9)
3. Identification of phase transition functions from
heat capacity data
The phase transition functions in Section 2.1, i.e. functions for
ξ := ξ(T), can be (indirectly) identified by fitting the effec-
tive specific heat capacity model Equation (6) to heat capacity
data of the PCM (Barz and Sommer 2018). The fitting is per-
formed by numerical solution of a non-linear regression prob-
lem. The fitting parameters are csp, c
l
p, 
ht as well as the param-
eters of the selected phase transition functions φG and/or φW ,
μi, βi, κi, γi, αi andwi in Equations (3)–(5).
3.1. Rubitherm PCMRT64HC
Results are discussed for Rubitherm PCM RT64HC. Heat capacity
data provided by the PCM manufacturer is used, see Rubitherm
GmbH (2018). The data (partial enthalpies) were recorded dur-
ing heating and cooling using a three-layer-calorimeter. Results
from fitting the effective specific heat capacity model to the
manufacturer data are presented in Figure 1. Two different
phase transition functions were identified, one for heating
(solid-to-liquid transition function ξ s→l) and one for cooling
(liquid-to-solid transition function ξ l→s). For each, a super-
position of two Gumbel Minimum distribution functions (φG1
and φG2 in Equation (5)) were fitted. The identified regression
parameters of the distribution functions for heating are: μ1 =
334.1, β1 = 0.86, κ1 = 1, w1 = 0.06, and μ2 = 337.4, β2 = 0.57,
κ2 = 1, w2 = 0.94. The parameters for cooling are: μ1 = 334.1,
β1 = 0.7, κ1 = 1, w1 = 0.41, and μ2 = 337.3, β2 = 0.4, κ2 = 1,
w2 = 0.59. The estimated specific heat capacity and phase tran-
sition enthalpy values (same for heating and for cooling) are:
csp = clp = 2.4 kJ/kg/K and 
ht = 221.0 kJ/kg.
According to the manufacturer data sheet the heat stor-
age capacity in the temperature range from 57◦C to 72◦C, is
250 kJ/kg (±7.5%). Using the estimated values for cp and 
ht
above, the estimated heat storage capacity in the same tem-
perature range is 257 kJ/kg. Thus, the estimated values seem
reasonable.
The quality of the parameter estimates is assessed by an iden-
tifiability analysis. It is a local analysis based on the condition
of the sensitivity matrix at the solution of the regression prob-
lem, for details see López Cárdenas et al. (2015). For heating, the
condition number of the sensitivity matrix is 11,669. This value
exceeds the maximum threshold of 1000 and diagnoses an ill-
conditionedmatrix. However, none of the singular values is very
close to zero (values between 5.14 and 59,984) and the collinear-
ity index is 0.195 and below itsmaximum threshold of 15. There-
fore the problem can be considered rank-deficient. For cooling,
the condition number is 4035 diagnosing ill-conditioning. How-
ever, the singular values are well above zero (between 11.9 and
48,050) and the collinearity index is with 0.084 below the crit-
ical threshold. Thus, the problem can also be considered rank-
deficient. It can be concluded that for both, heating and cooling,
the estimated parameter values are not severely affected by the
ill-conditioning of the sensitivity matrix.
The analysis also reveals that for heating only four out of
sevenparameters can be reliably estimated from the heat capac-
ity data, while for cooling five out of seven parameters can be
reliably estimated. The ranking of parameters regarding their
linear independenceand sensitivity yields the followingdecreas-
ing order for heating: μ2, μ1, 
ht , β2, cp, w1, β1, and for cool-
ing: μ2, μ1, 
ht , w1, β2, β1, cp. (Note that w2 = 1 − w1, it is
not an estimated parameter.) Thus, the location parameters of
the distribution functions μi and the phase transition enthalpy

ht can be most reliably estimated, in contrast to the shape
parameters of the distribution functions. This is to be expected
considering the relatively small number of data points which
do not give clear information on all peak shapes. The analysis
shows that the number of parameters which can be reliably esti-
mated is greater (plus one) for cooling as for heating. This seems
also reasonable as the cooling data shows the superposition of
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Figure 1. Fitting heat capacity data from Rubitherm RT64HC. Data for heating and cooling is ﬁtted individually using Gumbel distributions. Left: ﬁtting functions for
eﬀective speciﬁc heat capacity. Right: corresponding phase transition functions.
two peaks more clearly compared with the heating data, see
Figure 1 left.
3.2. Rubitherm PCM SP50
Phase transition functions are identified from heat capacity data
taken from Rubitherm PCM SP50 material data sheet, shown
in Figure 2. The data (partial enthalpies) were recorded during
heating and cooling using a three-layer-calorimeter Rubitherm
GmbH (2018). Again, two different phase transition functions
were identified, ξ s→l , ξ l→s. For each, a superposition of two
Gumbel distribution functions (φG1 and φ
G
2 in Equation (5)) were
fitted. The identified regression parameters of the distribution
functions for heating are:μ1 = 323.4, β1 = 0.48, κ1 = −1,w1 =
0.78, and μ2 = 323.2, β2 = 0.99, κ2 = 1, w2 = 0.22. The param-
eters for cooling are: μ1 = 319.0, β1 = 0.96, κ1 = 1, w1 = 0.21,
and μ2 = 320.9, β2 = 0.31, κ2 = 1, w2 = 0.79. The estimated
specific heat capacity and phase transition enthalpy values
(same for heating and for cooling) are: csp = clp = 2.6 kJ/kg/K
and 
ht = 193.1 kJ/kg.
According to the manufacturer data sheet the heat stor-
age capacity in the temperature range from 40◦C to 55◦C is
220 kJ/kg (±7.5%). Using the estimated values for cp and 
ht
above, the estimated heat storage capacity in the same tem-
perature range is 232.1 kJ/kg. Thus, the estimated values seem
reasonable.
Similarly as for RT64HC the identifiability analysis diagnoses
rank-deficient regression problems for both heating and cool-
ing. For heating, the condition number is 47,245, the singular
values are between 1.16 and 54,910, and the collinearity index
is 0.86. For cooling, the condition number is 38,498, the sin-
gular values are between 4.1 and 157,058, and the collinearity
index is 0.25. In conclusion, for both, heating and cooling, the
estimated parameter values are not severely affected by the
ill-conditioning of the sensitivity matrix.
For heatingonly threeout of sevenparameters canbe reliably
estimated. For cooling only two out of seven parameters can
be reliably estimated. The ranking of parameters regarding their
linear independenceand sensitivity yields the followingdecreas-
ing order for heating: μ1, μ2, 
ht , β1, cp, β2,w1, and for cooling:
Figure 2. Fitting heat capacity data fromRubitherm SP50. Data for heating and cooling is ﬁtted individually usingGumbel distributions. Left: ﬁtting functions for eﬀective
speciﬁc heat capacity. Right: corresponding phase transition functions.
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μ2, μ1, 
ht , β2, w1, cp, β1. The results are in line with results
obtained for RT64HC.
4. Hysteresis models
In Section 3, for each PCM different phase transition functions
were identified from heat capacity data. These are the solid-
to-liquid transition function ξ s→l for complete melting, and
the liquid-to-solid transition function ξ l→s for complete solid-
ification. Within the phase transition region defined by ξ s→l
and ξ l→s, two different phase fraction values can be found for
the same temperature value. This phenomenon is known as
hysteresis.
In the following, different phenomenological modelling
approaches which account for hysteresis in the phase transi-
tion of PCM are considered: the ‘curve track’, the ‘curve switch’
and the ‘curve scale’ model. Their mathematical description is
presented in Sections 4.1–4.3. All three hysteresis models pre-
dict the same phase transition behaviour during completemelt-
ing or solidification using corresponding transition functions:
one where the PCM undergoes complete solid-to-liquid phase
change (this one is described by ξ s→l), and another where the
PCMundergoes complete liquid-to-solid phase change (this one
is described by ξ l→s). ξ s→l is used if the material has passed the
temperature for complete solidification Tmin (T < Tmin), while
ξ l→s is used if the material has passed the temperature for
complete melting Tmax (T > Tmax). These temperatures (Tmin
and Tmax) define the limits of the phase transition temperature
range, see Figure 3 for an illustration.
It is noted that all three hysteresis models are phenomeno-
logical models. Thus, they can be directly parametrized based
on heat capacity data from complete melting and solidification
experiments, as discussed e.g. by Goia, Chaudhary, and Fan-
tucci (2018) and Barz and Sommer (2018) for data obtained from
DSC.
Furthermore, all presented models are rate-independent
(static), therefore themodels and thepredicted liquidphase frac-
tions donot dependon applied heating or cooling rates. In other
Figure 3. Phase transitions for the ‘curve track’, ‘curve switch’ and ‘curve scale’
model for complete melting (heating) and subsequent solidiﬁcation (cooling).
Numbers indicate the sequence, arrows the direction of temperature changes.
words, if a simulation of PCMmelting behaviour during heating
is always started with the same initial conditions (and history),
then, for any final temperature the predicted liquid fractions of
molten PCM will be the same regardless of the applied heating
rate. This also means that increased heating (or cooling) rates
will directly lead to faster melting (or solidification), i.e. faster
increases (or decreases) in the liquid phase fraction. Further-
more, if the temperature is held constant, also the phase fraction
stays constant.
4.1. ‘Curve track’ hysteresis model for complete phase
transitions
The ‘curve track’ model, as implemented in COMSOL and
NRGsim, is completely defined by the phase transition func-
tions ξ s→l and ξ l→s, and two additional parameters, namely the
minimal (Tmin) and maximal (Tmax) temperature of the phase
transition range. The model is able to predict phase transi-
tions where the PCM undergoes either complete solid-to-liquid
phase change described by ξ s→l, or complete liquid-to-solid
phase change described by ξ l→s, see Figure 3. The model does
not account for incomplete phase transitions. This means that
switches between heating and cooling operation while the
material is still within the phase transition range (phase transi-
tion is not completed), do not result in a change of the phase
transition curve, see Figure 4 for an illustration.
The ‘curve track’ hysteresis model describes the evolution
of the phase fraction as response to positive or negative
changes in temperature T from a starting value T0 to the final
value Tf :
ξ(T) := ξ s→l(T) if T0 = Tmin (10a)
ξ(T) := ξ l→s(T) if T0 = Tmax (10b)
Together with the model in Equation (10), the following two
conditions are monitored. If a condition is fulfilled an event
is triggered, and the final variable Tf is set, and the model is
Figure 4. Phase transitions for the ‘curve track’ model for incomplete melting
(heating) and subsequent solidiﬁcation (cooling). Numbers indicate the sequence,
arrows the direction of temperature changes.
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switched:
if any
{
T = Tmin
T = Tmax set Tf = T
and switch model. (11)
In otherwords, if the valueof Tmeets an active condition, i.e. T =
Tmax in Equation (10a), or T = Tmin in Equation (10b), then T has
reached its final value Tf . The model is switched and the process
is restarted by setting T0 = Tf . As long as the active condition is
not met there is no change of the model.
Note that in Equation (11) events are triggered only when
approaching Tmin from T > Tmin, and Tmax from T < Tmax,
respectively.
4.2. ‘Curve switch’ hysteresis model for incomplete phase
transitions
The ‘curve switch’ model adopts an approach proposed by Bony
and Citherlet (2007), where incomplete phase transitions are
modelled by a straight line between the enthalpy–temperature
curves for complete melting (hs→l(T)) and for complete solidi-
fication (hl→s(T)). Following this connecting line realizes the so
called ‘curve switch’.
While Bony and Citherlet (2007) use h(T) for the characteri-
zation of phase transitions, in this work ξ(T) is used. It is noted
that there is a direct relation between h(T) and ξ(T) by the
PCM properties clp, c
s
p,
ht . Thus, the ‘curve switch’ modelling
approach can be directly applied to the ξ(T) hysteresis model
of this contribution.
From the graph shown in Bony and Citherlet (2007, Figure 5)
it can be seen that piece-wise linear functions are used to
parametrize hs→l(T) and hl→s(T). According to Bony and Cither-
let (2007), the slope of the connecting line is the same as the
slope of the h(T) curve outside of the phase transition tem-
perature range. This means that the slope is defined by the
specific heat capacity, i.e. dh/dT = cp. Accordingly, in the ξ(T)
phase transitionmodel of this contribution the slope of the con-
necting line is zero, i.e. dξ/dT = 0. In other words, the phase
fraction does not change when following the connecting line
during a ‘curve switch’. It is noted that Rose et al. (2009) pro-
pose an alternative version of the ‘curve switch’ model where
the connecting line is horizontal (in the enthalpy–temperature
plot).
The ‘curve switch’ model is completely defined by the phase
transition functions ξ s→l, ξ l→s and Tmin, Tmax. For complete
melting and solidification the ‘curve switch’ model produces the
same results as the ‘curve track’ model, see Figure 3. The char-
acteristic phase transitions for incomplete melting and solidi-
fication are depicted in Figure 5. The evolution of the phase
fraction as response to positive or negative changes in tem-
perature T from a starting value T0 to the final value Tf is
modelled as
ξ(T) := ξ s→l(T) if T0 = Tmin (12a)
ξ(T) := ξ l→s(T) if T0 = Tmax (12b)
ξ(T) := const. if Tmin < T0 < Tmax (12c)
Figure 5. Phase transitions for the ‘curve switch’ model for incomplete melting
(heating) and subsequent solidiﬁcation (cooling). Numbers indicate the sequence,
arrows the direction of temperature changes.
The following conditions are monitored. If a condition is fulfilled
an event is triggered, and the variable Tf is set:
if any
{
T = Tmin
T = Tmax set Tf = T
and
{
switch to complete
transition model.
(13a)
In the same way as for the ‘curve track’ model, the condi-
tions in Equation (13a) activate either model Equation (12a) or
Equation (12b). Consequently, the phase fraction follows the
path for complete phase transition defined by ξ s→l(T) and
ξ l→s(T). In addition, if a change in the sign of the temperature
rate occurs while the phase transition is still not completed, an
event is triggered and model Equation (12c) is activated:
while
{
Tmin < T < Tmax and
T0 = Tmin or T0 = Tmax
if sgn
(
dT
dt
)
= 0 set Tf = T
and
{
switch to
connecting line.
(13b)
Finally, the following conditions are relevant when following
the connecting line between ξ s→l and ξ l→s, i.e. when model
Equation (12c) is active:
while Tmin < T0 < Tmax
if any
{
ξ(T) = ξ s→l(T) set Tf = Tmin
ξ(T) = ξ l→s(T) set Tf = Tmax
and
{
switch to complete
transition model.
(13c)
This means that model Equation (12c) is active as long as the
phase fraction value ξ(T) has not reached either of the two cor-
responding transition function values ξ s→l(T) and ξ l→s(T), i.e.
8 T. BARZ ET AL.
the ‘curve switch’ has not been completed. It is noted that dur-
ing a ‘curve switch’ direction changes in the temperature rate
do not trigger an event and do not lead to a model switch.
It is also noted that, for convenience of implementation, in
Equation (13c) Tf is set directly to Tmin or to Tmax to indi-
cate that the next model to be used is either Equation (12a)
or Equation (12b), respectively. Thus, after the following restart
and after setting T0 = Tf , T0 is not necessarily equal to the true
starting value T0. Instead, T0 is rather used as a flag to store
information on the actual model to be used.
4.3. ‘Curve scale’ hysteresis model for incomplete phase
transitions
The ‘curve scale’ hysteresis model proposed is completely
defined by the phase transition functions ξ s→l and ξ l→s. In the
same way as for the ‘curve track’ model, it switches between
two models. The decision on the model to be used depends on
the sign of the temperature rate. This means that there exists
one model for heating with sgn(dT/dt) > 0, and one model for
cooling with sgn(dT/dt) < 0.
As the name suggests, after changes in the direction of the
temperature rate during incomplete phase transitions, both
models scale the transition functions. The scaling depends on
the pair of values (T0, ξ0) at the last switching point, with ξ0 =
ξ(T0).
It is noted that Delcroix (2015) proposes a variant of the
‘curve scale’ model based on experimental findings using
enthalpy–temperature curves. Accordingly, during partial phase
transitions after changing from heating to cooling the process
follows an enthalpy–temperature curve placed between the
curves for complete phase transitions.
For complete melting and solidification the ‘curve scale’
model produces the same results as the ‘curve track’ and the
‘curve switch’ model, see Figure 3. The characteristic phase tran-
sitions for incomplete melting and solidification are depicted in
Figure 6. The evolution of the phase fraction as response to a
monotonous change in temperature T from a starting value T0
to the final value Tf is modelled as
ξ(T) := 1 − 1 − ξ(T0)
1 − ξ s→l(T0)
·
(
1 − ξ s→l(T)
)
if sgn
(
dT
dt
)
≥ 0 (14a)
ξ(T) := ξ(T0)
ξ l→s(T0)
· ξ l→s(T)
if sgn
(
dT
dt
)
< 0 (14b)
where ξ(T0) = ξ0 denotes the initial phase fraction at tempera-
ture T0.
The following condition is monitored. If the condition is ful-
filled an event is triggered, and the final variables Tf and ξf are
set:
if sgn
(
dT
dt
)
= 0 set
{
Tf = T
ξf = ξ
and switch model. (15)
Figure 6. Phase transitions for the ‘curve scale’ model for incomplete melting
(heating) and subsequent solidiﬁcation (cooling). Numbers indicate the sequence,
arrows the direction of temperature changes.
The model is switched and the process is restarted by setting
T0 = Tf and ξ0 = ξf .
5. Simulation studies at material level
5.1. Prediction of liquidmass phase fractions
The hysteresis models consider temperature T as an input and
predict the resulting change in the phase fraction ξ(T). In Fig-
ures 7 and8phase transitions are inducedby (drifting) sinusoidal
temperature variations over time. It is noted that, due to rate-
independence of the presented hysteresis models, a change in
temperature directly induces a change in the phase fraction
value without a time delay. Thus, changes in the frequency of
the sinusoidal temperature profile do not change the predicted
phase fraction values: the computed (T , ξ)-pairs are the same,
see Barz and Sommer (2018) for a discussion on that point.
Figure 7 shows results for Rubitherm RT64HC. The hysteresis
models are parametrized using the identified phase transition
functions shown in Figure 1 (right). In addition Tmin and Tmax are
set to 58◦C and 65.5◦C, respectively. These values are needed
for the ‘curve track’ and ‘curve switch’ model. For each model,
the triggered events which initiate a model switch are marked
by circles or stars.
The phase fraction evolutions ξ(t) are shown for each model
in the respective subfigures on the left above. It can be seen that
for the ‘curve track’ model between t = 200 and 300 the phase
transitions are almost complete during increasing/decreasing
temperatures. In contrast, for the ‘curve switch’ and ‘curve scale’
models between t = 200 and 300 the phase transitions are
incomplete (ξ does not reach 0). Moreover, in the (T , ξ)-plane
(shown on the right in Figure 7) it can be seen that the ‘curve
track’ model almost exclusively uses the transition function for
heating ξ s→l. This is confirmed by the corresponding figures on
the left side: the event T = Tmax which initiates themodel switch
to the transition function for cooling ξ l→s occurs late at t = 307.
Finally, the ‘curve switch’ model predicts non-smooth phase
fraction evolutions ξ(t) during smoothmonotonous (increasing
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Figure 7. Predicted temperature-induced phase transitions for ‘curve track’ (Figures 1–3 above), ‘curve switch’ (Figures 4–6middle), and ‘curve scale’ (Figures 7–9 below)
hysteresis model using identiﬁed phase transition functions for Rubitherm RT64HC. Each subﬁgure applies the same sinusoidal temperature proﬁle: Left below: temper-
ature input to the model. Left above: predicted phase fraction evolution. Right: predictions in the (T , ξ)-plane. Note that time is given in arbitrary units, as the results are
independent from the rate of temperature variations.
or decreasing) changes in T(t). Corresponding sudden changes
in the gradient of ξ(t) occur when the events ξ(T) = ξ s→l(T) or
ξ(T) = ξ l→s(T) in (13c) are triggered. The occurrence is marked
by a star in Figure 7. These events indicate that a ‘curve switch’ is
completed. In other words, the transition model switches from
the connecting linemodel in Equation (12c) (with constant ξ(T))
to either of the complete transition models in Equations (12a)
and (12b). Despite this, it is noted that all models produce
smooth responses in ξ(T) for smooth direction changes in T(t).
Figure 8 shows results for RubithermSP50,where thehystere-
sismodels are parametrizedusing the identifiedphase transition
functions shown in Figure 2 (right) and with Tmin = 40◦C and
Tmax = 54◦C. The behaviour for the differentmodels are qualita-
tively the same as in Figure 7. However, the differences between
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Figure 8. Predicted temperature-induced phase transitions for ‘curve track’ (Figures 1–3 above), ‘curve switch’ (Figures 4–6middle), and ‘curve scale’ (Figures 7–9 below)
hysteresis model using identiﬁed phase transition functions for Rubitherm SP50. Each subﬁgure applies the same sinusoidal temperature proﬁle: Left below: temperature
input to the model. Left above: predicted phase fraction evolution. Right: predictions in the (T , ξ)-plane. Note that time is given in arbitrary units, as the results are
independent from the rate of temperature variations.
the ‘curve track’ model and the two other models are more
pronounced, compare ξ(t) between t = 300 and 700.
5.2. Prediction of enthalpy–temperature curves
It is studied how the selection of the different hysteresis models
in Section 4 affects the prediction of PCMenthalpy–temperature
curves during partial cyclic melting and solidification. These
curves are relevant for the assessment of partial load operating
conditions of LHTES. For doing so, PCMenthalpies are calculated
by solving the hysteresis models together with Equation (7) for
a given Tref , with Tref < Tmin.
Figures 9 and 10 show results from the temperature
induced phase transition in the (T , h)-plane for Rubitherm SP50
and RT64HC, respectively. Starting from PCM solid state the
temperature is increased and then oscillates (is alternately
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Figure 9. Predicted enthalpy–temperature curves in the (T , h)-plane for cyclic
operation. PCM temperature is ﬁrst increased from 30◦C to 51◦C and then alter-
nately increased/decreased between 48◦C and 51◦C. Results from ‘curve track’
(ﬁrst), ‘curve switch’ (second), and ‘curve scale’ (third) hysteresis model using
identiﬁed phase transition functions for Rubitherm SP50.
increased/decreased) between a minimum and maximum tem-
perature within the phase transition temperature range.
For both PCM materials it can be clearly seen that the
predicted amount of absorbed/released heat is very different
for the different models. The biggest difference exists for the
‘curve track’ model. This is to be expected, as this model does
not account for hysteresis phenomena during incomplete tran-
sitions. However, the ‘curve switch’ and ‘curve scale’ model
also show very different results, especially when the induced
Figure 10. Predicted enthalpy–temperature curves in the (T , h)-plane for
cyclic operation. PCM temperature is ﬁrst increased from 50◦C to 65◦C
and then alternately increased/decreased between 61◦C and 65◦C. Results
from ‘curve track’ (ﬁrst), ‘curve switch’ (second), and ‘curve scale’ (third)
hysteresis model using identiﬁed phase transition functions for Rubitherm
RT64HC.
temperature variations are too small to finish the curve switch
in the ‘curve switch’ model. This is shown in Figure 9 in the
second subfigure where the temperature decrease during the
cycles is not sufficient to reach the enthalpy–temperature curve
for complete solidification ξ l→s. Thus, thephase fraction remains
constant during the cycles and the predicted absorbed/released
heat (7.7 kJ/kg) results from contributions of csp and c
l
p only, see
Equation (6).
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6. Model validation at component level
The accuracy of the different phase transition hysteresis models
is assessed by comparing experimental data with model predic-
tions for a LHTES shown in Figure 11. The storage design corre-
sponds to the so called compact heat exchanger designwhich is
widely applied for air conditioning, refrigeration and in automo-
tive and aerospace industry (Shah and Sekulic 2003). Specifically,
it is an aluminium plate-fin extended surfaces heat exchanger
with 19 parallel liquid passages of 3mm height, and 20 air pas-
sages of 10mmheight. Liquid andair passageuseoffset strip fins
(width0.3mm)of rectangular cross sectionwith1.95 and2.4mm
rib separation, respectively. Water is used as heat transfer fluid.
The air passages are filled with 11.4 litres PCM RT64HC.
The water flow rate through the storage is measured at the
inlet by electromagnetic flow sensor SIEMENS SITRANS FMMAG
3100. According to the calibration certificate, the measurement
errors range between ±0.07 and 0.15% for a flow range of
30–145 L/min. The water in- and outlet storage temperatures
and the PCM temperature are measured by class A/0◦C, 3-wire
PT 100Ohm temperature sensors with a measurement error of
±0.15 − 0.35 K in a temperature range of 0–100◦C. PCM temper-
ature sensors are installed in onePCMpassage at threepositions,
two close to the PCM passage wall and one in the middle of the
PCM passage (see also Figure 11 right).
6.1. Numerical modelling of the LHTES
The LHTES is a dynamic distributed parameter systemwith inter-
nal temperature fields. The LHTES model consists of dynamic
energy balance equations for: the water passing the collec-
tor/distributor at the storage in- and outlet (1D in water flow
direction); the thermal mass of the aluminium storage container
and collector (lumped model); the water forced convective flow
through the water passages (1D in axial water flow direction)
neglecting heat conduction; the thermal mass of the passage
wall with corresponding fins of the water and PCM side (1D in
axial water flow direction); and the PCM in the PCM passages
(1D perpendicular to the axial water flow direction) neglect-
ing the heat conduction in axial direction. The outer storage
wall is endowed with a thermal insulation, heat losses to the
surroundings are neglected.
For each water passage the same inflow and outflow con-
ditions are assumed. In addition, it is assumed that all water
passages and PCMpassages are equal and no heat is exchanged
between adjacent water passages. Based on these assumptions,
only one water passage with a surrounding PCM needs to be
considered for the modelling. To this end, an average fluid flow
and effective boundary conditions are used. The heat transfer
between water and water passage walls is calculated using cor-
relations for plate-fin extended surfaces geometries with offset
strip finsbyManglik andBergles (1995), Rohsenow,Hartnett, and
Cho (1998, 17.85). The total extended heat transfer area in all
19microchannels of the water passages is 5m2. All experiments
are conducted at a constantwater volumetric flowof 90 L/h. This
results in lowwater flow velocities of 4.4mm/s inside eachwater
passage with Reynolds numbers equal to 22. Despite these rel-
atively low Reynolds numbers the calculated convective heat
transfer between water and extended surface microchannels is
high with 1144W/m2/K.
The mathematical modelling of the conductive heat transfer
in the 1D PCM modelling domain employs the so-called weak
formulation approach, in which the governing heat equation
reads as a single-phase equation without explicitly treating
the moving solid/liquid interface (Voller, Swaminathan, and
Thomas 1990; Hu and Argyropoulos 1996). A mushy transition
zone between the two phases is considered, and the effective
specific heat capacity in Equation (6) is used to model heat
Figure 11. Compact air/liquid plate ﬁn heat exchanger. The air passages are ﬁlled with PCM (PCM side). Water ﬂows through the liquid passages (water side). Three
temperature sensors are installed tomeasure temperatures inside one PCM passage (they are located at the ﬁfth discrete element in water ﬂow direction of the numerical
LHTES model).
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transfer with phase change. As discussed in Section 2.2, mixed
PCM properties are defined as functions of the phase fraction.
Fixed grid spatial discretization is applied to all 1D dynamic
energy balance equations: first-order upwind schemes are used
for the convective heat transfer in the water, and central dif-
ference scheme is applied for the conduction heat transfer in
the passage wall and in the PCM. In axial water flow direction
along the passages eight elements were used (see Figure 11),
for the PCM two elements were used perpendicular to the axial
direction. Thus, temperature fields inside the PCM are approxi-
mated by 16 elements. For each element an ordinary differential
equation (ODE) is derivedwhose solution yields the correspond-
ing PCM temperature. The PCM effective properties c˜, ρ˜ and λ˜
of each element are evaluated using the property relations in
Section 2.2 together with the phase transition hysteresis mod-
els in Section 4. During the solution of the 16 ODEs model
switching conditions are monitored and corresponding events
are triggered, i.e. if a condition is fulfilled the integration is ter-
minated and the model is switched. It is noted that all switching
conditions are implicitly defined, i.e. their occurrence in time is
state-dependent and therefore their exact localization requires
a continuous monitoring of corresponding states during the
solution of the ODEs.
6.2. Identification of phase transition functions and PCM
effective properties
In Section 3, RT64HC heat capacities csp, c
l
p and 
ht as well as
the phase transition functions for heating ξ s→l and cooling ξ l→s
were identified from heat capacity data (taken from the PCM
manufacturer’s data sheet). However, it was found that predic-
tions with the numerical LHTES model can be improved when
using PCM heat capacities and transition functions identified by
fitting PCM temperature measurements taken from the LHTES.
Figure 12. Identiﬁcation of phase transition functions for heating ξ s→l and cooling ξ l→s for RubithermRT64HC. Left: predicted phase transitions in the (ξ , T)-plane (axes
are ﬂipped); Right:measured (dotted green) and predicted (solid black) PCM temperatures at the ﬁfth discrete element in ﬂowdirection as indicated in Figure 11. Solid grey
lines show predictions at all other discrete elements 1, 2, 3, 4, 6, 7, 8. Transition functions depicted by solid lines (on the left) show the results for ﬁtting PCM temperatures
(on the right) in a LHTES during completemelting (above) and complete solidiﬁcation (below). Dashed lines show the results fromﬁtting RT64HC heat capacity data (taken
from Figure 1 right). Model predictions are calculated using the LHTES model in Section 6.1.
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Table 1. Numerical performance and quality of predictions (ﬁtting) for the LHTES. Experiment designs indicated by: H – complete transition
for (H)eating; C – complete transition for (C)ooling; h – incomplete transition for (h)eating; c – incomplete transition for (c)ooling. All compu-
tations have been carried out in MATLAB on an Intel R© CoreTM 2 Duo Processor E6600 @2.40-GHz computer with 4 GB RAM. The ODEs (initial
value problems) have been solved using MATLAB ode15s solver with relative and absolute error tolerance equal 1E−7.
Experiment Model Simulation Fitting
Absolute error
Number (ref.) Design Curve
Computation
time
Number of
restarts Mean Max
Experiments for identification
1 (Figure 12(a)) H – 17 s – 0.29 K 1.1 K
2 (Figure 12(b)) C – 24 s – 0.20 K 0.6 K
Cross-validation experiments for assessment of predictive performance
3 (Figure 13) c,h,c,h,c,H Track 118 s 46 0.73 K 4.2 K
Switch 169 s 295 0.42 K 3.5 K
Scale 196 s 194 0.31 K 2.0 K
4 c,h,c,H,C,H Track 138 s 62 0.56 K 4.2 K
Switch 167 s 260 0.37 K 4.2 K
Scale 206 s 166 0.29 K 1.3 K
5 c,h,c,h,C Track 69 s 30 0.87 K 2.7 K
Switch 88 s 134 0.54 K 2.4 K
Scale 105 s 68 0.41 K 1.8 K
6 (Figure 14) h,c,h,c,H Track 43 s 24 0.57 K 3.6 K
Switch 139 s 291 0.52 K 3.3 K
Scale 163 s 213 0.42 K 3.5 K
7 h,c,h,c,h,C Track 31 s 32 0.52 K 2.6 K
Switch 100 s 199 0.84 K 2.7 K
Scale 116 s 132 0.51 K 2.0 K
8 h,c,h,c,h,C Track 38 s 24 0.75 K 3.0 K
Switch 101 s 203 0.75 K 2.4 K
Scale 175 s 126 0.59 K 2.0 K
Accordingly, a non-linear regression problem was solved using
the LHTES model in Section 6.1. Predicted PCM temperatures
at the fifth discrete element in axial flow direction (indicated
in Figure 11) in the middle of the PCM passage were fitted
to recorded PCM temperatures. This was done for one heat-
ing experiment and one cooling experiment. Results are shown
in Figure 12. In addition, mean and maximum values of the
absolute fitting errors are given in Table 1, where the heating
experiment corresponds to experiment number 1 and the cool-
ing experiment to experiment number 2. It is noted that the
measured PCM temperatures at the three positions (indicated in
Figure 11) donot differmuch fromeachother. This indicates that
heat transfer is not critically controlledbyheat conduction inside
the PCM. The main reasons are the relatively dense fin arrange-
ment, the small height of the PCM passages and the relatively
low volumetric water flow rates of the conducted experiments.
For ξ s→l, a superposition of two Gumbel Minimum distribu-
tion functions φG1 and φ
G
2 were fitted (see Equation (3) and (5)),
with: μ1 = 338.1, β1 = 2.5, κ1 = 1, w1 = 0.2, and μ2 = 337.5,
β2 = 0.5, κ2 = 1, w2 = 0.8. For ξ l→s, a superposition of two
adapted Weibull distribution functions φW1 and φ
W
2 were fitted
(see Equation (4) and (5)),with:μ1 = 333.54,α1 = 0.65,γ1 = 1.3,
w1 = 0.34, and μ2 = 337.59, α2 = 1.2, γ2 = 1.3, w2 = 0.66. The
estimated heat capacity and phase transition enthalpy values
(same for heating and for cooling) are: csp = clp = 2.7 kJ/kg/K
and
ht = 240.8 kJ/kg. In addition, values for the parameters of
the ‘curve track’ and the ‘curve switch’ model Tmin = 58.5 and
Tmax = 67.5 were defined. Effective density ρ˜ and thermal con-
ductivity λ˜ in Equation (8) are calculated using the data given by
Rubitherm: ρs = 880.0, ρ l = 780.0, and λs = λl = 0.2, respec-
tively. The estimated values for csp, c
l
p and 
ht are greater (13%
and9%) than the estimated values using heat capacity data from
Rubitherm in Figure 1. Deviations in the estimated transition
functions are shown in Figure 12.
In the sameway as in Section 3.1, the quality of the parameter
estimates is assessed by an identifiability analysis. For heating,
the analysis diagnoses a rank-deficient problem. The condition
number of the sensitivity matrix is 2353, the singular values are
between 5.0 and 11,754, and the collinearity index is 0.20. For
cooling, the problem is also rank-deficient. The condition num-
ber is 1618, the singular values are between 7.4 and 11,902, and
the collinearity index is 0.14. In conclusion, for heating and cool-
ing, all estimated parameter values are not severely affected by
the ill-conditioning of the sensitivity matrix.
For heating five out of seven parameters can be reliably esti-
mated. For cooling seven out of nine parameters can be reli-
ably estimated. The ranking of parameters regarding their linear
independence and sensitivity yields the following decreasing
order for heating: μ2, μ1, 
ht , β2, w1, β1, cp, and for cooling:
μ2, μ1, 
ht , w1, α2, α1, γ2, γ1, cp. The same conclusion as in
Section 3.1 can be drawn, the location parameters of the dis-
tribution functions μi and the phase transition enthalpy 
hT
can be most reliably estimated. Compared with results from
Section3.1, the total numberof parameterswhich canbe reliably
estimated is significantly increased. This ismost likely because in
this section the regression problems are defined using a dense
sampling of PCM temperature profiles, while in Section 3.1, the
available heat capacity data is sparse. It can be concluded that
the recorded PCM temperature profiles give a good represen-
tation of the phase transition behaviour. They can be used for
the identification of shape parameters of the selected transition
functions.
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6.3. Predictive performance
Besides the experiments performed for the identification of
the transition functions for heating and cooling (see Table 1
experiments 1 and 2), six additional experiments (see Table 1
experiments 3–8) were performed for the validation of the dif-
ferent hysteresis models. These experiments realize alternating
heating and cooling operation with incomplete phase tran-
sitions (incomplete melting and solidification). Table 1 gives
an overview about the experiment designs of each individ-
ual experiment. It is noted that the validation of the predic-
tive performance is carried out using the identified parameters
from experiments 1 and 2. Experiments 3–8 have been used
for validation only (not for identification). Thus, the predictive
performance of the different hysteresis models is assessed by
cross-validation.
In the same way as for the identification experiments 1 and
2, the cross-validation experiments 3–8 are evaluated based on
the fitting of recorded PCM temperatures. Corresponding pre-
dictions of the numerical LHTES model were taken from the
middle of the PCM passage at the fifth discrete element in axial
flow direction (see Figure 11). Results from experiments 3 and
4 are shown in Figures 13 and 14, respectively. In Figure 13 the
shortcomings of the ‘curve track’ model can be clearly seen.
The model uses the cooling curve only for predicting phase
fractions and temperatures during incomplete phase transi-
tions in the temperature range between 60◦C and 64◦C in the
Figure 13. Comparison of predicted and measured PCM temperatures during partial melting and solidiﬁcation using the LHTES model in Section 6.1 together with the
following phase transition hysteresis models, above: ‘curve track’; middle: ‘curve switch’; below: ‘curve scale’ hysteresis model. The same phase transition functions for
heating ξ s→l and cooling ξ l→s in Figure 12 left were used for the parametrization of all three hysteresis models. Left: predicted phase transitions in the (ξ , T)-plane (axes
are ﬂipped); Right: measured (dotted green) and predicted (solid black) PCM temperatures at the ﬁfth discrete element in ﬂow direction as indicated in Figure 11. Solid
grey lines show predictions at all other discrete elements 1, 2, 3, 4, 6, 7, 8. Occurrences of events and corresponding restarts of the simulation are indicated by circles. The
numbers highlight the sequence of restarts for predicted PCM temperatures at the measurement position.
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Figure 14. Comparison of predicted and measured PCM temperatures during partial melting and solidiﬁcation using the LHTES model in Section 6.1 together with the
following phase transition hysteresis models, above: ‘curve track’; middle: ‘curve switch’; below: ‘curve scale’ hysteresis model. The same phase transition functions for
heating ξ s→l and cooling ξ l→s in Figure 12 left were used for the parametrization of all three hysteresis models. Left: predicted phase transitions in the (ξ , T)-plane (axes
are ﬂipped); Right: measured (dotted green) and predicted (solid black) PCM temperatures at the ﬁfth discrete element in ﬂow direction as indicated in Figure 11. Solid
grey lines show predictions at all other discrete elements 1, 2, 3, 4, 6, 7, 8. Occurrences of events and corresponding restarts of the simulation are indicated by circles. The
numbers highlight the sequence of restarts for predicted PCM temperatures at the measurement position.
time window from 60 to 260 min. Qualitative much better fit-
ting is obtained for the ‘curve switch’ model which implements
switches between heating and cooling curves for alternating
heating and cooling inside the phase transition temperature
range. Finally, the ‘curve scale’ model shows even better results
implementing the scaling the heating and cooling curves for
alternating heating and cooling.
Figure 14 shows the same results in terms of the compara-
tively poor predicitive performance of the ‘curve track’ model.
Here the heating curve only is used to predict phase fractions
and temperatures for alternating heating and cooling operation
with incomplete phase transitions. Compared with experiment
3 in Figure 13, the heating and cooling operation in experiment
4 in Figure 14 realizes phase transitions in a smaller tempera-
ture range with PCM temperatures > 60◦C and < 64◦C in the
timewindow from 50 to 120min. It can be seen that for this time
window the ‘curve switch’ model implements the curve switch
using a connecting line between heating and cooling curve and
a constant ξ . For this constant ξ and the realized minimum and
maximum PCM temperatures the heating and cooling curves
are never reached and the ‘curve switch’ model implements the
constant ξ for the whole time window. The corresponding pre-
dictions are of poor quality indicating shortcomings of the ‘curve
switch’ model for this operating mode. In contrast, the ‘curve
scale’model givesmuch better results implementing the scaling
of heating and cooling curves.
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Table 1 shows the mean and absolute fitting errors for all
experiments. These quantitative results clearly support the find-
ings above. In four out of six experiments the ‘curve track’ model
shows the poorest performance in terms of the mean abso-
lute fitting error. For the remaining two experiments the ‘curve
switch’ model gives equal or higher errors. The ‘curve scale’
model always gives best results with the lowest mean absolute
fitting errors for all experiments. Compared with the maximum
error values found for each experiment, the average error reduc-
tion by the ‘curve scale’ model is around 53% (ranging from 27%
to 92%).
The maximum absolute errors for each experiment show the
same trend. In four out of six experiments the ‘curve track’model
shows the poorest performance. For the remaining two experi-
ments the ‘curve switch’ model gives equal or higher maximum
absolute errors. Except for experiment 6, the ‘curve scale’ model
gives always best results in terms of the maximum absolute
errors. Comparedwith themaximumerror values found for each
experiment, the average error reduction by the ‘curve scale’
model is around 43% (ranging from 7% to 70%).
6.4. Numerical performance
Table 1 lists quantitative results for the numerical performance
of the different phase transition models linked to the LHTES
energy balance equation model.
All hysteresis models are discontinuous, with implicit (state-
dependent) switches, see Sections 4.1–4.3. During integration
(simulation) the switching events are detected, models are
switched and integration is restarted. Thesemodel switches and
corresponding restarts occur for experiments 3–8 with partial
load conditions and incomplete phase transitions. For experi-
ment 3 in Figure 13 and experiment 6 in Figure 14 the occur-
rence of detected events and corresponding model switches
are marekd by circles. In addition, for the PCM temperatures
at the measurement position numbers are used to indicate the
sequence. The total number of restarts for each experiment is
given in Table 1. Generally, the calculation times for model inte-
gration increase with the number of switches triggered during a
simulation. Accordingly, the ‘curve track’ model with the lowest
number of restarts for each experiment also needs the short-
est calculation times. However, comparing the numbers for the
‘curve switch’ with the ‘curve scale’ model, it can be seen that
although the highest number of restarts are always found for the
‘curve switch’ model, the ‘curve scale’ model needs the longest
calculation times. This canbe explainedby a higher non-linearity
of the ‘curve scale’modelwhencomparedwith the ‘curve switch’
model. The latter uses a constant ξ during the curve switch. This
means constant PCM properties are implemented, see Equa-
tions (6)–(8). In contrast, the ‘curve scale’ model always imple-
ments non-linear PCM properties during phase transition which
increases the model complexity and thus, yields higher calcula-
tion times.
It is noted that the given computation times are achieved
with a straightforward implementation using MATLAB integra-
tor ODE15s with the build-in event location function. Here the
integration is terminated if an event is detected. After switch-
ing the model the integrator has to be restarted. These starting
phases turn out to be time consuming (Brand-Pollmann 2004).
State-of-the-art integrators with an appropriate event detec-
tion (Brand-Pollmann 2004; Bock et al. 2018) do not require a
complete restart of the integration process and therefore can
significantly decrease calculation times.
7. Discussion and conclusions
This contributiondiscusses the applicationof threedifferenthys-
teresis models for the prediction of temperature-induced phase
transitions in solid/liquid PCM. These models are the ‘curve
track’, ‘curve switch’ and the ‘curve scale’ models. The first two
models have already been implemented in commercial build-
ing simulation and/ormultiphysics software. For the thirdmodel
proposed in this contribution no such implementation exists. All
models consider a hysteresis in phase fraction originating from
positive (heating) and negative (cooling) temperature rates and
the temperature history.
The presented phase transition models are phenomenolog-
ical models. They are directly identified using data for com-
plete melting and solidification experiments only. This means a
reduced effort for model calibration, e.g. available heat capacity
data as provided by PCM manufacturers can be used. However,
it should also be noted that the PCMphase transition behaviour,
i.e. the characteristic temperatures, such as temperature hys-
teresis/supercooling andphase changeonset temperatures, and
phase transition enthalpies are each individual functions of the
heating/cooling rates used in calorimetric measurements. Spe-
cific measurement protocols exist for an accurate determina-
tion of each quantity, e.g. Desgrosseilliers et al. (2013); Vidi
et al. (2015). Accordingly, using data from a singlemeasurement
protocol (in this contribution the data from the PCM manufac-
turer) for identification of phase transition models, might limit
the accuracy of model predictions.
Compared with other works which model the phase transi-
tion behaviour by enthalpy–temperature curves, this contribu-
tion proposes using (liquid mass) phase fraction–temperature
curves. In doing so, within the phase transition temperature
range, one phase transition model can be used to predict all,
so called ‘effective’ thermo-physical PCMproperties. Thismeans,
e.g. effective specific heat capacity, effective enthalpy and effec-
tive density are modelled by a superposition of corresponding
solid and liquid PCM properties using the phase fraction as a
weighting factor.
While the ‘curve track’ model accounts for hysteresis effects
for complete melting and solidification only, the ‘curve switch’
and the ‘curve scale’ models also account for hysteresis within
the phase transition temperature range, i.e. for incomplete
phase transitions. This is especially relevant for the character-
ization of LHTES operating under partial load conditions. Sim-
ulation studies are presented for Rubitherm’s PCM RT64HC (a
paraffin) and SP50 (a salt water mixture with additives). The
results highlight significant differences between each model in
the predicted absorbed and released energies for cyclic incom-
plete melting and solidification. The experimental validation is
performed linking the three models with a numerical energy
balance equationmodel of a LHTES filledwith RT64HC. Six cross-
validation experiments were considered with in total 26 partial
load conditions and corresponding incomplete phase transi-
tions. The quantitative analysis of recorded PCM temperatures
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clearly indicate the best predictive performance of the ‘curve
scale’ model, i.e. the novel modelling approach proposed in this
contribution.
It is noted that dynamic computationswith all presented hys-
teresis models have to be carried out with solvers with event
detection (root finding) for handling the switchingbetween sub-
models, e.g. between the phase transition functions for heat-
ing (solid-to-liquid transition function) and for cooling (liquid-
to-solid transition function). In the ‘curve scale’ model events
are triggered based on the monitoring of one condition only,
namely sgn(dT/dt) = 0. Thus, compared with the ‘curve switch’
model (the hysteresis model with the second-best predictive
performance) it is easier to implement in a simulation software
and it is likely to be the more robust numerical model. Using
a straightforward MATLAB implementation, each model switch
needs a complete restart of the numerical integration process.
Corresponding starting phases turn out to be time consuming.
This is especially relevant for numerical LHTESmodelswith a spa-
tial discretization on fine grids where each grid point is linked
with one hysteresis model. The simulation studies with the
LHTES model in this contribution show the longest calculation
times for the ‘curve scale’ model. If available, alternative integra-
tors with an appropriate event detection are recommendable as
they can significantly decrease calculation times.
Finally, it is noted that all presented models are static hys-
teresis models. They are rate-independent in the sense, that,
e.g. increased heating rates lead to faster melting but result
in the same phase fraction value for any stopping tempera-
ture. Accordingly, also the magnitude of the hysteresis is rate-
independent. This simplification certainly limits the predictive
performance of all presented hysteresis models. Another impor-
tant issue is that the studied hysteresis phenomena are usu-
ally scale dependent, as discussed e.g. in Noël et al. (2016). It
is thus recommendable to parametrize the hysteresis models
usingdata generated at temperature rates and scales thatmatch
the heating and cooling rates and system size of the intended
application. For example, as discussed in this contribution, the
hysteresis models might be directly parametrized using data
fromstorage internal PCMtemperaturemeasurements recorded
during complete charging and discharging operation.
Note
1. It is noted that, from a thermodynamic view-point, the models are not
state functions. This is because the predicted states are path-dependent
as they depend on the direction of applied temperature rates.
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