Reynolds-averaged Navier-Stokes (RANS) simulations with turbulence closure models continue to play important roles in industrial flow simulations as high-fidelity simulations are prohibitively expensive for such flows. Commonly used linear eddy viscosity models are intrinsically unable to handle flows with non-equilibrium turbulence (e.g., flows with massive separation). Reynolds stress models, on the other hand, are plagued by their lack of robustness and the poor model conditioning. Recent studies found that even substituting Reynolds stresses from DNS databases (with errors below 0.5%) into RANS equations leads to very inaccurate velocities (e.g., with an error of 35% for plane channel flows at frictional Reynolds number Re τ = 5200). This observation suggests that RANS equations with Reynolds stress closure are ill-conditioned for some flows. This observation is not only disturbing for the recently emerging data-driven Reynolds stress models but also relevant for traditional, equation-based models. Our work shows that the ill-conditioning cannot be explained by the global matrix condition number of the discretized RANS equations. As such, we propose a metric based on local condition number function for a priori evaluation of the conditioning of RANS equations. Numerical tests on turbulent channel flows at various Reynolds numbers suggest that the proposed metric can adequately explain observations in previous studies, i.e., deteriorated model conditioning with increasing Reynolds number, and better conditioning of the implicit treatment of Reynolds stress compared to the explicit
Introduction
Reynolds-averaged Navier-Stokes (RANS) simulations play an important role in industrial simulations of turbulent flows. The RANS models with linear eddy viscosity assumption (e.g., k − ε, k − ω and S-A models [8, 17, 24] ) are based on the assumption that the turbulence production and dissipation are in equilibrium, and thus they perform poorly in flows with non-equilibrium turbulence [5, 6, 18] , e.g., flows with massive separations or abrupt mean flow changes. On the other hand, Reynolds stress models (RSM) take into account the transport of Reynolds stresses and thus have better performance than eddy viscosity models for flows with non-equilibrium turbulence [13] . The CFD Vision 2030 white paper of NASA identified advanced turbulence modeling based on Reynolds stresses models as a priority for aeronautic technological advancement in the coming decades [16] . However, so far the Reynolds stress models have not been widely used in the engineering applications. A key shortcoming of the Reynolds stress models is the lack of robustness due to their numerical instabilities (i.e., difficult to achieve convergence) [1, 11] .
Conditioning of RANS Equations with Data-Driven Reynolds Stress Models
In addition to the relatively well-known stability issue mentioned above, model conditioning is rarely discussed separately. In the context of RANS equations with Reynolds stress closure, model conditioning is defined as the sensitivity of the solved quantities (e.g., mean velocity and mean pressure fields) to the modeled terms (Reynolds stresses). Model conditioning provides a measure of amplification of errors in the modeled terms to the solved quantities. Numerical stability and model conditioning are two separate yet closely related issues. Specifically, in solvers that solve RANS equations and turbulence transport equations in a segregated manner, ill-conditioned system would lead to numerical instability due to the sensitivity of solved velocities to residuals in the Reynolds stress from iteration to iteration.
Model conditioning may be even more critical for data-driven Reynolds stress models.
Recent works in data-driven turbulence modeling highlighted conditioning as a potential difficulty. This is because some data-driven models do not have explicit expressions for the Reynolds stress [10, 22] , which make it difficult to treat the Reynolds stresses implicitly in the RANS equations to improve model conditioning. For example, Wang et al. [22] used machine learning techniques to predict Reynolds stresses based on existing DNS databases and reported that the solved mean velocity field does not improve over the original RANS simulations, even though the predicted Reynolds stress shows noticeable improvement. Gamahara et al. [4] proposed a data-driven subgrid-scale stress model in a turbulent channel flow. They reported that the neural network model predicted better subgrid-scale stresses but the less satisfactory mean velocities compared to the predictions of Smagorinsky models. These observations demonstrate the gap between a priori and a posteriori performances in Reynolds or subgrid-scale stress-based turbulence modeling by using data-driven techniques. That is, an ill-conditioned model can amplify small a priori errors in the modeled terms to large a posteriori errors in the solved quantities, which would defeating all efforts in improving the closure models. Consequently, efforts must be made to improve the model conditioning in such cases.
Using Reynolds stress obtained from DNS data to solve the RANS equations for velocity can be considered the ideal scenario for data-driven turbulence modeling. Solving for mean velocities with a given Reynolds stress field is referred to as "propagation" in this work, i.e., propagation of Reynolds stresses to mean velocities by solving the RANS equations. Such a methodology represents an upper limit of performances for data-driven Reynolds stress models as pursued in refs. [10, 22] . However, even solving RANS equations with Reynolds stresses from DNS data can lead to large errors in the velocities [21] . Thompson et al. [21] investigated turbulent channel flows at various Reynolds numbers with such a propagation methodology. These DNS were performed with extreme caution by reputable groups [9] , and the errors in the reported Reynolds stress are indeed very small (typically less than 0.5%; see Table 1 ). Thompson et al. [21] showed that the solved mean velocity has unsatisfactory agreement with the DNS data at high frictional Reynolds numbers (e.g., Re τ = 5200).
Poroseva et al. [15] also confirmed such observations. As the starting point of our work, we reproduced the two studies of solving for mean velocities by using the DNS Reynolds stresses obtained from Lee and Moser [9] , and the results are summarized in Table 1 . Although the mean velocities reported here are accurate up to Re τ = 1000, researchers have reported that large errors in the propagated velocities can be found at Reynolds number as low as
Re τ = 395 depending on the DNS database used [14] . The results in Table 1 raise several critical questions on Reynolds stress based turbulence modeling:
(1) How to explain the deteriorated conditioning (i.e., increased amplifications of errors in Reynolds stresses to velocities) with increasing Reynolds numbers observed in these studies? Is there a quantitative metric that can characterize the conditioning of a given turbulence model? (2) What are the implications of this observation to traditional and data-driven turbulence models?
Our present work aims to answer these questions by proposing a quantitative metric and elucidating the relevance of the above-mentioned studies to both data-driven and traditional turbulence modeling. No turbulence models are used. Rather, Reynolds stresses obtained from DNS database are used to represent the ideal performance for any turbulence model of Reynolds stresses for both explicit and implicit treatments.
Relevance of present work to PDE-Based Reynolds stress models
The conditioning issue is an equally important challenge for traditional Reynolds stress models based on Reynolds stress transport equations. 1 Although solving a monolithic system of Reynolds stress transport equations and RANS equations would allow for implicit treatment and thus enhance model conditioning, it is uncommon due to increased computational costs. Other caveats are further discussed in Section 4.1. As of now, most open-source and commercial general-purpose CFD packages (e.g., [23] ) still solve the turbulence transport equations and the RANS mean flow equations in a segregated manner, even in solvers where velocity and pressure are solved concurrently. In such solvers, the modeled Reynolds stress are often updated with the mean velocity field at every iteration step, in the hope that the mean velocity field and the Reynolds stress can consistently adjust to each other during the iterations. However, the conditioning issue within each iteration can lead to error amplification if the Reynolds stresses are treated explicitly as source terms in the RANS equations. Specifically, a small error in the modeled Reynolds stress would lead to large errors in the solved mean velocity field, which is carried over to the Reynolds stresses and further amplified in the next iteration step. Such an error amplification destabilizes the solution procedure and leads to divergence.
For the reasons outlined above, RANS simulations with Reynolds-stress-based turbulence models need to be stabilized to increase the robustness of the solvers. Examples of stabilization include (1) using the velocity solved with eddy viscosity models as an initial condition for 1 We use "traditional" models to refer to turbulence models based on partial differential equations (PDEs) and/or analytical expressions. This is to distinguish them from recently emerging data-driven turbulence models.
iterations in the RSM-based solver and (2) partial implicit treatment of the Reynolds stress, among others. In the latter category, researchers introduced a hybrid scheme of computing Reynolds stress by blending the RSM modeled Reynolds stress τ RSM with the Reynolds stress τ Boussinesq computed from eddy viscosity models, with the later stabilizing the solution, i.e., τ = γτ RSM + (1 − γ)τ Boussinesq [1, 11] . However, the choice of the blending factor γ is ad hoc due to the lack of a method to quantitatively evaluate the model conditioning of using RSM. Large weights (1 − γ) on the eddy viscosity model impair the accuracy of the obtained model, while small weights may not provide adequate stabilization. This shortcoming needs to be addressed.
Summary and Novelty of Present Contribution
In this work, we propose a metric to quantify such error amplification from Reynolds stress to mean velocities, i.e., the model conditioning of RANS equations with Reynolds stress closures. We first demonstrate that the traditional condition number based on matrix norms is incapable of explaining the increased errors in solved mean velocities with the increase of Reynolds number. A local condition number function based on Ref. [2] is derived as a more refined metric to assess the conditioning property for turbulence models. We also demonstrate that the proposed metric can also explain the improved model conditioning by introducing an eddy viscosity to implicitly model the linear part of the Reynolds stress, which is a common practice in traditional RANS modeling to enhance the stability and model conditioning of the simulations. Traditionally, the stability and conditioning of Reynolds stress models are improved by empirically blending the modeled Reynolds stresses from RSM and those obtained from linear eddy viscosity models. Therefore, the metric proposed in this work is also of importance in the analysis of model conditioning for PDE-based turbulence modeling approaches, e.g., guiding the choice of blending factor γ in the hybrid scheme of traditional Reynolds stress models to enhance numerical stability and model conditioning [1, 11] . Turbulent channel flows with five Reynolds numbers ranging from Re τ = 180 to 5200 are investigated. The results show that the proposed metric has clear importance in evaluating and improving the conditioning of Reynolds stress models, for both the traditional and data-driven turbulence modeling approaches.
The rest of this paper is organized as follows. Section 2 introduces the global condition number and shows that it fails to explain the deteriorated conditioning with increasing Reynolds numbers. A local condition number function is derived to achieve such an objective. In Section 3, the local condition number is used to evaluate the conditioning of RANS simulations by using Reynolds stresses obtained in the context of both data-driven and traditional RANS modeling. Section 4 discusses the reasons for different propagated mean velocity fields by using explicit and implicit treatment of Reynolds stresses. Finally, conclusions are presented in Section 5 .
Methodology
Consider the steady state Reynolds-averaged Navier-Stokes equations for incompressible, constant density fluids:
where u is the mean flow velocity; ν is molecular viscosity; p is the pressure normalized by the constant density of the fluid; τ is the Reynolds stress tensor, which needs to be modeled.
For simplicity we first consider a Reynolds-stress-based model where τ is obtained by solving a transport equation in a segregated manner with the RANS equations or by a data-driven function (see e.g. [10] ). The objective of this work is to investigate the sensitivity of the obtained mean velocity with respect to small perturbations on the Reynolds stress.
For notation simplicity, we introduce nonlinear operator N to include the convection and diffusion terms with
The RANS momentum equation in Eq. (1) can be written as
In numerical solvers, the convection term is first linearized around the current velocity u 0 to obtain the linearized RANS equations:
where L is the linearized operator of N , i.e.,
The linearized equation (5) is then discretized on a CFD mesh to obtain a linear system of the following form:
where we denoted b = [∇·τ −∇p] as the imbalance between the two forces, pressure gradient and Reynolds stress divergence; U = [u] is the discretized velocity field to be solved for.
Both b and U are n × 1 vectors, where n is the number of cells or grid points in the mesh.
The matrix A with dimension n × n comes from the implicit discretization of the linearized convection term and the molecular diffusion term.
Matrix-norm as a measure of model conditioning
We first show the derivation of the traditional matrix-norm-based condition number and explain why it fails to distinguish the sensitivities of solving for mean velocity at different
Reynolds numbers as shown in Table 1 . Following the definition of matrix norm, the norm of the error in the velocity is bounded as follows 2 :
where
As explained in the notation, the norms u , b are taken of the discretized vectors [u] and [b] , respectively, with the brackets inside the norm omitted for clarity. Such a brief notation would not cause confusion, because norms in this work are always taken for the discretized vectors or matrices with dimensions of n × 1 or n × n, respectively, and never for the velocity or force vectors at any particular location.
denotes the condition number of matrix A (see, e.g., [20] ). Considering that the objective is to assess the effects of Reynolds stress perturbation δτ on the velocities, the inequality in Eq. (8) above is formulated as follows:
Detailed derivations are omitted here for brevity and are presented in Appendix A.1.
It can be seen that the model condition number K τ consists of the condition number of the matrix A and the ratio
For plane channel flows the convective term disappears, and thus b is the force due to the divergence of the viscous stress, i.e., b = ∇ · ν(∇u + (∇u) T ) = ∇ · τ vis . Consequently, the ratio α indicates the overall relative importance of the forces due to Reynolds stress and viscous stress.
The proposed condition number K τ based on matrix condition number K A is a natural first attempt in explaining the increasing sensitivity of the velocities to the Reynolds stress with increasing Reynolds numbers as shown in Table 1 . However, surprisingly it turns out that the condition number K τ is more or less the same across all Reynolds numbers from
Re τ = 180 to 5200, which is shown in Fig. 1 . This observation suggests that the matrixbased condition number K τ cannot explain the ill-conditioning of the Re τ = 5200 case and the better conditioning of the lower Reynolds number cases as observed in Table. 1.
The following two factors explain why the matrix-based condition number K τ is almost the same at different Reynolds numbers:
(1) the matrix condition number K A is constant for all Reynolds numbers, because the matrix A itself is independent of the Reynolds number.
(2) The ratios α = Each factor above will be detailed below. First, it can be established through simple algebra that for plane channel flows the matrix A is independent of the Reynolds number but depends on the discretization scheme and the mesh used. Since the convection term disappears for plane channel flows, the matrix A results solely from the discretization of the diffusion operator ν∇ 2 (·). When discretized with central difference on a uniform mesh of n cells, matrix A can be written as follows [20] :
The condition number for matrix A is In summary, the matrix-based condition number K τ as derived in Eq. (10) is not able to explain the increasing sensitivity of the velocities with respect to Reynolds stresses with increasing Reynolds number. In addition, the matrix condition number K A has another critical drawback of being mesh dependent. The mesh dependency is highly undesirable as the condition number is to measure the conditioning property of turbulence models at the PDE level, not any particular numerical discretization thereof. These drawbacks clearly call for a better metric for measuring the conditioning property of Reynolds-stress-based turbulence models.
Proposed metric as a measure of model conditioning
In order to address the deficiency of the global condition number as presented in Section 2.1, we derive a metric based on a local condition number function to measure the sensitivity of the solved mean velocity u at a given location x with respect to perturbation δτ on the Reynolds stresses field τ . Such a local condition number is formally defined as the following bound:
where K(x) is the local condition number function defined as:
Function G is the Green's function corresponding to the linear operator L (see e.g., [7] ), such that the solution to the linearized RANS equation (5) can be written formally as:
is the inverse operator of L. Green's function G(x; ξ) indicates the contribution of the source b(ξ) at location ξ to the solution u at location x. The norm f (ξ) Ω of function f (ξ) is an integration on domain Ω defined as [3] :
The detailed derivations to obtain Eq. (14) are presented in Appendix A.2.
For functions discretized on a CFD mesh of n cells (e.g., those in RANS simulations), the function norm · Ω in Eq. (14) can be approximated by the norm of the discretized n-vector through numerical quadrature. That is,
where r j is the j-th row of the matrix A −1 . Recall that [∇ · τ ] indicates discretization of field ∇ · τ on the CFD mesh, but the bracket can be omitted inside a vector norm · n without ambiguity. The discretized condition number n-vector corresponding to K(x) in Eq. (14) is thus:
which implies that the location x is the coordinate of the j-th cell in the CFD mesh.
The proposed local condition number function K(x) has two important merits compared to the global matrix based condition number K τ :
(1) First, K(x) provides a tighter upper bound than the matrix-norm condition number K τ .
The main reason is that the upper bound of K τ can only be achieved when the following conditions are satisfied simultaneously: (1) the discretized mean velocity field vector U is aligned with the principal axis of the coefficient matrix A, and (2) that the perturbation vector δb is aligned with the principal axis of A −1 . In contrast, the derivation of K(x)
does not assume any conditions on the discretized mean velocity field U . Consequently, the bound provided by K(x) is a more precise assessment of the sensitivity δu with respect to Reynolds stress perturbations.
(2) Moreover, the discretization K j of function K(x) is mesh indepedent, which is an important property considering that this metric aims to measure the conditioning property of Reynolds stress models. Derivations to obtain Eq. (18) and more discussions on the mesh independency of the local condition number K j are presented in Appendix B.
As the local condition number K(x) is a spatial function and its discretization an nvector, it is desirable to obtain a scalar quantity to provide an integral, more straightforward measure of model conditioning property similar to the global condition number K τ . To this end, we define a volume-averaged local condition number K x defined in Eq. (19) .
where ∆V j denotes the volume of the j-th cell in the CFD mesh, and V is the total volume of the computational domain. This volume-averaged local condition number K x has a similar interpretation to K τ but preserves the merits of K j as summarized above. That is, it has a tighter bound and is mesh independent.
In the derivations above the Reynolds stress term is treated explicitly, i.e., τ is substituted directly into the RANS equation. When the Reynolds stress term is treated implicitly as in many practical implementations of Reynolds stress models (e.g. [1, 11] ), the corresponding local condition number of the model can be obtained similarly, except that the Green's function is modified to account for the implicit modeling of the linear part of Reynolds stress with eddy viscosity model. Specifically, the general form of implicit treatment of Reynolds stress can be written as follows:
where ν t represents the eddy viscosity, S = ∇u + (∇u) T denotes the strain rate tensor and τ ⊥ denotes the nonlinear part. That is, Green's function G corresponding to the linear
should be used in Eqs. (14) and (18), with G related to L in a similar way as G to L in Eq. (15) . The optimal eddy viscosity ν m t is computed by minimizing the discrepancy between the linear eddy viscosity model and the DNS Reynolds stress data, i.e.,
where τ DN S and S DN S denote the Reynolds stress and the strain rate tensor from DNS database, respectively. The detailed derivations are presented in Appendix A.3.
In summary, we proposed a local condition number to assess the sensitivity of local mean velocities in Reynolds stress models. It has the following three forms: the spatial function K(x) (i.e., condition number function), an n-vector K j obtained by discretizing K(x) on the CFD mesh, and a scalar K x obtained by integration of K(x). This metric is applicable to both traditional and data-driven Reynolds stress models with either implicit or explicit treatments.
Results
The fully developed turbulent plane channel flows are investigated by using the local condition number K j . Both the explicit treatment and implicit treatment of Reynolds stress models are studied. In this work, we consider an ideal scenario in which the Reynolds stress τ is directly computed from DNS database at various Reynolds numbers Re τ = 180, 550, 1000, 2000, 5200. The DNS data were obtained from the University of Texas Austin online database [9] . The mean velocity field is then solved by substituting the computed Reynolds stress as the closure term of RANS equations.
We study the data-driven RANS modeling and the traditional RANS modeling in Sections 3.1 and 3.2, respectively. In data-driven RANS modeling, the Reynolds stress or eddy viscosity is "frozen" and not updated during the iterations of RANS simulations as in the traditional RANS solvers. By studying these two types of RANS modeling, we show that the proposed local condition number can be used to assess the sensitivities of RANS simulations for both data-driven modeling and traditional modeling.
The RANS simulations are performed in a finite-volume CFD platform OpenFOAM, using a modified flow solver that allows the explicit and implicit treatments of Reynolds stress computed from DNS data. The mesh sizes are 36, 110, 200, 400, 1040 for the flows at
Reynolds numbers Re τ = 180, 550, 1000, 2000, and 5200. The y + of the first cell center is kept below 1. For numerical discretizations, the second-order central difference scheme is chosen for all terms except for the convection term, which is discretized with a second-order upwind scheme. In Section 3.1, the mean velocity is obtained by directly solving Eq. 5 since the mean velocity and the pressure are decoupled for the RANS simulation of a fully-developed plane channel flow. The convergence criteria of solving mean velocity is set as 10 −8 in relative error.
Data-driven RANS modeling
In this section, DNS data is directly used to compute the Reynolds stress term to represent the ideal situation of data-driven RANS modeling. The results show that the magnitude of local condition number K j increases rapidly with the Reynolds number by explicit treatment of Reynolds stress. We also demonstrate that the magnitude of local condition number can be reduced by using implicit treatment of Reynolds stress. Such reduction of local condition number is in consistent with the observation that eddy viscosity models are more stable than
Reynolds stress transport models.
Reynolds stress models with explicit treatment
The Reynolds stress term is directly computed from DNS data and substituted into RANS as shown in Algorithm 1. Thompson et al. [21] , and the proposed averaged local condition number can be used as an integral indicator to estimate the extent of error propagation from the modeled Reynolds stress to the solved mean velocity field.
Reynolds stress models with implicit treatment
The eddy viscosity is directly computed from DNS data and substituted into RANS equations to study the ideal situation of data-driven Reynolds stress models with implicit treatment as shown in Algorithm 2. 
Solve the RANS equations:
Compared to the Reynolds stress models, it is well known that eddy viscosity models can enhance the stability and conditioning of RANS equations with turbulence closures. In the practice of traditional RSM, the modeled Reynolds stress is empirically blended with the Reynolds stress from eddy viscosity models to achieve better convergence and conditioning [1, 11] . In this work, we demonstrate that the local condition number K j can quantitatively The mean velocity U is solved and presented in Fig. 7 at Reynolds numbers Re τ = 180
and Re τ = 5200 by using explicit and implicit treatments of Reynolds stress. At Reynolds number Re τ = 180, it can be seen in Fig. 7a that the solved mean velocity U by using both kinds of treatments has a good agreement with DNS data. It demonstrates that the error propagation from Reynolds stress to mean velocity is not severe at low Reynolds number, 
Traditional RANS modeling
The local condition number in Fig. 4 only assess the error propagation from Reynolds stress to the mean velocity when the modeled Reynolds stress is "frozen" during solving for the mean velocity field. In the practice of traditional RANS modeling, iterations are involved in solving RANS equations and the modeling of Reynolds stress is updated by the mean velocity field during the iterations. Therefore, it is possible that the mean velocity field and the Reynolds stress can adjust to each other during the iterations. We employed the ratio δU rms /U DN S rms to assess the error of the solved mean flow field at each iteration step. Specifically, the volume-averaged root-mean-squared error of the solved mean velocity is defined as follow:
The volume-averaged root-mean-squared DNS velocity is defined as follow:
Explicit treatment
In this section, we show that the explicit coupling between Reynolds stress and mean velocity during the iterations can gradually amplify the errors and lead to divergence. Such explicit coupling is often used in the Reynolds stress transport models (RSTM). Specifically, the Reynolds stress is obtained by solving its transport equations with the mean velocity field at the previous iteration step. In the following, we use a simplified example with an iterative solver as shown in Algorithm 3 to illustrate the convergence issue of RSTM. In addition, we demonstrate that the proposed local condition number can be used to detect and explain the corresponding ill-conditioning issue during iterations.
The Reynolds stress at i th iteration step is explicitly treated by using DNS data according to Algorithm 3. Unlike the data-driven Reynolds stress modeling as shown in Algorithm 1, this simplified explicit Reynolds stress treatment allows the update of Reynolds stress at each iteration based on the solved mean velocity field at the previous iteration step. Compared to the implicit treatment of Reynolds stress as shown in Algorithm 2, the only difference of this explicit treatment is the computing of Reynolds stress with the mean velocity at the previous iteration step, which is indicated by the superscript i − 1 at line 3 of Algorithm 3. 
The errors of solved mean velocity field by using explicit treatment of Reynolds stress is presented in Fig. 8a . The DNS mean velocity is used as the initial field in RANS simulations, and thus the initial value of δU rms /U DN S rms is small. However, the value of δU rms /U DN S rms increases rapidly during the first several iteration steps. It demonstrates that the conditioning issue within each iteration can lead to error amplification, i.e., a small error in the modeled Reynolds stress can lead to noticeable errors in the solved mean velocity field and thus influence the modeled Reynolds stress in the next iteration step. Due to such coupling of error amplification, even a small error of modeled Reynolds stress would lead to divergence of simulation eventually. It can be seen in Fig. 8b that the volume-averaged local condition number is at O(10) within the first three iteration steps, explaining the rapid growth of error in the solved mean velocity. Therefore, the proposed local condition number is still of importance in traditional RANS modeling since it provides a quantitative assessment of model conditioning at every iteration step.
Implicit treatment
We further show that the relative error of mean velocity is much smaller by using implicit treatment of Reynolds stress in RANS simulations. In this work, a simplified implicit Reynolds stress treatment is illustrated in Algorithm 2, where the Reynolds stress at i th iteration step is computed based on the mean velocity at the same iteration step. It can be seen in Fig. 9a that the relative error of the solved mean velocity is much smaller than the one shown in Fig. 8a . In addition, the volume-averaged local condition number stays at O(1) as shown in Fig. 9b , which explains the better convergence of solving for mean velocity field by using implicit treatment of Reynolds stress. 
Discussion

Monolithic coupling and data-driven turbulence models
The conditioning analysis above deals with segregated RANS solvers specifically, where RANS momentum equations and turbulence equations are solved in a segregated manner.
It is well known that monolithic coupling is the most effective way to improve conditioning. However, there are two caveats worth mentioning here in additional to the possible increase in computational costs mentioned earlier. First, while monolithic coupling generally improves model conditioning and numerical stability, it is by no means a panacea that guarantees well-conditioning and stability. The conditioning and stability ultimately depend on the characteristics of the turbulence model itself. For example, the popularity of S-A model in external aerodynamics is largely attributed to its excellent robustness in terms of both model conditioning and numerical stability, which many other models do not have.
Second, a monolithic coupling for data-driven turbulence models is more challenging than for traditional PDE-based models, if possible at all. For example, for a neural-network-based data-driven turbulence model (e.g., [10] ), a monolithic coupling would be possible, because neural networks models are differentiable. However, for non-differentiable models, e.g., those based on random forests or other tree-based models (e.g., [22] ), a monolithic coupling is not straightforwardly viable.
Discrepancies in velocities obtained with explicit and implicit treatments
It was shown in Fig. 7 that the solved mean velocity can be significantly different depending on whether the DNS Reynolds stress used to solve Eq. (4) is treated explicitly or implicitly. In other words, solving the following two equations 
where τ op denotes the true Reynolds stress that provides u DN S by solving RANS equations.
The errors τ DN S −τ op and τ ⊥,DN S −τ ⊥,op are of the same order of magnitude. Therefore, u imp − u DN S is smaller than u exp − u DN S due to the smaller sensitivity of solving mean velocity by using the implicit treatment of Reynolds stress.
Conclusion
Recently, several researchers [15, 21] To derive the formulation of this local condition number, we first consider the solution u at a particular location x :
where G represents the Green's function of the linear differential operator L in the linearized RANS equations as defined in Eq. (6) . Denoting G x = G(x ; ξ), the perturbation of the solution is thus:
where · Ω is the inner product of functions defined on domain Ω.
Using the Schwartz inequality [3, 19] leads to:
As in Appendix A.1, the pressure gradient is assumed constant and thus δb = ∇·δτ . Finally, the sensitivity of mean velocity u with respect to the Reynolds stress τ perturbations is derived as follows:
Therefore, by comparing Eqs. (A.12) and (A.6), we define a local condition number function K of spatial location x as:
Without causing ambiguity, we have dropped the subscript of x in the equation above and in the text for simplicity of notation.
Appendix A.3. Local condition number for implicit treatment of Reynolds stress
In the practice of RANS modeling, eddy viscosity models are widely used, and the modeled eddy viscosity would influence the differential operator L associated with RANS equations. Therefore, we extend the derivation of Eq. (14) to make it compatible with the implicit treatment of Reynolds stress. According to the general form of implicit treatment of
Reynolds stress [12] in Eq. (20) , the linearized RANS equations in Eq. 5 can be rearranged as follow:
where L = L−ν 
Appendix B. Mesh independency of the local condition number function
We present the numerical discretization of the proposed local condition number on a CFD mesh and show that the discretized local condition number is mesh-independent. First, the function norms · Ω are approximated in vector norms · n through numerical integration on a CFD mesh of n cells. This is derived as follows: 
