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CONJUGACY IN HOUGHTON’S GROUPS
Y. Antol´ın, J. Burillo, and A. Martino
Abstract: Let n ∈ N. Houghton’s group Hn is the group of permutations of
{1, . . . , n} × N, that eventually act as a translation in each copy of N. We prove the
solvability of the conjugacy problem and conjugator search problem for Hn, n ≥ 2.
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1. Introduction
As Bourbaki intended, we let N denote the set of finite cardinals,
{0, 1, 2, . . . }.
Fix a positive integer n. We use Xn to denote the set {1, . . . , n}×N.
Elements of Xn will be usually denoted as pairs (i,m), i ∈ {1, . . . , n},
m ∈ N.
Throughout, Sym = Sym(Xn) will denote the group of all permuta-
tions of the set Xn, and FSym = FSym(Xn) the subgroup of permuta-
tions with finite support.
In [3] Houghton introduced the group Hn of permutations of Xn that
are “eventually translations” in each copy of N. More precisely, an ele-
ment g of Sym lies in Hn if and only if there exists a positive integer z
and integers t1(g), . . . , tn(g) such that:
(1) (i,m)g = (i,m+ ti(g)), ∀ m ≥ z.
The groups Hn, n = 3, 4, . . . are known as Houghton’s groups and they
are finitely generated. This is not at all obvious from our definition, but
it is clear from the original definition of Houghton, who defined Hn as the
subgroups of Sym generated by g2, . . . , gn, where gi acts on the first copy
of N by pushing elements one step to infinity and acts on the elements
of the ith copy of N by pushing elements one step towards the origin.
See Figure 1. In cycle notation we have that
(2) gi = . . . (i, 2), (i, 1), (i, 0), (1, 0), (1, 1), (1, 2), . . .
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Figure 1. The set Xn and the action of the genera-
tors g2 and gn.
The integers ti(g) of (1) define a map Hn → Zn, assigning to each
element its “eventual translation lengths”. It is clear from the description
of the generators that the image of t is the subgroup {(x1, . . . , xn) ∈ Zn :∑n
i=1 xi = 0} of Zn.
This subgroup is isomorphic to Zn−1 and it was Wiegold in [9] who
proved that we have a short exact sequence
1 −→ FSym −→ Hn −→ Zn−1 −→ 1.
One can extend the definition given by Houghton to the cases n =
1, 2, by setting H1 = FSym and H2 being described as the group of
permutations of X2 that are eventually translations. However, we notice
that one needs a slightly different generating set for H2. It is not hard
to see that H2 coincides with the subgroup of Sym(X2) generated by g2
(as in (2)) and the transposition ((1, 0), (2, 0)).
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In [4], Johnson found a presentation for H3. One of the main inter-
esting properties of Houghton’s groups was discovered by Brown in [1].
Brown proved that, for n ≥ 1, Hn is FPn−1 but not FPn. In particu-
lar H1 is not finitely generated, H2 is finitely generated but not finitely
presented, and for n > 2, Hn is finitely presented.
Presentations of Houghton’s groups and an alternative proof of
Brown’s results can be found in [5]. In [8], St. John-Green studied
Bredon finiteness conditions for Houghton’s groups. Finally, we remark
that Ro¨ver [7], showed that for all n ≥ 1, r ≥ 2, m ≥ 1, Hn embeds in
Higman’s groups Gr,m (defined in [2]), and in particular all Houghton’s
groups are subgroups of Thompson’s group V .
Definition 1.1. Let P = 〈S | R〉 be a group presentation, and G the
corresponding group.
The presentation has solvable conjugacy problem if there exists an
algorithm that given two words over S, the algorithm decides whether
or not these two words correspond to conjugate elements in the group.
The solvability of the conjugacy problem is in fact an algebraic prop-
erty of the group, i.e. it is independent of the presentation of the group
and clearly it implies the solvability of the word problem. See [6].
In this paper we investigate the conjugacy problem for Houghton’s
groups Hn, n ≥ 2.
Our main theorem is the following:
Theorem 1.2. Let n ≥ 2. The conjugacy problem for Houghton’s
group Hn is solvable. Moreover, given two conjugate elements g, h ∈ Hn,
there is an algorithm that finds x ∈ Hn such that gx = x−1gx = h.
As far as we know, Houghton’s groups do not belong to a family for
which the conjugacy problem is already known. For example, Houghton’s
groups are not Gromov hyperbolic or biautomatic, since by Brown’s
result the K(pi, 1) for Hn cannot have finitely many cells in dimensions
greater than n. Also, these groups are not conjugacy separable, since
they contain the infinite (finite support) alternating group, which is an
infinite simple group.
The structure of the paper is as follows. In Section 2 we describe basic
computations that we can do given a word representing an element ofHn,
in particular, we show that the word problem is solvable and that for
each g ∈ Hn, the numbers appearing in (1) are computable. In Section 3,
we prove that we can decide if two elements of Hn are conjugate by an
element of FSym, and in that event, find a conjugator in FSym. Finally,
in Section 4, we show how to reduce our original problem, to the problem
about conjugators in FSym.
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2. Computations in Hn
From now on, we fix n ∈ N, n ≥ 2. We assume that H = Hn and X =
Xn. We also fix S, a finite generating set, by setting S = {g2, . . . , gn}
if n ≥ 3, and S = {g2, ((1, 0)(2, 0))} if n = 2. Here the generators gi are
the permutations described in (2).
The next lemma is straightforward, however we include the proof to
justify that all the computations in the paper can be actually done.
Lemma 2.1. Let w be a word over S±1 and suppose that w represents
g ∈ H. Let |w| denote the length of w over S. Then one can compute
t(g) = (t1(g), . . . , tn(g)), (i,m)g for all (i,m) ∈ X. Also, one has that
|ti(g)| < |w| for i = 1, . . . , n, and moreover
(i,m)g = (i,m+ ti(g)), ∀ m > |w|, i ∈ {1, . . . , n}.
Proof: We know that the image of gi under t is (1, 0, . . . , 0,−1, 0, . . . , 0),
where the −1 is in the ith coordinate. Also the image of ((1, 0)(2, 0))
under t is equal to the zero vector. Thus, given any word w over S±1
representing g one can compute t(g). Clearly |ti(g)| < |w|.
Similarly, given that we know the action of the generators on the
elements of X, we can compute (i,m)g for all (i,m) ∈ X.
We prove the last claim of the lemma only in the case when n ≥ 3
and we leave the case n = 2 as exercise for the reader. We argue by
induction on the length of w. If |w| = 0, then g = 1 and the claim holds.
For the general case, w = w′gεj for some j ∈ {2, . . . , n}, w′ a word over S
of length |w| − 1, gj ∈ S, ε ∈ {−1,+1}. Let g′ be the element of H
represented by w′. By induction hypothesis (i,m)g′ = (i,m+ ti(g′)), for
all i ∈ {1, . . . , n} and all m > |w′|.
Now (i,m)g = (i,m)g′gεj and we have two cases to consider. If i 6∈
{1, j}, then (i,m)g = (i,m)g′gεj = (i,m+ti(g′)+ti(gεj )) = (i,m+ti(g′)),
and this holds for m > |w′|, and in particular for m > |w|. If i = j, then
(j,m)g = (j,m)g′gεj = (i,m + ti(g
′))gεj . If m > |w|, then m > |w′| + 1
and in particular, m+ ti(g) > 0. Thus, (j,m)g
′gεj = (j,m+ tj(g
′)− ε) =
(j,m+ tj(g)).
The case i = 1 is similar.
Given an element of H as a word w over S±1 we can compute its
image under t and check if it acts trivially or not on the set {(i,m) ∈
X : m ≤ |w|}. In particular, we can decide whether the element is trivial
or not. So we have proved the following.
Corollary 2.2. The word problem for H is solvable.
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Remark 2.3. We note that the solvability of the word problem for H
was already known, and can be proved using a variety of techniques. It
may be of interest to observe that the approach we outline here gives a
quadratic time algorithm for the word problem.
As a consequence of Lemma 2.1, it is worth noting that a number z
satisfying equation (1) is computable, for instance, it is enough to take
z = |w|, where w is a word representing g. We note that this number
is not uniquely defined from equation (1). However, for our purposes it
will be sufficient to find any number for which equation (1) is valid.
The support of an element of g ∈ H is the set {x ∈ X : xg 6= x}, and
it is denoted by supp(g). Notice that, in general, elements in H do not
have finite support. However, we will show that they do have finitely
many orbits of length at least 2 (there are finitely many non-trivial finite
orbits by definition, and Corollary 2.8 shows that there are finitely many
infinite orbits).
From the computability of the ti(g) and z of equation (1) it is straight-
forward to determine the orbits of g. Infinite orbits of g will consist of
pairs of the sets codified by arithmetic progressions except for finitely
many points (where the cutoff is determined by the z from equation (1)).
We now show that there are finitely many infinite orbits, and hence
g is a product of finitely many disjoint cycles.
Definition 2.4. Given an element g ∈ H, for which ti(g) 6= 0, we denote
by Xi,r(g) the following subset of X:
{(i,m) : m ≡ r mod |ti(g)|}.
Note that these sets depend on g, or more precisely, the numbers ti(g).
When the element g ∈ H is clear from the context, we shall only write
Xi,r for Xi,r(g).
Also note that for a given g there are finitely many such sets, as we can
(and shall) always assume that when writing Xi,r we have 0 ≤ r < |ti(g)|.
One can then essentially read off the infinite orbits of g using the
sets Xi,r, and therefore the infinite cycles in the cycle decomposition
of g. We say “essentially” as generally an orbit which meets some Xi,r
will contain all but finitely many points of it.
Definition 2.5. We shall say that two sets, A, B, are almost equal if
their symmetric difference is finite.
The following is then clear.
8 Y. Antol´ın, J. Burillo, A. Martino
Proposition 2.6. Let g ∈ H and (i,m) ∈ X. If the set {(i,m)gk : k ≥
0} is infinite, then it is almost equal to Xi,r for some i, r and ti(g) must
be positive. Conversely, if ti(g) is positive, then Xi,r is almost equal to
{(i,m)gk : k ≥ 0} for some m ∈ N.
Similarly, if {(j,m)gk : k ≤ 0} is infinite, then it is almost equal to
some Xj,s and tj(g) is negative.
Corollary 2.7. Every infinite orbit of g ∈ H is almost equal to Xi,r ∪
Xj,s, for some i, j, r, s with i 6= j.
Corollary 2.8. Given g ∈ Hn there are exactly 12 (
∑ |ti(g)|) distinct
infinite orbits, and hence the same number of infinite cycles in the cycle
decomposition of g.
Given the results above, one can determine the infinite orbits of g and
hence the infinite cycles, and from there the entire cycle decomposition
of g.
Remark 2.9. Note that in writing an element ofH as a product of disjoint
cycles, the cycles which appear may not themselves be elements of H.
Given such a decomposition as a product of disjoint cycles, it is then
straightforward to decide if two elements of H are conjugate in Sym; they
are conjugate if and only if they have the same cycle type. However, this
will not be the same as conjugacy in H in general.
3. Conjugacy by elements of FSym
In this section we will prove the following.
Proposition 3.1. There is an algorithm that, given a, b ∈ H, decides if
there exists x ∈ FSym 6 H such that b = xax−1 and produces such an
element in the case it exists.
Before proving the proposition, we need a lemma.
Lemma 3.2. Let a, b ∈ H. If there is x ∈ FSym 6 H such that b =
xax−1 then
(3) |supp(a)− (supp(a) ∩ supp(b))| = |supp(b)− (supp(a) ∩ supp(b))|.
Proof: Notice that x restricts to a bijection on any subset of X contain-
ing supp(x), which is finite. Also, x restricts to a bijection from supp(a)
to supp(b). Thus x restricts to a bijection on the set supp(a)∪ supp(b)∪
supp(x) which we express as the disjoint union of four sets: I, Ca, Cb,
Cx, where I = supp(a) ∩ supp(b), Ca = supp(a) − I, Cb = supp(b) − I,
Cx = supp(x)− (supp(a) ∪ supp(b)).
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Notice that as a and b are conjugate by x ∈ FSym, supp(a) and
supp(b) are almost equal and supp(x) is finite. Thus Ca, Cb, and Cx are
finite sets. Moreover, x maps supp(a) to supp(b) and so maps Ca unionsq I
to Cb unionsq I. Since x restricts to a bijection of Ca unionsq Cb unionsq Cx unionsq I, then x
must map Ca unionsq Cx to Cb unionsq Cx. Thus Ca and Cb have the same number
of elements, as required.
Now we are ready to prove the proposition.
Proof of Proposition 3.1: First we notice that necessary conditions for
a and b to be conjugate are that t(a) = t(b), and by Lemma 3.2 that
(3) holds. We notice that both conditions are decidable. We assume
that both conditions hold.
Suppose for some i ∈ {1, . . . , n}, that ti(a) = ti(b) < 0. Then there
exists a z such that (i,m)a = (i,m + ti(a)) and (i,m)b = (i,m + ti(b))
for all m ≥ z (this z is computable and depends only on a and b). Let
x ∈ FSym be a potential conjugator. There exists a z′ such that
(4) (i,m)x = (i,m) for all m ≥ z′.
Let us suppose this z′ is minimal. We claim that z′ ≤ z − ti(a) (recall
that ti(a) is negative).
To do this we argue by contradiction and suppose that z′ > z− ti(a),
and in particular, z′ > z. Then for any m ≥ 0 we have that,
(i, z′ +m)x−1ax = (i, z′ +m)b = (i, z′ +m+ ti(b)) = (i, z′ +m+ ti(a))
since z′ +m is larger than both z and z′. On the other hand,
(i, z′ +m)x−1ax = (i, z′ +m)ax = (i, z′ +m+ ti(a))x,
and from here we deduce that, for all m ≥ 0,
(i, z′ +m+ ti(a))x = (i, z′ +m+ ti(a))
which contradict the minimality of z′ in (4) (recall that ti(a) is negative).
A similar argument (replacing a, b by their inverses) holds when ti(a) >
0. Note that any potential conjugator must send supp(a) bijectively to
supp(b), and the argument above shows that outside of a finite set whose
size only depends on a and b (can be computed from t and z), a potential
conjugator is the identity. In fact, a potential conjugator x will be the
identity on a computable set contained in the intersection of supp(a) and
supp(b) which is almost equal to both supp(a) and supp(b). Therefore,
we can decide if there exists a bijection, x0, from supp(a) to supp(b)
which satisfies x−10 ax0 = b for all elements of supp(b). All that remains
is to decide whether such an x0 may be extended to a bijection on the
whole of X. So let us suppose that such an x0 exists.
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Note that any extension of x0 to a bijection on X will be a valid
conjugator in Sym, though not necessarily in H. Recall that we are
assuming that (3) holds, and hence, there is a bijection between the
finite sets supp(a)− I and supp(b)− I, where I = supp(a)∩ supp(b). In
this case, it is clear that we can extend x0 to a bijection on supp(a) ∪
supp(b) = supp(a) unionsq (supp(b) − I) = supp(b) unionsq (supp(a) − I), and then
we can extend it by the identity on the rest of X. Such a bijection is
clearly an element of FSym.
4. Reducing the problem to finding a conjugator in
FSym
We now turn to the conjugacy problem for H. To this we consider two
elements, a, b ∈ H and try to decide whether there exists a conjugator,
x ∈ H such that x−1ax = ax = b.
Note that a necessary (but not sufficient) condition for conjugacy
is that t(a) = t(b). In this situation, the sets Xi,r(a) and Xi,r(b) of
Definition 2.4, when defined, are the same, as these sets only depend
on t(a) and t(b) respectively. We shall henceforth always mean these
particular sets, based on a or b. Throughout this section we will use I to
denote the set {i ∈ {1, . . . , n} | ti(a) 6= 0}, that is the subset of branches
that are not almost fixed by a (and by b).
Our first step is to reduce the problem to the case where (Xi,r)x is
almost equal to Xi,r. This is equivalent to requiring that ti(x) ≡ 0
mod |ti(a)| for all i ∈ I.
The following lemma is a useful observation.
Lemma 4.1. Let C be a subset of G. Suppose that C = C0unionsqC1unionsq· · ·unionsqCk
and that there exist z1, . . . , zk ∈ G such that Cizi = C0.
Suppose that there is an algorithm that decides if given two elements
g, h of G they are conjugate by an element of C0 and finds this conjuga-
tor. Then there is an algorithm that decides if given two elements g, h
of G they are conjugate by an element of C and finds this conjugator.
Proof: Set z0 = 1. Given two elements g, h of G, the algorithm to decide
conjugacy in C consists in running the algorithm for conjugacy in C0 for
all the pairs (g, hzi) for i = 0, 1, . . . , k. If there are no conjugators for any
of the pairs, then there is no conjugator for g and h in C either, because
if gx = h with x in some Ci, then g and h
zi are conjugate by xzi, which
is in C0 by hypothesis.
And if there is a conjugator x in C0 for some pair (g, h
zi), namely,
x−1gx = z−1i hzi, then g and h are conjugate by xz
−1
i , which is in Ci,
using our hypothesis, but now written as Ci = C0z
−1
i .
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Proposition 4.2. Suppose that there is an algorithm which, given two
elements a, b ∈ H, can determine whether there exists an x ∈ H such
that ax = b with ti(x) ≡ 0 mod |ti(a)| for all i ∈ I, and find this x in
case it exists.
Then, there is an algorithm such that given two elements of H, decides
if they are conjugate in H, and in the event they are, the algorithm finds
a conjugator.
Proof: Let R be the set of tuples {ri}i∈I ∈ Z|I| with 0 ≤ ri < |ti(a)|.
Observe that |R| < ∞. Let C = H, and for r ∈ R, let Cr = {g ∈ H :
ti(g) ≡ ri mod |ti(a)|}. We denote by C0 the set C(0,0,...,0). Given a
tuple w = (w1, . . . , wn) ∈ Zn and r ∈ R, it is easy to decide whether or
not wi ≡ ri mod |ti(a)| for all i ∈ I. Hence, we can decide whether or
not a given element g ∈ H belongs to Cr.
Moreover, given r ∈ R with∑ ri = 0, we can easily construct xr ∈ H
such that ti(xr) = ri for all i.
We now use Lemma 4.1. Observe that we have Crx
−1
r = C0 and
all the hypotheses of the lemma are satisfied. This ensures the desired
conclusion.
We shall now attempt to find an algorithm satisfying the hypotheses
of Proposition 4.2. As noted, for any potential conjugator x, (Xi,r)x is
almost equal to Xi,r for all i, r. Since any infinite orbit of a is almost
equal to Xi,r ∪Xj,s for some i, r, j, s this means that if a and b are to
be conjugate via such an x, then every infinite orbit of a must be almost
equal to some infinite orbit of b and vice versa.
The key technical result is the following.
Proposition 4.3. Let a, b, x ∈ H and l1, . . . , ln ∈ Z. Suppose that
ax = b with ti(x) = li|ti(a)| for all i ∈ I. Further suppose that Xi,r∪Xj,s
is almost equal to some infinite orbit of a (and hence of b). Then there is
a (computable) constant K = K(a, b), depending only on a and b, such
that ||li| − |lj || ≤ K.
Proof: We may algorithmically find integers z, z′ such that
(k,m)a = (k,m+ tk(a)), k = i, j, ∀ m ≥ z,
(k,m)b = (k,m+ tk(b)), k = i, j, ∀ m ≥ z,
(k,m)x = (k,m+ tk(x)), k = i, j, ∀ m ≥ z′.
For convenience for what follows, since we can increase arbitrarily the
number z′, we shall further assume that z′ ≥ z+ |tk(x)| ≥ z for k = i, j,
and that z′ ≡ z modulo both |ti(a)| and |tj(a)|.
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Notice that (Xi,r)x is almost equal to Xi,r and (Xj,s)x is almost equal
to Xj,s.
Let Oa be the infinite orbit of a which is almost equal to Xi,r ∪Xj,s
andOb be the corresponding orbit for b. Then Xi,r∩Oa contains {(i,m) :
m ≡ r mod |ti(a)|, m ≥ z + } for some  such that || ≤ |ti(a)| chosen
such that z +  ≡ r mod |ti(a)|. Similarly, Xi,r ∩ Ob also contains
{(i,m) : m ≡ r mod |ti(a)|, m ≥ z + } for the same . We do the
same for j, so that both Xj,s ∩ Oa and Xj,s ∩ Ob contain {(j,m) : m ≡
s mod |tj(a)|, m ≥ z + δ} for some number δ such that z + δ ≡ s
mod |tj(a)| and |δ| ≤ |tj(a)|.
We can then write Oa as the (disjoint) union of {(i,m) : m ≡ r
mod |ti(a)|, m ≥ z + }, {(j,m) : m ≡ s mod |tj(a)|, m ≥ z + δ} and
some finite set S. Similarly, Ob is the (disjoint) union of {(i,m) : b ≡ r
mod |ti(a)|, m ≥ z + }, {(j,m) : m ≡ s mod |tj(a)|, m ≥ z + δ} and
some finite set T .
The hypotheses imply that x restricts to a bijection fromOa toOb and
eventually acts as translation at both ends, of amplitudes li and lj . As
z′ ≡ z mod |ti(a)|, we know that x restricts to a bijection from {(i,m) :
m ≡ r mod |ti(a)|, m ≥ z′ + } to {(i,m) : m ≡ r mod |ti(a)|, m ≥
z′ + + li|ti(a)|}. Similarly, x also restricts to a bijection from {(j,m) :
m ≡ s mod |tj(a)|, m ≥ z′ + δ} to {(j,m) : m ≡ s mod |tj(a)|, m ≥
z′ + δ + lj |tj(g)|}.
Hence x must also restrict to a bijection between the following finite
sets: {(i,m) : m ≡ r mod |ti(a)|, z′ +  > m ≥ z + } ∪ {(j,m) : m ≡ s
mod |tj(a)|, z′+δ > m ≥ z+δ}∪S and {(i,m) : m ≡ r mod |ti(a)|, z′+
+li|ti(a)| > m ≥ z+}∪{(j,m) : m ≡ s mod |tj(a)|, z′+δ+lj |tj(a)| >
b ≥ z + δ} ∪ T . Comparing cardinalities, we get that
2(z′ − z) + |S| = 2(z − z′) + |T |+ li + lj .
Hence, |li| ≤ |S|+ |T |+ |lj | and |lj | ≤ |S|+ |T |+ |li|.
In order to exploit Proposition 4.3, we shall define the following equiv-
alence relation.
Definition 4.4. Given g ∈ H we define an equivalence relation ∼g on
{1, . . . , n}, as the one generated by setting i ∼g j if and only if some
infinite orbit of g is almost equal to Xi,r ∪Xj,s, for some r, s.
Remark 4.5. This equivalence relation depends on g. However, if gx =
h with ti(x) ≡ 0 mod |ti(g)| for all i, then ∼g and ∼h are the same
equivalence relation.
Conjugacy in Houghton’s Groups 13
The strategy will now be to repeatedly use Proposition 4.3 to show
that the translation lengths ti(x) for all i ∈ I within an equivalence class
are within bounded distance of each other. However, in order to obtain a
solution to our problem, we will need to bound these lengths absolutely.
Of course, we cannot obtain this bound for any x, but we can prove
that if the elements are conjugate, there always is a conjugator within
a computable bound. To find that, we can multiply x on the right
by any element of the centraliser of g without changing its properties
and we shall bound the translation lengths of x after multiplying by an
appropriate element.
In order to do this, we need to define certain elements of the cen-
traliser.
Lemma 4.6. Let g ∈ H, with g = σ1 . . . σp being the expression of g
as a product of disjoint cycles. Choose i ∈ {1, 2, . . . , n} and let [i] be its
equivalence class with respect to ∼g. Let gi be the product of all cycles
among the σ1, . . . , σp which are infinite and whose support is almost equal
to Xj,r ∪Xk,s for some j, k ∈ [i]. Then gi ∈ H and is in the centraliser
of g.
Proof: The fact that gi commutes with g is clear. To see that gi ∈ H
note that if the support of gi meets Xj in an infinite set, then j must
be equivalent to i and every infinite cycle whose support meets Xj in an
infinite set appears in gi. Hence gi agrees with g on all but finitely many
points of Xj .
Observe that by construction, the element gi produced in this lemma
satisfies that tj(gi) = tj(g) for all j ∈ [i].
Proposition 4.7. Let a, b, x ∈ H and suppose that ax = b with ti(x) ≡ 0
mod |ti(a)| for all i ∈ I. Let i1, . . . , ik be a set of representatives of the
equivalence classes in I under the equivalence relation ∼a (or ∼b). Then
there exists an x′ ∈ H such that ax′ = b with ti(x′) ≡ 0 mod |ti(a)| for
all i ∈ I and ti1(x′) = · · · = tik(x′) = 0.
Proof: Apply Lemma 4.6 to a and to all the equivalence classes for ∼a.
For the class [i1], we construct an element ai1 such that tj(ai1) = tj(a)
for all j ∈ [i1], and which is in the centraliser of a. Recall that the
translation for x satisfies ti1(x) = li1ti1(a), so we can replace x by xa
−l1
i1
,
and this new element still conjugates a into b, and has ti1 equal to zero.
The element x′ will then be xa−l1i1 . . . a
−lk
ik
.
Corollary 4.8. Let a, b, x ∈ H and suppose that ax = b with ti(x) ≡ 0
mod |ti(a)| for all i ∈ I. Then there exists an x′ ∈ H such that ax′ = b
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and such that
∑
i∈I |ti(x′)| is bounded by a number that depends only
on a and b and is computable.
Proof: Repeated use of Proposition 4.3 applied to the element produced
by Proposition 4.7 will produce the desired result. Fixed an equivalence
class [i] of rays, there is one index i ∈ [i] such that ti(x′) = 0, i.e.
setting li = 0, ti(x
′) = li|ti(a)|. Then, for j ∈ [i], tj(x′) = lj |tj(a)|, and
||li| − |lj || = |lj | ≤ K, where K is the constant of Proposition 4.3. So
the total translation
∑
i∈I |ti(x′)| ≤ n ·K ·M , where M = max{|ti(a)| :
i ∈ I}.
We need a last lemma dealing with branches outside I.
Lemma 4.9. Let a, b, x ∈ H and suppose that ax = b ti(x) ≡ 0
mod |ti(a)| for all i ∈ I. Then there exists an x′ ∈ H such that ax′ = b
and such that
∑n
i=1 |ti(x′)| is bounded by a number that depends only
on a and b and is computable.
Proof: By Corollary 4.8, we can assume that there exists a computable
constant K depending only on a and b such that
∑
i∈I |ti(x)| < K.
Let Ic denote {1, . . . , n} − I = {i1, . . . , is}. If s = 1, then since∑n
i=1 ti(x) = 0, we get that |ti1(x)| < K and hence that
∑n
i=1 |ti(x)| <
2K and we are done.
Otherwise, for each j 6= 1, define yj to be an element of Hn such that
supp(yj) ∩ supp(a) = ∅ and such that
ti1(yj) = tij (x),
tij (yj) = −tij (x),
ti(yj) = 0, otherwise.
Such an element clearly exists, since a fixes almost every point of the
rays i1 and ij .
Now let y be the product of the yj , and let x
′ = yx. Since each yj
commutes with a we have that,
ax
′
= ax = b.
Moreover, ti(x
′) = ti(x) for all i ∈ I and tij (x′) = 0 for j = 2, . . . , s.
Repeating the argument for when s = 1, we get that
∑n
i=1 |ti(x′)| <
2K.
We are now ready to prove the main theorem of this note.
Proof of Theorem 1.2: By Proposition 4.2, we need to show that there
is an algorithm which, given two elements a, b ∈ H, the algorithm de-
termines whether there exists x ∈ H such that ax = b with ti(x) ≡ 0
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mod |ti(a)| for all i ∈ I. By Lemma 4.9, there is a computable num-
ber N , depending on a and b such that if such conjugator x exists, then∑ |ti(x)| < N .
Let S denote the finite family of tuples (w1, . . . , wn) ∈ Zn satisfying∑ |wi| < N , ∑wi = 0, and wi ≡ 0 mod |ti(a)| for all i ∈ I. For each
tuple s ∈ S, we can produce an element zs ∈ H such that t(zs) = s.
We now let C = {x ∈ H : ti(x) ≡ 0 mod |ti(a)|,
∑ |ti(x)| < N} and
for s ∈ S, Cs = {x ∈ H : t(x) = s}. Set C0 = C(0,0,...,0) and observe
that Csz
−1
s = C0. We now use again Lemma 4.1, and we conclude the
desired algorithm exists, if there exists an algorithm that can decide, for
any g, h ∈ H, if there exists an x ∈ H such that gx = h and ti(x) = 0
for all i, and find x in case it exists. But observe that if all translations
are zero, then x ∈ FSym and the algorithm to find it is exactly the one
provided by Proposition 3.1 in Section 3.
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