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Introduction 
On the nature of this study 
The past decade has seen unprecedented progress in reading re-
search. This progress is evident, for example, in reviews of theory and 
model building on specific aspects of the reading process (Juel, 1991; 
McNamara, Miller, & Bransford, 1991). It is also clear in the current 
recognition of alternative research methods (Vaca & Vaca, 1989; Jackson, 
1990). Most importantly, it shows in the efforts of the reading research 
community to understand progress and its implications (Mosenthal & 
Kamil, 1991). One of these implications is that the need for a bridge 
between basic and applied research remains (Vaca & Vaca, 1989). We 
can take this to mean that reading research would benefit from following 
the "architectural" approach described by Mosenthal (1989). 
In one of his articles on research views, Mosenthal (1989) discussed 
defining problems in reading research. He presented two metaphors used 
to describe the nature of research. The first one is the "vertical grave" 
metaphor. Its goal is to add to the "bodies" of knowledge by publishing 
articles that will usually remain never cited. Mosenthal explains that in the 
majority of these cases, an article is written to address a little understood 
research question. In the research report, one should find what Mosenthal 
terms as the "concessive". The concessive suggests that a problem exists 
with a set of findings because of the omission of one or two variables. The 
study is to identify and examine the variables and provide evidence of their 
importance. If this is accomplished, and if there is enough interest in the 
new variable, it lives for a period by citation. 
In contrast, the second or "architectural" metaphor views the develop-
ment of research as an "architectural design". This research intends to 
solve problems that have real consequences, (e.g., social, political, 
educational, biological or economic). Researchers depict the aspects that 
circumscribe and define the problem and identify variables that directly 
bear on it. Next they identify a scheme that shows how the operational 
conditions that they have manipulated relate to the effect of their problem. 
Finally, researchers discuss use of findings and procedures to solve that 
real-world problem. 
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Mosenthal (1989) cites Schon's topographical approach of 1987. It 
yields a contrasting third metaphor, of high-ground vs. low-ground re-
search. On the high ground, professional practice solves problems using 
research-based theory and technique. "In the swampy lowland, messy, 
confusing problems defy technical solution." For Schon, it is ironic that the 
problems in the high ground may be relatively unimportant to individuals 
or society at large. In the swamp would lie the problems of human concern. 
From a different point of view, Jackson (1990) provides additional 
answers to these questions. He examines the functions of educational 
research using the distinction between "decision-oriented" and "conclu-
sion-oriented" research (Cronbach & Suppes, 1969). It is also the distinc-
tion between commissioned and investigator-directed studies. Jackson 
describes the value of "conclusion-oriented" research in its impact on "the 
prevailing view" (the belief system that underlies the educational prac-
tices). This value stems from several criteria, such as standards of quality, 
thoroughness, and rigor. As Jackson points out, however, many studies 
that have had strong impact on their fields and have changed the 
"prevailing view" did not follow these standards. They offered something 
else. Jackson describes a current change in the interest to find out the 
universal and invariant rules and principles of teaching. At present, there 
is the "much more modest goal of trying to figure out what's happening here 
and now or what went on there and then." (p.7) For him, the contemporary 
researcher needs to start "learning how to look" at what is out there and 
also at what the researcher himself contributes to what he sees. In my 
view, this change calls for a metacognitive approach to research. In 
Jackson's terms, the researcher becomes self-reflective about his re-
search goals, methods, deep assumptions and presuppositions. 
It may be unlikely that a researcher will start by consciously deciding if 
she or he would rather do conclusion-oriented or decision-oriented resarch. 
Developing interest in an issue or topic involves aspects perhaps alien to 
its immediate usefulness or practical importance. In addition, the impor-
tance of a research or a set of findings may not be immediately evident. Or 
the nature of its worth may be different and unusual. It may also be valuable 
to some people but not to others. 
For researchers in the Third World, however, awareness of these 
approaches and choosing among them is a necessary first step. Actually, 
there is little choice left. Very few institutions show an interest in studies 
that fail to contribute to an understanding or solution of real-world prob-
lems. For Pearson (Vacca and Vacca, 1989) settling basic research issues 
before taking issues of applied research may be inadvisable and unnec-
essary. This summarizes the general feeling about research in Peru. 
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Neither of the two approaches, though, have yet developed. The local 
literature on reading (Pinzas & Ostos, 1989) includes documents and 
articles that describe problem areas, and deficits. One also finds few 
programs and alternatives to solve some of these gaps as well as 
descriptions of personal and professional experiences in teaching and 
learning. This is the kind of information produced and thus mostly read. In 
contrast, basic research literature is virtually nonexistent, and there are 
few research-based programs. Actions and programs respond to needs 
indicated by professionals' specialized experiences and ideologies. 
Mosenthal (1988) has noted that reading research is like puzzle solving. 
Simplicity and unification are forces that lead it to progress. Unification 
implies that to make sense of different pieces of research, we must 
understand the whole big puzzle. Education research in Peru is ready for 
a psycho-educational approach since the main features of the "swamp" or 
the "big puzzle" have been identified (Cabanillas, 1988; Gonzalez, 1989). 
Hence, there is a general framework for selecting research topics and for 
understanding research findings for applied purposes. My dissertation 
examines Peruvian children's cognitive monitoring in reading comprehen-
sion. It attempts to contribute to the existing knowledge in the field. It also 
lets us learn about students from different types of schools in Peru. Thus, 
I examine and gain knowledge on the low-ground or "swamp" and the need 
for change. 
Some Information on the "swamp" 
According to official sources (Cabanillas, 1988), in the school-age 
population of Peru in 1990 there were approximately three million 5 to 9 
year-olds. Then, there were two and a half millions of 10 to 14 year-olds, 
and, close to the same number of 15 to 19 year-olds. This means that by 
1990, the educational system had to provide schools, renewed curriculum, 
classroom and school equipment, materials, and, especially, teachers and 
personnel, to serve approximately 7'800,000 students. In 10 years, 
2'350,000 additional students will bring this figure up to more than ten 
million elementary and secondary school students. In the year 2,000,48% 
of Peru's population will fall in the 3 to 24 year old age-group. The public 
and private educational systems will need to undergo changes and grow 
considerably to satisfy students' needs. The data reveal that Peru's 
educational future is mostly in the hands of government officials and 
personnel, and thus relies on these people's skills, and knowledge. 
The same source reports that in 1988 the public educational system 
offered formal schooling to approximately 3'324,500 elementary school 
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children while the private system served 455,800 students. These stu-
dents attended 245,960 public schools (91% of the system), and 2,349 
private schools (9%), respectively. Thus, the majority of Peruvian children 
studied in government schools. These state institutions spent approxi-
mately $ 80 per student in a year (Gonzalez, 1989). This should not be 
surprising if we consider Tsang's cost studies of education in developing 
countries. The data he presents shows that Latin America's expenditure 
on public education was 1.63% of its gross national product, GNP, in the 
early 1970s and 1.39% in the late 1970s. In 1980, cost per pupil as a 
proportion of GNP per capita, was 0.09% compared to 0.22% in developed 
countries and 0.14% in other developing countries. These data rank Latin 
America with South Asia as the lowest in educational expenditure in the 
world. In 1987, Peru alloted 2.9% of the Gross Domestic Product and 
17.6% of the general budget of the country to public education (UNESCO/ 
OREALC, 1990). 
Promotions, retentions and drop-outs are indicators of the efficiency 
with which the elementary educational services fulfill their role. Between 
1985 and 1987 an average of 78.8% students were promoted, while 13.7% 
repeated the grade. Drop-outs reached 7.4%. This means that the system 
was not able to be successful with 21% of the students. In 1983, 22.5% 
repeated 1st grade; in 1984, 13.2% repeated 2nd grade; in 1985, 13.5% 
repeated 3rd grade; in 1986, 13.0% repeated 4th grade; in 1987, 11.5% 
repeated 5th grade; and, finally, in 1988, 6.8% repeated 6th grade. This 
means that, out of every 100 students, approximately 70 repeated one 
grade while in elementary school. Considering the cost paid by the parents 
in transportation, books, supplies, uniforms, and food, this is dramatic. 
Percentages of drop-outs are highest in first grade (10.7%) and in 6th 
grade (8.5%), reaching almost 25% for elementary schools. These per-
centages, however, cannot be taken as accurate since there is no 
information to help discriminate between drop-outs and transfers to other 
schools (Seminario Diagnostico Nacional de la Educación, 1993). The 
year 1991 apparently brought an initial increase in the number of students 
that did not go back to school. After a five- month teachers' strike, experts 
estimated that some public schools had lost almost 50% of their student 
population. The Ministry of Education has recognized this problem pub-
licly. Estimates are that two million students have not gone back to school. 
In previous years, the average rate of illiteracy was 13.2%, the minimal rate 
reaching 2.9% in Lima, -the capital. The maximum rate was 43.7 percent 
in Apurimac, in the highlands. With the recent large increase in drop-outs, 
illiteracy will grow. 
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Peruvian public opinion has for years shown a negative perception of 
the educational system. Government officials assessed and developed 
different 'reforms' to modify or change several aspects. They oriented the 
educational system to goals linked to educational philosophies. They 
derived instructional objectives and curricula geared to achieving the 
objectives. As in other countries, bridging theory and practice has contin-
ued to be a problem. In a document published by the Ministry of Education 
(Cabanillas,1988), an evaluation of the system yielded a long list of the 
educational system's major difficulties: an inadequate, abstract, and 
rethorical orientation that does not contribute to national development; a 
lack of cultural policies linked to educational policies; an inability to teach 
awareness of Peru's cultures; a world view based on many dates and 
names with little relationship to Peru's background; a neglect of native and 
foreign languages; a lack of relationship with the world of work and 
production; little inclusion of new developments in science and technol-
ogy; a high percentage of illiteracy; mass media unaware of their educa-
tional role; a lenient attitude toward population growth; a lack of 
appropriate higher education for future teachers; inadequate curricula; an 
overemphasis on methodology and evaluation ; a burocracy that interferes 
with the teacher's work; complex adjustments in the different levels of 
education; a lack of teaching tools and materials; and, an overreliance on 
oral transmission of knowledge. 
It may be convenient to point out three specific elements of the 
problems listed above. First, the nation-wide use of teaching and learning 
strategies which emphasize rote learning and do not facilitate the devel-
opment of active students (Cabanillas, 1988). This is a perception in which 
thinking skills are either absent or not considered a priority. Second, the 
lack of training in study and research skills which hook on to reading skills. 
This leaves the student unprepared to continue to high school and to the 
university. Third, reading is not an explicit priority across grade-levels. It 
is only one more component within language arts (Plan de Estudios, 
1984). In general, reading is neglected in the classroom by the use of oral 
transmission of knowledge. 
A starting point 
Aware of the conditions in which children study in Peru, I developed an 
interest in the teaching of thinking skills. This coincided with the start up of 
the agreement between the Catholic Universities of Peru and Nijmegen in 
1985. It was not possible to carry out a project related to the three problems 
mentioned above. It was possible, nevertheless, to gather evidence that 
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would encourage future studies to put the pieces of the puzzle together. 
When I started searching for adequate ideas and research topics that 
could enable my investigation, I became interested in the studies on 
metacognition. 
I have focused my interest in the school as a place to stimulate higher 
order thinking. I am in no way alone. There are now strong educational 
movements to improve this aspect. Arthur Costa's (1985) resource book 
for educators and schools interested in helping children become effective 
thinkers, is an important example of the growing interest in developing a 
proper school climate, classroom teaching strategies, and curricula, that 
contribute to higher order thinking. In the area of reading, these higher 
order processes relate to comprehension and, especially, to metacognition 
(Deschenes, 1990). 
My research topic relates to a metacognitive component of reading 
comprehension, namely cognitive monitoring. My study attempts to in-
clude Mosenthal's (1989) "architectural design". It addresses an educa-
tional problem which has negative effects on any initiative to pull Peru out 
of its depressed social and economic condition. The problem I have dealt 
with concerns the efficiency (or lack thereof) with which the educational 
system serves the younger generations. It relates to its success in 
compensating for the depriving circumstances in which most Peruvian 
children grow up. To do this, I have collected first hand information from 
students of different schools in Lima. It will allow us to understand better 
the formation of the Peruvian student not in academic skills but in thinking 
skills. Thus, I have reached preliminary answers to questions such as: Are 
we teaching our youngsters that reading is reading for meaning? Are we 
teaching them to be independent learners who can evaluate their cognitive 
endeavors? Are school age Peruvians, thus, active learners who can 
evaluate texts? Are they better at evaluating certain types of text errors? 
Does the student's type of school and socio-economic condition bear any 
relationship with the student's development of these skills? And, if this is 
so, how large are the differences and what do they show? Are there 
important gender differences? 
The report that follows has eight chapters. The first one presents a brief 
review of research literature in the area of reading in Peru. Most of the 
information included used sources gathered by Soledad Ostos, Peruvian 
psychologist. Chapter Two describes the theoretical framework, and 
Chapter Three summarizes research evidence reported in the literature. 
In Chapter Four, I discuss the importance of the findings. Chapter Five 
presents the methodology utilized. Chapter 6 reports results in two parts: 
part 1 describes findings related to error detection reports, and part 2 
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reports changes in on-line reading times. Chapter 7 deals with the effect 
of the independent variables type of school and gender, and with the effect 
of verbal report of error detection. It has been divided into three parts: part 
1 describes the effect of the independent variables on verbal reports. Part 
2 presents the effect of the independent variables and of verbal reports on 
on-line reading times. Part 3 describes the effect of the independent 
variables and verbal report in each of the three types of school. In Chapter 
8, conclusions are presented and discussed. In this last chapter, I try to 
propose suggestions referred to issues which I regard as fundamental. 
These relate to the development of a knowledge-base in Peru which could 
contribute to the implementation of educational changes in this country. 
The dissertation is completed with Bibliography, Appendix and Summary. 

1 
Reading Research in Peru 
As in most areas of education and instruction, research on reading in 
Peru is scarce. Interest, however, has lately increased, especially for 
reading studies. Ostos (in preparation) and Pinzas & Ostos (1989) have 
assembled reviews of studies on reading in Peru following Mosenthal's 
(1985) Contextual Pyramid. Here we describe reading research that dealt 
with teachers, and students. 
1.1 Teachers and reading 
The National Research Institute for Educational Development (Instituto 
Nacional de Investigación y Desarrollo Educacional - INIDE-) carried out 
three studies. In 1977, one of the very first studies investigated the reading 
comprehension skills of teachers in six educational areas of the country. 
It identified the impact of variables such as working area, age, gender, and 
teaching certification or category. The authors concluded that the level of 
reading comprehension exhibited by the sample (420 teachers from urban 
and rural public schools) fell below the criteria established as normal. They 
did not find differences related to gender. Teachers who had worked 
longer in cities performed better than teachers in suburban or rural areas. 
Teachers aged 31 - 40 years old performed better than younger teachers 
(20 to 30 years old) and older teachers (41 to 50 years). In urban and rural 
areas, teachers with certification obtained higher scores than uncertified 
teachers. The authors linked deficiencies in reading instruction and 
comprehension to the teachers' reading skills, which they found to be 
weak. 
A second study (1977) on a similar sample examined the reading habits 
and reading needs of Peruvian teachers. Results indicated that few 
teachers used libraries. If teachers did use them it was only incidentally 
and on a very small scale. The authors considered this as a result of the 
lack of services for the specific reading needs of these professionals. The 
teachers claimed that they did not have materials to consult in their work 
center. They had even fewer materials at home. 
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Data on teachers' reading habits indicated that only 38.8% consulted 
specialized books for their teaching tasks. The rest used the textbook and 
a few only trusted their own abilities. Most teachers did not keep 
themselves up to date: 90.38% of the sample did not subscribe to any 
national or foreign specialized journal. This was attributed to their limited 
economic resources. Because many teachers had other additional jobs, 
most did not have the time to read. Teachers who did not have any extra 
jobs, however, read only one or two books in a period of three months. 
Perhaps they mostly read newspapers and magazines, less expensive 
and easily shared. 
A third study (1979) carried out by INIDE, tried to solve the teachers' 
need for updating in information. Self-teaching was promoted, especially 
in geographic areas that are distant from information centers. In a 
workshop on educational technology, the participant teachers used self-
teaching texts. Unfortunately, results did not show favorable changes in 
teachers' achievement. Teachers, however, improved in knowledge re-
lated to professional practice and in curriculum organization, in compari-
son with the theoretical aspects of learning. 
Thome and Pinzas (1988) reported on two exploratory studies showing 
differences between public and private schools. An analysis based on a 
questionnaire administered to 65 randomly selected Lima teachers showed 
that the type of school (public or private) plays an important role in a 
teacher's training. In turn, a teacher's training affects choice of instruc-
tional methods. According to the teachers' answers, in many private 
schools the principal selects the reading textbooks, whereas in most of the 
public schools the decision lies with the teacher. Teachers in private 
schools report that they give the students a demonstration of the new 
materials and guide their learning. They also call on students and control 
learning consistently. In contrast, in public schools calling on students was 
random while learning control was usually done once a month. Results 
suggested that teacher training is important in determining differences in 
instructional procedures. Teachers with more training reported using 
procedures such as giving feedback, reviewing, and independent prac-
tice. 
In her study on beginning reading in Lima, Thome (1991) adminis-
tered 80 teachers from public and private schools, a questionnaire on 
reading programs, instructional procedures and teaching method. She 
also assessed the students decoding and comprehension skills. Data 
revealed significant differences between public and private schools in 
terms of the reading program used. Instructional procedures had a main 
effect on the reading comprehension test for the three school groups. 
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Interactions revealed, however, that positive instructional procedures did 
not have the same effect in the various school districts. Teachers' 
methodological approaches were classified into three groups: meaning 
emphasis, code-emphasis, and a combination of both. The methodologi-
cal approach used seemed to have a main effect on reading achievement 
in the two school groups. Meaning emphasis scored the lowest, followed 
by code emphasis. The combined approach was associated to higher 
reading achievement. In private schools no significant differences were 
found for reading comprehension. 
1.2 Students and Reading 
Studies on students are more common, we will only consider those 
related to reading comprehension, leaving aside studies on pre-reading 
and reading problems. At the elementary level, there are two diagnostic 
studies. 
Rosales (1984) studied the development of reading comprehension 
mechanisms in children in an urban area. The study was sponsored by the 
Association for the Advancement of the Social Sciences in Peru (Asociación 
Peruana Para el Fomento de Las Ciencias Sociales -FOMCIENCIAS). Its 
purpose was to gather ground information on the reading abilities of 9 to 
13 year-olds from schools located within the urban nucleus. It also 
intended to establish the initial levels of reading comprehension. The 
sample included children from 4th to 6th grade in two small towns outside 
of Lima. Results by grade were presented. Scores in vocabulary know-
ledge showed progressive improvement, reaching a significant level. 
Reading speed showed almost no change from grade to grade, but in 
comprehension there was significant improvement. The author also found 
that the discriminating power of the instrument varied with the city's size 
-total number of inhabitants- with a higher discrimination in the larger city. 
Later, FOMCIENCIAS sponsored a second study on reading compre-
hension. Sanchez (1987) identified the reading profile of the students who 
finish elementary school. He explored their reading orientations, levels 
and habits. A representative sample read a text and answered reading 
comprehension questions. Results showed that students finishing el-
ementary school exhibited poor reading comprehension skills. Most 
students reached a good level in the initial aspects of reading comprehen-
sion -literal and retention questions. Results were less favorable in the 
intermediate levels of organization, inference and interpretation; they 
improved in evaluation but performed less well in creativity. The students 
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with better results in creativity had attended preschool when younger. The 
students with better scores in reading comprehension exhibited better 
concepts of reading, its importance, role and characteristics, than students 
with low scores. 
Sanchez also reported that students in urban areas read better than 
those in rural areas. Students in rural areas, however, read better than 
those in urban slums or shanty towns. For children in urban areas, 
watching television and playing with friends kept them from reading. In 
slum areas, children reported that doing homework and playing with 
friends interfered with their reading practice. Children in rural areas said 
that homework and house chores interfered with their reading. The author 
discusses factors influencing the students' reading behavior. These are 
the nature of the curriculum, the performance of the teacher in charge of 
teaching reading, and the characteristics of the textbook selected to teach 
and reinforce reading. 
There are even fewer studies on high school students' reading. Castro 
Vasquez (1985) carried out a study on the reading habits of students in 
their last year of high school in the highland Mantaro Valley, east of Lima. 
The purpose of the study was to assess reading practice and the materials 
available to the students in the region. It also examined the influence of 
school, home and community. Results indicated that private school 
students exhibited average reading habits. Urban public school students' 
reading habits were poor and rural public school students' habits were 
very poor. In general, the students read when they had to study or prepare 
for exams. Only students from private schools showed a tendency to read 
for pleasure. Students from the three types of schools read few cultural 
magazines, literature, and school texts in comparison with a higher 
frequency of newspapers. The students preferred reading newspaper 
accounts of crimes, accidents, general news and sports. Only private 
school students read the supplementary pages, political topics, and solved 
cross-word puzzles. Reading of literature yielded a very low frequency. 
The three types of schools made little use of school texts. The relationship 
between home, school and community and the efficiency of reading habits 
was positive and direct. The author discussed factors with a positive 
influence on the development of reading habits. He included the student's 
own interest, followed by the parents' interest. Stimulating or motivating 
teaching provided by teachers, the interesting books and magazines that 
the student had read in his childhood, and the example set by relatives and 
friends were also considered. Among the negative factors, the author 
included fatigue, the lack of time, deficient teaching in the elementary 
school, the lack of books, and the physical and tipographical characteris-
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tics of available books (large and heavy books with crowded printing) 
which makes them difficult to handle and understand. 
Thome (1991 ) developed a one-minute test (Prueba de Un Minuto) to 
assess accuracy and speed in decoding, and a beginning reading com-
prehension test (Prueba de Comprensión de Lectura Inicial). She found 
that children attending private schools performed significantly better on 
both tests. Type of school and district had a main effect on the reading 
comprehension scores. She also found that the differences between 
public and private schools were not the same in all districts. Though there 
were no significant gender differences in the decoding test, there were 
significant differences between boys and girls in the reading comprehen-
sion test. While boys were higher achievers in public schools, girls were 
higher achievers in private schools. Girls scored better than boys in 
reading comprehension. 
Reading research in Latinamerica is increasing, although there is only 
one journal for the Spanish-speaking community, Lectura y Vida (Inter-
national Reading Association, -IRA) published since 1980. In the IRA's 
Second Latin American Congress on Reading and Writing (Argentina, 
1989) the conference focused on the Piagetian "constructivist" view of 
literacy. It indicated that a group of scholars is emerging in Latin America. 
It also showed that important changes in school practices and materials 
have already taken place as a result of these developments. The conference 
reflected on efforts considered useful for understanding and offering 
solutions to important educational problems in Third World countries. 
These include adult illiteracy, teacher education, rural schools, schools 
serving highly deprived areas, and beginning reading. Little of the 
information presented at the conference related to metacognitive skills. 
There is an indirect association, though, through an understanding of 
reading as a constructive interactive process. 
As shown in this review, reading research in Peru has been sparse. It 
has, however, shed light on three aspects: 
(a) Teachers and students show reading comprehension levels below 
expectations, or weak reading comprehension skills; 
(b) This is not the case for all students though, since private school 
students exhibit better reading comprehension scores than students from 
public schools. The same applies to urban school students compared to 
rural school students; and, 
(c) Factors associated to these results may be: the lack of proper teacher 
training, teachers' reading levels and habits, the limited reading and 
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professional materials for teachers, the lack of a reading curriculum, 
and the lack of appropriate textbooks and supplementary materials 
beyond beginning reading. 
It follows from these research conclusions that further examination 
of the differences between students from private and public schools is 
important. My purpose was to study these differences in students' 
metacognitive skills in the reading comprehension area. Hence, I 
examined metacognitive awareness and comprehension monitoring. 
My general research questions were: Are the students spontaneously 
using comprehension monitoring when reading? Are they aware of 
text errors? Do they report them? Do they change their reading pace 
when encountering comprehension problems? Do they improve when 
help is provided? Are there significant differences among grade-
levels? Or, are there significant differences between boys and girls? 
Thus, I wished to infer the extent to which Peruvian elementary 
students approach reading as decoding, as building meaning, or as 
an interactive process under their control. 
2 
Reading Comprehension and Metacognition 
2.1 Reading and reading comprehension 
After substantial work and research in the area of reading, the majority 
of scholars in the field agree on the nature of the process. The concepts 
have been clearly described (Anderson, Heibert, Scott, & Wilkinson, 
1985). Their conclusions are presented below. 
The current view sees skilled reading as a "constructive" process in 
which the reader needs to learn to reason about written material. To do 
so the reader has to master the basic processes (such as decoding) to the 
point of becoming "automatic". Attention can then focus on comprehen-
sion. Reading is also regarded as a "strategic" process in which the reader 
learns to control the reading in terms of purpose, nature of the material, and 
whether he or she is comprehending (Anderson et al., 1985). 
Reading is defined as a constructive process because information 
from the text and the reader's prior knowledge come together to produce 
meaning. Thus, good readers are skilled in integrating information in the 
text with what they already know. It is a process of an interaction between 
an active reader and a written text. In this process, the text offers part of 
the information and the reader uses previous knowledge and skills to build, 
construct, determine or provide the meaning. 
According to Anderson et al. (1985) the reader's fluency or ability to 
decode words (to identify its pronunciation and meaning) with speed and 
accuracy is of fundamental importance. Fluency allows coordination of the 
process of decoding with the process of comprehending. For this to 
happen successfully, the reader must be able to focus minimal attention 
on decoding, since it must be used for interpreting the text. Decoding is 
not a letter by letter analysis: as soon the reader has seen part of the word, 
he/she already has a possible interpretation of it. This interpretation 
reinforces the analysis of the rest of the word. When the letters and the 
context provide enough evidence, the final interpretation is made very 
quickly. Skilled readers know they read for different reasons and for 
different purposes. They are also aware that this demands flexibility or the 
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ability to change the way in which they read to accomodate to the different 
demands of each purpose. Thus, skilled readers show that they control 
their reading and exhibit metacognitive skills. Good comprehenders have 
good previous knowledge, larger working memory capacity, fast decoding 
skills, speed and accuracy of concept activation, good inferential reason-
ing, and metacognitive skills through which they control their reading, such 
as text appraisal (Boekaerts, 1989). "One aspect of such control is being 
able to monitor one's own reading and notice when failures occur. To 
investigate this, researchers have placed inconsistent information in 
passages to see whether readers can detect it". (Anderson et al., 1985; 
p. 13) Skilled readers are not only able to readily detect the inconsisten-
cies, but they can also take several corrective actions when they notice 
they are not understanding. For example, they may re-read and look back 
and ahead. 
According to Pearson (1984) contemporary reading research has led 
us to conclude that reading is a complex interactive process in which the 
reader varies its position along a continuum from "processing primarily 
based on the text" (getting the message correct) towards "processing 
primarily based on the reader" (predicting, anticipating, or developing 
expectations regarding the author's message). The continuum could also 
have at its ends, on the one side, a position in which the reader exerts little 
control over the constructed meaning. On the other side, a position in 
which the reader guides and controls the meaning. According to Pearson, 
changes "in the reader's position along this continuum would be deter-
mined by a number of intertwined factors: the reader's goal (What do I have 
to do with this information once I've read it?); prior knowledge (How much 
do I know already about the topic of the text?); his interest and motivation 
(How much do I care to read this content?); and, the type and complexity 
of discourse (How much do I know already about the conventions in this 
type of discourse?)" (p.2). 
2.2 Understanding reading comprehension 
Efforts to build theories of reading were not yet considered during the 
first half of this century. According to Samuels and Kamil (1984), in 
approximately 100 years of reading research, it was not until the 1950s and 
1960s that a vigorous trend appeared. Since then, reading research has 
supported the theories and models that have been proposed. For many 
years,a behavioral approach prevailed. In recent years, informa-
tion-processing has had an important impact on the definitions and models 
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developed to understand the reading process. Lately, the cognitive 
approach has shown an important influence. 
According to Pearson (1984) the cognitive research of the 1970s, was 
not oriented towards reading comprehension but towards understanding 
processing of any type of information. Thus, the strength of most reading 
models centered around their ability to describe processes of word 
recognition. In their early approaches, cognitive psychologists understood 
information processing by "units". Each unit was in charge of a transfor-
mation task on the information. Whenever the proposed sequence started 
with the text, the theories were "bottom-up" or text-based. Conversely, in 
models in which higher level processes guided the information flux, the 
theories were considered "top-down" or reader-based. A third group of 
theories proposed that the information used for reading came simulta-
neously from different sources of knowledge which influence each other. 
These are the "interactive" models (Rumelhart, 1977; Stanovich, 1980). 
A recent model adds a compensatory component (Stanovich, 1980). 
Different skills operate to compensate for deficits. In these cases, the 
reader uses his strongest sources of knowledge when the ones called for 
are weak. 
It is not easy to find models of the reading process which may include 
metacognition (Samuels &Kamil, 1984). The Kintsch and van Dijk (1978) 
model of reading focuses strictly on comprehension processes. Input is a 
set of propositions representing the semantic surface structure ordered by 
the semantic relations among the propositions. The semantic structure 
includes the microstructure and macrostructure. Microstructure refers to 
the local level of the discourse, the structure of the individual propositions 
and their relations. Macro-structure characterizes the discourse as a 
whole. The two levels are related by specific semantic mapping rules or 
macrorules (Samuels and Kamil, 1984). 
In this model, the reader's goals control the application of the 
"macro-operators". These transform the text into macropropositions 
representing the gist of the text. The goals make up the reader's schema 
which controls text comprehension by determining which macropropositions 
are relevant. If the reader has the appropriate goal, comprehension should 
be good. If a reader's goals are vague and the text structure is unusual, 
schemata may be different from normal. Thus, the macro-operations 
would be unpredictable and comprehension would be poor. 
The 1978 Kintsch and van Dijk model appears to be (Mandi & Schnotz, 
1987) a prominent example of propositional theories with an "additive 
elementaristic approach" to text comprehension. In this model, mental 
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representations of texts are propositions or semantic units. The process 
of comprehension is an addition of these units. In Mandi & Schnotz's 
(1987) assessment, this approach appears adequate when no misunder-
standing occurs which demands a reinterpretation of the previous text. 
For these authors, the new group of holistic mental structure theories is 
more appropriate. They are less dependent on the text and more 
dependent on mental models. They assume that readers build mental 
models on the basis of propositional representation and prior knowledge. 
Hence, text interpretation may go beyond the text (micropropositions and 
macropropositions). In the new models, "...from the very beginning a 
holistic mental structure or model is constructed, evaluated, and eventu-
ally revised on the basis of the text. Instead of relating linguistic units 
(phrases) to semantic units (propositions) one by one, multiple relation-
ships between linguistic and semantic units are assumed. This view 
accounts for the fact that the processing of single phrases occurs in the 
context of the text read previously. It also accounts for the fact that one 
linguistic unit may suffice to completely restructure the mental represen-
tation ..." (Mandi & Schnotz, 1987, p.323) Thus, in interpreting a text, the 
reader would be simultaneously doing at least three processes : repre-
senting the text, representing the integration of text and prior knowledge, 
and representing the integration of new parts with prior text. 
McNamara, Miller & Bransford (1991 ) describe mental model theories 
as comprehension theories that involve representation of situations de-
scribed in the text. They include in this group the work of Johnson-Laird 
(1983), Sanford & Garrod (1981), and the modified version of van Dijk & 
Kintsch (1983). These theories propose that in addition to the proposi-
tional processing, readers build a mental model which " consists of 
mental tokens arranged in a structure that depicts the situation described 
by a text (1 ). Mental tokens are symbols representing objects or charac-
ters in a narrative...the mental model can give rise to images, although 
mental models can also contain nonperceptual information, such as goals 
and causal relationships." (p.494) 
Readers can process a text as propositions or as a mental model. They 
choose which to use on the basis of the reading materials and the task. 
Propositional encoding is used for retaining text structure when readers 
need to remember the text material verbatim. It is also used when the 
indeterminate nature of the text makes mental model construction difficult. 
"However, when the text material is conducive to mental model process-
ing, as in task instructions, narrations, or spatially determinate descrip-
tions, people avail themselves of its benefits. Mental models do not retain 
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text structure but can support better recall of events described by a 
text."(p.495) 
Thus, in the modified version of their 1978 model, van Dijk & Kintsch 
(1983) moved away from an elementaristic approach. Their new model 
included two levels of representation: one of the actual text (linguistic), and 
a second one of the content expressed in the text, or situation model 
(conceptual), which integrates prior knowledge and text (Mandi & Schnotz, 
1987). Hence, their approach uses the mental model perspective. The 
approach is presented by Kintsch (1988) as constructive-integrative, 
focusing on higher level processes of building meaning. Describing the 
model, Kintsch and Kintsch (1990) explained that during comprehension, 
the reader's goal is to build a coherent mental representation in which all 
implicit relationships are made explicit. E. Kintsch (1990) examined what 
happens when readers of different reading level are confronted with a text 
in which the normal relationships of coherence have been broken and has 
few linguistic clues regarding the appropriate inferences. She found 
developmental differences in terms of the type of processes used and of 
the mental representation of the content. She also found that the poor text 
(structure was not coherent) interfered with young readers' comprehen-
sion. Kintsch and Kintsch (1990) concluded that comprehension depends 
on a coherent representation (mental model) of the text's content. 
Waern & Rabenious (1987) found that until recently, there was no 
theoretical framework available to study certain text processing phenom-
ena, such as misinterpretation and "learning without understanding". 
They used ideas from Johnson-Laird's 1984 work, in which the main 
purpose of reading is to construct a model of reality. 
For the present research we needed a holistic theory that regarded 
comprehension as a process of multiple representation. This seems to be 
the perspective described by Mandi & Schnotz (1987) which calls for 
theories which may include processes of text evaluation and revision. Van 
Dijk & Kintsch's late approach may provide an appropriate theoretical 
framework since their situational model includes text-prior text integration, 
as well as text-prior knowledge integration, we also needed to assume 
that the tendency towards information integration (coherence) is an 
automatic goal in skilled readers. 
As Samuels and Kamil (1984) have put it: "...as we have developed 
some sophisticated ideas of how comprehension takes place and how 
metacognitive strategies are used to facilitate reading, the models have 
been slow to incorporate this information." (p.220) 
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2.3 Metacognition or to be aware to monitor and to regulate 
According to Haller, Child and Walberg (1988) one of the earliest 
studies that yielded evidence for metacognitive activities is that of Smith 
(1967). She found that eighth grade students with skilled comprehension 
described planned interaction with the text, such as beginning their own 
goal setting to ease comprehension, while less skilled readers only used 
rereading. Smith's work was already touching on a topic that some years 
later would be called "metacognition". The topic resulted from an important 
research shift from a behavioral approach to a new perspective. This 
perspective focused on the learner's mental activity. 
More than a decade ago, Flavell (1979) described metacognition and 
cognitive monitoring as an emerging body of cognitive-developmental 
investigation of theoretical and applied importance. A few years later, 
Wellman (1983) confirmed that pioneer impression by describing that 
metacognitive activities had become established constructs in develop-
mental psychology. Baker and Brown (1984a) described inquiry into 
metacognition as one of the most influential trends in developmental and 
cognitive psychology. The study of the "knowledge and control the child 
has over his own thinking and learning activities" (Baker and Brown, 
1984a, p.353), introduced by developmental psychologists as 
"metacognition", acquired a prominent place in current psychological 
research in several fields. Thus, an interesting body of theoretical 
proposals and research evidence has come together (Wellman, 1983; 
1985), and displaced the behavioral orientation that had prevailed from the 
1940s to the 1960s (Haller et al., 1988). 
Writing extensely about metacognition and social development, Flavell 
(1979, 1981) advanced a "model of cognitive monitoring". The model 
included actions and interactions among four components: metacognitive 
knowledge, experience, task, and strategies. The first one involved 
knowledge or beliefs about factors affecting the development and results 
of cognitive activities. It included three subcategories: person, task, and 
strategy. The person subcategory related to beliefs about the nature of 
oneself and others as cognitive processors; these beliefs related to 
intraindividual and interindividual differences, and to universals of cogni-
tion. The task category included understanding what the variations in 
information available during the cognitive activity imply for management 
and success in reaching a goal. Strategy included those actions that are 
likely to be effective in achieving certain subgoals and goals in certain 
types of cognitive endeavors. 
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Baker and Brown (1984a): studied two related aspects: (a) knowledge 
that takes as its object any aspect of any cognitive endeavor; and, (b) 
knowledge that regulates any aspect of any cognitive endeavor. They 
considered three types of metacognitive skills in each of them: awareness, 
monitoring, and compensation. Awareness refers to a person's knowl-
edge about his/her cognitive resources and the compatibility between the 
person as a learner and the learning situation. The monitoring mecha-
nisms used to solve cognitive problems include checking results, monitoring 
effectiveness, revising, and evaluating strategies. The development and 
use of compensatory strategies imply remedial activities which vary 
depending on the purpose of the activity. 
In Wellman's (1985) view: "The term metacognition has increasingly 
been employed to refer to a person's cognition about cognition, that is, the 
person's knowledge of cognitive processes and states such as memory, 
attention, knowledge, conjecture, illusion... The premise behind research 
in this domain is that persons are not only organisms that cognize about 
objects, events and behaviors, but importantly they also cognize about 
cognition itself. They form and hold conceptions about how the mind 
works, about which mental problems are hard, which easy, abouttheir own 
mental states and processes." (p.1) Metacognition (Wellman, 1983) 
belongs in a family of partially equivalent concepts such as executive or 
control processes, planfulness, consciousness or reflection, and internal 
'critics'. These also refer to actions that inform and regulate other cognitive 
processes. Additional associated concepts exist in other areas. In social 
psychology these are person perception, self-concepts -especially those 
related to one's mental aspects- and attributions related to attempts and 
persistence in a task. The fact that metacognition relates to all these other 
notions described by Wellman, again points to the importance of its study. 
Besides related constructs, metacognitive concepts bear a relation with 
concepts in other fields of ecologically-aware research. Boekaerts (1987) 
described that under the pressure of claims for ecologically-valid research 
in an interactionist perspective, educational psychologists have become 
increasingly aware that the learning process is more than putting the 
subprocesses together: "Today, psycho-educational research covers a far 
broader area than instructional psychology. It explores the mechanisms 
linking the pupil's actual learning resources to the pupil's perception and 
appraisal of these conditions and resources, as well as to his intended and 
perceived re(actions)." (p.208) In this fashion, Boekaerts suggests that 
one of those linking mechanisms -a link between cognition (learning) and 
emotion (reacting)- exists via metacognitive functioning (appraisal pro-
32 Chapter 2 
cesses). Metacognition also assumes the valuable role of meeting point 
of the "two-sided coin" (the learning process), namely, of the study of the 
properties of the human information processing system, and of the impact 
of situational clues on this processing system. 
2.4 Metacognition or the child's Conception of the mind 
In her study of the child's conception of learning, Pramling (1983) used 
a research approach named phenomenography. The study focused on 
people's conceptions of various phenomena in reality. The primary em-
phasis was on the identification of the different conceptions of learning. It 
presented an educational perspective on the metacognitive task of reflect-
ing about one's learning. Metacognition in Pramling's research was 
thinking about the relationship between the individual and the world 
around him. Pramling's approach relates to the more recent perspective 
advanced by Wellman. 
Introducing his approach, Wellman (1985) explains that he wishes to 
consider different and prior questions, such as where does metacognition 
come from, and why and how does it first develop? He searches for the 
origins of metacognition, claiming that it is not one other cognitive item or 
a singular acquisition: "...a person's knowledge about the mental world 
encompasses a large number of interwoven concepts and insights. Many 
universally acquired, as well as many individually different, understand-
ings about cognition are logically part andparcel of aperson's metacognition. 
For this reason the phrase theory of mind (...) seems specially useful to 
refer to a person's metacognition. The term theory appropriately 
suggests a large number of related propositions, facts and implications. 
Theories, further, typically have an evolution or development of their own. 
Acquiring metacognition is thus such a complex and extended process 
because it involves acquisition of a multifaceted theory of the mind." (p.2) 
Wellman has identified five different but overlapping sets of knowledge 
that form a person's metacognition or theory of the mind: 
(1 ). Knowledge about the existence of thoughts and internal mental states 
that exist independently from external behavior. 
(2). Distinguishing between different mental acts; capturing the distinctive 
features of different mental processes. 
(3). The awareness that despite distinctions, all mental processes are 
similar and related. 
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(4). Knowledge about variables that influence different acts of cognition 
and have specific effects. 
(5). Cognitive monitoring of these processes. This refers to abilities that 
accurately assess the state of information within one's own cognitive 
system. 
Wellman finds plausible precursors to an early theory of the mind in two 
conceptual domains. The first domain may be found in proposals about 
the relations of concepts of cognition with conceptions and understanding 
of persons (social cognition). The second was the larger domain of 
conceptions of reality. The child's struggle with the concept of reality is part 
of a wider struggle with "a larger epistemologica! question : What is real and 
what is not? That is, a conception of the mind is inseparable from a larger 
conception of reality." In their process of defining reality, children distin-
guish between "real" entities and other entities that are "not real". "One of 
these related "not-realities" is that of the mental world; an understanding 
of the mental world develops in concert with an understanding of reality 
itself." (p.16) The distinction between reality and what is not real would be 
a distinction between being and seeming which would have strong 
implications on one's theory of cognition and of the mind. This knowledge 
should be regarded as "a fundamental building block of ontological 
knowledge -the child's developing conception of the basic categories of 
existence..." (p.30) 
More recently, Wellman (1988) proposed that in the development of a 
theory of the mind, children may exhibit one of two notions: the mind as the 
sum of one's thoughts versus the mind as a processor and interpreter. In 
terms of children's theories of knowing, Wellman agrees with Chandler 
(Wellman, 1988) that young children would have a copy theory of knowl-
edge, whereas older children would exhibit a constructivist theory of 
knowledge. He prefers to use the term "encounter theory". Thus, 
according to Wellman, young children -holding this theory- would believe 
three things about how knowledge is formed: "People (1 ) encounter things 
in the world and therefore know about them, and (2) fail to encounter things 
and therefore remain ignorant of them, and even (3) simply imagine or 
dream of nonexistent (unencountered) things." (p.89) In contrast with this, 
older children -holding a constructivist theory of the mind- would under-
stand knowledge in terms of interpretive mental processes, in which the 
mind is like a central information processor. These children would be the 
ones exhibiting the executive and control processes and activities which 
are the foci of studies on metacognition. 
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For the present research, Wellman's (1988) ideas about childrens' 
theories of knowing could be extended to cover the area of reading. Thus, 
one could propose that young children may hold a copy theory of reading, 
in which they believe that an encounter with the text -by looking at the 
words and decoding them- is enough to "know" it though the may not 
understand it. Children holding a constructivist theory of reading would see 
it as an active interpretive process geared towards developing a personal 
understanding the text. In a copy theory of reading, text assessment, and 
cognitive monitoring may not have a place. In a constructivist theory of 
reading, these activities would be at the root of comprehension processes. 
2.5 Putting the two approaches together 
In summary, from reviewing the literature on the nature of metacog-
nition, there would seem to be two approaches to its understanding. On 
the one hand, the first approach is basically cognitive and is reflected in a 
more focused and circumscribed definition of metacognition, for example, 
in terms of monitoring and regulatory cognitive mechanisms (Baker & 
Brown, 1984). On the other hand, the second approach uses a more 
inclusive definition that uncovers the development, significance and role 
of metacognition -as theory of the mind- in a person's life and concept of 
the world and reality (Wellman, 1985, 1988). For Haller et al. (1988) the 
first approach is influenced by computer science, which used concepts 
such as "higher order control processing". It is also influenced by the work 
of Piaget, Luria, Yudovich and Vygotsky. The second approach has partly 
grown out of the first. It has gone beyond in terms of epistemology, towards 
a difficult arena of research on the construction of theories about the mind. 
In fact, the impression is that the first approach deals specifically with 
management expressions of what Wellman considers the constructivist, 
more mature concept of the mind. 
These two perspectives offer new research evidence on aspects 
previously less understood or perhaps studied from a different angle. The 
first approach -which is used in the present research, yields information 
with direct implications for classroom instruction, since it suggests specific 
alterable practices (Haller & al., 1988). The second one calls for important 
changes in our understanding of fundamental aspects of the psychological 
development of human beings in terms of our approach to reality and our 
ability to reflect our thoughts upon ourselves, our minds, our feelings and 
our purposeful behavior. 
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2.6 Metacognitlve awareness in reading comprehension research 
During the past ten years, interest in studying the role and impact of 
metacognition in reading for understanding, has grown. The trend has 
focused on specific activities considered important because they could 
improve or weaken text understanding. Baker and Anderson (1981 ), for 
example, described the metacognitive activities involved in comprehen-
sion, both as keeping track of the success with which one's comprehension 
is proceeding -called "awareness"- and ensuring that the process contin-
ues smoothly by taking remedial action if comprehension falters -"regu-
lation"-. 
According to Haller et al.'s ( 1988) quantitative synthesis of metacognitive 
studies, awareness of one's cognitive activities is a fundamental cluster of 
metacognitive skills since it facilitates monitoring and regulating. "For 
example, awareness of insufficient comprehension prompts the skilled 
reader to search for the source of difficulty. Is the difficulty due mainly to 
the reader's lack of sufficient vocabulary or relevant background informa-
tion, or is it due to the author's logic or presentation of the content?", (p.6) 
In Haller et al.'s synthesis, awareness includes responsiveness to the 
various textual components, to the level of comprehension, to text disso-
nance or inaccuracies, and to explicit and implicit ideas. Monitoring or 
checking comprehension during reading, includes goal-directed reading 
to provide a meaningful context in which to integrate new information. 
They also list self-questioning, paraphrasing, summarizing, integrating 
prior knowledge with content information, comparing main ideas, relating 
details to main ideas, and evaluating activities, such as confirming 
assumptions and making predictions. Regulating or compensating are 
strategies directed at solving comprehension problems. They may include 
re-reading, and backward and forward search strategies. 
In their assessment of the effect of metacognitive instruction on reading 
comprehension, Haller et al. compiled 20 studies, with a total student 
population of 1,553. These were the only 20 studies that "used metacognitive 
intervention, employed a control group, and provided statistical informa-
tion necessary to compute effect sizes ."(p.7) A meta-analytic approach 
was used to transform findings to effect sizes and a general linear model 
was used to assess their distribution. The mean effect size for the 20 
studies was .71, which the authors regard among the larger ones that have 
ever been uncovered in educational research. Training in some 
metacognitive skills was found to be more effective than others: for 
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example, the textual-dissonance approach in awareness, and the 
backward-forward and self-questioning approaches in regulation. 
2.7 Cognitive monitoring in reading research 
Baker and Brown (1984a) explain that cognitive monitoring refers to 
self-regulatory mechanisms. They explain thaf'metacognition, cognitive 
monitoring, and comprehension monitoring are hierarchically related 
concepts. Comprehension monitoring is one type of cognitive monitoring, 
and cognitive monitoring is a component of metacognition" (p. 22). Baker 
and Brown describe several research techniques which have been used 
to assess cognitive monitoring: 
1. Verbal reports 
- The interview technique, which asks children questions related to 
knowledge regarding different aspects of reading. 
-Self-reports, which asks readers to make comments on their thoughts 
and behaviors while they are reading. They can also be retrospective 
reports (after reading). 
2. On-line processing measures 
- Eye movements 
- Observational techniques 
- Analysis of oral reading errors 
3. Comprehension questions 
- Readers respond to comprehension questions after reading. 
4. Measures of felt understanding 
- Readers rate their certainty that their answers are correct or incorrect. 
- Readers study material until they think they know it. 
5. Cloze techniques 
- Readers supply the missing words in passages with word deletions. 
6. Text disruption techniques 
- Manipulation of the text's comprehensibility is used to have readers 
report the confusing element. 
- On-line measures in which readers underline the confusing element 
or their reading time is registered. 
This study deals with the text disruption technique or textual-dissonance 
approach in metacognitive awareness and monitoring, since we examined 
the students' detection of purposely introduced errors in texts (disso-
nance) and their self-regulation of reading time. Along with the authors 
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mentioned above (Mandi & Scnotz (1987; Me Ñamara et al., 1991) 
weassume a holistic approach in which readers "maintain a remarkably 
complex working mental model" (Me Ñamara et al., 1991), develop 
multiple mental models or a mental model with multiple representations 
when reading a text. This view seems also consistent with Flammer's 
(1987) interpretation of European research findings on discourse process-
ing (De Corte, Lodewijks, Parmentler, & Span, 1987). In our perspective, 
all text interpretations can be regarded as information integration efforts. 
In the simultaneous processes of integrating text information with prior 
knowledge and with other parts of the text, readers become involved in 
what has been called "text evaluation". Text evaluation, thus, is an 
assessment process based on readers' expectations regarding text 
consistency which relate to at least three integration levels: text 
vocabulary-reader's vocabulary, text information-reader's prior knowl-
edge, and text information-prior text. Text evaluation is evidenced by the 
reader's reaction to failure in comprehension (i.e., at integrating informa-
tion at one of these levels). Hence, it is an expression of text awareness 
and comprehension monitoring. 
3 
Studies on Metacognitive Awareness and 
Monitoring 
3.1 Awareness of comprehension failure 
The textual dissonance approach examines the individual's readiness 
to perceive that he is not understanding what she/he is reading. In reaction 
to this perception, the reader slows down to identify and overcome the 
obstacle that creates the difficulty. The reader tries to solve the problem 
so that he can continue reading with comprehension. Thus, the disso-
nance approach assumes that reading is a constructive and active 
non-stop process of text assessment. 
Bransford, Barclay, and Franks (1972) demonstrated that during prose 
comprehension readers engage in a variety of constructive processes, 
which operate upon and transform the original text. Markman' s (1977) 
view was that when people approach comprehension passively, they may 
be unaware of their own failure to understand the information. Markman 
borrows the term "executive processes" for these two related aspects, an 
active approach and awareness. She first argues that with progressive 
development individuals come to take an active (self-directive) role in 
certain areas of cognition. Second, she describes how individuals develop 
the ability to monitor and evaluate their own cognitive resources. Markman 
believed that the existing data on memory-monitoring suggested that older 
children are more aware of their own memory capacities and are more 
likely to engage in metamemorial activities. The results of Wellman's 
(1978) study on the development of metamemory indicated that children 
proceed from a lack of understanding of memory-relevant phenomena, to 
the acquisition of a variety of certain separate facts, and later to a more 
complex interactive system of memory knowledge. 
Markman (1977) proposed that two analogous developmental trends 
might be taking place with regard to comprehension. She presented 
evidence indicating that developmental changes in prose comprehension 
may be a function of the extent and type of processing used by children. 
She analyzed an awareness aspect in students's sensitivity to their 
comprehension failure (i.e., if the learner is aware that he does not 
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understand). This preliminary investigation of developmental changes in 
comprehension monitoring supports the hypothesis that children's initial 
insensitivity to their own comprehension failure is due to a relative lack of 
constructive processing. Older students (i.e., third graders) noticed the 
inadecuacy of instructions with minimal probing. 
A number of later studies used this view of sensitivity to comprehension 
failure. Baker (1979a) conducted a study using the disruption paradigm 
(Markman, 1977). Confusing elements were deliberately introduced in a 
text and failure to notice the disruption was taken as evidence of ineffective 
comprehension monitoring. Baker presented college students with six 
expository passages, each containing either an inappropriate logical 
connective or an inconsistent fact. Across all subjects and passages, only 
38% of the confusions were properly identified. Baker (1979b), however, 
reported that the subjects had a wide range of solutions to text confusions. 
For example, they made inferences that resolved the confusions. They 
decided the confusions were too trivial to resolve, or they assigned an 
interpretation to the text that differed from the intended meaning. In short, 
they did evaluate and regulate their comprehension even if they did not 
perceive the intended disruptions as such. 
3.2 Comprehension monitoring: evaluation of texts 
In 1979(a), Baker concluded that despite the obvious importance of 
monitoring comprehension during reading, relatively little research had 
been directed at the monitoring process. For her, despite the renewed 
interest in the cognitive aspects of reading and the emergence of 
metacognition, empirical investigations remained scarce. Comprehen-
sion monitoring had been studied indirectly by asking people to reflect on 
their comprehension processes through: a) the technique of protocol 
analysis (asking the subjects to talk aloud about their thoughts and 
expectations as they read); and, b) retrospective reports (asking subjects 
to talk about their reactions to a passage after reading it). 
To avoid relying on post-reading verbal reports, Baker and Anderson 
(1981) carried out a study in search of evidence for ongoing comprehen-
sion monitoring from on-line modifications in text processing. They pre-
sented 90 college students with three expository passages containing 
main point inconsistencies, detail inconsistencies or no inconsistencies. 
Only one inconsistency appeared in a given passage at one time. These 
were created by replacing a single noun or an adjective with a word that 
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conveyed an opposite orincompatible meaning. Subjects read through the 
passages sentence by sentence on a computer terminal. Since it was 
under their control, they could either go back or move ahead in the text. 
They were encouraged to reread previous sections of the text. It was 
expected that they would spend more time reading an inconsistent 
sentence and would look back at it more often, than one that was 
consistent. After reading the text, subjects were asked several multiple 
choice questions in order to check how the inconsistent information had 
been interpreted. Confusion detection was assessed directly by asking 
subjects to indicate which sentence, if any, contained an inconsistency 
and to report whether they noticed the problem during their initial reading 
of the text. 
Several analyses showed reliable effects due to passage. The authors 
concluded that though comparable in structural, thematic, and organiza-
tional factors, the texts differed in content and therefore in familiarity and 
in the salience of their inconsistencies. Instructing students to be on the 
alert for inconsistencies did not affect performance on any of the depen-
dent measures. Analysis of variance of the main point exposure times 
yielded a reliable effect of type of inconsistency, and students encounter-
ing a detail inconsistency spent more time on the target sentence than 
those not encountering it. There was also a reliable effect of type of 
inconsistency on re-exposure of target sentences for main point inconsis-
tencies only. 
Interested in on-line processing and in recent theoretical developments 
(Mandi & Schnotz, 1987), Garham (1981) presented research on text 
representation and sources of confusion. He argued that mental models 
of texts are constructed on-line in response to both the text and the reader's 
knowledge of the real world. Twelve paid adult volunteers listened to 24 
sentences. Each sentence was one of four that described the same 
situation but differed in propositional phrases. The differences between 
one pair were minimal and compatible with the real world (confusable), and 
the differences between the other pair were not as compatible with the real 
world (nonconfusable). Subjects were asked to select from each set the 
sentence they had seen; they were also to judge the similarity of the 
situations presented in pairs of sentences. More confusion errors were 
made on confusable sentences than on nonconfusable sentences. 
Instead of introducing text anomalies, Pohl (1982) used a story continu-
ation task to examine the role of expectations in understanding a story. 
Waern (1982) did not present an unfinished story, rather, she examined 
the processes and strategies people use when they encounter an incom-
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pleteness in a text. Four schémas were used for task analysis: word, text, 
clause, and analogy. Thirty-seven Swedish undergraduate psychology 
students were asked to think aloud as they read clauses in which a word 
was missing or was unfamiliar. There were five unfamiliar words, each 
used in a different context. The most common thought operations were: 
locating schemata from previous knowledge, suggesting an interpretation 
within the restrictions of the schemata (similar to Baker's 1978 findings), 
and checking. 
3.3 Text evaluation utilizing consistency standards 
Zabrucky & Ratner (1990) elaborate on Baker and Anderson's (1981) 
definition when they consider comprehension monitoring as composed of 
two types of activities: keeping track of the meaning of a text which reveals 
whether you understand (termed "evaluation"), and solving the problem 
when you do not understand (generally called "regulation"). Readers' 
ability to evaluate comprehension has been examined using consistency 
disruptions. This means introducing errors, contradictions or irrelevant 
information into passages so that the text is no longer "consistent". 
Researchers have assessed readers' awareness of several types of 
dissonance and their resolution strategies. 
The ability to use external and internal consistency standards while 
reading expository texts was examined in Markman & Gorin's (1981) 
study of comprehension monitoring in 8- and 10-year olds. Children 
detected more inconsistencies (violation of internal consistency) than 
falsehoods (violation of external consistency). Hence, they were more 
able to use an internal consistency standard than an external consistency 
standard. Markman & Gorin wished to know if children could adjust their 
standards of evaluation while reading. They demonstrated that children 
could detect more falsehoods when directed to look for falsehoods, and 
more inconsistencies when directed to find inconsistencies -that is, chil-
dren could adjust their standards while reading. 
In a study that has also influenced awareness research, Baker (1984b) 
used the text dissonance approach introducing a third aspect. She 
examined the ability of fourth- and sixth- grade children to use lexical, 
external, and internal consistency standards to evaluate their understand-
ing of texts. The purpose of her study was to determine whether children 
could use more than one evaluation standard. She found that children 
could detect more nonsense words than either falsehoods or inconsisten-
Studies 42 
cies; that is, they were more able to employ a lexical standard while 
reading than external or internal consistency standards. 
Weintraub (1986, 1988, 1990) summarizes several of the following 
studies.Epstein, Glenberg & Bradley (1984) obtained interesting data on 
detection of internal Inconsistencies using a different method. They 
investigated the "illusion of knowing" using what they called the "contradic-
tion" procedure. Illusion of knowing is defined as the discrepancy between 
self-assessed and objectively assessed levels of understanding. Two 
hundred and five students from high school read three 369- to 504-word 
texts on different topics. In each text, three types of contradictions had 
been introduced which were not consistent with the previous text. Contra-
dictions were explicit or implicit, and the wording could be either an exact 
repetition of the contradicted sentence, or a paraphrase of it. The 
contradicted statement could also be in the same paragraph as the 
contradiction, or in the preceding one. Subjects were asked to mark the 
parts of the text that did not make sense. They were also asked to rate their 
comprehension on a 4-point scale, and to complete a comprehension test. 
Results indicated that illusion of knowing (discre-pancy between 
self-assessment and objective measure of comprehen-sion) was more 
frequent when the contradictions were implicit (involving inferences), 
when there was less proximity (contradiction was not in the same para-
graph as the contradicted statement), and when contradic- tions para-
phrased the statement that was contradicted. 
Detection of internal inconsistencies was again examined by 
Bharucha, Olney, & Schnurr (1985). They studied the detection of 
coherence-disrupting and coherence-conferring alterations in text using 
sentence pairs that were either coherent or anomalous. In this study, 20 
undergraduates each read 20 coherent and 20 anomalous pairs. In the 
anomalous pair, one word had been changed. It either disrupted the 
coherence of a previously presented pair of sentences, or made a 
previously anomalous pair coherent. Coherence-disrupting alterations 
were more accurately detected than coherence-conferring alterations; 
accuracy improved when the alteration occurred in the second sentence 
and not in the first. 
Stahl, Rinehart, & Erickson (1986) included other variables. They 
examined the interaction between reading ability and conceptual tempo on 
thedetection of semantic errors. Seventy-three above orbelowgrade-level 
sixth graders read a 13-paragraph passage written at a fourth grade 
readability level. The students were asked to spot inconsistencies or 
falsehoods. Thus, the paragraph could include a "textual" inconsistency 
(one sentence contradicted previous information), a "schema" inconsis-
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tency (information contradicted commonly-known tacts), or be intact. 
Subjects were asked to underline problem words found in each paragraph. 
Reading level and error condition affected results: reflective below-average 
readers detected textual inconsistencies as well as their above-average 
peers; however, they had more problems detecting acceptable passages 
and schema inconsistencies. Below-average impulsive readers yielded 
the opposite results. The authors suggest that reading style more than 
reading ability is the variable affecting comprehension-monitoring ability. 
Conceptual tempo was also considered in a study by Stahl, Erickson & 
Rayman (1986). They examined detection of inconsistencies by reflective 
and impulsive above average or below average 7th- grade readers.Textual 
inconsistencies and schema inconsistencies were introduced in selected 
paragraphs written at a fifth-grade level and eighth-grade level. Textual 
inconsistencies and schema inconsistencies were introduced. The per­
centage of correct detections was recorded. Below average readers 
detected fewer errors; reflective above average readers were considerably 
more accurate. On the eighth grade level passages impulsive below 
average readers were considerably less accurate. The researchers ob­
served significant interactions between conceptual tempo and error type 
as well as between reading ability, conceptual tempo and passage 
difficulty. 
August, Flavell, & Clift (1987) took the idea of using an incomplete text 
(Waern, 1982) one step further. They presented on a computer two series 
of five stories each to 32 skilled and less skilled readers. Each story was 
approximately 130 words long and was presented in eight pages. A part 
had been omitted from three of the stories to make them internally 
inconsistent. They only included reactions to a problem instead of its 
solution. Two measures of comprehension monitoring were taken: differ­
ence in number of lookbacks in the two types of stories, and time 
differences in the reading of the two pages that followed the inconsisten­
cies. If a child reported that a page was missing, the child was to answer 
why did he think so, where would he place it, and what should it say. Less 
skilled readers scored significantly lower than skilled readers in reporting 
a missing page, placing it correctly, and fixing the story. 
Zabrucky, Moore & Schultz (1987) investigated text comprehension 
among young and old adults (mean ages were 22 and 71 ). They used three 
expository texts that differed in the last sentence. One sentence was a filler 
and two contradicted preceding information. But one of the sentences 
provided new information and the other presented previously given 
information. Subjects were given practice passages and asked to under-
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line any contradictions they found. Results indicated level of education 
was an important factor. Those with more education performed better than 
those with less education. Passage condition did not affect the perfor-
mance of the older adults, but it did affect that of young adults since they 
had more difficulty with the new condition. Older adults reported more 
inconsistencies, especially those adults with higher educational levels. 
Englebert, Hiebert & Stewart (1988) used "reader-based", "text-based", 
and "text-structure-based" inconsistencies in their comparison of third-
and sixth-graders' abilities to detect and correct inconsistencies. Children 
were presented with a nine-item test of three passages for each of three 
text structures:comparison/contrast, enumeration, and sequence. The 
passages were five sentences long. The first sentence introduced the 
topic sentence and text-structure, while the inconsistency occurred in 
either the fourth or the last sentence. Children were to report if the story 
made sense, and to make any changes when they felt something did not 
make sense. Results indicated that good readers and older readers were 
better at spotting discrepancies in the text. Text-structure inconsistencies 
were the mostdifficultto detect, followed by reader-based inconsistencies. 
It is important to note that 57% of the third graders' responses, and 41% 
of the sixth graders' responses showed no sensitivity to passage incon-
sistencies. 
What causes children to miss inconsistencies in texts? This question 
was addressed by Vosniadou, Pearson, & Rogers (1988). They studied 
whether failure is related to a representation or a comparison difficulty. A 
representation failure meant that the children could not represent each of 
the two inconsistent propositions in memory. Comparison failures meant 
that the children had not been able to compare the representations of the 
inconsistent propositions with each other, once they had been repre-
sented in memory. Three types of inconsistencies were used: falsehoods 
-in which a proposition in the text conflicted with a potentially known fact, 
factual contradictions -in which one proposition in the text conflicted with 
another proposition in the text, and one of them was a potentially known 
fact, and textual contradictions -in which one proposition in the text 
conflicted with a second proposition in the text, and neither of them was a 
known fact. The first experiment evaluated if familiar falsehoods (viola-
tions of well known facts) are indeed easier to detect than unfamiliar 
contradictions (two relatively unfamiliar propositions that contradicted 
each other). The hypothesis was that familiar falsehoods would be easier 
to represent and compare since only one textual proposition had to be 
represented in memory, and it had to be compared with an already existing 
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knowledge and not with another represented proposition. In the second 
experiment, familiarity was controlled. Results showed a high rate of 
inconsistency detection: 61% of the first graders, and 93% of the third 
graders detected the falsehoods. When the familiarity variable was 
controlled, falsehoods were not easier to detect than internal inconsisten-
cies. Children's failure to detect inconsistencies was related more to 
representation difficulties than to comparison difficulties. Since it is the 
children's mental representation of the text that affects the detection 
process, and background knowledge and beliefs are the basis for such 
representation, the authors concluded that the interaction between prior 
knowledge and inconsistency detection failures needs further examina-
tion. 
Zabrucky & Ratner (1989) examined the role of reading ability on 
children's evaluation and regulation processes. On-line and verbal report 
measures were taken. The researchers used four versions of eight 
11 -sentence stories. These differed by one sentence ("context sentence") 
that could either be factually congruent or incongruent with the target 
sentence. In two versions the target sentence followed or preceded the 
context sentence, while in the other two it did not. Children were 
videotaped as they read the stories one sentence at a time. On-line 
reading time was measured. Children were also interviewed to measure 
recall and report inconsistencies. All subjects spent more time reading 
incongruent than congruent sentences. Good readers could discriminate 
more easily between congruent and incongruent information, especially 
when the two sentences were adjacent. They also were more likely than 
poor readers to look back for incongruent information and to recall text 
inconsistencies. 
3.4 Multiple evaluation skills 
Zabrucky and Moore's (1989) study of three consistency standards 
-lexical, external, and internal-, has shed light on the concept of reading 
comprehension as the development of multiple text representations. They 
compared 4th, 5th, and 6th graders with varied reading levels (poor, 
average, good) in their ability to use the three standards to evaluate their 
text comprehension. The researchers examined the effects of age, 
reading ability and instructions on the students' ability to use each 
standard. Since the study also examined the issue of how to measure 
children's error detection, the authors used a performance measure as 
Studies 46 
well as several verbal report measures. In this way, they were able to 
determine whether verbal reports were valid predictors of evaluation 
performance. 
Seven measures of error detection were used: a performance measure 
(underlining the problem), and six verbal report measures. The effects of 
age, reading ability, instructions, and text condition were examined for all 
seven measures of error detection. Each text was seven sentences long 
with a mean number of words per passage of 48.13 (range: 44 - 53 words). 
All texts were at a third grade reading level. Four versions were presented 
for each of the eight passages. The content always remained the same in 
all sentences except the target sentence. There was an intact version and 
three other versions containing an inconsistency, a falsehood, or a 
nonsense word. The target sentence always occurred in the 4th. The four 
types of target sentence always contained the same number of words. The 
falsehood violated the student's prior knowledge; the inconsistency con­
tradicted the second sentence in the passage. 
Responses were analyzed by 3(g rade)x3(reading ability) x2(instructions) 
x4(passage condition -3 types of errors plus an intact text). Results 
revealed that significant main effects for grade (6th and 5th graders 
performed better than 4th graders); for reading ability (good readers did 
better than average and poor readers, average readers did better than 
poor readers); and for instructions. Children used the standards of lexical 
and external consistency, which required integration of the information in 
the text with prior knowledge (either vocabulary knowledge or factual 
knowledge), more often than the standard of internal consistency of the 
text. Fewer correct responses were given for inconsistency than for 
falsehoods, nonsense words or intact passages. Researchers noted 
interactions between grade and passage condition, ability and passage 
condition and instructions and passage condition. There was also an 
effect of question χ instructions χ passage condition. 
Zabrucky and Moore indicate that these results suggest that the three 
standards they investigated are associated with three different patterns of 
development, and are affected by children's age and reading ability in 
different ways. According to the authors the ability to use the lexical 
standard may be grade-related primarily in the early years. The use of a 
lexical standard appears to have a linear relationship to reading ability, 
regardless of grade level. They also point out that the ability to use an 
external consistency standard has a linear relationship to both grade and 
reading ability; thus, the standards of evaluation that require integration of 
text information with prior knowledge (either vocabulary or factual know-
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ledge) require only basic reading skills, which means that they develop 
fairly early. Both lexical and external standards were easier to use than the 
internal consistency standard. The authors explain that the ability to use 
internal consistency standards appears to be grade-related only for higher 
grade-levels and skill-related only for better readers. This means that the 
ability to integrate information across text sentences is more demanding 
on reading ability and develops late. Good readers were able to detect 
textual problems after receiving specific instructions, but average and poor 
readers were not, probably because they did not adjust their approach to 
reading. 
Among the different verbal measures used, Zabrucky and Moore found 
that only three were affected by passage condition and instructions. Two 
of them were consistently related to children's evaluation performance, 
and were affected by the same variables that affected children's evaluation 
performance. These were: "Was there anything in the story that did not 
fit?" and "Did everything in the story make sense?" The authors conclude 
that the relationship between verbal reports and performance improves 
when children are confronted with a report question that directs them to 
examine specific text information. 
As Zabrucky and Moore point out, data from this study supports 
Baker's (1985) argument suggesting that evaluation is a multidimensional 
process, so there is no "global" evaluation ability. The ability to use one 
standard does not imply the ability to use other standards. Correlations 
between performance on the three standards of evaluation were low. This 
means that we may be referring to independent processes. Success in 
monitoring one's comprehension would depend on the type of text viola-
tion (that is, the type of demand on the subject's ability to integrate 
information or solve adissonance). It also depends on the individual's age, 
grade level, reading ability, and the specificity of instructions provided. 
The authors suggest that studies on spontaneous use of evaluation 
standards are needed. 
3.5 Detecting errors in logical structure 
Baker and Brown (1984a) describe studies in which students were 
asked to make use of the logical structure in the text. Presenting Dannis' 
(1976) study, they explain that young children have some difficulty 
detecting even gross violations of logical structure. They describe that 
good and poor students also differ considerably in their knowledge about 
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logical relationships. They mention Owings, Peterson, Bransford, Morris 
and Steins' (1980) study of spontaneous monitoring and regulation of 
learning. Owings and colleagues found that their fifth graders remem-
bered better the stories in which descriptions of characters were logically 
related to their behaviors. Only the better students justified consistently 
and appropriately their responses. They also spent more time studying the 
difficult stories (less logical). The study times of the poorer students did not 
differ accross the two passage types. Further work by the same authors 
(cited in Baker and Brown, 1984a) showed that the poor students who 
could not sponteously monitor their understanding, were able to do it with 
relevant instruction. 
3.6 Conclusions 
Since Markman's (1977) study showing that insensitivity to compre-
hension failure is due to a relative lack of constructive processing, 
research findings have suggested several elaborations of this notion. It 
has been found that it is the mental representation of the text which affects 
the detection process (Vosniadou et al., 1988), and since prior knowledge 
is the basis for these representations, further investigation in this area is 
needed. Zabrucky and Moore (1989) have found that use of the three 
consistency standards (i.e., lexical, internal, and external) is associated 
with three different patterns of development. This is consistent with 
Baker's (1985) suggestion that text evaluation is not one but rather a 
multidimensional process. Stahl, Rinehart and Erickson (1986) have 
found that reading style (impulsive/reflective) is a variable affecting 
comprehension monitoring. Research results may seem controversial 
with regards to the relative difficulty of using internal or external consis-
tency standards. Errors breaking internal consistency may be more 
difficult to detect than errors breaking external consistency (Zabrucky and 
Moore, 1989). The opposite has also been found (Markman and Gorin, 
1981). Vosniadou et al. (1988) have concluded that inconsistencies 
(breaking internal consistency standards) can be detected as well as 
falsehoods (breaking external consistency standards) when the familiarity 
variable is controlled. Whatever the consistency standard to be used, 
subjects' detection is better when they are cued to the presence of an error 
(Vosniadou et al., 1988). However, research on spontaneous detection is 
also needed (Zabrucky and Moore, 1989). Verbal reports of detection 
have often been used. Zabrucky and Moore (1989) found that there are 
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two types of questions which seem to be the best to elicit verbal reports 
of error detection. In addition to verbal reports, on-line modifications of 
reading time have been used as a performance measure (Baker and 
Anderson, 1981; Zabrucky and Moore, 1989). Studies on detection of 
errors in the logical structure of the text (cited in Baker & Brown, 1984a) 
have found that it is difficult for young and for poor readers, but the latter 
improve with relevant instruction. 
4 
The Importance of Research on 
Cognitive Awareness and Monitoring 
4.1 What error detection research has taught us 
The studies we have described indicate that during the last few years 
interest in metacognitive awareness and monitoring has continued to 
grow. Instruction related to children's evaluation skills is also of interest 
now. In Zabrucky & Ratner's (1990) review of studies on evaluation and 
regulation skills, one finds that the technique has continued to be the same 
(i.e., a problem, anomaly, inconsistency, error, contradiction, omission, 
disorganization or dissonance is introduced in an otherwise intact text), 
and awareness, monitoring, sensitivity, or evaluation of comprehension 
has been operationalized in the same way, that is, as evidenced by the 
person's detection of the alteration introduced in the text. Thus, detection 
has been taken to mean evaluation, awareness, or sensitivity. 
We know that the ability to detect inconsistencies starts early (Vosniadou 
et al., 1988). We also know that when alerted to the presence of errors or 
inconsistencies, children evaluate texts better (Markman, 1979 ; Vosniadou 
et al., 1988). Detection of internal inconsistencies (sentences within the 
same passage that contradict one another) appears to be very difficult for 
children of all ages (Zabrucky & Moore, 1989), and even for adults 
(Zabrucky, Moore & Schultz, 1987). In order to detect these errors, 
children must be actively and successfully engaged in developing a 
consistent mental map or image of the text, that is, a representation or 
interpretation that makes sense of the sentences when they are consid-
ered together or integrated (Zabrucky & Ratner, 1990). An internal 
inconsistency creates adissonance that breaks the "sense" of the interpre-
tation. In the framework provided by Kintsch & van Dijk's (1978) first model 
of the reading process, an internal inconsistency interferes with the 
building of the microstructure, (i.e., the structure of the individual proposi-
tions and their relationships) since the input cannot be ordered by the 
semantic relations among propositions. Hence, the reader cannot relate 
the microstructure to the macrostructure (the text as a whole). Thus, this 
model describes the reading comprehension process in a reader who is 
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not flexible or strategic. If the reader has the appropriate goal (i.e., critical 
reading, text evaluation, or building of mental models), but the text has 
inconsistent information, he will probably be able to detect the internal 
inconsistency. But, if the reader's goals are inappropriate (propositional 
representation), or vague, it is highly likely that he will not be able to detect 
the inconsistency. 
Markman (1979,1981) found that detection of internal inconsistencies 
was more difficult than detection of falsehoods. Vosniadou et al. (1988), 
however, have not found this to be the case. They argue that falsehoods 
are not easier to detect than textual inconsistencies when the familiarity 
variable is controlled. Detection of external inconsistencies or falsehoods 
means finding an error or inconsistency between information in the text 
and what the reader already knows (Zabrucky & Moore, 1989). In order 
to detect these errors children must be actively and successfully integrat-
ing prior knowledge and experience with the new information in the text in 
a second level of representation (van Dijk & Kintsch, 1983). This means 
that integration of information should become almost automatic. 
Error detection research has also helped us learn about the process of 
detection itself. When examining why children fail to report inconsisten-
cies, and which are easier and why, authors have arrived to a number of 
conclusions regarding the subcomponents of the inconsistency detection 
task (Vosniadou et al. ,1988). In falsehood detection, these subcomponents 
are: 
(1) read, encode and represent the proposition in the working memory; 
(2) compare the representation of the inconsistent proposition with re-
trieved prior knowledge (from long-term memory) that contradicts it; 
(3) detect the inconsistency since integration is not possible; and, 
(4) report it. 
In detection of textual or internal inconsistencies, the subcomponents 
are: 
(1 ) read, encode, and represent the propositions in the working memory; 
(2) compare the representations of the inconsistent propositions with one 
another, or compare the representations of the previous text with the 
conflicting one; 
(3) detect the inconsistency since integration is not possible; and, 
(4) report it. 
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Vosniadou et. al (1988) describe that some researchers have argued 
that children fail to detect errors because of problems encoding and 
representing the inconsistent information in memory (Stein & Trabasso, 
1981; Wimmer, 1979; in Vosniadou et al., 1988). Others have seen the 
problem in the comparison subcomponent of the process (Markman, 
1979, 1981, 1985; in Vosniadou et al., 1988), since children may be 
evaluating the truth of each proposition rather than the internal consis-
tency of them. A third reason has been that children do not know the criteria 
that define an inconsistency (Flavell, 1981 ; Whitehurst, 1981 ), or because 
it is difficult for them to report detections verbally (Baker, 1979; Flavell et 
al., 1981; Patterson, Cosgrove, & O'Brien, 1980). In addition to these 
possibilities, it has been pointed out that readers may make inferences that 
resolve the errors (Winograd, 1982); they may not be able to recall the error 
(Markman, 1979); they may lack the logical capacity to make the neces-
sary inferences (Markman, 1979); or, they may assign alternative mean-
ings to the text (Markman, 1979). 
Winograd's (1982) view points out the limitations of the error detection 
paradigm. Hence, one cannot interpret failure to verbally report detection 
as an indication of failure in comprehension monitoring. In addition to 
explanations related to the detection process itself, several other explana-
tions for this failure have been mentioned: 
(1) Lack of relevant background information so the subject does not 
realize there is an error (Winograd, 1982); 
(2) The belief that texts do not contain errors (Winograd, 1982); 
(3) Subjects may be reluctant to criticize or attribute fault to an adult 
(Winograd, 1982; Robinson & Robinson, 1976a, 1976b, 1977); 
(4) Subjects may think that the writer made a mistake and ignore it 
(Winograd, 1982); Baker, 1979); 
As Baker and Brown (1984a) propose, since there may be alternative 
explanations to failure in verbal reports of error detection it is important 
to include other measures. One of these possible other measures, is 
on-line reading times. 
4.2 Spontaneous versus guided error detection 
The main role played in the text-dissonance approach by the reader's 
goals or his schema is clear. In terms of evaluation skills, good readers are 
capable of adjusting their approach to reading, following specific instruc-
tions. This means that they can read or find the strategy to translate 
instructions into reading for a specific goal. In the early model presented 
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by Kintsch and van Dijk (1978), it was the reader's goal that controlled the 
transformation processes that produced the gist of the text in the reader's 
mind. If the reader had the appropriate goal, comprehension should be 
good. We have seen, however, (Zabrucky and Moore, 1989), that some 
goals may be more appropriate for certain age-groups or ability-groups. 
There is a developmental aspect to take into account. Thus, specific 
instructions (or providing the subject with the appropriate goal) may not be 
enough. The reader must be able to understand the instructions and the 
reading goals so as to translate them into a specific reading approach or 
strategy. Vosniadou and her colleagues (1988) have reported that 
children perform considerably better when cued to the presence of an 
error. If they are not warned (i.e., instructions, examples and practice) 
about the type of problem they will find, the readers must read keeping the 
different evaluation standards at hand. To initiate this state of alertness, 
the skilled reader must approach the text with a certain distrust or belief 
that it is not perfect and may very well have several errors. Since the skilled 
reader is building several representations of the text simultaneously (that 
is, doing multiple text evaluations), a complex working mental model of the 
text is constantly being updated. When encountering a problem, the 
reader must choose or be aware of the type of consistency standard (or 
type of representation) which the problem breaks. Thus, when there are 
no specific instructions, examples or practice on errors to be detected, the 
good reader probably approaches reading with a "spontaneous" and 
automatic goal towards multiple consistency evaluations and representa-
tions. This spontaneous goal controls the transformation processes. 
4.3 How Important are metacognitlve awareness and text 
dissonance resolution? 
4.3.1 Metacognitive Instruction 
Haller et al. (1988) reviewed all studies carried out between 1975 -
1986 on the effects of instruction on metacognitive skills on reading 
comprehension. Using a computer search, the authors identified 150 
references, but they found that only 20 studies met the criteria (i.e., used 
metacognitive intervention, used a control group for comparison, and 
provided the statistical information necessary to compute effect sizes). 
The instructional coding they used included three clusters of metacognitive 
skills: awareness, monitoring, and adjusting. The authors found that the 
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average effect on reading comprehension was substantial and thus 
concluded that comprehension can be taught. Metacognitive instruction, 
they found was helpful at all grade levels, especially in 7th and 8th grade. 
Haller and his colleagues state that several metacognitive skills seem 
particularly effective, such as awareness of textual inconsistency and the 
use of self-questioning as both a monitoring and a regulating strategy. 
In their review of systematic metacognitive instruction, Zabrucky & 
Ratner (1990) include instructional procedures, programs and experi-
ences in which children have been taught to detect internal, external, or 
lexical textual inconsistencies. One of the earlier programs is that of 
Palincsar and Brown (1984) who developed the "reciprocal teaching" 
technique based on Vigotsky's ideas about the social nature of 
learning. 
Ideas about the potential for growth in reading are found in Brown's 
(1989) "zone of proximal development", and in the concept that knowl-
edge should not be in separate sections in our minds, but that it should be 
useful social knowledge. Reciprocal teaching is asocial and discussion-type 
of technique. It involves working with groups of students who read 
informative texts and then discuss them. The purpose is to teach four 
skills: clarifying, summarizing, predicting and questionning. The first and 
the third skills bear a direct link to comprehension evaluation and error 
detection. When learning to clarify, the student realizes if he understands 
or not. If he does not understand the text, he is to identify the onset of the 
problem, and what created it. Then, he learns to solve this problem to 
proceed with the rest of the text. When predicting, the student needs to 
learn to develop expectations about content, and this is helpful in evalu-
ating consistency. A key aspect in reciprocal teaching, as its name 
indicates, is that students teach one another. In the initial stages, the 
teacher leads the discussion of what has been read, models and teaches 
each of the skills. Later, different children take turns as discussion leaders. 
Palincsar & Brown (1985) investigated the effects of the reciprocal 
teaching technique for 20 days with students whose comprehension 
scores on the average fell two years below grade level. The students' 
comprehension performance improved steadily during the intervention 
and maintenance stages, and decreased slightly during the follow up. 
Transfer of learning was also assessed with tasks such as having the 
students identify sentences in a story that were incongruous with the title. 
Results indicated significant improvements in almost all tasks. Studies 
(Palincsar & Brown, 1986) on interactive teaching in junior high students 
working with adult tutors in pairs or with teachers in groups of five found 
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the procedure to be effective. Effects of peer tutoring (Palincsar & Brown, 
1987) in 7th grade have also been examined using four com-
prehension-monitoring strategies. Both tutors and students improved 
their comprehension accuracy during intervention and maintenance peri-
ods. 
Paris, Saarnio, & Cross (1986) informed third and fifth grade pupils on 
how, when, and why to use comprehension processes. Children receiving 
the Informed Strategies for Learning (ISL) significantly increased their 
scores in reading awareness. Cross & Paris, (1988) studied the effect of 
the ISL curriculum of metacognition on reading comprehension and 
reader awareness. Third and fifth grade classes were assigned to a 
control or treatment condition during four months. To assess improve-
ment in strategic reading, an error detection task was used. Children who 
received the ISL made significantly greater progress in metacognition and 
reading strategies. Results revealed an incongruency between reading 
awareness and performance in third grade, but increasing congruence 
was found in the fifth grade. 
4.3.2 "Considerate texts" 
In addition to the impact on reading comprehension, research and 
instruction on awareness or evaluation skills makes sense if we bear in 
mind the characteristics of the texts, reading materials and everyday 
reading that the students encounter both in and outside of school. 
Armbruster (1985) has presented research evidence showing that stu-
dents will understand and learn more from a text that is coherent, with a 
clear overall structure and connections that bring the ideas together. Text 
characteristics then, have an important impact on what and how the 
students learn. Armbruster & Anderson (1988) have used the term 
"considerateness" of a text to refer to the qualities a text may exhibit in 
terms of how easy it is to read, understand and learn from it. Several 
features play an important role in determining the "considerateness" of a 
text: its organization and structure, the clarity and coherence of what is 
explained, its audience appropriateness, whether it is appropriate for the 
purpose, and whether the information is accurate and consistent 
(Monahan & Hinson, 1988). Armbruster & Anderson's work shows that 
texts lack the first three features. This suggests that most of the reading 
materials that the students encounter are not adequate or "considerate". 
This also suggests that texts may frequently include different types of 
inconsistencies, which are obstacles to reading, understanding and lear-
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ning. Given the errors that are found in books, the development of 
awareness has a survival value in gaining knowledge and information 
through reading. 
4.3.3 The interaction author-reader-text 
Error detection shows students' sensitivity to text deviations and how 
these affect comprehension, or awareness of how the text has been 
written and how it should have been written for improved clarity or 
understanding. This process of learning to rate a text with one's expecta-
tions and demands means moving -back and forth- along the continuum 
mat Pearson (1984) has used to describe the reading process. Thus, a 
reader who basically aims at understanding the author's message, may 
score low on most text evaluation skills, whereas the reader who, at the 
opposite end of the continuum, works towards constructing which should 
be the author's message may score high on most text evaluation skills. 
Fitzgerald (1989) has argued that two specific subprocesses of reading 
and writing, namely critical reading and revision in writing, are highly-related 
thought processes. He defines critical reading as the criticism of one's own 
thinking and the writer's thinking during meaning construction while 
reading. This process involves the search for consonance and dissonance 
resolution : "As individuals read, they compare the actual text to their goals, 
beliefs, and expectations for the text, and they consider their own goals 
and the text in relation to what they think the writer's goals are. That is, 
reader's comparison of desired with actual text also reflect the interactive 
author-reader-text relationship...if readers experience no mismatches 
(i.e., there is consonance), then they generally continue reading. If 
mismatches occur (i.e., there is dissonance), then readers make decisions 
about the source(s) of dissonance, how it might be resolved, and/or which 
of their own goals, beliefs, and expectations might be changed." (p.44) 
Many people also view revision in writing as a dissonance-resolution 
process. Writers compare what they have written with their intentions and 
goals for the text and they consider these in relation to what the reader 
expects from the text. Thus, they take into account the author-reader-text 
interaction, "..writers judge the degree of consonance (match) or disso-
nance (mismatch) between authors' and readers' goals and what's in the 
text." (pg.44) 
Critical reading and revision in writing are thus mirror processes of 
dissonance-resolution. In this way, text evaluation skills would be relevant 
for both processes. 
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4.4 The present study 
Few studies have been carried out in Peru to understand elementary 
and high school students' reading skills and reading comprehension (see 
Chapter I). Among this lack of local research-based knowledge, the 
educational system, teachers and parents, provide Peruvian children with 
reading textbooks, instruction, and practice based partly on theoretical 
propositions but, by large, on personal and professional experience. 
Continuous criticism of the effectiveness of some of the teaching methods 
and materials, partly stem from the apparent drop in reading, writing, and 
speaking skills. Although there is no evidence on this issue, there is 
consensus regarding the need to study our students' skills and learning 
characteristics, and to modify our materials, textbooks, and instructional 
procedures accordingly. 
In determining the main focus of this study, we have constantly kept in 
mind both the conditions in which elementary school children learn to read 
in Peru, as well as the options that are available for educational improve-
ment. Development of metacognitive skills such as awareness and text 
evaluation may be regarded as a specially important educational goal 
when one is referring to students who are taught in a learning environment 
with few adequate or adapted reading materials, and few trained teachers. 
Self-correction and independent cognitive functioning are important strat-
egies for those Peruvians who learn to compensate for these limitations. 
In this study we will approach reading as a constructive and multiple 
process based on the interaction between reader, text and context. The 
metacognitive skills we will deal with are related to awareness of one's 
own failure to understand a text (called text evaluation or use of text 
consistency standards). The study will be carried out on elementary 
school Peruvians at both private and public schools, so as to identify the 
groups with the strongest needs. 
Our purpose is to examine Peruvian children's text error detection in 
general, and how it varies when type of error is considered, we also wish 
to assess text evaluation when no specific instructions are provided 
(unguided reading) as well as the improvement observed after specific 
instructions and rereading (guided detection). Since two measures of 
error detection will be used (verbal report and on-line reading times), we 
will analyze the relationship between them. Finally, we will also assess 
the effect of type of school and gender on the dependent variables. 
5 
Methodology 
5.1 Introduction 
As mentioned before in chapter 3, this is a study on text error detection 
or on the use of consistency standards. It examines whether the Peruvian 
students represented in our samples exhibit constructive processing and 
metacognitive strategies when reading a text. The objective was to gather 
data that may help understand if these readers are ready for unguided use 
(no specific instructions, examples, or practice provided) of their process-
ing resources to make sense of a text. This would mean that readers are 
able to set a reading goal on their own. If this is not the case, we must 
explore further whether they are able to use their skills more readily in a 
more supportive situation or when they are directly asked to use them. 
When students can use their skills with no guide, they approach a text 
demanding consistency and are alert to breakdowns in consistency. When 
they can not, they do not approach a text expecting it to be consistent; 
goals are externally set, so that students are aware that the text breaks a 
consistency expectation. Goals are set to stimulate use of goal-oriented 
reading strategies. Students who do not exhibit metacognitive skills in 
independent reading, demonstrate that they do posses them when guided 
(Markman & Gorin, 1981 ; Vosniadou, Pearson, & Rogers, 1988;Zabrucky 
4 Moore, 1989) and instructed to use a metacognitive regulatory strategy 
such as re-reading. 
Since the study centers on error detection the technique to be used is 
the one described and used in previous studies, namely the "disruption 
paradigm". That is, the deliberate introduction of a problem sentence in an 
otherwise intact text. The problem sentences or errors to use include two 
aspects. The first aspect involves breakdowns or errors in which the 
source of the problem is interruptions in consistency. We will look at 
detection variations associated with external and internal consistency 
standards (or source of inconsistency). Studies on different text errors 
have used several consistency standards (i.e., lexical, external, internal). 
Use of each different consistency standard seems to follow a distinct 
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development. If this is so, the concept of "multiple skills" (Baker, 1985; 
Zabrucky & Moore, 1989) is called for. 
Most studies on error-detection have provided subjects with instruc-
tions, examples, or even practice with the type of error they were to detect. 
We know that subjects evaluate texts better when cued to the presence of 
an error (Vosniadou et al., 1988). Thus, subjects can detect more internal 
and external errors (Inconsistencies and falsehoods) when properly 
Instructed to do so. Zabrucky and Ratner (1990) have recommended 
further investigation on error detection without such specific instructions 
and practice. Errors will also involve a second aspect not considered 
before, which we could term the quality of the problem. Thus, detection of 
errors that break spatial (location) and logical (cause-effect) consistency 
will also be examined. 
Two measures of evaluation will be utilized: post-reading verbal reports 
of detection, and changes in on-line reading time. The reliability of verbal 
reports as indicators of error detection has been questioned. It has been 
argued for example, that subjects may detect a confusion in a text but may 
not be able to report on it for various reasons (chapter 3). Thus, it is not 
advisable to use verbal reports of detection only. In addition to this, there 
are some types of questions that are more appropriate when asking a child 
about errors in the text. Zabrucky & Moore (1989) tried six different verbal 
indicators. Only two types of questions were better ways of assessing 
detection, since they correlated with the performance measure. Data 
collected will be used to carry out several analyses geared towards 
answering questions related to verbal reports of error detection, on-line 
reading times, and the impact of the independent variables type of school 
and gender on these measures. Results will be presented dividing them 
into three parts, each one with its specific research questions and 
hypothesis. 
Chapter 6 will present results on the two measures of error detection. 
Part 1 describes findings related to the verbal measure of error detection 
based on data collected using a question similar to those successfully 
used by Zabrucky and Moore. That is, after reading a text, students will be 
specifically asked for the part of the text that seemed wrong. If they fail to 
report the error, they will be told there is an error and instructions will be 
given to read the text again looking for it. Hence, Part 1 also includes 
findings related to detection reports after the second reading. 
Part 2 of Chapter 6 focuses on results related to the performance 
measure of error detection. Given the relative unreliability of verbal reports 
this second measure will be included. In terms of the type of data collected 
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in previous studies, subjects have been asked to report verbally if they had 
noticed the error, and/or to underline it. On-line reading has been mea-
sured using computers. Children have also been videotaped while reading 
to detect errors. Underlining would have been appropriate if specific 
instructions were to be used from the beginning. Since students will only 
be reminded or alerted about the possible presence of error, but not 
instructed on what error to look for, on-line reading time seemed more 
natural and convenient. By recording on-line reading time (that is, reading 
time by sentence), and total reading time (by text), we will examine 
unguided detection during the reading process. 
Chapter 7 refers in Part 1 to the effect of type of school and gender on 
verbal reports of detection. Considering the large differences among 
schools in Peru, students from different school will be included in the 
sample. These schools will be considered representative of the school 
systems and population of three Lima districts (Peru's capital). The three 
districts are associated to differences in socio-economic status. Two 
schools from each district will be sampled; they will be called Type I, II, and 
III. Type I will be small public schools offering the official curriculum. These 
schools are usually located in old rented houses inside the city, with 
extremely limited space beyond the classroom areas (Picture 1). The 
students attending them are basically from low income and poor families. 
Type II will be parochial private schools offering the official program. They 
also provide some hours of instruction in a foreign language (example: 
English as a Second Language -ESL). They are located within the city in 
specially designed buildings (Picture 2). These schools will represent the 
middle and lower-middle income sector. Finally, Type III schools will be 
large private schools. They offer the official Peruvian program, too. In 
addition to it, instruction is bilingual, and the location is in specially-
designed buildings and facilities in campuses on the outskirts of the city 
(Picture 3). They may be considered as middle-upper, and upper income 
schools. 
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Picture 1 and 2 : Situation in public schools 
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Picture 3: Type III School (large private) 
The students will be from the grade levels usually included in detection 
studies, namely, third, fourth, and fifth grade. Since we will not be looking 
at the developmental aspect, as Zabrucky and Moore (1989) did, instead 
of using texts at a third grade-level we will use texts of three reading levels 
which ressemble the type of reading material the students use in their daily 
work. Thus, the 3rd graders will read texts closer to their grade level, the 
fourth graders will read texts closer to their level, and the same will be the 
case with the fifth graders. 
The second part of Chapter 7 will describe the effect of type of school, 
gender and verbal report on reading times, that is, on the performance 
measure used. The objective in this part is to examine if students who were 
successful in verbal report of detection, had increased their on-line reading 
time upon encountering the error, and if this modification of reading time 
varied in the different types of school and between boys and girls. 
In the third part of Chapter 7, reading times by gender and by verbal 
report in each of the three types of school will be presented. 
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5.2 Method 
5.2.1 Sample 
Two hundred and eighty eight students of both genders from 3rd, 4th, 
and 5th grade were chosen randomly from six schools of three Lima 
districts of different socio-economic status. Two schools from each district 
were sampled. Table 1 lists the differences among the schools. 
TABLE 1 
CHARACTERISTICS OF SCHOOLS SELECTED 
Type 
I 
II 
III 
System 
Public 
Private 
Private 
Language 
All teaching 
in Spanish 
Most teaching 
in Spanish 
plus some 
English 
Teaching in 
Spanish and 
English 
Facilities 
Small 
Medium 
Large 
SES 
Low income 
Middle and 
lower-middle 
income 
Middle-upper 
Upper income 
District 
Lima 
P.Libre 
Planicie 
For type I, we chose a girls' school and a coeducational school from 
which we selected male students. For Type II, we used two coeducational 
schools, so we selected male and female students from both schools. For 
Type III schools, we also worked with one girls' school and one coeduca-
tional school from which we selected the male students only. 
Students were selected by grade-level and gender. For each of the 
three grades we worked with (3rd, 4th, and 5th) we chose a sample of 16 
boys and 16 girls. A systematic sampling procedure followed the alpha-
betical order of the class lists, dividing the total number of students to 
interview by the number of classrooms in the grade-level. Every fifth 
student was chosen from their class list. Hence, we had 16 boys and 16 
girls from each grade-level. This made 96 students for each type of school, 
yielding a total of 288 children. 
Methodology 64 
5.2.2 Materials 
Reading texts 
Six expository texts were selected and adapted from Spanish texts for 
reading comprehension exercises published by Continental Press (1980). 
They were similar to some of the texts found in reading textbooks. The 
texts were all about animals (Table 2 lists their titles); from each, three 
versions were developed, adjusting them to the three grade-levels. For 
this purpose, the texts were controlled for number of syllables per 
sentence, number of words per sentence, number of sentences in the text, 
and average number of words per text (see Table 3). All the Spanish texts 
are included in Appendix A; an English translation of them is also included. 
TABLE 2 
TEXTS USED 
Function 
Oral reading Text 0 
(no inconsistency) 
Experimental Text A 
Experimental Text В 
Experimental Text С 
Experimental Text D 
Filler Text E 
(no inconsistency) 
Title 
Lion Ants 
Dolphins 
Starfish 
Camels 
Gorillas in the Zoo 
Wild Hens 
Text, sentence, and word length were controlled. Since the original 
texts were already at a 3rd grade level, minor adjustments were made on 
them. This was done to bring them closer to Zabrucky and Moore's (1989) 
description of their 3rd grade texts and to the texts used in the Gilmore Oral 
Reading Test (1980). Attention was paid to this aspect given results 
obtained in a previous pilot study on perceived level of text difficulty 
(Pinzas, 1986), in which most students related text difficulty to text length. 
Hence, changes in phrasing were gradually included but keeping the same 
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content and sentence structure. The texts were given to read to two 
students in 3rd, 4th, and 5th grade, who made comments on them in 
relation to difficult aspects. 
TABLE 3 
CHARACTERISTICS OF THE TEXTS ACCORDING TO LEVEL 
Grade 
3rd 
4th 
5th 
Syllables 
per sentence 
13- 14 
18-19 
23-24 
Words per 
sentence 
8 - 9 
10-11 
13- 14 
Mean No.Words 
per text 
58.00 
71.00 
92.00 
Range of 
words per text 
57-59 
70-71 
90-93 
All 18 texts were 7 sentences long; across all experimental passages 
sentences remained the same but for the target sentence. The three 
versions of the oral reading text and the three versions of the filler text did 
not include an error. The different versions of the four experimental texts 
always included an error in the fifth sentence. This location was convenient 
since it allowed measurement of previous reading time per line and 
changes in it ocurring upon encountering the error. 
Errors 
Errors were parts of sentences that included information directly contradic-
tory with the subject's information. There were four errors: two were 
inconsistent with the subject's prior knowledge and not with any part of the 
text itself. In fact, the reader could detect them without having read any 
other part of the text. These were external errors, or FALSEHOODS. The 
other two errors contradicted information previously offered in the same 
text and not prior knowledge. Readers could detect them upon reading the 
text. These were internal errors, or INCONSISTENCIES. These four text 
errors were also different in that they could either be spatial or logical. 
SPATIAL errors involved specific information about locations. LOGICAL 
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errors involved cause-effect relationships. Thus, the errors were as 
follows: 
TABLE 4 
FOUR COMBINATIONS OF ERRORS 
Combination 
Spatial Falsehood (SF) 
Logical Falsehood (LF) 
Spatial Inconsistency (SI) 
Logical Inconsistency (LI) 
Text 
A 
В 
С 
D 
Title 
Dolphins 
Starfish 
Camels 
Gorillas 
Reading Window 
The reading window allowed the examiner to follow the students' 
moving from one line to the next to record reading time per line. The 
window had dimensions to let the students see one line at a time only. It 
was cut out on a cardboard which was placed on top of a larger wooden 
plate. The cardboard was fixed to the wooden plate on the left and right 
sides and its horizontal dimension was slightly larger than the letter size 
paper used to present the reading texts (size A4). The top and bottom 
edges were open so the paper -sheet containing the text- could slide 
through easily. The window itself was a rectangular opening in the lower 
middle part of the cardboard that allowed one line to be visible. A reading 
text was introduced by the bottom open side of the cardboard. The 
students could push it up manually when moving from one line of the text 
to the next. Before presenting the reading texts, we instructed each subject 
on how to use the window. They were given practice time with a different 
reading text. The following is an illustration of the reading window. 
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FIGURE 1 
THE READING WINDOW 
Presentation order 
To balance for a learning effect, presentation order was controlled using 
four randomly determined sequences for all four experimental texts plus 
the filler text. Each subject was assigned to one of four presentation 
orders. Thus, 25% of the sample fell in each category. These orders were: 
(1) Texts A / E / C / B / D 
(2) T e x t s C / A / E / D / B 
(3) Texts В / C / D / E/A 
(4) T e x t s E / C / A / D / B 
Reading times 
On line reading time as well as total reading time were recorded for all 
texts, except for the oral reading text O, for which only total reading time 
was registered. 
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5.2.3 Procedure 
Each student was taken out from class to another room with minimal 
distractions. At the working table, the student was first explained what was 
the experiment about, in the following terms: 
"My name is... You have been chosen to take part in a reading activity. 
We wish to know how children in third, fourth, and fifth grade read. I will 
give you a text, and you are going to read it as you always do. I will then 
ask you some questions about it. This does not have any grades for any 
subject." 
As an introduction, text О was then presented to all students for oral 
reading. Instructions were: 
"Read this one aloud and when you finish, I will ask you some questions 
about it". 
The examinee read the text aloud while the examiner recorded all 
mistakes. Total reading time was also recorded. The subject was asked 
questions about the text. After this first task, the reading window was 
presented and the subject was taught how to use it, as follows: 
"We are now going to use this instrument, (examiner inserts text О in 
the reading window). We are going to read this text, line by line, through 
this window. When you finish reading one line you move on to the next one. 
(Examiner shows). Now you read it silently and when you finish, let me 
know." If the child exhibited difficulties in handling the window more 
practice was allowed until he/she was able to do it correctly. 
The student was assigned to one of the four presentation orders 
mentioned above. The four experimental texts and the filler were then 
presented one by one for silent reading, following that specific sequence. 
Instructions were given again: 
"Some of these texts have a sentence that is wrong, what it says is a 
mistake. Other texts do not have this mistake. Now I want you to read this 
text silently. When you finish let me know." 
Reading time per line or row, and total reading time were recorded. After 
the subject had finished reading each of the experimental texts, the 
examiner paused so as to give the child time to make any spontaneous 
comments on the text. Then the examiner asked: "Have you found in this 
text a phrase that is wrong? Which one?" 
If the child detected the error, the examiner asked him to tell or to show 
where it was. Note was taken of all these answers. Next, comprehension 
questions were asked. 
69 Chapter 5 
If the child did not perceive the error, or if he identified a different one 
(false alarms), he was told: 'This text does have a wrong phrase (or "It is 
not what you have mentioned...). I want you to read it again, without using 
the reading window, and to find which is that part." 
If after the second reading the child was successful in perceiving the 
error, the same procedure was followed as with those that detected it after 
the first reading. If the subject was still unable to find the error, he was told 
which one it was and then was given the next text. 
With the other texts the same steps were followed, with the only 
difference being that if the child failed to identify the error after the second 
reading, the examiner went on to present the next text. 
With the filler text E the procedure changed. If the subject did not 
perceive an error, the reading comprehension questions were presented, 
and then the next text. If the child thought he had noticed an error, he was 
asked which one. If E was the first text to be presented and the child 
reported that it had an error, he was explained that this one did not have 
one, and then he was presented with the next text. If E was not the first text 
there were no additional explanations. 
Having finished with all the six reading texts, the experimenter thanked 
the child and took him/her back to the classroom. 
6 
Results on verbal and performance 
measures of error detection 
6.1 The verbal measure or verbal reports of error detection 
6.1.1 Introduction 
Error detection does not seem to be easily reported. Good readers, 
however, are better at detecting errors than poor readers. There is also 
evidence that some types of errors may be easier to report than others. 
Thus, detection reports of internal errors appears to be difficult for children 
of all ages (Zabrucky & Moore, 1989). However, when the familiarity 
variable is controlled, internal errors should be reported as falsehoods are 
(Vosniadou at al., 1988). 
In the present study it was of interest to know if the students were able 
to report detection of errors at all. It was also important to find out which 
type of error was verbally reported more readily, either by source of error 
(external/internal) or quality of the error (spatial/logical), and if these 
results were different when comparing unguided and guided reading. 
Students read the texts silently using a reading window. The interviewer 
recorded on-line reading time using a stop-watch. We considered this to 
be an adequate alternative since using a tape-recorder, a computer, or 
videotaping the experiment would have disturbed the children. Peruvian 
students in public schools do not use computers or video-tapes in class. 
Thus, we decided not to use either. 
Data gathered for this part consisted of verbal reports. We collected 
them after the child had read the text once without specific instructions 
(unguided reading). Verbal reports were also collected if the child had to 
reread the text after instructions to read looking for the error (guided 
reading). 
The main questions posed in this part of the study then, are the 
following: 
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(1) Can the students spontaneously detect errors in unguided reading as 
indicated by their reports? That is, do they have as a goal the evaluation 
of text consistency? 
(2) Are the students who fail to report an error after the first reading 
(question 1) able to detect it after the second reading with specific 
instructions to read the text again to find the error? 
(3) In relation to question 1, which of the errors in the texts (spatial 
falsehood, logical falsehood, spatial inconsistency, logical inconsistency) 
is reported more often after the first reading? 
(4) In relation to question 2, which of the errors in the texts (spatial 
falsehood, logical falsehood, spatial inconsistency, logical inconsistency) 
is reported more often after the first plus the second reading? 
(4) Is there a relationship between detection reports of the falsehoods, the 
inconsistencies, the spatial and the logical errors in the texts? 
(5) From question 4, which of the error types (falsehoods/inconsistencies, 
spatial/logical) is more often reported after the first reading? Which 
consistency evaluation standard do the students use? 
(6) From question 4, which of the error types (falsehoods/incon sistencies, 
spatial/logical) is more often reported after the first plus the second 
reading? 
(7) On the basis of question 2, is there an improvement in detection with 
the second reading? 
(8) Do these findings support the suggestion that there are no global 
evaluation skills? 
The first hypothesis formulated was that it would be difficult for the 
children to verbally report text errors. This is what research findings have 
pointed out, that reporting of errors is difficult even for adults (Zabrucky and 
Moore, 1988). Drawing on the work of Baker (1985) and Zabrucky and 
Moore (1989), falsehoods were expected to be easier to report than 
inconsistencies. Spatial errors were expected to be easier than logical 
errors. We anticipated that instructions and rereading would improve error 
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detection (Vosniadou et al, 1988), but that the differences among types of 
errors would remain. 
6.1.2 Analysis 
In this part the analysis is mostly of a descriptive nature. Data were 
treated first in terms of frequencies and percentages of students reporting 
0 - 4 errors after the first reading (R1 ) and after the second reading (R2). 
These were also used to assess improvement with the second reading 
(R2). Crosstabulations were prepared to examine detection reports of 
pairs of errors of the same type, after the first reading (R1 ) and after both 
readings (R1+R2). Detection reports of error types were also examined. 
6.1.3 Results 
6.1.3.1 Error detection: ungulded (R1) and guided (R2) reading 
Table 5 shows verbal report of error detection by the whole sample. It 
presents the frequency and percentage distribution of number of errors 
reported by students after the first reading of the texts with no instructions 
(RA-
TABLE 5 
FREQUENCY AND PERCENTAGE DISTRIBUTION OF 
DETECTION REPORTS AFTER R1 
Errors reported 
No. of students 
Percentage students 
0 
95 
33 
1 
73 
25 
2 
65 
23 
3 
38 
13 
4 
17 
6 
Totals 
288 
100 
Following this table we can distinguish five groups: those students who 
did not report any errors -which were the most-, those who could report 
only one, those who reported 2 errors, those who reported 3 errors, and 
finally, the few who reported all 4 errors. According to verbal reports of 
detection in R1, each of these groups received a different treatment (R2), 
73 Chapter 6 
since they were instructed to reread the texts that they had failed in. For 
example, the students with no detection reports, reread all four texts, 
whereas the students with three reports only reread one text. Students 
who reported the four errors did not reread any texts. 
In Tables 6,7,8, and 9, the shifts in each group after the second reading 
(R2) are presented. The group of students who reported all four errors is 
not included. The number of errors reported will be called score. 
TABLE 6 
ERRORS REPORTED AFTER R2 (REREADING FOUR TEXTS) BY 
STUDENTS WITH SCORE 0 IN R1. 
Errors reported 
No. of students 
Percentage 
0 
29 
30 
1 
33 
35 
2 
14 
15 
3 
15 
16 
4 
4 
4 
Total 
95 
100 
TABLE 7 
ERRORS REPORTED AFTER R2 (REREADING THREE TEXTS) BY 
STUDENTS WITH SCORE 1 IN R1. 
Errors reported 
No. of students 
Percentage 
0 
15 
21 
1 
23 
31 
2 
27 
37 
3 
8 
11 
Total 
73 
100 
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TABLE 8 
ERRORS REPORTED AFTER R2 (REREADING TWO TEXTS) BY 
STUDENTS WITH SCORE 2 IN R1. 
Errors reported 
No. of students 
Percentages 
0 
15 
23 
1 
22 
34 
2 
28 
43 
Total 
65 
100 
TABLE 9 
ERRORS REPORTED AFTER R2 (REREADING ONE TEXT) BY 
STUDENTS WITH SCORE 3 IN R1. 
Errors reported 
No. of students 
Percentages 
0 
15 
40 
1 
23 
60 
Total 
38 
100 
As shown in Table 6, of the students who had failed to report all four 
errors after R1, after R2 30% remained the same (no detection), 35% were 
able to report one error, 15% reported two, 16% reported 3, and a small 4% 
of the students reported all four errors. Table 7 presents improvement for 
the group that reported one error in R1, that is, who had to reread three 
texts. After rereading the three texts, 21 % of the children remained with the 
same score (one error reported), but most-68%- reported either one or two 
more errors, and 11 % reported three more errors. Table 8 shows how the 
group that reported two errors in R1 benefited from rereading the remaining 
two texts. Though 23% stayed the same (two errors reported), most -77%-
reported an additional error, or two more. Finally, in Table 9 we see the 
students that missed only one error in R1. After R2, 40% of the students 
remained the same (three errors reported) and 60% reported the error 
they had missed in R1. 
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6.1.3.2 Detection reports of errors in the texts 
In order to examine detection reports of each of the errors in the texts 
after the first reading (R1 ), after the second reading (R2), and after the first 
and the second readings (R1+R2), Table 10 presents success (+) and 
failure (-) frequencies. 
TABLE 10 
SUCCESS (+) AND FAILURE (-) FREQUENCIES IN DETECTION 
REPORTS OF ERRORS IN THE TEXTS AFTER R1, AFTER R2, AND 
AFTER R1+R2. 
Errors 
SF 
LF 
SI 
LI 
After R1 
+ - Total 
138 150 288 
70 218 288 
89 199 288 
88 200 288 
After R2 
+ - Total 
91 59 150 
69 149 218 
76 123 199 
88 112 200 
After R1+R2 
+ - Total 
229 59 288 
139 149 288 
165 123 288 
176 112 288 
(SF = spatial falsehood; LF = logical falsehood; 
SI = spatial inconsistency; LI = logical inconsistency) 
Results related to the detection reports of the two falsehoods were not 
similarly consistent with previous research findings. Though one of them 
(spatial falsehood) was reported more often than the inconsistencies, the 
other (logical falsehood) presented the opposite case, since it was 
reported less often than the inconsistencies. Despite the fact that both 
were falsehoods, the specific combination with spatial or logical errors 
may have changed the nature of these falsehoods producing modifica-
tions in the level of difficulty their detection presented. 
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These differences and the improvement in detection reports of each of 
the errors in the texts when the students were given the second reading, 
can be observed in Figure 2. 
FIGURE 2 
IMPROVEMENT IN DETECTION REPORTS OF THE ERRORS IN 
THE TEXT AFTER R1+R2 
9F LF 9 U 
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The improvement after R2 is seen in the fact that approximately one 
third of the students succeeded in reporting detection of the spatial 
falsehood and the logical inconsistency, and, approximately one fourth of 
the students succeeded in reporting the logical falsehood and the spatial 
inconsistency. 
To be able to examine detection reports of the two falsehoods in the 
texts -that is, the spatial falsehood and the logical falsehood-, 
crosstabulations were prepared. Table 11 presents crosstabulation of 
detection reports after the first reading (R1) and Table 12 displays 
crosstabulation of detection reports after the first and second readings 
(R1+R2). 
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TABLE 11 
CROSSTABULATION OF DETECTION REPORTS OF THE SPATIAL 
FALSEHOOD AND LOGICAL FALSEHOOD AFTER R1 IN FRE-
QUENCIES AND PERCENTAGES 
Spatial Falsehood 
Logical Falsehood 
+ 
Totals 
+ 
128 90 
44.4% 31.3% 
22 48 
7.6% 16.7% 
150 138 
52.1% 47.9% 
Totals 
218 
75.7% 
70 
24.3% 
288 
100% 
(Chi square=15.81 ; df=1 ; p=.000) 
Table 11 shows that after R1 the students were more successful with 
the spatial falsehood than with the logical falsehood. Reporting the former 
did not necessarily go with reports of the latter; however, for those who 
reported the logical falsehood, it was almost a precondition to report the 
spatial falsehood. To test the significance of this relationship a chi-square 
test was used. Results indicate that there was a relationship between 
detection reports of the two falsehoods. 
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TABLE 12 
CROSSTABULATION OF DETECTION REPORTS OF SPATIAL 
FALSEHOOD AND LOGICAL FALSEHOOD AFTER R1+R2 IN 
FREQUENCIES AND PERCENTAGES 
Logical Falsehood 
-
+ 
Totals 
Spatial 
-
46 
16.0% 
13 
4.5% 
59 
20.5% 
Falsehood 
+ 
103 
35.8% 
126 
43.8% 
229 
79.5% 
Totals 
149 
51.7% 
139 
48.3% 
288 
100% 
(Chi-square=20.45; df=1 ; p=.000) 
After R1+R2 results are similar to those yielded by R1. The students 
who failed to report detection of the spatial falsehood mostly failed in 
detection report of the logical falsehood. The students successful with the 
spatial falsehood were not always successful with the logical falsehood, 
but almost always those students successful with the logical falsehood had 
success with the spatial falsehood. Test of the significance of this relationship 
with a chi-square test yielded significant results. 
Now we will examine detection reports of the two inconsistencies in the 
texts -that is, the spatial inconsistency and the logical inconsistency- with 
the crosstabulations which are presented next. Table 13 features 
crosstabu latió η of detection reports after the first reading (R1). Table 14 
presents crosstabulation of detection reports after the first and the second 
reading (R1+R2). 
79 Chapter 6 
TABLE 13 
CROSSTABULATION OF DETECTION REPORTS OF SPATIAL 
INCONSISTENCY AND LOGICAL INCONSISTENCY AFTER R1 IN 
FREQUENCIES AND PERCENTAGES 
Spatial Inconsistency 
Logical Inconsistency 
+ 
Totals 
+ 
155 45 
53.8% 15.6% 
44 44 
15.3% 15.3% 
199 89 
69.1% 30.9% 
Totals 
200 
69.4% 
88 
30.6% 
288 
100% 
(chi-square=21.64, df=1, p=.000) 
After R1, those who failed in reporting detection of one of the inconsis-
tency errors, failed in reporting detection of the other inconsistency error, 
but those who were successful in reporting one of them, were half of the 
time successful in reporting the other. Chi-square test results were 
significant indicating the existence of a relationship between detection 
reports of the two inconsistency errors. 
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TABLE 14 
CROSSTABULATION OF DETECTION REPORTS OF SPATIAL 
INCONSISTENCY AND LOGICAL INCONSISTENCY AFTER R1+R2 
IN FREQUENCIES AND PERCENTAGES 
Spatial Inconsistency 
Logical Inconsistency 
+ 
Totals 
+ 
73 39 
25.3% 13.5% 
50 126 
17.4% 43.8% 
123 165 
42.7% 57.3% 
Totals 
112 
38.9% 
176 
61.1% 
288 
100% 
(chi-square=37.82, df= 1, p=.000) 
After R1+R2, -in contrast with results after R1-, the students who were 
successful in reporting detection of one of the inconsistencies (logical) 
were mostly successful in reporting detection of the other inconsistency 
(spatial). The opposite happened less. The significance of the relationship 
between detection reports of these two inconsistencies, was examined 
with a chi-square test. Results were significant. 
Detection reports of the two spatial errors in the texts -that is, the spatial 
falsehood and the spatial inconsistency- will be examined next. Table 15 
displays crosstabulation of detection reports after R1. Table 16 presents 
crosstabulation of detection reports after R1+R2. 
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TABLE 15 
CROSSTABULATION OF DETECTION REPORTS OF SPATIAL 
FALSEHOOD AND SPATIAL INCONSISTENCY AFTER R1 IN 
FREQUENCIES AND PERCENTAGES 
Spatial Inconsistency 
Spatial Falsehood 
+ 
Totals 
+ 
123 27 
42.7% 9.4% 
76 62 
26.4% 21.5% 
199 89 
69.1% 30.9% 
Totals 
150 
52.1% 
138 
47.9% 
288 
100% 
(chi square=24.41, df=1, ρ value=.000) 
After R1, the students who reported the spatial falsehood not always 
reported the spatial inconsistency, and the students who failed to report 
the spatial falsehood almost always failed to report the spatial inconsis­
tency. To test the significance of the relationship between detection 
reports of these errors, a chi=square test was used. Results were 
significant. 
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TABLE 16 
CROSSTABULATION OF DETECTION REPORTS OF SPATIAL 
FALSEHOOD AND SPATIAL INCONSISTENCY AFTER R1+R2 IN 
FREQUENCIES AND PERCENTAGES 
Spatial Inconsistency 
Spatial Falsehood 
+ 
Totals 
+ 
47 12 
16.3% 4.2% 
76 153 
26.4% 53.1% 
123 165 
42.7% 57.3% 
Totals 
59 
20.5% 
229 
79.5% 
288 
100% 
(chi-square=41.41, df=1, p=.000) 
After R1+R2, -in contrast with R1-, the students who reported the 
spatial falsehood often reported the spatial inconsistency. As after R1, 
among the students who failed to report detection of the spatial falsehood 
almost all failed to report the spatial inconsistency. The significance of this 
relationship was tested with a chi-square. Results indicate there was a 
relationship between detection reports of the two errors. 
Now we will examine detection reports of the two logical errors in the 
texts -that is, the logical falsehood and the logical inconsistency-. Table 17 
shows crosstabulation of detection reports after R1. Table 18 displays 
crosstabulation of detection reports after R1+R2. 
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TABLE 17 
CROSSTABULATION OF DETECTION REPORTS OF LOGICAL 
FALSEHOOD AND LOGICAL INCONSISTENCY AFTER R1 IN 
FREQUENCIES AND PERCENTAGES 
Logical Inconsistency 
Logical Falsehood 
+ 
Totals 
+ 
164 54 
56.9% 18.8% 
36 34 
12.5% 11.8% 
200 88 
69.4% 30.6% 
Totals 
218 
75.7% 
70 
24.3% 
288 
100% 
(chi square=14.15, df=1, p=.001) 
After R1, there was a large group of students who failed to report 
detection of these two errors. Success in reporting one error did not mean 
success with the other one. However, the students who failed to report the 
logical falsehood often failed to report the logical inconsistency. Test of this 
relationship with a chi-square test yielded significance, indicating that 
there was a relationship between detection reports of these two errors. 
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TABLE 18 
CROSSTABULATION OF DETECTION REPORTS OF LOGICAL 
FALSEHOOD AND LOGICAL INCONSISTENCY AFTER R1+R2 IN 
FREQUENCIES AND PERCENTAGES 
Logical Inconsistency 
Logical Falsehood 
+ 
Totals 
+ 
75 74 
26.0% 25.7% 
37 102 
12.8% 35.4% 
112 176 
38.9% 61.1% 
Totals 
149 
51.7% 
139 
48.3% 
288 
100% 
(chi square= 17.02, df=1, ρ value=.000) 
After R1+R2, the students who succeeded to report one error, tended 
to succeed with the other one. Those who failed to report the logical 
inconsistency mostly failed to report the logical falsehood, but many who 
failed to report the logical falsehood had success with the logical incon­
sistency. Test of the relationship between detection reports of these two 
errors with a chi-square test yielded significant results. 
6.1.3.3 Detection reports of error types 
Table 19 presents success and failure in detection reports of the error 
types falsehoods and inconsistencies after the first reading (R1 ) and after 
the first and second readings (R1+R2). 
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TABLE 19 
SUCCESS (+) AND FAILURE (-) PERCENTAGES OF DETECTION 
REPORTS OF FALSEHOODS AND INCONSISTENCIES AFTER R1 
AND AFTER R1+R2 
No. of Errors 
Error Types 
Falsehoods 
Inconsistencies 
After R1 
None One Both 
+ 
44.4 38.9 16.7 
53.8 30.9 15.3 
After R1+R2 
None One Both 
+ 
16.0 40.3 43.8 
25.3 30.9 43.8 
After R1, though almost the same percentage of students was success-
ful in reporting the two falsehoods and the two inconsistencies, failure 
percentages show that more students failed to report the two inconsisten-
cies than the two falsehoods. After R1+R2, success percentages were 
even for falsehoods and inconsistencies. Failure percentages, however, 
show that after R1+R2, failure to report both inconsistencies remained 
higher than failure to report both falsehoods. The significance of the 
differences between detection reports of falsehoods and inconsistencies 
was tested with the Wilcoxon Matched-Pairs Signed-Ranks Test. The 
difference in detection reports of falsehoods and inconsistencies after R1 
was found to be significant ((Z= -2.04; 2-Tailed P=.042). Thus, afterthe first 
reading of the texts, that is in unguided detection, falsehoods were 
reported more often than inconsistencies. This suggests that during R1 the 
students were using more their prior information than that presented in the 
texts. After R1+R2, however.the difference between detection reports of 
falsehoods and detection reports of inconsistencies was not found to be 
significant (Z= -1.85; 2-Tailed P=.064). These results may be understood 
in terms of a switch from a strategy based on prior knowledge to a strategy 
based on information in the text. If the students had already integrated the 
text with prior knowledge during R1 and found no mismatches, it is possible 
to think then that during R2 they moved on to search for breakdowns within 
the text. 
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For those students who tended to be poor in unguided use of evaluation 
skills (no detection reports), the type of evaluation standard (error) may 
have been important. 
Tables 20 and 21 present differences in detection reports after R1 and 
after R1+R2. 
TABLE 20 
DIFFERENCE BETWEEN DETECTION REPORTS OF FALSE-
HOODS AND INCONSISTENCIES AFTER R1 
Cases 
79 
52 + 
157 
288 
Ranks(inconsistencies less than falsehoods) 
Ranks(inconsistencies greater than falsehods) 
Ties (inconsistencies equal to falsehoods) 
Total 
TABLE 21 
DIFFERENCE IN DETECTION REPORTS OF FALSEHOODS AND 
INCONSISTENCIES AFTER R1+R2 
Cases 
79 
61 + 
148 
288 
Ranks(inconsistencies less than falsehoods) 
Ranks(inconsistencies greater than falsehoods) 
Ties 
Total 
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Success (+) and failure (-) in detection reports of spatial and logical 
types of errors after R1 and after R1+R2 are presented in Table 22. 
TABLE 22 
SUCCESS (+) AND FAILURE (-) PERCENTAGES OF DETECTION 
REPORTS OF SPATIAL AND LOGICAL ERRORS AFTER R1 AND 
AFTER R1+R2 
No. of Errors 
Error Type 
Spatial 
Logical 
After R1 
None One Both 
+ 
42.7 35.8 21.5 
56.9 31.3 11.8 
After R1+R2 
None One Both 
+ 
16.3 30.6 53.1 
26.0 38.5 35.4 
After R1, the success percentage of detection reports of the two spatial 
errors was the highest while success with the two logical errors was the 
lowest. After R1+R2, results followed the same pattern. Compared with 
R1, the difference between detection reports of the two spatial errors and 
detection reports of the two logical errors after R1+R2 was larger. To test 
the significance of the difference in detection reports of spatial errors and 
logical errors after R1 and after R1+R2, the Wilcoxon Matched-Pairs 
Signed Ranks test was used. Results indicate that the differences in 
detection reports of spatial errors and logical errors after R1 ( Z= -4.42;2-
Tailed P=.000) and after R1+R2 (Z= -5.16;2-Tailed P= .000) were both 
significant. After R1 and after R1+R2, spatial errors were reported more 
often than the logical errors. This may be taken to mean that detection 
reports of errors which involved specific or concrete information related to 
locations were easier than reports of errors which demanded inferences 
and involved cause-effect. For the students who were poor (failed to report 
the two spatial errors or the two logical errors) it probably made a diference 
to be working with spatial or logical errors. Failure percentages suggests 
this since they failed the most with the logical errors. 
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Tables 23 and 24 present these differences in detection reports. 
TABLE 23 
DIFFERENCE BETWEEN DETECTION REPORTS OF SPATIAL AND 
LOGICAL ERRORS AFTER R1 
Cases 
95 
40 + 
153 
288 
Ranks(logical less than spatial) 
Ranks(logical greater than spatial) 
Ties (logical equal than spatial) 
Total 
TABLE 24 
DIFERENCE BETWEEN DETECTION REPORTS OF SPATIAL AND 
LOGICAL ERRORS AFTER R1+R2 
Cases 
107 
36 
145 
288 
-
+ 
Ranks(logical less than spatial) 
Ranks(logical greater than spatial) 
Ties 
Total 
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6.1.4 Summary and Comments 
After reading the texts for the first time, the students generally tended 
to fail in reporting error detection. This was evidenced by the large number 
of them who could not report any errors or could only report one. This 
finding is consistent with results from several studies in which it was found 
that such a task -verbal report of error detection- is difficult even for adults 
(Chapter 3). A first explanation would suggest that the children were 
probably not involved in constructive processing and thus, could not 
evaluate text comprehension and consistency. Considering, however, the 
limitations attached to this type of interpretation (Markman, 1979 ; Winograd, 
1980), other explanations can be proposed instead (Winograd, 1980; 
Baker, 1979; Markman, 1979). Among interpretations found in Winograd's 
(1980) detailed list, several seem pertinentforthe Peruvian students in our 
study: (a) the students may not have known or may not have believed that 
texts can and do often contain mistakes; (b) the students -especially the 
young ones- may have perceived the error but may not have recalled it; (c) 
children may have lacked the relevant background information and expe-
rience that would have enabled them to realize there is a mistake; and, (d) 
the students may have made inferences that resolved the inconsistencies 
or mistakes. 
In addition to these, -though not mentioned in the literature- in our view 
it follows from (a) that it is also possible that the children (e) may have 
attributed the mistake to themselves by thinking they "read wrongly", so 
they found the error was due to their reading (decoding, lack of familiarity 
with the words, etc.) and not to the text. This attribution is associated with 
the idea that messages are usually intended to be truthful (Winograd, 
1980). Such an idea may have guided the students' attribution even 
though through the introduction to the task (see Procedure) we tried to 
overcome self-attribution by reminding or alerting the students that texts 
might have errors. Finally, we think it is also possible (f) that failure may 
have been related to a social relationship aspect: the children may have 
felt uneasy or frightened to tell the examiner (authority) that there was 
something mistaken or wrong with the material. 
If the students failed to report the error after unguided reading, though 
cued to the possible presence of an error, they were reassured that there 
was a problem phrase, and were asked to look for it (reading goal) reading 
the text again (metacognitive strategy). Most students tended to be 
successful in reporting some of the errors they had missed in the first 
detection task. For the group that had failed to report all four errors after 
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the first reading, however, detection reports appeared to continue being 
somewhat difficult after the second reading. This can be seen in the fact 
that 65% of them remained the same (no detection) or were able to report 
one error, while only 4% of them reported the four errors. In contrast, in 
the second, third, and fourth groups -students who reported one, two and 
three errors after the first reading- most were able to report one ortwo more 
errors and many less remained the same. These shifts indicate that when 
cued and given specific instructions related to detection goals (i.e., "This 
text has a mistake. Now read it again and look for the mistake"), students 
performed better. These findings are consistent with the results of 
Vosniadou, Pearson, & Rogers (1989), who in a pilot study found that 
children had much more difficulty evaluating texts when they were not 
cued to the presence of an inconsistency. The instructions and the 
opportunity to read again the text may have removed several obstacles 
such as (a) the belief that texts do no include mistakes; (b) the belief that 
it is the student's reading that is flawed and not the text; and (c) the fear of 
being disrespectful by pointing out the mistakes. 
After the first reading, the spatial falsehood (see Appendix: Text A or 
"Dolphins") was the error mostly reported. The logical falsehood (Text С 
or "Starfish") was the error least often reported. Nearly the same number 
of students reported detection of the spatial inconsistency (Text В or 
"Camels") and the logical inconsistency (Text D or "Gorillas in the Zoo"). 
After the second reading, the spatial falsehood remained the most re­
ported error and the logical falsehood remained the least reported error. 
There was a change in reports of detection of the inconsistencies, since 
detection of the logical inconsistency was reported more frequently than 
that of the spatial inconsistency. 
It is necessary to point out that reasons besides the proposed nature of 
the specific errors in the texts may have existed. These, for example, may 
have contributed to success in detecting the spatial falsehood and failure 
in reporting detection of the logical falsehood. On the one hand, the spatial 
falsehood ('swimming in the soil') may have been easier to report because 
words in the previous sentences of the text associated the character 
(dolphin) with oceans and sea. Though the term waterwas not used, and 
detection of the error required prior information regarding swimming and 
not regarding dolphins, this could have made the error more obvious, or 
obvious to children who lacked the required background knowledge. If this 
was the case, readers were more successful in reporting detection of the 
spatial falsehood because it contradicted both, reader's prior knowledge 
and previous information in the text. This means that it may have been a 
falsehood and an inconsistency at the same time. 
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On the other hand, the logical inconsistency was more difficult to recall 
perhaps because the theme (starfish) may have been less familiar than the 
one in the spatial falsehood (dolphins) and because a word in the fifth 
sentence (where the error had been placed) may have been less familiar 
or common to the children. These aspects could have interfered with 
detection, since the error became more complex by including a lexical 
aspect about which the readers had less background knowledge. They 
could have lead the students to doubt about the error or to attribute their 
lack of understanding to themselves (lack of knowledge of the word). 
Though the lack of familiarity with one word could be solved using context 
clues, it may have distracted attention from the specific error when the 
readers tried to figure out the its meaning. They may have thought that they 
did not understand the sentence because of this unfamiliar word and not 
because of an error. However, it is possible to argue that if in addition to 
the error there was also a word that interfered with comprehension, then 
the children should have noticed comprehension problems more easily. 
Why didn't the children report it? Or, why did the opposite case occur? 
Perhaps the answer lies in the fact that the error contradicted internal 
consistency and a logical relation, and the students were uncertain about 
the validity of using this approach, or about considering this type of 
inconsistency an "error". 
These results can not be examined in terms of their consistency with 
previous findings on detection of falsehoods and inconsistencies. One of 
the falsehoods was the error most often reported so this result may be 
considered in line with research reporting that falsehoods are detected 
more often than inconsistencies. However, there is the contrast offered by 
the logical falsehood. Despite it was a falsehood, it was the least often 
reported error. The combination with spatial/logical aspects does not allow 
direct comparison of these findings since they are not only related to 
falsehoods and inconsistencies only. We had expected that the logical 
errors would be more difficult to detect than the spatial errors. This resulted 
being true for the falsehoods but not for the inconsistencies, in which the 
results -logical inconsistency more frequently reported than the spatial 
inconsistency- were the opposite of what was expected. 
Children's success in reporting detection after the first reading varied 
with the type of error presented. Analysis of the difference in detection 
reports of falsehoods and inconsistencies -consistency errors- indicates it 
was significant. This reveals results similar to those of Zabrucky & Moore 
(1989) and Baker (1979), and suggests that detection reports of the 
inconsistencies may have been more difficult. However, the difference in 
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detection reports after the first and the second readings did not reach 
significance. This is consistent with Vosniadou and colleagues (1988) 
findings who reported that in certain conditions (in their case, when 
familiarity was controlled) children may report falsehoods and inconsisten-
cies with similar success. The change may be explained in terms of 
reading strategies. We propose that, on the one hand, there may be 
students who can read a text checking both types of consistency simulta-
neously; one the other hand, there may be students unable to do this, who 
need a sequential approach. A sequential use of evaluation standards 
means that there was a shift in the type of integration students were 
performing while reading. These children's use of their prior information 
may have been more strongly present during the first reading. 
When they were reassured that there was an error and they read the 
texts for a second time, they had to use another (alternative) approach 
since they had probably already checked the text against their prior 
knowledge and had not detected a mismatch. Hence, it is possible to think 
that in their second reading these students integrated text information with 
prior text also. One can argue that this does not necessarily mean that 
detection of one type of consistency errors may be more difficult than the 
other. Instead it could be considered as a "sequential" use of consistency 
standards. These students would tend to check one first, and if no 
mismatches are found then they would move on to the second one. It is 
perhaps important to mention that in their regular academic tasks Peruvian 
children are expected to use reading for learning, or as a means to acquire 
new knowledge. This means that they are usually expected to integrate the 
text with their prior knowledge. Very seldom -perhaps only when studying 
literature- are they asked to read a text evaluating the authors' consis-
tency, evidence, trend of thought, etc. They have few opportunities to 
practice text-prior text integration. Thus, we should bear in mind how this 
daily practice may affect use of consistency standards. 
Since failure percentage (those students who did not report errors) was 
higher for inconsistencies than for falsehoods, the question that remains 
is if the type of error (consistency standard violated) is more important for 
poor readers than forgood readers. If this were the case, the simultaneous/ 
sequential evaluation approach would make one expect that falsehoods 
and inconsistencies are to be reported similarly well by good readers, but 
that the poor readers would report more the falsehoods than the inconsis-
tencies. 
In terms of the type of errors which have been termed here logical and 
spatial, after the first reading detection reports of the spatial errors had the 
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highest number while detection reports of the two logical errors was the 
lowest. Less students failed to report the spatial errors. After the first and 
second readings, this difference remained: the logical errors were less 
often reported than the spatial errors. More students failed to report the 
logical errors than the spatial errors. Analysis of these differences yielded 
significance both for the first reading, and for the first and second readings. 
As was mentioned before, the spatial falsehood was the easiest to detect 
among all errors while the logical falsehood was the single most difficult 
error to spot. This may have affected comparison of reports of spatial 
errors versus logical errors. 
After the first reading, more students reported the two spatial errors 
than the two logical errors. More students failed to mention the logical 
errors than the spatial errors. One third of the children did not report any 
of the errors. Almost one half of the sample either failed to report both 
errors or detected one of each. After the first and the second readings more 
than one fourth of the sample reported both types of erros. Failure 
remained higher for the logical errors. 
After the second reading, improvement was seen in detection reports 
of all errors. Approximately one third of the students succeeded in 
reporting the spatial falsehood and the logical inconsistency, and, approxi-
mately one fourth of the students succeeded in reporting the logical 
falsehood and the spatial inconsistency. 
As mentioned before, detection reports of falsehoods and detection 
reports of inconsistencies were significantly different after the first reading 
but not after the first and second readings. This may be taken to mean that 
when children are only made aware that the texts may have errors, they 
tend to use one consistency standard first, that is they use the external 
consistency standard. In this situation, internal errors may appear as more 
difficult to detect than external errors. In consequence, one would have to 
assume that the skills necesary to detect them are different. However, after 
the first and the second readings, the difference in detection of falsehoods 
and inconsistencies was not significant. This result, though, cannot be 
taken to mean that the same set of skills are at the basis of detection of 
both types of errors. In our case, a better explanation may lie in the idea 
that use of evaluation standards may stem from a simultaneous or 
sequential approach to consistency types. It seems plausible that some 
students may be different in their ability to evaluate a text at different levels. 
These may be students who first use external consistency standards, and 
when these do not lead to success, they use an approach that is based on 
the text. In addition to this, it is also possible to propose that the difference 
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in skills needed to detect external and internal errors may be less apparent 
when one looks at good readers and at poor readers. In the first group, the 
students already use both standards. In the second group, students may 
not have developed enough either of them. Examination of use of different 
consistency standards in average groups of readers may yield relevant 
information regarding a) the multiplicity or sameness of the skills required 
to detect errors that interfere with information integration in different ways, 
and b) the simultaneity or sequentially of their use. 
To go beyond verbal report of detection, the following PART 2 presents 
analysis of on-line reading times (performance measure of detection) 
which allow comparison with results presented in this section. 
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6.2 The performance measure or on-line reading times 
6.2.1 Introduction 
The reliability of verbal reports as indicators of error detection has been 
questioned (see Chapter 3). It has been argued, for example, thatsubjects 
may detect a confusion in a text but may not be able to report it or that they 
may solve the dissonance, integrating the confusing element into the 
internal model of the text they have developed. Zabrucky and Moore 
(1989) tried six different verbal indicators of which only two types of 
questions proved to be better ways of assessing detection, since they 
correlated with the performance measure. In the first part of the results 
section we presented data on verbal reports of error detection. The 
question used to elicit verbal reports was similar to those which were 
successfully utilized in the mentioned study. We asked specifically about 
the part of the text that seemed wrong. 
Because of the relative unreliability of verbal reports (Baker and Brown, 
1984a), and because we also wanted to examine comprehension moni-
toring, we included a second measure. By recording on-line reading times 
(that is, reading time by sentence), we examined detection during reading. 
Thus, measurement of changes in on-line reading times made possible the 
comparison of on-line reading times prior to encountering the error, with 
on-line reading time of the sentence that included the error (sentence 5). 
This comparison allowed us to examine the students' control and adjustment 
of reading time in accordance with the ease or difficulty of reading 
comprehension. Examination of modifications of on-line reading times 
exhibited by students reporting the error and by students not reporting it 
was included. One student was left out of the sample used for this part of 
the study. 
The analysis of these data answered the following research questions: 
(1) Is there a difference in reading times per sentence between children 
who reported the error and children who did not? 
(2) Is there a difference in reading times for sentences 4 and 5 between 
children who reported the error and children who did not? 
Following research results which give evidence that readers slow down 
when reading becomes difficult or when they do not understand (Baker 
and Anderson, 1985; Boekaerts, 1989), we expected on-line reading time 
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would increase upon encountering the error, and would then decrease 
again. Given the fact that we were using direct questions to elicit verbal 
reports of detection, we also expected a relationship or association 
between verbal reports and the performance measure (on-line reading 
time), as Zabrucky and Moore (1989) found when using questions similar 
to the one used here. We did not have any specific expectations in relation 
to different reading times for the different types of errors. 
6.2.2 Analysis 
Children's monitoring of their on-line reading times across sentences 
was examined for each of the four texts separately. Analyses of variance 
for repeated measures designs were utilized for a global assessment of 
variations. Between-subjects differences were examined grouping the 
students according to their success or lack of success in verbal report of 
error detection (Part 1). Within-subjects variations were examined in 
relation to the seven sentences in each text. Thus, subjects' reading time 
in sentence 5 was studied in the context of the other six sentences. A more 
specific examination of changes in reading time upon encountering the 
error the 5th sentence was done through analyses of variance of reading 
times for sentences 4 and 5. The relationship between the verbal measure 
of errordetection (reports) and the performance measure of errordetection 
(modifications of on-line reading time) is described. Results are displayed 
in figures which allow a more specific identification of differences. 
6.2.3 Results 
6.2.3.1 Reading times in each sentence for students reporting 
the error and students not reporting the error 
Reading times for the seven sentences in each of the four texts will be 
first examined looking for differences among sentences and between 
those students who verbally reported the error in the text and those who 
did not. Table 25 displays results of the analysis of variance for text A, 
which included the spatial falsehood -the error most often reported (Part 
1 ) · 
There were 138 students who detected the spatial falsehood in text A, 
and 150 who failed to detect it. 
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TABLE 25 
ANALYSIS OF VARIANCE RESULTS: TEXT A. ON-LINE READING 
TIMES BY VERBAL REPORT OF DETECTION (D) AND 
SENTENCES (S) 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within-groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within-group 
MS 
23.77 
28.61 
11.93 
8.06 
3.40 
df 
1 
285 
6 
6 
1710 
F 
.83 
3.51 
2.37 
Ρ-
.363 
.002 
.028 
The distinction between students who were successful in reporting the 
error and those who were not (D) was not significantly related to reading 
times. It would seem that the two groups had similar on-line reading times 
averaged overthe seven sentences. The differences among the sentences 
(S) are significant. The significance of the interaction (DxS) indicates that 
changes in reading times across sentences were different for those 
students who detected the error and for those who did not. 
In order to understand further these findings, mean values of reading 
times for each of the seven sentences in text A are depicted in Figure 3. 
Students who reported the error (A1) and students who did not report it 
(A0) are presented separately. 
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FIGURE 3 
MEAN VALUES OF READING TIMES FOR SENTENCES 1-7 IN 
TEXT A, BY STUDENTS REPORTING (A1) AND NOT REPORTING 
THE ERROR (АО) 
АО 
A1 
» e n t o n c e 
In general, a difference in reading times between the two groups 
across sentences Is not apparent. The students who did not report the error 
(АО) had reading times close to those exhibited by the students who did 
detect the error (A1). There are two contrasts worth noting, though. The 
first important contrast between the two groups can be found in reading 
time for sentence 1, that is, in the different speed which the students 
showed when they started to read. Reading time in sentence 1 was larger 
for the group who failed to report the error (АО). These students started to 
read slowly not only in comparison with the other group (A1) but also in 
comparison with their own pace in most of the other sentences (2,3,4, and 
5) in the text. 
The second important contrast between the two groups is found in their 
reading times for sentences 5,6 and 7. The group reporting the error (A1 ) 
increased reading time in the 5th sentence (error sentence) and dropped 
it in the 6th and 7th sentences. The group who failed to report the error (АО) 
exhibited reading times which having increased in the 5th sentence, 
continued to increase in the 6th sentence -though there was no error in it-
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after which they dropped. There are several reasons one can think of to 
understand group AO's reading times for sentences 5, 6 and 7: (a) the 
increase in sentence 6 may have been a delayed reaction to the 5th 
sentence; (b) these students may have missed the error in the 5th 
sentence, so they kept searching for it in sentence 6; or (c) they found 
sentence 6 more difficult (which made them take longer to read it). 
Table 26 displays results of the analysis of variance of reading times 
across sentences 1 - 7 for text B, where the logical falsehood had been 
placed-. This error was the one least often reported (Part 1 ). There were 
70 students who were successful in reporting this error, and 218 students 
who failed. 
TABLE 26 
ANALYSIS OF VARIANCE RESULTS: TEXT B. ON-LINE READ­
ING TIMES BY VERBAL REPORT OF DETECTION (D) AND 
SENTENCES (S) 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within-groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within-groups 
MS 
247.33 
33.00 
68.97 
2.58 
4.28 
df 
1 
285 
6 
6 
1710 
F 
7.49 
16.11 
2.94 
Ρ-
.007 
.000 
.007 
In text B, verbal report of error detection (D) was significant. In contrast 
with text A, this means that the reading times of the students who did not 
report the error (B0) were different from those of the students who did 
report the error (B1). Sentences (S) were differing significantly. The 
interaction between verbal report and sentences (DxS) refers to the fact 
that changes due to the sentences were not the same for students who 
reported the error (B1) and for those who did not report it (B0). Mean 
values of the reading times of both groups of students (B0 and B1 ) for each 
sentence (1 - 7) are presented in Figure 4. 
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FIGURE 4 
MEAN VALUES OF READING TIMES FOR SENTENCES1-7 IN TEXT 
B, BYSTUDENTS REPORTING (B1) AND NOT REPORTING THE 
ERROR (BO). 
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The group that did not report the error (B0) was slower to read all seven 
sentences than the group who reported the error (B1). However, the 
pattern of reading times of the two groups across sentences tended to be 
similar. In both groups there was a gradual increase from sentence 2 
through sentence 5, with a clear drop in sentences 6 and 7. The gradual 
increase may be related to the fact that with each new sentence the 
children had more information to keep in their memory system so they 
slowed down to be able to incorporate the new pieces of the text. However, 
it may also be that the students were getting prepared to find an error and 
thus kept slowing down anticipating its presence and scanning more 
carefully the text. 
There were two differences between B0 and B1 to note. First, the very 
large reading time of B0 in sentence 1. This group of students who did not 
report the error exhibited a kind of "opening" effect similar -though much 
stronger- to the one observed already in text A (Figure 3). In contrast, the 
students who reported the error were much faster readers in sentence 1. 
They showed a longer reading time in sentence 1 only in comparison to 
their own reading time in sentence 2. It is possible to think that this text's 
topic may have been less familiar to the children in the B0 group, so they 
BO 
B1 
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took longer to find out about the theme. The drop in reading time which BO 
showed in sentence 2 was quite dramatic. 
A second relevant difference is found in the larger increase in reading 
time for the 5th sentence exhibited by group B1. This group slowed down 
in sentence 5 to the extent of almost eliminating a difference with BO. 
In view of these two differences, we can conclude that the main effect 
of sentences (S) yielded by the analysis of variance was probably mostly 
due to increased reading times in only two sentences: sentence 1 and 
sentence 5 for group BO, and sentence 5 for group B1. In other words, in 
contrast with expectations, both groups of students, -the one that reported 
the error and the one that did not report it-, increased their reading time 
upon encountering sentence 5. More in accordance with our expectations, 
the increase was quite larger in the group of students who reported error 
detection. These findings suggest that even though they did not report 
error detection, the BO students monitored their reading (by enlarging 
reading time) as if they had noticed they were not understanding or that 
there was something wrong in the text. 
Table 27 presents results of the analysis of variance of reading times 
for sentences 1-7 in Text C, where the spatial inconsistency had been 
placed. Figure 9 displays the mean values of reading times for each 
sentence in the text, again separating the group of students who were 
successful in reporting the error (C1 ) and those who were not (CO). The 
number of successful students was 89, and the number of unsuccessful 
students was 199. 
TABLE 27 
ANALYSIS OF VARIANCE: TEXT С ON-LINE READING TIMES BY 
VERBAL REPORT OF DETECTION (D) AND SENTENCES (S) 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within-groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within-groups 
MS 
480.79 
29.63 
29.69 
16.92 
3.80 
df 
1 
285 
6 
6 
1710 
F 
16.80 
7.81 
4.45 
Ρ· 
.000 
.000 
.000 
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As reported for text B, in Text С there was a main effect related to the 
distinction between students who reported the error and those who did not 
(D). Variations related to sentences (S) were also significant. The interaction 
(DxS) indicates that changes in reading times per sentence in text С were 
different in the two groups of students. 
Mean values of reading times for each sentence (1-7) in text С are 
displayed in Figure 5. 
FIGURE 5 
MEAN VALUES OF READING TIMES FOR SENTENCES 1-7 IN 
TEXT C, BY STUDENTS REPORTING (C1) AND NOT REPORTING 
THE ERROR (CO). 
со 
C1 
As in text B, in this text C, the difference in on-line reading times between 
the two groups is clear. The students who did not report the error (CO) took 
longer to read all sentences. Two differences were more marked. First, the 
very large "opening" reaction in group CO, -consistent with findings in texts 
A and B-. Second, the different reactions to the 5th sentence. While C1 
increased somewhat reading time in sentence 5, CO showed no increase 
or a tendency to stay the same or drop very slightly. This difference follows 
the expected results: the reading times of the students who did not report 
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the error show that they probably did not notice there was something wrong 
since reading time in sentence 5 did not increase. A small increase was 
exhibited in sentences 4 and 6. 
Results of the analysis of variance for the last text, D, -where the logical 
inconsistency had been placed- are shown in Table 28. There were 88 
students who reported the error, and 200 students who did not. 
TABLE 28 
ANALYSIS OF VARIANCE RESULTS: TEXT D. ON-LINE 
READING TIMES BY VERBAL REPORT OF DETECTION (D) AND 
SENTENCES (S) 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within-groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within-groups 
MS 
482.52 
30.99 
35.13 
17.91 
4.57 
df 
1 
285 
6 
6 
1710 
F 
15.57 
7.68 
3.92 
Ρ· 
.000 
.000 
.001 
As was the case with texts В and C, in text D, error report (D) and 
sentences (S) had a significant relation with differences in reading times. 
The interaction (DxS) indicates the need to examine changes across 
sentences in each group of students separately. Figure 6 features the 
mean values of the reading times for each sentence (1-7) in text D. 
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FIGURE 6 
MEAN VALUES OF READING TIMES FOR SENTENCES 1-7 IN 
TEXT D, BY STUDENTS REPORTING (D1) AND NOT REPORTING 
THE ERROR (DO). 
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The two groups of students show a difference in reading times across 
sentences, with the first group taking longer to read all sentences. That is, 
as in texts B, and C, in text D, the group that detected the error was also 
faster to read the text. Given that this difference is consistent with findings 
for two other texts, it suggests that the groups failing to report the error in 
each case, may have had difficulty not only with detecting the error but with 
reading with the specific text. It is likely that they may have had less 
developed decoding skills and less ability to use context clues or prior 
information to anticipate content and, thus, cope with the text reading 
faster. 
A second difference -which is consistent with results in the other three 
texts-, is what we have termed as "opening" effect. Reading time for 
sentence 1 was also very large in the DO group. Similar findings related to 
differences in initial reading speed have not been reported in the literature 
on text evaluation. Possible explanations need to be proposed considering 
that this longer reading time for sentence 1 may be due to a variety 
reasons. The АО, BO, CO and DO students may have had an initial 
DO 
Di 
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uncertainty and a need to find out about the topic and the type of discourse 
they were reading. Thus, it is plausible that after reading the first sentence 
the students were able to read at a faster pace because they already knew 
the type of discourse and the topic of the text. This may have made them 
feel more confident. A second tentative explanation is related to the 
procedure used by the interviewer to present the task to the students. At 
the beginning of the interview, the students were alerted to the possible 
presence of errors. The students in the АО group may have read slowly 
sentence 1 because -following the introduction- they were over alert and 
looking for the error. It is also possible to think of a third perhaps more 
simple explanation related to the students' need for a warm-up time, before 
being able to read at their regular pace. This is a frequent observation in 
testing for reading diagnosis or placement: very good readers usually start 
a reading test reading accurately, fast and with good comprehension from 
the very first text, while less strong or less confident readers often start out 
performing poorly (less accurate, weaker comprehension). 
For the remainder of the sentences, the pattern of variations in DO was 
similar to that of the D1 group. As in text B, both groups exhibited an 
increase in the 5th sentence with a tendency to decrease reading times in 
sentences 6 and 7. This did not seem to be the case with texts A and С 
In АО group reading time for sentence 5 incresed but it kept increasing in 
sentence 6 instead of dropping. The CO group did not react to sentence 5 
incresing reading time. The two groups, then, reacted to sentences 5, 6, 
and 7 in a way that was not compatible with monitoring. 
Table 29 presents results for text E, in which no errors had been 
introduced. No groups are distinguished since there was no error to detect. 
TABLE 29 
ANALYSIS OF VARIANCE RESULTS: TEXT E. ON-LINE READING 
TIMES BY SENTENCES (S) 
Sources of variation 
Within-subjects 
Sentences (S) 
SxSubjects within-groups 
MS 
37.06 
4.39 
df 
6 
1716 
F 
8.45 
Ρ· 
.000 
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In text E, sentences (S) were significantly related to changes in reading 
times. Figure 7 displays mean values of reading times for the seven 
sentences in text E. This figure is also useful for further understanding of 
the subjects' reaction to sentence 5 in the experimental texts (Figures 3, 
4, 5,and 6) since it displays reading times for a text where no errors had 
been placed in sentence 5. 
FIGURE 7 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 - 7 IN 
TEXT E (NO ERRORS) 
• entance 
Reading times in text E started high -as in the АО, BO, CO and DO 
students in the other four texts-, to drop in sentences 2, 3 and 4, and 
increase again in sentences 5, 6, and 7. Thus, the opening effect is 
present, as well as an increase of reading times towards the end of the text, 
probably because the students were intensifying their search, expecting to 
find the error. Since they did not find it in sentence 5, it is possible that they 
kept slowing down in sentences 6 and 7 anticipating they would find it 
anytime. 
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6.2.3.2 Reading times in sentences 4 and 5 for the students who 
detected the error and for the students who did not detect It 
Now we need to focus on sentence 5 (error sentence). We considered 
convenient to carry out analyses of variance of reading times for sentences 
4 and 5 -where the error had been placed- to examine more directly if there 
were changes in reading time associated to encountering the error. 
Between-subjects differences will relate to the distinction between two 
groups of students: those who verbally reported the error and those who 
did not report the error (Part 1). A separate analysis of variance has been 
carried out for each text. In Tables 30 to 34, results for each text are 
presented. Averages can be read from Figures 3 to 7. 
TABLE 30 
ANALYSIS OF VARIANCE RESULTS: TEXT A. READING TIMES 
FOR SENTENCES 4 AND 5, BY VERBAL REPORT OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within groups 
MS 
1.86 
11.00 
27.45 
5.99 
3.27 
df 
1 
285 
1 
1 
285 
F 
17 
8.39 
1.83 
Ρ-
.681 
.004 
.177 
In this text, the difference in reading time for sentences 4 and 5 was not 
related to the students' success in reporting the error (D). It was significantly 
related to the two sentences (S). This difference in reading time between 
the two sentences was present in both groups: students took longer to read 
sentence 5 than sentence 4. This result points in the expected direction, 
that is, monitoring (enlarging) of reading time when noticing an error (5th 
sentence). It would seem, however, that this does not follow completely 
our initial hypotheses since the group that did not report the error also 
increased reading time in sentence 5. But if we examine what happened 
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after sentence 5, we will find that reading time for sentence 6 dropped in 
the A1 group whereas it kept increasing in the АО group. This additional 
information may be interpreted as consistent with our expectations. We 
had expected that only the group reporting the error would show monitoring 
of reading time upon finding the error. Examination of sentences 4,5 and 
6 provide results in the line of our hypotheses. 
TABLE 31 
ANALYSIS OF VARIANCE RESULTS: TEXT B. READING TIMES 
FOR SENTENCES 4 AND 5, BY VERBAL REPORT OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within groups 
MS 
25.69 
15.75 
152.78 
8.56 
3.85 
df 
1 
285 
1 
1 
285 
F 
1.63 
39.66 
2.22 
Ρ 
.203 
.000 
.137 
As in text A, success or lack of success in verbal report of error detection 
(D) in text В was not a significant source of variation in reading times for 
sentences 4 and 5. Again as in text A, it did make a significant difference 
for the students to be reading one sentence or the other: they took a longer 
time to read sentence 5. This means that findings were partly consistent 
with expectations, that is, there was an increase in reading time for the 5th 
sentence, but the increase did not only happen in the group that reported 
the error but also in the group that failed to report it. Both groups dropped 
their reading time in sentences 6 and 7. 
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TABLE 32 
ANALYSIS OF VARIANCE RESULTS: TEXT С READING TIMES 
FOR SENTENCES 4 AND 5, BY VERBAL REPORT OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within groups 
MS 
91.74 
10.65 
6.41 
8.21 
3.46 
df 
1 
285 
1 
1 
285 
F 
8.62 
1.85 
2.37 
Ρ-
004 
.174 
.125 
In contrast with texts A and B, in text C, success or lack of success in 
reporting the error was important (D). Though the interaction effect (DxS) 
is not signicant at the 5% level, it can be seen from figure 9 that students 
who did detect the error (CO) showed a small decrease in reading time, 
while students who detected the error showed an increase. This result is 
in line with our expectations. 
TABLE 33 
ANALYSIS OF VARIANCE RESULTS: TEXT D. READING TIMES 
FOR SENTENCES 4 AND 5, BY VERBAL REPORT OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Detection (D) 
Subjects within groups 
Within-subjects 
Sentences (S) 
DxS 
SxSubjects within groups 
MS 
80.73 
11.82 
64.36 
.41 
4.08 
df 
1 
285 
1 
1 
285 
F 
6.83 
15.76 
.10 
Ρ-
.009 
.000 
.752 
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In text D, as in text C, the distinction (D) between the two groups of 
students -those who reported the error (D1 ) and those who did not (D0)-
was important. Reading times for sentences 4 and 5 were different in each 
group, as Figure 10 shows. As in texts A and B, it was also significant to 
be reading sentence 4 or sentence 5 (S), since reading time for the latter 
was longer. 
Table 34 presents results for text E (intact text, no errors). 
TABLE 34 
ANALYSIS OF VARIANCE RESULTS: TEXT E. READING TIMES 
FOR SENTENCES 4 AND 5 
Sources of variation 
Within-subjects 
Sentences (S) 
SxSubjects within groups 
MS 
11.15 
3.03 
df 
1 
286 
F 
3.68 
Ρ-
0.56 
In text E, reading times for sentences 4 and 5 were not significantly 
different. This means that the students did not enlarge their on-line reading 
time in sentence 5. Though the difference between sentence 4 and 5 is not 
significant, figure 7 shows hat differences between sentences cannot be 
neglected. Figure 7 makes clear that, in absence of errors, reading times 
can not be considered stable over sentences. 
6.2.4 Summary and comments 
In all of the sentences in each text -with the exception of text A-, the 
reading times of the students who failed to verbally report the error tended 
to be considerably larger than those of the students who were successful 
in reporting the error. This finding suggests a relationship between verbal 
report of detection and averaged reading times across sentences. That is, 
the students who successfully reported having detected the error were 
also faster readers. 
As an exception, text A (Dolphins) -with the spatial falsehood, the error 
most often reported- mostly yielded similar reading times for students who 
reported the error and those who did not. Thus, it seems that this text was 
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read faster than the other texts by the students who did not detect the error. 
This might have been due to the fact that the theme (dolphins) may have 
been more attractive; it is also possible that the information provided was 
not completely new or added little to what was known so the text was 
predictable and easier to read. Thus, the decoding may have been faster. 
These may also have been some of the factors bringing about higher 
success in reporting the error included in text A, as reported in Part 1. 
A main contrast between the group of students who reported the error 
and the group of students who did not report it involved reading time for 
sentence 1. A kind of "opening" effect of considerable large on-line reading 
time was evident for the latter group in all texts. The group who reported 
the error showed a very mild opening effect (larger on-line reading time) 
only in texts В and D (logical errors). This result suggests a second 
relationship between verbal report of error detection and reading times. In 
other words, the students who failed to report error detection, consistently 
showed much larger reading times for the first sentence in the text both in 
comparison with their own reading times for the remainder of the sentences 
and in comparison with the other group's reading time for sentence 1. 
Reading times also varied across sentences 1 - 7 in the different texts. 
These variations seemed to be mostly related to sentence 5 in the group 
of students who verbally reported the error and to sentences 1 and 5 in the 
group who did not. Thus, upon encountering the 5th sentence with a logical 
error in texts В ("Starfish" - logical falsehood) and D ("Gorillas" - logical 
inconsistency), both groups of students increased their reading times 
which after that dropped. These changes followed partly our expectations, 
since we had hypothesized an increase but only in the group reporting the 
error, not in the one that failed to report it. In contrast, with the spatial errors 
in texts A ("Dolphins" - spatial falsehood) and С ("Camels" - spatial 
inconsistency) results were more consistent with our expectations. Only 
the group that detected the error showed an increase in reading time in 
sentence 5, which was followed by a decrease. A decrease or drop in 
reading time after the 5th sentence shows in both groups in text В and D. 
A drop after the 5th sentence is shown in one group in text С The largest 
increase in reading time for sentence 5 was found in text B, which included 
the logical inconsistency, the error least often reported. As described in 
Part 1, this text's 5th sentence apparently included a word the children 
were not familiar with which may have made the error report more 
complex. Thus, in the same way in which the error in text A became easier 
to report seeming to combine an internal and an external consistency 
breakdown in one error, the error in text В became more difficult to report 
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apparently due to the presence of two errors (lexical and logical false­
hood). It is also possible to question the nature of this error. Can we 
consider a logical falsehood plausible? If the mismatch relates to a 
relationship, is this relationship part of the students previous knowledge or 
is it to be infered from the text? 
The pattern of variations in reading times across sentences in Texts В 
and D -which included the logical falsehood and the logical inconsistency-
yielded similarities between the two groups of students, those who 
reported the error and those who did not report it. This may be taken to 
mean that the processing of the different sentences was similar. 
The text which was read faster by both groups was text A which 
involved the error most often detected. Text С was the text read faster by 
the group that detected the error. 
Results on text E indicate that the students kept enlarging their reading 
times beyond sentence 5. This may be interpreted as an indication of error-
search or error-expectation which continued after sentence 5 given that no 
error was found in it. This, then, is another evidence supporting the 
conclusion that the students tended to exhibit monitoring of reading time 
when encountering the error sentence in the experimental texts. 
Reading time for sentence 5 was larger than reading time for sentence 
4 in all texts. Only in text С (spatial inconsistency) the analysis of variance 
did not yield a significant effect for sentences. However, there was a small 
increase in text C, too. The group of students that reported the error 
exhibited an increase in all texts while the group that did not report the error 
presented it in texts A and В (falsehoods). Examination of reading times 
for sentences 6 and 7, suggests that the increase for sentence 5 in text A 
may have been of a different nature since reading time kept growing in 
sentence 6. Results on text E showed no significant effect of sentences. 
This was to be expected since this text did not include an error in sentence 
5. 
In the following Chapter 7, we report on results related to the independent 
variables type of school and gender. These results will help us understand 
differences among the various groups that made up the sample. 
7 
Effect of type of school, gender, and verbal 
reports 
7.1 Effect of type of school and gender on verbal reports of text error 
detection 
7.1.1 Introduction 
The large socioeconomic differences prevailing in Peru seem to bear a 
close relationship with the type of school children attend. To a certain 
extent, by knowing the socioeconomic characteristics of a family, one can 
anticipate which schools those parents will probably choose for their sons 
and daughters. Taking it to an extreme, one could say that the educational 
system mirrors the socioeconomic system within which the former exists. 
It is clear that private schools share a number of advantages: better 
equipment, large audiovisual facilities, libraries, high quality instructional 
materials and textbooks, intensive second language teaching, etc. One 
can especulate that teachers in private schools may have been selected 
with more astringent criteria, may exhibit better background information 
and may show a higher knowledge of the field they teach, since they have 
access to sources that keep them abreast of current developments in their 
fields. Finally, they may also come from middle-class groups, with overall 
higher educational levels. In general, small public schools may lie on the 
opposite end of the continuum, lacking almost everything but students. As 
a rule, when public school classrooms do have equipment, it consists of 
one chalkboard and old benches ordesks. Students' instructional materials 
and supplies -bought by the parents- consist of one reading textbook or 
one "encyclopedia" (i.e., textbook for all subject areas), a few notebooks, 
and pencils or pens. Most of the time, students attending these schools 
are not exposed to anything different than the textbook they bring and the 
teachers' knowledge and teaching skills. Public school teachers are poorly 
paid and do their job in the midst of frankly adverse human and physical 
conditions. Hence, it would be a distortion to treat the Peruvian school 
population as a homogeneous group, since the students not only exhibit 
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large socioeconomic differences but also completely different educational 
situations that stem from the type of school they attend. In order to 
understand better the results reported in Parts 1 and 2 of chapter 6, we 
have considered necessary to examine students' text evaluation taking 
into account the type of school they attend. In addition to this, we have 
included gender. 
In her exploration of sources on sex differences in reading achievement 
and presumed causes, Taylor Holbrook (1988) describes reading research 
which concludes that girls read better than boys. The pattern would not be 
new nor confined to the U.S.; she explains that in Canada, France, and 
other non-English speaking countries, the conclusion is the same: girls 
read better. We have approached the issue to analyze if this holds true for 
the type of population we worked with. There is no research in Peru 
regarding reading performance, habits, interests, etc. among boys and 
girls. In terms of the traditional social roles attributed to men and women 
in countries like Peru, education may be seen by the people as an 
opportunity that makes more sense for men than for women who are 
basically expected to have parental and domestic responsibilities. 
The research questions that have guided this part of the analysis are, 
hence, basically related to the effect of these two independent variables 
-type of school and gender- on the students' reports of error detection, as 
follows. 
(1 ) Are there differences in verbal report of error detection among children 
from different types of school and between genders? 
(2) Are there differences among children from different types of school and 
between genders in their reporting of types of errors? 
Following the findings of Thorne (1991) who described differences in 
decoding and reading comprehension scores between first grade students 
from private and public schools in Peru, our expectations were that large 
private schools would render significantly higher results in both dependent 
variables (number of errors reported and reports of types of errors). Finally, 
we anticipated that boys would probably have better scores than girls. 
7.1.2 Analysis: 
The data analysis has been divided into two parts. In the first part, two-
way analyses of variance are used to determine the effect of type of school 
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and gender on number of errors reported after the first reading, and after 
the first and the second readings. In the second part, a multivariate 
approach for repeated measures designs is utilized to analyze reports of 
types of errors. Mean values and visual displays are included to examine 
direction of differences.One student was not included in this part of the 
analysis. The sample size was 287. 
7.1.3 Results 
7.1.3.1 Effect of type of school and gender on number of errors 
reported 
Table 35 presents the results of a two-way analysis of variance using 
type of school and gender as independent variables and the number of 
errors reported after the first reading -ranging from 0 to 4- as the 
dependent variable. 
TABLE 35 
ANALYSIS OF VARIANCE RESULTS: NUMBER OF ERRORS 
REPORTED AFTER THE FIRST READING EXPLAINED BY TYPE 
OF SCHOOL AND GENDER 
Source of variation MS df F ρ 
Type of School 62.608 2 60.270 0.000 
Gender .031 1 .030 0.862 
Type School by Gender 7.037 2 6.809 0.001 
Residual 1.039 282 
Type of school had a significant main effect on number of errors 
reported, indicating that the students' success varied with the type of 
school they came from. The interaction between type of school and gender 
suggests that differences in verbal reports associated with type of school 
were not the same for boys and for girls. 
To elaborate further on these results and determine the direction of the 
differences between boys and girls in the three types of school, we present 
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Figure 8 which shows mean values for the six combinations of type of 
school and gender. Each cell contains 48 subjects. 
FIGURE 8 
MEAN VALUES OF NUMBER OF ERRORS REPORTED AFTER THE 
FIRST READING BY TYPE OF SCHOOL AND GENDER 
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Children in large private schools (type III) reported more errors than 
children from small private schools (type II) and from small public schools 
(type I), and children from the small private schools also reported more 
errors than those from public schools. A one-way analysis of variance with 
contrasts carried out on these differences yielded significant results (at .05 
level). These findings are consistent with those reported by Thorne (1991 ) 
who described that the first grade children from private schools in her 
sample performed significantly better than children from public schools in 
the decoding and reading comprehension tests she devised. 
The interaction between type of school and gender can be observed in 
the difference in mean values for boys and girls: in type I and type II 
schools, boys have higher mean values than girls, whereas in type III 
— ι 
girls joys 
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schools the difference follows the opposite direction. Girls from large 
private schools reported more errors than boys from large private schools. 
These results are also consistent with Thome's (1991 ) findings related to 
significant gender differences in her reading comprehension test. In public 
schools, boys had higher scores than girls. The opposite was true in private 
schools. Girls scored better in reading comprehension than boys. These 
differences may be partly explained by gender roles in Peru which limit 
girls' educational opportunities because of domestic or parenting needs. 
Female illiteracy in Peru is strikingly large compared to male illiteracy. This 
specific interaction between type of school and gender lets us know that 
school achievement differences between lower income boys and girls start 
as early as first grade, and the pattern appears to continue in the upper 
elementary grades. Results from large private schools are consistent with 
findings in other South American countries (Thorne, 1991) and in 
developed countries as well (Taylor Holbrook, 1988). 
An additional aspect to mention relates to the results of the students 
from type II schools -small private- which may be regarded as coming from 
families of middle income. It is interesting to note that in this group, as in 
the group of lower income, boys also obtain a higher number of reports 
than girls. Middle class groups in Peru may see education as a main 
channel for upward social mobility and men are expected to lead this 
mobility and support their families economically. Hence, it is possible that 
gender roles in this group may also produce a difference. 
The students who failed to report the error after the first reading were 
given a second opportunity to read the text and report the error. Thus, it is 
important to examine now variations in reports yielded when considering 
the two readings together. Results of a two-way analysis of variance using 
type of school and gender as independent variables and the number of 
errors reported after the first and the second readings -ranging from 0 to 
4- as the dependent variable, are displayed in Table 36. 
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TABLE 36 
ANALYSIS OF VARIANCE RESULTS: NUMBER OF ERRORS RE-
PORTED AFTER THE FIRST AND THE SECOND READINGS EX-
PLAINED BY TYPE OF SCHOOL AND GENDER 
Source of variation MS df 
Type of School 93.295 2 85.333 0.000 
Gender .785 1 .715 0.399 
Type School by Gender 2.948 2 2.696 0.069 
Residual 1.093 282 
Differences in error detection reports after the first and the second 
readings exhibit the main effect of type of school. Similarly to findings 
shown in Table 35 (first reading), the students' number of reports after the 
first and the second readings varied with the school they came from. The 
direction of these differences can be observed in Figure 9 which depicts 
mean values for the six combinations of type of school and gender. Each 
cell has 48 subjects. 
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FIGURE 9 
MEAN VALUE OF NUMBER OF ERRORS REPORTED AFTER THE 
FIRST AND THE SECOND READINGS BY TYPE OF SCHOOL AND 
GENDER 
boys girls 
gender 
Again, students from type III schools reported more errors than those 
from type II and type III schools; students from type II schools performed 
better than those from type I schools. The one-way analysis of variance 
with contrasts on these differences among schools, yielded significant 
results. 
The absence of a significant interaction effect between type of school 
and gender does not mean that relevant differences did not exist. As this 
figure shows, gender differences, though not significant, followed the 
same trend found for reports after the first reading (Figure 8): boys had 
more detection reports than girls in type I and type II schools, while the 
opposite happened in type III schools. Since the differences were not as 
large as those found after the first reading, it may seem that the boys 
improved with the second reading. The fact, however, that the second 
reading was given on the basis of success after the first reading and that 
there was a ceiling score (4) limited the girls' chances of enlarging further 
their scores. This questions the possibility that boys may have improved 
more than girls in their verbal reports with the second reading. Besides, the 
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improvement in the number of errors reported by the girls in schools I and 
II, shows that not only the boys increased their scores. 
7.1.3.2 Effect of type of school and gender on detection reports of 
types of errors 
The previous analyses focused on the number of errors detected in the 
four texts. Now, we will look at the specific types of errors, -falsehoods and 
inconsistencies, spatial and logical errors-. Because we are interested in 
differences among specific types of errors, combined with possible dif-
ferences among school types and between genders, we performed an 
analysis of variance in which the types of errors were the repeated 
measures referring to the within-subjects variations, and type of school 
and gender referred to the between-subjects variations (Winer, 1971 ). To 
run this analysis we used the multivariate approach for repeated measures 
designs (SPSS, 1988). 
The results of the analysis of variance for detection reports after the first 
reading, are given in Table 37. The term "consistency" will be used to refer 
to falsehoods and inconsistencies, that is, errors that break external and 
internal consistency standards in the texts. The term "quality" will refer to 
the second type of errors, namely, spatial and logical errors, that is, errors 
which contradict concrete locations or inferences regarding cause-effect. 
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TABLE 37 
ANALYSIS OF VARIANCE RESULTS: DETECTION REPORTS OF 
CONSISTENCY AND QUALITY ERRORS AFTER THE FIRST 
READING EXPLAINED BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
TxG 
Sujects within-groups 
Within-subjects 
Consistency (C) 
TxC 
GxC 
TxGxC 
CxSubjects within groups 
Quality (Q) 
TxQ 
GxQ 
TxGxQ 
QxSubjects within groups 
CxQ 
TxCxQ 
GxCxQ 
TxGxCxQ 
CxQxSubjects within groups 
MS 
15.65 
01 
1.77 
.26 
.83 
1.07 
.38 
.10 
.16 
4.13 
.01 
.01 
.10 
.17 
3.90 
.02 
.01 
.10 
.16 
df 
2 
1 
2 
282 
1 
2 
1 
2 
282 
1 
2 
1 
2 
282 
1 
2 
1 
2 
282 
F 
60.27 
.03 
6.81 
5.32 
6.85 
2.44 
.61 
24.59 
.05 
.05 
.57 
24.63 
.10 
.05 
.64 
Ρ 
.000 
.862 
.001 
.022 
.001 
.119 
.541 
.000 
.955 
.829 
.564 
.000 
.901 
.834 
.527 
Reports of detection of types of errors were related to the main effect 
of type of school (T). Thus, the students' success with the different error 
types varied depending on the type of school they came from. The 
interaction between type of school and gender (TxG) indicates that boys' 
and girls' detection reports of the types of errors varied in the different types 
of schools. 
Differences in reports were significantly related to the type of "consis­
tency" error (C) the students encountered. This means that it made a 
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difference to be working either with falsehoods or with inconsistencies. 
The interaction between type of school and "consistency" (TxC) indicates 
that the difference in detection of "consistency" errors (falsehoods or 
inconsistencies) was not the same in the three school types. 
Differences were also significantly related to the "quality" of the error 
(Q) the students encountered. As with the "consistency" errors, this means 
that it made a difference for the students to be working with a spatial error 
or with a logical error. The interaction between "consistency" and "quality" 
(CxQ) indicates that detection of a type of "consistency" error varied 
depending on the "quality" it was combined with. 
Mean values of reports of the types of errors after the first reading are 
displayed in Table 38, which allows further examination of results. Each 
cell contains 48 students. 
TABLE 38 
MEAN VALUES OF DETECTION REPORTS OF CONSISTENCY 
AND QUALITY ERRORS AFTER THE FIRST READING BY TYPE OF 
SCHOOL AND GENDER 
Consistency 
Quality 
Type of 
School 
I 
II 
III 
Gender 
Boys 
Girls 
Boys 
Girls 
Boys 
Girls 
Falsehoods 
Spatial 
.40 
.23 
.50 
.48 
.60 
.67 
Logical 
.13 
.04 
.35 
.19 
.31 
.44 
Incoslstencies 
Spatial 
.08 
.06 
.33 
.23 
.48 
.67 
Logical 
.08 
.06 
.31 
.23 
.46 
.69 
Detection of all f our errors was higher in type 111 schools followed by type 
11 schools, with type I schools last (T). A one-way analysis of variance with 
contrasts was carried out to determine the significance of these differ-
ences. They were all found to be significant with the exception of one error 
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-logical falsehood-. School differences in detection of the logical falsehood 
were significant only when comparing type I and type II schools. 
The difference between boys and girls (TxG) in the different schools is 
found in the boys' better performance in type I and type II schools, while 
girls got the highest scores in type III schools. This is consistent with 
findings reported in the previous section (3.1.). Figure 10 features these 
differences. 
The effect of type of "consistency" error (C) can be observed in the 
differences in mean values for falsehoods and for inconsistencies. The 
mean values for falsehoods were almost always higher than those for 
inconsistencies. The interaction with type of school (CxT) is related to the 
opposite situation or the change in type III schools where the mean values 
for detection of inconsistencies tended to be higher than those for 
falsehoods. 
Figure 11 displays the mean values for the interaction between reports 
of "consistency" errors and type of school (CxT) which shows how 
falsehoods were more often reported in type I and type II schools, while 
schools, while in type III schools, inconsistencies were detected more 
often. These results may be understood in terms of the students in type III 
schools paying more attention to the logical aspects of the text when they 
read. Perhaps they cared less about errors related to spatial locations 
since the gist of the text was not affected. The effect of the "quality" of the 
error (Q) and its interaction with the type of "consistency" standard the error 
broke (CxQ), is evident in the higher number of reports for spatial errors 
compared to logical errors when the errors were falsehoods (breaking an 
external consistency standard). When the errors were inconsistencies 
(breaking an internal consistency standard) the situation changed: there 
were practically no differences between detection reports of spatial and 
logical errors. This is the way in which reports of consistency errors were 
affected by the quality assigned to them. These findings may be taken to 
mean, on the one hand, that detection of falsehoods was more easily 
reported when the falsehood referred to aspects such as concrete spatial 
locations (called "spatial" errors). The falsehood related to a logical 
relationship may not have been as easy to detect. On the other hand, when 
working with inconsistencies, using spatial locations or relationships did 
not make the reporting of easier or more difficult. The quality of the error 
did not have an impact on reporting of inconsistencies. Thus, it made a 
difference for the students to be working with a spatial falsehood than to 
be working with a logical falsehood; it did not make a difference to be 
working with a spatial inconsistency or a logical inconsistency. Figure 12 
shows this interaction between consistency and quality. 
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FIGURE 10 
DIFFERENCES IN ERROR REPORTS AFTER THE FIRST READING 
BETWEEN BOYS AND GIRLS IN EACH OF THE THREE TYPES OF 
SCHOOL 
type I 
type II 
type III 
boys girls 
gender 
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FIGURE 11 
REPORTS OF DETECTION OF CONSISTENCY ERRORS AFTER 
THE FIRST READING BY TYPE OF SCHOOL 
- o — Type I 
- · Type II 
- • Тур III 
Falsehoods Inconsistencies 
C o n s i s t e n c y 
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FIGURE 12 
DIFFERENCES IN DETECTION REPORTS OF TYPES OF ERROR 
AFTER THE FIRST READING OF THE TEXTS BY CONSISTENCY 
AND QUALITY (CxQ) 
Spatial 
Logical 
Falsehoods Inconsistencies 
C o n s i s t e n c y 
Now, we need to look at detection reports in terms of types of errors, 
considering the two readings together. Table 39 displays results of the 
analysis of variance for detection after the first and the second readings. 
The terms "consistency' and "quality" are used in the same way as in Table 
37 and 38. 
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TABLE 39 
ANALYSIS OF VARIANCE RESULTS: DETECTION REPORTS OF 
CONSISTENCY AND QUALITY ERRORS AFTER THE FIRST AND 
THE SECOND READINGS BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
TxG 
Sujects within-groups 
Within-subjects 
Consistency (C) 
TxC 
GxC 
TxGxC 
CxSubjects within groups 
Quality (Q) 
TxQ 
GxQ 
TxGxQ 
QxSubjects within groups 
CxQ 
TxCxQ 
GxCxQ 
TxGxCxQ 
CxQxSubjects within groups 
MS 
23.32 
.20 
.74 
.27 
.63 
.71 
.02 
.07 
.15 
5.42 
.04 
.73 
.05 
.15 
8.86 
.59 
.01 
.13 
.16 
df 
2 
1 
2 
282 
1 
2 
1 
2 
282 
1 
2 
1 
2 
282 
1 
2 
1 
2 
282 
F 
85.33 
.71 
2.70 
4.20 
4.71 
.14 
.45 
36.89 
.29 
4.97 
.36 
56.17 
3.74 
.05 
.81 
Ρ 
.000 
.399 
.069 
.041 
.010 
.705 
.635 
.000 
.749 
.027 
.698 
.000 
.025 
.824 
.446 
Results indicate that differences in reports of error types after the first 
and the second readings were related to the main effect of type of school 
(T). Thus, students' success in reporting the different error types varied 
depending on the type of school they came from. "Consistency" (C) of 
errors was significantly related to the students' success in reporting error 
detection, that is, students' detection varied depending on whether they 
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were presented with falsehoods or with inconsistencies. The interaction 
between type of school and "consistency" (TxC) errors indicates that the 
differences in detection reports due to be working either with falsehoods 
or with inconsistencies were not the same in all three types of school. 
"Quality" (Q) errors also yielded a significant impact on the students' 
variations, indicating that the "quality" of the error they encountered -
spatial or logical- produced changes in their detection reports. The 
interaction of gender with "quality" (GxQ) errors indicates that the effect of 
encountering a spatial error or a logical error was not the same for boys and 
for girls. 
The significant interaction between "consistency" and "quality" of the 
errors (CxQ) requires an elaboration on aspects which may have contributed 
to this interaction. It suggests that the children's detection of falsehoods 
and inconsistencies varied depending on whether these were spatial 
falsehood or logical falsehood, and spatial inconsistency or logical incon-
sistency. Considering the variety of falsehoods and inconsistencies that 
children may encounter in the texts they read in their daily life, this 
suggests that, it may not be appropriate to treat the falsehoods and the 
inconsistencies used in this study as two independent but internally 
equivalent sets of errors. It is clear from the work of Vosniadou et al. (1988) 
that familiarity (novelty of the information) is a variable which may produce 
heterogeneity among falsehoods. In addition to that, within a group of 
falsehoods, there may be a diversity of types or levels, for example in 
relation to the higher or lower thinking demands involved and expectations 
in terms of how much they affect the coherence or meaning of the text. This 
may be the case with the errors used in this study. The spatial falsehood 
may have been detected more often because it combined a concrete level 
(spatial location) with use of an external consistency standard (falsehood) 
and this made its presence more salient. Besides, since it did not affect the 
text's coherence or gist its incompatibility may have been more easily 
spotted. 
In Table 40, mean values of detection of the types of errors are 
presented. Each cell contains 48 subjects. 
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TABLE 40 
MEAN VALUES OF DETECTION OF CONSISTENCY AND QUALITY 
ERRORS AFTER THE FIRST AND SECOND READINGS OF THE 
TEXTS BY TYPE OF SCHOOL AND GENDER 
Consistency 
Quality 
Type of 
School 
I 
II 
II 
Gender 
Boys 
Girls 
Boys 
Girls 
Boys 
Girls 
Falsehoods 
Spatial 
.71 
.48 
.90 
.83 
.92 
.94 
Logical 
.23 
.21 
.56 
.48 
.62 
.79 
Incosistencies 
Spatial 
.29 
.19 
.65 
.54 
.87 
.90 
Logical 
.37 
.35 
.60 
.62 
.81 
.90 
These mean values indicate that the trend found in Table 38 (first 
reading) remained: type III schools were better at reporting all four errors, 
and type II schools were better than type I schools (T). Falsehoods were 
easier to report than inconsistencies in the three types of schools (C), but 
the difference between detection reports of falsehoods and inconsisten-
cies was not the same in all of them (CxT). Figure 13 depicts these 
differences related to the interaction between consistency and type of 
school. The variations related to the interaction between consistency and 
quality (CxQ) are displayed in Figure 14. 
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FIGURE 13 
DIFFERENCES IN DETECTION OF TYPES OF ERRORS AFTER 
THE FIRST AND SECOND READINGS OF THE TEXTS EXPLAINED 
BY CONSISTENCY AND TYPE OF SCHOOL 
- a Type I 
- · Type II 
- a Typo III 
Falsehoods Inconsistencies 
C o n s i s t e n c y 
FIGURE 14 
DIFFERENCES IN DETECTION REPORTS OF TYPES OF ERRORS 
AFTER THE FIRST AND SECOND READINGS OF THE TEXTS 
EXPLAINED BY CONSISTENCY AND QUALITY 
- a Spaia i 
- · Logical 
Falsehoods Inconsistencies 
C o n s i s t e n c y 
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7.1.4 Summary and coments 
Analysis of the effect of type of school and gender on the number of 
errors reported consistently show that after the first reading, the number 
of reports varied with type of school. Children in large private schools (type 
III) reported more errors than children in small private schools (type II) and 
in small public schools (type I), and children from small private schools also 
reported more errors than those of small public schools. Boys in the small 
private and public schools reported more errors than girls, but girls in the 
large private schools gave more reports than the boys in their schools. 
These results are consistent with findings reported by Thome (1991 ) in her 
samples of first grade students from private and public schools. 
When including error reports after the second reading, type of school 
continued to be a main source of variation. Though not significant, relevant 
gender differences continued to exist. 
In addition to number of erros we have examined the effect of type of 
school and gender on reports of types of errors. After the first reading the 
students' success in relation to the different kinds of errors varied depend-
ing on the type of school they came from. Boys' and girls' reports of types 
of errors were different in the types of schools; mean values suggest that 
girls in type III schools may have tended to report more the logical 
inconsistency than the logical falsehood. In general, it seemed to make a 
difference for the students to be working with falsehoods or with inconsis-
tencies (consistency errors). The difference in detection reports of these 
two consistency errors, however, was not the same in the three types of 
school. Falsehoods were more often reported in type I and type 11 schools, 
while in type III schools, inconsistencies were reported more often. Since 
they reported more the latter, type III school students seemed more 
involved with the internal consistency of the text. In addition to consistency, 
the quality of the error (spatial or logical) also made a difference but its 
effect was related to the combination with consistency standard violated. 
Thus, there was a larger number of reports of spatial errors compared to 
logical errors, when the errors were also falsehoods (breaking an external 
consistency standard). When the errors were not falsehoods but inconsis-
tencies (breaking an internal consistency standard) there were almost no 
differences between number of reports of spatial errors and number of 
reports of logical errors. 
After the first and the second readings, type of school continued to have 
a main effect over reports of kinds of errors. The consistency standard the 
error violated also had a main effect. Detection reports of the falsehoods 
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and inconsistencies were not the same in the different schools. Detection 
reports also depended on whether the errors were spatial or logical; these 
two types of errors were not similarly reported by boys and girls. Again, the 
type of consistency standard violated interacted with the quality of the 
error. Falsehoods were easier to report than inconsistencies in the three 
types of school, but the difference between them was not the same. 
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7.2 Effect of type of school, gender, and verbal reports of error 
detection on on-line reading times 
7.2.1 Introduction 
This part reports results on another aspect of the effect of the indepen-
dent variables type of school and gender. In part 1 of the present chapter 
we centered the analyses on the examination of effects on verbal reports 
of error detection which was one of the two measures we used to assess 
the students' text evaluation and cognitive monitoring. In this part 2, we will 
move on to the second dependent variable, namely, the performance 
measure, which involves changes in the reading time per line or sentence. 
Our purpose now is to analyze the effect of type of school and gender on 
modifications of on-line reading times. Examination of the effect of verbal 
reports of error detection will be included. Thus, our research questions 
are the following: 
(1 ) Are there differences among children of the different types of schools 
and between genders in reading time for sentences 1-7 in the texts? 
(2) Are there differences in reading times for the 5th or error sentence? 
(3) Are these differences related to success or lack of success in error 
reporting? 
On the basis of Thome's (1991) results, we expected type III schools 
to have a faster reading time due to their better or faster decoding. We also 
expected reading time to slow down in the 5th sentence, especially in type 
III schools. We had no specific expectations regarding gender differences; 
we anticipated that children successful in error detection report would 
exhibit larger reading times for the 5th sentence. 
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7.2.2 Analysis 
The analysis has been divided in two parts. In the first part we focus on 
variations in reading time across sentences 1-7 in each text. Then we 
proceed to study variations in reading times for sentences 4 and 5 (target 
sentence). This will allow an approach to increases or modifications in on­
line reading time shown upon encountering the error. 
7.2.3 Results 
7.2.3.1 Effect of type of school and gender on reading time across 
sentences 
To examine the effect of type of school and gender on reading times for 
each sentence in the texts, Tables 41, 42, 43, 44 and 45 present results 
of an analysis of variance for each experimental text (A.B.C and D) and for 
the text with no errors (E). Between-subjects differences refer to type of 
school and gender; within-subjects differences refer to the effect of the 
individual sentences. 
TABLE 41 
ANALYSIS OF VARIANCE RESULTS: TEXT A. READING TIMES 
FOR SENTENCES 1 - 7, EXPLAINED BY TYPE OF SCHOOL AND 
GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentencCo 
SxSubjects within groups 
MS 
759.33 
2.10 
2.78 
23.67 
11.76 
12.76 
4.96 
2.62 
3.35 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1686 
F 
32.08 
.09 
.12 
3.51 
3.81 
1.48 
.78 
Ρ 
.000 
.766 
.889 
.002 
.000 
.181 
.669 
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The main effects of type of school (T) and sentences (S) let us know that 
there were variations significantly related to the school the children came 
from and to the specific sentence involved. These effects interacted (TxG), 
so in each school, the impact of the sentences was different. To examine 
these results, Figure 15 depicts mean values for each of the seven 
sentences in text A in the three types of school. 
FIGURE 15 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 - 7 IN 
TEXT A BY TYPE OF SCHOOL 
•o A type I 
-· A type II 
-a A lype III 
0 1 2 3 4 5 6 7 8 
• enteric« 
School type I exhibited much longer reading times for all sentences, 
especially for the first one ("opening effect", see Part 2). Reading times in 
the other two types of school were shorter. Type III schools exhibited the 
shortest reading times among the three types of school, but the difference 
with type II schools was small. Type II schools mostly had consistent 
reading times for the first four sentences (no opening effect in sentence 1 ), 
increasing reading time in the 5th sentence and dropping it in sentences 
6 and 7. In contrast with the students in type I and type II schools, type III 
students read sentence 1 very fast. This could be considered as an 
"opening effect" too, but in a direction that is the opposite of the one 
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exhibited by students in type I schools. Type III schools had consistent 
reading times for sentences 2 -4. In sentence 5 they increased slightly their 
reading time and in sentences 6 and 7 they went back to their previous 
reading time. Thus, beginning in sentence 2, the pattern of modifications 
of reading times in type II and type III schools was similar. Type I schools 
were different in two aspects: in terms of the direction of the opening effect, 
and in the increased reading time in sentence 6. They resembled the other 
two types of school In the consistent reading times for sentences 2-4, and 
in the increased time for sentence 5. 
TABLE 42 
ANALYSIS OF VARIANCE RESULTS: TEXT B. READING TIMES 
FOR SENTENCES 1 - 7 IN BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
TxGxS 
SxSubjects within groups 
MS 
1059.71 
4.37 
14.95 
26.68 
92.34 
40.31 
4.33 
4.96 
4.05 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1686 
F 
39.71 
.16 
.56 
22.80 
9.95 
1.07 
1.22 
Ρ 
.000 
.686 
.572 
.000 
.000 
.380 
.260 
As in text A, in text В results yielded a main effect for type of school (T) 
and sentences (S) and for the interaction between them (TxS). In Figure 
19, the mean values of reading times for the seven sentences in text В in 
each of the three types of school are displayed. 
Effect of type of school 137 
FIGURE 16 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 - 7 IN 
TEXT В BY TYPE OF SCHOOL 
sentence 
As in text A, in text В type I schools exhibited the longest reading times 
for all seven sentences, and type III schools, the shortest reading times. 
Type II schools stayed in the middle -between type I's and type Ill's reading 
times-, but not as close to type III as in text A. Type I schools showed a very 
large reading time for sentence 1 ; type II schools showed a reading time 
in the same direction but less marked; type III schools tended to have 
reading times in the opposite direction. Thus, reading time for sentence 1 
would again reflect an "opening effect" which was different in each type of 
school. However, all three school types had a similar pattern of modifications 
of their reading times in sentences 2-6. This pattern consisted of a gradual 
increase in sentences 2,3 and 4, a larger increase in the 5th sentence, and 
a decrease in sentence 6. The reaction to the 5th sentence (target 
sentence) was more evident in type II schools. Thus, the main effect of 
sentences (S) appears to have been mainly related to sentence 1 and 
sentence 5. 
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TABLE 43 
ANALYSIS OF VARIANCE RESULTS: TEXT С READING TIMES 
FOR SENTENCES 1 - 7, BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
912.86 
1.93 
6.45 
24.20 
49.43 
36.46 
2.31 
2.97 
3.63 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1686 
F 
37.73 
.08 
.27 
13.63 
10.06 
.64 
82 
Ρ 
.000 
.778 
.766 
.000 
.000 
.700 
.631 
As in the previous two texts, in this text С type of school (T) and 
sentences (S) had a significant main effect on variations in reading times. 
The interaction between them (TxS) indicates that the modifications for 
each sentence were relative to the type of school. Figure 17 displays the 
mean values of reading times for each sentence in text С in each type of 
school. 
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FIGURE 17 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 - 7 IN 
TEXT С BY TYPE OF SCHOOL 
С іур I 
С іур II 
С іур III 
s e n t e n c e 
Again, type I schools exhibit the longest reading times for all sentences, 
while type III schools exhibit the shortest ones, and type II schools stay in 
the middle. Reading times for sentencel continue to be markedly different 
in the three types of school: each of them shows a specific opening effect. 
Type I read sentence 1 very slowly, type II read it slower than the rest of 
the sentences, and type III read it faster. The pattern of modifications of 
reading times in sentences 2 - 7 tended to be similar in type II and type III 
schools. Type I schools showed a different pattern: reading times for 
sentences 3 and 4 exhibited a clear increase, while in sentence 5 reading 
time did not increase, but on the contrary, it dropped slightly to increase 
again in sentence 6. 
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TABLE 44 
ANALYSIS OF VARIANCE RESULTS: TEXT D. READING TIMES 
FOR SENTENCES 1 - 7, BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
TxGxS 
SxSubjects within groups 
MS 
1287.65 
.75 
3.42 
23.96 
47.73 
46.53 
6.97 
3.21 
4.32 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1686 
F 
53.75 
.03 
.14 
11.05 
10.77 
1.61 
.74 
Ρ 
.000 
.860 
.867 
.000 
.000 
.139 
.709 
Results yielded for text D -the last of the four experimental texts- are 
consistent with those already described for texts A, B, and С (Tables 50, 
51 and 52). Reading times were different in the three types of school (T), 
and different for the seven sentences (S) in the text. The interaction 
between type of school and sentences (TxS) indicates that reading times 
for the different sentences varied in the three types of school. Figure 18 
presents the mean values of reading times for each sentence in text D in 
the three types of school. 
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FIGURE 18 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 
TEXT D, BY TYPE OF SCHOOL 
7 IN 
D type I 
D type II 
D type III 
In text D, differences in reading times among schools are consistent 
with those found for the three previous texts. This time, type II schools are 
close to type III schools in their reading times, though not as close as in text 
A. The "opening effect" is present, again in a different way in each type of 
school. More so, each school type seems to present peculiar modifications 
of reading times through the text. Type I schools changed the gradually 
increasing curve we had seen in previous texts by dropping reading time 
in sentence 4. Type II schools followed the pattern, but changed it slightly 
in sentence 4, and very clearly in sentence 6, since instead of a drop in 
time, there was an increase. Type III schools also reacted to sentence 4 
decreasing reading time. 
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TABLE 45 
ANALYSIS OF VARIANCE RESULTS: TEXT E. READING TIMES 
FOR SENTENCES 1 - 7, BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
1086.38 
.26 
1.56 
27.58 
37.09 
32.35 
6.45 
5.65 
4.17 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1682 
F 
39.38 
.01 
.06 
8.89 
7.76 
1.55 
1.35 
Ρ 
.000 
.923 
.945 
.000 
.000 
.159 
.182 
Results for text E are consistent with those obtained in the experimental 
texts, that is, the were the main effects of type of school (T) and sentences 
(S), and the interaction between them (TxS). In Figure 22, the mean values 
of reading times for text E's sentences in each type of school are shown. 
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FIGURE 19 
MEAN VALUES OF READING TIMES FOR SENTENCES 1 - 7 IN 
TEXT E BY TYPE OF SCHOOL 
E Іур I 
E type II 
E type III 
sentence 
Type I schools had the longest reading times for all sentences, while 
type III had the shortest, and type II stayed in the middle but closer to type 
III schools. The "opening effect" was present again differently in each type 
of school. All schools had a similar pattern of modification in sentences 4, 
5 and 6. Type I and type III schools actually followed a similar pattern of 
modification in sentences 2- 7. Type II schools showed almost no varia­
tions in sentences 2 - 4 and, in general, less modifications than the other 
schools. 
In summary, results displayed in the tables yielded a significant main 
effect of type of school (T) in all five texts. Sentences (S) also rendered a 
significant main effect for all texts. Thus, on-line reading times were 
different in the three types of school, and they were also different for the 
seven sentences. The interaction between type of school and sentences 
(TxS) -also significant for the five texts- indicates that the differences in 
reading times for the seven sentences in each text varied depending on the 
type of school the students came from. 
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The previous analyses described findings related to all sentences in the 
texts, thus, the approach was global. Since the error was introduced in the 
5th sentence, it was important to examine modifications of reading times 
in sentence 5. To do this, we will now compare reading times for sentences 
4 and 5. In tables 46,47,48,49, and 50 results of the analyses of variance 
for the four experimental texts and the intact text, are presented. The 
effects of type of school, gender, and sentences are described. 
TABLE 46 
ANALYSIS OF VARIANCE RESULTS: TEXT A. READING TIME FOR 
SENTENCES 4 AND 5 BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender(G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
129.78 
6.97 
.38 
26.38 
.05 
9.10 1 
5.88 
3.26 
df 
2 
1 
2 
1 
2 
1 
2 
281 
F 
12.70 
.68 
.04 
8.08 
.02 
2.79 
1.80 
Ρ 
.000 
.409 
.964 
.005 
.983 
.096 
.167 
Type of school (T) and sentences (S) had a significant main effect on 
reading times. This means that reading times for sentences 4 and 5 were 
different in each school type and that reading times for sentences 4 and 
5 were not the same. In Figure 15 (pg. ), the mean values of reading times 
for these two sentences in text A show that reading time for sentence 5 was 
longer than reading time for sentence 4. 
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TABLE 47 
ANALYSIS OF VARIANCE RESULTS: TEXT B. READING TIME FOR 
SENTENCES 4 AND 5 IN BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
267.23 
7.77 
10.30 
14.06 
160.26 
3.08 
.58 
10.87 
3.84 
df 
2 
1 
2 
281 
1 
2 
1 
2 
281 
F 
19.00 
.55 
.73 
41.77 
.80 
.15 
2.83 
Ρ 
.000 
.458 
.482 
.000 
.449 
.697 
.060 
Main effects for text В are similar to those found for text A. As can be 
seen in Figure 16 (pg. ), the three school types increased considerably 
their reading times when encountering the target sentence (5), but type II 
had the largest increase. 
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TABLE 48 
ANALYSIS OF VARIANCE RESULTS: TEXT С READING TIME FOR 
SENTENCES 4 AND 5 BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender(G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
195.11 
4.95 
2.30 
9.70 
2.42 
7.78 
4.78 
1.58 
3.45 
df 
2 
1 
2 
281 
1 
2 
1 
2 
281 
F 
20.11 
.51 
.24 
.70 
2.25 
1.38 
.46 
Ρ 
.000 
.476 
.789 
.403 
.107 
.240 
.634 
In text C, only type of school (T) had a significant effect on reading times 
for sentences 4 and 5. Figure 17 (pg. ) shows how in type I schools the trend 
was the opposite of that exhibited by type II and type III schools. Instead 
of increasing reading times when moving from sentence 4 to 5, these 
students decreased their reading times. Though in type II and III schools 
there was the expected increase, it did not reach significance as a main 
effect. 
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TABLE 49 
ANALYSIS OF VARIANCE RESULTS: TEXT D. READING TIME FOR 
SENTENCES 4 AND 5 BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
301.85 
5.50 
4.74 
10.08 
70.80 
2.71 
.00 
1.07 
4.12 
df 
2 
1 
2 
281 
1 
2 
1 
2 
281 
F 
29.96 
.55 
.47 
17.20 
.66 
.00 
.26 
Ρ 
.000 
.461 
.625 
.000 
.519 
.995 
.771 
In text D we move back to the path traced by texts A and B, in which 
there was a main effect of type of school (T) and sentences (S), though 
there was no significant interaction between them. In Figure 18 (pg. ) it can 
be seen that in all three types of school there was an increase from 
sentence 4 to 5, but the change was more marked in type I schools, 
followed by type III. 
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TABLE 50 
ANALYSIS OF VARIANCE RESULTS: TEXT E. READING TIME FOR 
SENTENCES 4 AND 5 BY TYPE OF SCHOOL AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
200.38 
7.26 
7.27 
10.43 
2.94 
11.15 
.48 
11.72 
13.12 
df 
2 
1 
2 
281 
1 
2 
1 
2 
281 
F 
19.22 
.70 
.70 
3.79 
.16 
3.98 
4.46 
Ρ 
.000 
.405 
.499 
.053 
.849 
.047 
.012 
In text E, reading times had the main effect of type of school (T) only. 
In Figure 19 (pg. ) the differences can be appreciated: type II schools 
showed a more pronounced modification. All schools exhibited a tendency 
to increase reading times though there was no error in sentence 5. This can 
be better understood if we look at sentences 6 and 7. In type III and type 
I schools, reading times continue increasing as if the students continued 
searching for the error and expecting it anytime. Only in type II schools 
there was a drop after sentence 6, perhaps because they decided this text 
did not have an error so they started going back to their regular reading 
pace. 
7.2.3.2 Effect of type of school and gender on mean reading time 
for each sentence across texts 
The mean reading time for each sentence was calculated for all four 
experimental texts. These means were the dependent variable in the 
analysis of variance carried out to study the impact of type of school and 
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gender (between-subjects sources of variation), and sentences (within-
subjects sources of variation). Results are presented in Table 51. 
TABLE 51 
ANALYSIS OF VARIANCE RESULTS: MEAN READING TIME FOR 
SENTENCES 1 - 7 ACROSS TEXTS A,B,C,D BY TYPE OF SCHOOL 
AND GENDER 
Source of variation 
Between-subjects 
Type of school (T) 
Gender (G) 
TxG 
Subjects within groups 
Within-subjects 
Sentences (S) 
TxS 
GxS 
TxGxS 
SxSubjects within groups 
MS 
990.12 
2.10 
3.83 
20.60 
35.09 
29.16 
1.99 
1.28 
1.33 
df 
2 
1 
2 
281 
6 
12 
6 
12 
1686 
F 
48.07 
.10 
.19 
26.88 
21.85 
1.49 
.96 
Ρ 
.000 
.750 
.831 
.000 
.000 
.178 
.489 
Mean reading times had the significant main effect of type of school (T), 
which indicates that they varied in the three types of school. The significant 
main effect of sentences (S) indicates that means also varied depending 
on the sentence. Finally, the interaction (TxS) shows that reading time 
variations for the sentences were not the same in the different schools. 
Figure 20 displays the means for the seven sentences in the three types 
of school. 
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FIGURE 20 
MEAN READING TIMES FOR SENTENCES 1 - 7 ACROSS TEXTS 
(A,B,C,D) BY TYPE OF SCHOOL 
-о Mean type I 
- · Mean type II 
- • Mean type III 
sentenco 
It can be seen that each school had different reading times. The pattern 
of modifications of reading times across sentences, though, tended to be 
similar among the three types of school with the exception of sentence 1 
in which each school type had a different reaction. As a consequence, time 
modifications in sentence 2 were also different: type I and II schools 
decreased their reading times, while type III schools increased it. From 
sentence 3 - 7 the pattern became alike in the three types of school. 
Sentence 5 brought a second important modification, since the three types 
of school increased their times -type I schools had the smallest ¡ncrease-
. After sentence 5, the tendency in the three types of school was to 
decrease reading times as sentences 6 and 7 show. 
In order to examine if there was a significant change upon encountering 
the error sentence, we will focus now on sentences 4 and 5. Results of the 
analysis of variance carried out are displayed in Table 52. 
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TABLE 52 
ANALYSIS OF VARIANCE RESULTS: READING TIME FOR 
SENTENCES 4 AND 5 IN ALL FOUR TEXTS BY TYPE OF SCHOOL 
AND GENDER 
Sources of variation 
Between-subjects 
Type of school (T) 
Gender(G) 
Type SchoolxGender 
Subjects within groups 
Within-subjects 
Sentences (S) 
Type SchoolxSentences 
GenderxSentences 
Type SchoolxGenderxSentences 
SxSubjects within groups 
MS 
216.16 
1.39 
2.58 
7.65 
48.19 
.48 
1.22 
2.03 
1.01 
df 
2 
1 
2 
281 
1 
2 
1 
2 
281 
F 
28.26 
.18 
.34 
47.83 
.47 
1.22 
2.03 
Ρ 
.000 
.670 
.714 
.000 
.623 
.271 
.133 
These results show the main effect of type of school (T) and sentences 
(S). Figure 20 depicts these mean reading times for the four experimental 
texts. As mentioned previously in all three types of school there was a 
similar modification of reading times upon encountering the error sentence. 
Reading times increased and then dropped in sentences 6 and 7. In other 
words, there was an enlarged reading time for the target sentence 
compared to the sentence immediately before and immediately after it. 
7.2.3.3 Effect of type of school and gender on total reading time 
per text 
In order to gather additional information on differences assosiated to 
type of school and gender, we will next examine total reading times per 
text. In tables 53, 54, 55, 56 and 57, we present results of the analysis of 
variance for each text. 
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TABLE 53 
ANALYSIS OF VARIANCE RESULTS: TEXT A. TOTAL READING 
TIME BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Type of School (T) 
Gender (G) 
Type SchoolxGender 
Residual 
MS 
5316.372 
14.517 
19.437 
165.677 
TABLE 54 
df 
2 
1 
2 
281 
F 
32.089 
088 
.117 
Ρ 
.000 
767 
.889 
ANALYSIS OF VARIANCE RESULTS: TEXT B. TOTAL READING 
TIME BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Type of School (T) 
Gender (G) 
Type SchoolxGender 
Residual 
MS 
7419.130 
30.014 
104.637 
186.788 
TABLE 55 
df 
2 
1 
2 
281 
F 
39.719 
.161 
.560 
Ρ 
.000 
.689 
.572 
ANALYSIS OF VARIANCE RESULTS: TEXT С TOTAL READING 
TIME BY TYPE OF SCHOOL AND GENDER 
Source of variation MS df 
Type of School (T) 6390.185 2 37.730 .000 
Gender (G) 13.394 1 .079 .779 
Type SchoolxGender 45.149 2 .267 .766 
Residual 169.366 281 
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TABLE 56 
ANALYSIS OF VARIANCE RESULTS: TEXT D. TOTAL READING 
TIME BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Type of School (T) 
Gender (G) 
Type SchoolxGender 
Residual 
MS 
9015.007 
5.076 
23.907 
167.690 
TABLE 57 
df 
2 
1 
2 
281 
F 
53.760 
.030 
.143 
Ρ 
.000 
.862 
.867 
ANALYSIS OF VARIANCE RESULTS: TEXT E. TOTAL READING 
TIME BY TYPE OF SCHOOL AND GENDER 
Source of variation MS df 
Type of School (T) 7604.066 2 39.380 .000 
Gender (G) 1.843 1 .010 .922 
Type SchoolxGender 10.914 2 .057 .945 
Residual 193.093 281 
Results indicate the consistent and clear effect of type of school. It is 
interesting that despite gender differences found in Part 1 (number of 
verbal reports of error detection), there was no significant effect of gender 
on total reading times per text, and no interaction with type of school. 
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7.2.3.4 Effect of type of school and gender on total reading time 
across texts 
Table 58 depicts the effect of the two independent variables consider­
ing all texts. 
TABLE 58 
ANALYSIS OF VARIANCE RESULTS: TOTAL READING TIME IN 
ALL TEXTS BY TYPE OF SCHOOL AND GENDER 
Source of variation 
Type of School (T) 
Gender (G) 
Type SchoolxGender 
Residual 
MS 
6931.798 
14.443 
26.786 
144.194 
df 
2 
1 
2 
281 
F 
48.073 
.100 
.186 
Ρ 
.000 
.752 
.831 
Consistent with the previous tables, results confirm the strength of the 
effect of type of school. 
7.2.3.5 Reading times explained by type of school, gender and 
verbal report of error detection 
Now we will examine the effect of the two independent variables and 
of the verbal measure on variations in the on-line reading times. Results 
for each text are depicted in tables 59, 60, 61 and 62. 
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TABLE 59 
ANALYSIS OF VARIANCE RESULTS: TEXT A. DIFFERENCES IN 
READING TIMES IN SENTENCES 1-7 EXPLAINED BY TYPE OF 
SCHOOL, GENDER AND VERBAL REPORTS OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Type School (T) 
Gender (G) 
Detection (D) 
TxG 
TxD 
TxGxD 
Subjects between cells 
Within-subjects 
Sentences (S) 
TxS 
GxS 
DxS 
TxGxS 
TxDxS 
TxGxDxS 
Subjects within cells 
MS 
677.18 
.21 
25.04 
4.42 
6.92 
5.34 
23.87 
12.50 
10.31 
2.96 
4.07 
2.84 
1.98 
2.63 
3.36 
df 
2 
1 
1 
2 
2 
2 
275 
6 
12 
6 
6 
12 
12 
12 
1650 
F 
28.37 
.01 
1.05 
.19 
.29 
.22 
3.72 
3.07 
.88 
1.21 
.85 
.59 
.78 
Ρ 
.000 
.925 
.307 
.831 
.749 
.800 
.001 
.000 
.508 
.297 
.602 
.851 
.669 
On-line reading times in text A had the main effect of type of school (T) 
and of sentences (S), indicating -as was already explained in Part 4- that 
reading times varied with the type of school, and with the different 
sentences. The interaction between type of school and sentences (TxS) 
-also described in Part 4- relates to the fact that modifications in reading 
times for the different sentences varied in each type of school. There was 
no significant main effect or interaction involving verbal reports of error 
detection. This may be taken to mean that the children's success in the 
verbal measure had no relationship with modifications in reading times 
across sentences. This is consistent with findings reported previously. 
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TABLE 60 
ANALYSIS OF VARIANCE RESULTS: TEXT B. DIFFERENCES IN 
READING TIMES FOR SENTENCES 1 - 7 EXPLAINED BY TYPE OF 
SCHOOL, GENDER AND VERBAL REPORTS OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Type School (T) 
Gender (G) 
Detection (D) 
TxG 
TxD 
TxGxD 
Subjects between cells 
Within-subjects 
Sentences (S) 
TxS 
GxS 
DxS 
TxGxS 
TxDxS 
TxGxDxS 
MS 
384.56 
6.43 
28.34 
46.26 
18.68 
82.79 
26.63 
64.70 
16.16 
4.11 
9.06 
3.38 
4.77 
3.35 
df 
2 
1 
1 
2 
2 
2 
275 
6 
12 
6 
6 
12 
12 
12 
F 
14.44 
.24 
1.06 
1.74 
.70 
3.11 
15.99 
3.99 
1.02 
2.24 
.84 
1.18 
.83 
Ρ 
.000 
.624 
.303 
.178 
.497 
.046 
.000 
.000 
.413 
.037 
.614 
.292 
.621 
As in text A, in text B, on-line reading times had the main effect of type 
of school (T) and sentences (S). Several interactions were significant. As 
in text A, there was an interaction between type of school and sentences 
(TxS). Verbal reports of error detection interacted with sentences (DxS) 
indicating that the effect of having success with or failing in the verbal 
reports was not the same in the reading times of the different sentences. 
It may also mean that there was an effect on certain sentences and not in 
others. As has been described in Part 4, this interaction may reflect the 
differences in reading times for sentences 1 and 5. The interaction among 
type of school, gender and verbal reports of error detection (TxGxD) points 
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to the fact that in each type of school, boys' and girls' reading times were 
differentially affected by success in the verbal measure. 
TABLE 61 
ANALYSIS OF VARIANCE RESULTS: TEXT С DIFFERENCES IN 
READING TIMES FOR SENTENCES 1-7 EXPLAINED BY TYPE OF 
SCHOOL, GENDER AND VERBAL REPORTS OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Type School (T) 
Gender (G) 
Detection (D) 
TxG 
TxD 
TxGxD 
Subjects within cells 
Within-subjects 
Sentences (S) 
TxS 
GxS 
DxS 
TxGxS 
TxDxS 
TxGxDxS 
MS 
483.05 
.72 
.18 
2.19 
11.14 
12.63 
24.45 
26.85 
16.20 
6.91 
1.33 
7.75 
.83 
8.70 
df 
2 
1 
1 
2 
2 
2 
275 
6 
12 
6 
6 
12 
12 
12 
F 
19.76 
.03 
.01 
.09 
.46 
.52 
7.43 
4.48 
1.91 
.37 
2.14 
.23 
2.41 
Ρ 
.000 
.864 
.932 
.914 
.634 
.597 
.000 
.000 
.076 
.900 
.012 
.997 
.004 
In text C, the main effects of type of school (T) and of sentences (S) and 
the interaction between them (TxS) continued showing as in texts A and 
B. Text C, however, had two interactions which were not found for the 
previous texts: among type of school, gender and sentences (TxGxS), and 
among type of school, gender, verbal reports and sentences (TxGxDxS). 
The first interaction involved gender differences in reading times across 
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sentences 1 - 7, which varied in each type of school. The second one 
indicates that the effect of type of school and sentences was not the same 
for boys and girls, and that in these two gender groups reading times varied 
with success or lack of success in verbal reports of error detection. 
TABLE 62 
ANALYSIS OF VARIANCE REPORTS: TEXT D. DIFFERENCES IN 
READING TIMES FOR SENTENCES 1- 7 EXPLAINED BY TYPE OF 
SCHOOL, GENDER AND VERBAL REPORTS OF ERROR 
DETECTION 
Sources of variation 
Between-subjects 
Type School (T) 
Gender (G) 
Detection (D) 
TxG 
TxD 
TxGxD 
Subjects within cells 
Within-subjects 
Sentences (S) 
TxS 
GxS 
DxS 
TxGxS 
TxDxS 
TxGxDxS 
Subjects within cells 
MS 
392.54 
8.90 
15.82 
35.25 
26.30 
42.62 
23.60 
25.05 
15.96 
6.76 
4.30 
2.49 
3.64 
1.44 
4.35 
df 
2 
1 
1 
2 
2 
2 
275 
6 
12 
6 
6 
12 
12 
12 
1650 
F 
16.63 
.38 
.67 
1.49 
1.11 
1.81 
5.76 
3.67 
1.55 
.99 
.57 
.84 
.33 
Ρ 
.000 
.540 
.414 
.226 
.330 
.166 
.000 
.000 
.157 
.432 
.865 
.612 
.984 
Results for text D, repeat the main effects and interaction already 
mentioned for texts А, В and С (type of school -T-, sentences -S-, and the 
interaction between them -TxS). Verbal reports of error detection had no 
significant effects. This suggests that modifications of on-line reading 
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times in sentences 1 - 7 in text D were not related to the students' success 
or lack in verbal reporting. 
7.2.4 Summary and comments 
Analysis of the effect of type of school and gender on reading times 
across sentences indicate that in all five texts (experimental texts plus 
intact text) type of school had a significant main effect. Thus, students from 
large private schools (type III) had the shortest reading times across 
sentences 1 - 7 in all texts while students from small public schools (type 
I) had the largest reading times. Students from small private school s(type 
II) mostly exhibited reading times which remained in the middle -between 
the large private schools and the small public schools-, and at times 
showed reading times closer to those of the large private school students. 
The "opening effect" tended to be a specific reaction time to the first 
sentence in the text. Students from the small public schools had very large 
reading times for sentence 1, whereas students from the large private 
schools had the opposite opening effect, that is, they read the first 
sentence faster than the rest. Students from small private schools tended 
to have an opening effect similar to that of the public schools, but much less 
marked. 
The pattern of variations of reading times across sentences was 
sometimes similar among the three types of schools. In text A, for example, 
all of the schools variations were similar from sentences 2 - 4, while the 
small and the large private schools had similar patterns for sentences 2 -
7. In text B, all schools were alike in modifications of reading times for 
sentences 2 - 6. In text C, the small and the large private schools were 
similar across sentences 2 - 7, while the public schools followed a different 
pattern. In text D, sentence 4 created specific changes in all three types of 
schools. 
Findings also related to the effect of type of school and gender on 
reading time for sentences 4 and 5. When comparing reading times for 
these two sentences, it was possible to assess if there was an increase of 
reading time upon encountering the error. In texts A, B, and D, reading 
times for sentences 4 and 5 were not the same in each school type. With 
the exception of text C, reading time for sentence 5 in all three types of 
schools tended to be longer than reading time for sentence 4. 
Mean reading time for each sentence across texts varied with the type 
of school. Each type of school, in fact, had different mean reading times. 
The pattern of modifications across sentences, however, tended to be 
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similar among the three types of school. An exception to this was sentence 
1, in which each type of school had a specific reading time. Consequently, 
time modifications for sentence 2 were also different in each type of school. 
While the small public schools and the small private schools decreased 
reading time in sentence 2, the large private schools increased it. The 
pattern for the remaining of the sentences (3 - 7) became alike. In sentence 
5 (error sentence) all three types of school increased reading time, tending 
to decrease it afterwards. 
In terms of the effect of type of school and gender on mean reading time 
for sentences 4 and 5, in the three types of school there was a similar 
modification of reading time upon encountering the sentence 5 (error 
sentence). Reading time increased in comparison with that of sentence 4; 
in sentences 6 and 7 reading times tended to drop. This means that there 
was an enlarged reading time for the error sentence compared to the 
sentence immediately before and immediately after it. 
Results related to the effect of type of school and gender on total 
reading time per text and total reading time for all texts indicate the strong 
and clear main effect of type of school, while gender did no exhibit a 
significant effect or interaction with type of school. These findings contrast 
with those obtained in part 1 for number of detection reports in which 
specific gender effects were found. Given the results reported in part 1, it 
would have been reasonable to expect to find that in the small public and 
private schools boys were faster readers than girls or perhaps that they 
enlarged more their reading times in sentence 5. The opposite could have 
been expected from students in the large private schools. However, we 
have seen that this was not at all the case, and that differences in on-line 
and total reading times were not gender-related. 
Together with type of school and gender, we have also examined the 
effect of error detection reports on reading times. Results for text A 
(Dolphins - spatial falsehood) indicate that the students' success or lack of 
success in the verbal measure had no significant relationship with the 
performance measure or on-line reading times for sentences 1 - 7. This is 
not consistent with our initial expectations regarding the two measures, 
since we had the hypothesis that those students able to report the error 
would also show larger reading times for sentence 5 compared to reading 
times for sentences 4 and 6. As reported previously, both type of school 
and sentences, had a main effect over reading times and also interacted. 
In text В (Starfish - logical falsehood), verbal reports interacted with 
sentences, indicating that the effect of detection reports was not the same 
on the reading times of the different sentences. As other results have 
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shown (page 44), it is possible that the interaction effect was limited to 
some sentences such as sentences 1 and 5. Thus, it is not adequate to 
expect a main effect of verbal reports since, following our initial hypothesis, 
its effect should mainly show in sentence 5. It is interesting to note that the 
interaction among type of school, gender and error report was also 
significant. This interaction suggests that the three variables we have 
considered together in this part had a relative effect. Thus, we may 
conclude that in each type of school, success or lack of success in error 
report had a different impact on the reading times depending on the gender 
of the student. This is an important finding because it helps explain the 
apparent inconsistency between results reported in Part 2 and Part 4. That 
is, between the gender differences found for number of errors reported and 
the lack of gender differences found for on-line reading times. In other 
words, we may explain this discrepancy in terms of an interaction. Boys 
and girls did show differences in reading times. These variations were 
related to verbal reports but in a different way in each gender group, and 
in a different way in each type of school. 
In text С (Camels - spatial inconsistency) there were two interactions 
worth noting, apart from the main effects which have already been 
described (Part 4). The first one involved type of school, gender and 
sentences, indicating that there were genderdifferences in on-line reading 
times, but that these were notthe same in the three types of school and that 
they also varied in the different sentences. The second interaction adds 
error report. So, we are describing gender differences in each type of 
school that also varied in the different sentences and in terms of the child's 
success in verbal report. 
Finally, in text D (Gorillas - logical inconsistency), we went back to the 
situation found for text A. That is, that no significant main effect or 
interaction was found involving error detection report or gender. 
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7.3 Reading times by gender and verbal reports of error detection 
In the three types of school 
7.3.1 Introduction 
Results reported in parts 1 and 2 have given evidence of the strong and 
consistent effect of type of school on the performance measure or 
dependent variable on-line reading times. Gender, our second indepen-
dent variable, has not yielded results similarly consistent findings when 
analyzing its effect on number of errors reported and changes in on-line 
reading times. Gender differences were found for the former but not for the 
latter. Thus, it seemed convenient to examine more closely the effect of 
this variable and of error report in each type of school taken separately. In 
order to do this, in this part we will proceed to examine the effect of gender 
and error report on modifications of on-line reading times across sentences 
in each text. 
7.3.2 Analysis 
Analyses of variance were carried out to assess between-groups and 
within-subjects variations. Between groups diffeences will be referred to 
gender and to success or lack of success in error detection. Within-
subjects differences will refer to 
variations across sentences. 
7.3.3 Results 
Results yielded by the analyses of variance will be presented in four 
groups of tables. Each group will depict findings for one of the experimental 
texts. Thus, tables 63,64 and 65 list results of the analyses of variance for 
text A in schoool types I, II and III, respectively. 
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TABLE 63 
ANALYSIS OF VARIANCE: TEXT A. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE I 
Sources of variation 
Between-subjects 
Gender(G) 
Reports (D) 
GxD 
Within-cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
7.85 
.59 
28.83 
27.87 
10.98 
1.68 
4.01 
3.87 
4.77 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.28 
.02 
1.03 
2.31 
.35 
.84 
.81 
Ρ 
.597 
.885 
.312 
.033 
.998 
.536 
.559 
TABLE 64 
ANALYSIS OF VARIANCE: TEXT A. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE II 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
6.71 
20.42 
17.17 
28.04 
6.54 
2.33 
2.37 
3.04 
3.14 
df 
1 
1 
1 
91 
6 
6 
6 
6 
546 
F 
.24 
.73 
.61 
2.08 
.74 
.76 
.97 
Ρ 
.626 
.396 
.436 
.054 
.615 
.605 
.447 
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TABLE 65 
ANALYSIS OF VARIANCE: TEXT A. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE III 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
.32 
19.74 
.60 
15.73 
14.98 
4.81 
1.71 
2.72 
2.19 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.02 
1.25 
.04 
6.85 
2.20 
.78 
1.24 
Ρ 
.888 
.266 
.845 
.000 
.042 
.585 
.282 
In the three types of school sentences (S) had a significant main effect 
over on-line reading times. This means that in the three schools students 
exhibited modifications of reading times across sentences in text A. Only 
in type III schools these modifications were also related to gender (SxG). 
Now we will report results rendered by tables related to text B. Tables 
66, 67 and 68 present results of the analyses of variance of text В in the 
three types of school. 
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TABLE 66 
ANALYSIS OF VARIANCE: TEXT B. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE I 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
27.31 
33.15 
49.23 
35.61 
25.13 
2.10 
8.54 
5.27 
6.34 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.77 
.93 
1.38 
3.97 
.33 
1.35 
.83 
Ρ 
.383 
.337 
.243 
.001 
.921 
.234 
.546 
TABLE 67 
ANALYSIS OF VARIANCE: TEXT B. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE II 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
46.93 
1.66 
39.39 
28.65 
28.07 
.52 
.97 
1.80 
3.50 
df 
1 
1 
1 
91 
6 
6 
6 
6 
546 
F 
1.64 
.06 
1.37 
8.02 
.15 
.28 
.51 
Ρ 
.204 
.810 
.244 
.000 
.989 
.947 
.798 
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TABLE 68 
ANALYSIS OF VARIANCE: TEXT B. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE III 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
.26 
3.69 
77.59 
15.65 
28.27 
2.39 
2.57 
2.38 
2.29 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.02 
.24 
4.96 
12.32 
1.04 
1.12 
1.04 
Ρ 
.897 
.629 
.028 
.000 
.397 
.350 
.401 
In the three types of school, reading times across sentences for text В 
had the main effect of sentences(S). In school type III again, there was a 
difference since there was an interaction between gender and error report 
(GxD). This is an interesting finding in line with findings in type III schools 
for text A. 
Findings rendered by the analyses of variance of text С are presented 
in tables 69, 70 and 71 again separately for each type of school. 
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TABLE 69 
ANALYSIS OF VARIANCE: TEXT С READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE I 
Sources of variation 
Between-subjects 
Gender(G) 
Reports(D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
6.31 
12.86 
1.50 
28.15 
30.25 
11.48 
1.29 
8.58 
5.08 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.22 
.46 
.05 
5.96 
2.26 
.25 
1.69 
Ρ 
.637 
.501 
.818 
.000 
.036 
.958 
.121 
TABLE 70 
ANALYSIS OF VARIANCE: TEXT С READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE II 
Sources of variation 
Between-subjects 
Gender(G) 
Reports(D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
2.47 
11.24 
.85 
30.88 
14.72 
2.17 
.80 
9.25 
3.91 
df 
1 
1 
1 
91 
6 
6 
6 
6 
546 
F 
.08 
.36 
.03 
3.77 
.56 
.21 
2.37 
Ρ 
.778 
.548 
.869 
.001 
.766 
.975 
.029 
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TABLE 71 
ANALYSIS OF VARIANCE: TEXT С READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE III 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
5.72 
8.13 
38.66 
14.39 
4.78 
3.88 
1.34 
3.98 
1.87 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.40 
.57 
2.69 
2.56 
2.08 
.72 
2.13 
Ρ 
.530 
.454 
.105 
.019 
.054 
.634 
.048 
In the case of text C, each of the three schools had different results. In 
type I schools sentences (S) had a main effect over reading times and 
there was a significant interaction between sentences and gender (SxG). 
In type II schools sentences (S) had a main effect too, and there was a 
significant interaction among sentences, gender and error report (SxGxD). 
In type III schools, all of these effects were present: the main effect of 
sentences (S), the interaction between sentences and gender (SxG), and 
the interaction among sentences, gender and error report (SxGxD). 
Finally, in tables 72, 73 and 74, we display results of the analyses of 
variance on text D for each of the three types of school. 
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TABLE 72 
ANALYSIS OF VARIANCE: TEXT D. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE I 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within-cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
2.65 
32.60 
7.52 
34.14 
24.27 
6.63 
6.14 
4.98 
7.29 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.08 
.96 
.22 
3.33 
.87 
.84 
.68 
Ρ 
.781 
.331 
.640 
.003 
.515 
.537 
.663 
TABLE 73 
ANALYSIS OF VARIANCE: TEXT D. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE II 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
54.64 
2.21 
125.31 
24.34 
20.13 
2.42 
2.03 
.57 
3.68 
df 
1 
1 
1 
91 
6 
6 
6 
6 
546 
F 
2.25 
.09 
5.15 
5.48 
.66 
.55 
.15 
Ρ 
.137 
.764 
.026 
.000 
.682 
.769 
.988 
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TABLE 74 
ANALYSIS OF VARIANCE: TEXT D. READING TIMES BY GENDER 
AND ERROR REPORTS IN SCHOOL TYPE III 
Sources of variation 
Between-subjects 
Gender (G) 
Reports (D) 
GxD 
Within cells 
Within-subjects 
Sentences (S) 
SxG 
SxD 
SxGxD 
Within-cells 
MS 
2.68 
6.49 
67.81 
12.33 
21.33 
4.22 
2.86 
.87 
2.08 
df 
1 
1 
1 
92 
6 
6 
6 
6 
552 
F 
.22 
.53 
5.50 
10.27 
2.03 
1.37 
.42 
Ρ 
.642 
.470 
.021 
.000 
.060 
.223 
.866 
As in text C, in text D the three types of school had partly similar and 
partly different results. The three types were similar in terms of the main 
effect of sentences (S). Type II schools showed the additional effect of the 
interaction between gender and error report (GxD). In type III schools 
besides the main effect of sentences (S) there was the interaction between 
gender and error report (GxD). 
7.3.4 Summary and comments 
Results showed the main effect of sentences in the reading times of the 
three types of school for all four experimental texts. This Part 3 also 
provided evidence on gender differences and on the relationship between 
verbal report and reading times. We may conclude that an overall gender 
effect did not occur. Some gender effects combined with other sources 
existed but not in all schools. The small private schools and especially the 
large private schools yielded results which indicate that the effect of 
gender was usually related to that of another variable (s) such as 
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sentences or error report. In the same fashion, the impact of verbal report 
did not show as a main effect but usually as an interaction effect together 
with gender, or sentences, or both. 
8 
Conclusions and discussion 
Following the description of results offered in the preceding chapters, 
the final conclusions and discussion will present the same sequence of 
topics. Thus, we start by summarizing and elaborating on findings related 
to the two measures used in the study, then we describe results related 
to the effect of the independent variables including the relationship 
between the two measures. 
8.1 The verbal measure: verbal reports of error detection 
An overall view of the number of verbal reports of error detection given 
by the students after the first reading of the texts suggests that the task was 
difficult for the majority of them. Several students did not report any errors 
or reported only one. When given the chance to read again the text they 
had failed in, with the instructions that the text had an error and they were 
to look for it, the students were more successful. For some of the students 
who failed to report all four errors after the first reading, however, detection 
reports continued being somewhat difficult even after the second task. In 
general, the changes brought about by the second reading indicate there 
was improvement in detection reports of all the errors. This finding is 
consistent with results described by Vosniadou, Pearson and Rogers 
(1989) who found that when cued to the presence of an error, children are 
better able to report errors. 
The students who were successful in unguided detection were probably 
able to structure on their own an ambiguous task by setting goals for 
themselves. The students who showed improvement with the second 
reading (cued to the presence of an error, instructed on what to do) may 
not have been able to set the goals, but were able to adapt to the goals 
provided to them. Thus, they needed the goals to be made explicit by an 
outside source (interviewer). With no goals they probably could not apply 
a strategy nor control the application of macro-operators. In other words, 
when unguided, these readers may have read with no readers' schema. 
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There are a number of alternative or overlapping explanations for this 
group's performance. The findings suggest that the students who showed 
improvement with the second reading may have prevailed among the 
children interviewed. The third group of students who failed to report the 
errors even after the second reading may present a completely different 
situation. One may assume as explained in chapter 6 that their failure to 
report text errors was due to their lack of the required background 
knowledge or to their not having the strategies needed to adapt to a 
reading goal. Beyond that, they may have attributed the error to their own 
reading, so they did not find errors in the text. As described below, these 
students were also the slowest to read the sentences in the texts. Hence, 
their decoding skills were probably not automatic enough to let them 
concentrate on building meaning from what they read. 
The findings on number of errors reported need to be presented in 
terms of the students' use of different text consistency standards. Detec­
tion reports after the first reading yielded a significant difference between 
success with the falsehoods and success with the inconsistencies, sug­
gesting that our students evaluated the texts using external consistency 
standards more readily. This would be consistent with what some authors 
have described (i.e., falsehoods easier to report than inconsistencies; 
Zabrucky and Moore, 1989). However, after the first and second readings, 
the difference was not reach significant since both the external and the 
internal consistency standards of evaluation were used by a similar 
number of students. The increase in use of internal consistency standards 
after the second reading may be interpreted in terms of a "sequential" use 
of standards. By "sequential" we mean that some students probably read 
the texts using first one consistency standard (external). When this 
strategy failed and they were given a second chance, the students moved 
on to use another consistency standard (internal). Thus, the initial differ­
ence between detection reports of external and internal errors decreased. 
A few students were probably able to read the texts checking from the 
beginning both consistency aspects (external and internal) at the same 
time. This approach could be called "simultaneous". 
The relationship between detection reports of falsehoods and incon­
sistencies provides additional information on the same aspect. After the 
first reading, the students who reported both or one of the falsehoods were 
often less successful in reporting the inconsistencies. Failure in reporting 
the falsehoods meant failure in reporting the inconsistencies. After the first 
and the second readings, close to one third of the group was successful 
in reporting the two falsehoods and the two inconsistencies. Again, the 
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students who failed to report the falsehoods mostly failed to report the 
inconsistencies. 
In terms of the logical and the spatial errors, after the first reading one 
third of the children did not report any of these errors. Detection reports 
of the spatial errors had the highest number while detection reports of the 
logical errors had the lowest. After the first and second readings, the 
difference remained: the logical errors were less often reported than the 
spatial errors. Analysis of these differences yielded significance both for 
differences after the first reading and for differences after the first and the 
second readings. Further examination of these results indicated that the 
logical errors were more difficult to report than the spatial errors when 
combined with falsehoods -logical falsehood and spatial falsehood-. 
Results on these errors when combined with the inconsistencies -logical 
inconsistency and spatial inconsistency-were the opposite: when combined 
with inconsistencies, spatial errors were more difficult to report than logical 
errors. 
The two falsehoods included the most often reported and the least often 
reported errors (the spatial falsehood and the logical falsehood). This was 
found both after the first reading and when the second reading was 
included. 
As explained in chapter 6 (6.1.4 Summary and comments), there may 
have existed reasons besides the proposed nature of the errors, which 
influenced students' differential success in reporting the errors as mentioned. 
These factors may be considered intrinsic to the text and are presented 
below in the Discussion section. 
8. 2 The performance measure: on-line reading times. 
In each of the experimental texts, -with the exception of text A- the 
students who reported the error were also the fastest readers. This 
suggests that they were more skilled in decoding and could probably 
concentrate on getting the meaning from the texts. Text A yielded similar 
reading times f or students who reported the error and f or those who did not. 
This text was read faster by all students and included the most often 
reported error. Text С was the text read in less time by the group that 
detected the error. 
Reading times varied across sentences. These variations seemed to 
be related to sentence 5 (error sentence) in the group of students who 
reported the error and to sentences 1 and 5 in the group who did not. 
Reading time for sentence 5 was larger than reading time for sentence 4 
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in all texts. Only in text С the effect of sentence was not significant. There 
was, however, a small increase in text C, too. The group of students 
reporting the error exhibited this increase in all texts, while the group not 
reporting the error presented it in texts В and D. Results for texts A and С 
were more consistent with expectations since only the group that detected 
the error showed an increase in reading time for sentence 5 followed by a 
decrease. As expected, results on text E (no error) showed no significant 
effect of sentences. Reading times across sentences in text E indicate that 
the students kept enlarging their reading times beyond sentence 5. 
An important finding in the group of studens who did not report the error 
involved reading time for sentence 1. These students consistently showed 
significantly larger reading times for the first sentence in the texts both in 
comparison with their own reading times for the other sentences and in 
comparison with the other group's reading times for sentence 1. This has 
been called "opening" effect. 
8. 3 The effect of type of school and gender 
After the first reading, the number of reports given by the students 
varied with the type of school they came from. Students from large private 
schools (type III) reported more errors than children from the other two 
types of school. Students from small private schools (type II) reported 
more errors than students from small public schools (type III). In the small 
private and public schools, boys reported more errors than girls. In the 
large private schools, the girls gave more reports than the boys. After the 
second reading, type of school continued to be a main source of variation 
of number of errors reported. Gender differences were not significant but 
still existed. These findings are consistent with those of Thorne (1991). 
After the first reading, the students' success in relation to the different 
kinds of errors also varied depending on the type of school they came from. 
Boys' and girls' reports of types of errors were different in the types of 
schools. The difference in detection reports of the two consistency errors 
(falsehoods and inconsistencies) was not the same in the three types of 
schools. Falsehoods were more often reported in type I and type 11 schools, 
while in type III schools, inconsistencies were reported more often. 
When including the second reading, type of school continued to have 
a main effect over reports of the different kinds of errors. The type of 
consistency standard violated also had a main effect. Detection reports of 
falsehoods and inconsistencies were not the same in the different schools. 
Detection reports also depended on whether the error was spatial or 
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logical, and were not similarly reported by boys and girls. Again, consis-
tency standard interacted with quality of the error. Falsehoods were easier 
to report than inconsistencies in the three types of schools, but the 
difference between them was not the same. 
In terms of the effect of type of school and gender over modifications 
of reading times across sentences 1 - 7 in the five texts (experimental texts 
plus intact text), type of school had a significant main effect. Large private 
school students had the shortest reading times across sentences 1 - 7 in 
all texts. On the opposite side, students from the small public schools had 
the largest reading times. Small private school students mostly exhibited 
reading times remaining in the middle, at times closer to the reading times 
of large public school students. 
Students from the small public schools had very large reading times 
for sentence 1. Large private school students showed the opposite 
"opening" effect, reading the firstsentencefasterthan the othersentences. 
Small private school students tended to have an opening effect similar to 
that of the public school students, but much less marked. 
When comparing reading times for sentences 4 and 5, texts A, B, and 
D, yielded reading times which were not the same in each school type. With 
the exception of text C, sentence 5 rendered significantly larger reading 
times than sentence 4 in the three types of school. 
Mean reading times varied with type of school. Each school type had 
different mean reading times. The pattern of modifications across sen-
tences tended to be similar among them, an exception being sentence 1. 
In sentence 5 all three types of school increased reading time, tending to 
decrease it afterwards. There was an enlarged reading time for the error 
sentence compared to the sentence immediately before and immediately 
after it. 
Regarding total reading time per text and total reading time a cross 
texts, type of school had a main effect while gender did not. There was no 
significant interaction between them. Thus differences in on-line and in 
total reading times were not gender-related. 
The analysis of the effect of gender and verbal report on modifications 
of on-line reading times in each of the three types of school, showed that 
an overall effect of gender did not exist. The small private schools and 
especially the large private schools yielded results which indicate that the 
effect of gender was usually related to that of another variable(s)(i.e., 
sentences or verbal report). Similarly, verbal report did not show a main 
effect but usually yielded an interaction effect together with gender, 
sentences, or both. 
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Discussion 
Part of our findings may be understood in terms of factors which have 
been found to affect students' comprehension of expository text. These 
factors may be either intrinsic to the student or intrinsic to the text (Stahl, 
Jacobson, Davis, and Davis, 1989). The students' prior knowledge of the 
topic and their interest in it can be considered as examples of factors 
intrinsic to the students. Difficulty level of the vocabulary can be taken as 
an example of factors intrinsic to the text. Interactive approaches have 
proposed that student and text factors function in interaction, meaning that 
compensations may occur. Stahl et al., describe that according to schema 
theory, the reader's background knowledge serves as an aid to encode 
information from text. This means that a person with more or better 
background knowledge will comprehend better than a person with less 
knowledge. The amount of knowledge readers have about a topic has 
been found to correlate with their comprehension (Pearson, Haase, and 
Gordon, 1979). 
One could consider that a factor intrinsic to the text is the quality and 
amount of novelty the information in the text presents. This means that a 
factor intrinsic to the student may at the same time be the reverse factor, 
intrinsic to the text. It may be like the two sides of a coin: the more 
background knowledge, the less novelty exhibited by the text, thus the 
comprehension is higher with more chances of doing evaluative reading. 
On the other hand, the less background information, the more novelty 
exhibited by the text, thus the comprehension may be lower with less 
chances of doing evaluative reading. The crucial issue may not be 
background information in itself, but how compatible the old and the new 
information are and how do readers cope (integrate their prior knowledge) 
with new information found in the text, be it vocabulary, concepts, facts, 
ideas, opinions, beliefs, etc. In the present study, it may have happened 
that the readers failed to report falsehoods not exclusively because they 
lacked relevant information, but because they either did not know that 
reading implies that one is to integrate the two, they did not know how to 
do it, or had incompatible prior knowledge. 
Initially, the presence of errors may be regarded as a factor intrinsic to 
the text. However, the external errors or falsehoods -as used in this study-
were to activate a factor intrinsic to the student, since they were supposed 
to contradict the student's prior knowledge. The students had to integrate 
two pieces of information not necessarily using their representation of the 
whole text. The internal errors or inconsistencies presented a different 
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case since they were intrinsic to the text and depended on the information 
in it. In order to detect them, the students needed to be integrating new 
parts of the text with old parts of it. Hence, the student's construction or 
representation of the text was activated. In contrast, reporting of the 
falsehoods did not demand construction or representation of text. 
If a student may use background information when not able to find an 
internal text error, similarly, information in the text may be used when one 
is lacking in prior information. In order to perform this compensation, the 
student would need to move from one type of integration to another. Apart 
from this type of compensation, one may also think of situations in which 
the two types of sources of information have to be used simultaneously 
because the two errors coexist or overlap in the text. This is, for example, 
what may have happened with the spatial falsehood and the logical 
falsehood errors. In the first case, students may have used both the 
internal and the external consistency standards at the same time, since the 
error may have been double-sided. Hence, the error was very salient. In 
the second case, in which the students were to use their prior knowledge 
too, there may have been an added difficulty due to one word in the 
sentence, in which case the error included a lexical element that also 
involved prior knowledge. If so, this error may have involved two difficulties 
at the same time but in such a manner that it made the error less likely to 
be reported. This explanation, however, still does not clarify why the logical 
falsehood was the most difficult to report. 
Detection of external and internal errors pose different demands on 
the students and require that they pay attention to specific text charac-
teristics. This is represented in diagram A. 
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DIAGRAM 
Detection Demands 
A.1. READING TEXTS WITH FALSEHOODS: "Task for a critical reader" 
Interests 
Prior knowledge 
Vocabulary 
Ideas 
Content 
READER TEXT 
(If match: good comprehension; 
if mismatch: break down in comprehension, 
if aware of failure, 
may evaluate text) 
A.2 READING TEXTS WITH INCONSISTENCIES: "Task for a critical 
writer" 
Familiarity with structure 
Expectations (sequence,logic,etc.) 
Comprehension of previous text 
Text representation 
Structure 
Cohesiveness 
Logic 
READER TEXT 
(If match: good comprehension; 
if mismatch: break down in comprehension, 
if aware of failure, 
may evaluate text) 
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Each type of error may thus have demanded a different approach. 
Since the students did not know the type of error they would find, the tasks 
used in this study demanded that the students be alert to use both 
consistency standards at the same time. Results have indicated that after 
the first reading the students were using one standard more than the other 
(reporting more falsehoods than inconsistencies). It is important to note 
that, as mentioned before, report of falsehoods of the type used in this 
study did not necessarily indicate constructive reading and representation 
of the texts. After the second reading, the difference between report of 
falsehoods and report of inconsistencies was not significant. As described 
in chapter 6, it may have been that the students we worked with tended to 
use their prior kowledge first, and if they failed to detect the error, then they 
moved on to check the text for internal errors. In order to check for internal 
errors it was necessary to be doing constructive reading. This may have 
been easier to do when the text was read for a second time. This result we 
have called "sequential" use versus "simultaneous" use of consistency 
standards. 
In addition to this view, one has to look at the ecological aspect. Often, 
Peruvian students are expected to use reading as a means for learning or 
acquiring new information. Very seldom are they expected to read for 
internal consistency. This is probably something they learn to do on their 
own when they have to study subject matter texts for tests and in their 
writing experiences, when they have to check their own writing to edit and 
correct it. 
It is important to look at these findings in terms of the school systems 
the students came from since this independent variable had a strong an 
consistent effect over the measures used. One may wonder about the 
effectiveness that the schools have had on teaching the students to read. 
Research on school effectiveness has used a paradigm related to "outlier" 
schools, that is, schools that do not conform to the general pattern of 
findings (Hoffman, 1991). Outlier schools are successful in terms of high 
student achievement, where the school context would lead to failure. 
Studies on them have yielded aspects related to school's success. 
Hoffman (1991) lists the aspects that Weber (1971) found in his study on 
outlier schools in the United States: 
" 1 . Strong curriculum leadership (...the principal,...the superintendent). 
2. High expectations for students. 
3. Good atmosphere (sense of purpose, quiet, orderliness). 
4. Strong emphasis on reading (focus on basics, additional personnel). 
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5. Use of phonics. 
6. Individualization (attention and responsiveness within the curriculum 
to needs of students). 
7. Careful evaluation of pupil progress." (p.932) 
The interviews showed that it had taken the schools 3 to 9 years to 
become effective. 
Hoffman (1991 ) also reviews Wilder's (1977) study of effective schools 
which rendered the following aspects related to success: (1 ) reading is an 
important instuctional goal, (2) there is leadership in the reading program, 
(3) attention is paid to basic skills, (4) there is a breath of materials 
available, and (5) teachers communicate ideas with the help of the 
program leader. 
Hoffman includes "programatic features" that effective schools share: 
"...(1) a clear school mission;(2) effective instructional leadership and 
practices; (3) high expectations; (4) safe, positive and orderly school 
environment; (5) ongoing curriculum improvement; (6) maximum use of 
instructional time; (7) frequent monitoring of student progress; and (8) a 
positive home-school relationship." (p.933) 
How far from these features are private and public Peruvian schools? 
In her study using teacher questionnaires, Thome (1991 ) reported findings 
and impressions which could be associated to several of them. The 
suggestion is that many schools do not exhibit the desirable traits. For 
example, Thome found that in public schools the teachers reported that 
they themselves decided what reading text to use, and that it was up to 
them how to do it, whereas in private schools teachers reporedt that the 
principal assumed more of a leadership role becoming involved with this 
type of issues of (i.e., deciding what text to use and how to use it). During 
her data collection for assessment of beginning reading skills, Thorne was 
impressed by the lack of "discipline" or what we would call the absence of 
proper class management which she observed in publicschools. Evidently, 
the schools Thorne visited were lacking in that quiet and orderly atmospere 
that research associates with effective schools. This is also an indirect 
indicator that expectations for the students were not high, and that 
instructional time was not fully used. One should bear in mind that the 
students attending public schools in Peru often spend most of the rest of 
their day on their own out in the street (working or playing) or at home in 
charge of important domestic chores (i.e., taking full care of younger 
siblings, cooking for the family, etc.). Thus, their behavior at school may 
partly be a reflection of their unsupervised unstructured outdoors life or of 
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their need for play and fun. Finally, Thome also found that learning control 
or evaluation of student progress was done seldom or once a month in 
public schools. Monitoring of student learning and careful evaluation of 
progress did not exist. Hence, after comparing Thome's impressions and 
descriptions with current knowledge on effective schools, her results on 
large school differences in beginning reading and reading comprehension, 
as well as the present findings should be no surprise. This study provides 
evidence on how public schools in Peru seem to be far below private 
schools in important skills. They also indicate the difficulty students of all 
three types of school exhibited in unguided text evaluation both when 
integrating prior knowledge with information in the text and when 
integrating new parts of the text with old parts of the text. 
Research on reading comprehension and effective schools in Peru 
seems necessary. Whenever possible future studies should proceed to 
use classroom observations, varied formal and informal student assess-
ments, home visits, and school evaluations (Ackerman, 1990). Regarding 
the difference between good and poor readers one may need to examine 
how is life in school and out of school (at home) different for Peruvian 
children in the private schools, urban schools, rural schools, and urban-
marginal schools."How might literacy, that is, how reading and writing is 
used, differ in and out of these school settings?" (Hade, personal com-
munication). This first hand information may allow improvement in curriculum 
planning, lesson designs, development of texts and materials, etc., based 
on a better understanding of aspects associated with student reading 
achievement, needs, motivation and interests. 
Summary 
The main purpose of this research was to examine the cognitive 
monitoring exhibited by elementary students from Lima (Peru), when 
reading a text. Cognitive monitoring was assessed through a text error 
detection task, which required use of consistency standards. It was 
considered important to investigate this aspect assuming it would provide 
an indication of the students' higher level reading and associated thinking 
skills (i.e., critical reading). The study, thus, attempted to contribute to the 
evaluation of the efficacy with which the educational system is serving 
Peruvian children by teaching them to read strategically for meaning. The 
dissertation is organized in eight chapters. The first four present research 
findings and theoretical concepts. Chapter Five describes the methodol-
ogy. In chapters Six and Seven results are presented. Chapter Eight 
closes the report listing and discussing the conclusions. 
The Introduction describes the viewpoint that led to the selection of 
topic and samples. The emphasis is put on the need to understand real-
world problems while at the same time contributing to the existing 
knowledge in the field. Data which illustrate relevant aspects of the 
educational panorama in public schools in Peru are included. They make 
self-evident the importance of studies geared towards a first-hand evalu-
ation of learning and teaching deficits. 
Chapter One presents briefly research findings from studies on reading 
comprehension carried out in Peru, which bear a relationship with our 
theme.The studies shed light over the fact that Peruvian teachers exhibit 
reading comprehension levels below expectations. They similarly show 
that students are weak in reading comprehension, though private school 
students perform better than public school students, and urban school 
students perform better than rural school students. Findings, hence, point 
out the need for further examination of the differences between public and 
private schools. 
Chapter Two explains relevant concepts in reading, reading compre-
hension, and metacognition. Reading comprehension is presented as the 
complex development of a flexible mental model of a text which allows for 
the constant revisions yielded by the reader's integration of prior experi-
ences and knowledge with the information found in the text, as well as by 
the integration of previous parts of the text and reader's expectations, with 
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new parts. The concept of multiple representations is used to approach 
text evaluation based on external consistency standards (consistency 
between previous knowledge and the information in the text) or internal 
consistency standards (consistency among different parts of the text). This 
text assessment may include other specific aspects, namely, spatial and 
logical consistency. 
Metacognition is presented from two perspectives: a) as thinking about 
one's own thinking processes in terms of awareness, monitoring, and self-
regulation, and b) as developing a conception of the mind, which is part of 
the larger process of construction of theories about reality. The topic of 
research is presented as a special case of cognitive monitoring using the 
textual-dissonance approach. 
In Chapter Three research findings in metacognitive awareness and 
monitoring are described. Studies on awareness of comprehension 
failure, on comprehension monitoring in terms of text evaluation, on the 
use of different consistency standards to evaluate a text, on the concept 
of multiple evaluation skills, and on assessment of the logical structure of 
texts are included. Chapter Four, lists sources of evidence on the impor-
tance of metacognitive awareness and monitoring, and text evaluation. 
First, there is the evidence from training programs and instruction which 
produced significant improvements in reading comprehension. Second, 
the studies that suggest that reading materials often include mistakes, 
errors or characteristics that interfere with students' reading and learning 
from them. Third, the assumption that critical reading and revision in 
writing imply higher order skills which have text assessment at their root. 
Chapter 5 describes the methodology used to examine cognitive 
monitoring through error-detection. It provides a detailed account of the 
groups of children interviewed, namely 288 3rd, 4th, and 5th grade 
students from two large private, two small private, and two small public 
schools. The development of six reading texts adapted to the three grade-
levels is explained. Four of the texts included an error in the fifth sentence, 
the fifth text was a filler, and the sixth one was used to open the interview 
with oral reading. Errors could be either external (falsehoods) or internal 
(inconsistencies), and spatial or logical. Students first read a text silently 
with no specific instructions using a reading window (unguided reading). 
They were then asked to report if they had found an error. If they failed to 
report it, specific instructions were given and the students reread the text 
without the window (guided reading). 
In Chapter Six results related to the verbal and the performance 
measures of error detection are presented. The task of evaluating the texts 
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was difficult for most students. After the second reading, students were 
significantly more successful. Thus, there were students who were able to 
structure an ambiguous task on their own by setting goals for themselves, 
and, there were students who needed the goals to be made explicit to them 
by an outside source. A third group did no benefit from instructions and re-
reading. 
Though after the second reading there was an improvement in detec-
tion reports of all errors, children's detection varied with the type of error 
presented. After the first reading, falsehoods were reported more often 
than inconsistencies. Detection after the second reading did not yielded 
signficant differences. Logical errors were less often reported than spatial 
errors. The spatial falsehood was the easiest to detect, while the logical 
falsehood was the most difficult, both after the first and after the second 
readings. 
The second part of Chapter Six focuses on results rendered by the 
performance measure, that is, modifications of on-line reading times. 
Reading times varied across sentences. These variations were related to 
sentence 5 in students who reported the error, and to sentences 1 and 5 
in students who did not report the error. Reading times for sentence 5 were 
larger than reading times for sentence 4. This was the case in all four texts 
for students who reported the error. Those who did not report the error 
exhibited larger reading times for sentence 5 compared to sentence 4 in 
two texts. As was expected, text E showed no significant effect of 
sentences. An opening effect was found in students who did not report the 
error since they had larger reading times for sentence 1 in comparison with 
the students who reported the error and in comparison with their own 
reading times for the other sentences. 
Chapter 7 examined the impact of type of school and gender on verbal 
reports and reading times. After the first reading, the number of detection 
reports given by the students varied with the type of school they came from. 
The students from large private schools reported more errors than the 
students from the other two types of school. The students from the small 
private schools reported more errors than the students from small public 
schools. The boys in the small private and puUlic schools reported more 
errors than the girls. In the large private schools, the girls gave more 
detection reports than the boys. After the second reading, type of school 
remained a main source of variation in number of errors reported. Gender 
differences were not significant but still existed. After the second reading, 
success with the different kinds of errors also varied with type of shook 
186 Summary 
Large private school students had the shortest reading times across 
sentences 1 -7. Small public school students presented the opposite case. 
Small private school students remained in the middle. 
With Chapter 8, the dissertation ends providing an integration of 
findings, with a general discussion of their meaning and implications. 
Resumen 
El objetivo de esta investigación fue examinar la inspección y regula-
ción cognitivas exhibidas por alumnos de Lima (Perú) al leer textos. Estas 
destrezas metacognitivas fueron evaluadas mediante una tarea de de-
tección de errores en textos que demandaba que los alumnos usaran 
estándares de consistencia textual. Se consideró importante investigar 
este aspecto asumiendo que proporcionaría una indicación de su lec-
tura de nivel superior y de sus destrezas asociadas de pensamiento (i.e., 
lectura crítica). De allí que el presente estudio intente contribuir a la 
evaluación de la eficacia con la cual el sistema educativo peruano está 
satisfaciendo necesidades educativas de los niños al enseñarles a leer 
estratégicamente y construyendo significados. La disertación está orga-
nizada en ocho capítulos. Los primeros cuatro presentan resultados de 
investigaciones anteriores y conceptos teóricos que fundamentan el 
enfoque utilizado para el estudio. El capítulo 5 está dedicado a describir 
la metodología utilizada para recoger los datos. En los capítulos 6 y 7 se 
presentan los resultados obtenidos. Finalmente, el capítulo 8 cierra el 
informe con la presentación y discusión de las conclusiones. 
La introducción describe el punto de vista que llevó a la elección del 
tema y de las muestras. El énfasis está puesto en la comprensión de 
problemas del mundo real mientras simultáneamente se contribuye al 
conocimiento existente en el campo. Se incluyen datos que ilustran el 
panorama educativo del Perú. Estos datos hacen evidente la importancia 
de estudios orientados a una evaluación de primera mano de los déficits 
de aprendizaje y de enseñanza. 
El capítulo 1 presenta brevemente resultados de investigaciones 
sobre comprensión de lectura llevados a cabo en el Perú, y que tienen 
relación con el tema de esta disertación. Los estudios arrojan luz sobre el 
hecho de que los profesores peruanos exhiben niveles de comprensión 
bde lectura por debajo de lo esperado. Similarmente señalan que los 
estudiantes muestran una comprensión de lectura pobre, aunque los 
estudiantes de colegios privados están a mejor nivel que aquellos de 
colegios públicos, y los de colegios urbanos mejor que los de colegios 
rurales. La evidencia, por lo tanto, señala la necesidad de un mayor 
examen de las diferencias entre colegios privados y públicos. 
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El capítulo 2 explica conceptos relevantes con respecto a la lectura, la 
comprensión de lectura y la metacognición. La comprensión de lectura se 
presenta como el desarrollo complejo de un modelo mental flexible del 
texto que permite revisiones constantes como resultado de la integración 
del conocimiento previo con aquél ofrecido por el texto y de la integración 
de las nuevas partes del texto con las ya leídas. El concepto de repre-
sentaciones múltiples del texto se usa para enfocar la evaluación de textos 
basada en patrones de consistencia externa (consistencia entre el texto 
y la información previa del lector) y patrones de consistencia interna 
(consistencia de las diferentes partes del texto entre sí). Esta evaluación 
de textos puede incluir otros aspectos específicos, como por ejemplo, la 
consistencia espacial y lógica. 
La metacognición aparece presentada desde dos perspectivas: a) 
como pensar sobre los propios procesos de pensamientos en términos de 
conciencia, inspección y auto-regulación, y, b) como el desarrollo de una 
concepción sobre la mente, la cual es parte de un proceso mayor de 
construcción de teorías sobre la realidad. El tema de investigación es 
presentado como un caso especial de inspección cognitiva, usando la 
técnica de la disonancia textual. 
En el capítulo 3 se describen resultados de investigaciones sobre 
conciencia e inspección metacognitivas, sobre el chequeo de la compren-
sión a través de la evaluación de textos, sobre el uso de patrones múltiples 
de consistencia para evaluar un texto, sobre el concepto de destrezas 
múltiples de evaluación, y la evaluación de la estructura lógica de los 
textos. 
En el capítulo 4 se ofrece un breve listado de fuentes de evidencia 
sobre la importancia de la conciencia y la inspección metacognitivas, y de 
la evaluación textual. En primer lugar, está la evidencia de programas de 
entrenamiento e instrucción que han producido mejorías significativas en 
la comprensión de lectura. En segundo lugar, se tienen los estudios que 
sugieren que los materiales de lectura frecuentemente incluyen errores o 
características que interfieren con la lectura crítica o el aprendizaje de 
los alumnos. En tercer lugar, tenemos el supuesto de que la lectura crítica 
y la revisión en la escritura involucran destrezas de orden superior que 
tienen sus raíces en la evaluación de textos. 
El capítulo 5 describe la metodología usada para examinar lainspección 
cognitiva (evaluación de textos) a través de la detección de errores. 
Proporciona una descripción detallada de los grupos de niños que 
entrevistamos, es decir, 288 estudiantes de 3er, 4to y 5to grado de dos 
colegios particulares grandes, dos colegios particulares pequeños, y dos 
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colegios estatales o públicos pequeños. Se explica el desarrollo de seis 
textos de lectura adaptados a los tres grados. Cuatro de los textos incluían 
un error en la quinta oración, el quinto no contenía errores, y el sexto se 
uso para iniciar la entrevista con lectura oral. Los errores podían ser ya 
sean externos (falsedades) o internos (inconsistencias), y espaciales o 
lógicos. Los estudiantes primero leían un texto silenciosamente y sin 
instrucciones específicas utilizando una ventana de lectura (lectura no 
guiada). Luego se les pedía reportar si habían encontrado algún error. Si 
fallaban en reportarlo, se les daba instrucciones específicas y releían el 
texto sin la ventana (lectura guiada). 
En el capítulo 6 se presentan los resultados relacionados al reporte 
verbal de detección y a los cambios en tiempo de lectura por oración. La 
tareade evaluar los textosfue difícil para la mayoría de los niños. Después 
de la segunda lectura, fueron significativamente más exitosos. Así, había 
estudiantes que podían estructurar una tarea ambigua por sí solos 
poniéndose metas, y había estudiantes que necesitaban que un agente 
externo les hiciera las metas explícitas. Un tercer grupo no se benefició de 
las instrucciones y relectura. 
Aunque después de la segunda lectura hubo una mejoría en reportes 
de detección de todos los errores, estos variaban con el tipo de error. 
Después de la primera lectura, se reportaron más falsedades que 
inconsistencias, pero la detección después de la segunda lectura no rindió 
diferencias significativas. Los errores espaciales se reportaron con más 
frecuencia que los lógicos. La falsedad espacial fue el error más fácil de 
reportar, mientras la falsedad lógica fue la más difícil de reportar, tanto 
después de la primera lectura como después de la segunda lectura. 
La segunda parte del capítulo 6 se centra en resultados respecto a la 
medidade tiempo de lectura por línea. Los tiempos de lectura variaron con 
las oraciones. Estas variaciones se relacionaban con la oración 5 en los 
estudiantes que reportaron el error, y con las oraciones 1 y 5 en los 
estudiantes que no reportaron el error. El tiempo de lectura de la oración 
5 fue mayor que el de la oración 4. Esto sucedió en los cuatro textos con 
los alumnos que reportaron el error. Los que no reportaron el error 
exhibieron tiempos más largos de lectura en la oración 5 en comparación 
con la 4 en dos de los textos. Como se esperaba, el texto E no mostró 
efectos significativos vinculados a las oraciones. Un efecto inicial de 
lectura se encontró en alumnos que no reportaron el error. Ellos tenían 
tiempos muy largos de lectura en la oración 1 en comparación con los de 
los alumnos que reportaron el error y en comparación con sus propios 
tiempos de lectura para las demás oraciones. 
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El capítulo 7 examina el impacto de tipo de colegio y género sobre 
reporte verbal y tiempos de lectura por línea. Después de la primera 
lectura, el número de reportes de detección dado por los estudiantes varió 
con el tipo de colegio. Los estudiantes de colegios privados grandes 
reportaron más errores que los estudiantes de los otros dos tipos de 
colegio. Los estudiantes de los colegios privados pequeños reportaron 
más errores que aquellos de colegios públicos pequeños. Los niños de 
los colegios pequeños (privados y públicos) reportaron más errores que 
las niñas. En los colegios privados grandes, las niñas dieron más reportes 
de detección que los niños. Después de la segunda lectura el tipo de 
colegio continuó siendo una fuente principal de variación en número de 
errores reportados. Las diferencias de género no fueron significativos 
pero aún existían. 
Después de la segunda lectura, el éxito con los diferentes tipos de 
errores también varió con el tipo de colegio. 
Los alumnos de colegios privados grandes tuvieron los tipos de lectura 
mas cortos a través de las oraciones 1-7. Los alumnos de colegios 
públicos pequeños presentaron el caso opuesto. Aquellos de colegios 
privados pequeños se mantuvieron al medio. Con el capítulo 8, la 
disertación acaba ofreciendo una integración de los resultados con una 
discusión general de su significado e implicancias. 
Appendix 
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SAMPLES OF TEXTS TRANSLATED FROM SPANISH 
Oral Reading Text О 
(3rd. grade) 
The Lion Ant 
The lion ant is a black insect. 
It feeds on other ants it hunts. 
To trap them it digs a hole in the sand. 
When passing by, an ant falls in. 
It tries to escape and get out of the hole. 
But the lion ant doesn't let it go. 
It catches the ant and eats the soft parts. 
Text A 
(4th grade) 
Spatial Falsehood 
Dolphins 
Dolphins are beings that live in warm and hot seas. 
We know they are the smartest fish in the whole planet. 
Dolphins like to be gentle and play with fish and people. 
These animals are the best sea friends that people have. 
Swimming in the soil, they help children and adults. 
Interestingly, they try to speak to the people they know. 
But dolphins can't use words; they use their own sounds. 
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Text В 
(5th grade) 
Logical Falsehood 
Starfish 
Many starfish have their five arms linked to the center of the body. 
At the end of each arm they have a tiny dot. 
The starfish uses the tiny dot as if it were a real eye. 
It tells the star when something to eat comes close. 
Then, with the eye the starfish opens the shells. 
After its dinner, the starfish continues the search. 
Its small eyes help it again to locate where to find more food. 
TextC 
(5th grade) 
Spatial Inconsistency 
Camels 
All people that live on the Earth have to drink water daily. 
There are living things that can be a long time without needing to drink 
water. 
These animals, known for their humps, are the camels. 
Camels live in large desertie areas that are very hot and dry. 
The most beautiful and known breeds of camels live in large rivers. 
Certain people think that camels always carry water in their humps. 
But the humps are full of a lot of fat and it is their food. 
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TextD 
(5th grade) 
Logical Inconsistency 
Gorillas in the Zoo 
Some of the gorillas that live in the zoo are not happy. 
The problem is that it is not fun for them to be sitting all day long. 
Gorillas also get tired of playing all the time with the same friends. 
Zoos are now looking for a solution to the gorilla's problem. 
Zoos know now how to make the gorillas sadder. 
The best solution is to let the gorillas paint. 
Gorillas like to paint and they even eat the paint. 
Text E 
(5th grade) 
Wild Hens 
All the birds that now live in the farms, were once wild animals. 
Today's domestic hens were birds that lived in the jungle. 
Life was hard for all these red and gray birds. 
Tigers would eat the hens and monkeys would eat the eggs. 
Instead of eating them people decided they would raise them in their 
homes. 
These people did not eat the hens that gave more eggs than the others. 
They raised them to put them big and sell the eggs they gave. 
TEXTS IN SPANISH 
3rd Grade 
TextO 
La Hormiga Leon 
La hormiga león es un insecto de color negro, 
Que se alimenta de otras hormigas que caza. 
Para cazarlas hace un hoyo en la arena. 
Al pasar una hormiga cae dentro del hoyo. 
La hormiga trata de salvarse y salir del hoyo. 
Pero la hormiga león no la deja salir. 
La atrapa y come solo la parte blanda. 
Text A 
Los Camellos 
Los seres vivos beben agua todos los dias. 
Hay un animal que si dura mucho sin beber. 
Se trata de los camellos que no beben tanto. 
Ellos viven en zonas calidas y sin agua. 
Hay hermosos camellos que viven en los rios. 
Se cree que su joroba lleva mucha agua. 
Pero ella le da grasa que lo alimenta. 
Texto В 
La Estrella de Mar 
Muchas estrellas de mar son de cinco brazos. 
Al final de sus brazos hay un punto pequeño. 
El punto se usa como si fuera un ojo. 
Este avisa a la estrella que hay cerca. 
Con el ojo esta abre las duras almejas. 
Después de cenar la estrella de mar prosigue. 
Los ojos la ayudan a buscar mas comida. 
Texto С 
Los Delfines 
El delfin es un conocido animal del mar. 
Es quizas el animal mas listo en el agua. 
Le encanta jugar en el mar y con las personas. 
Es el gran amigo marino para el hombre. 
Nadando en la tierra ayuda a los niños. 
Los delfines tratan de hablar con las personas. 
Pero no con palabras sino con sus sonidos. 
Texto D 
El Gorila del Zoologico 
El gorila del zoologico no es feliz. 
No le gusta hacer lo mismo todo el dia. 
Se cansa también de los juegos con sus amigos. 
Sabemos ya cual es la solución al problema. 
La solución es ponerlos cada vez mas tristes. 
A los gorilas les gusta ponerse a pintar. 
Pero les gusta mucho mas comerse la pintura. 
Texto E 
Las Gallinas Salvajes 
Las aves de la granja eran antes salvajes. 
Las gallinas de hoy antes eran de la selva. 
La vida fue muy dura para las aves chicas. 
Los monos se comían los huevos que ponían. 
La gente comenzó a cuidarlas en sus casa. 
No comían las gallinas que daban mas huevos. 
Las criaban para vender los huevos que daban. 
Appenda 197 
4th Grade 
Texto 
La Hormiga Leon 
La hormiga león es un insecto pequeño de color negro. 
Se alimenta de otras hormigas que caza haciendo un 
hoyo. 
Al pasar una hormiga resbala dentro del hoyo de arena. 
La hormiga trata de salir del hoyo y salvarse. 
Pero la hormiga león no la deja lanzando arena sobre 
ella. 
La hormiga león muerde a la hormiga y asi la mata. 
Después come solo la parte mas blanda de la hormiga. 
Text A 
Los Delfines 
Los delfines son animales que viven en los mares. 
Se considera que son los animlaes mas listos déla gua. 
A los delfines siempre les agrada ayudar a las personas. 
Estos seres son para nosotros los mejores amigos del mar. 
Nadan en la tierra y ayudan a todo nino y adulto. 
Es curioso que los delfines quieran hablar con las 
personas. 
Pero el delfin no usa palabras sino sus propios sonidos. 
Text В 
La Estrella de Mar 
Muchas estrellas de mar tienen los brazos unidos al cuerpo. 
Al final de cada brazo tienen un puntito muy pequeño. 
La estrella de mar utiliza el puntito como un ojo. 
Este avisa ala estrella cuando algo se acerca. 
Con este ojo la estrella abre las conchas de las almejas. 
Después de su cena la estrella de mar sigue adelante. 
Los ojos la ayudan a buscar donde hallar mas comida. 
Texte 
El Camello 
Los seres vivos del mundo necesitan agua todos los dias. 
Hay animales que viven mucho tiempo sin tener que beber. 
Se trata de los grandes camellos conocidos por sus 
jorobas. 
Los camellos viven en zonas desérticas y sin tener agua. 
Hay hermosas razas de camellos que viven en los grandes 
rios. 
La gente piensa que la joroba del camello lleva agua. 
Pero la joroba es de grasa que alimenta al camello. 
TextD 
Los Gorilas en el Zoologico 
Los gorilas que viven en ele zoologico no son felices. 
No les agrada hacer lo mismo durante todo el dia. 
Los gorilas se aburren también de juguetear con sus 
amigos. 
En todos lo zoológicos se busca dar una solución a esto. 
La solución es poner a los gorilas mucho mas tristes aun. 
Los gorilas se alegran de que los dejen jugar pintando. 
Pero a ellos les gusta mas comerse la pintura. 
Text E 
Las Gallinas Salvajes 
Los animales que viven en la granja antes fueron salvajes. 
Las gallinas domesticas de hoy han venido de la selva. 
La vida era muy dura para todas estas aves pequeñas. 
Los tigres y monos se alimentaban degallinas y huevos. 
La gente empezó a criar gallinas y pollitos en sus casas. 
Pero no se comían las gallinas que ponían mas huevos. 
Las criaban y cuidaban para vender los huevos que ponían. 
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5th Grade 
TextO 
La Hormiga Leon 
La hormiga león es un insecto de tamaño pequeño y color negro. 
Se alimenta de otras hormigas y para cazarlas hace un hoyode arena. 
Al pasar una hormiga cerca al hoyo se resbala y cae dentro de el. 
La hormiga trata de salir del hoyo de arena y asi salvarse. 
Pero la hormiga león no le permite salir y lanza arena sobre ella. 
Luego la hormiga león muerde a la hormiga que atrapo y la mata. 
Después come solo la parte blanda de la hormiga como su rica cena. 
Text A 
Los Delfines 
Los delfines son seres que viven en todos los mares templados y calidos. 
Sabemos que ellos son los seres marinos mas listos de todo el planeta. 
A los delfines les agrada ser amables y jugar con peces y personas. 
Estos animales son para la gente los mejores amigos de todo el mar. 
Nadando en la tierra ofrecen ayuda a todos los niños y los adultos. 
Llama la atención que algunos traten de hablar con las personas que 
conocen. 
Mas los delfines no pueden usar palabras sino usan sus propios sonidos. 
TextC 
El Camello 
Todas las personas que habitan la tierra tienen que beber agua cada día. 
Hay seres que están mucho tiempo sin tener la necesidad de beber agua. 
Estos animales a los que se les conoce por sus jorobas son los camellos. 
Los camellos viven en grandes zonas desérticas que son muy calientes 
y secas. 
Las más hermosas y conocidas razas de camellos viven en los grandes 
ríos. 
Ciertas personas piensan que el camello siempre lleva agua en sus dos 
jorobas. 
Pero las jorobas están llenas de mucha grasa que le serive de alimento. 
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TextD 
Los Gorilas en el Zoológico 
Algunos de los gorilas que viven en los zoológicos no son muy felices. 
El problema es que no les divierte mucho estar sentados todo el día. 
Los gorilas se cansan también de jugar todo el tiempo con los mismos 
amigos. 
Hoy en los zoológicos se buscan la solución al problema de los gorilas. 
Los zoológicos ya saben el modo de poner a los animales más tristes. 
La mejor de la s soluciones es dejar que los gorilas se distraigan pintando. 
A los gorilas les gusta pintar y además hasta se comen la pintura. 
Text E 
Las Gallinas Salvajes 
Todas las aves que viven en las granjas una vez fueron animales 
salvajes. 
Las gallinas domesticas de hoy han sido aves que vivían en la selva. 
La vida fue dura para todas estas pequeñas aves de color rojo y gris. 
Los tigres se alimentaban de gallinas y los monos se comían los huevos. 
En lugar de comérselas, las personas se decidieron a criarlas en sus 
casas. 
Esta gene no se comía a las gallinas que daban mas huevos que otra. 
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