ABSTRACT. This paper describes an algorithm that uses ray tracing techniques to display bivariate polynomial surface patches. A new intersection algorithm is developed which uses ideas from algebraic geometry to obtain a numerical procedure for finding the intersection of a ray and a patch without subdivision. The algorithm may use complex coordinates for the (u, v)-parameters of the patches. The choice of these coordinates makes the computations more uniform, so that there are fewer special cases to be considered. In particular, the appearance and disappearance of silhouette edges can be handled quite naturally. The uniformity of these techniques may be suitable for implementation on either a general purpose pipelined machine~ or on special purpose hardware.
ABSTRACT. This paper describes an algorithm that uses ray tracing techniques to display bivariate polynomial surface patches. A new intersection algorithm is developed which uses ideas from algebraic geometry to obtain a numerical procedure for finding the intersection of a ray and a patch without subdivision. The algorithm may use complex coordinates for the (u, v)-parameters of the patches. The choice of these coordinates makes the computations more uniform, so that there are fewer special cases to be considered. In particular, the appearance and disappearance of silhouette edges can be handled quite naturally. The uniformity of these techniques may be suitable for implementation on either a general purpose pipelined machine~ or on special purpose hardware.
KEYWORDS: computer graphics, raster graphics, ray tracing, parametric patches CR CATEGORIES: 1.3.3, 1.3.5, 1.3.7 From its inception, the method of ray tracing has always been the technique of choice when ultimate realism of computer generated images is the goal [Appel 1968 ]. This paper describes a new technique for generating ray traced images of piecewise polynomial bivariate parametric patches. In contrast to other algorithms to do this, the new algorithm does not repeatedly subdivide a patch, but rather calculates an intersection between a patch and a ray using more or less direct numerical procedures.
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ACM 0-89791-076-1/82/007/0245 $00.75 proceeds more quickly. In fact, if the patch coefficients degenerate to a planar surface the amount of computation needed to intersect a ray with it is roughly the same as for an algorithm tuned for ray-plane intersections. Second, the algorithm is robust --many patch algorithms need preliminary subdivisions to satisfy some a priori approximation [Blinn, et. al. 1980] , the algorithm presented here has no such requirement.
This paper treats the intersection problem only. There are many other components to a ray tracing system, such as the lighting model calculation [Whirred 1980 ], the use of object coherence to mitigate scene complexity [Rubin and Whitted 1980] , antialiasing in the ray tracing context [Whitted 1980] , and the use of reflectance and normal vector perturbation mapping techniques to enhance realism [Blinn 1978b ]. We study the intersection problem because it has been found to be the most time critical step. §1 Notation This section establishes the general notation of the paper. We also set up the basic equations for patch, line, and plane definitions.
A point in RP3, real projective 3 space, is given by its homogeneous coordinates, i.e. a 4-vector z k, k = 0, 1, 2, 3.
Usually ~x °, x 1 , x 2, x ~) is written as
A typical representation of a bicubic patch is as a set of 4 by 4 matrices, one :matrix for each homogeneous coordinate: %3, k=0,...,3. To calculate the 4D point corresponding to a chosen u, v-parameter value we use
Throughout this paper we shall use the summation convention: if an index appears twice in a term then it is summed across the range of its values. The expression above when written in full is actually
or in the familiar matrix form
where pk = (p~j). Note that u" is an algebraic n th power while x k is a coordinate indexed by k. No confusion should ever result since parameter values are always multiplied and never indexed while spatial coordinates are always indexed and never multiplied. This section discusses the process we use to transform the ray-patch intersection problem in real projective 3 .~ace into the problem of intersecting two algebraic curves in complex 2 space. By performing such a transtbrmation we will be able to make use of tools available from algebraic geometry.
To intersect a patch and a ray we substitute equation
(1) into equation (2) to obtain:
we have the equations:
Each of these two equations define the algebraic curves formed by the intersecting the patch with each of the two line defining planes. The intersection points of these two algebraic curves in turn give the u, v-parameter values at which the ray intersects the patch. This proves our first theorem. 
Proof: |
The above two equations must be solved simultaneously.
They represent degree six algebraic curves in the (u, v)-plane. They are not, however, completely arbitrary degree six curves. We can consider algebraic curves as points in. a vector space. This is done via their defining polynomial equations since the coefficients of the defining polynomial form a vector space. In our case above, the dimension of the vector space of curves is only half the dimension of the vector space of general degree six algebraic curves. As we shall see, the smaller space cuts down the number of possible solutions by half. §3 The Resultant
We now present the key observation of this paper:
that it is possible to intersect algebraic curves via a relatively straightforward mechanical procedure. We describe the actual intersection algorithm in section 5.
This section and the next will justify the steps involved in the algorithm. The reader may safely skip to section 5 on a first reading --at the risk of being somewhat mystified by a few of the steps of the algorithm.
In finding a procedure to intersect two algebraic curves
given by bivariate polynomials, we use some results about univariate polynomials. These results may be found in most books treating algebraic geometry or the theory of equations [Walker 1950 , Littlewood 1970 Uspenskii 1948].
We now state the central definition of this section.
Definition Then from the previous example we have:
Finally, we can now state the key fact that we need to intersect algebraic curves. 
If we multiply out these equations and collect like powers of ~ we get a system of algebraic equations. Let us illustrate the case for n = 3, m = 3, and r ----0.
We have the following determinant: We need to intersect the two algebraic curves given by the locus of solutions of two bicubic polynomials a (u, v), b(u, v) . We use the resultant to find such intersections by a trick. This trick is to consider bivariate cubic polynomials in u and v to be univariate polynomials in v with coefficients polynomials in u, i.e. 
R(a,b).~r(u)
The vanishing of this polynomial is the condition for a common root in v, i.e. The roots of the equation
r(u)=O
gives the u-coordinates of the intersection points of the two curves.
The roots #1,#2,...,#q of the polynomial r(u) give the values of the u parameter at which intersections occur. To find the values of the v parameter at which intersections occur we successively substitute #i into the coefficients to obtain polynomials in v. Since we already know that these polynomials have a common root it is unnecessary to solve each polyomial equation separately and match roots. Rather, we may simply compute the GCD of the two polynomials to obtain a polynomial which divides both polynomials. Often this GCD polynomial is of degree one allowing us to read off the v parameter value directly from its coefficients.
Here is a summary of the intersection procedure:
1. Compute the Bezout determinantal form r(u) of the resultant R(a, b) of the two bicubic polynomials a (u, v),b(u, v) The next theorem that tells us at how many points two distinct algebraic curves can intersect. It is a generalization of the fundamental theorem of algebra.
Theorem 6. [Bezout). If two curves of degree m and n do not share a common factor, then they intersect in exactly mn points counted with multiplicities.
Proof: See Walker (1950) .
II
Note that if one of the curves is linear then it has degree 1 and we collapse to the fundamental theorem of algebra. This example points out that the theorem does not hold if we limit our attentions to the real case.
Nor should we ignore the points at infinity. Proof: Computing the resultant of the two polynomials as in the intersectio:a procedure above we see that the resultant polynomial r(u) has degree at most 18.
Each root of this polynomial gives a u-value at which the a and b polynomials :have a root in common.
§7 Solving Polynomial Equations
At the heart of the algorithm presented above is a requirement to repeatedly solve univariate polynomial equations. Indeed, as we shall see, the bulk of the computation time for the whole intersection calculation is taken by the root finding procedure. It is thus crucial to use a highly efficient root finder. The method we have chosen is Laguerre's method [Ralston 1965 ]. It is an iterative scheme similar to Newton's but with a more robust behavior. Laguerre's method iterates according to the following procedure:
where n is the degree of the polynomial a, and to converge (it is strongly dependent on the degree), we are unable to estimate the average number of operations to compute a ray-patch intersection. We will, however, estimate the worst case number of floating point operations. These estimates appear in Table 1 .
What do these numbers mean? The following is a highly speculative discussion of the performance of this algorithm in the context of a full ray tracing system. We emphasize that we have as yet not constructed such a system so that the following estimates are very approximate. The reader is cautioned to regard this speculation with skepticism. However, by giving the reader a rough indication of the order of magnitude of computation involved, this discussion may have some small value.
Estimate that there are perhaps 1 million rays that need to be traced per frame at 30 frames per second.
Assume also that the hierarchical representation tech- 
§9 Comparison with Other Algorithms
At present only one other procedure is available for computing the intersection of a ray with a patch, viz. Whitted's [1980] . 1 We can liken the current situation in ray tracing to the suite of algorithms for rendering patches in scan-line order. There are roughly two camps: the numerical analysis camp, of which Blinn's algorithm is the sole resident; and the subdivi-
1I understand that Michael Potmesil of Rensselaer Polytechnic
Institute has also implemented a ray tracing scheme for bicubic patches that is a hybrid of subdivision and numerical techniques. Unfortunately, I haven't yet seen it. sion camp, populated by (another) Whitted's method as well as the Carpenter-Lane and Lane-Carpenter approach, cf. Blinn, et. al. [1980] .
The new method is similar in spirit to Blinn's, especially his "slow-but-accurate" method, Blinn [1978a] .
In fact, the new method may be used as a scan-line algorithm and represenl~s a new entry in the numerical analysis camp. Our method differs from Blinn's in that we do not have the various silhouette edge trackers and maxima finders needed in his algorithm. We never need worry when contours appear and disappear since we are not using ]Newton's algorithm which has a critical need for a good initial guess.
Whitted's ray tracing :method repeatedly subdivides patches using a necessary condition to determine upon which subpatch to recurse. This method bears a striking similarity to the Carpenter-Lane algorithm for displaying patches in scan-line order, except that subdivision must proceed along both parameters since the object is to subdivide down to a point rather than a span.
The subdivision algorithm uses quite a bit of storage and converges only at a linear rate to the desired point.
Thus many more iterations are needed than with the new method. On the other hand, each iteration being a Catmull subdivsion [Catmull 1974 ] plus bounding sphere calculation is far cheaper than the steps proposed here.
We can liken the subdiviision algorithms to root finding by binary search along both co-ordinates. The method presented here calculates a more powerful iteration step. The method conw;rges more quickly but is more expensive at each step. Which method is preferable?
Certainly in the numerical analysis field, experience has shown that iterative calculation is preferable to subdivision search. Whether the same tradeoffs apply in the computer graphics context --especially when considering special purpose hardware --remains a question to be answered by a more careful and detailed comparison than we have done here.
Finally we mention an approach due to Ullner[1981] which is similar to the Lane-Carpenter algorithm. This method does not actually subdivide but rather simply evaluates at specified points, until a flatness criterion Even so, this form of anti-aliasing triples the cost of ray-tracing. For heavily mapped patches the penalty for anti-aliasing simply staggers the imagination. We believe that another way may be found to anti-alias ray-traced images. We are currently investigating the possibility that Hamilton's point characteristic from geometrical optics may be of some help here.
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Because no significant ray-to-ray coherence is utilized, aside from a rather weak object coherence, the algo- Figure 3 . A ray crossing a silhouette edge. The crosses mark the parameter values at which the ray intersects the patch. As the ray crosses the silhouette edge, the intersection points become complex. (We have suppressed the v-parameter and two spatial coordinates for clarity.)
Figures 1 and 2. The contouring is an artifact ofinsufficcient grey level resolution. These images were displayed on a 4 bit/pixel frame buffer.
