Introduction
The goal of this project is to investigate possible solutions to the network flow allocation problem and to devise practical schemes for achieving -optimal solutions with very low computational complexity. The project motivation comes from the recent trend in networking research which suggests that the optimal congestion control for the Internet can be closely approximated by performing congestion control solely on the outer edges of the network and low delay traffic engineering in the network backbone. The main assumption is that Internet traffic along the backbone of the large groupings of routers, called points of presence (POPs), can be aggregated and treated as flows along intra-route links. In this case, good performance of congestion control can be obtained through flow allocation with low delays through the POPs. This can be accomplished by using optimization techniques to design efficient network flow algorithms that can guarantee minimum network delay. For example, network flow algorithms that minimize average delay for a M/M/1 queue cost function (see [BG91] ),
where x i is the link utilization and C i is the capacity of the network link i, would be very attractive. This flow allocation algorithm would produce flows with the lowest possible delay through the network, provided that nodes can be modeled as M/M/1 queues with Poisson distributed incoming traffic. Any practical algorithm should be distributed, have quick convergence properties, low computational complexity, and guarantee feasibility. Two approaches are presented for solving the minimum delay problem described above. The first one solves optimization problem with the convex cost function presented in equation (1), and the second one is using piece-wise linear approximations of the original function (1). The first problem is a nonlinear convex optimization problem, while the second problem reduces to solving a larger linear programming (LP) problem. The advantage is that in certain situations it is faster to solve larger LP rather than the smaller convex optimization problem, within certain -optimality criterion. Here we exploit the trade-off between the algorithm's optimality and its implementability, and present performance comparisons with respect to accuracy and computational complexity for both approaches. We further suggest an iterative method to obtain desired accuracy or resolution in the approximation to the function while keeping the complexity small. Both centralized and distributed methods are presented and proofs of convergence are given where appropriate. Finally, we devise a routing protocol based on the distributed problem solution.
Background
A general reference for data network topics, including flow routing for different cost functions, is the book by Bertsekas and Gallager [BG91] . They suggest that flow allocation obtained by solving average delay for a M/M/1 queue optimization problem (1) is very similar to the flow obtained when minimizing the maximum link utilization in the network; therefore, our flow solution should have a very low, if not optimal, delay through the network regardless of the traffic distribution. Optimal network flow problem and convex optimization topics are presented in Boyd and Vandeberghe [BV03] . Our distributed algorithms are motivated by their treatment of Lagrangian relaxations and dual optimization problems. Other general reference for mathematical programming is [Ber99] , which is the source of dual subgradient methods used to solve the general convex problem. In [GK98] , several network flow allocation and fractional packing problems, including maximum multi-commodity flow, spreading metrics, maximum concurrent flow, and maximum cost-bounded concurrent flow, are solved for linear cost primal problems. We consider their algorithms when solving LP approximation of minimum delay problem. Our project investigates some open problems and topics formulated in [Gan04] .
Problem statement
The problem is to find the optimal flow distribution for a network with static topology and admissible traffic. These two constraints guarantee that an optimal feasible solution exists, since we do not allow network changes (addition or removal of links and nodes) and we do not allow any queue buildup in the interior of the network. A flow from node i to node j is defined as all the packets that originate at node i and are destined to node j. Although the problem formulation applies to all networks, we only consider networks where the flows only originate and end at the edges of the network. In other words, no traffic is generated within the network, but rather flows are the result of traffic coming from external links. This assumption is valid in the context of POPs and allows us to place an upper limit on the number of flows.
The following network definitions and notation are used to formulate our problem.
Network topology
A data network consists of nodes N = {1, . . . , N } that can send, receive, and relay data flows across the directed communication links. We label all the links with integers, and denote the set of all links L = {1, . . . , L}. We define O(i) as the set of all links that are outgoing from node i, and I(i) as the set of all links that are incoming to node i. We can represent the network topology by its node-link incidence matrix. Assume that the network has N nodes and L links, then its incidence matrix is a matrix A ∈ R N ×L whose entry A ij is associated with node i and link j via
As an example, figure 1 shows the directed graph model of a network with N = 5 nodes and L = 7 links. The node-link incidence matrix for this network is
Capacitated multi-commodity network flow
In a multi-commodity network flow (MCNF) model, each node can send data to many destinations and can receive data from many sources. We will assume that the data flows satisfy flow conservation law at each node. This way no packets are dropped and we do not need congestion control in the interior of the network. We identify each flow by its flow number f ∈ F = {1, . . . , F }. For a practical network, total number of flows can be very high, e.g., F could be in the order of millions. In this case, it makes sense to look at the aggregate level of data traffic in the network and simplify our problem. Therefore, we will aggregate flows by their destination node, and will identify new aggregate flows by their destination. We denote the set of all destination nodes by D = {1, . . . , D}, a subset of N . For each d ∈ D, we define a source-sink vector s (d) ∈ R N , whose the ith (i = d) entry denotes the (nonnegative) amount of flow originated at node i and destined to node d. The source-sink flow conservation can be expressed as s
On each link i, we denote the amount of flow destined to node d by x
be the amount of total traffic on link i (T ∈ R L is the traffic vector). We will impose the capacity constraints T i ≤ C i , where C i is the total amount of traffic that can be supported by link i (and C ∈ R L is the capacity vector for all links). Finally, the problem of finding the optimal multi-commodity network flow with a certain cost objective function is formulated as,
where d = {1, . . . , D}. This is a convex optimization problem if link cost functions φ i are convex (the average M/M/1 delay functions D i in equation (1) are convex). Therefore, an optimal solution exists and can be computed using standard optimization techniques [BV03] .
