A quantum mechanics interpretation of Fuzzy C-Mean (FCM) is presented. Cluster aims to study the data distribution in scale space. Its characteristics are very similar to the particle world in quantum physics. By analyzing the essence of the quantum potential and the quantum trap, the paper discusses the core and the basis of Quantum Clustering in quantum mechanics. A couple of drawbacks about Quantum Clustering algorithm is also presented. In addition, known from the fuzzy mathematical computing, the important fuzzy similarity parameter u in FCM is expressed by the quantum wave function. After a series of analysis, the important six innovation conclusions about Iris, FCM, and Quantum Clustering are proposed, and one of the most important is that there is a cryptical wave function existing in FCM, as well as several important experimental results prove it.
INTRODUCTION
Quantum mechanics is used to study the distribution of particles in the quantum world. It also describes the quantum behaviors of particles using a wave function. The probability wave function describes the characteristics of the distribution state of a particle [1] . In this study, we use the fact that the quantum potential is vital in locating the particles [1, 2] . The relations are integrated in quantum mechanics by the Schrödinger equation of which solutions may involve a quantum potential or a wave function when a suitable *Corresponding author. ezhli@yahoo.com.cn condition is given. In particular, the Schrödinger equation has multiple solutions for a given quantum potential [1, 2] , i.e., probability wave functions are diverse, indicating that no single distribution of particles exist. In machine learning, cluster analysis aims to cluster the most similar groups in a dataset in the same cluster and the most dissimilar groups in a different cluster. The quantum mechanism implies that the grouping clues inherent in a dataset can be discovered in machine learning. The clustering procedure is highly similar to solving the Schrödinger equation for quantum potential or wave function, which involves two cases. First, given the wave function, which corresponds to the known data distribution, the solution of the Schrödinger equation is the clustering objective function. Such strategy was implemented using the quantum clustering (QC) algorithm [2] [3] [4] [5] . Second, given the quantum potential, the Schrödinger equation has more than one solution wave function, implying that the particle distribution is dynamic or obscure. For example, in machine learning, the clustering method should be used for certain pattern distributions with high complexity.
The current study examines the core and basis of QC in quantum mechanics by analyzing the essence of the quantum potential and the probability wave functions. By using fuzzy mathematical computing, the key fuzzy similarity parameter u in fuzzy C-means (FCM) is deduced by the quantum wave function. After a series of studies, six innovative conclusions about Iris, FCM, and QC are proposed. Moreover, the most important predictability on FCM is presented; that is., a cryptic wave function exists in FCM [13] .
QUANTUM POTENTIAL AND QUANTUM CLUSTERING
The Schrödinger equation can be formulated in two ways: one with time and the other without time. This study focuses on the latter [2] [3] [4] [5] , as expressed in Eq. (1), where, the wave function mainly describes the quantum state of the particle [1] . The equation aims to solve for the wave function with multiple solutions when a restricted boundary condition is given [1] . When the quantum potential is zero or lower, the particles converge at a narrow location around the lower potential [1] (quantum trap). This mechanism is similar to the clustering process, wherein different quantum potentials locate different cluster centroids and produce different clusters [13] .
where ϕ is the wave function, H is the Hamilton operator, V is the potential function, E is the energy eigenvalue of the H operator, is the P type operator, and δ is the unique parameter in the equation used to adjust the lower potential value. According to the physical significance of the Schrödinger equation, the solution wave functions are similar under the same quantum potential. By contrast, given the ϕ, the Schrödinger equation is solved to obtain the expression for the quantum potential using Eq. (2). The quantum potential promotes the affinity of the particles and allows their accumulation. This physical procedure is the key theorem of QC in quantum mechanics [13] . (2) According to the quantum theory, the potential energy determines the particle distribution, whereas the wave function describes the state of the particle distribution [1] . In Eq. 
Given that ϕ is definitely positively finite, then E can be calculated using Eq. (3), and Eq. (2) can be solved using only the adjustive parameter δ.
The Gaussian wave function package is one of the solutions of the Schrödinger equation [1] , which is expressed as Eq. (4). This equation is constructed by associating a Gaussian function with n d-dimensional patterns in a Euclidean space and by taking their sum [1, 3] . In this equation, δ represents the scale parameter. This equation is equivalent to the clustering analysis condition that provides a set of n d-dimensional patterns defined within a scalespace:
where, according to Mercer's theorem [6, 7] , the Gaussian wave function performs a nonlinear transformation of the input space into a Hilbert space, in which ϕ is a Gaussian kernel with a width δ. Thus, this study considers δ as a kernel-width parameter.
The QC algorithm [2] [3] [4] [5] utilizes new heuristic procedures that are borrowed from quantum mechanics to determine the clustering centers. In a scale-space, approaches such as the gradient descent algorithm are used after the clustering centers are identified to allocate the instances to the different groups. The iterative process of gradient descent in a QC algorithm is expressed as: (5) where, initially, y i (0) = x i , and Eq. (5) lets the points y i (t) reach an asymptotic fixed value that corresponds to a cluster center [3] ; n(t) is the learning ratio; and V is the gradient of the potential.
The QC algorithm [2] [3] [4] [5] is a non-parametric clustering technique that is based on the scale-space clustering algorithm. This algorithm is also an unsupervised clustering one.
Based on the analysis above, the following conclusions can be drawn:
(1) Quantum space is an extreme world in which some of the properties are in the kernel-space and the rest are in the Hilbert-space; however, these spaces are different; (2) Eq. (1) [2] [3] [4] [5] in Section 2 removes . Eq. (1) can be explained using the initial Schrödinger equation of quantum mechanics; however, this equation is not emphasized in literature;
(3) Ref. [2] [3] [4] [5] loses the operator and allows QC to have more cluster characters. However, this process deviates from the essence of quantum physics; (4) Particle distribution in the quantum world is dynamic. After the dynamic procedure is projected in the clustering process, it is staticized in the QC algorithm. The quantum potential can be used to locate the cluster center, whereas the wave function describes the pattern distribution. However, the cluster can also be used to study the pattern distribution in a scale space to determine the cluster number and the cluster centroid. These results illustrate the effectiveness of the QC algorithm [2] [3] [4] [5] . However, the quantum world remains highly mystical. Thus, the QC algorithm requires further study.
QUANTUM INTERPRETATION OF THE FCM ALGORITHM
In this section, an innovative comprehension of FCM in quantum physics, namely, a quantum interpretation about FCM, is provided. The fuzzy c-means (FCM) algorithm is one of the most popular fuzzy clustering algorithms and has been extensively used in data mining and related applications [8] . He clustering methodology used in this study starts by normalizing the computed coherency measures and finally by obtaining new cluster centers of coherent instance groups. Assume that n instances x i (i = 1, 2....n) and x i ∈R d are clustered into the c cluster centers. Let u ji denote the degree of membership, which indicates that x i belongs to the jth cluster center. Therefore, the objective of the FCM algorithm is to determine all elements u ji in matrix U. The fuzzy weight parameter m is another character but is considered an experiential parameter.
To indicate the fuzzy separation of the clusters, the ith cluster centroid v i is considered the center of a fuzzy set, which consists of the rest of the vectors
The membership function is redefined as Eq. (6): (6) Normally, the construction of an objective function [9] in FCM is realized using similarity multiplying dissimilarity. The expression can then be reached. For the QC algorithm, a wave function that satisfies Eq. (7) must be found. The right part of Eq. (7) is the "distribution factor of quantum clustering," as mentioned in Section 2. (7) The wave function in the Schrödinger equation is constructed by associating each n particle with a Gaussian function, which describes the distribution probability of all instances at the same potential field. Thus, the "distribution factor of quantum clustering" for data mining in Eq. (7) must be extended to the whole scale-space, as expressed in Eq. (8): 
In addition, according to the essence of the wave function in quantum mechanics, the particle does not emerge and disappear [1] . Thus, the sum of the emerging probability of a particle at every site is "1"; i.e., .
For Eq. (8), the denominator of the left part equals "1,". Thus, Eq. (8) is reexpressed as Eq. (9): (9) Eq. (9) is clearly a second-order derivation of the wave function. With these derivations, the conclusion is that a cryptical wave function exists in FCM. This wave function is the same as the QC cluster.
EXPERIMENTAL COMPARISON AND ANALYSIS OF THE FCM AND QC
ALGORITHMS In this section, several experiments are conducted to test the proposed prediction. A comparative study of the classical FCM and QC [2] [3] [4] [5] 11] algorithms is also performed. A benchmarking Iris dataset is used [12] . Our experimental results demonstrate the homogeneity between FCM and QC. Two measurement parameters are adopted to show the effectiveness and efficiency of the algorithms. One parameter is the err ratio, which represents the ratio of the misclassified number of instances of one cluster to its raw number. The other is the clustering accuracy ratio, which is the ratio of the number of instances occurring in each cluster to the number of instances in the dataset. The main sample datasets are the raw Iris and the normalized Iris. The following basic parameters of the FCM algorithm are used in this study: fuzzy weight parameter, 2; number of iteration, 100; and threshold, 1e −5 . The basic parameters of the QC algorithm are as follows: δ = 0.0456; and number of iterations, is 80. 
Experiment 1.
This experiment was performed on the benchmarking Iris dataset in UCI [12] . The Iris dataset contains 150 patterns from three kinds of flowers, namely, setosa, versicolor and virginica. Each pattern consists of four features: sepal length, sepal width, petal length, and petal width. Figs. 1(a) and  1(b) show the corresponding clustering results of the FCM and QC algorithms on the normalized dataset, respectively. FCM and QC clearly acquire similar clustering performances. Table 1 lists the average err ratio and average clustering accuracy ratio of 50 iterations of both algorithms on this benchmarking dataset. FCM clearly outperforms QC in the clustering accuracy ratio. Table 1 also lists the accuracies of the two algorithms on the raw Iris dataset. The data show that FCM successfully completes the Iris cluster, whereas QC refuses recognition. This result illustrates the advantage of the Gaussian wave function over the Gaussian wave function package in describing the pattern distribution of Iris.
This experiment illustrates the unusual performance of the two algorithms on Iris with or without normalization. The difference between the two algorithms is the use of a dimension. This study provides the reasons for the appearance of This experiment was performed to determine the clustering performance and robust capability of FCM and QC for a special distribution dataset. The distinct characteristics of these two datasets are extremely distributed. The first dataset is artificial and two-dimensional, and exhibits an elliptical distribution. The other is the Australian crab dataset in UCI [12] , which exhibits a strip-shaped distribution. In other studies, the data consisted of four pencil-shaped rods that converge to a point.
An artificial dataset contains 65 patterns from four classes. Each pattern consists of two features. Figs. 2(a) and 2(b) show the clustering results of FCM and QC algorithms on the artificial dataset, respectively. Table 2 shows the clustering results for the artificial dataset using FCM and QC.
The Australian crab dataset [12] Table 3 shows the clustering results for the crab dataset using FCM and QC. The results illustrate the clustering correspondence effectiveness and robust capability of QC and FCM for datasets with special distributions. Experiment 3. In this experiment, a multifeatured Spellman-demo dataset in UCI [12] was used to test the clustering capability of FCM and QC. This experiment illustrates the performance of FCM and QC for multifeatured datasets. The Spellman-demo dataset is a high-dimensional, complicated dataset that contains 789 patterns from five classes. Each pattern consists of 72 features. In literature [2, 3, 5] , only four of the features were used in the experiment. These features were reprocessed using singular value decomposition (SVD) and then normalized. In this study, the same data items and method were used to reprocess the data. Our experimental results were compared with those from literature [2, 3, 5] . Figs. 4(a) and 4(b) show the clustering results of the FCM and QC algorithms on the Spellman-demo dataset. The results in Fig. 4(b) and the clustering results in Table 4 are the same as previously reported findings [2, 3, 5] . The results show that the FCM and QC clustering algorithms have high clustering capabilities for high-dimensional, complex datasets. However, the clustering accuracy of QC on the Spellman-demo dataset is lower than that of the FCM. The main reason for this difference is that FCM clusters the data items in fuzzy space and performs a number of iterations, whereas QC determines the cluster centers at the first iteration and then clusters the remaining data items using an invariable distance scale. Therefore, the difference in the results is due to the infrastructure of the QC algorithm itself rather than the clustering mechanism of quantum mechanics. In other words, if the infrastructure of the QC algorithm is improved, the clustering results obtained may be similar to that of FCM.
CONCLUSIONS
In this study, a novel quantum interpretation on FCM based on the quantum theory is proposed. The virtues of the proposed innovation can be summarized as follows:
(1) From the QC perspective, the Iris pattern distribution is not equivalent to the Gaussian wave function packet. However, QC and FCM both 206 On a New Interpretation of Fuzzy C Mean using Quantum Theory yielded good clustering results on the normalized Iris dataset, indicating that the Iris dataset has a certain infrastructure information; i.e., the genuine probability distribution of Iris is unknown; (2) The Gaussian wave function packet, unlike the single Gaussian wave function, has a relatively complex distribution fitting that warrants further studies; (3) The genuine probability distribution of Iris is difficult to determine, and the wave function in FCM is cryptic; (4) For some special datasets, the clustering capability and efficiency of the QC algorithm are similar to those of FCM, and their magnitude are equivalent to a certain degree; (5) Based on the analysis in Section 2, the solutions of the Schrödinger equation are not unique: other forms other than the Gaussian wave function exist. The other potential wave functions may be suitable in describing the distribution of the Iris dataset. In other words, once the Gaussian wave function in the QC algorithm is replaced by an appropriate potential wave function, which is one of the equivalent solutions of the Schrödinger equation, QC may become suitable in classifying the raw Iris dataset, and a higher performance may be achieved; (6) Several improvements require further investigation. For example, the iterative steps in the QC algorithm may be replaced by another more efficient method. Thus, a faster version of this algorithm should be developed. Another research direction is to introduce a new wave function in the QC algorithm instead of the Gaussian wave function packet to propose develop new algorithms. These directions will be explored in the near future.
