Abstract. The electrostatic interpretation of the Jacobi-Gauss quadrature points is exploited to obtain interpolation points suitable for approximation of smooth functions de ned on a simplex. Moreover, several new estimates, based on extensive numerical studies, for approximation along the line using Jacobi-Gauss-Lobatto quadrature points as the nodal sets are presented.
He continued by showing that the energy is minimized when x 1 ; : : : ; x N are given as the zeros of the Jacobi-polynomial, P ; N (x), with = 2p ? 1 and = 2q ? 1. In 1939, Szeg o 3] showed that this minimum indeed is the unique global minimum. Additionally, he showed that also the Hermite and Laguerre polynomials may be obtained through an electrostatic approach. Consequently, it was established that the Gauss quadrature points of the classical orthogonal polynomials can be determined as the steady state, minimum energy solution to a problem of electrostatics.
The symmetric Jacobi polynomials, P ; N (x) = P N (x), play a particularly important role in many areas of numerical analysis such as linear algebra and approximation theory. In particular, the special case of P ?1=2 N (x) = T N (x), known as the Chebyshev polynomials of the rst kind, is used extensively for approximation of smooth functions. Indeed, the successful application of spectral methods to the solution of partial di erential equations is mainly based on the superior approximation properties of the Chebyshev polynomials (see e.g. 4] ).
The apparent connection between steady state, minimum energy solutions to problems of electrostatics and polynomials, well suited for approximation of smooth functions, is the main inspiration of the present work.
The question we attempt to address is whether it is possible to formulate an electrostatic problem in a simplex, the minimum energy, steady state solution of which leads to the speci cation of polynomials suitable for approximating smooth functions de ned on the simplex.
In particular, we shall focus the attention towards nodal sets and polynomial interpolation in an equilateral triangle. Such nodal sets are at the heart of the speci cation of high order element methods, e.g. the h ? p nite element method 5] or spectral element methods 6] . Also for the construction of di eomorphic mapping functions, using trans nite blending functions, does the speci cation of high order shape functions play an important role.
In the present work we will restrict the attention to nodal sets which share certain properties. In order for the nodal sets to be useful in connection with high order element methods, it is important that the nodal sets include nodes along the boundaries of the simplex. In particular, along the line this implies that the endpoints should be included in the nodal set. This allows for imposing boundary conditions and enforcing continuity between elements. In the two-dimensional case the picture is a little more complicated. Our aim is to obtain nodal sets that can be integrated with more conventional spectral methods or provide a fundamental building block for a high order element method. In the latter case, the actual speci cation of the points along the edges of the simplex is less important as all elements are similar such that enforcing continuity becomes a straightforward procedure. However, in relation to spectral methods the picture is a little more complicated. Traditional spectral methods in more than one dimensional are based on tensor-products of onedimensional approximations, with the most commonly used nodal sets being based on Gauss-Lobatto quadrature points of Chebyshev or Legendre polynomials. This has the additional advantage that Gauss quadrature rules exist for integration along the edges. Based on these observations we have chosen to restrict the attention to nodal sets in the simplex which share the property that the nodes along the edges are speci ed as Gauss-Lobatto quadrature points of symmetric Jacobi polynomials. Moreover, we require that the one-dimensional edge polynomial is of same order as the global multi-dimensional polynomial.
The remaining part of the paper is organized as follows. In Sec. 2 we recall a few results from approximation theory important to the present work and we introduce the Lebesgue constant as a measure of the quality of the interpolating polynomial. Section 3 is devoted to interpolation of functions de ned along the line. The known estimates of the Lebesgue constant for approximation using symmetric Jacobi polynomials are brie y reviewed and several new estimates, based on extensive numerical studies, using the symmetric Jacobi-Gauss-Lobatto quadrature points as nodal sets are conjectured. In Sec. 4 we turn towards the problem of constructing high order interpolating polynomials in the triangle through the solution of a problem of electrostatics. Section 5 contains a short discussion and concluding remarks. In the appendices we give the barycentric coordinates of two nodal matrices well suited for interpolation in a triangle.
2. General Concepts and Notation. Throughout this paper we shall be concerned with the distribution of nodes in an m-dimensional simplex, S m R m , leading to an almost optimal polynomial interpolation as measured through the Lebesgue constant. For the sake of simplicity, we restrict the analysis to the one-dimensional, m = 1, and the two-dimensional case, m = 2, with the emphasis on S 2 being an equilateral triangle.
We de ne the space of n-degree polynomials in m variables, P m n , such that the dimension of the approximation space is dim P m n N m n = m + n m ;
being the minimum space in which P m n may be complete 7] . Let us also introduce the nodal set, m n = (x 1 ; : : : ; x N ), where the nodal points, or collocation points, are termed x i 2 S m . Here, and in the following, we will used N = N m n to simplify the notation unless clari cation is deemed necessary. In the one-dimensional case this is ensured if the nodal points are distinct. However, for m 2 no such simple results exist. A geometric characterization of distributions of points in S m ensuring a non-zero determinant is given in 8]. However, these considerations lead to su cient conditions only and are certainly not necessary.
If we simply assume that jVDMj 6 = 0, we may express the polynomial approximation, I m n f(x) 2 P m n , using interpolating Lagrange polynomials, L i ( m n ; x) 2 P m n , with the property L i ( m n ; x j ) = ij . Thus, the polynomial interpolation is given as
This relation is naturally true for any smooth f(x) 2 H, and in particular for the basis, Consequently, by computing the Lebesgue constant we obtain a measure of how close the approximation is to the best polynomial approximation. It is noteworthy that the value of the Lebesgue constant depends solely on the interpolating Lagrange polynomials and, therefore, is determined completely by the nodal set, m n . For interpolation of smooth functions on S 1 , we learn from Theorem 2.1 that convergence can be expected only when the function is su ciently smooth such that the approximation error decays faster than the growth of the Lebesgue constant. Another motivation for searching for nodal sets resulting in small Lebesgue constants is that due to nite precision of digital computers, given through the machine accuracy, " M , one can only expect valid results when ( m n )] ?1 " M , independent of the smoothness of the function being approximated. It is therefore of signi cant importance to specify methods for obtaining nodal sets resulting in small and slowly growing Lebesgue constants. The study of this is the subject of the remaining part of the paper.
Interpolation Points in S 1
Using Electrostatics. The interpolation problem in S 1 has received extensive attention in the past and we shall not attempt to fully account for the large amount of results, but rather selectively present the relevant theory. For a general introduction we refer to 10, 11, 12] . characterizing the optimal canonical nodal set was rst conjectured in the famous Bernstein-Erd os conjecture and later proved in 14, 15] . This result establishes existence and uniqueness of the optimal set and, among other properties, shows that the optimal nodal set, The value of the Lebesgue constant for various choices of nodal sets has been given much attention in the past. However, as we have discussed previously, we are primarily interested in nodal sets obtained as Gauss-Lobatto quadrature points for the symmetric Jacobi polynomials due to their extensive use in connection with spectral methods. We have therefore chosen to restrict the discussion in the following to results obtained for the Jacobi polynomials only.
Equally Distributed Nodal Sets. For reasons of comparison, let us, however, rst focus the attention towards the interpolation problem at an equidistant grid and introduce the equally distributed nodal set, Table 1 . Table 1 Lebesgue constants for various choices of nodal sets. Listed is the minimum Lebesgue constant, JGL; n , for the optimal value of using the Jacobi-Gauss-Lobatto nodal set, JGL; n . Also given is LGL n and CGL n representing the Lebesgue constants for the Legendre-Gauss-Lobatto, LGL n , and the Chebyshev-Gauss-Lobatto, CGL Chebyshev Distributed Nodal Sets. Let us now turn towards nodal sets associated with zeros of Jacobi polynomials and begin by considering the Cauchy remainder for polynomial interpolation
indicating that a good choice for interpolation may be the nodal set minimizing k Q n+1 i=1 (x ? x i )k 1 . This uniquely determined nodal set, CG n , is recognized as the Chebyshev-Gauss quadrature points, i.e., the zeros of the Chebyshev polynomial,
n+1 (x) = T n+1 (cos ) = cos((n + 1) ).
As realized by Stieltjes 1, 2] , these points may found as a solution to the elec- The Comparing with the optimal values of the Lebesgue constant given in Theorem 3.2, is it clear that interpolation using CG n results in an approximation error being close to that of the optimal canonical nodal set.
However, if we consider the canonical Chebyshev-Gauss or extended ChebyshevGauss nodal set, it becomes clear that both nodal sets are close to the optimal set for large values of n. However, in particular the extended Chebyshev-Gauss nodal set, ECG n , results in an approximation that is very close to that obtained using the optimal nodal set. Indeed, to the best of our knowledge, the extended Chebyshev-Gauss nodal set is the best known nodal set with the position of the nodes given on closed form.
However, ECG n , does not represent a nodal set associated with the zeros of a Jacobi polynomial. As discussed previously, this issue is important in connection with the solution of partial di erential equations using spectral methods where highorder integration is required. Consequently, in such cases it is desirable that the nodal set is related to a Gauss quadrature formula, explaining why the extended Chebyshev-Gauss nodal set plays a less important role in this context. Also, the Chebyshev-Gauss nodal set is less attractive for use in connection with spectral methods as the endpoints of the interval are not included, thereby making it hard to enforce boundary conditions. For these reasons, the most used nodal set for constructing approximate solutions to partial di erential equations using spectral methods is the canonical Chebyshev-Gauss-Lobatto set being obtained as the zeros of the polynomial , (1?x 2 )T 0 n (x), and is given on closed form as CGL n = (?1; fx i g n i=2 ; 1) where x i = ? cos((i ? 1) =n).
To return to the electrostatic analogy, we recall that the Jacobi-Gauss quadrature points appear from the original work. However, since the Jacobi-Gauss-Lobatto quadrature points are obtained as the interior zeros of the polynomial (P n (x)) 0 and using the identity for Jacobi-polynomials 23],
we realize that also the Jacobi-Gauss-Lobatto quadrature points appear as solutions to the original electrostatic problem by using the relation, = 2(p ?1) and including the endpoints in the nodal set, e.g. using p = q = 3=4 results in the ChebyshevGauss-Lobatto nodal set ( = ? 1 2 ). Estimation of the Lebesgue constant, We immediately observe that in addition to the desirable property that the GaussLobatto nodal sets includes the endpoints of S 1 , the Lebesgue constants are also uniformly bounded by those obtained using the Gauss nodal set.
The tight bound on CGL n for n being odd is possible due to the observation 24] For n being even, x = 0 is always part of the nodal set as x n=2 . Consequently, it is conjectured that the Lebesgue function attains it maximum value exactly between the center node, x n=2 , and x (n+2)=2 , since x (n+2)=2 2 = ? 1 2 cos 2 n + 2 n = 1 2 sin n 2n ; for large values of n. This result conforms well with the result that for n being odd the maximum of the Lebesgue function is also found exactly between the two center nodes, i.e. at x = 0.
Values of the Lebesgue constant, CGL n , is given in Table 1 for n 2 1; 24] , and in Fig. 1 we have plot CGL n for large n con rming the logarithmic dependence on n.
Legendre Distributed Nodal Sets. Based on the general expression for the interpolating Lagrange polynomials, Eq. (2), it appears that the nodal set maximizing the Vandermonde determinant, jVDMj, could be expected to yield an interpolating polynomial with a small value of the Lebesgue constant. As shown in 25] this nodal set is given as
LGL n = (?1; fx i g n i=2 ; 1) where fx i g n i=2 = fx i j(P 0 n (x i )) 0 = 0g n i=2 , i.e. the extrema of P 0 n (x) also known as the Legendre polynomial. This nodal set,
LGL n , is known as the Legendre-Gauss-Lobatto or the Fekete/Fej er nodal set.
Estimates for the Lebesgue constant,
LGL n = (
LGL n ) are sparse, the problem being that no explicit formula for the nodal set is known. The rst estimate is possibly given in 25] as
LGL n p n + 1, which is also obtained simply by applying the Cauchy-Schwartz inequality and the fact P n+1 i=1 jL i ( LGL n ; x)j ? LGL n ; 2n n even :
This conjecture is consistent with those put forward in 13] and does indeed con rm that
LGL n < CG n uniformly in n. Additionally, we also nd
LGL n < CGL n uniformly in n as is illustrated in Fig. 1 . Numerical values of
LGL n are given in Table 1 n , using the Jacobi-Gauss nodal set,
LGL n , scales as In attempting to address this question, we give in Table 1 n , for the optimal nodal set 27], is it clear that the computed Jacobi-Gauss-Lobatto nodal sets are very close to the optimal nodal set. We observe that the value of leading to the optimal nodal set varies with n, although, it seems that it asymptotes towards a xed value around ' 0:5. This tendency is found to be maintained for n 60. However, we have been unable to continue the computation beyond this point as the computation of the optimal value of becomes prohibitively expensive due to the many required computations of the corresponding Lebesgue constant.
The value of = 1=2 corresponds to a nodal set, UGL n , based on the GaussLobatto quadrature points for the Chebyshev polynomial of the second kind being given as U n (cos( )) = sin((n + 1) )= sin . Unfortunately, as we will see shortly, the hypothesis that UGL n is close to the optimal nodal set is only valid for small n. We recall that the nodal set is given on explicit form as UGL n = f?1; fx i g n i=2 ; 1g where x i = ? cos((2i ? 1) =2(n + 1)).
We are not aware of any results estimating the Lebesgue constant, UGL N = ( UGL n ), using the Gauss-Lobatto nodal set of the Chebyshev polynomials of the second kind. Based on extensive numerical studies we conjecture the following Conjecture 3.3. The Lebesgue constant, UGL n , using the Chebyshev-GaussLobatto nodal set, UGL n , is bounded as UGL n 2 log(n + 1) + n ; with 0 < n < 0:525f(n + 1) ; where f is a weak function of n behaving asymptotically as n ! 1 : f(n) log n ! 1 ; f(n) p n ! 0 :
We have been unable to estimate the unknown function, f(n), more accurately. However, numerical studies indicate that asymptotically, f(n) ' n , where O(0:1).
We observe that for small values of n, the nodal sets associated with Chebyshev polynomials of the second kind results in a Lebesgue constant that is very close to the optimal one as given in Theorem 3.2. However, the slow growth of UGL n with n renders this property invalid for increasing n. In Fig. 1 we compare UGL n with
LGL n and CGL n to nd that the former is superior to the more commonly used
Chebyshev-Gauss-Lobatto points for any practical value of n, while it is superior to the Legendre-Gauss-Lobatto points only for small n. An attractive property of UGL n is , however, that it is given on explicit form contrary to
LGL n . In the present section we have summarized and extended the results for interpolation on nodal sets with particular emphasis on nodal sets appearing as solutions to an electrostatic problem and related to the symmetric Jacobi-polynomials. The results may most easily be summarized as We introduce the polynomial space, P 2 n = spanfp ij (x) = x i y j ; i; j 0; i+j ng.
The basis functions spanning the polynomial space may conveniently be thought of as As for interpolation along the line, we observe an extremely rapid growth of Eq n essentially rendering this nodal set useless for high order polynomial interpolation.
For reasons of comparison, we list the Lebesgue constants for n 2 1; 16] in Table 2 .
The question naturally raises as to whether it is possible to obtain nodal sets better suited than Eq n for interpolation in S 2 .
This question was rst addressed in 29] by realizing from Eq.(2) that a good nodal set could be obtained by maximizing the Vandermonde determinant, jVDMj, much like the procedure that leads to the Legendre-Gauss-Lobatto points discussed previously. However, the study was quite restricted and nodal sets was computed only for n 7.
Recently, a more thorough study was published in 27], where nodal sets, resulting in a signi cantly slower growth of the Lebesgue constant than obtained for Eq n , were obtained by minimizing over the L 2 -norm of the Lebesgue-function for n 2 2; 13].
As is evident from the computed Lebesgue constants, Opt n , as reproduced in Table  2 , the suggested procedure yields very good nodal sets, although there is no way one can know whether these are the optimal sets. Indeed, as we will show shortly, at least for n 5 is it possible to nd sets with a smaller Lebesgue constant. However, the main reason for our interest in obtaining alternative nodal sets is the fact that the sets given in 27] does not have nodal distributions along the edges that can be identi ed as Jacobi-Gauss-Lobatto quadrature points. As we have argued previously, this latter property is advantageous if one wishes to apply the polynomials on the simplex in connection with spectral methods which are almost exclusively based on Jacobi polynomials.
Inspired by the success of polynomial interpolation in S 1 when using nodal sets appearing as solutions to an electrostatic problem, we now propose to consider the following scenario.
Assume that the edges of the simplex, S The problem is clearly very similar to the one originally put forward by Stieltjes 1, 2] , however with signi cantly more complexity.
Contrary to the m = 1 case, we have no prior knowledge of a proper choice of the line charge density of the line, L l , in order to obtain nodal sets well suited for polynomial interpolation. Indeed, we will later use this free parameter for optimizing the nodal sets. However, based on the knowledge gained from S 1 we believe that the most appropriate choice is L 1 = L 2 = L 3 = L , i.e., the external potential eld imposed by the line-charges is symmetric.
As the aim is to construct nodal sets well suited for approximating partial di erential equations in a multi-domain setting, we require that the edges contain interpolation points. However, the speci cation of these points is at this point undetermined.
We also remind that the aim is to construct interpolating polynomials with the edge polynomials having the same order as that of the global interpolating polynomials, i.e. the total number of nodal points should be related to the number of freely where the last term, _ x i , corresponds to a small friction in order to make the problem slightly dissipative. This equation is advanced in time using a 7(6) embedded Nystr om-Runge-Kutta scheme with error control 30]. The resulting solution is passed on as an initial guess to a nonlinear solver to nd the true steady state solution. We have used a algorithm based on a modi cation of Powell's hybrid algorithm 31].
The single most important remaining point is how to chose the initial conditions. Finding the global minimum of the energy function is in general extremely complicated in particular for increasing N p . However, since we are interested in solutions suitable for polynomial interpolation, we restrict the attention to steady-state solutions that process a high degree of symmetry. Inside the simplex, we consider solutions that are constructed of three symmetry patterns. A charge can be situated at the center of the triangle, termed a 1-symmetry; it can be positioned along one of the three meridians, termed a 3-symmetry; or it can be inside one of the six sub-triangles bounded by the symmetry-axes, referred to as a 6-symmetry. If we denote the number of charges with a 1-symmetry, n 1 , the number of charges with a 3-symmetry, n 3 , and Table 2 Lebesgue constants for various choices of nodal sets in the simplex. Listed is the computed Lebesgue constants for the nodal set, JGL; n with the optimal Jacobi-Gauss-Lobatto quadrature points along the edges. LGL n and CGL n represents the Lebesgue constants for the nodal sets with the Legendre-Gauss-Lobatto and Chebyshev-Gauss-Lobatto nodes along the edges, respectively. For comparison, we also give the Lebesgue constants, those with a 6-symmetry as n 6 , the total number of charges is then obtained as N p = (n ? 1)(n ? 2)=2 = n 1 + 3n 3 + 6n 6 .
The integer solution to this equation is non-unique for n > 4. Di erent solutions correspond to di erent symmetry patterns inherent in the distribution of the charges. We have used these initial symmetry patterns to construct the initial conditions and then searched for the speci c symmetry pattern that results in a steady state solution with the minimum energy among all the possible symmetry patterns for a given n.
Having established the computational framework, let us now return to the two outstanding problems -speci cation of the line-charge, L , and the distribution of the nodes along the edges. As mentioned previously, we are primarily interested in having a distribution of nodal points along the edges that is related to Jacobi-GaussLobatto quadrature points, i.e. they are uniquely determined by the parameter, , of the Jacobi polynomial. At this point we realize that the problem of nding the best nodal distribution inside the simplex is reduced to a two-parameter minimization problem in L and . This is much like the original problem, however, with the unfortunate di erence that in S 2 we do not know how they are related or even if they are.
In the following we have used the approach outlined above to nd symmetric, steady state solutions to the electrostatic problem. However, doing a full twodimensional optimization is out of reach and we have restricted the attention to a few special cases of that is of most interest within the present context.
For a xed value of , the problem is reduced to a one-dimensional minimization problem in L , which is feasible. In all problems we nd that L O(1), but varies slightly with n as well as with .
As the most natural choice of in relation to spectral methods, we have computed the nodal sets for = ?1=2, corresponding to the Chebyshev-Gauss-Lobatto nodal set along the edge. In Table 2 for increasing n, con rming the soundness of the electrostatic approach. Indeed, we observe that the computed nodal sets are very good as compared to the corresponding equidistant nodal set and compare well also with the nodal sets presented in 27], indeed being superior for small values of n. In Appendix A we give the barycentric coordinates for the computed nodal sets for n 2 2; 16].
Another widely used nodal set for spectral methods is based on the LegendreGauss-Lobatto nodal set, i.e. corresponding to = 0. We have obtained nodal sets with the Legendre-Gauss-Lobatto nodal set along the edges and the corresponding Lebesgue constants,
LGL n , is also given in Table 2 . Not surprisingly, we observe that these nodal sets seems to be slightly better than those related to the Chebyshev nodal sets, being consistent with the ndings in S 1 . The barycentric coordinates of the computed nodal sets are given in Appendix B, although we give them only for n 2 2; 12] . For larger values of n the optimal interior nodal sets are virtually identical to those obtained when using the Chebyshev-Gauss-Lobatto quadrature points along the edges since the contribution of the edges to the value of the Lebesgue constant becomes less and less signi cant for increasing n. Consequently, the nodal sets obtained when optimizing in L for di erent values of are very similar for large n. We therefore advocate using the nodal sets given in Appendix A also for = 0 and n > 12.
For comparison, we also give the Lebesgue constant, JGL; n , for nodal sets optimized for use with the optimal one-dimensional Jacobi-Gauss-Lobatto nodal set along the edges and in Table 2 , showing that both of the former nodal sets are superior to this latter set, which we therefore discard.
Regarding the value of the optimal line-charge, we nd that for small values n, L is highly dependent on the choice of . However, for increasing n, i.e. n > 10, the optimal value of L is virtually independent on and attains a value of L ' 0:75.
In Fig. 3 we illustrate the resulting nodal sets for = ?0:5 and various values of n, clearly showing the high degree of symmetry characterizing the nodal sets.
5. Concluding Remarks. In this paper we have exploited the remarkable connection between solutions to problems of electrostatics and nodal sets well suited for polynomial interpolation along the line. The emphasis has been on nodal sets con-structed from the Jacobi-Gauss-Lobatto quadrature points and we have shown how they relate to the solution of a problem of electrostatics. Based on extensive numerical evidence we have also conjectured several estimates of the variation of the Lebesgue constant with n for the Jacobi-Gauss-Lobatto quadrature points for which only few analytical results exist. In particular, our results indicate that the nodal sets based on the Gauss-Lobatto quadrature points of the Chebyshev polynomial of the second kind is the best choice among the Jacobi polynomials for which there exists a closed form expression of the nodal set. This suggests that the Chebyshev polynomial of the second kind, rather that the extensively used Chebyshev polynomials of the rst kind, could be used with advantage as the basis functions for solving partial di erential equations using spectral methods, at least for small values of N where fast transforms are of less importance. The possibility of formulating an electrostatic problem leading to very good nodal sets for polynomial interpolation along the line inspired us to attempt a similar approach in a 2-simplex with the emphasis being on an equilateral triangle. We have formulated a natural extension of the original approach and found that the solution of that electrostatic problem leads to nodal sets which are very close to the best known sets, thus con rming that the electrostatic analogy seems to carry over to the multi-dimensional case, provided the problem is properly posed. Indeed, there are many ways this can be done, in particular with respect to the treatment of the bounding edges, where we chose the simplest possible approach in order to minimize the computational workload required to nd the sought after steady state solutions. However, our results clearly show that there is a connection between the solution to problems of electrostatics and nodal sets well suited for polynomial interpolation in the multi-dimensional simplex. It is our belief that a very similar approach can be applied for nding suitable nodal sets in a higher dimensional simplex as well.
When computing the nodal sets for polynomial interpolation in the equilateral triangle, we chose to restrict the attention to solutions where the nodes along the edges were distributed as Gauss-Lobatto quadrature points of Chebyshev or Legendre polynomials. The reason for this being that Chebyshev and Legendre polynomials are the most commonly used polynomial basis used for obtaining solutions to partial di erential equations through spectral methods. Consequently, the computed nodal sets can easily be combined with more conventional multi-domain spectral methods or even provide the basic building block for a triangular spectral element method with unstructured grids interior to the triangle 32] 
