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Resumen
Se presenta el disen˜o de un control tolerante a fallas (CTF) activo aplicado al modelo de una bicicleta sin conductor con
representacio´n Lineal de Para´metros Variables en el tiempo (LPV) polinomial, afectado por fallas aditivas en los sensores y ruido
de medicio´n. Dentro del CTF, el sistema de diagno´stico de fallas opera en base a las estimaciones de un observador de fallas, el
cual genera el aislamiento de dichas fallas. Los algoritmos propuestos, considerados como las principales aportaciones del trabajo,
logran estimaciones de fallas y variables de estado libres de ruido, con el objetivo de generar indicadores de falla y ley de control,
respectivamente. La tolerancia a fallas del sistema se consigue a trave´s de un conjunto de observadores. Los resultados se presentan
en simulacio´n utilizando el modelo LPV de una bicicleta sin conductor, considerando un controlador para la estabilizacio´n de
la postura vertical a lo largo de su movimiento traslacional y su velocidad como para´metro variable.
Palabras Clave: Diagno´stico de fallas, control tolerante a fallas, observadores, sistemas LPV.
1. Introduccio´n
Un esquema de control capaz de mantener la operacio´n de
la planta en forma segura ante la presencia de fallas recibe el
nombre de sistema de Control Tolerante a Fallas (CTF) (Zhang
and Jiang, 2000). Entre las diversas formas que pueden adoptar
los esquemas CTF (Jiang and Yu, 2012) existe la llamada aco-
modacio´n de fallas. Esta involucra, ante la condicio´n de falla,
la accio´n correctora basada en el cambio de los para´metros del
controlador o estructura del sistema (Verde et al., 2013). Con
el objetivo de construir un sistema CTF, se requiere un sub-
sistema encargado de la deteccio´n y aislamiento de las fallas
ocurridas en el sistema. Dicho sub-sistema se denomina Sis-
tema de Deteccio´n y Aislamiento de fallas o FDI del ingle´s.
La deteccio´n indica la ocurrencia de una condicio´n anormal
en el comportamiento dina´mico, mientras que el aislamiento
determina los elementos cuyos comportamientos son anorma-
les. Ası´ mismo, un tema importante consiste en la calidad de
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los elementos de medicio´n dentro del sistema fı´sico, i.e. si un
elemento de medicio´n proporciona una salida con un alto ni-
vel de ruido, la sen˜al de control dependiente de dicha medicio´n
presentara´ ruido tambie´n, generando con ello funcionamientos
forzados de los elementos ﬁnales de control o actuadores. Por
otro lado, los sistemas lineales con para´metros variables en el
tiempo o sistemas LPV se consideran, desde hace algunas de´ca-
das, como un tipo de sistemas que permiten la aproximacio´n
de dina´micas no lineales en te´rminos de un conjunto de siste-
mas lineales. Los sistemas LPV dependen de para´metros varia-
bles considerados disponibles para su medicio´n, cuyos valores
determinan el punto de operacio´n del sistema no-lineal apro-
ximado. Entre las principales representaciones de los sistemas
LPV (Briat, 2015), la formulacio´n polito´pica ha sido mayor-
mente abordada, debido a que la solucio´n se obtiene a partir
de la combinacio´n lineal de sistemas construidos en los valores
lı´mite de los para´metros variables. Existe una forma especı´ﬁca
que involucra la dependencia de los para´metros variables dentro
del sistema en forma polinomial, es decir, el sistema depende de
para´metros variables representados mediante un polinomio con
grado mayor o igual a dos, generando con ello la formulacio´n
LPV con representacio´n polinomial (Gilbert et al., 2010). Los
sistemas LPV polinomiales representan una formulacio´n menos
estudiada con respecto a los LPV polito´picos. Esto se debe prin-
 J.A. Brizuela-Mendoza et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 174–185 175
cipalmente a que, en el disen˜o del controlador u observador, la
solucio´n involucra Desigualdades Lineales Matriciales (LMI,
del ingle´s) dependientes de los para´metros variables (Gahinet
et al. (1996)). Ası´, el presente trabajo aborda el disen˜o de un
sistema CTF basado en la acomodacio´n de fallas en sensores
modeladas como fallas aditivas, considerando al sistema afec-
tado por ruido de medicio´n. Para lograr dicho objetivo, el siste-
ma FDI se basa en un observador de fallas, cuyas estimaciones,
obtenidas libres de ruido de medicio´n, son utilizadas como indi-
cadoras de la ocurrencia de las mismas en el sistema. En otras
palabras, las estimaciones del observador de fallas generan la
deteccio´n de las fallas, mientras que el sistema FDI, por su par-
te, determina el aislamiento de las mismas. Para construir la ley
de control, se presenta la extensio´n del disen˜o del estimador de
fallas utilizando observadores de Luenberger, con el objetivo
de generar una ley de control libre de ruido. Los disen˜os del
estimador de fallas y observadores de Luenberger se conside-
ran las principales aportaciones del presente trabajo. En te´rmi-
nos de CTF y FDI para sistemas LPV, Rotondo et al. (2013)
presenta el disen˜o de un sistema CTF aplicado al modelo LPV
polito´pico de un quadrotor. En dicho trabajo, dependiendo de
la informacio´n obtenida de la falla, se selecciona un esquema
de CTF activo o pasivo. El CTF propuesto en (Rotondo et al.,
2013) no incorpora elementos dedicados a la estimacio´n de la
falla presente en el sistema. Rodrigues et al. (2013) presenta
la sı´ntesis de un ﬁltro de deteccio´n y estimacio´n de fallas en
sensores aplicado a una ma´quina de viento modelada en forma
LPV polito´pica. Alwi et al. (2012) aborda el disen˜o de un esti-
mador de fallas en sensores y actuadores utilizando la metodo-
logı´a de modos deslizantes dentro del modelo de una aeronave.
Patton and Klinkhieo (2010) presenta el disen˜o de un estimador
de fallas y sus compensaciones para sistemas LPV, aplicado a
un manipulador de dos eslabones modelado en forma polito´pi-
ca. Finalmente, de Oca et al. (2008) utiliza el modelo LPV po-
lito´pico de un helico´ptero para construir un control tolerante a
fallas basado en un controlador por retroalimentacio´n de esta-
do. Haciendo referencia a trabajos aplicados en sistemas LPV
en forma afı´n, es decir, sistemas LPV con dependencia lineal
en el para´metro variable, Sloth et al. (2011) presenta el control
robusto y CTF de una turbina de viento. Se aborda el concep-
to del control tolerante a fallas en te´rminos de desigualdades
bilineales matriciales. Las investigaciones de CTF presentadas
con anterioridad aplican a sistemas LPV en sus representacio-
nes polito´pica y afı´n. Como resultado, se maniﬁesta la necesi-
dad de contribuir al respecto de los CTF en sistemas LPV con
representacio´n polinomial. Se mencionan las aportaciones del
presente artı´culo: disen˜o de un estimador de fallas y disen˜o de
un estimador de estado aplicados al modelo LPV de una bici-
cleta sin conductor. Dicho modelo LPV es afectado por fallas
aditivas en los sensores y ruido de medicio´n, adema´s de que de-
pende de la velocidad traslacional del vehı´culo, involucrada en
forma polinomial. Los algoritmos propuestos permiten estimar
fallas y variables de estado libres de ruido, con el objetivo de
detectar su ocurrencia y construir la ley de control, respectiva-
mente. La tolerancia a fallas del sistema se consigue a trave´s
de un conjunto de observadores encargados de compensar las
fallas ocurridas, con el objetivo de mantener su estabilidad.
2. Sistemas LPV con representacio´n polinomial
2.1. Descripcio´n
Considere el siguiente sistema:
x˙ = A(ζ)x + B(ζ)u
y = C(ζ)x (1)
donde x ∈ Rn, u ∈ Rp, y ∈ Rs representan las variables de es-
tado, entrada y salida, respectivamente. A(ζ), B(ζ) y C(ζ) son
matrices de dimensiones compatibles, con ζ ∈ Rm deﬁnido co-
mo el vector de para´metros variables. Debido a que el valor que
adopte ζ deﬁne el punto de operacio´n del sistema, ζ es conside-
rado medible, acotado y con derivada ζ˙ acotada. Si las matrices
A(ζ), B(ζ) o C(ζ) pueden escribirse en la forma:
χ(ζ) = χ0 +
k∑
i=1
m∑
j=1
χ{[(i−1)m]+ j}ζ ij (2)
para algu´n k ≥ 1, donde χl, l = 0, . . . , km, son matrices constan-
tes de dimensiones apropiadas, entonces (1) se denomina siste-
ma LPV con representacio´n polinomial.
2.2. Controlabilidad y observabilidad de sistemas LPV
De acuerdo con (Briat, 2008), la controlabilidad y observabili-
dad de sistemas LPV se consideran dentro de la extensio´n de los
criterios aplicados a sistemas Lineales Invariantes en el Tiempo
(LTI). Ası´, un sistema LPV sera´ controlable si:
rango[B(ζ) A(ζ)B(ζ) A(ζ)2B(ζ) . . . A(ζ)n−1B(ζ)] = n (3)
se cumple para todos los valores de ζ considerados. De forma
similar, si ∀ ζ:
rango
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(ζ)
C(ζ)A(ζ)
C(ζ)A(ζ)2
...
C(ζ)A(ζ)n−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= n (4)
entonces el sistema LPV sera´ observable.
3. Caso de estudio
3.1. Descripcio´n general
El caso de estudio es una bicicleta sin conductor. El obje-
tivo de control consiste en mantener su posicio´n vertical con
respecto a la horizontal, manipulando la posicio´n angular del
manubrio a trave´s de un par. La estabilidad de la bicicleta debe
conservarse independientemente de la variacio´n de la velocidad
traslacional v del vehı´culo. De acuerdo a Schwab et al. (2005),
el sistema puede ser dividido en tres secciones: (i) el cuadro
principal de estructura rı´gida, (ii) el tren delantero, compuesto
por el manubrio que orienta la rueda correspondiente y (iii) las
ruedas. El modelo dina´mico de una bicicleta sin conductor es:
Qq¨ + vWq˙ + (gE0 + v2E1)q = fi (5)
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donde Q, W representan coeﬁcientes matriciales de masa y amor-
tiguamiento, y E0, E1 son matrices de rigidez. En el sistema
(5), Q, W, E0 y E1 dependen de la fı´sica del prototipo modela-
do en te´rminos de la velocidad traslacional v, considerada como
para´metro variable del sistema medible ∀ t. El vector q = [φ δ]T
corresponde a las posiciones angulares de la bicicleta donde: φ
es el a´ngulo del cuadro principal con respecto a la horizontal y
δ el a´ngulo del tren delantero. fi representa el vector de fuerza
de entrada fi = [Tφ Tδ]T , siendo Tφ y Tδ los pares aplicados
al cuadro principal y tren delantero, respectivamente. Con el
objetivo de construir la representacio´n en variables de estado
del sistema (5), se adopta x =
[
q q˙
]T y Tδ = u como u´nico
par de entrada. De esta manera el sistema (5), con los valores
parame´tricos considerados en Cerone et al. (2010), adquiere la
representacio´n:
x˙ = A(v)x + Bu
y = x (6)
con
A(v) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
13.67 0.225 − 1.319v2 −0.164v −0.552v
4.857 10.81 − 1.125v2 3.621v −2.388v
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
−0.339
7.457
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)
El sistema (6) con (7), considerando como para´metro variable
ζ = v en (2) es un sistema LPV polinomial, dado que A(v)
adopta la forma A0 + A1v + A2v2.
3.2. Controlabilidad
Debido a la dependencia de la velocidad traslacional v en
(6), es decir A(v), existira´n valores de v causantes de la pe´rdida
de controlabilidad en el modelo. Considere la matriz de contro-
labilidad:
Υc = [B A(v)B A(v)2B A(v)3B] (8)
Los valores de v que generan la pe´rdida de controlabilidad en
el modelo, se obtienen a partir de la igualacio´n a cero del po-
linomio resultante de la operacio´n determinante de (8). Conse-
cuentemente, calculando |Υc| y resolviendo para v, se obtienen
los siguientes valores de velocidad traslacional para los cuales
el modelo pierde la controlabilidad:
τc = {v ∈ R : |Υc| = 0} = {±1.8305,±0.03386} (9)
Como resultado, a partir del ana´lisis se consideran u´nicamente
las raı´ces positivas, dado que dichos valores adquieren sentido
fı´sico en el contexto planteado. La sustitucio´n de dichos valores
en (8) generan la pe´rdida de rango de la matriz y consecuente-
mente la pe´rdida de controlabilidad en el modelo. Finalmente,
para efectos de la metodologı´a propuesta, se considera una va-
riacio´n para v dentro del rango Φ = [0.5 1.7] m/s; bajo la
consideracio´n de que Φ asegura la controlabilidad del sistema
LPV polinomial.
3.3. Representacio´n general del sistema bajo falla afectado
por ruido de medicio´n
Considere el sistema (6) afectado por fallas aditivas abrup-
tas y/o incrementales en los sensores y ruido de medicio´n:
x˙ = A(v)x + Bu
y = x + Fm f + Dr
(10)
donde Fm ∈ Rn×g y f ∈ Rg corresponden a la matriz y el vector
de falla; D ∈ Rn×q y r ∈ Rq representan la matriz y vector de
magnitud asociadas con el ruido de medicio´n. Considere fallas
en los sensores de las salidas y3 = φ˙ y y4 = δ˙ adema´s de dos
ruidos de medicio´n:
Fm =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
1 0
0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.1 0.1
0.15 0.12
0.1 0.2
0.05 0.1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11)
En el contexto real, las magnitudes adquiridas por el vector de
fallas f , son relacionadas con problemas de descalibracio´n o
pe´rdida de efectividad en los sensores con respecto a su opera-
cio´n nominal. Como ejemplo, el vector f = [0.2 − 0.3]T en
(10), representa la descalibracio´n o BIAS del sensor para la sa-
lida y3 = φ˙ de un 20%, adema´s de la pe´rdida de efectividad del
30% en el correspondiente a y4 = δ˙ (Chen and Patton, 1999).
4. Descripcio´n general del sistema de control
El sistema de control general se divide en dos etapas: (i)
Estabilizacio´n de la bicicleta sin conductor; (ii) Sistema de aco-
modacio´n de fallas. Como resultado, el sistema de acomodacio´n
de fallas genera la tolerancia a fallas del sistema o, equivalente-
mente, la caracterı´stica de un sistema de control CTF.
4.1. Estabilizacio´n de la bicicleta sin conductor
Se propone una ley de control por retroalimentacio´n de es-
tados estimados:
u = Tδ = θ(v)xˆ (12)
tal que el origen del sistema en lazo cerrado:
x˙ = A(v)x + Bθ(v)xˆ (13)
sea asinto´ticamente estable1, donde θ(v) es la ganancia del con-
trol dependiente del para´metro variable. Para los estimados, se
adopta un observador de Luenberger, denotado como Observa-
dor de Sistema Libre de Falla (OLF) con estructura:
˙ˆx = A(v)xˆ + Bu + L(v)(y − yˆ)
yˆ = Cxˆ (14)
donde L(v) corresponde a la ganancia del observador depen-
diente del para´metro variable. Considere el sistema (10) libre
1Criterios adicionales como tiempo de estabilizacio´n, ma´ximo sobreimpul-
so, etc., pueden ser determinados mediante el uso de regiones LMI (Chilali and
Gahinet, 1996; Brizuela-Mendoza et al., 2014).
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de falla con f = [0 0]T en (10), adema´s error de estimacio´n de
estados eel = x − xˆ:
e˙el = x˙ − ˙ˆx
e˙el = (A(v) − L(v)C)eel − L(v)Dr (15)
Adicionalmente, considere el lazo cerrado del sistema presen-
tado en la Ec. (13):
x˙ = (A(v) + Bθ(v))x − Bθ(v)eel (16)
Expresando la dina´mica del estado en lazo cerrado y el error de
estimacio´n en forma matricial:
[
x˙
e˙el
]
=
[
A(v) + Bθ(v) −Bθ(v)
0 A(v) − L(v)C
] [
x
eel
]
−
[
0
L(v)D
]
r
(17)
A partir de (17) se maniﬁesta el principio de separacio´n lineal,
donde los valores propios de la matriz:
[
A(v) + Bθ(v) −Bθ(v)
0 A(v) − L(v)C
]
(18)
estara´n constituidos por la unio´n de los valores propios gene-
rados por A(v) + Bθ(v) a trave´s de θ(v) y A(v) − L(v)C a trave´s
de L(v). Consecuentemente, se hace posible el disen˜o de las
ganancias de control θ(v) y las ganancias del observador L(v)
independientemente. Si bien el sistema (10) presenta como sa-
lida el estado x afectado por las fallas f y ruido de medicio´n, la
eleccio´n de la ley de control (12) se basa en la idea de generar
u = Tδ libre de ruido a trave´s de xˆ. Para lograr dicho objetivo,
en el disen˜o del observador libre de fallas (14) denotado como
OLF en la Figura 1, se debe considerar la minimizacio´n del rui-
do en la estimacio´n del estado, relativo al te´rmino [0 L(v)D]T r
en (17).
Figura 1: Diagrama a bloques general del sistema de control
4.2. Sistema de acomodacio´n de fallas
El sistema de acomodacio´n de fallas (SAF) tiene como ob-
jetivo asegurar la estabilidad de la bicicleta a pesar de la ocu-
rrencia de las fallas en sensores. Evidentemente, dado que se
considera una ley de control por retroalimentacio´n de estado
estimado, el efecto de los sensores fallidos se manifestara´ en
el lazo cerrado del sistema a trave´s de xˆ. Ası´, el sistema de
acomodacio´n de fallas propuesto se conforma de los siguientes
elementos: i) Observador Estimador de Fallas (OEF); ii) Siste-
ma de Aislamiento de fallas (FDI); iii) Sistema de Compensa-
cio´n de fallas (SCF) y iv) Observadores para Sistema Bajo Falla
(OSBF). Las unidades OEF, FDI, SCF y OSBF, adema´s del sis-
tema de estabilizacio´n, tienen la conexio´n presentada Figura 2.
Figura 2: Descripcio´n general del sistema de acomodacio´n de fallas
La funcio´n de cada una de las unidades dentro del sistema de
acomodacio´n de fallas (SAF) es la siguiente. Las fallas estima-
das por la unidad OEF son utilizadas como deteccio´n de falla;
analizadas dentro del sistema FDI, quien aisla o determina el
sensor fallido. Ante una condicio´n de falla, los observadores de
estado OSBF generan la estimacio´n del vector de estado consi-
derando u´nicamente las salidas libres de falla y, en conjunto con
la informacio´n proporcionada por el FDI, denotada como indi-
cador de falla, la unidad SCF selecciona los estados estimados
a partir del observador correspondiente. Dicho estado estimado
se utiliza para construir la ley de control u = Tδ. Finalmente,
ante la condicio´n libre falla, u se construye a partir del vector
de estado estimado generado por el observador OLF.
4.3. Disen˜o de unidad de Aislamiento de Fallas y Sistema de
Compensacio´n de Fallas
El sistema de aislamiento de fallas tiene como objetivo ais-
lar o determinar el sensor fallido, a ﬁn de asegurar, junto con
la unidad de compensacio´n de fallas, la estabilidad del sistema.
Dicho proceso reﬁere el uso de la estimacio´n de falla genera-
da por el observador OEF, cuyo aislamiento se realiza en base
a un conjunto de umbrales. Si el residuo proveniente del esti-
mador de falla para un especı´ﬁco sensor se encuentra por fuera
del rango seleccionado llamado umbral, entonces se lleva a ca-
bo la deteccio´n y aislamiento de la falla. Una vez realizado lo
anterior, la unidad SCF presentada en la Figura 2, se encarga de
seleccionar del banco de observadores, con disposicio´n mostra-
da en la Figura 3, el observador cuyos estimados son generados
a partir de las salidas libres de falla. Lo anterior se realiza con
el objetivo de construir la ley de control (12). Como resulta-
do, el banco de observadores estima el estado sin considerar las
salidas correspondientes a los sensores fallidos. Consecuente-
mente, una vez que el OEF estima una falla y el FDI emite el
indicador correspondiente a dicha falla, la unidad SCF actu´a,
con la ﬁnalidad de generar la ley de control a trave´s del ob-
servador requerido. La Tabla 1 presenta el valor del indicador
correspondiente al sensor fallido generado por la unidad FDI,
adema´s del observador seleccionado por la unidad SCF.
Como ejemplo, a partir de la Tabla 1, en el caso de falla del
sensor de la salida y3 = yφ˙ el sistema FDI emite el indicador de
falla 1, correspondiente al aislamiento de dicha falla, mientras
que la unidad SCF, se encarga de seleccionar el estado estimado
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OF1
OLF
OF2
OF3
OSBF
OLF
Figura 3: Banco de observadores
Tabla 1: Valor indicador y observador seleccionado
Sensor fallido Indicador de falla Observador
- 0 OLF
φ˙ 1 OF1
δ˙ 2 OF2
φ˙,δ˙ 3 OF3
proveniente del observador que excluye la salida fallida. Final-
mente, la Figura 4 presenta el diagrama a bloques del sistema
de CTF propuesto.
Figura 4: Sistema de acomodacio´n de fallas
5. Disen˜o del Sistema de Acomodacio´n de fallas
Se presenta, en la seccio´n 5.1, el disen˜o del observador es-
timador de fallas (OEF). La seccio´n 5.2 aborda el disen˜o de los
observadores involucrados en el sistema de estabilizacio´n y sis-
tema de acomodacio´n de fallas. La seccio´n 5.3, por su parte,
muestra el ana´lisis de observabilidad para el sistema bajo falla.
5.1. Disen˜o del estimador de fallas OEF
Considere el sistema (10) adema´s de la salida ﬁltrada (Ed-
wards, 2004):
z˙ = −A˜z + A˜Cx + A˜Fm f + A˜Dr (19)
con −A˜ una matriz deﬁnida negativa. Fm, f , D y r denotan lo
presentado en (10). Haciendo uso de las Ecs. (10) y (19), es
posible representar el sistema y la salida ﬁltrada dentro de una
expresio´n considerando la extensio´n del vector de estado X =
[x z]T de acuerdo a:
X˙ = A˜0(v)X + B0u + E0 f + D0r
y˜ = C0X
(20)
donde:
A˜0 =
[
A(v) 0
A˜C −A˜
]
B0 =
[
B
0
]
E0 =
[
0
A˜Fm
]
D0 =
[
0
A˜D
]
C0 =
[
0 C
] (21)
La inclusio´n de la Ec. (19) y, especı´ﬁcamente la matriz auxiliar
−A˜, reﬁere el hecho de presentar las fallas en los sensores co-
mo fallas en actuadores, haciendo posible sus estimaciones en
te´rminos de una sen˜al desconocida involucrada en la ecuacio´n
de estado. En consecuencia, el propo´sito del Observador de Es-
timacio´n de Fallas consiste en estimar las fallas ocurridas en el
sistema para ser utilizadas dentro del sistema FDI. Se propone
un observador con estructura (Khedher and Othman, 2010):
˙ˆX = A˜0(v)Xˆ + B0u + E0 fˆ +G(v)(y˜ − yˆ)
˙ˆf = H(v)(y˜ − yˆ)
yˆ = C0Xˆ
(22)
donde G(v) y H(v) corresponden a las ganancias del observa-
dor dependientes del para´metro variable. Considere los errores
de estimacio´n de estado y fallas ee = X − Xˆ y e f = f − fˆ ,
respectivamente. Evaluando e˙e y e˙ f :
e˙e = X˙ − ˙ˆX
e˙e = A˜0(v)(X − X˜) + E0( f − fˆ ) −G(v)C0(X − Xˆ)
e˙e = (A˜0(v) −G(v)C0)ee + E0e f + D0r
(23)
e˙ f = f˙ − ˙ˆf
e˙ f = f˙ − H(v)C0ee (24)
agrupando en forma matricial:
[
e˙e
e˙ f
]
=
[
A˜0(v) −G(v)C0 E0
−H(v)C0 0
] [
ee
e f
]
+
[
D0 0
0 I
] [
r
f˙
]
(25)
y proponiendo los vectores Ψ =
[
ee e f
]T
y ψ =
[
r f˙
]T
, la
dina´mica (25) puede ser expresada como:
Ψ˙ = ξ(v)Ψ + τψ (26)
ξ(v) =
[
A˜0(v) −G(v)C0 E0
−H(v)C0 0
]
τ =
[
D0 0
0 I
]
(27)
Con el objetivo de asegurar la convergencia de los errores de
estimacio´n, se considera una funcio´n de Lyapunov dependiente
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del para´metro variable V(Ψ, v) = ΨT P(v)Ψ (Rugh and Shamma,
2000). Ası´, el problema de la estimacio´n de estado y estimacio´n
de falla se reduce al ca´lculo de las ganancias del observador
dependientes del para´metro variable G(v) y H(v) tal que:
lı´m
t→∞Ψ = 0 si ψ = 0
‖Ψ‖βΨ  η(v)2‖ψ‖βψ si ψ  0
(28)
donde η(v) corresponde al nivel de atenuacio´n. La convergencia
de los errores de estimacio´n dada la expresio´n (28) esta´ garan-
tizada si y solo sı´:
V˙(Ψ, v) + ΨTΓβΨΨ − η(v)2ψTΓβψψ < 0 (29)
ΨT P(v)(ξ(v)Ψ + τψ) + (ξ(v)Ψ + τψ)T P(v)Ψ
+ΨT v˙ ∂P(v)
∂v Ψ + Ψ
TΓβΨΨ − η(v)2ψTΓβψψ < 0 (30)
considerando ‖Ψ‖βΨ = ΨTΓβΨΨ, ‖ψ‖βψ = ψTΓβψψ adema´s de
ΓβΨ y Γβψ matrices deﬁnidas positivas. La desigualdad (30) en
forma matricial es:
[
Ψ
ψ
]T
[Δ(v)]
[
Ψ
ψ
]
< 0 (31)
Δ(v) =
[
P(v)ξ(v) + ξ(v)T P(v) + v˙ ∂P(v)
∂v + ΓβΨ P(v)τ
τT P(v) −η(v)2Γβψ
]
(32)
La convergencia de los errores de estimacio´n sera´ conseguida si
Δ(v) < 0 en (31) con P(v) = P(v)T . Considere la representacio´n
para ξ(v) en la Ec. (27) como:
ξ(v) = As(v) − Ds(v)C0 (33)
As(v) =
[
A˜0(v) E0
0 0
]
Ds(v) =
[
G(v)
H(v)
]
(34)
y su sustitucio´n en (32). Note que se genera la condicio´n de
bilinealidad en la desigualdad (34), dado que en el producto
P(v)Ds(v), ambos te´rminos son variables solucio´n. A ﬁn de eli-
minar dicha restriccio´n, haciendo R˜(v) = P(v)Ds(v) y η(v)2 =
M(v), la Ec. (32) adopta la forma:
[
κ(v) P(v)τ
τ′P(v) −M(v)Γβψ
]
< 0 (35)
considerando κ(v) = P(v)As(v)−R˜(v)C0+As(v)T P(v)−CT0 R˜(v)T+
v˙ ∂P(v)
∂v + ΓβΨ. Ası´, la solucio´n de (35) con P(v) = P(v)
T > 0 ge-
nera la convergencia asinto´tica de los errores de estimacio´n ee
y e f , concluyendo con el disen˜o del observador OEF. Las ga-
nancias ﬁnales sera´n calculadas Ds(v) = P(v)−1R˜(v) y η(v) =√
M(v).
5.2. Disen˜o de observadores para estabilizacio´n y acomoda-
cio´n de fallas
Se presenta el disen˜o de los observadores involucrados en
el esquema propuesto mostrado en la Figura 4. Considere el
sistema:
x˙ = A(v)x + Bu
y = Cx + Dr (36)
Deﬁniendo el error de estimacio´n de estados eel = x− xˆ a partir
de (14) considerando el sistema libre de fallas (36):
e˙el = x − xˆ
e˙el = A(v)x + Bu − A(v)xˆ + Bu + L(v)(y − yˆ)
e˙el = Ae(v)eel − Be(v)r
(37)
con Ae(v) = A(v) − L(v)C y Be(v) = L(v)D. Con el objetivo
de asegurar la convergencia asinto´tica del error de estimacio´n
eel, se propone una funcio´n de Lyapunov V(eel, v) = eTelP(v)eel.
Partiendo de la forma general para el error de estimacio´n:
e˙el = Ae(v)eel − Be(v)r (38)
y haciendo referencia a la restriccio´n (28), se introduce la con-
dicio´n:
lı´m
t→∞ eel = 0 si r = 0
‖eel‖βeel  ηo(v)2‖r‖βD si r  0
(39)
para el error de estimacio´n eel. Aplicando el procedimiento pre-
sentado en las Ecs. (29)-(32):
V˙(eel, v) + eelTΓβeel eel − ηo(v)2eelTΓβDeel < 0
eelT P(v)(Ae(v)eel − Be(v)r) + (Ae(v)eel − Be(v)r)T P(v)eel
eelT v˙
∂P(v)
∂v eel + eel
TΓβeel eel − ηo2eelTΓβDeel < 0
(40)
con representacio´n en forma matricial:
[
eel
r
]T
[Δo(v)]
[
eel
r
]
< 0 (41)
Δo(v) =
[
P(v)Ae(v) + Ae(v)T P(v) + v˙
∂P(v)
∂v + Γβeel P(v)Be(v)
Be(v)T P(v) −ηo2ΓβD
]
(42)
Δo(v) < 0 con P(v) = P(v)T > 0 asegura la convergencia
asinto´tica del error de estimacio´n eel para el observador OLF.
Como resultado, la convergencia del observador OLF se garan-
tiza si y solo sı´:
[
κo(v) −L∗(v)D˜
−D˜T L∗(v)T −Mo(v)ΓβD
]
< 0 (43)
con P(v) = P(v)T > 0 donde L∗(v) = P(v)L(v), Mo(v) = ηo(v)2,
κo(v) = P(v)A(v) − L∗(v)C˜ + A(v)T P(v) − C˜T L∗(v)T + v˙ ∂P(v)∂v +
Γβeel . Las ganancias del observador sera´n L(v) = P(v)
−1L∗(v)
y η0(v) =
√
M0(v). Para el disen˜o de los observadores bajo la
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condicio´n de falla en el sistema, se considera la matriz D de
(11) eliminando la ﬁla correspondiente al sensor fallido. A con-
tinuacio´n, se presentan las formas que adoptan las matrices C y
D para cada una de las condiciones de falla.
Falla en sensor φ˙, observador OF1:
C˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ D˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.1 0.1 0 0
0.15 0.12 0 0
0.05 0.1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (44)
Falla en sensor δ˙, observador OF2:
C˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ D˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.1 0.1 0 0
0.15 0.12 0 0
0.1 0.2 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (45)
Fallas simulta´neas φ˙ y δ˙, observador OF3:
C˜ =
[
1 0 0 0
0 1 0 0
]
D˜ =
[
0.1 0.1 0 0
0.15 0.12 0 0
]
(46)
5.3. Observabilidad de sistema reconﬁgurado
El sistema de acomodacio´n de fallas se compone de tres ob-
servadores encargados de la reconstruccio´n del estado. En con-
secuencia, resulta necesario asegurar la condicio´n de observa-
bilidad del sistema ante cada una de las condiciones de falla.
Considere el caso de falla en el sensor de φ˙. A partir de (4) y C˜
de (44), el sistema sera´ observable si:
rango
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
0 1
0 0
0 0
0 0
4.8570 10.81 − 1.125v2
13.67 0.225 − 1.319v2
4.8570 10.81 − 1.319v2
37.9006v −2.089v3 − 24.996v
−4.9229v 0.8373v3 − 6.004v
37.9006v −2.0896v3 − 24.9996v
e12−1 e12−2
0 0
0 0
0 1
1 0
0 1
3.624v −2.388v
−0.164v −0.552v
3.621v −2.388v
4.857 − 9.2408v2 10.81 + 2.5788v2
13.67 − 1.9719v2 0.0897v2 + 0.225
4.857 − 9.2408v2 10.81 + 2.5788v2
10.8532v3 + 76.247v −3.1467v3 − 53.4949v
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= n ∀ v ∈ Φ
(47)
donde e12−1 = −113.7966v2 + 118.8994 y e12−2 = 9.2875v4 +
7.2295v2 + 117.9489. Note que (47) es una matriz rectangular
dependiente de la velocidad traslacional v. A partir de las pro-
piedades matriciales, el rango de una matriz coincide con el de
su traspuesta. Consecuentemente, a ﬁn de determinar los valo-
res de velocidad traslacional que generan la pe´rdida de obser-
vabilidad, el procedimiento comienza a partir de la traspuesta
de (47) aplicando el me´todo del orlado de una matriz (Raya
et al., 2007). Dicho me´todo consiste en, partiendo de un menor
∈ R(n−1)×(n−1) no nulo, incorporar cada una de las ﬁlas y colum-
nas restantes para formar submatrices ∈ Rn×n. Ahora bien, debi-
do a que la matriz de observabilidad es dependiente de para´me-
tros, cada una de dichas submatrices requiere el ca´lculo de su
determinante, igualacio´n a cero y respectiva solucio´n. Ası´, en el
caso de la coincidencia de alguna raı´z en todas las submatrices,
para ese valor en particular, ocurrira´ la perdida de rango en la
matriz y consecuentemente la pe´rdida de observabilidad (47) en
el modelo. Partiendo de las columnas 1, 2 y 4 el primer menor
no nulo es:
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 1 (48)
incorporando la columna 3:
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = −1 (49)
La inclusio´n de la columna 5 genera la matriz identidad, cuyo
determinante es 1. Considerando la columna 6:
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 4.8570
0 1 0 10.81 − 1.125v2
0 0 1 3.621v
0 0 0 −2.388v
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = −2.388v (50)
y la columna 7:
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 13.67
0 1 0 0.225 − 1.1319v2
0 0 1 −0.164v
0 0 0 −0.552v
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ = −0.552v (51)
La incorporacio´n de los elementos restantes generara´n subma-
trices cuyo determinante corresponde al elemento ubicado en la
ﬁla 4 y columna 4. Considere la Tabla 2:
Tabla 2: Observabilidad de sistema reconﬁgurado: Falla en φ˙
Columna orlada Determinante Raices
3 1 −
5 −1 −
6 −2.388v v = 0
7 −0.552v v = 0
8 −2.388v v = 0
9 2.5788v2 + 10.81 v = 0 ± 2.0474i
10 0.0897v2 + 0.225 v = 0 ± 1.5838i
11 2.5788v2 + 10.81 v = 0 ± 2.0474i
12 −3.1467v3 − 53.4949v v = 0, 0 ± 4.1231i
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se observa que ninguna raı´z coincide en cada una de las solu-
ciones de los determinantes, de forma tal que se concluye que
el sistema bajo falla en el sensor φ˙ sera´ observable ∀ v ∈ Φ. La
condicio´n de observabilidad para el caso de las fallas restantes
en el sistema, i.e. sensor δ˙ y fallas simulta´neas en sensores φ˙ y
δ˙, realizando el procedimiento presentado en las Ecs.(47)-(51),
se garantiza mediante software.
6. Disen˜o de la Ley de control
Para la implementacio´n de la ley de control:
u = Tδ = θ(v)xˆ (52)
es necesario calcular las ganancias de control θ(ν) de tal manera
que el sistema en lazo cerrado:
x˙ = (A(v) + Bθ(v))x − Bθ(v)e (53)
tenga en el origen un punto de equilibrio asinto´ticamente esta-
ble. Bajo la consideracio´n de que la solucio´n de (43) garantiza
la convergencia asinto´tica del error de estimacio´n de estado eel,
resulta posible el disen˜o de θ(v) considerando u´nicamente:
x˙ = (A(v) + Bθ(v))x (54)
Se propone la funcio´n de Lyapunov V(x, v) = xT P(v)x y se
evalu´a su derivada:
V˙(x, v) < 0
xT [P(v)(A(v) + Bθ(v)) + (A(v) + Bθ(v))T P(v) + v˙ ∂P(v)
∂v ]x < 0
xT A˜c(v)x < 0
(55)
con A˜c(v) = P(v)(A(v)+ Bθ(v))+ (A(v)+ Bθ(v))T P(v)+ v˙
∂P(v)
∂v y
P(v) = P(v)T > 0. Como resultado, la convergencia asinto´tica
del estado se garantiza si y so´lo sı´:
P(v)(A(v) + Bθ(v)) + (A(v) + Bθ(v))T P(v) + v˙
∂P(v)
∂v
< 0 (56)
se cumple con P(v) = P(v)T . Note la condicio´n bilineal P(v)Bθ(v),
con el objetivo de eliminar dicha restriccio´n, pre-multiplicando
y post-multiplicando P(v)−1 en (56) y haciendo los cambios de
variables x˜(v) = P(v)−1 y Y(v) = θ(v)x˜(v), se obtiene:
A(v)x˜(v) + BY(v) + x˜(v)T A(v)T + Y(v)T BT − v˙∂x˜(v)
∂v
< 0 (57)
Basta con asegurar la condicio´n (57) con x˜ = x˜T > 0 para
conseguir la convergencia asinto´tica del estado en lazo cerra-
do. Las ganancias del control son calculadas haciendo θ(v) =
Y(v)x˜(v)−1. Resulta importante mencionar el signiﬁcado de v˙
en la Ec. (57). Una caracterı´stica del ana´lisis de estabilidad pa-
ra sistemas LPV, consiste en que se toma en cuenta la razo´n de
cambio del para´metro variable. Como resultado, el controlador
sera´ capaz de hacer frente a variaciones con dicha caracterı´stica
lo que corresponde, en el contexto la planteado, a la aceleracio´n
del vehı´culo.
7. Ca´lculo de las ganancias de control y observadores
Las soluciones presentadas en las Ecs. (35), (43) y (57) co-
rresponden LMIs dependientes del para´metro variable v. Pa-
ra solucionar dichos problemas existen me´todos llamados re-
lajacio´n de matrices (Apkarian and Tuan, 2000), suma de los
cuadrados (Prajna and Wu, 2005) y discretizacio´n (Rugh and
Shamma, 2000). Los resultados presentados utilizan el me´todo
de discretizacio´n, el cual consiste en la discretizacio´n del ran-
go permitido para el para´metro variable Φ en N intervalos con
ancho de muestra h, considerando una aproximacio´n en dife-
rencias para la derivada parcial. Una vez que la solucio´n a cada
valor discreto ha sido calculada, se realizan sus interpolaciones
para obtener la solucio´n continua. Ası´, el conjunto de LMIs a
resolver se obtiene considerando v = jh con j = 1, ...,N.
Observador OEF:[
κ( jh) P( jh)τ
τ′P( jh) −M( jh)Γβψ
]
< 0 (58)
considerando κ( jh) = P( jh)As( jh) − R˜( jh)C0 + As( jh)T P( jh) −
CT0 R˜( jh)
T±v˙ P( jh+h)−P( jh)h y P( jh) = P( jh)T > 0. Las ganan-
cias ﬁnales sera´n calculadas Ds( jh) = P( jh)−1R˜( jh) y η( jh) =√
M( jh).
Observadores OLF, OF1, OF2 y OF3:[
κo( jh) −L∗( jh)D˜
−D˜T L∗( jh)T −Mo( jh)ΓβD
]
< 0 (59)
con P( jh) = P( jh)T > 0 y κo( jh) = P( jh)A( jh) − L∗( jh)C˜ +
A( jh)T P( jh) − C˜T L∗( jh)T±v˙ P( jh+h)−P( jh)h + Γβeel . Las ganancias
del observador sera´n calculadas L( jh) = P( jh)−1L∗( jh) y η0( jh) =√
M0( jh).
Controlador:
A( jh)x˜( jh) + BY( jh) + x˜( jh)T A( jh)T + Y( jh)T BT
±v˙ Y( jh+h)−Y( jh)h < 0
x˜( jh) = x˜( jh)T > 0
(60)
Con ganancias ﬁnales obtenidas mediante θ( jh) = Y( jh)x˜( jh)−1.
Adicionalmente a la solucio´n presentada en las Ecs. (58)-(59),
se anexa una regio´n LMI (Chilali and Gahinet, 1996) la cual
permite ubicar los valores propios a la izquierda del valor −ς
en el plano complejo:
Regio´n LMI para OEF[
κ˜( jh) P( jh)τ
τ′P( jh) −M( jh)Γβψ + 2P( jh)ς
]
< 0 (61)
con κ˜( jh) = P( jh)As( jh)−R˜( jh)C0+As( jh)T P( jh)−CT0 R˜( jh)T+
2P( jh)ς.
Regio´n LMI para OLF, OF1, OF2 y OF3[
κ˜o( jh) −L∗( jh)D˜
−D˜T L∗( jh)T −Mo( jh)ΓβD + 2P( jh)ς
]
< 0 (62)
182 J.A. Brizuela-Mendoza et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 174–185 
considerando κ˜o( jh) = P( jh)A( jh) − L∗( jh)C˜ + A( jh)T P( jh)
− C˜T L∗( jh)TΓβeel + 2P( jh)ς.
Las ganancias resultantes jh para el controlador y los observa-
dores OEF, OLF OF1, OF2 y OF3 se interpolan a funciones de
tercer orden. Tomando los para´metros de discretizacio´n N = 62,
h = 0.02, v˙ = 0.05 para las Ecs. (58)-(62), las Figuras 5-8 mues-
tran los valores propios para los errores de estimacio´n de falla y
estado, adema´s de los correspondientes al lazo cerrado del siste-
ma (54). Las matrices involucradas en las soluciones (58)-(62),
por su parte, se presentan en la Tabla 3.
Tabla 3: Para´metros para la solucio´n de observadores
OEF OLF OF1 OF2 OF3
ΓβΨ 0.001I - - - -
Γβψ 40I - - - -
A˜ 50I - - - -
Γβeel - 0.1I 0.1I 0.1I 0.01I
ΓβD - 50I 80I 100I 75I
ς 4.5 4 4 2.5 1.5
Haciendo uso de MATLAB y YALMIP (Lofberg, 2009), las ga-
nancias interpoladas Ds(v) para el estimador de fallas (OEF, re-
ferir Ape´ndice A) generan los valores propios para la matriz
ξ(v) considerando ψ = 0 en (27) presentados en la Figura 5. Los
asteriscos a la derecha de la Figura 5a corresponden a la regio´n
LMI ς incorporada en el disen˜o. Como resultado, se comprue-
ba la ubicacio´n de los valores propios dentro de la regio´n LMI
considerada. Note que el valor asignado para ς permite modiﬁ-
car la respuesta del observador, a trave´s de la ubicacio´n de los
valores propios de la matriz correspondiente. La Figura 5b, por
su parte, presenta la variacio´n del nivel de atenuacio´n η( jh) en
funcio´n de la velocidad traslacional ∀v ∈ Φ.
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Figura 5: OEF: a) Valores propios matriz ξ(v); b) Nivel de atenuacio´n
La Figura 6, muestra los resultados obtenidos para los obser-
vadores libres de falla (OLF) y falla en el sensor de salida yφ˙
(OF1). En las Figuras 6a y 6b se observa la parte real de los va-
lores propios para Ae(v) en funcio´n de la velocidad traslacional,
concluyendo con la convergencia asinto´tica de los errores de es-
timacio´n de estado. De igual forma que en el caso OEF, los as-
teriscos en la parte superior de las Figuras representan la regio´n
LMI ς considerada. Las Figuras 6c y 6d, por su parte, muestran
la variacio´n del nivel de atenuacio´n ηo( jh) para cada uno de los
observadores. Los resultados correspondientes a los observado-
res de estado para el sistema bajo falla en el sensor de salida yδ˙
(OF2) y observador para sistema con fallas simulta´neas en sen-
sores yφ˙ y yδ˙ (OF3), por su parte, se muestran en la Figura 7. La
interpretacio´n de dichos resultados se realiza de forma similar
que en la Figura 6. La Figura 8, por su parte, muestra los valo-
res propios del sistema en lazo cerrado utilizando ganancias de
control θ(v) interpoladas a polinomios de orden 3. A partir de
las Figuras 5-7 se concluye con la estabilizacio´n del sistema en
los casos libre de falla y bajo falla.
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Figura 6: a) Parte real de los valores propios de matriz Ae(v) OLF; b) Parte real
de los valores propios de Ae(v) OF1; c) Nivel de atenuacio´n OLF; d) Nivel de
atenuacio´n OF1
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Figura 7: a) Parte real de los valores propios de matriz Ae(v) OF2; b) Parte
real de valores propios de Ae(v) OF3; c) Nivel de atenuacio´n OF2; d) Nivel de
atenuacio´n OF3
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Figura 8: Valores propios de sistema en lazo cerrado
8. Resultados en simulacio´n
Se presentan los resultados del CTF considerando la Ec.
(10), divididos en cuatro secciones: i) Caso sin falla; ii) Falla
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en sensor φ˙; iii) Falla en sensor δ˙ y iv) Fallas en sensores φ˙ y
δ˙. La matriz r en la Ec. (10), se compone de ruidos Gaussianos
con media 0, adema´s de varianzas 1 × 10−3 y 0.5 × 10−3. Note
que los ruidos considerados en el sistema generan variaciones
en las salidas afectadas equivalentes a ±7.2◦ y ±8.1◦, lo cual se
corresponde, dado que el modelo del sistema abordado es va´li-
do para pequen˜as desviaciones en las variables φ y δ (Schwab
et al., 2005), como un ruido de medicio´n considerable.
8.1. Simulacio´n de caso sin falla
Con el objetivo de evaluar la operacio´n del observador para
estabilizacio´n libre de falla OLF, la Figura 9a muestra la ley de
control generada utilizando las salidas estimadas yˆ a partir de
(14). En contraste con la ley de control calculada con la salida
y, u = θ(v)xˆ presenta una notable eliminacio´n del ruido apli-
cado en el sistema original, las salidas del sistema, por razones
obvias, convergen al equilibrio. La Figura 9c, por su parte, co-
rresponde a la variacio´n de la velocidad traslacional considera-
da.
0 5 10 15 20−0.5
00.5
Tiempo (s)
N
m
a)
0 5 10 15 20−1
0
1
Tiempo (s)
N
m
b)
0 5 10 15 20
0.51
1.5
Tiempo (s)
m
/s
c)
Figura 9: Sen˜al de control: a) Sen˜al de control utilizando yˆ ; b) Sen˜al de control
utilizando y ; c) Velocidad traslacional
8.2. Simulacio´n de falla en el sensor de φ˙
Se considera una falla de tipo descalibracio´n o BIAS en el
sensor φ˙ del 15%, representando f = [0.15 0]T para t ≥ 4 y
f = [0 0]T para t < 4 en (10). Las Figuras 10a, 10b, 10c y 10d
muestran las salidas yφ, yδ, yφ˙ y yδ˙, respectivamente.
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Figura 10: Salidas de sistema bajo falla en sensor φ˙
La ley de control presentada en la Figura 11a, construida a
trave´s de los estimados provenientes de la unidad OSBF, se-
leccionados a partir del indicador de falla correspondiente mos-
trada en la Figura 11d, mantiene la estabilidad del sistema. En
la Figura 11b, por su parte, se visualiza la falla aplicada y la
estimacio´n generada por el observador OEF.
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Figura 11: Sistema bajo falla en sensor φ˙: a) Ley de control; b) Falla y su esti-
macio´n; c) Velocidad traslacional; d) Indicador generado por FDI
8.3. Simulacio´n de falla en el sensor de δ˙
Para la falla en el sensor δ˙, se aplica una pe´rdida de efecti-
vidad del 20% a partir de t = 7 s., es decir, f adopta la forma
f = [0 − 0.2]T ∀ t ≥ 7 y f = [0 0]T ∀ t < 7 en (10). Ası´, las
Figuras 12-13 presentan los resultados correspondientes, cuya
interpretacio´n se realiza de forma similar que en el caso de falla
en el sensor φ˙.
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Figura 12: Salidas de sistema bajo falla en sensor δ˙
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Figura 13: Sistema bajo falla en sensor δ˙: a) Ley de control; b) Falla y su esti-
macio´n; c) Velocidad traslacional; d) Indicador generado por FDI
184 J.A. Brizuela-Mendoza et al. / Revista Iberoamericana de Automática e Informática industrial 13 (2016) 174–185 
Note que se aplica una variacio´n distinta en la velocidad tras-
lacional con respecto a la prueba anterior, generando un mayor
esfuerzo en la ley de control en el momento de la ocurrencia de
la falla.
8.4. Simulacio´n de fallas en los sensores δ˙ y φ˙
La ocurrencia de fallas simulta´neas en los sensores δ˙ y φ˙
se considera en t ≥ 9 s. Con respecto a las pruebas realiza-
das con anterioridad, se aplican fallas incrementales en ambos
sensores. A partir de la Figura 14, el objetivo de control se man-
tiene a pesar de la presencia de dichas fallas. La ley de control,
las fallas y sus estimaciones, adema´s de la variacio´n de la ve-
locidad traslacional, se visualizan en Figuras 15a, 15b y 15c,
respectivamente. Note que la falla en el sensor φ˙ se aplica de
manera incremental desde t = 6 s. hasta t = 9 s., ﬁnalizando en
una magnitud de 0.24. La falla en δ˙, por su parte, se incrementa
desde t = 8 s. hasta t = 13 s., con magnitud ﬁnal de −0.25.
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Figura 14: Salidas de sistema bajo falla en sensor φ˙ y δ˙
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Figura 15: Sistema bajo falla en sensores φ˙ y δ˙: a) Ley de control; b) Falla y su
estimacio´n; c) Velocidad traslacional; d) Indicador generado por FDI
9. Conclusio´n
A partir de las Figuras 9-15, se concluye con la correcta
operacio´n del CTF ante fallas en sensores abruptas e incremen-
tales. Se hace mencio´n de la importancia de la estimacio´n de
las fallas ası´ como los estados libres de ruido, aspecto conside-
rado como la principal aportacio´n de este trabajo. La tolerancia
a fallas del sistema se consigue haciendo uso de un conjunto de
observadores disen˜ados para hacer frente a cada condicio´n de
falla del sistema, asegurando la estabilidad del sistema.
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Ape´ndice A. Ganancias observador OEF
Ds(v) = ZF3OEFv3 + ZF2OEFv2 + ZF1OEFv + ZF0OEF
(A.1)
ZF3OEF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−120.64 −99.918 114.44 66.35
−160.09 −215.82 181.57 147.89
−498.98 −245.98 395.78 147.38
−631.31 −874.59 702.64 634.5
−76.852 −74.633 74.561 59.788
−94.405 −84.844 81.851 75.483
−92.375 −77.335 81.666 60.543
−53.981 −47.836 42.32 52.134
566.36 331.15 −439.51 −198.12
658.6 935.61 −729.49 −657.84
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.2)
ZF2OEF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
392.54 294.38 −363.67 −199.42
489.69 702.13 −574.26 −504.84
1690.6 616.58 −1232.2 −336.32
1875.9 2820.4 −2115.6 −2222.1
248.01 236.9 −239.53 −193.5
294.57 271.19 −258.61 −242.94
291.78 241.31 −256.83 −189.93
171.7 145.12 −128.97 −168.51
−1918.4 −903.68 1393.4 523.02
−1956.9 −3049.4 2232.7 2280.6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.3)
ZF1OEF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−385.49 −226.57 321.62 144.47
−415.62 −689.6 492.5 539.38
−1872.5 −323.03 1134.1 −50.567
−1575.9 −2813.6 1667.4 2471.9
−235.15 −218.17 212.58 182.93
−263.32 −263.77 227.18 231.56
−271.02 −227.74 231.08 175.14
−166.4 −128.45 111.36 157.19
2061.1 564.69 −1260.9 −144.21
1606.2 3084.5 −1801.6 −2528.6
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.4)
ZF0OEF =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
224.61 74.432 −138.99 −15.407
160.28 336.11 −184.4 −231.37
980.99 206.44 −591.07 302.26
821.3 1419.5 −761.03 −1032.2
74.63 82.474 −78.002 −69.917
127.31 92.757 −87.499 −104.43
135.15 109.7 −103.37 −85.55
85.297 61.55 −28.843 −83.311
−1045.2 −289.63 705.28 −272.37
−784.41 −1555 763.34 1238.2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.5)
