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1. Introduction 
The Lagrange Inversion Formula has been extended to the multi-variable case by 
several authors. In a recent paper by Gessel [3], many of these formulas are ex- 
amined and it is shown that they are all equivalent. These formulas apply to a system 
of n formal power series in n variables, for which the inverse system consists of n 
formal power series in n variables. 
In this paper we consider a system of two polynomials f(x, y) and g(x, y) in two 
variables x and y, for which the inverse system is also a pair of polynomials in two 
variables. In contrast o their formulas, our formulas utilize only the coefficients 
of 'pure' terms (i.e., terms in f(O, y), g(O, y),f(x, 0) and g(x, 0)) to obtain the inverse, 
whereas all the other formulas utilize all of the coefficients of f and g, including 
the 'mixed' term coefficients. As a result, any C-algebra utomorphism of C[x;y] 
is completely determined by its 'border polynomials'. Two applications of the inver- 
sion formula return us to f and g, and thus explicitly express the mixed term coeffi- 
cients of f and g in terms of the pure term coefficients of f and g. 
Our inversion formula may be viewed as a generalization of the usual Cramer's 
Rule to the case of two polynomial equations in two variables. 
Although the theorems in this paper have been proved for polynomials over C, 
all the theorems remain true if C is replaced by an arbitrary field. 
2. Properties of R(Z, W) 
Throughout his section we use the following notations. C denotes the field of 
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complex numbers, C[t] and C[Z, W] are polynomial rings over (2, 
u(t) = Un tn + ' "  + u2 t2 + ult, 
o(t) =Om tm+ "" + 02t2 + olt 
are polynomials in C[t] with zero constant terms, of degrees n and m respectively. 
Contrary to convention, we define the degree of a zero polynomial to be 0 in this 
paper. From such u(t), off)e C[t], we define a new polynomial R(u(t), off); Z, W)E 
C[Z, W] as follows. If u(t)~O or o(t):gO, we set 
R(u(t), o(t); Z, W) = Rest(u(t)- Z, o(t)- W) 
to be the resultant of two polynomials in t; i.e., R(u(t), o(t); Z, W) is the following 
u. ... ul ( -  Z)  
u. ... ul ( -  Z )  
** J  * le  
u. ... Ul ( -Z )  
O m "'" O 1 ( - -  W)  
0 m "'" O 1 ( - -  W)  
(m + n)-by-(m + n) determinant: 
R(u(t), off); Z, W) = 
t m rows 
(1) 
. . . . . .  n rows  
Ora "'" O 1 ( - -  W)  
In the case u(t) = 0 and off) = 0, we set R(0, 0; Z, W) = 1. When there is no ambiguity 
about u(t) and off), we shall just write R(Z, W) for R(u(t), off); Z, W). For example, 
if u(t) = u2 t2 and off) = 02 t2, then R(Z, W) = (o2Z- u2W) 2 which is a power of an ir- 
reducible polynomial. The first theorem says that this is true in general and the 
power is the dimension of C(t) over C(u(t),o(t)). In oral communication, 
Abhyankar has informed us that this theorem can be obtained as a consequence of
[1, Proposition A. 1, pp. 67-73]. HoweveL for the convenience of the reader we pro- 
vide the following simple proof. 
Theorem 1 (Abhyankar). Let u(t), o(t)~C[t] be polynomials with zero constant 
terms and at least one of  them is not the zero polynomial, and let 
R(Z, W) = Rest(u(t) - Z, off)- W). 
Then R(Z, W) = [h(Z, W)] q where q = [C(t) : C(u(t), off))] and h(Z, W) is an ir- 
reducible polynomial in C[Z, W]. 
Proof. We first consider the case where u(t) has degree n_> 1 and leading coefficient 
un, and off) has degree m_  1 and leading coefficient ore. The polynomial u( t ) -Z  
is irreducible in C[t][Z], hence irreducible in C[Z][t], and hence irreducible in 
C(Z)[t] by Gauss's Lemma. Let E be the splitting field of u(t)-  Z over F= C(Z). 
Then 
u(t) - Z= un(t- O1)(t- 02)"'" ( t -  On) 
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with Oi in E for 1 <i<_n. Moreover, from Galois Theory, we know that E is a 
Galois extension of F, and its Galois group G acts transitively on {01,92, ..., On}. 
By a standard property of resultants [5, Chapter 5, Section 9, Equation (5.23), 
p. 106], 
n 
R(Z, W) = Un m I I  (o(Oi)-- W) 
i=1 
I"/ 
=(-1)nun m II (w-o(oi)). (2) 
i=1 
For the time being, regard R(Z, W) as a polynomial in W alone. Then Eq. (2) gives 
the complete factorization of R(Z, W) in E[ W]. It follows that any monic irreduci- 
ble factor of R(Z, W) in F[ W] must have 0(03 as a root for some i, 1 _< i_< n, hence 
must be the minimal polynomial of 0(03 over F for some i, 1 <_ i_< n. 
Now let k(W)eF[W] be the minimal polynomial of o(01) over F. Then 
k(o(aOl))=k(ao(O1))=ak(o(Oi))=O for all a in G. Hence k(o(Oi))=O for all i, 
1 <i<_n, by the transitivity of G. This shows that o(01), 0(02), ..., o(On) all have the 
same minimal polynomial over F, namely k(W). 
Finally, let h*(Z, W) be any irreducible factor of R(Z, W) in C[Z, W], then 
h*(Z, W) is also irreducible in F[ W] by Gauss's Lemma. In view of Eq. (2), we can 
assume that h*(Z, W) is monic when regarded as a polynomial in W alone. By the 
above arguments, h*(Z, W) must be equal to k(W), the minimal polynomial of 
o(01) over F. In other words, up to multiplication by a non-zero element of 
C,R(Z, W) has only one irreducible factor in C[Z, W]. Thus 
( a ) R(Z, W)lq 
for some divisor q of n, by taking Eq. (2) into account. Furthermore, by interchang- 
ing the rows in Eq. (1), we see that R(Z, W)= (-1)mnRest(v(t)- W,u(t)- Z). By 
symmetry, it follows that q is also a 
To show that q is the degree of the 
that 
[C(t) • C(u(t), o(t))l[C(u(t), 
divisor of  m. 
field extension of C(t) over C(u(t), o(t)), note 
o(t))'C(u(t))l = [C(t) • C(u(t))l = n; 
and n-degwR(Z, W) by Eq. (2). A common property of the resultant is that if 
two polynomials have a common linear factor then the resultant is zero. Hence 
R(u(t), o(t)) = Ress(u(s) - u(t), v(s) - o(t)) = 0 because of the common factor s -  t. 
Thus h*(u(t), o(t))= 0 by Eq. (#) ;  moreover, h*((u(t), W) is a (monic) irreducible 
polynomial in C(u(t))[W] because u(t) is transcendental over C. Therefore 
h*((u(t), W) is the minimal polynomial for o(t) over C(u(t)), and degwh*(Z, W)= 
[C(u(t), o(t)) :C(u(t))]. By Eq. (#) ,  
degwR(Z, W) 
q = = [C(t) : C(u(t), o(t))]. 
degwh*(Z, W) 
In the remaining cases where exactly one of n, m is 0, the theorem is clearly true 
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because R(Z, W)- ( -Z)  m if n=O and mq:0, while R(Z, W)=( -W)  n if nq:0 and 
m=0.  [] 
In the proof we observed that q divides m and n, and thus an immediate corollary 
is the following. 
Corollary 2. I f  the degrees of u(t) and off) are relatively prime, then R(Z, W) is Jr. 
reducible in C[Z, W]. [] 
A more interesting consequence is the following. 
Corollary 3. I f  the sum of the linear terms of R(Z, W) is not equal to O, then 
R(Z, W) is irreducible in C[Z, W]. 
Proof. Replacing Z and W by 0 in Eq. (1), we see that the last column of the matrix 
consists only of zeros, hence R(0, 0)= 0. Since R(Z, W) has zero for its constant 
term, the h(Z, W) in Theorem 1 also has zero for its constant term. Thus the lowest 
degree term of [h(Z, W)] q has degree _>q. By hypothesis, the lowest degree term of 
R(Z, W) has degree = 1. Hence q = 1 and R(Z, W) is irreducible. [] 
We next give an explicit formula for the first degree term of R(Z, W). 
Theorem 4. I f  u(t) and off) are as given in the beginning of Section 2, and n >_ 1 or 
m >_ 1, then 
R(Z, W)=(-l)n+ 'Rest(U~ t) , v~))[VlZ-Ul W ] 
+ higher degree terms in Z, W. 
Proof. The theorem'is easily seen to be true if n = 0 or m = 0 and so in the following 
we assume that n > 1 and m > 1. We have already observed in the proof of Corollary 
3 that the constant erm of R(Z, W) is zero. We obtain the coefficient of Z, by 
evaluating 
aR(Z, W) I 
0Z z=0, w=0 
The partial derivative of R(Z, W) is the sum of (m + n) determinants, obtained from 
Eq. (1) by differentiating each row in turn. After setting Z = W= 0, all of these 
(m +n) determinants are zero except the one obtained from Eq. (1) by differen- 
tiating the m-th row. Expand this determinant by its last column, which contains 
only one non-zero entry, viz., -1  in position (m, m + n). The minor obtained by 
deleting the m-th row and the (m + n)-th column also has only one non-zero entry 
in its last column. The entry is vl and it appears in the lower right hand corner of 
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this minor. This establishes that the coefficient of Z is as given in the statement of 
the theorem. The derivation for the coefficient of W is similar and is omitted. [] 
It is a standard property of the resultant that every term in R(Z, W) has the same 
weight mn under either of the following assignments of weights: 
(i) weight(u/) = i, weight(oj) =j ,  weight(Z) = weight(W) = 0; or 
(ii) weight(ui) = n - i, weight(oj) = m- j ,  weight(Z) = n, weight(W) = m. 
Case (i) is in [5, Chapter 5, Section 9, Exercise 5.22, p. 107]. 
Case (ii) is derived from case (i) by the observation that 
R(Z, W)  = + Rest[tn(u(t -1) - Z), tm(o(t -1 ) - W)]. 
We are interested in R(Z, W) as a polynomial in Z and W. Using the weights as 
defined in (ii), we observe that whenever z iw  i has a non-zero coefficient in 
R(Z,W)  then ni+mj<_mn. For R(Z,W) ,  the sum of terms r i jZ iW j with 
n i+mj=mn is called the leading form of R(Z, W) and is denoted R+(Z, W). The 
following theorem provides an explicit description of R+(Z, W). 
Theorem 5. For R+(Z, W) as, defined above, i f  n>_ 1 or m>_ 1, then 
R+(Z, W) = Rest(Un tn - Z, Om tm - W) 
= (_l)n [u m/drxrn/drr -- on /dzm/d]  d 
where d is the greatest common divisor o f  n and m. 
Proof. Again the theorem is easily seen to be true if n -- 0 or m = 0, and so we assume 
in the following that n_  1 and m_> 1. We note that the coefficient of each term of 
R*(Z, W) has weight zero. Such a coefficient involves only un and ore. This means 
that we can compute R+(Z, W) by setting u 1 =u2=--" --Un_ 1 =0 and setting oi = 
02 . . . .  = ore- l = 0 in Eq. (1), i.e., 
R + (Z, W)= Rest(u,t" - Z, vmt m-  W). 
As in the proof of Theorem 1, let E be the splitting field of Unt n - Z over F= C(Z). 
Then 
u.t" - Z = u . ( t -  toO)(t - to20) .-. ( t -  to"-  l O)(t - 0), 
where to is a primitive n-th root of unity and 0 is in E. Let (--tom. Then ( is a 
primitive (n/d)-th root of unity. By Eq. (2), we have 
n 
R+(z ,  w)~( -1 )  "uy  1-I [W--v, . ( to io)ml 
i=1  
n 
=(-1)"u~ II [W--Om¢~Oml 
i=1  
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n/d 
=(-1)  hum I'l [W-°m(iOm] d 
i=1 
( _  n. mrT1rn/d . n/d•mn/dld 
= 1) Un tvv  -u rn  ~ l 
(_ - -n-m/d. . .n/d O~/azm/dld = 1)  tUn w - . [] 
For any polynomial P(Z, W), its Newton polygon is defined as the convex hull 
of (0,0) in union with the lattice points (i,j) for which ZiW y appears in P(Z, W) 
with a non-zero coefficient. 
Corollary 6. The Newton polygon for R(Z, W) is a triangle, or a degenerate riangle, 
with vertices at (m, 0), (0, n) and (0, 0). [] 
3. Inversion formula 
In this section, we derive explicit formulas for the inverse of any isomorphism 
from the polynomial ring C[Z, W] onto the polynomial ring C[x, y], which leaves the 
elements of C fixed. 
The following notation will be used throughout this section. 
~ : C[Z, W]-*C[~ y] 
is a ring homomorphism, which is identity on C, such that ~p(Z)=f(x,y) and 
~p(W) = g(x, y), where 
f(x, y) = ax + py + higher degree terms in x, y, 
g(x; y) = yx~+ Jy + higher degree terms in x; y, 
are non-zero polynomials in C[x, y] with:zero constant terms. 
R(Z, W) = Rest(f(0, t) - Z, g(0, t) - W). 
S(Z, W)= Rest(f(t, O)- Z,g(t, O)- W). 
a(f,g) [ a B 
J=  a(x; y--'----~ --o,y=o = y ~ = a6-B~,. 
c -  Res {f(O, t) g(O, - tk, t ' t t ) ] "  
d= Rest(f(ttO) , g(ttO) ). 
In Theorem 12, we shall show that whenever ¢p is surjective, then ¢p-1 exists and 
that 
1 
~p-~(x) = ( -  D "+~ - -  R(Z, W), 
Jc 
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= (-1)k s(z, w), 
where n = deg f(O, t) and k = deg f(t, 0). 
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Lemma 7. x is a factor of  ~o(R(Z, W)), y is a factor of  ¢(S(Z, W)). 
Proof. We first note that 
¢p(R(Z, W)) = Rest(f(O, t) - f(x, y), g(O, t) - g(x, y)). 
A standard property of the resultant says that if two polynomials have a common 
linear factor, then their resultant is 0. Now f(0, t ) - f (0 ,  y) and g(0, t ) -  g(0, y) have 
a common factor t -y .  Thus ¢(R(Z, W)) is 0 when x = 0, and so x is a factor of 
¢(R(Z, W)). The assertion for y can be similarly proven. [] 
Lerama 8. I f  ~o is surjective, then J:/= O. 
Proof. We let 'h.d.t. '  stand for 'higher degree terms'. The surjectivity of ¢p means 
the existence of a, B, ~, 3 in C such that 
~(aZ+~W+h.d. t .  in Z, W)=x,  
(,) 
¢(~Z+ 3W+ h.d.t, in Z, W) =y. 
It follows from ¢p(Z)=ax+fly+h.d.t.  in x,y, and ~p(W)=yx+~y+h.d.t.  in x,y, 
that 
(**) 
~o(aZ + BW) = (aa +/~y)x + (aft + Bd~)y + h.d.t, in x, y, 
¢p(~Z + 3W)=(~a + 3y)x + (Ffl + 3O)y + h.d.t, in x, y. 
Furthermore, if i+ j> 1, then tp(ZiW j) does not involve any linear terms in x and 
y. 
Comparing (,) and (**), we have 
a a 1 [, :]=[o °1]. 
Taking determinants, we have (t?3- B~)(at~- fly) = 1. Thus J=  a~ - fly #: 0. [] 
Lemma 9. I f  ~o is surjective, then c =/= 0 and d =/: O. 
Proof. Let n : C[x, y]--,C[t] be the ring homomorphism which is identity on C and 
n(x) = 0 and n(y) = t. Then f(0, t) = (no ¢p)(Z) and g(0, t) = (no ¢~)(W). By Lemma 8, 
at least one of fl, ~ is not zero and so f(0, t) and g(O, t) are not both the zero poly- 
nomial. 
Now c=0 
=f(O, t)/t and g(O, t) /t  have a common linear factor t -e  for some e in C 
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=,f(0, t) and g(0, t) are multiples of t(t-e) 
(rto tp)(Z i W j) is a multiple of t(t-  t) if i + j  > 0 
rto ~ is not surjective 
~ is not surjective, since rt is surjective. 
Thus whenever ~p is surjective, c~:0. The proof that d~0 is similar. [] 
Lemma 10. I f  (o is surjective, then R(Z, W) and S(Z, W) are irreducible. 
Proof. Let n = deg f(0, t) and m = deg g(0, t). Again by Lemma 8, at least one of p, J 
is not zero and so n_> 1 or m_> 1. By Theorem 4, 
R(Z, W)=(-1)n+~c(JZ-BW)+h.d.t. in Z, W. 
By Lemma 9, c ~: 0. Thus R(Z, W) has a non-zero linear term and therefore irreduci- 
ble by Corollary 3. The proof for S(Z, W) is similar. [] 
\ 
Lemma 11. Let ~u :A ~B be a ring homomorphism of integral domains A and B 
which have the same Krull dimension. I f  g/ is surjective, then it is also injective. 
Proof. If I is the kernel of g, we wish to show that I=  0. The surjectivity of g~ im- 
plies that A/ I=B is an integral domain, and so I is a prime ideal. If A has Kruli 
dimension r, and I has height s, then A/ I  has Krull dimension <_ r -  s. Since B has 
Krull dimension r and B=A/I ,  it follows that s=O, whence I=0. [] 
We are now ready to derive our main results of this section. 
Theorem 12. I f  (o : C[Z, W] ~C[x, y] is surjective, then q~-i exists and is given by the 
following formulas: 
(-1) n+l 
= R(Z, W), = s(z, w) 
Jc Jd 
where n = deg f(O, t) and k = deg f(t, 0). 
Proof. By Lemma 7, x is a factor of ~(R(Z, W)). If ~p is surjective, then ~o(R(Z, W)) 
is irreducible, for R(Z, W) is irreducible by Lemma 10 and ~p is an isomorphism by 
Lemma 11. Hence 
ex=,(R(Z, W)) 
for some e in C. To determine the constant e, we let n = deg f(0, t). Then by Theorem 
4, 
R(Z, W)=(-1)n+lc[JZ-flW] +h.d.t, in Z, W. 
Applying ~p leads to 
q~(R(Z, W)) =(-  1) n+ lc[&p(Z)- fl~o(W)] + h.d.t, in x, y 
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=(-1)n+lc[(Ja-fly)x] +h.d.t.  in x,y 
=(-1)n+lcJx+h.d.t. in x,y. 
Consequently ex=(-1)n+lcJx and therefore e=(-1)n+lcJ. Note that cJ:/:O by 
Lemmas 8 and 9. Thus the formula for (0-1(x) is as given in the statement of the 
theorem. The assertion for g~-~(y) can be similarly proven. [] 
If we call f(0, t) and f(t, 0) the 'border polynomials' off(x, y), then any C-algebra 
isomorphism (0 from C[Z, W] onto C[x,y| is completely determined by the border 
polynomials of (0(Z) and (0(W). We make this explicit in the following. 
Corollary 13. Let (0, 0 : C[Z, W]~C[x, y] be C-algebra isomorphisms, and let (0(Z) = 
f(x,y), (0(W)=g(x,y), ~(Z)=f(x,y), ~(W)=~(x,y). 
If f(O,t)=f(o,t), g(O,t)=~(O,t), f(t,o)=f(t,O), g(t,O)=~(t,O), then (0=0. 
Proof. By hypotheses, f(0, 0) =riO, 0) = a and g(0, 0) = ~(0, 0) = b. In case a ,: 0 or 
b~0, then we subtract a from (0(Z) and 0(Z), and subtract b from (0(W) and 0(W). 
Therefore, we may assume that f(0, 0) =f(0, 0) = 0 and g(0, 0) = ~(0, 0) = 0. Define 
where 
/~(Z, W) = Rest(f(0, t) - Z, ~(0, t) - W), 
= Rest(f(0, t)/t, ~(0, t)/t), 
Then/~(Z, 
O- l (x) = (0-1(x). 
Similarly 0-1(y) =(0-1(y). Thus 0 -1 =(0-1 and so 0=(0-1)  -1 =((0-1) -1 =(0. 
f =6tx + fly + h.d.t, in x,y, 
g= fx+t~y+ h.d.t, in x,y. 
W) =R(Z, W), t?=c, J=  J by hypotheses. Therefore, by Theorem 12, 
We will make some observations about the Newton polygons of 
f(x, y) (which is (0(Z)), 
g(x, y) (which is (0(W)), 
R(Z, W) (which is a non-zero constant multiple of (0-1(x)), 
S(Z, W) (which is a non-zero constant multiple of (0-1(y)). 
Let the degrees of the border polynomials for f, g, R, S be 
k = deg f(x, 0) -- deg S(0, W), 
l-- deg g(x, 0) = deg S(Z, 0), 
[] 
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m = deg g(0, y) = deg R(Z, 0), 
n = deg f(0, y) = deg R(0, I40. 
The degrees can be visualized as follows. 
n 
f(x; y) 
I )X  
k 
Y 
m I 
I )X  
W W 
R(Z, W) or ~p- 1 (x) 
~ ~Z 
m 
S(Z, W) or ~p-l(y) 
i )Z  
! 
Note that in f and g, the degrees k, l, m, n are arranged counterclockwise; in R and 
S, the degrees k, l, m, n are arranged clockwise. 
By Corollary 6, the Newton polygons for q~-l(x) and ~0-1(y) are triangles. Apply- 
ing Corollary 6 again, the Newton polygons for ((p-1)-l(z) and (~-l)- l(W) are 
triangles. In other words, we have proved the following. 
Corollary 14. I f  f(x, y) and g(x, y) define an isomorphism, then the Newton polygon 
of  f is a triangle with vertices at (0, 0), (k, O) and (0, n) where k= degf(x,0), 
n = deg f(0, y), the Newton polygon ofg is a triangle with vertices at (0, 0), (1, O) and 
(0, m) where 1 = deg g(x, 0), m = deg g(0, y). [] 
The degree of the homomorphism tp is defined to be the maximum of the total 
degree of f, and the total degree of g. The second author first made a conjecture 
in the multi-variable quadratic ase concerning the degree of ~-l [6, Degree Con- 
jecture 63, p. 491], which was subsequently verified in [2, (1.3) Remarks and (1.5) 
Theorem, p. 292]. Now we can provide an elementary proof of the tWo-variable case 
of this general result. 
Corollary 15. I f  ~p :C[Z, W]-*C[x,y] is an isomorphism, then deg (p=deg ~p-l. 
Proof. Let k, 1, m, n be as in the paragraph following Corollary 13. As a result of 
Corollary 14, the total degree of f is max(k, n), the total degree of g is max(/, m), 
Hence deg q~ = max(max(k, n), max(/, m)) = max(k, n, 1, m). Similarly as a result of 
Corollary 6 and Theorem 12, deg ~p-l = max(max(m, n), max(/, k)) = max(m, n, 1, k). 
Thus deg ~ = deg tp-l. [] 
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Remark. The conclusion of Lemma 11 is known to hold under more general cir- 
cumstances. Let C be a commutative ring with identity, and let A = C[Z1,..., Zr] a 
polynomial ring over C, or A = C[[Z1,..., Zr]] a formal power series ring over C. 
Then any surjective C-algebra endomorphism of A is an automorphism. 
It is natural to ask to what extent he results of this section can be extended to 
higher-dimensional cases. More specifically, we ask the following. 
Question 16. What are the generalizations to higher dimensions of the formulas in 
Theorem 12? 
Question 17. Is Corollary 13 true in the higher-dimensional case? 
4. Creating new polynomials 
We shall change our viewpoint and notation slightly. Any two polynomials f(x, y) 
and g(x, y) determine a unique C-algebra endomorphism ¢p : C[x, y]--'C[x, y] such 
that x~f (x ,  y) and y~ g(x, y). We shall say that f and g define an automorphism 
if the corresponding ¢p is an automorphism. Given two polynomials fo(X, y) and 
go(X,y), if their Newton polygons are not triangles, then they do not define an 
automorphism by Corollary 14. So we may try to 'improve' fo and go by making 
use of the formulas in Theorem 12 to construct two new polynomials fl and gl. To 
wit, we define 
f l (x ,y ) -  
g l (x ,Y) -  - -  
where 
( -  1)n0 +l 
J0c0 
(-1) ko 
Jodo 
Rest(fo(0, t) -x ,  go(0, t ) -y ) ,  
Rest(fo(t, O) - x, go(t, O) - y), 
o(f0, go) t 
J0- ~--~ y') x=0,y=O' 
co=Rest(fo(~ ' ') g°(0' t ) )  
' t 
no = deg f0(0, t), ko=deg fo(t, 0), 
provided that Jocodo:/=O. The f l  and gl so constructed, even if not defining an 
automorphism, at least have triangular Newton polygons by Corollary 6. Certainly 
we may repeat this process to construct f~+l and gi+l from fi and gi as long as 
Jicidi=/:O. Let us use Si to stand for stage i, so that at Si we have f /and gi. We use 
b(Si) = b(Sj) to indicate the border polynomials of Si coincide with the correspon- 
ding ones of Sj, while Si = Sj indicates f /=f j  and gi = gj. We quickly observe that 
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(i) Si+ l depends only on b(Si), i.e., b(Si)=b(Sj)=Si+ l =Sj+l;  
(ii) Si defines an automorphism ~ Si = Si+ 2; 
(iii) Si defines an automorphism=Si+l defines an automorphism, 
where the last two statements follow from Theorem 12. 
Question 18. Is the converse of (ii) true? 
Question 19. Is the converse of (iii) true for i_> 1? 
The answer is negative to both questions as shown by the following example. 
Example 20. Let fo(x, y), go(x, y) ~ C[x~ y] with border polynomials fo(x, 0) = ax 2 + x, 
fo(O, y)=y2, go(x, O)=x 2, 'go(O, y)= cy 2 + y where a and c are non-zero constants to 
be determined. It is easy to see that f l (x,y)=-c2x2+2cxy-y2+x, gl(x,y)= 
-x2+2axy-a2y2+y, etc. We indicate the first four stages by recording the 
coefficients: 
So 
Y Y 
i 1 i c 0 1 
0 1 a 0 
)X  
0 1 
JX  
S1 
-1  
0 2c 
0 1 -c  2 
_a  2 
1 
0 
2a 
0 -1  
s2 
1 
0 -2a  2 
0 1 a 4 
C 4 
1 --2C 2 
0 0 
$3 
-1  
0 2c 4 
0 1 -c  s 
It is clear that 
b(So)= b(S2) 
b(Sl) = b(S3 ) 
Sl =S3 
*~ a3=c3=1, 
a6 =c 6= 1, 
a3=c3=1. 
_a  $ 
1 2a 4 
0 0 -1 
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From other considerations, we also have 
S1 defines an automorphism 
$2 defines an automorphism 
S 3 defines an automorphism 
¢* ac=a3 =c3= l, 
a2c2=a6 =¢ 6= 1, 
a4¢ 4 = a 12 = c 12 = 1. 
Therefore if we let to = ( -1  + v~i)/2 be a primitive third root of unity and take 
a=c=to,  then S1 =$3 but SI does not define an automorphism. Moreover, take 
a =- to  and c = _toE, then $2 defines an automorphism but SI does not define an 
automorphism; thus SE is indeed better than Sl in this example. 
At last, we propose the following. 
Question 20. Given fo(x,y) and go(x,y)~ C[x,y]. What are the necessary and suffi- 
cient conditions on b(So) to ensure that Sl defines an automorphism? 
Question 21. Given four polynomials in C[t], when are they the border polynomials 
of an automorphism? In other words, given PI! (t),PlE(t), P21(t),P22(t) E O[t], what 
are the necessary and sufficient conditions on the pu(t) to ensure the existence of 
an automorphism ~ : C[x, y] ~C[x, y] such that 
tp(x)(0, t) =Pll(t),  ~p(y)(0, t) =PiE(t), 
(p(x)(t, 0) =PE! (t), ~(y) ( t ,  0) =P22(t)?  
Questions 17 and 21 will be answered in a subsequent paper [4]. 
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