Using the optical flow in the visual odometry applied robotics by Araújo, Darla Caroline da Silva, 1989-
i 
DARLA CAROLINE DA SILVA ARAUJO 
USO DE FLUXO ÓPTICO NA ODOMETRIA 
VISUAL APLICADA A ROBÓTICA 
09/2015 
CAMPINAS 
2015

Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca da Área de Engenharia e Arquitetura
Luciana Pietrosanto Milla - CRB 8/8129
Araújo, Darla Caroline da Silva, 1989-
Ar15u AraUso de fluxo óptico na odometria visual aplicada a robótica / Darla Caroline da
Silva Araujo. – Campinas, SP : [s.n.], 2015.
AraOrientador: Paulo Roberto Gardel Kurka.
AraDissertação (mestrado) – Universidade Estadual de Campinas, Faculdade de
Engenharia Mecânica.
Ara1. Fluxo optico. 2. Robôs móveis. 3. Visão por computador. 4. Navegação de
robôs móveis. I. Kurka, Paulo Roberto Gardel,1958-. II. Universidade Estadual de
Campinas. Faculdade de Engenharia Mecânica. III. Título.
Informações para Biblioteca Digital
Título em outro idioma: Using the optical flow in the visual odometry applied robotics
Palavras-chave em inglês:
Optical flow
Mobile robot
Computer vision
Mobile robot navigation
Área de concentração: Mecânica dos Sólidos e Projeto Mecânico
Titulação: Mestra em Engenharia Mecânica
Banca examinadora:
Paulo Roberto Gardel Kurka [Orientador]
Eric Fujiwara
Elvira Rafikova
Data de defesa: 16-01-2015
Programa de Pós-Graduação: Engenharia Mecânica
Powered by TCPDF (www.tcpdf.org)
iv

vii 
Dedicatória 
Dedico este trabalho exclusivamente a minha mãe pois ela é a razão e inspiração da minha 
vida, sempre esteve ao meu lado me incentivando e me apoiando. 
ix 
Agradecimentos 
Primeiramente gostaria de agradecer a Deus, por iluminar sempre a minha vida. 
Gostaria de mencionar meus sinceros agradecimentos às pessoas que fizeram parte deste 
desse trabalho: 
Ao meu orientador, Prof. Dr. Paulo Roberto Gardel Kurka pela orientação acadêmica, 
esforço, embasamento, confiança no desenvolvimento dessa pesquisa e principalmente pela grande 
serenidade despendida ao longo de todo o desenvolvimento do trabalho. 
Aos professores de Pós-graduação da FEM (Faculdade de Engenharia Mecânica) pelos 
ensinamentos transmitidos no decorrer de toda essa trajetória. 
A todos os colegas que convivi e que contribuíram para realização desta pesquisa de forma 
direta ou indiretamente, em especial ao: 
- Marcus e Vinicius, pela grande ajuda no desenvolvimento desse trabalho 
- Aos amigos da República Amazonas, Alan, Raimundo, Victor e em destaque César por ter 
me incentivado a fazer o mestrado. 
- Ao meu namorado pelo apoio e incentivo. 
- Aos meus pais, por terem me educado para vencer mais esta etapa na vida. 
A FAPEAM pelo suporte financeiro. 
xi 
“Na vida, não existe nada a temer mas a entender” 
Marie Curie 
xiii 
Resumo 
O presente trabalho descreve um método de odometria visual empregando a técnica de fluxo 
óptico, para estimar o movimento de um robô móvel, através de imagens digitais capturadas de 
duas câmeras estereoscópicas nele fixadas. Busca-se assim a construção de um mapa para a 
localização do Robô. Esta proposta, além de alternativa ao cálculo autônomo de movimento 
realizado por outros tipos de sensores como GPS, laser, sonares, utiliza uma técnica de 
processamento óptico de grande eficiência computacional.  
 Foi construído um ambiente 3D para simulação do movimento do robô e captura das imagens 
necessárias para estimar sua trajetória e verificar a acurácia da técnica proposta. Utiliza-se a técnica 
de fluxo óptico de Lucas Kanade na identificação de características em imagens. Os resultados 
obtidos neste trabalho são de grande importância para os estudos de navegação robótica. 
Palavras Chave: Robô Móvel; Visão Estereoscópica, Odometria visual, Fluxo óptico. 
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Abstract 
This work describes a method of visual odometry using the optical flow technique to 
estimate the motion of a mobile robot, through digital images captured from two stereoscopic 
cameras fixed on it, in order to obtain a map of location of the robot. This proposal is an alternative 
to the autonomous motion calculation performed by other types of sensors such as GPS, laser, 
sonar, and uses an optical processing technique of high computational efficiency. 
To check the accuracy of the technique it was necessary to build a 3D environment to 
simulate the robot performing a trajectory and capture the necessary images to estimate the 
trajectory. The optical flow technique of Lucas Kanade was used for identifying features in the 
images. The results of this work are of great importance for future robotic navigation studies. 
Keywords: Mobile Robot, Stereoscopic Vision, Optical Flow, Visual Odometry 
xvii 
 
Lista de Ilustrações 
 
 
Figura 1-1: Primeiro robô móvel, projetado por William Walter, em 1948, (Kroh & Chalikonda, 
2014). ......................................................................................................................................... 1 
Figura 1-2: (a) Volvo (Robos Móveis, s.d.); (b) BR 700 (Robos Móveis, s.d.); (c) HelpMate (Evans, 
1994); (d) ROV (Robos Móveis, s.d.) .......................................................................................... 2 
Figura 2-1: Pontos característicos (a) Detector de bolhas (blobs) (Bay, Tuytelaars, & Gool, 2006); 
(b) Detector de cantos (corners) (Harris & Stephens, 1988) ......................................................... 7 
Figura 2-2: Modelo de Câmera Pinhole ....................................................................................... 9 
Figura 2-3:Projeção perspectiva .................................................................................................10 
Figura 2-4: Coordenadas de Imagem ..........................................................................................11 
Figura 2-5: Geometria perspectiva da câmera esquerda e direita .................................................13 
Figura 2-6: Modelo simplificado das coordenadas consecutivas .................................................15 
Figura 2-7: Etapas de um Sistema de Odometria Visual. ............................................................15 
Figura 3-1: Exemplos de aplicações do fluxo óptico ...................................................................16 
Figura 3-2: Campo de fluxo óptico com o movimento da câmera; (a) câmera girando no eixo 
vertical; (b) câmera se afastando; (c) câmera se aproximando (Beauchemin & Barron, 1995). ....17 
Figura 3-3: As duas primeiras imagens foram capturadas em instantes diferentes, e a imagem maior 
representa o campo de fluxo óptico, (Kuiaski, 2012) ..................................................................18 
Figura 3-4: Problema de abertura (Shi & Sun, 2008) ..................................................................21 
Figura 3-5: Imagem esquerda: pontos encontrados pelo algoritmo Harris e Stephens; Imagem 
direita: pontos encontrados pelo algoritmo Shi e Tomasi, (Kuiaski, 2012). .................................25 
Figura 4-1: Esquema simplificado de uma estrutura de um modelo neural ..................................27 
Figura 5-1: Diagrama de blocos .................................................................................................31 
Figura 5-2: Ambiente simulado ..................................................................................................32 
Figura 5-3: Robô com câmeras paralelas ao chão .......................................................................32 
Figura 5-4: Projeção de um objeto no plano de imagem .............................................................33 
Figura 5-5: Características do Robô e nova configuração das câmeras ........................................33 
Figura 5-6: Imagem capturada pelo Robô com as câmeras paralelas ao chão ..............................34 
Figura 5-7: Imagem capturada pelo Robô com as câmeras inclinadas para o chão ......................34 
xviii 
 
Figura 5-8: Trajetórias realizadas pelo Robô no ambiente de simulação .....................................35 
Figura 5-9: Pontos característicos da imagem .............................................................................37 
Figura 5-10: Correlação de pontos característicos da imagem esquerda e imagem direita no instante 
t e t+1 ........................................................................................................................................38 
Figura 5-11: Comparação das intensidades dos pixels entre a imagem direita e esquerda............39 
Figura 5-12: Correlação dos Pontos característicos das câmeras esquerda e direita em dois instantes 
de tempo ....................................................................................................................................39 
Figura 5-13: Modelo Esquemático da correlação de pontos característicos em dois pares de imagens 
consecutivas ...............................................................................................................................40 
Figura 5-14: Trajetória quadrada estimada pela odometria visual ...............................................41 
Figura 5-15: Diferença da trajetória real e da estimada pela odometria em função dos pontos 
(Trajetória Quadrada) .................................................................................................................42 
Figura 5-16: simulação da trajetória no ambiente .......................................................................42 
Figura 5-17: Trajetória circular estimada pela odometria visual ..................................................43 
Figura 5-18: Diferença da trajetória real e da estimada pela odometria em função dos pontos 
(Trajetória Circular) ...................................................................................................................43 
Figura 5-19: Trajetória octogonal estimada pela odometria visual ..............................................44 
Figura 5-20: Diferença da trajetória real e da estimada pela odometria em função dos pontos 
(Trajetória octogonal) ................................................................................................................44 
Figura 5-21: Trajetória composta estimada pela odometria visual ...............................................45 
Figura 5-22: Diferença da trajetória real e da estimada pela odometria em função dos pontos 
(Trajetória Composta) ................................................................................................................45 
Figura 5-23: Treinamento da Rede Neural ..................................................................................47 
Figura 5-24: Trajetória quadrada resultante do treinamento da rede neural .................................47 
Figura 5-25: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural 
em função dos pontos (Trajetória Quadrada) ..............................................................................48 
Figura 5-26: Trajetória circular resultante do treinamento da rede neural....................................49 
Figura 5-27: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural 
em função dos pontos (Trajetória Circular) ................................................................................49 
Figura 5-28: Trajetória hexagonal resultante do treinamento da rede neural ...............................50 
xix 
 
Figura 5-29: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural 
em função dos pontos (Trajetória Octogonal) .............................................................................50 
Figura 5-30: Trajetória composta aprimorada pelas redes neurais ...............................................51 
Figura 5-31: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural 
em função dos pontos (Trajetória Composta) .............................................................................51 
 
  
xxi 
 
Lista de Tabelas 
 
 
Tabela 5-1: Características da câmera ........................................................................................34 
Tabela 5-2: Coordenadas do início e fim das trajetórias realizada pelo robô ...............................36 
Tabela 5-3: Comparativo do deslocamento médio e desvio padrão da OV com e sem redes neurais
 ..................................................................................................................................................52 
 
  
xxiii 
 
Lista de Abreviações e Siglas 
 
 
𝐴      -  Matriz dos parâmetros da câmera (extrínsecos e intrínsecos) 
𝐶𝑙      -  Centro da imagem esquerda 
𝐶𝑟      -  Centro da imagem direita 
ccd      -  Sensor eletrônico de uma câmera  
𝑑      -  Disparidade 
𝑓      -  Distância focal 
𝑓𝑙      -  Parâmetro intrínseco, distância focal da câmera esquerda 
𝑓𝑟       -  Parâmetro intrínseco, distância focal da câmera direita 
𝐼 (?̅?; 𝑡 )    -  Função de intensidade da imagem 
OV          -  Odometria Visual 
𝑂𝑙     -  Centro Geométrico esquerdo da câmera estereoscópica 
𝑂𝑟     -  Centro Geométrico direito da câmera estereoscópica 
𝑃     -  Ponto no espaço 
?⃗?       -  Vetor de pontos no espaço 
?̂?𝑝𝑖𝑥𝑒𝑙       -  Vetor de coordenadas homogêneas  
𝑝𝑙     -  Projeção do Ponto P na imagem da câmera esquerda 
𝑝𝑟     -  Projeção do Ponto P na imagem da câmera direita 
𝑃(𝐷|ℋ𝑖) -  Probabilidade condicional de ver a evidência 𝐷 
𝑃(𝐷)       -  Probabilidade marginal de 𝐷 
𝑃(ℋ𝑖|𝐷) -  Probabilidade posterior de 𝐷 
𝑅     -  Matriz de Rotação 
𝑅𝑖     -  Matriz  de rotação do robô 
SLAM     -  Localização e Mapeamento Simultâneos 
𝑇     -  Vetor de Translação 
𝑇𝑘     -  Vetor de translação do robô 
𝑣              -  Velocidade da imagem 
𝑥𝑙     -  Distância entre 𝑝𝑙 e 𝑐𝑙 
xxiv 
 
𝑥𝑟    -  Distância entre 𝑝𝑟 e 𝑐𝑟 
𝑋𝑘−1    -  Matriz  de vetores de deslocamento no tempo apriori 
𝑋𝑘     -  Posição do robô, com relação a informação de odometria 
𝑧𝑙𝑘     -  Profundidade do ponto 𝑃𝑘 referenciado no sistema de coordenadas esquerdo 
𝑧𝑟𝑘    -  Profundidade do ponto 𝑃𝑘 referenciado no sistema de coordenadas direito 
∇𝐼           -  Gradiente espacial da intensidade 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxv 
 
SUMÁRIO 
 
 
1 INTRODUÇÃO ................................................................................. 1 
1.1 Objetivo do Trabalho ................................................................. 5 
1.2 Estrutura do Trabalho................................................................ 5 
2 ODOMETRIA VISUAL ................................................................... 6 
2.1 Detecção de Pontos Característicos............................................ 6 
2.2 Correspondência (Pontos característicos) ................................. 7 
2.3 Estimação do Movimento ........................................................... 8 
2.3.1 Geometria da Projeção Perspectiva ........................................................ 9 
2.3.2 Estereoscopia de câmeras paralelas ...................................................... 13 
2.3.3 Movimento de referenciais .................................................................... 14 
3 FLUXO ÓPTICO ............................................................................ 16 
3.1 Comparação entre as técnicas .................................................. 21 
3.2 Algoritmo de Lucas-Kanade .................................................... 21 
3.3 Detecção de pontos característicos no Fluxo Óptico ............... 24 
4 REDES NEURAIS ARTIFICIAIS ................................................. 26 
4.1 Treinamento da Rede Neural Artificial ................................... 27 
5 IMPLEMENTAÇÃO DA TÉCNICA E RESULTADOS ............. 30 
5.1 Ambiente Virtual e Trajetórias ................................................ 31 
5.1.1 Características do Ambiente e do Robô ................................................ 31 
5.1.2 Trajetórias ............................................................................................. 35 
5.2 Odometria Visual ...................................................................... 36 
xxvi 
 
5.2.1 Pontos característicos ............................................................................ 36 
5.2.2 Correlação dos pontos característicos ................................................... 37 
5.2.3 Estimativa da trajetória......................................................................... 40 
5.3 Aprimoramento da trajetória pela técnica de redes neurais .. 46 
6 CONCLUSÕES E TRABALHOS FUTUROS .............................. 53 
7 REFERÊNCIAS BIBLIOGRAFICAS ........................................... 54 
 
 
 
1 
 
1 INTRODUÇÃO 
 
 
Um dos principais objetivos da robótica é desenvolver robôs móveis que possam operar 
totalmente autônomos em situações no mundo real (Murphy, 2000). Um sistema móvel autônomo 
pode ser utilizado numa ampla gama de aplicações. Por exemplo, utilização em administrações 
municipais para localização, visualização e gerenciamento das informações referentes a um lote ou 
edificações; interesses de empresas e órgãos públicos relacionados ao planejamento, tarefas de 
transporte, assistência médica e de construção (Siegwart, Nourbakhsh, & Scaramuzza, 2004). Os 
robôs também podem operar em ambientes de periculosidades (por exemplo, resgate de vida ou de 
controle de poluição), sem arriscar vidas humanas (Franca, 2003). O primeiro robô autônomo foi 
projetado por Walters (Essex) em 1948 (Kroh & Chalikonda, 2014) conforme mostrado na Figura 
1-1, foram projetados dois robôs com o nome de Elsie e Elmer. Tais robôs possuíam um sensor de 
luz, um motor de propulsão e um controlador de propulsão, e desde então a pesquisa em robôs 
móveis autônomos aumenta dia após dia, pois são o foco na maioria das indústrias. 
 
 
Figura 1-1: Primeiro robô móvel, projetado por William Walter, em 1948, (Kroh & Chalikonda, 2014). 
 
Atualmente a empresa VOLVO usa veículos automaticamente guiados para o transporte de 
blocos de motor de uma linha de montagem para outra (Robos Móveis, s.d.), BR 700 é um robô 
para limpeza desenvolvido e vendido pela Kärcher Inc. Alemanha (Robos Móveis, s.d.) e seu 
sistema de navegação é baseada em um conjunto de sonar e giroscópio. HELPMATE é um robô 
móvel utilizado em hospitais para tarefas de transporte (Evans, 1994) e o ROV é um robô usado 
2 
 
para arqueologia subaquática. Esses exemplos de aplicações de um robô móvel podem ser vistos 
na Figura 1-2. 
 
 
Figura 1-2: (a) Volvo (Robos Móveis, s.d.); (b) BR 700 (Robos Móveis, s.d.); (c) HelpMate (Evans, 1994); 
(d) ROV (Robos Móveis, s.d.) 
 
O pré-requisito de um robô autônomo é a capacidade de conhecer a sua posição e orientação 
no ambiente, e a odometria convencional é um dos métodos mais utilizados para estimar essa 
localização (Bonin, Ortiz, & Oliver, 2008). Sabe-se que ela proporciona uma boa precisão em 
movimentos curtos e permite taxas de amostragem muito altas. A ideia fundamental da odometria 
é a integração de informação incremental do movimento ao longo do tempo, o qual envolve um 
inevitável acumulo de erros e aumenta proporcionalmente com a distância percorrida pelo robô. 
Esses erros são ainda maiores quando a odometria é fornecida por encoders devido a derrapagem 
da roda, que acontece normalmente, dependendo do local que o robô está andando. Outra fonte de 
erro é quando o robô percorre subidas e descidas, ou quando ocorre movimentos de rotação. Assim, 
a odometria visual OV surge como uma alternativa a odometria convencional, através da qual é 
possível estimar a posição do robô mesmo quando acontece derrapagem ou rotação. O termo OV 
foi popularizado em 2004 por Nister (2004) em seu artigo, mas já havia aparecido anteriormente, 
por exemplo em (Olson, Matthies, Schoppers, & Maimone, 2001) e (Srinivasan, Zhang, Lehrer, & 
Collett, 1996).  
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Nos últimos anos houve um interesse significativo na Odometria Visual OV, uma das 
implementações mais citadas é o trabalho de Nister (2004) onde o autor apresenta um sistema de 
navegação em tempo real e estima o movimento a partir apenas de entradas visuais. Nister 
apresenta a eficácia do algoritmo utilizando tanto uma câmera monocular como uma câmera 
estéreo. No trabalho de Salvi (2008) a OV foi implementada em um AUV (Autonomous 
Underwater Vehicle) equipado com um sistema de câmeras estéreo, que fornece como saída uma 
representação 3-D em larga escala do ambiente navegado. Zhang (2008) propôs um sistema de 
SLAM visual monocular que detecta características no ambiente utilizando um extrator SURF 
(Speeded Up Robust Feature). No trabalho de Artieda (2009) foi apresentado um sistema que 
utiliza a técnica de SLAM visual 3-D para VANTs (Veículos Aéreos Não Tripulados) onde são 
detectadas características em um ambiente parcialmente estruturado e depois calculadas as 
distâncias até o VANT. 
O uso da OV como um sensor para navegação de robôs móveis possui muitas vantagens 
sobre outros sensores disponíveis. Em primeiro lugar, as câmeras são geralmente mais baratas do 
que a maioria dos outros sensores como o laser, o sonar, o radar e outros sensores semelhantes. As 
câmeras possuem baixo consumo de energia. Também oferecem uma maior flexibilidade de 
aplicações, pois as imagens digitais contêm alto teor de informações relativas às propriedades da 
cena. Isso inclui dados como a cor da superfície e textura, estrutura do ambiente, e movimento.  
A OV, pode ser divido em três passos: 
Detecção de Pontos característicos na Imagem – Neste passo são determinados os pontos que 
podem ser buscadas em diferentes imagens, tais como cantos (corners) e bolhas (blobs). Na 
literatura existem algoritmos de detecção de cantos de Moravec (1977), Forstner (1986), Harris 
(1988), Shi-Tomasi (1994), bem como os detectores de bolhas, cujos exemplos mais típicos são os 
dos algoritmos SIFT (2003) e SURF (2006). Cada detector tem seus próprios pontos favoráveis e 
desfavoráveis. Detectores de canto são rápidos, porém apresentam baixa capacidade de distinção 
de contraste das regiões detectadas. Detectores de bolhas, por sua vez, encontram regiões com 
maiores distinções de contraste, com um maior custo computacional em termos de demanda de 
tempo de processamento.  
Correlação dos pontos característicos - As diferentes características determinadas em uma 
imagem, precisam ser correlacionadas, ou seja, é preciso determinar quais pontos característicos 
encontrados na primeira imagem existe numa segunda imagem; 
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Estimação do Movimento do Robô – É possível determinar o movimento de translação e 
rotação de um conjunto de câmeras estereoscópicas, através dos pares de pontos correlacionados 
em imagens distintas e relações trigonométricas.   
Um dos maiores problemas na estimação da OV está na correlação dos pontos característicos, 
apresentando erros que afetam a estimação da trajetória. Um dos métodos mais confiáveis, dentre 
os encontrados na literatura, é o algoritmo SIFT (2003). No presente trabalho entretanto, será 
utilizado a técnica de fluxo óptico como alternativa menos custosa computacionalmente para a 
correlação de pontos característicos. 
A literatura mostra que é possível determinar o movimento relativo de um objeto em uma 
cena através de uma câmara usada para capturar uma sequência de quadros de imagem 2D, através 
do cálculo do fluxo óptico correspondente (Horn & Schunck, 1981), (Barron, Fleet, & Beauchemin, 
1994), (Lai & Vemuri, 1998). Tal fluxo óptico pode também ser usado na OV (Dev, Kröse, & 
Groen, 1998). Entretanto, na maioria dos experimentos relatados até o momento o cálculo do fluxo 
óptico pouco se foi usado na navegação, este trabalho, portanto, tem como objetivo implementar o 
fluxo óptico como ferramenta na navegação de robôs móveis. 
Independente da técnica utilizada, as estimativas de trajetórias baseadas em OV apresentam 
uma acumulação de erros, que requerem algum tipo de correção periódica nos resultados. Tal 
correção pode ser alcançado através da comparação da trajetória estimada com mapas, que ajuda a 
minimizar a estimativa causada pelo acúmulo de erros numéricos. Outra possibilidade para a 
correção das estimativas dos erros acumulados da navegação é a utilização de filtros, tais como o 
filtro de Kalman (Trucco & Verri, 1998). Outra alternativa para melhorar os erros da navegação 
em trajetórias restritas, tais como polígono fechado ou curvas, é o uso de redes neurais (Haykin, 
2001). Com o objetivo de aprimorar a estimativa da trajetória dada pela OV, neste trabalho utiliza 
ainda o algoritmo de redes neurais. 
Para mensurar a eficiência das técnicas propostas neste trabalho é realizada uma simulação 
em um ambiente virtual 3D, onde é possível capturar as imagens de uma trajetória conhecida do 
robô e posteriormente comparar com as trajetórias estimada e aprimorada. 
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1.1 Objetivo do Trabalho 
 
 
Esta dissertação tem como objetivo principal o estudo e aplicação da técnica de fluxo óptico 
para estimar a trajetória de um robô móvel usando imagens digitais capturadas por câmeras 
estereoscópicas fixadas no robô, levando aos seguintes objetivos específicos: 
 Criar um ambiente virtual para a locomoção do robô e captura das imagens; 
 Processar as imagens e aplicar o fluxo óptico para encontrar os pontos 
correspondentes de cada quadro; 
 Estimar a trajetória que o robô realizou através das imagens estereoscópicas; 
 Comparar a trajetória estimada pela OV com a trajetória real;  
 Aplicar redes neurais para aprimorar os resultados da trajetória; 
 Comparar a trajetória aprimorada com a trajetória real simulada;  
 
 
1.2 Estrutura do Trabalho 
 
 
O trabalho está organizado da seguinte maneira. O Capitulo 2 apresenta os fundamentos 
teóricos da Odometria Visual, englobando desde a detecção de pontos característicos até a 
reconstrução da trajetória. O Capítulo 3 apresenta a técnica de fluxo óptico utilizado na Odometria 
Visual, neste capítulo é mostrado a diferença dos três grupos principais de fluxo óptico 
(frequência/energia, correlação e diferenciais) e a técnica utilizada de Lucas Kanade. O Capítulo 4 
mostra o método de redes neurais utilizado para melhorar os resultados obtidos pela OV. No 
Capitulo 5 é apresentado a implementação e os resultados do cálculo de odometria visual, 
discutindo-se os mesmos no Capítulo 6, junto com as conclusões e sugestões para os próximos 
trabalhos. 
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2 ODOMETRIA VISUAL 
 
 
A estimativa da trajetória do robô através da OV é obtida a partir de cálculos de 
deslocamentos e rotações incrementais. Estes deslocamentos, por sua vez, são determinados através 
do processamento de imagens de câmeras fixas ao robô.  As etapas de processamento de imagem 
compreendem a detecção de pontos característicos, realização da correspondência desses pontos e 
estimação do movimento. Tais etapas são descritas a seguir. 
 
 
2.1 Detecção de Pontos Característicos 
 
 
A detecção de pontos característicos é o processo responsável por determinar características 
relevantes numa imagem. Estas características devem ser escolhidas de forma a serem possíveis de 
encontrar e recuperar futuramente. A distribuição de pontos característicos numa imagem afeta de 
uma forma considerável os resultados obtidos na estimação do movimento. Os pontos 
característicos são procurados numa imagem através de um detector de características, tais como 
cantos (corners) e bolhas (blobs). Na literatura temos os algoritmos de detecção de cantos Moravec 
(1977), Forstner (1986), Harris (1988), Shi-Tomasi (1994) e para os detectores de bolhas temos o 
SIFT (2003), SURF (2006).  A Figura 2-1 ilustra a aplicação destes dois detectores. 
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Figura 2-1: Pontos característicos (a) Detector de bolhas (blobs) (Bay, Tuytelaars, & Gool, 2006); (b) Detector de 
cantos (corners) (Harris & Stephens, 1988) 
 
Um bom algoritmo detector de pontos característicos deve possuir as seguintes propriedades: 
• Precisão na localização, tanto em posição como em escala das regiões características. 
• Repetitividade, os mesmos pontos característicos da imagem de uma cena devem ser 
detectados em uma outra imagem da mesma cena, captada em um diferente ponto de observação. 
• Eficiência computacional 
• Robustez ao ruído e desfocagem 
O detector de características utilizado neste trabalho é o algoritmo de detecção de cantos de 
Shi e Tomasi, apresentado com mais detalhe na seção 3.3. 
 
 
2.2 Correspondência (Pontos característicos) 
 
 
O processo de correspondência de pontos característicos é um pré- requisito para muitas 
aplicações relacionadas com imagens, tais como, recuperação de uma imagem, detecção do 
movimento e reconstrução da forma. O termo “correspondência”, em estereoscopia, refere-se ao 
procedimento de relacionar elementos presentes nas imagens capturadas por um sistema de visão 
estéreo, identificando quais pontos da imagem da esquerda e da direita são projeções do mesmo 
ponto na cena observada. 
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Considerando que todos os pontos da cena a serem correspondidos são visíveis a ambos os 
pontos de vista e que os pontos correspondentes são similares, podemos considerar o problema de 
correspondência como sendo um problema de busca (Trucco & Verri, 1998). Desta forma, para um 
dado elemento na imagem da esquerda deve-se encontrar o elemento correspondente na imagem 
da direita. Seguindo esta abordagem deve-se fazer a escolha dos elementos da imagem a serem 
correspondidos. A escolha dos pontos de correspondência pode ser feita através de duas grandes 
classes de algoritmos de busca, o método de correspondência densa e o método de correspondência 
esparsa. Na correspondência densa, busca-se a correlação entre todos os conjuntos de pontos 
característicos de cada par de imagens. Nos algoritmos de correspondência esparsa, seleciona-se 
apenas um pequeno conjunto de pontos característicos para a busca de similaridades. 
Neste trabalho a técnica de fluxo óptico esparso de Lucas-Kanade é utilizada para estimar as 
coordenadas de pontos característicos que correspondem à mesma região de imagem em duas 
fotografias tiradas com a mesma câmara em instantes subsequentes. As coordenadas dos pontos 
característicos encontradas na primeira câmara do par estereoscópico, podem ser facilmente 
relacionadas com as respectivas coordenadas na segunda câmara, através de relações geométricas. 
A fundamentação teórica do fluxo óptico é vista no Capítulo 3 da presente dissertação.  
 
 
2.3 Estimação do Movimento 
 
 
A etapa de estimação do movimento efetua o cálculo do movimento da câmara entre a 
imagem atual e a imagem anterior, ou pares de imagens. A trajetória da câmara pode ser recuperada 
completamente através da somatória de todos os movimentos individuais. Para encontrar tais 
movimentos se fazem necessários conhecimento da estereoscopia, geometria perspectiva de 
câmeras paralelas e movimento de referenciais, descritos a seguir. 
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2.3.1 Geometria da Projeção Perspectiva 
 
 
O modelo Pinhole é o modelo mais utilizado para representar a projeção de uma câmera, este 
que tem como princípio a imagem sendo capturada por um pequeno orifício projetando em um 
plano inverso, da imagem original. Esse modelo simplifica a câmera real que possui lentes, 
distância focal variável e certa complexidade mecânica em uma câmera primitiva, que pode ser 
reproduzida na prática. Ela possui um orifício infinitesimal em uma câmara escura pelo qual entra 
a luz onde é captada no plano do sensor de luz situado na mesma direção do pequeno furo, 
equivalente ao sensor de imagem de uma câmera real, por exemplo, película fotossensível, sensor 
eletrônico de imagem CCD ou CMOS (Holst & Krapels, 1996). Ela não possui lentes, é 
basicamente uma caixa escura com um pequeno furo e um sensor de imagem internamente, o que 
a torna geometricamente simples. Como pode ser observado na Figura 2-2, a imagem captada é 
naturalmente invertida e espelhada ao ser projetada sobre o plano do sensor de luz. 
 
 
Figura 2-2: Modelo de Câmera Pinhole  
 
Sendo f a distância entre o plano da imagem capturada e o centro do orifício da câmera, 
também conhecida como distância focal, e Z a distância entre o orifício na câmera e o objeto. 
As imagens capturadas pelas câmeras são projetadas no plano imagem de forma perspectiva, 
ou seja, a partir de cada ponto do objeto real fotografado traça-se uma linha imaginária até a origem 
do sistema de coordenadas da câmera e essa linha intercepta o plano imagem, portanto, este ponto 
de intersecção é o que forma a imagem no espaço bidimensional. Na Figura 2-3, é mostrada a 
projeção perspectiva de um ponto qualquer visto pela câmera.  
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Figura 2-3:Projeção perspectiva 
 
Através da semelhança de triângulos é possível fazer a relação entre as coordenadas do ponto 
no mundo e as coordenadas do ponto no plano de imagem: 
     
 
𝑋𝑝
𝑍𝑝
=
𝑥𝑝
𝑓
     e     
𝑌𝑝
𝑍𝑝
=
𝑦𝑝
𝑓
 (2.1) 
 
Da equação (2.1) temos: 
 
 𝑥𝑝 = 𝑓
𝑋𝑝
𝑍𝑝
     e     𝑦𝑝 = 𝑓
𝑌𝑝
𝑍𝑝
 (2.2) 
 
Se tratando de coordenadas do ponto, vetorialmente temos: 
 
 𝑷 = [
𝑋𝑝
𝑌𝑝
𝑍𝑝
]     e     𝒑 = [
𝑥𝑝
𝑦𝑝
𝑓
] (2.3) 
 
Assim, 
 
 𝒑 =
𝑓
𝑍𝑝
 . 𝑷 (2.4) 
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Sendo 𝑷 o vetor do ponto em coordenadas do mundo e 𝒑 o vetor sobre o plano de imagem, 
a relação perspectiva entre os dois vetores é dada em unidades métricas pelo vetor 𝑷 e em unidades 
de elementos de imagem chamadas de pixels pelo vetor 𝒑. 
As coordenadas de imagem possuem um sistema de coordenadas no plano da imagem, o 
sistema de coordenadas de referência tem sua origem no canto superior esquerdo, ou seja, os eixos 
de coordenadas 𝑢 e 𝑣, conforme mostrado na Figura 2-4. 
 
 
Figura 2-4: Coordenadas de Imagem 
 
A relação entre o sistema de unidades métricas e o sistema de unidades de imagem (pixels) 
é dada por dois parâmetros intrínsecos da câmera, 𝛼𝑥 e 𝛼𝑦, dados por 
 
 𝛼𝑥 =
𝑁𝑥
𝐿𝑥
   e   𝛼𝑦 =
𝑁𝑦
𝐿𝑦
, (2.5) 
 
onde 𝑁𝑥 e 𝑁𝑦 são, respectivamente, as dimensões horizontal e vertical do plano de imagem dadas 
em pixels, e 𝐿𝑥 e 𝐿𝑦 os seus respectivos comprimentos em unidades métricas. 
As coordenadas de imagem correspondentes a um ponto com projeções métricas (𝑥𝑝, 𝑦𝑝) na 
câmera são dadas por    
 
 𝑢𝑝 =  𝛼𝑥 . 𝑥𝑝 + 𝑢𝑜   e   𝑣𝑝 =  𝛼𝑦𝑦𝑝 + 𝑣𝑜 (2.6) 
 
sendo 𝑢𝑜 e 𝑣𝑜 os valores, em pixel, da origem do sistema de coordenadas métricas da câmera.  
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A equação (2.6) pode ser escrita de forma vetorial utilizando os resultados apresentados na equação 
(2.3), ou seja, 
 
   
 ?̂? =
1
𝑓
𝐀 .  𝒑 (2.7) 
 
onde  ?̂? = [
𝑢𝑝
𝑣𝑝
1
] e 
 
 𝐀 = [
𝑓𝑥 0 𝑢𝑜
0 𝑓𝑦 𝑣𝑜
0 0 1
] , (2.8) 
 
com 𝑓𝑥 = 𝛼𝑥 . 𝑓 e 𝑓𝑦 = 𝛼𝑦 . 𝑓 . A matriz 𝐀 da equação (2.8) é conhecida como matriz de parâmetros 
intrínsecos. 
A matriz 𝐀  é obtida no processo calibração de câmeras. A unidade de medida de 𝑓𝑥  e 𝑓𝑦  é 
dada em pixels, pois, esses parâmetros representam a distância focal em unidades de imagem de 
acordo com as dimensões do sensor de imagem. Substituindo a equação (2.8) em (2.7), tem-se: 
 
 [
𝑢𝑝
𝑣𝑝
1
] =
1
𝑓
.𝐀 . [
𝑥𝑝
𝑦𝑝
𝑓
] (2.9) 
 
ou, 
 
 𝒑 = 𝑓𝐀−1?̂?. (2.10) 
 
 
 
 
13 
 
2.3.2 Estereoscopia de câmeras paralelas  
 
 
A posição no espaço, ou coordenadas do mundo, do mesmo ponto característico, visto num 
mesmo instante pelas câmeras da esquerda e da direita, é estimada utilizando a semelhança de 
triângulos conforme visto na Figura 2-5 e nas equações (2.11, 2.12, 2.13) 
 
 
Figura 2-5: Geometria perspectiva da câmera esquerda e direita  
 
 𝑋𝑚𝑢𝑛𝑑𝑜 =
𝑥𝑒𝑠𝑞
𝑥𝑒𝑠𝑞 − 𝑥𝑑𝑖𝑟
𝐷𝑐𝑎𝑚𝑒𝑟𝑎𝑠 (2.11) 
 
 𝑍𝑚𝑢𝑛𝑑𝑜 =
𝑋𝑚𝑢𝑛𝑑𝑜
𝑥𝑒𝑠𝑞
𝑓 (2.12) 
 
 𝑌𝑚𝑢𝑛𝑑𝑜 =
𝑍𝑚𝑢𝑛𝑑𝑜
𝑓
𝑦𝑒𝑠𝑞  (2.13) 
 
Onde 𝐷𝑐𝑎𝑚𝑒𝑟𝑎𝑠, é a distância entre as câmeras, 𝑥𝑒𝑠𝑞  e 𝑦𝑒𝑠𝑞 as coordenadas de câmera 𝑥 e 𝑦 do 
pontos característicos na câmara esquerda, e 𝑥𝑑𝑖𝑟, a coordenada 𝑥 do ponto característico na câmara 
direita. 
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Coordenadas globais de pontos característicos em dois instantes posteriores, permitem 
estimar a matriz de rotação incremental, 𝐑𝑘 e vetor de translação,  𝒕𝑘, do robô, conforme visto na 
equação (2.14). 
 
 [𝐑𝑘 𝒕𝑘
𝟎 1
] = [𝑷𝑊1
(𝑘) 𝑷𝑊2(𝑘) … 𝑷𝑊𝑛(𝑘)
1 1 … 1
] [𝑷𝑊1
(𝑘 + 1) 𝑷𝑊2(𝑘 + 1) … 𝑷𝑊𝑛(𝑘 + 1)
1 1 … 1
]
+
 (2.14) 
 
Onde 𝑷𝑊1(𝑘), 𝑖 =  1,2, . . . , 𝑛 é o vetor de coordenadas globais de um ponto característico no 
instante de tempo de "𝑘"  e  +  é o operador pseudo-inversa. 
 
 
2.3.3 Movimento de referenciais 
 
 
O passo final do processo do cálculo das estimativas de posição do robô é gerar o mapa 
completo de trajetórias através da equação: 
 
 𝑿(𝑘) = 𝑿(𝑘−1) + (∏𝐑𝑖
𝑘−1
𝑖=1
) 𝒕𝑘, (2.15) 
 
Onde 𝑿(𝑘) é o vetor de coordenadas globais, que é paralelo ao sistema de coordenadas do 
robô no instante 𝑘 =  0.  A matriz 𝐑𝑘  e o vetor 𝒕𝑘  representam, respectivamente,  as estimativas 
de rotação e translação do robô através  da captura de duas imagens subsequentes. 
O modelo esquemático das estimativas de posição do robô em cada instante pode ser 
exemplificado na Figura 2-6. 
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Figura 2-6: Modelo simplificado das coordenadas consecutivas 
 
O diagrama de blocos apresentado na Figura 2-7 ilustra o procedimento de determinação de 
movimento através da odometria visual. 
 
 
Figura 2-7: Etapas de um Sistema de Odometria Visual. 
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3 FLUXO ÓPTICO 
 
 
Neste capítulo é apresentado a fundamentação matemática da técnica de fluxo óptico, 
utilizada na correlação de pontos característicos conforme visto no capitulo 2.  
A computação do fluxo óptico ou velocidade da imagem é um problema fundamental no 
processamento de sequências de imagens (Tekalp, 1995) e pode auxiliar em várias tarefas, tais 
como interpretação de cena, navegação exploratória, acompanhamento de objetos, avaliação de 
tempo para colisão, segmentação de objetos, codificação de vídeo, visão de robôs etc. Um exemplo 
é a simples detecção de movimento, onde usando apenas a diferença entre duas imagens, é possível 
saber se houve ou não movimento na cena. Esse sistema é utilizado em equipamentos de segurança, 
compostos apenas por uma câmera estática. Alguns exemplos da utilização do fluxo óptico podem 
ser vistos na Figura 3-1. 
 
 
Figura 3-1: Exemplos de aplicações do fluxo óptico 
 
Qualquer mudança no movimento no ambiente tridimensional é observado diretamente na 
projeção bidimensional, ou seja, nos pixels da imagem capturada pela câmera. As alterações na 
imagem podem ser identificadas analisando os efeitos que estas causam nas propriedades da 
imagem. Um exemplo desse efeito é mostrado na Figura 3-2, onde se apresenta o comportamento 
do campo de movimento do fluxo óptico de uma câmera girando no eixo vertical, se aproximando 
e se afastando em relação ao ambiente. Os vetores de movimento na imagem representam o 
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deslocamento dos pontos tridimensionais. Percebe-se que quando a câmera se aproxima e se afasta 
tem-se um ponto central do qual os vetores de movimento parecem estar divergindo ou convergindo 
para ele. Quando todos os vetores do campo de movimento se afastam de um ponto na imagem este 
recebe o nome de foco de expansão, e quando se percebe os mesmos vetores convergindo para um 
ponto na imagem a este dá-se o nome de foco de contração. Normalmente os vetores de movimento 
apontam em uma direção oposta ao movimento da câmera. 
 
 
Figura 3-2: Campo de fluxo óptico com o movimento da câmera; (a) câmera girando no eixo vertical; (b) 
câmera se afastando; (c) câmera se aproximando (Beauchemin & Barron, 1995). 
 
Pode-se definir que fluxo óptico é a distribuição 2D da velocidade aparente do movimento 
dos padrões de intensidade no plano da imagem, onde cada pixel no plano da imagem está 
associado com um único vetor de velocidade e se for conhecido o intervalo de tempo entre duas 
imagens consecutivas, os vetores de velocidade podem ser convertidos em vetores de deslocamento 
e vice-versa (Shi & Sun, 2008), em outras palavras, o cálculo do fluxo ótico consiste em achar na 
próxima imagem da sequência os pontos da imagem anterior, A Figura 3-3 mostra o campo de 
fluxo óptico. 
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Figura 3-3: As duas primeiras imagens foram capturadas em instantes diferentes, e a imagem maior representa 
o campo de fluxo óptico, (Kuiaski, 2012) 
 
Os métodos do fluxo óptico podem ser classificados em três grupos principais: técnicas 
baseadas em frequência/energia, técnicas de correlação e técnicas diferenciais. Em (Beauchemin 
& Barron, 1995) é possível encontrar uma extensa referência sobre estes três grupos principais. 
As técnicas baseadas em frequência, também chamados de métodos baseados na energia 
utilizam filtros sensíveis à orientação no domínio da transformada de Fourier, pois movimentos 
aleatórios ou um padrão difícil de ser detectado com métodos baseados em feições ou correlação, 
podem ser extraídos de uma maneira relativamente fácil (Vernon, 1999). Outros trabalhos utilizam 
a transformada wavelet para estimar o fluxo óptico (Castellano, Boyce, & Sandler, 1999). Em 
alguns trabalhos já foi mostrado que tais filtros têm um desempenho muito parecido com os 
baseados em correlação e em gradiente (Barron, Fleet, & Beauchemin, 1994) 
A técnica para computação do fluxo óptico baseada em correlação (matching) é utilizada 
quando a diferenciação numérica é impraticável devido a um pequeno suporte temporal (poucos 
quadros) ou uma pequena razão sinal/ruído, dificultando os métodos baseados em frequência (Shi 
& Sun, 2008). A correlação pode ser feita baseada em área ou em feições, ou seja, esta classe de 
métodos calcula o vetor velocidade procurando as regiões mais semelhantes. Um problema com a 
correlação baseada em feições é que nem sempre elas estão disponíveis para estabelecer a 
19 
 
correspondência, o que pode causar resultados fracos ou até mesmo errados. Outro fator de 
complicação é a oclusão, implicando em erros na correlação (Giachetti, Campani, & Torre, 2002) 
(Shi & Sun, 2008). 
 Nas técnicas diferenciais a hipótese inicial para a computação do fluxo óptico é a de que a 
intensidade entre quadros diferentes em uma sequência de imagens é aproximadamente constante 
em um intervalo de tempo pequeno, ou seja, em um pequeno intervalo de tempo o deslocamento 
será mínimo (Horn B. , 1986). 
A velocidade da imagem é computada a partir das derivadas espaço temporais da intensidade 
na imagem. A intensidade na imagem (domínio) é assumida como contínua (ou diferenciável) no 
espaço e no tempo. Isso pode ser escrito usando a seguinte expressão (Horn & Schunck, 1981): 
 
 𝐼 (𝒙; 𝑡 )  ≈  𝐼 (𝒙 +  𝜕𝒙, 𝑡 +  𝜕𝑡 ) (3.1) 
 
Onde, 𝐼 (𝒙; 𝑡 ) é a função de intensidade da imagem, 𝒙 =  (𝑥, 𝑦)  é o vetor posição na 
imagem e 𝜕𝒙 é o deslocamento de uma região da imagem em (𝒙; 𝑡 ) após o tempo 𝜕𝑡 . 
Expandindo o lado direito da equação (3.1) por série de Taylor tem-se: 
 
 𝐼 (𝒙; 𝑡 ) +  𝛁𝐼. 𝜕𝒙 + 𝛁𝐼𝑡 + 𝑂
2 (3.2) 
 
onde, 𝛁𝐼 = (𝐼𝑥 , 𝐼𝑦)  é o gradiente espacial da intensidade; 𝐼𝑡 a derivada parcial de primeira 
ordem em relação ao tempo de 𝐼 (𝒙; 𝑡 ) , e 𝑂2 os termos de segunda ordem em diante, que em geral 
podem ser desprezados. Igualando as equações (3.1) e (3.2), têm-se: 
 
 𝛁𝐼.
𝜕𝒙
 𝜕𝑡
 + 𝐼𝑡 = 0  =>  𝛁𝐼. 𝒗 + 𝐼𝑡 = 0   (3.3) 
 
onde, 𝒗 = (𝑢, 𝑣) =  (
𝜕𝑥
 𝜕𝑡
,
𝜕𝑦
 𝜕𝑡
) é a velocidade na imagem, A equação (3.3) é chamada de equação de 
restrição do fluxo óptico, essa restrição não é suficiente para determinar as componentes de 𝒗 , pois 
a equação (3.3) possui duas incógnitas e então esse problema tem infinitas soluções. Esse problema 
é conhecido como problema da abertura, e é um termo derivado da óptica (Shi & Sun, 2008), pois 
como a maioria dos métodos consideram o movimento em uma região da imagem, isso faz com 
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que regiões homogêneas tenham movimento ambíguo. Aberturas são janelas de várias formas, tais 
como circular, semicircular ou retangular. De uma forma simplificada, o problema da abertura na 
análise do movimento se refere ao problema que ocorre quando o movimento é observado através 
de uma abertura. Marr (1982), mostrou que quando uma aresta em movimento é observada através 
de uma pequena abertura, somente a componente do movimento ortogonal à aresta pode ser 
medida. Isso acontece principalmente porque em regiões homogêneas, ou que variam apenas em 
uma direção não é possível determinar o vetor que tangencia o movimento e somente nas regiões 
da imagem onde existe variação de intensidade suficiente o movimento pode ser completamente 
estimado com o uso da equação de restrição do fluxo óptico.  
Na Figura 3-4a é apresentado um retângulo localizado no plano XOZ, uma janela retangular 
EFGH com uma abertura circular é posta perpendicular ao eixo Y. As Figura 3-4b e Figura 3-4c 
mostram a perspectiva quando o retângulo ABCD se move ao longo do eixo X e Z com velocidade 
uniforme. Uma vez que a abertura circular é pequena e a reta AB é grande, não é possível identificar 
movimento. Já na Figura 3-4d a abertura mostra o canto superior direito do retângulo, neste caso o 
movimento pode ser observado em ambas direções. Este acontecimento ilustra o fato de que 
algumas vezes é impossível estimar o movimento de um pixel somente observando uma pequena 
vizinhança. Uma forma de contornar esse problema é considerar pontos que variam 
consideravelmente em duas dimensões.  
Atualmente existem várias técnicas que solucionam de formas diferentes o problema de 
abertura, dentre elas temos o método de Lucas Kanade, o algoritmo de Horn e Schunck e o de 
Farneback. 
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Figura 3-4: Problema de abertura (Shi & Sun, 2008) 
 
 
3.1 Comparação entre as técnicas 
 
 
Em 1994 foi realizado um trabalho experimental comparando algoritmos de todos métodos 
citados, seus resultados foram referenciados em trabalhos recentes (Wolf, 2006), (Altera, 2008) e 
(Moore, 1998).Os resultados concluíram que um dos métodos mais confiáveis é o Lucas-Kanade. 
Para este trabalho foi levado em consideração apenas o método de Lucas-Kanade uma vez que o 
fluxo ótico apresentou bons resultados na correlação de pontos característicos entre dois frames 
consecutivos. 
 
 
3.2 Algoritmo de Lucas-Kanade 
 
 
A utilização de uma técnica de registro ou alinhamento de imagens, na qual partes de uma 
imagem são transladadas, movidas e eventualmente deformadas de forma a maximizar a 
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correspondência com os pixels de uma outra imagem é maior contribuição do algoritmo proposto 
por Lucas-Kanade. Segundo (Tekalp, 1995), o método de cálculo do fluxo óptico proposto por 
Lucas-Kanade assume três hipóteses: 
 Constância da intensidade: assume que um pixel de um objeto qualquer em uma 
cena de uma sequência de imagens não sofrerá alterações em sua aparência à medida 
que ele se move de quadro a quadro.  
 Persistência temporal: O movimento da imagem é alterado lentamente à medida que 
o tempo passa, ou seja, os objetos nas imagens não se movem muito de um quadro 
para outro. 
 Coerência espacial: Pontos vizinhos numa cena que pertencem a mesma superfície, 
apresentam movimentos similares. 
 
Com as três hipóteses citadas acima os autores perceberam que na maioria dos casos, as 
partes de uma imagem estão espacialmente próximas entre dois quadros consecutivos, assim, muito 
menos interações seriam necessárias para se achar a região de melhor correspondência se tornando 
uma forma computacionalmente mais eficiente. Sendo assim, a suposição básica para o cálculo do 
fluxo óptico é a de que o padrão de brilho da imagem é quase constante (Horn & Schunck, 1981), 
o que significa que: 
 
 
𝑑𝐼(𝑥,𝑦,𝑡)
𝑑𝑡
 =  0     ou    𝐼𝑥  𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡  = 0 (3.4) 
 
onde 𝐼𝑥, 𝐼𝑦 e 𝐼𝑡 são as derivadas da imagem nas direções 𝑥, 𝑦 e 𝑡, e 𝑢 e 𝑣 são as componentes do 
fluxo óptico no instante 𝑡, para o pixel (𝑥, 𝑦) sob consideração. Entretanto, a equação (3.4), 
chamada restrição do fluxo óptico, não é o bastante para determinar 𝑢 e 𝑣 em cada pixel. Isto 
caracteriza um problema mal condicionado, e alguma restrição adicional deve ser introduzida 
(Horn & Schunck, 1981). 
 O método proposto por Lucas-Kanade considera que o fluxo óptico é constante em uma 
região consistindo de um grupo de 𝑁𝑥𝑁 pixels. Escrevendo a restrição de fluxo óptico para cada 
pixel na região, obtém-se um sistema de equações sobre determinado, onde cada equação é dada 
por: 
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 𝐼𝑥  𝑢 + 𝐼𝑦 𝑣 + 𝐼𝑡  = 0 para 𝑖 =  1, . . . , 𝑁𝑥𝑁 (3.5) 
 
Estas equações são usadas para gerar a estimativa de mínimos quadrados do vetor de fluxo 
óptico (𝑢 ̂, 𝑣)  nesta região, a qual é dada por: 
   
 [𝑢 ̂
𝑣
]  =  (𝐃𝑻 𝐃)−1 𝐃𝑻𝒃 (3.6) 
 
onde a matriz D é dada por: 
 
 𝐃 = [
𝐼𝑥1, … , 𝐼𝑥𝑁𝑥𝑁
𝐼𝑦1, … , 𝐼𝑦𝑁𝑥𝑁
]
𝑇
 (3.7) 
 
e o vetor 𝒃 é dado por 
 
 𝒃 = [𝐼𝑡1, … , 𝐼𝑡𝑁𝑥𝑁]
𝑇
 (3.8) 
 
Este método se mostra eficiente quando se considera o custo computacional necessário para 
obter a estimativa do fluxo óptico, por não ser um método iterativo, assim como pela simplicidade 
do método em si, que envolve apenas a inversão de uma matriz 2 × 2 para qualquer tamanho de 
região. Desta maneira, este método se torna mais atrativo quando o tamanho da região é aumentado. 
Porém, há um compromisso entre o tamanho da região e a precisão da estimativa, dada a suposição 
de fluxo constante na região. Por outro lado, as derivadas devem ser calculadas em todos os pixels 
da imagem, independentemente do tamanho da região. Sendo assim, mesmo aumentando o valor 
de 𝑁 não é possível uma grande redução no tempo de cálculo. 
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3.3 Detecção de pontos característicos no Fluxo Óptico 
 
 
No cálculo do fluxo óptico é necessário primeiro encontrar os pontos característicos na 
imagem de tempo 𝑡 para posteriormente correlacionar esses pontos na imagem de tempo 𝑡 + 1.  
Segundo Moravec (1977), um ponto característico é relevante se ele pode ser facilmente 
localizado sem ambiguidades entre diferentes pontos de vista em uma cena. 
Na prática, a primeira medida de quanto um ponto é distinto é a variância direcional sobre 
uma janela quadrada de pixels. Cada uma dessas janelas é deslocada em todas as direções e a média 
dos valores de intensidade são computadas. Quando se encontra um máximo local ou global, um 
ponto de interesse á definido. Deslocamentos sobre uma superfície homogênea geram uma pequena 
- ou nenhuma - variação na medida de intensidade. A variação na medida de intensidade é pequena 
para deslocamentos na direção das bordas. Dessa forma, o que Moravec (1977) sugeriu é um 
detector de cantos, já que nestas posições ocorrem as maiores mudanças de intensidades. 
Shi e Tomasi (1994) abordaram o problema da detecção de pontos de interesse, 
especificamente para o caso de quadros consecutivos de um vídeo. Eles observaram que muitos 
dos pontos mais distintos de uma imagem, tais como cantos e bordas, eventualmente sofrem 
oclusão no quadro seguinte de um vídeo. O problema de rastreamento de pontos em um vídeo 
continua um problema mal enunciado devido a essa condição. 
 Os autores sugerem uma medida da qualidade de um ponto para se tornar ponto de interesse 
baseado não somente nas informações intra-quadros, mas com a facilidade de ser identificado no 
quadro seguinte de um vídeo. Surge, então, a medida de dissimilaridade. Considere dois quadros 
consecutivos de um vídeo. Dissimilaridade é a medida da diferença de assinatura entre um ponto 
de interesse do primeiro quadro e de um ponto de interesse no segundo quadro. Ou seja, altos 
valores de dissimilaridade implicam que o ponto não é o ideal para ser referido como ponto de 
interesse. Em comparação com o método de Harris e Stephens, Figura 3-5, os Pontos de Interesse 
de Shi e Tomasi são mais estáveis ao longo de um conjunto de imagens e o seu custo computacional 
é menor, devido às suposições feitas no processo de cálculo das dissimilaridades.  
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Figura 3-5: Imagem esquerda: pontos encontrados pelo algoritmo Harris e Stephens; Imagem direita: pontos 
encontrados pelo algoritmo Shi e Tomasi, (Kuiaski, 2012). 
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4 REDES NEURAIS ARTIFICIAIS 
 
 
Neste presente trabalho a técnica de Redes Neurais Artificiais (RNA) é utilizado como um 
filtro para aprimorar os resultados obtidos pela OV. Trabalhos similares podem ser vistos, como o 
de Choi & Chung (2007), onde sua proposta aborda um problema de SLAM utilizando redes 
neurais e filtro de Kalman para retirar os ruídos contido no sistema de localização e mapeamento. 
Kotov, Sobolev & Maltsev (2013) apresentaram um algoritmo utilizando redes neurais para avaliar 
o erro de distorção sistemática nos robôs móveis sobre o processo de mapeamento e localização 
durante a navegação em ambiente desconhecido, os resultados das simulações mostraram que o 
algoritmo proposto é eficaz comparado com o filtro de Kalman. Choi & Lee (2010) apresentam um 
filtro híbrido baseado no SLAM para compensar os erros do filtro de Kalman estendido causado 
por seu processo de linearização, o filtro hibrido proposto consiste em uma função radial e o filtro 
de Kalman, tem algumas vantagens na manipulação de um sistema robótico com dinâmica não 
linear, devido a propriedade de aprendizagem das redes neurais.  
Este capítulo apresenta a fundamentação matemática da técnica de redes neurais e a método 
de regularização utilizada para contornar o problema de sobre ajuste. 
Redes Neurais Artificiais (RNA) são técnicas computacionais inspirada nos neurônios 
biológicos e na estrutura do cérebro humano com a finalidade de adquirir, armazenar e utilizar o 
conhecimento experimental, por meio de algoritmos de aprendizagem. Os algoritmos de 
aprendizagem têm a função de modificar os pesos sinápticos da rede de uma forma ordenada para 
alcançar o objetivo do projeto desejado (Haykin, 2001). 
Uma característica da rede neural é encontrar uma relação, seja ela linear ou não, entre um 
conjunto de dados de entrada e uma correspondente saída. Para isto, são utilizadas transformações 
matemáticas sobre os dados de entrada, de modo a produzir a saída desejada. A rede neural aprende 
como o sistema em estudo se comporta, e então aplica este conhecimento a novos dados de entrada 
para predizer a saída apropriada. 
Uma RNA é composta por um conjunto de neurônios em camadas, cujo funcionamento é 
simples. A primeira camada da rede recebe os dados de entrada e última camada fornece dados de 
saída. As camadas internas são chamadas de camadas intermediárias ou ocultas (Haykin, 2001). 
Nota-se que o neurônio recebe um conjunto de entradas, 𝑛, que é multiplicado por um determinado 
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peso, 𝑤, e posteriormente somados com a tendência (bias), 𝑏. A soma dos resultados dos neurônios, 
𝐾 é alimentado com uma função de transferência para gerar 𝑚 saídas. As tendências são unidades 
especiais usadas para aumentar os graus de liberdade, permitindo uma melhor adaptação, por parte 
da rede neural.  A Figura 4-1representa um esquema simplificado de redes neurais. 
 
 
Figura 4-1: Esquema simplificado de uma estrutura de um modelo neural 
 
 
4.1 Treinamento da Rede Neural Artificial 
 
 
O objetivo do treinamento da RNA é encontrar o ajuste das matrizes de pesos, 𝐰, e dos 
vetores de tendências,  𝒃, de modo que a saída 𝒎 seja calculada a partir de informações de entrada 
𝒏, e alcance a relação causa-efeito desejada. A rede resultante de fase de treinamento deve ser 
eficientemente capaz de garantir um mapeamento para qualquer par de entrada que seja introduzido 
na rede com um erro pequeno entre os resultados experimentais e os preditos. 
O aprendizado supervisionado é o método mais utilizado no treinamento de RNA, 
basicamente é o aprendizado por correção do erro. Este tipo de aprendizado comporta-se de 
maneira que a cada instante de amostragem se sabe a resposta desejada, onde se usa a diferença da 
resposta desejada e a calculada para corrigir o comportamento da rede e continuar o treinamento. 
Existem inúmeros algoritmos para treinamento de RNA como: Kohonen (Eberhart, 1990), 
Perceptron (Widrow & Lehr, 1990), Adaline (Widrow & Lehr, 1990), Backpropagation 
(Rumelhart, Hinton, & Williams, 1987) entre outros, cada um com sua particularidade. Dentre os 
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algoritmos mais utilizados, encontra-se o algoritmo de retropropagação (backpropagation). A 
principal vantagem em se usar o backpropagation é que o mesmo trabalha com multicamadas e 
resolve problemas “não-linearmente separáveis”. 
O algoritmo de retropropagação consiste em atualizar os pesos 𝐰 e tendências  𝒃 em função 
do erro, ou seja, um conjunto de dados é apresentado à camada de entrada da rede, a atividade 
ocorre através da rede, camada por camada, até que seja obtido o dado final pela camada de saída. 
Esse resultado é comparado com o resultado esperado para obter o erro. O erro é propagado até a 
camada de entrada e os pesos são modificados fechando o ciclo. Por ser um algoritmo lento e ter 
um desempenho que piora sensivelmente em problemas mais complexo, várias modificações do 
algoritmo têm sido propostas e uma delas é a de Levenberg-Marquardt, que ao contrário do 
algoritmo de retropropagação usa uma aproximação do método de Newton (Braga, Carvalho, & 
Ludermir, 2007), esse algoritmo pode ser encontrado no software MATLAB. 
Um dos problemas durante o treinamento da RNA é o sobre ajuste, no qual a rede só é capaz 
de representar bem o conjunto de dados utilizados no treinamento, não generalizando. Porém o 
objetivo do treinamento em RNA não é somente obter uma rede que produza erros pequenos no 
conjunto de treinamento, mas que também responda apropriadamente para novos padrões de 
entrada. A regularização é um método que busca melhorar a capacidade de generalização dos 
algoritmos de aprendizado por meio de alguma restrição durante a fase de treinamento 
(MEDEIROS, 2004). 
A regularização Bayesiana, proposta por (MacKay, 1992), refere-se à interferência estatística 
da probabilidade de que uma determinada hipótese pode ser verdadeira com base em provas ou 
observações coletadas (acumulado). O quadro de probabilidades de ajuste decorre do teorema de 
Bayes, conforme mostrado na equação abaixo: 
 
 𝑃(ℋ𝑖|𝐷) =
𝑃(ℋ𝑖)𝑃(𝐷|ℋ𝑖)
𝑃(𝐷)
 (4.1) 
 
Onde, 𝐷 refere-se a um conjunto de dados de treinamento e serve como fonte de evidência, 
𝑃(𝐷|ℋ𝑖) é a probabilidade condicional de ver a evidência 𝐷 se a hipótese ℋ𝑖 for verdadeira, 𝑃(𝐷) 
serve como probabilidade marginal de 𝐷 e 𝑃(ℋ𝑖|𝐷) é a probabilidade posterior de 𝐷. 
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Uma vez que os dados são observados, a regra de Bayes produz uma distribuição posterior 
para os parâmetros, então distribuições preditivas para futuras observações podem ser computadas. 
Para a arquitetura específica, uma distribuição prévia P (w) é assumida e a probabilidade é 
avaliada como: 
 
 𝑃(𝑤|𝐷,ℋ𝑖) =
𝑃(𝑤|ℋ𝑖)𝑃(𝐷|𝑤,ℋ𝑖)
𝑃(𝐷|ℋ𝑖)
=
𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑖çã𝑜 𝑝𝑟𝑒𝑣𝑖𝑎 𝑥 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑑𝑎𝑑𝑒
𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑖𝑎
 (4.2) 
 
Este método encontra-se pré-programado na rotina do software MATLAB.  
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5 IMPLEMENTAÇÃO DA TÉCNICA E RESULTADOS 
 
 
Esta sessão apresenta a implementação das técnicas de processamento de imagem e de RNA 
descritos anteriormente, para estimar a trajetória de um robô ideal que navega em um ambiente 
virtual. 
No experimento foi utilizado as linguagens de programação, Matlab, script Python e C ++.   
O projeto possui três etapas bem distintas: o desenvolvimento do ambiente virtual e as trajetórias; 
a odometria visual, responsável por estimar a trajetória realizada pelo robô; e redes neurais, 
responsável por aprimorar os resultados obtidos pela OV; 
O modelo dinâmico simulado de um robô com rodas diferenciais foi implementado em um 
script Matlab/Simulink. O robô simulado segue trajetórias geométricas de dimensões pré-
determinadas. As coordenadas e orientações sucessivas do robô ao longo da trajetória gerada na 
simulação dinâmica, são introduzidas através de um script Python no programa Blender, de 
simulação de ambientes virtuais 3-D. Tais coordenadas e orientações servem para estabelecer as 
posições sucessivas de um modelo de robô virtual, equipado com um par de câmeras 
estereoscópicas virtuais, em um ambiente de navegação criado previamente. O ambiente é 
composto por objetos sólidos, em torno da qual o robô navega, e um piso de textura, de onde as 
câmeras capturam sucessivas imagens conforme o robô se move. Os comandos para a aquisição e 
exportação de imagens renderizadas das câmeras do robô nos pontos da trajetória pré-definidas, 
também é feita a partir de um script Python. 
As imagens estereoscópicas exportadas da plataforma Blender são processadas no programa 
Visual Studio, onde é aplicado o algoritmo de fluxo óptico através da biblioteca livre OPENCV 
utilizando a linguagem C++, para produzir um conjunto de pontos que estão correlacionados entre 
si, como descrito no item 2.2. Os pontos de imagem que estão correlacionados nas câmaras 
esquerda e direita, e em dois pares de imagens estereoscópicas, capturadas em posições sucessivas 
do robô, compreendem os pontos usadas para estimar a trajetória, de acordo com a descrição feita 
na seção 2.3. 
A odometria visual produz estimativas das trajetórias originais. As trajetórias originais são 
utilizadas para treinar o sistema de rede neural. O modelo formado é então aplicado para regularizar 
as estimativas das trajetórias definidas pelas odometria visual. 
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A Figura 5-1 resume o processo de estimativa de uma trajetória virtual através da odometria 
visual e a utilização de redes neurais para o aprimoramento dessa estimativa. 
 
 
Figura 5-1: Diagrama de blocos 
 
 
5.1 Ambiente Virtual e Trajetórias 
5.1.1 Características do Ambiente e do Robô 
 
 
A simulação é realizada em um ambiente de modelagem virtual 3D utilizando a plataforma 
open source, Blender, que possui ferramentas específicas para gerar o ambiente desejado. A Figura 
5-2 mostra o ambiente virtual de teste, que é basicamente uma sala fechada, com superfícies planas 
como chão e paredes texturizados, sem janelas e telhados.  
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Figura 5-2: Ambiente simulado 
 
Na simulação, o robô tem na sua estrutura duas câmeras estereoscópicas conforme visto na 
Figura 5-5. Uma configuração inicial utilizou câmeras paralelas ao chão, de modo a capturar 
imagens do horizonte conforme mostrado na Figura 5-3, ou seja, utilizando um sistema idêntico a 
visão dos seres humanos.  
 
 
Figura 5-3: Robô com câmeras paralelas ao chão 
 
Com essa configuração das câmeras, entretanto, foi observado um erro expressivo na 
estimativa da trajetória. Isso se deve a imprecisões na estimativa de posição de pontos no espaço 
que são muito distantes das câmeras. Observou-se que quanto mais distante os pontos observados 
estiverem das câmeras, maior será a imprecisão de suas localizações no espaço. Na Figura 5-4 
pode-se observar que objetos mais distantes do plano são projetados em uma região menor no plano 
de imagem. 
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Figura 5-4: Projeção de um objeto no plano de imagem 
 
A solução proposta para melhorar os resultados é utilizar as câmeras inclinadas para o chão, 
conforme visto na Figura 5-5. As câmeras são localizadas na frente do robô, com uma distância de 
200mm entre elas e com altura de 220mm em relação ao chão. As câmeras possuem resolução de 
720 x 580 pixels, distância focal 32 mm e o tamanho do sensor utilizado é de 35mm x 28,19 mm. 
Essas especificações das câmeras estão resumidas na Tabela 5-1. 
 As imagens são renderizadas com texturas simples para reduzir o tempo de processamento. 
A Figura 5-6 representa uma imagem capturada a partir das câmaras paralelas ao chão e a Figura 
5-7 mostra uma imagem capturada a partir das câmeras inclinadas para o chão. 
 
 
Figura 5-5: Características do Robô e nova configuração das câmeras 
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Tabela 5-1: Características da câmera 
Características Valores 
Resolução (Pixels) 720 x 580 
Distância focal (mm) 32 
Tamanho do Sensor (mm) 35 x 28,19 
 
 
 
Figura 5-6: Imagem capturada pelo Robô com as câmeras paralelas ao chão 
 
 
 
Figura 5-7: Imagem capturada pelo Robô com as câmeras inclinadas para o chão 
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5.1.2 Trajetórias 
 
 
As trajetórias simuladas pelo robô no ambiente de simulação virtual 3-D são apresentadas na 
Figura 5-8, essas trajetórias foram pré determinadas na simulação do modelo dinâmico e através 
do script Matlab/Simulink as coordenadas foram enviadas para o robô para que o mesmo pudesse 
realizar as translações e rotações devidas no ambiente de simulação. As trajetórias realizadas pelo 
foram circular, quadrada, octogonal e composta.  
 
 
Figura 5-8: Trajetórias realizadas pelo Robô no ambiente de simulação 
 
As coordenadas em que o robô inicia sua trajetória bem como o sentido e as coordenadas 
finais podem ser vistos na Tabela 5-2, por exemplo na trajetória circular o robô inicia na coordenada 
(899, 0) mm e realiza sua trajetória no sentido anti-horário, finalizando na coordenada (888, 320) 
mm, já na trajetória quadrada o robô inicia na coordenada (0, 0) mm e finaliza seu percurso na 
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coordenada (19, 2) mm no sentido horário. Foram escolhidos esses trajetos para testar o algoritmo 
de odometria visual em trajetórias complexas. 
 
 
Tabela 5-2: Coordenadas do início e fim das trajetórias realizada pelo robô 
Trajetória 
Inicio 
(x, y) mm 
Fim 
(x, y) mm 
Sentido 
Circular (899, 0) (888, 320)  Anti-horário 
Quadrada (0, 0) (19, 2) Horário 
Octogonal (0, 0) (7, -5) Horário 
Composta (0, 0) (24, 0) Horário 
 
 
5.2 Odometria Visual 
 
 
O algoritmo de OV é testado considerando que os deslocamentos do robô ocorrem em uma 
superfície plana.  A representação da trajetória percorrida é composta por sistemas de coordenadas, 
que variam a partir da origem, sendo modificados com os estágios sucessivos de movimentação do 
robô. Os experimentos para a reconstrução da trajetória podem ser divididos em três etapas: a 
detecção de pontos característicos, a correlação, e a estimação da trajetória. 
 
 
5.2.1 Pontos característicos  
 
 
Após a aquisição das imagens da câmera esquerda e direita o algoritmo de Shi e Tomasi 
reconhece os pixels mais relevantes das duas imagens, encontrando 40 pontos em cada imagem 
conforme mostrado na Figura 5-9. 
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Figura 5-9: Pontos característicos da imagem 
 
 
 
5.2.2 Correlação dos pontos característicos 
 
 
Após encontrar os pontos característicos nas imagens da câmera direita e esquerda no instante 
𝑡, são  encontrados os pontos correspondentes no instante 𝑡 + 1 através da técnica de fluxo óptico. 
Na Figura 5-10 é mostrada essa correlação. Pode-se observar que cada ponto característico visto 
no instante 𝑡 tem uma reta ligando o ponto correspondente no instante 𝑡 + 1. As correlações 
incorretas fazem com que a estimação da rotação e translação entre os instantes consecutivos 
apresentem erro. 
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Figura 5-10: Correlação de pontos característicos da imagem esquerda e imagem direita no instante t e t+1 
 
A segunda etapa foi encontrar os pontos correspondentes entre a imagem esquerda e imagem 
direita, através de um procedimento de homografia algébrica. Na Figura 5-11 é apresentado uma 
comparação da intensidade de pixels em uma determinada linha da imagem direita e esquerda para 
verificar a distância em pixels das duas imagens. 
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Figura 5-11: Comparação das intensidades dos pixels entre a imagem direita e esquerda 
 
A linha verde representa a intensidade de pixels da imagem esquerda, a linha azul representa 
a intensidade dos pixels na imagem direita, a distância média encontrada foi de 122 pixels, 
conhecendo essa distância foi possível correlacionar os pontos das imagens direita e esquerda, na 
Figura 5-12 e Figura 5-13 é mostrada as correspondências das duas câmeras nos dois instantes de 
tempo. 
 
 
Figura 5-12: Correlação dos Pontos característicos das câmeras esquerda e direita em dois instantes de tempo 
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Figura 5-13: Modelo Esquemático da correlação de pontos característicos em dois pares de imagens consecutivas 
 
 
5.2.3 Estimativa da trajetória 
 
 
É possível encontrar as coordenadas do mundo de diferentes pontos, conhecendo as suas 
posições em coordenadas de pixels comuns às imagens das duas câmeras e a matriz de parâmetros 
intrínsecos. Os mesmos pontos do mundo, observados pelas câmeras em dois instantes de tempo 
consecutivos de movimentação do robô, são usados para estimar a rotação e translação instantâneas 
do conjunto, conforme mostrado na seção 2.3. Os resultados são apresentados a seguir. 
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Figura 5-14: Trajetória quadrada estimada pela odometria visual 
 
Na Figura 5-14 a linha azul representa a trajetória real realizada pelo robô no ambiente de 
simulação 3-D e a linha vermelha representa a trajetória estimada pela OV através das imagens 
capturadas. Essas trajetórias são constituídas por segmentos de retas que ligam 2240 pontos, 
analisando as duas trajetórias é possível observar um bom resultado qualitativo, pois a forma 
geométrica é a mesma com diferença de escala e rotação, porem o erro quantitativo, ou seja, a 
diferença em cada ponto da trajetória real e da trajetória OV, aumenta gradativamente e diminui 
no final do percurso. A Figura 5-15 apresenta um gráfico da diferença das duas trajetórias em cada 
ponto. O maior deslocamento da trajetória da OV em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 1232𝑚𝑚 
no ponto 1100, e o deslocamento médio na trajetória total é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 708 𝑚𝑚 com desvio padrão 
de 𝜎 = 358𝑚𝑚. 
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Figura 5-15: Diferença da trajetória real e da estimada pela odometria em função dos pontos (Trajetória Quadrada) 
 
A Figura 5-16 mostra de forma esquemática as duas trajetórias no ambiente de simulação, a 
linha verde é a trajetória do robô e a linha vermelha a estimada pela OV. 
 
 
Figura 5-16: simulação da trajetória no ambiente 
 
A Figura 5-17 mostra os resultados referente a trajetória circular, ela é composta por 284 
pontos. Pode-se observar que as trajetórias estimadas pela OV tanto da circular quanto da quadrada 
tem comportamentos parecidos, pois apresentam formas geométricas similares a trajetória real e 
apresentam menor erro no início do percurso que aumentam a medida que o robô se distância da 
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origem até meados da trajetória, depois o erro diminui. A Figura 5-18 mostra que o maior 
deslocamento da trajetória circular obtida pela OV em relação a trajetória real é no ponto 150 com 
o valor de ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 489𝑚𝑚, o deslocamento médio na trajetória total é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 288 𝑚𝑚 e 
desvio padrão de 𝜎 = 156𝑚𝑚. 
 
 
Figura 5-17: Trajetória circular estimada pela odometria visual 
 
 
Figura 5-18: Diferença da trajetória real e da estimada pela odometria em função dos pontos (Trajetória Circular) 
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Figura 5-19: Trajetória octogonal estimada pela odometria visual 
 
As Figura 5-19 e Figura 5-20 apresentam os resultados da trajetória octogonal, composta por 
1962 pontos. O maior deslocamento da trajetória da OV em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 =
786𝑚𝑚 no ponto 1250, e o deslocamento médio é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 494 𝑚𝑚 com desvio padrão de 𝜎 =
248𝑚𝑚. 
 
 
Figura 5-20: Diferença da trajetória real e da estimada pela odometria em função dos pontos (Trajetória octogonal) 
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Figura 5-21: Trajetória composta estimada pela odometria visual 
 
Os resultados da trajetória composta podem ser vistos nas Figura 5-21e Figura 5-22. O maior 
deslocamento da trajetória da OV em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 1084𝑚𝑚 no ponto 1250, 
e o deslocamento médio é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 608 𝑚𝑚 com desvio padrão de 𝜎 = 300𝑚𝑚. 
 
 
Figura 5-22: Diferença da trajetória real e da estimada pela odometria em função dos pontos (Trajetória Composta) 
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A análise dos resultados permite observar que a técnica de fluxo óptico utilizada na OV teve 
um bom desempenho qualitativo na reconstrução das trajetórias. Observa-se no entanto erros 
crescentes de escala e rotação, devido a acumulação de erros inerente do algoritmo de estimativa 
de posição.  
 
 
5.3 Aprimoramento da trajetória pela técnica de redes neurais 
 
 
Os erros apresentados na estimativa da trajetória são corrigidos pela implementação do 
método de ajuste de rede neural, descrita no capítulo 4 do presente trabalho, de forma a melhorar 
a acurácia dos resultados da OV. 
Uma rede de 10 neurônios é concebida utilizando a ferramenta de montagem neural do 
MATLAB. Os dados de entrada para treinamento da rede são os vetores de posições (𝑥, 𝑦, 𝑝𝑠𝑖) do 
robô estimados pela OV. As trajetórias quadrada, circular e octogonal são utilizadas para o 
treinamento dos neurônios. A saída são as mesmas variáveis, dadas partir do movimento realizado 
pelo robô no ambiente de simulação 3-D. Conforme visto no capítulo 4, o treinamento da rede 
neural consiste em utilizar transformações matemáticas para modificar os valores de entrada de 
modo que a saída seja parecida com a trajetória desejada, ou seja, trajetória real realizada na 
simulação.  
Vale ressaltar que foram feitos testes com 10, 20, 30, 50 e 100 neurônios, foi escolhido 
utilizar o de 10 neurônios porque apresentou um bom resultado em relação ao tempo de 
processamento. 
A Figura 5-23 mostra as redes formadas com resultados de treinamento e regularização 
Bayesiana.  
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Figura 5-23: Treinamento da Rede Neural 
 
 
 
Figura 5-24: Trajetória quadrada resultante do treinamento da rede neural 
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Após o treinamento da rede neural, o filtro foi aplicado nas quatro trajetórias estimadas pela 
odometria. A Figura 5-24 mostra a trajetória quadrada onde a linha azul representa a trajetória real 
realizada pelo robô na simulação 3-D e a linha vermelha é a trajetória resultante da OV com o filtro 
de redes neurais, analisando as duas trajetórias é possível observar que o erro da trajetória OV em 
relação a trajetória real é relativamente pequeno, porem esses resultados já eram esperados pois a 
trajetória quadrada foi utilizada para o treinamento da rede, assim como, a circular e a octogonal. 
A Figura 5-25 mostra o gráfico da diferença das trajetórias em cada ponto, o maior 
deslocamento da trajetória da OV com redes neurais em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 28𝑚𝑚 
no ponto 1721, o deslocamento médio na trajetória é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 4,2 𝑚𝑚 e desvio padrão de 𝜎 =
3,4𝑚𝑚. Pode-se observar nos gráficos a ordem de grandeza dos erros nas trajetórias com e sem 
filtro. 
 
 
Figura 5-25: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural em função dos 
pontos (Trajetória Quadrada) 
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Figura 5-26: Trajetória circular resultante do treinamento da rede neural 
 
Os resultados da trajetória circular podem ser vistos nas Figura 5-26 e Figura 5-27. O maior 
deslocamento da trajetória da OV com filtro em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 53 𝑚𝑚 no 
ponto 282, e o deslocamento médio é ∆𝒓 𝒎𝒆𝒅𝒊𝒐 𝑑𝑒𝑠𝑙𝑚𝑒𝑑𝑖𝑜 = 24 𝑚𝑚 com desvio padrão de 𝜎 =
8 𝑚𝑚. 
 
 
Figura 5-27: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural em função dos 
pontos (Trajetória Circular) 
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Figura 5-28: Trajetória hexagonal resultante do treinamento da rede neural 
 
As Figura 5-28 e Figura 5-29 apresentam os resultados da trajetória octogonal. O maior 
deslocamento da trajetória da OV com filtro em relação a trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 = 27 𝑚𝑚 no 
ponto 1550, e o deslocamento médio é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 = 6,7 𝑚𝑚 com desvio padrão de 𝜎 = 5,1 𝑚𝑚. 
 
 
Figura 5-29: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural em função dos 
pontos (Trajetória Octogonal) 
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A trajetória composta foi utilizada para comprovar a eficiência do filtro de redes neurais, pois 
foi a única trajetória que não participou do treinamento da rede neural. O objetivo esperado é que 
a rede possa aproximar a trajetória OV estimada da trajetória real com base no aprendizado obtido 
pelas outras trajetórias. Os resultados podem ser vistos a seguir. 
 
 
Figura 5-30: Trajetória composta aprimorada pelas redes neurais 
 
 
Figura 5-31: Comparativo do erro em (mm) da trajetória estimada pela odometria e pela rede neural em 
função dos pontos (Trajetória Composta) 
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Na Figura 5-30 e Figura 5-31 é possível observar que a aplicação do filtro apresentou 
resultados satisfatórios, pois o maior deslocamento da trajetória da OV com filtro em relação a 
trajetória real é ∆?⃗? 𝒎á𝒙𝒊𝒎𝒐 =  119 𝑚𝑚, o deslocamento médio é ∆?⃗? 𝒎𝒆𝒅𝒊𝒐 =  31 𝑚𝑚 e desvio padrão 
de 𝜎 = 27 𝑚𝑚. 
A Tabela 5-3 mostra um comparativo do deslocamento médio e desvio padrão entre as 
trajetórias obtidas pela OV com e sem aplicação da rede neural da trajetória quadrada, circular, 
octogonal e composta para uma análise geral. 
 
Tabela 5-3: Comparativo do deslocamento médio e desvio padrão da OV com e sem redes neurais 
 
 
Analisando os dados conclui-se que a abordagem de rede neural fornece uma aproximação 
precisa e funciona bem em trajetórias compostas se usados outras trajetórias como entrada para o 
treinamento. Tem a vantagem de melhoria contínua por aprendizado e pode ser facilmente 
implementado em um script Matlab para fins de controle. 
 
 
 
 
 
 
 
 
 
 
 
Trajetória 
OV 
∆?⃗? 𝒎𝒆𝒅𝒊𝒐(mm) 
OV 
𝝈 (mm) 
OV com filtro 
∆?⃗? 𝒎𝒆𝒅𝒊𝒐(mm) 
OV com filtro 
𝝈(mm) 
Quadrada 708 358 4,2 3,4 
Circular 288 156 24 8 
Octogonal 494 248 6,7 5,1 
Composta 608 300 31 27 
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6 CONCLUSÕES E TRABALHOS FUTUROS 
 
 
A utilização do fluxo óptico como ferramenta na odometria visual e a integração de técnicas 
de processamento de imagens aliadas a procedimentos algébricos permitiu estimar a posição e 
rotação de um robô móvel que tem duas câmeras estereoscópicas inclinadas para o chão, ou seja, 
permitiu estimar um mapa da trajetória real do ambiente de simulação 3D.  
Tais resultados se apresentaram bastante relevantes, as trajetórias com rotações apresentaram 
maior erro quando comparadas com trajetórias lineares, portanto para aprimora-los foram aplicadas 
as técnicas de redes neurais como uma alternativa de filtro, podemos concluir que a utilização de 
redes neurais artificiais treinadas pelo método da regularização Bayesiana se mostrou uma 
ferramenta de auxílio, possibilitando estimar a trajetória mais próxima da real, conforme visto na 
seção 5.3, demonstrando a viabilidade científica do projeto. 
A possibilidade do uso de ambientes virtuais, tanto para a validação dos experimentos de OV 
como para o treinamento de redes neurais de regularização abre um potencial espaço para o projeto 
de sistemas robustos de navegação com o uso de câmeras.  
O método utilizado no presente trabalho foi testado somente em ambientes simulados 
computacionalmente, uma sugestão para trabalhos futuros é aplicar esse método em ambientes 
reais tanto internos como externos e realizar a odometria convencional para comparar os erros com 
a odometria visual. 
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ANEXOS A – Produção Bibliográfica 
 
 
Artigo submetido a MSSP stands for Mechanical Systems and Signal Processing (journal; Elsevier 
BV)  
 
Image-Based Odometry of a Mobile Robot with Neural Network Prediction in 
a Simulated Environment 
Marcus Lima, Vinicius Bastos, Darla Araújo, Paulo Kurka 
Department of Mechanical Engineering 
State University of Campinas, UNICAMP 
Campinas, São Paulo, Brazil 
 
Abstract - This paper describes an image-based odometry application of a mobile robot with neural 
network prediction using an open source 3-D modelling suite and other software to support image 
processing and estimation of trajectory. The visual odometry technique is implemented in the 
virtual model of a robot navigating in a simple indoor environment. The robot dynamics model 
generates the reference trajectory to be followed in the virtual environment, with acquisition and 
processing of image information, to yield estimates of the path followed by the robot. 
 
Keywords: Image-based odometry, mobile robot, neural network, 3-D modelling, estimation of 
trajectory, virtual environment, Python. 
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Enhanced Calibration 
Darla Araújo, César Quiroz, Paulo Kurka 
Department of Mechanical Engineering 
State University of Campinas, UNICAMP 
Campinas, São Paulo, Brazil 
 
 
Abstract—This paper presents the enhancement of a camera calibration technique based on the 
image of eight vertices of a solid calibration box. The present technique uses chessboard patterns 
on the faces of the calibration box, in order to find intrinsic and extrinsic parameters of a camera. 
Accuracy of the proposed technique is tested against the original eight vertices algorithm as well 
as with Bouguet’s planar chessboard algorithm, which is one of the most commonly used for 
practical calibration purposes. Image processing techniques are used to determine the relevant 
image points extracted from vertices of the chessboard elements. Image simulations on a 3-D 
computer graphics platform are used as benchmarks for comparative accuracy of the calibration 
methods. 
 
Keywords-Camera Calibration; Vision Geometry; Chessboard Detection; 
 
 
 
 
 
 
 
