In this article, we study Piltz divisor problem or sometimes known as generalized Dirichlet divisor problem over number fields, establishing identity akin to Voronoï's formula concerning the error term in the Dirichlet divisor problem.
Introduction
The asymptotic behavior of arithmetic functions has long been a fascinating subject in analytic number theory. In particular it is sometimes very fruitful to understand how an arithmetic function, say a(n) behaves as n increases. Thus authors are interested to study the partial sum n≤x a(n) to gather information about these analytic functions. Dirichlet considered the famous problem of counting the number of lattice points inside or on the hyperbola in the year 1849. In other words, he mainly considered the problem of estimating the asymptotic behaviour of the partial sum n≤x d(n), where d(n) denotes the divisor function i.e, d(n) = ∞ n=1 1. He obtained an asymptotic formula with the main term x log x + (2γ − 1)x + 1 4 , where γ is the Euler's constant and an error term of order √ x. The problem of estimating the error term of the sum n≤x d(n) is known as Dirichlet hyperbola problem or Dirichlet divisor problem. Later many mathematicians improved the bound of an error term. Voronoï [15] introduced a new phase into the Dirichlet divisor problem. He was able to express the error term by infinite series containing the Bessel functions. He precisely states that Theorem A (Voronoï identity). Let x > 0, we have
where ′ means that the corresponding term to be halved when n = x, γ is Euler's constant. Y 1 and K 1 denotes the Bessel function of second kind and modified Bessel function of second kind respectively.
It is very natural to generalize Dirichlet divisor problem by considering the partial sum n≤x d k (n) where d k (n) counts the number of ways that n can be written as a product of k numbers. The problem of estimating the error term is known as Piltz divisor problem, after the name of Adolf Piltz. The shifted Piltz divisor problem or in other words the problem of counting the number of lattice points inside or on the hyperbola after shifting the origin to a fixed coordinate was considered by the author and Wang [16] , where Voronoï type expression has been obtained for the error term. In this article, we consider Piltz divisor problem over number fields. Let K be any number field with extension degree [K : Q] = d with signature (r 1 , r 2 ) (i. e., d = r 1 + 2r 2 ) and D K denotes the absolute value of the discriminant of K. Let O K be its ring of integers and v K (m) denotes the number of non-zero integral ideals in O K with norm m. Let N be the norm map of K over Q. We mainly consider the problem of counting the number of m-tuples of ideals (a 1 , a 2 , · · · , a m ) such that the product of their ideal norm N a 1 N a 2 · · · N am ≤ x. In other words, we mainly want to study the asymptotic behaviour of the partial sum
where v m K (n) counts the number of m-tuples of ideals (a 1 , a 2 , · · · , a m ) with N a 1 N a 2 · · · N am = n. We denote P m K (x) and ∆ m K (x) be the main term and the error term of I m K (x) respectively. It is known that the main term P m K (x) = Res s=1 ζ K (s) m x s s −1 , where ζ K (s) denotes the Dedekind zeta function of number field K. The main term can be obtained from the standard procedure of complex analysis. The main goal of this article is to estimate the error term ∆ m K (x) in terms of special functions. The Asymptotic behaviour of the partial sum I m Q (x) is well studied. Many mathematicians have already investigated this sum from 18th century. The best known result so far for ∆ 2 Q (x) is x 517/1648+ǫ [4] . The partial sum I m K (x) with m = 1 is the ordinary ideal counting function over K. Many investigations have been made from 19th century about this sum. The best known result can be found in [14] , [10] . It seems that, compare to other divisor problems very few improvements [c.f [12] [14], [10] ] have been made about Piltz divisor problem over number fields . In this article, we obtain Voronoï type identity for Piltz divisor problem over number fields. We express the error term by infinite series containing "Meijer G-function". We also discuss the special cases I m Q (x), I 1 K (x) in another section where we obtain the error terms in terms of different special functions. Theorem 1.1. Let K be any number field of degree d with signature (r 1 , r 2 ) and discriminant D K . Then
where 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1 and H m = Res
Steen introduced a new function in [13] for general divisor problem, which we have defined in the next section. It reduces to modified Bessel function of second kind as a special case. In the following corollary we consider the number field which is purely real where the error term can be expressed by infinite series containing this special function which we call as Voronoï-Steen function. Corollary 1.2. Let K be any purely real number field of degree d with discriminant D K . Then
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where 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1 and H m = Res s=1 ζ K (s) m .
In the next corollary, the purely imaginary number field is considered. Corollary 1.3. Let K be any purely imaginary number field of degree d with discriminant D K . Then
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The paper is organised as follows. In §2, we discuss the main ingredients that are needed to prove our results. In §3, we provide the proof of Theorem 1.1 and the corollaries. In §4, we discuss about the special cases of Theorem 1.1.
Preliminaries
Throughout the paper, we require some basic tools of analytic number theory and complex analysis.
2.1. Gamma function. The most important tool which we have used in this article quite often is Gamma function. It can be defined for complex numbers with a positive real part via a convergent improper integral as following :
where R(Z) > 0. The following proposition entails the analytic behaviour and the functional equation satisfied by the Γ-function.
It can be analytically continued to the whole complex plane except for the simple poles at every non-positive integers. It also satisfies the functional equation:
Proof. One can consider [1, Appendix A] as a reference of the proof.
Γ-function satisfies many important properties. Here we mention two of them.
(i) Euler's reflection formula :
The proof of these properties can be found in [1, Appendix A].
2.2.
Dedekind zeta function. Let K be any number field with extension degree [K : Q] = d with signature (r 1 , r 2 ) (i. e., d = r 1 + 2r 2 ) and D K denotes the absolute value of the discriminant of K.
Let O K be its ring of integers and N be the norm map of K over Q. Then we can define Dedekind zeta function attached to number field K as follows.
for all s ∈ C with R(s) > 1, where a and p run over the non-zero integral ideals and prime ideals of O K respectively. If v K (m) denotes the number of non-zero integral ideals in O K with norm m, then ζ K can also be expressed as
where Γ R (s) = π −s/2 Γ(s/2) and Γ C (s) = 2(2π) −s Γ(s). The following proposition provides the analytic behaviour and the functional equation satisfied by the Dedekind zeta function.
It can be analytically continued to the whole complex plane except for the simple pole at s = 1. It also satisfies the functional equation:
Proof. One can consider [11, pp 254-255] as a reference of the proof.
We have the convexity bound of Dedekind zeta function in the critical region from the following lemma.
Lemma 2.3. Let K be any number field of degree d with discriminant D K . Then
holds true for any ǫ > 0.
Proof. We can follow standard argument of applying Phragmen-Lindelöf principle and the functional equation (2.5) of Dedekind zeta function to proof the lemma. One can follow for example [8, Chapter 5] for the method of the proof.
2.3. Special function. The mathematical functions which have more or less established names and notations due to their importance in mathematical analysis, functional analysis, geometry, physics, or other applications are known as special functions. It mainly appears as a solution of differential equations or integrals of elementary functions. One of the most important example of special function is Bessel function which is basically the canonical solution of Bessel's differential equation
where a is any arbitrary complex number. The G-function was introduced initially by Meijer as a very general function using a series. Later, it was defined more generally via a line integral in the complex plane (cf. [2] ).
where z = 0 and m, n, p, q are integers which satisfy 0 ≤ m ≤ q and 0 ≤ n ≤ p. The poles of the integrand must be simple and those of Γ(b j − s), j = 1, · · · , m, must lie on one side of the contour C and those of Γ(1 − a j + s), j = 1, · · · , n, must lie on the other side of C. The integral then converges for | arg z| < δπ where
The integral additionally converges for
G-function includes many special functions as its special case. There are many formulas which entails the relations between G-function and the Bessel functions (cf. [2] ). We state here two of them as an example.
The Voronoï-Steen function V = V (x; a 1 , · · · , a n ) (cf. [13] ) is defined by 1 2πi
∞ 0
x s V (x; a 1 , · · · , a n ) dx x = Γ(s + a 1 ) · · · Γ(s + a n ).
It is a special case of the G-function:
V (x; a 1 , · · · , a n ) = G n,0 0,n − a 1 , . . . , a n
x .
(2.9) 2.4. Riesz sum. Riesz sums (cf. [5] , [7] , [9] ) were introduced by M. Riesz and have been studied in connection with summability of Fourier series and that of Dirichlet series. For a given increasing sequence {λ n } of positive real numbers and a given sequence {α n } of complex numbers, the Riesz sum of order ρ is defined by
where ρ is any non-negetive integer and the prime on the summation sign means the corresponding term is to be halved for λ n = x. It also can be expressed as
α n (cf. [7] , [9] ). The following equation entails the generalization of Perron's formula for the ρ-order Riesz sum.
where ϕ(w) = ∞ n=1 αn λ w n and C is bigger than the abscissa of absolute convergence of ϕ(s). (cf. [7] , [9] ).
Remark. Note that the integral in (2.12) is an improper integral for the unbounded region. Hence it is not obvious to interchange the integral and the summation which is coming from the Dirichlet series ϕ(s). However, it is warned in [6] that applying the 0th order Perron's formula is problematic for this reason. One safest way is to apply the truncated Perron's formula which can be found in many textbooks. The integral
for ρ ≥ 1. Hence it follows from Fubini's theorem that for ρ-order Riesz sum the integral and the summation can be interchanged for ρ ≥ 1.
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The lower order Riesz sum can be obtained from the higher order Riesz sum by using the following lemma.
Lemma 2.4. Let A ρ λ be Riesz sum of order ρ where ρ is any non-negative integer. Then
holds true for every 0 ≤ i ≤ ρ. In particular, we have
Proof. We will proof this lemma by induction on ρ. The result holds trivially for the case ρ = 0 and the case of ρ = 1 follows from (2.11). Let us assume that the result is true for all 2 ≤ ρ ≤ k.
We need to show that the result is true for ρ = k + 1. It follows from (2.11) and integration by parts
where the first term of the right hand side becomes 0, since A j λ (0) = 0 for any non-negative j. We have from induction hypothesis that
for every 2 ≤ ρ ≤ k. Now proceeding similarly and applying (2.15) repeatedly, we have
Now applying (2.16) and induction hypothesis respectively, we can finally conclude
for every 0 ≤ i ≤ k + 1, which yields the claim.
Proof of results
In this section we proof Theorem 1.1 and the corollaries of Theorem 1.1. where −1 < µ < 0 and normalized by the Γ-factor as following.
where v m K (n) counts the number of m-tuples of ideals (a 1 , a 2 , · · · , a m ) with N a 1 N a 2 · · · N am = n. The Dirichlet series associated to the arithmetic function v m
which naturally arises from the product of m Dedekind zeta functions. We apply generalized Perron's formula (2.12) on I m,ρ K (x) and obtain
where C > 1 and
We consider the contour C given by the rectangle with vertices 
Now from the assumption (3.1) on ρ the absolute value of the integral becomes 1 2πi
Therefore, we can conclude that H 1 vanishes as T → ∞. Similarly, one can show that H 2 will become zero as T → ∞. We now shift our attention to the vertical integral V. It follows from (2.5) that
We apply (2.3) and (2.4) to obtain
(3.9)
Inserting (3.9) in (3.8), we get
Therefore, taking m-th exponent we have
(3.10) We now insert (3.10) into the integrand of the vertical integral and obtain
x ρ+w dw (3.11)
It follows from the remark in 2.4 that we can interchange the integral and the summation in (3.11) since from our assumption ρ > 1. Hence we have
x ρ+w dw.
We now Differentiate the vertical integral ρ-times with respect to x to obtain
It follows from the functional equation (2.2) of Γ-function that Γ(1 − w) = −wΓ(−w). Hence we have
Let 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1. We apply the definition of Meijer G-function (2.6) in (3.13 ) and obtain
Differentiating both side of (3.5) ρ-times with respect to x, we obtain
Finally, we obtain the result 
Applications
In this section, we investigate the special cases of Theorem 1.1.
4.1.
Piltz divisor problem in Q. We consider first the problem of estimating the partial sum
where ′ means that the corresponding term to be halved when n = x and d m (n) counts the number of ways that n can be written as a product of m numbers. This problem can be considered as a special case of Corollary 1.2 by considering d = 1 in Corollary 1.2. Let 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1. We can conclude the following.
where P m−1 (t) is a polynomial of degree m − 1 in t such that the coefficients can be evaluated from the relation
Here the main term of the partial sum I m Q (x) can be obtained from the sum of the residual values of the function ζ m (s)x s s −1 at s = 0 and s = 1. We can obtain Voronoï theorem from Theorem 4.1 by considering m = 2. Let d 2 (n) = d(n) be the divisor function. Then we can conclude the following as a corollary.
where γ is Euler's constant. Y 1 and K 1 denotes the Bessel function of second kind and modified Bessel function of second kind respectively.
Proof. The main term of the partial sum I 2 Q (x) is basically the sum of the residues of ζ 2 (s)x s s −1 at s = 0 and s = 1. Let ∆ 2 Q (x) denotes the error term of I 2 Q (x). It follows from Theorem 4.1 that
We apply (2.8) here and obtain
The Bessel functions are inter-connected via the following relations (cf. [3] ).
where −π < arg z ≤ π 2 and J ν (iz) = e πiν 2 I ν (z). (4.4) It follows from (4.3) and (4.4) that for ν = 1, we have
We also need the following two basic formulas of Bessel functions of integer order at negative arguments. J n (−z) = (−1) n J n (z) (4.6) and
Y n (z) = (−1) n Y n (z) + 2i(−1) n J n (z). (4.7) We can now conclude the desired result inserting (4.5), (4.6) and (4.7) respectively in (4.2).
4.2.
Ideal counting problem. We now consider the problem of counting the number of ideals a in any number field K such that the norm of an ideal N a ≤ x. This problem can be considered as a special case of Theorem 1.1 by considering m = 1 in Theorem 1.1. We substitute I K (x) in place of I 1 K (x) for simplicity. We can conclude the following. Theorem 4.3. Let K be any number field of degree d with signature (r 1 , r 2 ) and discriminant D K . Then we have
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where 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1 and H = H 1 = Res s=1 ζ K (s).
The following theorem provide the result for the partial sum I K (x) when K is purely real. We consider here real quadratic field as a corollary of Theorem 4.4 and estimate the partial sum I K (x). Corollary 4.5. Let K be any real quadratic field with discriminant D K . Then we have
where Y 1 and K 1 denotes the Bessel function of second kind and modified Bessel function of second kind respectively and H = H 1 = Res s=1 ζ K (s).
Proof. The argument of the proof follows in similar direction to the proof of the Corollary 4.2.
The next theorem provide the result for the partial sum I K (x) when K is purely imaginary.
Theorem 4.6. Let K be any purely imaginary number field of degree d with discriminant D K . Then
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where 1 ℓ denotes ℓ-tuple vector with all the entries equal to 1 and H = H 1 = Res s=1 ζ K (s). 11 We consider imaginary quadratic field as a corollary of Theorem 4.6 and estimate the partial sum I K (x). Corollary 4.7. Let K be any imaginary quadratic field with discriminant D K . Then we have
where H = H 1 = Res s=1 ζ K (s).
Proof. It follows from Theorem 4.6 that since K is purely imaginary number field of degree 2, we have
We now apply (2.7) to conclude our result.
