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Abstract
In this paper, we compute the high frequency limit of the Helmholtz equation with source term, in the case of a refraction index
that is discontinuous along a sharp interface between two unbounded media. The asymptotic propagation of energy is studied
using Wigner measures. Our result is twofold. First, in the general case, assuming some geometrical hypotheses on the index and
assuming that the interface does not capture energy asymptotically, we prove that the limiting Wigner measure satisfies a stationary
transport equation with source term. As a consequence, the Wigner measure is characterized as the integral, along the rays of
geometrical optics and up to infinite time, of the energy source. This result encodes the refraction phenomenon. Second, we study
the particular case when the index is constant in each media, for which the analysis goes further: we prove that the interface does
not capture energy asymptotically in this case.
© 2006 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article, nous calculons la limite haute fréquence de l’équation de Helmholtz avec terme source, dans le cas d’un indice
de réfraction discontinu le long d’une interface franche séparant deux milieux non bornés. La propagation asymptotique de l’énergie
est étudiée en terme de mesures de Wigner. Nous obtenons deux résultats. D’abord, dans le cas général, en faisant des hypothèses
géométriques sur l’indice et en supposant qu’il n’y ait pas d’énergie captée par l’interface, nous montrons que la mesure de Wigner
vérifie une équation de transport stationnaire avec terme source. Ainsi, cette mesure est caractérisée comme l’intégrale, le long
des rayons de l’optique géometrique et jusqu’en temps infini, de la source d’énergie. Ce résultat code le phénomène de réfraction.
Ensuite, nous étudions le cas particulier où l’indice est constant dans chaque milieu, pour lequel nous montrons que l’interface ne
capte pas d’énergie asymptotiquement.
© 2006 Elsevier Masson SAS. All rights reserved.
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In this article, we are interested in the analysis of the high frequency limit of the following Helmholtz equation:
−iαεεuε + ε2uε + n2(x)uε = −f ε(x) = −1
ε(d−1)/2
f
(
x
ε
)
, (1.1)
where the variable x belongs to Rd for some d  3.
We assume that the refraction index is given by:
n2(x) =
{
n2+(x) if xd  1,
n2−(x) if xd < 1.
(1.2)
We also assume that there exists n0 > 0 such that n2(x) n20 for all x ∈ Rd , which means that Eq. (1.1) is uniformly of
“Helmholtz type”. Problem (1.1), (1.2) corresponds to a transmission problem across the flat interface Γ = {xd = 1}.
We assume that the jump at the interface Γ satisfies [n2](x) = n2−(x) − n2+(x) > 0 for all x ∈ Γ . This is the only
interesting situation, as we explain below.
Eq. (1.1) modelizes the propagation of a source wave in a medium with scaled refraction index n2(x)/ε2. There,
the small positive parameter ε is related to the frequency ω = 12πε of uε . In this paper, we study the high frequency
limit, i.e. the asymptotics ε → 0.
The source term f ε models a source signal concentrating close to the origin at the scale ε, the concentration profile
f being a given function. Since ε is also the scale of the oscillations dictated by the Helmholtz operator  + n2(x)
ε2
,
resonant interactions can occur between these oscillations and the oscillations due to the source f ε .
Moreover, the interface induces a refraction phenomenon of the energy. As we will see later on, the energy con-
centrates along the rays of geometrical optics. We choose here the jump of the index at the interface to be positive,
which is the interesting case since those rays are attracted by the regions of high index.
These are the two phenomena that the present paper aims at studying quantitatively in the asymptotics ε → 0.
We refer to Section 2 for the precise assumptions we need on the source f , together with the refraction index n2.
We assume that the regularizing parameter αε is positive, with αε → 0 as ε → 0. The positivity of αε ensures the
existence and uniqueness of a solution uε to the Helmholtz equation (1.1) in L2(Rd) for any ε > 0. In some sense, the
sign of the term −iαεεuε prescribes a radiation condition at infinity for uε . One of the key difficulty in our problem is
to follow this condition in the limiting process ε → 0. We will discuss that point later on.
We study the high frequency limit in terms of Wigner measures (or semiclassical measures). This is a mean to
describe the propagation of quadratic quantities, like the local energy density |uε(x)|2, as ε → 0. The Wigner mea-
sure μ(x, ξ) is the energy carried by rays at the point x with frequency ξ . These measures were introduced by
E. Wigner [19] and then developed by P. Gérard [8], P.-L. Lions, T. Paul [14] (see also C. Gérard, A. Martinez [11]
and the survey [10]). They are relevant when a typical length ε is prescribed. They have already proven to be an
efficient tool in such problems [2,3,9,16].
Let us now give a rough idea of our main results. First, we introduce various measures: μ, μ± denote the Wigner
measures associated respectively with uε and with the restrictions uε± of uε to each medium. These three measures
are defined on T ∗Rd . Last, we prove that there exist two measures μ∂± defined on T ∗Γ that are, in some sense, the
traces of μ± at the interface:
μ± = 1{xd≷1}μ± + δ(xd − 1)⊗ δ(ξd)⊗μ∂± .
Our first result, that is valid for a general index of refraction, describes how the sharp interface induces a refrac-
tion phenomenon. Depending on the propagation direction, the energy density is either totally reflected, or partially
reflected and partially transmitted according to Snell–Descartes’s law. More precisely, we prove the following theo-
rem:
Theorem 1 (General case). Assume there is dispersion at infinity of the rays of geometrical optics (which corresponds
to geometrical hypotheses on the refraction index n, see (H2)–(H6) page 149).
Assume also:
(a) non-interference (no density comes from both sides at a same point of the interface, see (H13) page 171),
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Then, the Wigner measure associated with (uε) is given by:
μ(x, ξ) =
0∫
−∞
(S∗t Q)(x, ξ)dt, (1.3)
where S∗t is the Snell–Descartes semi-group associated with the refraction index n (see Section 6 for a precise
definition) and Q is given by
Q(x, ξ) = 1
2d+1πd−1
δ(x)δ
(|ξ |2 − n2(0))(∣∣fˆ (ξ)∣∣2 + fˆ (ξ)q¯(ξ)), (1.4)
where q is an L2 density on the sphere {|ξ |2 = n2(0)}.
In this theorem, the energy source Q comes from the resonant interaction between the source f ε and the
solution uε . In particular, Q is concentrated at the origin via the Dirac mass δ(x) and on the resonant frequencies
|ξ |2 = n2(0). The value of the auxiliary function q is related to the radiation condition at infinity satisfied by the weak
limit w of the rescaled sequence of solutions wε(x) = ε(d−1)/2uε(εx). In the general case, we cannot compute the
actual value of q . Also, in the expression (1.3), the integral up to infinite time translates the radiation condition at
infinity satisfied by the measure μ. The follow-up of this condition in the limiting process is one the key difficulties
in our study. Last, the assumption that no energy is trapped in the interface is linked both with the radiation condition
at infinity satisfied by the trace of the Wigner measure μ on the interface, and with the (absence of) energy carried by
gliding rays at the interface.
In the particular case when the indices n+ and n− are constant, a situation that we call the homogeneous case in the
sequel, we prove that the previous assumptions are satisfied. The dispersion at infinity is obvious in that case since the
rays are pieces of lines. The proofs of hypotheses (a)–(b) together with the identification of q in that case constitute
our second main result.
Theorem 2 (Homogeneous case). When the two indices n+ and n− are constant, we have:
(i) the non-interference hypothesis is satisfied,
(ii) μ∂± = 0,
(iii) q = 0 (i.e. w is the outgoing solution to the Helmholtz equation w + n2−w = f ).
The combination of Theorems 1 and 2 gives a completely explicit expression for the Wigner measure μ in the
homogeneous case.
To prove point (i), we proceed as follows: we first use the fact that the energy source in the transport equation
satisfied by μ away from the interface is concentrated on one side of the interface (at x = 0), which implies that μ is
constant along the rays on the right side of the interface. Next, we use the radiation condition at infinity outside the
interface, which gives that μ vanishes at infinity along the incoming rays. From these two facts, we deduce that no
energy is carried by incoming rays at the interface from {xd > 1}.
To prove points (ii) and (iii), we exploit the explicit formula for the resolvent of the Helmholtz operator that
is available in the particular case of two homogeneous media, which reduces to a study of (non-)stationary phase
with singularity. Indeed, if we denote ξ = (ξ ′, ξd) ∈ Rd , since the measure μ is supported in the set ξ2 = n2(x), the
roots
√
ξ ′2 − n2± + iαεε to the equations ξ2d = n2± − ξ ′2(−iαεε) naturally appear in the expressions that we consider.
In order to treat the singularity of these roots near ξ ′2 = n2± when ε → 0, the key ingredients are a contour deformation
in the complex plane and the use of almost-analytic extensions.
The method we use to prove Theorem 1 is a combination of two methods: the one introduced by L. Miller [15] for
the study of the semiclassical limit of transmission problems for Schrödinger equations, and the one introduced by
Benamou, Castella, Katsaounis, Perthame [2] to study the high frequency limit of Helmholtz equations with source
term and smooth index of refraction. Let us give some details.
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the existence of a Wigner measure μ. These bounds are deduced, as in [2], from uniform (in ε) bounds on the sequence
(uε). To establish the latter, we rather study the rescaled sequence:
wε(x) = ε(d−1)/2uε(εx),
which obviously satisfies
−iαεεwε +wε + n2(εx)wε = −f (x). (1.5)
We use the results independently proved by the author in [7] using a multiplicator method borrowed from [17]. Under
some homogeneous dispersive conditions on the refraction index, these provide uniform homogeneous Besov-like
estimates, together with uniform L2(Γ ) estimates on the traces of wε and ∂xdwε on the interface. Once these bounds
are established, we readily obtain bounds on uε .
However, as we have already mentioned, it turns out that our method also requires to identify the limit w = limwε
(it exists up to extraction) in order to determine the source term Q. This limit w clearly satisfies the following
Helmholtz equation with constant index:
w + n2(0)w = −f. (1.6)
Unfortunately, Eq. (1.6) does not identify w in a unique way. In the general case, we cannot identify w as the outgoing
solution to this equation. Two difficulties arise: the treatment of the interface and the variability of the indices n±(x).
We only identify w as the outgoing solution to (1.6) when the two media are homogeneous (Theorem 2). This problem
already appears when the refraction index is smooth. In the latter case, Castella [4] and Wang, Zhang [18] recently
proved by two different approaches that the weak limit of the solution to (1.5) is the outgoing solution to (1.6).
Before going further, we would like to emphasize here that we cannot obtain the estimates on uε for a general
interface (i.e. if the interface is not a hyperplane), which prevent us from studying the high frequency limit in this
more general context. More precisely, we still get the homogeneous bounds on uε and ε∇uε in B˙∗, together with the
uniform bound in L2(Γ ) on the trace uε	Γ , but we cannot obtain anymore the uniform bound in L
2(Γ ) on the trace
ε∂du
ε	Γ that is also necessary in our study.
As a second step, we study the Wigner measure μ outside the interface. This is done following Benamou et al. [2].
Since the refraction index is smooth in the interior of each medium, we can use their results to get the transport
equation satisfied by the Wigner measure μ outside the interface. Their proof is based on estimates of the type we
proved in [7], thus we obtain that
0+μ+ ξ · ∇xμ+ 12∇xn
2(x) · ∇ξμ = Q, (1.7)
in the interior of each medium, where Q is given by (1.4). The term 0+μ is the track of the outgoing radiation
condition on uε . It determines μ as the outgoing solution to (1.7) in the following particular sense:
μ(x, ξ) =
0∫
−∞
Q
(
X(t),Ξ(t)
)
dt,
for (x, ξ) such that the bicharacteristics (X(t),Ξ(t)) defined by:{
X˙(t) = Ξ(t), X(0) = x,
Ξ˙(t) = 12∇xn2(X(t)), Ξ(0) = ξ,
does not reach the interface for t ∈ (−∞,0). As in [2], we have to handle two specific difficulties: the treatment of the
source term (that can be done thanks to the appropriate scaling chosen for f ε), and the proof of the radiation condition
on μ. By proving first a localization property on μ, we improve the radiation condition at infinity proved in [2].
As a third step, we study the behaviour of μ at the interface. For this, we use the method of Miller [15,16]. We first
write the transport equations up to the boundary satisfied by μ in a weak form, using only tangential test operators.
Next, using these transport equations, we obtain the local propagation relations at the interface (in particular the
refraction).
Finally, to obtain (1.3), we last use the transport equation (1.7) together with the radiation condition at infinity and
the propagation relations at the boundary obtained in the previous step.
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measures, pseudodifferential operators or Wigner transforms. Then we give our main assumptions on the refraction
index and the source profile f . In Section 3, we establish uniform bounds on the sequence (uε) and the sequence of
Wigner transforms (Wε(uε)). In Section 4, we obtain the transport equations satisfied by Wigner measures outside
the interface and up to the boundary. In Section 5, we prove our refraction result in the case of two homogeneous
media, which illustrates our procedure in this easier case (the geometry of rays is explicitly known in this case). Then,
we extend the result to the general case in Section 6, i.e. for non-constant indices. Section 7 is devoted to the proof
of the radiation conditions at infinity in the homogeneous case (as we have already seen, the Helmholtz equation and
the kinetic transport equation (1.7) must be both complemented by such a condition to determine a unique solution).
These conditions concern the limit w of the rescaled solution to the Helmholtz equation on the one hand, and the
Wigner measure “inside” the interface on the other hand. In Appendix A, we detail the derivation of the explicit
formula for the solution uε in the homogeneous case. We recall in Appendix B some results about sharp truncation
and pseudodifferential operators we use in our study. Finally, in Appendix C, we give the proofs of the properties on
tangential test operators.
2. Notations and assumptions on the source and the refraction index
2.1. Semiclassical measures and Wigner transform
In this section, we recall some usual definitions and notations we will use in the sequel together with the link
between the two different points of view in the study of semiclassical measures (using pseudodifferential operators or
Wigner transforms).
We use the following definition for the Fourier transform:
uˆ(ξ) = (Fx→ξ u)(ξ) = 1
(2π)d
∫
Rd
e−ix·ξ u(x)dx.
The Weyl semiclassical operator aw(x, εDx) (or Opwε (a)) is the continuous operator from S(Rd) to S ′(Rd) associated
with the symbol a ∈ S ′(T ∗Rd) by Weyl quantization rule:(
aw(x, εDx)u
)
(x) = 1
(2πε)d
∫
R
d
ξ
∫
Rdy
ei
(x−y)·ξ
ε a
(
x + y
2
, ξ
)
f (y)dξ dy.
If a ∈ S(T ∗Rd) then aw(x, εDx) is continuous from S ′(Rd) to S(Rd) and it is continuous from Hs(Rd) to Hs′(Rd)
for any real s, s′ with as ε → 0, ∥∥aw(x, εDx)∥∥L(Hs,Hs′ ) = {O(1) if s  s′,O(εs−s′) if s  s′.
For u,v ∈ S(Rd) and ε > 0, we define the Wigner transform:
Wε(u, v)(x, ξ) = (Fy→ξ )
(
u
(
x + ε
2
y
)
v¯
(
x − ε
2
y
))
,
Wε(u) = Wε(u,u).
We have the following formula: for u,v ∈ S ′(Rd) and a ∈ S(Rd × Rd),〈
Wε(u, v), a
〉
S ′,S =
〈
u,aw(x, εDx)v
〉
S ′,S , (2.1)
where the duality brackets 〈., .〉 are semi-linear with respect to the first argument. This formula is also valid for u,v
lying in other spaces as we will see in Section 3.
If (uε) is a bounded sequence in L2(Rd) (or some weighted L2 space as we will see in the sequel), it turns out that,
up to extracting a subsequence, there exists a Wigner measure (or semiclassical measure) μ associated with (uε), i.e.
a positive Radon measure on the phase space T ∗Rd = Rdx × Rdξ satisfying:
∀a ∈ C∞c
(
R
2d), lim
ε→0
〈
uε, aw(x, εDx)u
ε
〉
L2 = limε→0
〈
Wε(uε), a
〉= ∫ a(x, ξ)dμ.
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In the sequel, we denote x = (x′, xd) a point in Rd .
In order to get uniform (in ε) bounds on the sequence (uε), we use the following homogeneous Besov-like norms:
for u,f ∈ L2loc,
‖u‖B˙∗ = sup
R>0
1
R
∫
B(R)
|u|2 dx, ‖f ‖B˙ =
∑
j∈Z
(
2j+1
∫
C(j)
|f |2 dx
)1/2
,
where B(R) denotes the ball of radius R, and C(j) the ring {x ∈ Rd | 2j  |x| < 2j+1}.
These norms were introduced (in their inhomogeneous version) by Agmon and Hörmander [1], and they have been
used recently by Perthame and Vega [17].
They satisfy the following duality relation:∣∣∣∣∫ u(x)f (x)dx∣∣∣∣ ‖u‖B˙∗‖f ‖B˙ .
We denote for x ∈ Rd , |x| =
√∑d
j=1 x2j and 〈x〉 = (1 + |x|2)1/2.
For all δ > 12 , the space B˙
∗ is contained in the weighted L2 space L2−δ with inhomogeneous weight 〈x〉−δ :
‖u‖L2−δ :=
∥∥〈x〉−δu∥∥
L2 C(δ)‖u‖B˙∗ . (2.2)
Similarly, we have for all δ > 1/2,
‖f ‖B˙  C(δ)‖f ‖L2δ .
We are now ready to state our assumptions. Our first (technical) assumption, borrowed from [2], concerns the
regularizing parameter:
(H1) αε  εγ for some γ > 0.
Next, we need assumptions on the refraction index that are mainly related to the dispersion at infinity of the rays of
geometrical optics. The following five are those made in [7] to obtain the estimates on uε:
(H2) there exists c > 0 such that [n2](x) c for all x ∈ Γ ,
(H3) there exists n0 > 0 such that n ∈ L∞, n n0,
(H4) 2
∑
j∈Z
sup
C(j)
(x · ∇n2(x))−
n2(x)
:= β1 < ∞,
(H5)
∑
j∈Z
sup
C(j)
2j+1 (∂dn
2(x))+
n2(x)
:= β2 < ∞,
(H6) β1 + β2 < 1.
Next, following Benamou et al. [2], in order to follow the radiation condition in the limiting process, we assume a
stronger decay at infinity on the index:
(H7) 〈x〉N0∇xn2± ∈ L∞ for some N0 > 2,
(H8) ∇xn2± are locally Lipschitz on {x ∈ Rd | xd ≷ 1}.
As we will see in Section 3, to get uniform bounds on uε , we assume that the source term satisfies:
(H9) ‖f ‖B˙ ,‖∇f ‖B˙ < ∞.
In order to compute the limit of the energy source, we make, as in [2], the stronger assumption:
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Finally, we assume:
(H11) f ∈ H 1/2+s(Rd) for some s > 0,
so that the traces of f on hyperplanes are well-defined in L2(Rd−1
x′ ), and
(H12) limε→0 ‖f (·, 1ε )‖L2(Rd−1
x′ )
= 0.
The last assumption can be rewritten as ‖f ε(·,1)‖
L2(Rd−1
x′ )
→ 0 as ε → 0, so it means that no source density remains
at the interface as ε → 0.
Let us comment the assumptions we make on the index n. The conditions (H2) and (H5) are specific to the case
with interface: they mainly ensure that the energy goes from one side of the interface to the other. The hypothesis (H4)
together with (H3), ensures the dispersion at infinity of the rays of geometrical optics outside the interface; (H4) is
a kind of virial assumption. We would like to point out that we do not require that the index n goes to a constant at
infinity.
We recall here how such hypotheses (H3), (H4) induce the dispersion at infinity of the bicharacteristic curves at
zero energy, i.e. the zero energy is non-trapping (at least without interface). Indeed, when the bicharacteristics do not
intersect the interface, (X(t),Ξ(t)) is defined by the Hamiltonian system (for instance),{
X˙(t) = Ξ(t), X(0) = x,
Ξ˙(t) = 12∇xn2−(X(t)), Ξ(0) = ξ,
(2.3)
where the index of refraction n− is smooth.
Let (x, ξ) be such that ξ2 = n2(x). Then, ddt X(t)2 = 2X(t)·Ξ(t) and ddt X(t)·Ξ(t) = Ξ(t)2+ 12X(t)·∇xn2−(X(t)).
Since (H4) implies that for all x ∈ Rd ,
(x · ∇n2(x))−
n2(x)
 β1
2
<
1
2
,
we get:
d
dt
X(t) ·Ξ(t) = n−
(
X(t)
)2 + 1
2
X(t) · ∇xn2−
(
X(t)
)
 n−(X(t))
2
2

n20
2
.
Hence, for t sufficiently negative, we have X(t) ·Ξ(t) n204 t and X(t)2 
n20
4 t
2
. Thus we proved that∣∣X(t)∣∣→ ∞ with X(t) ·Ξ(t) < 0 as t → −∞.
3. Bounds on uε , Wε(uε), Wε(f ε,uε)
The first step in our study is to prove uniform bounds on the sequence of Wigner transforms (Wε(uε)), which
will ensure the existence of a Wigner measure associated with the sequence of solutions (uε) (up to extracting a
subsequence). As in [2], we deduce these bounds from uniform homogeneous bounds on (uε).
3.1. Bounds on the solution to the Helmholtz equation
In this part, we give uniform bounds on the sequences (uε) and (ε∇uε) and their traces on the interface. This will
allow us to define the various Wigner measures that appear in our problem. The following theorem is proved in [7]
(using the multiplier method introduced by Perthame and Vega [17]):
E. Fouassier / J. Math. Pures Appl. 87 (2007) 144–192 151Theorem 3.1. (Borrowed from [7].) Under the hypotheses (H2)–(H7), the solution to the Helmholtz equation (1.1)
satisfies:
‖ε∇uε‖2
B˙∗ + ‖uε‖2B˙∗ +
∫
Γ
∣∣[n2]∣∣|uε|2 dx′ + ∫
Γ
∣∣[n2]∣∣|ε∇uε|2 dx′  C(‖f ‖2
B˙
+ ‖∇f ‖2
B˙
)
, (3.1)
where C does not depend on ε.
Remarks. Actually, in [7], we proved the result for ε = 1, but thanks to the homogeneity of the norms and assump-
tions, it also holds for ε ∈ (0,1).
Let us say again that, for more general interfaces (not hyperplanes), we cannot get the uniform bound in L2(Γ ) on
the trace ε∂duε , which is necessary in our study.
We draw two consequences of these bounds that will be useful for our purpose. First, we study the limit of the
rescaled sequence defined by:
wε(x) = ε(d−1)/2uε(εx),
that appears while computing the limit of the source term in the transport equation satisfied by the Wigner measure μ.
One can notice that, thanks to the homogeneity of the norm B˙∗, we have the following scaling invariance:
‖wε‖B˙∗ = ‖uε‖B˙∗ , ‖∇wε‖B˙∗ = ‖ε∇uε‖B˙∗ .
Theorem 3.2. (i) We may extract from (wε) a subsequence which converges weak∗ in B˙∗ and strongly in L2loc(Rd) to
a solution w of
w + n(0)2w = −f. (3.2)
As a consequence, there exists a density q ∈ L2(|ξ |2 = n2(0)) such that
wˆ(ξ) = wˆ0(ξ)+ iπ2 q(ξ)δ
(|ξ |2 − n2(0)), (3.3)
where w0 is the outgoing solution to (3.2), given by:
wˆ0(ξ) =
(|ξ |2 − n2(0)+ i0)−1fˆ (ξ) = (p.v.( 1|ξ |2 − n2(0)
)
+ iπ
2
δ
(|ξ |2 − n2(0)))fˆ (ξ).
(ii) If n+ and n− are constant then w is the outgoing solution w0 to (3.2), i.e. q = 0.
Remark. In general, we cannot identify w as the outgoing solution to (3.2). This problem already appears in the case
of a smooth index of refraction (i.e. without interface). It has been solved in that case only recently by two different
approaches by Castella [4], and Wang, Zhang [18].
Proof. The first part of point (i) can be easily deduced from Theorem 3.1 using Rellich’s theorem. The formula (3.3)
can be found in [1]. Point (ii) is proved in Section 7. 
The second property we will need in our study is the ε-oscillation of the sequence of solutions (uε).
Proposition 3.3. The sequence (uε) is strongly ε-oscillating of order 2 + s: for all ϕ ∈ C∞c (Rd), |εDx |sϕ|εDx |2uε is
bounded in L2(Rd) .
Proof. Let ϕ ∈ C∞c (Rd). From property (2.2) and the estimate (3.1), we deduce that the sequences (uε), (ε∇uε) are
bounded in L2−β(Rd) for any β > 1/2. Since uε is the solution to the Helmholtz equation (1.1), with a source term
f ε bounded in L2−β(Rd), (|εDx |2uε) is also bounded in L2−β(Rd). Hence, |εDx |sϕuε is bounded in L2(Rd) and so is
|εDxd |sϕn2uε by Lemma 1.4. Moreover, (|εDx |sf ε) is bounded in L2(Rd). Indeed,∥∥|εDx |sf ε∥∥ 2 = ∥∥|εξ |s f̂ ε∥∥ 2 = √ε∥∥|ξ |s fˆ ∥∥ 2 ,L L L
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L2(Rd). 
3.2. Bounds on the Wigner transforms Wε(uε) and Wε(f ε,uε)
From Theorem 3.1, we now deduce bounds on the sequences of Wigner transforms (Wε(uε)) and (Wε(f ε, uε)).
We obviously need uniform bounds on (Wε(uε)). The study of the sequence (Wε(f ε, uε)) is also necessary to handle
the source term in the high frequency limit. Indeed, Wε(uε) satisfies the following equation, where Wε stands for
Wε(uε):
αεW
ε + ξ · ∇xWε +Zε ξ Wε = i2ε ImW
ε(f ε,uε) := Qε, (3.4)
with Zε(x, ξ) = i2εFy→ξ (n2(x + ε2y)− n2(x − ε2y)).
This equation can be obtained writing first the equation satisfied by vε(x, y) = uε(x + ε2y)u¯ε(x − ε2y). From the
equality
∇y · ∇xvε = ε2
[
uε
(
x + ε
2
y
)
u¯ε
(
x − ε
2
y
)
−u¯ε
(
x − ε
2
y
)
uε
(
x + ε
2
y
)]
,
we deduce:
αεv
ε + i∇y · ∇xvε + i2ε
[
n2
(
x + ε
2
y
)
− n2
(
x − ε
2
y
)]
vε = σε(x, y),
where
σε(x, y) := i2ε
[
f ε
(
x + ε
2
y
)
u¯ε
(
x − ε
2
y
)
− f¯ ε
(
x − ε
2
y
)
uε
(
x + ε
2
y
)]
.
After a Fourier transform, we obtain Eq. (3.4).
The following two results are proved in [2] (we write the proofs below for the convenience of the reader).
Proposition 3.4. (Borrowed from [2].) Assume that the sequence (uε) is bounded in B˙∗. Then, for any λ > 0, the
sequence of Wigner transforms (Wε(uε)) is bounded in the Banach space X∗λ below and , extracting a subsequence,
converges weak∗ to a nonnegative, locally bounded measure μ such that
sup
R>0
1
R
∫
|x|<R
∫
ξ∈Rd
dμ(x, ξ) C‖f ‖2
B˙
. (3.5)
The Banach space X∗λ is defined as the dual space of the set Xλ of functions ϕˆ(x, ξ) such that ϕ(x, y) :=
Fξ→y(ϕˆ(x, ξ)) satisfies: ∫
Rdy
sup
x∈Rd
(
1 + |x| + |y|)1+λ∣∣ϕ(x, y)∣∣dy < ∞. (3.6)
The second result is due to the particular choice of the scaling of the source term in the Helmholtz equation (1.1).
Proposition 3.5. (Borrowed from [2].) Let (uε) be a sequence of functions bounded in B˙∗, and f ∈ L2N(Rd) with
N > 12 . We denote f
ε(x) = 1
ε(d−1)/2 f (
x
ε
). Then, the sequence (Wε(f ε, uε)) is bounded in S ′(T ∗Rd) and for all
ψ ∈ S(T ∗Rd), we have:
lim
ε→0
1
ε
〈
Wε(f ε,uε),ψ
〉
S ′,S =
1
(2π)d
∫
Rd
¯ˆw(ξ)fˆ (ξ)ψ(0, ξ)dξ, (3.7)
where w is defined in Proposition 3.2.
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L2 C‖uε‖B˙∗  C‖f ‖B˙ ,
hence, for any function ϕ satisfying (3.6), we have:
∣∣〈Wε(uε), ϕˆ〉∣∣ ∫
R2d
|uε|(x + ε2y)|u¯ε|(x − ε2y)
〈x + ε2y〉1/2+0〈x − ε2y〉1/2+0
〈
x + ε
2
y
〉1/2+0〈
x − ε
2
y
〉1/2+0
|ϕ|(x, y)dx dy
 C‖f ‖2
B˙
∫
Rd
sup
x∈Rd
〈|x| + |y|〉1+0∣∣ϕ(x, y)∣∣dy.
Therefore, (Wε(uε)) is bounded in X∗λ, λ > 0. We deduce that, up to extracting a subsequence, (Wε(uε)) converges
weak∗ to a nonnegative measure μ that satisfies:∣∣〈μ, ϕˆ〉∣∣ C‖f ‖2
B˙
∫
Rd
sup
x∈Rd
〈|x| + |y|〉1+0∣∣ϕ(x, y)∣∣dy. (3.8)
We refer to [14] for the proof of the nonnegativity of μ.
The bound (3.5) is obtained using the following family of functions:
ϕRμ (x, y) =
1
μ3/2
e−|y|2/μ 1
R
χ
(〈x〉R),
and letting μ → 0, R → ∞. 
Proof of Proposition 3.5. Let ψ ∈ S(T ∗Rd) and ϕ(x, y) =F−1y→ξ (ψ(x, ξ)), then we have:
1
ε
〈
Wε(f ε,uε),ψ
〉
S ′,S =
1
ε
∫
f ε
(
x + ε
2
y
)
u¯ε
(
x − ε
2
y
)
ϕ(x, y)dx dy
=
∫
f (x)wε(x + y)ϕ
(
ε
(
x + y
2
)
, y
)
dx dy.
Hence, using that ψ ∈ S(R2d), we get:∣∣∣∣1ε 〈Wε(f ε,uε),ψ 〉S ′,S
∣∣∣∣ C ∫ 〈x〉N ∣∣f (x)∣∣ |wε(x + y)|〈x + y〉β 〈x + y〉β〈x〉N 〈y〉k dx dy
 C
∥∥〈x〉Nf ∥∥
L2‖wε‖B˙∗
∫
Rdy
sup
x∈Rd
〈x + y〉β
〈x〉N 〈y〉k dy
for any k  0 and β > 1/2, upon using the Cauchy–Schwarz inequality in x.
Then, we distinguish the cases |x| |y| and |x| |y|: the term stemming from the first case gives a contribution
which is bounded by Cε
∫ dy
〈y〉k−β and the second contribution is bounded by Cε
∫ dy
〈y〉k . Hence, upon choosing k large
enough, we obtain that ∣∣∣∣1ε 〈Wε(f ε,uε),ψ 〉S ′,S
∣∣∣∣ C∥∥〈x〉Nf ∥∥L2‖wε‖B˙∗ .
Now, in order to compute the limit (3.7), we write:
1
ε
〈
Wε(f ε,uε),ψ
〉= ∫ f (x)wε(x + y)(ψˆ(ε(x + y
2
)
, y
)
− ψˆ(0, y)
)
dx dy
+
∫
f (x)wε(x + y)ψˆ(0, y)dx dy
= Iε + IIε.
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in L2loc, which implies:
IIε →
∫
f (x)w¯(x + y)ψˆ(0, y)dx dy. 
4. Transport equations on the Wigner measures
The next step in our study is the derivation of the transport equations satisfied by the various Wigner measures that
appear in our problem. These equations are of two different types. The first one is the transport equation satisfied by
the Wigner measure μ in the interior of each medium, it is deduced from the case with a smooth index of refraction
studied in [2]. The other two equations concern the Wigner measures associated with the restrictions of (uε) to each
side of the interface up to the boundary: the presence of the interface induces some extra source terms in these
equations that involve the Wigner measures associated with the traces of uε and ε∂duε on the interface.
As we have already noted for the Helmholtz equation, the kinetic transport equation (of Liouville type) satisfied by
the Wigner measure μ must be complemented by a radiation condition at infinity to determine a unique solution.
4.1. Notations
Throughout our study, we shall use the following notations.
For a function ϕ defined on Rd × Rk for some k  0, we denote ϕ	Γ the trace of ϕ on Γ × Rk .
(u, v) denote the scalar product of u and v in L2(Rd), (u, v)± the scalar product of their restrictions to L2(xd ≷ 1),
and (u, v)Γ the scalar product of their traces on Γ if they are defined in L2(Γ ).
In the sequel, we denote Hε = −ε2−n2(x). Hε is a selfadjoint semiclassical operator with symbol |ξ |2 −n2(x).
Eq. (1.1) can be rewritten:
iαεεuε +Hεuε = f ε(x).
Similarly, we denote Hε± = −ε2− n2±(x).
For all x ∈ Rd , ξ ′ ∈ Rd−1, we denote ω±(x, ξ ′) = n2±(x)− |ξ ′|2.
We denote uε± = 1{xd≷1}uε the restrictions of uε in each medium, defined on Rd . Next, the sequences (uε±) are
bounded in B˙∗(Rd). Thus, we can associate with them two Wigner measures μ− and μ+ on T ∗Rd as defined in
Theorem 3.4.
Since the sequences of traces (uε	Γ ) and ((ε∂xd u
ε)	Γ ) are bounded in L2(Γ ), we can also associate with the se-
quence (uε	Γ , (ε∂xd u
ε)	Γ ) a matrix valued Wigner measure
(
ν ν¯J
νJ ν˙
)
.
Crucial property. As pointed out by Luc Miller [16], the Hermitian positivity of this matrix measure will be crucial
in our proof. We have the following property: ∣∣νJ ∣∣ (ν)1/2(ν˙)1/2. (4.1)
4.2. Behavior of the Wigner measure in the interior of each medium
In the interior of each medium, the refraction index is smooth. The behavior of the Wigner measure in that case
is studied in Benamou et al. [2]. We recall their result in Theorem 4.2. Actually, they proved the analogous of Theo-
rem 4.2 with a weaker radiation condition at infinity. The condition we state here can be easily deduced from the one
they proved together with the localization property stated in Proposition 4.1.
4.2.1. Support of μ
The following localization property is well known without source term. It is still valid here thanks to the particular
scaling of f ε .
Proposition 4.1.
supp(1T ∗(Rd\Γ )μ) ⊂
{
(x, ξ) ∈ T ∗Rd | |ξ |2 = n(x)2}.
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φεHε = Opwε
(
φ(x, ξ)
(|ξ |2 − n(x)2))+ O(ε)
hence, using the definition of the measure μ, we get
lim
ε→0 (φ
εHεuε,uε) = lim
ε→0
(
Opwε
(
φ(x, ξ)
(|ξ |2 − n(x)2))uε,uε)= ∫ φ(x, ξ)(|ξ |2 − n2(x))dμ.
Using Eq. (1.1), we write:
(φεHεuε,uε) = (φεf ε, uε)− iαεε(φεuε,uε) =
(
Wε(f ε,uε),φ
)− iαεε(φεuε,uε).
On the first hand, Proposition 3.5 gives that limε→0(Wε(f ε, uε),φ) = 0. On the other hand, (φεuε, uε) is bounded,
hence limε→0 αεε(φεuε,uε) = 0. Therefore, for any φ ∈ C∞c (T ∗(Rd \ Γ )), we have
∫
φ(|ξ |2 − n2(x))dμ = 0, thus
supp(1T ∗(Rd\Γ )μ) ⊂ {|ξ |2 = n(x)2}. 
4.2.2. Transport equation on μ away from the interface
Theorem 4.2. Under the assumptions (H1)–(H10), the measure μ satisfies the following transport equation as a
distribution in T ∗(Rd \ Γ ):
ξ · ∇xμ+ 12∇xn
2(x) · ∇ξμ = Q(x, ξ) in T ∗(Rd \ Γ ), (4.2)
where Q(x, ξ) = 12d+1πd−1 δ(x)δ(|ξ |2 −n2(0))fˆ (ξ)(
¯ˆ
f (ξ)+ q¯(ξ)), and q ∈ L2(ξ2 = n2(0)) is given in Proposition 3.2.
Moreover, μ satisfies the following outgoing condition at infinity: for all functions R ∈ C∞c (T ∗(Rd \ Γ )) such that
g(x, ξ) = ∫ +∞0 R(x + tξ, ξ)dt is supported in one side of the interface, we have:
〈μ,R〉 =
∫
{ξ2=n(0)2}
∣∣fˆ (ξ)∣∣2g(0, ξ)dξ + ∫
R2d
1
2
∇xn2 · ∇ξ g dμ. (4.3)
Proof. The proof of (4.2) is a straightforward adaptation of [2]. In [2], the radiation condition (4.3) is stated in a
weaker form, using only test functions R such that supp(R) ⊂ R2d\{ξ = 0}. Actually, as we see from the previous
localization property, this is not a restriction. 
From the previous radiation condition (4.3), we deduce the following:
Corollary 4.3.
μ(x, ξ) → 0 when |x| → ∞ with x · ξ < 0 and xd = 1.
Proof. Let δ be positive. We look for M such that for all test function R ∈ C∞c (T ∗(Rd \Γ )) with support in {|x|M,
x · ξ < 0}, we have: |〈μ,R〉|  δ. Let R ∈ C∞c (T ∗(Rd \ Γ )) be as in (4.3). We may assume that R has support in
{|ξ | n(0)/2}. Then, the radiation condition (4.3) gives:
〈μ,R〉 =
∫
{ξ2=n(0)2}
∣∣fˆ (ξ)∣∣2g(0, ξ)dξ + ∫
R2d
1
2
∇xn2 · ∇ξ g dμ.
As a first step, we prove that the first term vanishes if R is supported in {x · ξ < 0}. Indeed, g(0, ξ) = ∫∞0 R(tξ, ξ)dt
and tξ · ξ  0 for all t  0. Thus, if supp(R) ⊂ {x · ξ < 0}, then g(0, ξ) = 0.
As a second step, let us study the term
∫
R2d ∇xn2 · ∇ξ g dμ.
First of all, let us show that ∇xn2 ·∇ξ g is integrable for the measure μ. In order to prove that point, we will use that
μ satisfies (3.5), so that, for all N > 1, 1/〈x〉N is integrable for the measure μ. Let us bound ∇ξ g. Since there exists
M1 such that R has support in {M  |x|M1}, the only non-vanishing contribution in the integral defining g(x, ξ)
comes from t such that
2
M − |x|  t  2M1 + |x| . (4.4)
n(0) n(0)
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∇ξ g(x, ξ) =
2 M1+|x|
n(0)∫
2 M−|x|
n(0)
(t∇x + ∇ξ )R(x + tξ )dt.
Now, the derivatives of R are uniformly bounded. Hence, we get:
∣∣∇ξ g(x, ξ)∣∣ C
M1+|x|
n(0)∫
2 M−|x|
n(0)
t dt  C
(
1 + |x|),
where C denotes any constant independent of x and ξ .
Therefore, since we assumed that there exists N0 > 2 such that 〈x〉N0∇xn2 ∈ L∞, we get:∣∣∇xn2 · ∇ξ g∣∣C/〈x〉N0−1.
Since 1/〈x〉N0−1 is integrable for μ, there exists Mδ such that∣∣∣∣∣
∫
|x|Mδ
∇xn2 · ∇ξ g dμ
∣∣∣∣∣ δ. (4.5)
There now remains to estimate the part corresponding to |x|Mδ . When |x|Mδ , then for M large enough, we
have |x + tξ | c|t | for t satisfying (4.4). Hence, we get, for all l ∈ N,∣∣(t∇x + ∇ξ )R(x + tξ )∣∣ Cl〈t〉l .
Thus, there exists M ′δ Mδ such that
∞∫
2
M ′
δ
−Mδ
n(0)
∣∣(t∇x + ∇ξ )R(x + tξ )dt∣∣ δ.
Using that ∇xn2 is bounded, we get, for R with support in {|x|M ′δ},∣∣∣∣∣
∫
|x|Mδ
∇xn2 · ∇ξ g dμ
∣∣∣∣∣ Cδ. (4.6)
This last estimate together with (4.5) gives ∣∣〈μ,R〉∣∣Cδ,
which ends the proof. 
4.3. Study up to the boundary
The above result does not say anything about the Wigner measure μ close to the boundary Γ , where refrac-
tion occurs. In order to write the transport equations up to the boundary, we first define tangential test operators.
These operators, that act as differential operators in the d th variable, will be adapted to the treatment of the interface
(by integration by parts).
Using these test operators, we then study the propagation of the Wigner measure up to the boundary. More precisely,
since the behaviour at the boundary depends on the side from which the rays come, we study separately the measures
associated with the restrictions of (uε) to each medium, μ±. In the second paragraph, we first prove a localization
property on μ± similar to that of Proposition 4.1. Then, in the third paragraph, we write the transport equation up to
the boundary in a weak form.
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Following L. Miller [16], we introduce the class T n(Rd) of tangential test operators of order n.
We denote Cˆ∞c (R2d−1) := {ω :Rdx × Rd−1ξ ′ → R |Fξ ′→y′ω ∈ C∞c (Rdx × Rd−1y′ )}.
Definition 4.4. The semiclassical operator φε = ϕW(x, εDx) is said to be in T n(Rd) if ϕ(x, ξ) =∑nk=1 ϕk(x, ξ ′)ξkd
with ϕk ∈ Cˆ∞c (R2d−1).
In other words, the tangential test operators have symbols that are polynomial in the ξd variable. We will denote
φεk = (ϕk)W (x, εDx).
Actually, we will only use tangential test operators of order 1. Indeed, as usual, in order to obtain transport equations
on Wigner measures, we test uε against commutators involving Hε . Thinking of the Euclidian division of a tangential
symbol (considered as a polynomial in ξd ) by the symbols |ξ |2 − n2±, that are of degree 2 in ξd , one can understand
that no information is lost using only tangential test operators of order 1.
Moreover, since they are differential operators in the xd -variable, these tangential operators have “good” properties
concerning the sharp truncations on {xd ≷ 1}, translated in Lemma 4.5.
Remark. The transmission problem we consider here can be rewritten as two boundary value problems. The first
propagation result concerning Wigner measures for these problems was obtained by P. Gérard and E. Leichtnam [9]
who were concerned with the Helmholtz equation with constant index of refraction and Dirichlet boundary condition
on a convex domain. As pointed out by L. Miller, the method we use here avoids one of their delicate tool: a Euclidian
division of symbols.
We give here the properties of these operators we shall need in the sequel. The reader can find the proofs of these
results (borrowed from [15]) in Appendix B.
Lemma 4.5. (Borrowed from [15].) For any φε ∈ T 2(Rd), any truncating function χ ∈ C∞c (R) which equals 1 on
[−1,1], and any χ0 ∈ C∞c (R),
(i) limε→0(χ0(εDxd )φεuε±, uε±)− (χ0(εDxd )φεuε, uε)± = 0;
(ii) lim supε→0(χ( ερDxd )φεuε±, uε±)− (φεuε, uε)± → 0 as ρ → +∞.
This lemma is a consequence of the ε-oscillation of (uε) and the L2-estimates on the traces of uε and ε∇uε . Its
proof does not use the fact that uε is a solution to the Helmholtz equation (1.1). The second lemma corresponds to an
integration by parts with respect to the xd variable.
Lemma 4.6. (Borrowed from [15].) For all φε ∈ T 2(Rd), for all u,v ∈ C∞(Rxd ,D′(Rd−1x′ )),
− i
ε
(
(φεv,u)± −
(
v, (φε)∗u
)
±
)= ±(φε1v,u)Γ ± (φε2εDxd v,u)Γ ± (φε2v, εDxd u)Γ .
4.3.2. Support of μ±
As for the Wigner measure μ, we have the following localization property for the measures associated with the
restrictions (uε±).
Proposition 4.7.
(i) supp(μ±) ⊂ {|ξ |2 = n2±(x)}.
(ii) μ = μ+ +μ−.
Proof. Point (ii) is consequence of point (i) together with the orthogonality property on Wigner measures. Indeed,
since [n2] = 0 on the boundary, the measures μ− and μ+ are mutually singular. Hence, the Wigner measure associated
with uε = uε− + uε+, i.e. μ, is the sum of the measures associated with uε− and uε+.
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the measures μ± and pseudodifferential calculus, we have:(
χ0(εDxd )Ω
εHε±uε±, uε±
)→ ∫ χ0ω(ξ2 − n2±(x))dμ±. (4.7)
On one hand, by Lemma 4.5, the left-hand side of (4.7) has the same limit, as ε → 0, as (χ0(εDxd )ΩεHεuε,uε)±.
Using the Helmholtz equation (1.1), we may then write:(
χ0(εDxd )Ω
εHεuε,uε
)
± =
(
χ0(εDxd )Ω
εf ε,uε
)
± − iαεε
(
χ0(εDxd )Ω
εuε,uε
)
±
= (Wε(f ε,uε),χ0ω)± − iαεε(χ0(εDxd )Ωεuε,uε)±. (4.8)
Let us now study the two terms in the right-hand side of (4.8). Reasoning as in the proof of Proposition 3.5, we
have
lim
ε→0
(
Wε(f ε,uε),χ0ω
)
± = 0.
On the other hand, limε→0 αεε(χ0(εDxd )Ωεuε,uε)± = 0. Therefore, for any χ0, ω, we have
∫
χ0ω(ξ2 −
n2±(x))dμ± = 0. Hence, (ξ2 − n2±(x))μ± = 0 and supp(μ±) ⊂ {|ξ |2 = n2±(x)}. 
4.3.3. Transport equation on μ± up to the boundary
The following property specifies what happens at the boundary.
Proposition 4.8. For all ϕ0, ϕ1 in Cˆ∞c (Rdx × Rd−1ξ ′ ), we have:
−
〈
μ±,
(
ξ · ∇x + 12∇xn
2± · ∇ξ
)
(ϕ0 + ϕ1ξd)
〉
= 〈Q±, ϕ0 + ϕ1ξd〉 ± 12
〈
ν,
(|ξ ′|2 − n2±)ϕ1	Γ 〉T ∗Γ ± 〈ReνJ ,ϕ0	Γ 〉T ∗Γ ± 12 〈ν˙, ϕ1	Γ 〉T ∗Γ (4.9)
where Q+ = 0, and Q− = 12d+1πd−1 δ(x)δ(|ξ |2 − n2(0))(|fˆ (ξ)|2 + fˆ (ξ)q¯(ξ)), q being given in Proposition 3.2.
Proof. As usual, in order to get the transport equations satisfied by μ±, we test uε± against commutators that involve
Hε . Specifically, we take φε ∈ T 1(Rd), ϕ(x, ξ) = ϕ0(x, ξ ′)+ ϕ1(x, ξ ′)ξd denoting its symbol. We apply Lemma 4.5
with [Hε,φε] ∈ T 2(Rd). This gives
lim
ρ→+∞ lim supε→0
i
2ε
(
χ
(
ε
ρ
Dxd
)
[Hε,φε]uε±, uε±
)
= lim sup
ε→0
i
2ε
([Hε,φε]uε,uε)±, (4.10)
whenever χ is in C∞c (R) and equals 1 on [−1,1]. The limit of the left-hand side in (4.10) equals:
lim
ρ→+∞
∫
χ
(
ξd
ρ
)(
ξ · ∇x + 12∇xn
2± · ∇ξ
)
ϕ dμ± =
∫ (
ξ · ∇x + 12∇xn
2± · ∇ξ
)
ϕ dμ±.
The last inequality uses that ξ · ∇xϕ + 12∇xn2± · ∇ξ ϕ is bounded on the support of μ±, together with the dominated
convergence theorem. Now, let us study the right-hand side of (4.10). It reads, expanding the commutator and using
that Hεuε = f ε − iαεεuε ,
i
2ε
([Hε,φε]uε,uε)± = i2ε (Hεφεuε,uε)± − i2ε (φεHεuε,uε)±
= i
2ε
(Hεφεuε,uε)± − i2ε (φ
εf ε, uε)± − αε2 (φ
εuε, uε)±.
In order to make the “adjoint” terms appear, we use that (Hε)∗uε = Hεuε = f ε − iαεεuε to write the following
equality:
−αε (φεuε,uε)± = − i
(
φεuε, (Hε)∗uε
)
± +
i
(φεuε, f ε)±.2 2ε 2ε
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i
2ε
([Hε,φε]uε,uε)± = i2ε (Hεφεuε,uε)± − i2ε (φεuε, (Hε)∗uε)±
+ i
2ε
(φεuε, f ε)± − i2ε (φ
εf ε, uε)±. (4.11)
Next, we study separately the terms involving the source f ε and the terms involving Hε in the right-hand side
of (4.11).
4.3.3.1. First step: study of i2ε (φεuε, f ε)± − i2ε (φεf ε, uε)±. We have:
i
2ε
(φεuε, f ε)± − i2ε (φ
εf ε, uε)± = i2ε
[(
Wε(f ε,uε), ϕ
)
± −
(
Wε(uε, f ε), ϕ
)
±
]
= i
2ε
(
ImWε(f ε,uε), ϕ
)
±.
The limit of this last term is given by the following lemma:
Lemma 4.9.
lim
ε→0
i
2ε
(
ImWε(f ε,uε), ϕ
)
± = 〈Q±, ϕ〉,
where Q± are defined above.
We postpone the proof of this lemma.
From this lemma, we obtain the source term coming from f in (4.9), i.e. 〈Q±, ϕ〉.
4.3.3.2. Second step: study of i2ε (Hεφεuε,uε)± − i2ε (φεuε, (Hε)∗uε)±. This is done in the lemma below.
Lemma 4.10. For all φε ∈ T 1(Rd), we have:
− i
ε
[
(Hεφεuε,uε)± −
(
φεuε, (Hε)∗uε
)
±
]
= ±(φε0(εDxd uε)	Γ , uε	Γ )Γ ± (φε0uε	Γ , (εDxd uε)	Γ )Γ
± (φε1(εDxd uε)	Γ , (εDxd uε)	Γ )Γ ± ((n± − ξ ′2)Wφε1uε	Γ , uε	Γ )Γ + O(ε).
Let us again postpone the proof of this lemma and first end the proof of Proposition 4.8.
From Lemma 4.10 and the definition of ν, ν˙, νJ , we directly deduce that
lim sup
ε→0
− i
ε
[
(Hεφεuε,uε)± −
(
φεuε, (Hε)∗uε
)
±
]= ±∫ 2ϕ0	Γ Re(dνJ )± ∫ (n2± − ξ ′2)ϕ1	Γ dν ± ∫ ϕ1	Γ dν˙.
Putting together the results of the first and second step, we obtain the limit of the right-hand side of (4.10):
lim sup
ε→0
− i
ε
([Hε,φε]uε,uε)± = 〈Q±, ϕ〉 ± ∫ 2ϕ0	Γ Re(dνJ )± ∫ (n2± − ξ ′2)ϕ1	Γ dν ± ∫ ϕ1	Γ dν˙.
Finally, using the equality (4.10), the proposition is proved. 
There remains to prove the two lemmas 4.9 and 4.10.
Proof of Lemma 4.9. As in the proof of Proposition 3.5, we can write:
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ε
(
Wε(f ε,uε), ϕ
)
± =
∫
f (x)wε(x + y′)ϕ0
(
ε
(
x′ + y
′
2
)
, εxd, y
′
)
dx dy′
−
∫
∂df (x)wε(x + y′)ϕ1
(
ε
(
x′ + y
′
2
)
, εxd, y
′
)
dx dy′
−
∫
f (x)∂dwε(x + y′)ϕ1
(
ε
(
x′ + y
′
2
)
, εxd, y
′
)
dx dy′.
Since wε , ∂dwε are bounded in B˙∗, and f ∈ L2N , ∂df ∈ L2N1 for some N, N1 > 1/2, we get that 1ε (Wε(f ε, uε), ϕ)±
is uniformly bounded with respect to ε.
Then, we argue as in the end of the proof of Proposition 3.5. We need the strong convergence of wε and ∂dwε
in L2loc(R
d) to w and ∂dw respectively. These two convergences are consequences of the uniform estimate for wε in
H 2loc(R
d) together with the Rellich’s theorem. We deduce
lim
ε→0
1
ε
(
Wε(f ε,uε), ϕ
)
± =
∫
xd≷1
f (x)w(x + y′)ϕ0(0, y′)dx dy′ −
∫
xd≷1
∂df (x)w(x + y′)ϕ1(0, y′)dx dy′
−
∫
xd≷1
f (x)∂dw(x + y′)ϕ1(0, y′)dx dy′.
Hence,
lim
ε→0
1
ε
(
Wε(f ε,uε), ϕ
)
− =
∫
fˆ (ξ)wˆ(ξ)ϕ(0, ξ)dξ,
and
lim
ε→0
1
ε
(
Wε(f ε,uε), ϕ
)
+ = 0.
We conclude using Im wˆ(ξ) = π2 (fˆ (ξ)+ q(ξ))δ(ξ2 − n2(0)), where q is an L2 density on the sphere ξ2 = n2(0). 
Proof of Lemma 4.10. We use Lemma 4.6 with v = φεuε and u = uε to get:
− i
ε
[
(Hεφεuε,uε)± −
(
φεuε, (Hε)∗uε
)
±
]
= ±(φεuε, εDxd uε)Γ ± (εDxd φεuε,uε)Γ
= ±(φεuε, εDxd uε)Γ ± (φεεDxd uε, uε)Γ +
(
ε(Dxd ϕ)
wuε,uε
)
Γ
,
where we use that εDdφε = φε(εDxd )+ ε(Dxd ϕ)w (see relation (C.1) in Appendix C for k = 0 and k = 1).
This calculation readily gives the result for tangential test operators of order 0. Indeed, since the trace of uε is
bounded in L2(Γ ), we have: (
ε(Dxd ϕ0)
wuε,uε
)
Γ
= O(ε) as ε → 0.
Thus, the result is proved for φε = φε0 . Let us now study the case when φε = (ϕ1ξd)w(x, εDx). We are left with the
following two terms: ((ϕ1ξd)wuε, εDxd uε)Γ and ((ϕ1ξd)w(εDxd )uε, uε)Γ . Using again the relation (C.1), we get:(
(ϕ1ξd)
wuε, εDxd u
ε
)
Γ
= (φε1(εDxd uε), εDxd uε)Γ + ε2((Dxd ϕ1)wuε, εDxd uε)Γ ,(
(ϕ1ξd)
w(εDxd )u
ε, uε
)
Γ
= (φε1(εDxd )2uε,uε)Γ + ε2((Dxd ϕ1)w(εDxd uε), uε)Γ .
As before, ε((Dxd ϕ1)wuε, εDxd uε)Γ = O(ε) and ε((Dxd ϕ1)w(εDxd uε), uε)Γ = O(ε). Hence,(
(ϕ1ξd)
wuε, εDxd u
ε
)
Γ
= (φε1(εDxd uε), εDxd uε)Γ + O(ε),(
(ϕ1ξd)
w(εDxd )u
ε, uε
)
Γ
= (φε1(εDxd )2uε,uε)Γ + O(ε).
Moreover, (εDxd )2 = Hε + (n2± − ξ ′2)w , from which we deduce:
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ϕw1 (εDxd )
2uε,uε
)
Γ
= (ϕw1 Hεuε,uε)Γ +
(
ϕw1 (n
2± − ξ ′2)wuε,uε
)
Γ
= (ϕw1 f ε,uε)Γ +
(
(n2± − ξ ′2)wϕw1 uε,uε
)
Γ
+ O(ε).
Now, since (
ϕw1 (x, εDx)f
ε,uε
)
Γ
= ((ϕ1	Γ )w(x, εDx′)f ε	Γ , uε	Γ )Γ = (Wε(f ε	Γ , uε	Γ ), ϕ1	Γ ),
we obtain ∣∣(ϕw1 (x, εDx)f ε,uε)Γ ∣∣ C‖f ε	Γ ‖L2(Γ )‖uε	Γ ‖L2(Γ ).
Hence, the assumption (H11) and the boundedness of (uε	Γ ) in L2(Γ ) imply:(
ϕw1 (x, εDx)f
ε,uε
)
Γ
→ 0 as ε → 0.
This ends the proof of the lemma. 
5. Refraction result in the case of two homogeneous media
In this section, we assume that n+ and n− are two constants with n− > n+ > 0. We choose to first detail our
method in the easier case of two homogeneous media. Indeed, the strategy of proof is exactly the same as in the
general case but the geometry of the rays is easy to treat in that particular case (the rays are pieces of lines). Moreover,
in this special case, we get a completely explicit formula for the Wigner measure associated with (uε), in particular
because we can identify the various radiation conditions at infinity that are necessary to entirely determine the Wigner
measure μ.
Now we state our main result in the case of two homogeneous media.
Theorem 5.1. Assume (H1) and (H9)–(H12). Let uε be the solution to the Helmholtz equation (1.1). Assume that the
refraction indices n+ and n− are constant, with n− > n+. Then, the Wigner measure associated with (uε) is given by:
μ(x, ξ) = 1{xd<1, ξd0}
0∫
−∞
Q(x + tξ, ξ)dt
+ 1{xd1, −√[n2]ξd<0}
( 0∫
1−xd
ξd
Q(x + tξ, ξ)dt +
1−xd
ξd∫
−∞
Q(xˇ + t ξˇ , ξˇ )dt
)
+ 1{xd1, ξd<−√[n2]}
( 0∫
1−xd
ξd
Q(x + tξ, ξ)dt +
1−xd
ξd∫
−∞
αR(ξ ′)Q(xˇ + t ξˇ , ξˇ )dt
)
+ 1{xd1, ξd>0}
( 0∫
1−xd
ξd
Q(x + tξ, ξ)dt +
1−xd
ξd∫
−∞
αT (ξ ′)Q(x˜ + t ξ˜ , ξ˜ )dt
)
,
where
Q(x, ξ) = 1
2d+1πd−1
δ(x)δ
(
ξ2 − n2−
)∣∣fˆ (ξ)∣∣2,
ξˇ = (ξ ′,−ξd), xˇ = (x′,2 − xd),
ξ˜ = (ξ ′, sgn(ξd)√ξ2d + [n2] ), x˜ = (x′,1 + (xd − 1) ξ˜d ),|ξd |
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and the coefficients of partial reflection and partial transmission are
αR(ξ ′) =
∣∣∣∣ 2
√
ω−(ξ ′)√
ω+(ξ ′)+
√
ω−(ξ ′)
∣∣∣∣2, αT (ξ ′) = ∣∣∣∣
√
ω+(ξ ′)−
√
ω−(ξ ′)√
ω+(ξ ′)+
√
ω−(ξ ′)
∣∣∣∣2.
Before going further, let us comment Theorem 5.1 with the support of Fig. 1 (where the regions Vj , j = 1, . . . ,4,
are defined in Section 5.2). In order to compute the value of μ at the point (x, ξ), we first use the transport equa-
tion (4.2) to obtain the relation between μ(x, ξ) and the value of μ along the bicharacteristics (x + tξ, ξ) until the
time when this curve reaches the interface:
μ(x, ξ) = μ(x + tξ, ξ)+
0∫
t
Q(x + sξ, ξ)ds.
The first part of μ in Theorem 5.1, i.e. when (x, ξ) ∈ V1 in Fig. 1, corresponds to points (x, ξ) on the left side of the
interface such that the bicharacteristics passing through (x, ξ) at t = 0 does not reach the interface for t ∈ (−∞,0).
The value of μ at such points is obtained using the radiation condition at infinity stated in Lemma 4.3. The second
part of μ, i.e. when (x, ξ) ∈ V2 in Fig. 1, corresponds to points (x, ξ) on the left side of the interface such that the
bicharacteristics passing through (x, ξ) at t = 0 reaches the interface at a point where the ray is totally reflected (at
time (1 − xd)/ξd ). Finally, the third and fourth parts of μ correspond to the two parts of the ray drawn for (x, ξ) ∈ V3
in Fig. 1. For such points, the energy is partially reflected and partially transmitted at the interface.
Theorem 5.1 is proved in the subsequent sections 5.1 and 5.2. We first define the boundary measures (related to the
traces of the measures μ± at the boundary). Then, we obtain the propagation relations at the boundary (total reflexion
and refraction) using the transport equations up to the boundary obtained in the previous section. Finally, we get the
Wigner measure μ by solving the transport equation satisfied by μ and using both the radiation condition at infinity
and the propagation relations at the boundary.
5.1. Boundary measures
In this section, we introduce the boundary measures related to the trace of μ on the interface and we give relations
between these measures and the semiclassical measures ν, ν˙ and νJ associated with the traces of uε and its derivative
ε∂du
ε on the interface. This task is performed using the transport equations on μ± up to the boundary (4.9).
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Outside the interface, μ is a solution to the transport equation
ξ · ∇xμ = Q(x, ξ) = 12d+1πd−1 δ(x)δ
(|ξ |2 − n2−)∣∣fˆ (ξ)∣∣2,
which we can rewrite, when ξd = 0,
∂xdμ+
1
ξd
ξ ′ · ∇x′μ = 1
ξd
Q(x, ξ).
In the last equation, the coefficients are smooth in Rdx ×(Rdξ \{ξd = 0}). Moreover, since f ∈ B˙ , its Fourier transform fˆ
belongs to L2(|ξ |2 = n2−), hence Q ∈ C(Rxd ,D′(Rd−1x′ ×Rdξ ))) and 1ξd Q(x, ξ) ∈ C(Rxd ,D′(Rd−1x′ × (Rdξ \ {ξd = 0})).
Therefore, using Theorem 4.4.8′ in Hörmander [12] we deduce:
μ ∈ C(Rxd ,D′(Rd−1x′ × (Rdξ \ {ξd = 0}))).
For this reason, we can define, in {ξd = 0}, the traces,
μ0± = μ	xd=1± . (5.1)
These measures inherit the positivity of μ and they satisfy the jump formula:
∂xd (1xd≷1μ) = 1xd≷1∂xdμ± δ(xd − 1)⊗μ0±.
Since we have the localization property supp(μ±) ⊂ {|ξ |2 = n2±}, there exist four nonnegative measures μout± ,μin± (see
Fig. 2) such that
μ0+ = δ(ξd +
√
ω+ )⊗μin+ + δ(ξd −
√
ω+ )⊗μout+ , (5.2)
μ0− = δ(ξd −
√
ω− )⊗μin− + δ(ξd +
√
ω− )⊗μout− , (5.3)
where ω± has been defined in Section 4.1, ω± = n2± − ξ ′2.
Our goal is now to find relations between μin−, μin+, μout− and μout+ that translate the transmission/reflection
phenomena at the interface.
First, let us introduce the following last measures.
Lemma 5.2. There exist two nonnegative measures μ∂± on T ∗Γ with support in the set {|ξ ′|2 = n2±} such that
μ± = 1{xd≷1}μ± + δ(xd − 1)⊗ δ(ξd)⊗μ∂± .
Remark. This means that the density at the interface (xd = 1) can be only carried by the gliding rays ξd = 0. In the
particular case we are studying, these rays do not “come from” one medium since ξ is constant along a ray. Hence,
we will have to study separately the density inside the interface.
Fig. 2. Boundary measures.
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χ(λ) = 2 if λ 1. Let η > 0. We use the transport equation given by Proposition 4.8 with ϕ0 = 0 and ϕ1(x, ξ ′) =
ηχ(
xd−1
η
)θ(x, ξ ′). It gives:
−
〈
μ±, ξ · ∇x
(
ηχ
(
xd − 1
η
)
θξd
)〉
=
〈
Q±, ηχ
(
xd − 1
η
)
θξd
〉
+ η〈ν˙ + (n2± − ξ ′2)ν, θ0〉T ∗Γ ,
where θ0 is the trace of θ at the interface Γ .
Since Q+ = 0, Q− = 12d+1πd−1 δ(x)δ(|ξ |2 − n2−)|fˆ (ξ)|2 and χ(xd−1η ) has support near xd = 1, we deduce that
〈Q±, η χ(xd−1η )θξd〉 = 0 for η small enough. Moreover, ξ ·∇x(ηχ(xd−1η )θξd) = χ ′( xd−1η )ξ2d θ + ξ ′ · ∇x′θηχ(xd−1η )ξd
converges pointwise to 1{xd=1}ξ2d θ as η → 0 and it is uniformly bounded with respect to η on the support of μ±. Thus,
using the dominated convergence theorem, we deduce 〈1{xd=1}ξ2dμ±, θ〉 = 0. Since the test function θ is arbitrary, we
get supp(1{xd=1}μ±) ⊂ {xd = 1, ξd = 0} ∩ {|ξ |2 = n2±}. 
Next, we obtain the relations that we are looking for, depending on the regions of T ∗Γ .
Lemma 5.3. For ξd = 0, in the set {ω± > 0}, we have:
(i) ±ReνJ = √ω±(μout± −μin±),
(ii) 12 ν˙ = ω±(μout± +μin± − 12ν).
Proof. Let χ ∈ C∞(R) be a nonnegative function such that χ(λ) = 0 if λ  1 and χ(λ) = 1 if λ  2. We denote
χη(ξ
′) = χ(n2±−ξ ′2
η
). Let χ0 ∈ C∞c be a nonnegative function such that χ0(1) = 1 and supp(χ0) ⊂ [1/2,3/2]. Let
θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ ′ ).
We successively use the transport equation given by Proposition 4.8 with the choice ϕ0 = χη(ξ ′)θ(x′, ξ ′)χ0(xd),
ϕ1 = 0, next with ϕ0 = 0, ϕ1 = χη(ξ ′)θ(x′, ξ ′)χ0(xd). This gives the two relations:
−〈μ±, ξ · ∇xϕ0〉 = 〈Q±, ϕ0〉 ±
〈
ReνJ ,χηθ
〉
T ∗Γ ,
−〈μ±, ξ · ∇xϕ1ξd〉 = 〈Q±, ϕ1ξd〉 ± 12 〈ν˙ +ω±ν,χηθ〉T ∗Γ .
Since Q+ = 0, and Q− = 1(2π)d δ(x)δ(|ξ |2 − n2−)|fˆ (ξ)|2, we have:
〈Q±, ϕ0〉 = 〈Q±, ϕ1ξd〉 = 0.
Moreover, using Lemma 5.2, we get:
−〈μ±, ξ · ∇xϕ0〉 = −〈1{xd≷1}μ,ξ · ∇xϕ0〉 −
〈
δ(xd − 1)⊗ δ(ξd)⊗μ∂±, ξ · ∇xϕ0
〉
= 〈ξ · ∇x(1{xd≷1}μ),ϕ0〉− 〈μ∂±, χη ξ ′ · ∇x′θ 〉.
Since the support of μ∂± lies in {ξ ′2 = n2±}, and since χη vanishes on this set, we deduce:
lim
η→0
〈
μ∂± , χη ξ
′ · ∇x′θ
〉= 0.
In the same way, we may prove 〈δ(xd − 1)⊗ δ(ξd)⊗μ∂± , ξ · ∇x(ϕ1ξd)〉 → 0 as η → 0.
Finally, since for all (x′, ξ ′) ∈ T ∗Γ , χη(ξ ′)θ(x′, ξ ′) → 1{n2±−ξ ′2=0}θ(x′, ξ ′) as η → 0, we obtain:〈(
μout± −μin±
)√
ω±, θ
〉
T ∗Γ = ±
〈
ReνJ , θ
〉
T ∗Γ ,〈(
μout± +μin±
)
ω±, θ
〉
T ∗Γ =
1
2
〈ν˙ +ω±ν, θ〉T ∗Γ .
Last, θ being arbitrary, the lemma is proved. 
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(i) ν˙ = 0 on {ω+ = 0}.
(ii) Re(νJ ) = 0 on {ω+  0}.
Proof. Let χ ∈ C∞(R) be a nonnegative function such that χ(λ) = 0 if λ 1 and χ(λ) = 1 if λ 2. Let χ0 ∈ C∞c (R)
be a nonnegative function such that χ0(1) = 1 and supp(χ0) ⊂ [1/2,3/2]. Let θ ∈ Cˆ∞c (Rd−1x′ × Rd−1ξ ′ ).
We use the transport equation (4.9) with ϕ0 = χ( |ξ
′|2−n2+
η
)θ(x′, ξ ′)χ0(xd), ϕ1 = 0. Since suppμ+ ⊂ {|ξ |2 = n2+},
we have:
〈μ±, ξ · ∇xϕ0〉 = 0,
hence 〈
Re
(
νJ
)
, χ
( |ξ ′|2 − n2+
η
)
θ(x′, ξ ′)
〉
T ∗Γ
= 0.
Then taking the limit η → 0, we get 〈
Re
(
νJ
)
,1{ω+<0}θ(x′, ξ ′)
〉
T ∗Γ = 0.
Thus, Re(νJ ) = 0 on {ω+ < 0}.
To obtain the result on {ω+ = 0}, we again use the transport equation (4.9). Let χ ∈ C∞c (R) be nonnegative,
χ(0) = 1, χ ′(0) = 0, and χη(ξ ′) = χ( |ξ
′|2−n2+
η
); θ and χ0 are as before. We write the transport equation (4.9) with
ϕ0 = 0 and ϕ1(x, ξ ′) = θ(x′, ξ ′)χ0(xd)χη(ξ ′):〈
μ+, ξ · ∇x(θχ0χηξd)
〉= 〈Q,θχ0χηξd〉 + 〈ν˙ +ω+ν, θχηξd〉T ∗Γ .
This gives,
〈ν˙, θχηξd〉T ∗Γ = −〈ω+ν, θχηξd〉T ∗Γ + 〈μ+, ξ ′ · ∇x′θχ0χηξd〉 + 〈μ+, ξ2d θχ0χη〉 (5.4)
where we have used 〈Q,θχ0χηξd〉 = 0. This last relation comes from the fact that χ0 vanishes on the support of Q
(i.e. when x = 0).
Now, we study the three terms in the right-hand side of (5.4). The first term is easily bounded by:∣∣∣∣∫ ω+χηθ dν∣∣∣∣ η∥∥λχ(λ)∥∥L∞ ∣∣∣∣∫ θ dν∣∣∣∣.
To bound the other two terms, we use that the support of μ+ lies in {|ξ |2 = n2+} = {ξ2d = ω+}. We obtain:∣∣∣∣∫ ξ ′ · ∇x′θχ0χηξd dμ+∣∣∣∣√η∥∥λχ(λ2)∥∥L∞ ∣∣∣∣∫ ξ ′ · ∇x′θ dμ+∣∣∣∣,∣∣∣∣∫ ξ2d χηχ ′0θ dμ+∣∣∣∣ η∥∥λχ(λ)∥∥L∞ ∫ |θ |dμ+.
Hence, the right-hand side of (5.4) tends to 0 as η → 0. Since χη converges pointwise to 1{ω+=0}, taking the limit
η → 0 in Eq. (5.4), we get ν˙ = 0 on the set {ω+ = 0}.
Moreover, by the Hermitian positivity of the semiclassical matrix valued measure associated to the traces of uε and
ε∂xd u
ε
, we have |νJ | ν1/2ν˙1/2. Therefore, νJ vanishes on the set {ω+ = 0} as well. 
Let us end this section with the following result on the measures μ∂± . Unfortunately, Eq. (5.5) does not suffice to
determine μ∂± = 0. This last point is linked with the radiation condition at infinity satisfied by μ∂± (see Theorem 5.6
and Section 7.2).
Lemma 5.5. The measures μ∂± satisfy the following transport equation in T ∗Γ (“inside the boundary”):
ξ ′ · ∇x′μ∂± = 0. (5.5)
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χ ∈ C∞c (R) be nonnegative, χ(0) = 1, χ ′(0) = 0, and χη(ξ ′) = χ( |ξ
′|2−n2+
η
). Let θ ∈ Cˆ∞c (Rd−1x′ ×Rd−1ξ ′ ). Let η > 0 be
a small parameter.
We write the transport equation (4.9) with ϕ0(x, ξ ′) = θ(x′, ξ ′)χ( xdη1/3 )χη(ξ ′) and ϕ1 = 0:〈
μ±, ξ · ∇x
(
θχ
(
xd
η1/3
)
χηξd
)〉
=
〈
Q±, θχ
(
xd
η1/3
)
χη
〉
+ 〈ReνJ , θχη〉T ∗Γ . (5.6)
Let us first prove that the right-hand side of (5.6) vanishes. Indeed, since Q+ = 0 and Q− has support at x = 0, we
get 〈Q±, θχ( xdη1/3 )χη〉 = 0. Moreover, ReνJ vanishes on {ω+  0} = {ξ ′2  n2+}, hence it vanishes on the support of
χη . Thus, we obtain 〈ReνJ , θχη〉T ∗Γ = 0.
Now, we prove that the left-hand side of (5.6) is equal to 〈μ∂± , ξ ′ · ∇x′θ〉.
We have:〈
μ±, ξ · ∇x
(
θχ
(
xd
η1/3
)
χη(ξ
′)
)〉
=
〈
μ±, θ
ξd
η1/3
χ ′
(
xd
η1/3
)
χη(ξ
′)
〉
+
〈
1{xd≷1}μ±, ξ
′ · ∇x′θχ
(
xd
η1/3
)
χη(ξ
′)
〉
+ 〈μ∂±, ξ ′ · ∇x′θχη(ξ ′)〉.
First, as in the proof of Lemma 5.4, we write:∣∣∣∣∫ ξdη1/3 χη(ξ ′)χ ′
(
xd
η1/3
)
θ dμ±
∣∣∣∣ η1/2−1/3∥∥λχ(λ2)∥∥L∞ ∣∣∣∣∫ ξ ′ · ∇x′θ dμ±∣∣∣∣.
Hence, we get, as η → 0, 〈
μ±, θ
ξd
η1/3
χ ′
(
xd
η1/3
)
χη(ξ
′)
〉
→ 0.
Second, since ξ ′ · ∇x′θχ( xdη1/3 )χη(ξ ′) weakly converges to 0 when η → 0 almost everywhere for the measures
1{xd≷1}μ±, we have: 〈
1{xd≷1}μ±, ξ
′ · ∇x′θχ
(
xd
η1/3
)
χη(ξ
′)
〉
→ 0 as η → 0.
Third, since μ∂± has support in {ξ ′2 = n2±}, we get:〈
μ∂± , ξ ′ · ∇x′θχη(ξ ′)
〉→ 〈μ∂±, ξ ′ · ∇x′θ〉 as η → 0.
In conclusion, we obtain 〈μ∂± , ξ ′ · ∇x′θ〉 = 0. 
5.2. Reflexion/transmission at the interface
In this section, we end the proof of our main theorem in the case of two homogeneous media. We prove it by solving
Cauchy problems with respect to the xd variable. These problems are of two types: in the regions where the rays of
geometrical optics do not reach the interface when t → −∞, we solve Cauchy problems with boundary conditions at
infinity in space; in the other regions, we solve Cauchy problems with initial data at xd = 1.
We use the following partition of phase space:
T ∗Rd = {xd < 1, ξd  0} ∪
{
xd  1, −
√[
n2
]
 ξd < 0
}∪ {xd  1, ξd < −√[n2]}
∪ {xd > 1, ξd  0} ∪ {xd  1, ξd > 0} ∪ {xd = 1, ξd = 0}
= V1 ∪ V2 ∪ V3 ∪ V4 ∪ V5 ∪ V6.
The value of μ in the first five regions will be obtained by solving the transport equation (4.2) on each region Vj
(j = 1, . . . ,5), using the radiation condition at infinity and Lemmas 5.3 and 5.4 to get the values at the boundary. At
variance, the value of μ in V6 cannot be obtained using a transport equation since no ray coming from one media
reaches the interface with ξd = 0 (the rays are given by (x + tξ, ξ) in the homogeneous case). Thus, we have to study
directly μ∂± . The following proposition implies that μ = 0 in the region V6.
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μ∂± = 0.
Proof. The reader can find the proof of this theorem in Section 7.2. Using the explicit formula known for the resolvent
of the Helmholtz operator in that particular case, the study reduces to a (non-)stationary phase method with singu-
larities. These singularities come from the roots
√
ξ ′2 − n2± + iαεε that appear both in the phase function and as test
functions and that are singular near ξ ′2 = n2± when ε → 0. In order to treat this problem, the key ingredients are a
contour deformation in the complex plane and the use of almost-analytic extensions. 
In the first region V1, μ is the solution to ξ · ∇xμ = Q with the outgoing condition at infinity μ(x, ξ) → 0 as
|x| → ∞ with x · ξ < 0 (it is a consequence of the radiation condition (4.3)). On the other hand, if (x, ξ) ∈ V1, then
for all t < 0, (x + tξ, ξ) ∈ V1. We deduce:
μ(x, ξ) = μ(x + tξ, ξ)+
0∫
t
Q(x + sξ, ξ)ds.
Taking the limit t → −∞, we obtain the value of μ in V1:
μ(x, ξ) =
0∫
−∞
Q(x + sξ, ξ)ds.
As a consequence,
δ(ξd − √ω− )⊗μin−(x′, ξ ′) =
0∫
−∞
Q(x′ + sξ ′,1 + sξd, ξ)dt.
In particular, the measure μin− is known.
Now, we compute μ in the region V2. We consider the following part of the interface: {ω− > 0} ∩ {ω+  0}, which
corresponds to 0 <ω−  [n2]. On this set, since ReνJ = 0, from Propositions 5.3 and 5.4, we get μout− = μin−. Hence,
for −
√
[n2] ξd < 0, we recover:
δ(ξd + √ω− )⊗μout− = δ(ξˇd −
√
ω− )⊗μin−(x′, ξˇ ′) =
0∫
−∞
Q(x′ + sξˇ ′,1 + sξˇd , ξˇ )ds, (5.7)
where ξˇ = (ξ ′,−ξd). Hence, we are left with the following Cauchy problem in the xd variable with initial data (5.7)
at the interface xd = 1: for (x, ξ) ∈ V2,{
∂xdμ+ ξ−1d ξ ′ · ∇x′μ = ξ−1d Q, xd < 1,
μ|{xd=1}(x′, ξ) =
∫ 0
−∞ Q(x
′ + sξˇ ′,1 + sξˇd , ξˇ )ds.
This problem is explicitly solvable. For (x, ξ) ∈ V2, we obtain:
μ(x, ξ) = μ|{xd=1}
(
x′ + 1 − xd
ξd
ξ ′, ξ
)
−
1∫
xd
Q
(
x′ + s − xd
ξd
ξ ′, s, ξ
)
ds
ξd
=
0∫
−∞
Q
(
x′ +
(
1 − xd
ξd
+ s
)
ξˇ ′,1 + sξˇd , ξˇ
)
ds −
1∫
xd
Q
(
x′ + s − xd
ξd
ξ ′, s, ξ
)
ds
ξd
=
1−xd
ξd∫
−∞
Q(x′ + t ξˇ ′,2 − xd + t ξˇd , ξˇ )ds +
0∫
1−xd
Q(x′ + tξ ′, xd + tξd , ξ)ds.
ξd
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Remark. One can notice that 1−xd
ξd
is the time at which the bicharacteristics reaches the interface. The point (x′,2−xd)
is the symmetric of x with respect to the interface (see Fig. 3).
Next, we consider the part {ω− > 0} ∩ {ω+ > 0} of the interface. In the region V4, μ satisfies the equation
ξ · ∇xμ = 0 with the outgoing radiation condition at infinity μ(x, ξ) → 0 as |x| → ∞, x · ξ < 0. Hence, μ = 0 in
this region, and
μin+ = 0.
In the next lemma, we write the relations between the other three measures μin−, μout− , μout+ . These relations translate
the refraction phenomenon. The proof of this result is borrowed from [15].
Lemma 5.7. Let B ⊂ {ω− > 0} ∩ {ω+ > 0} be a Borel set.
If μin+ = 0 in B, then μout+ = αT μin− and μout− = αRμin−.
Proof. Using Lemma 5.3, we get
ν˙ +ω+ν = 2ω+μout+ = 2
√
ω+ ReνJ .
But the matrix measure
(
ν ν¯J
νJ ν˙
)
is Hermitian so, ∣∣νJ ∣∣ (ν)1/2(ν˙)1/2.
Hence, we recover:
2(ω+ν)1/2(ν˙)1/2  ν˙ +ω+ν = 2√ω+ ReνJ  2(ω+ν)1/2(ν˙)1/2
and
ν˙ = ω+ν in {ω− > 0} ∩ {ω+ > 0}.
Thus, we now have five equations (the equation above and the four equations in Lemma 5.3) involving the six unknown
measures ν, ν˙, νJ , μout+ , μin+ and μin−. After some calculations, we deduce{
μout+ = αT μin−,
μin+ = αRμin−,
where the coefficients αR and αT are defined in Theorem 5.1. 
Using this lemma, we can now determine μ in the remaining regions V3 and V5 by solving Cauchy problems with
initial data at xd = 1.
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reflexion coefficient):
μ(x, ξ) =
0∫
1−xd
ξd
Q(x′ + tξ ′, xd + tξd , ξ)ds +
1−xd
ξd∫
−∞
αR(ξ)Q(x′ + t ξˇ ′,2 − xd + t ξˇd , ξˇ )ds.
In the region V5, we have:
μ(x, ξ) =
0∫
1−xd
ξd
Q(x + tξ, ξ)dt +
0∫
−∞
αT (ξ)Q
(
x′ + 1 − xd
ξd
ξ ′ + tξ ′,1 + t ξ˜d , ξ˜
)
dt,
so
μ(x, ξ) =
1−xd
ξd∫
0
Q(x + sξ, ξ)ds +
1−xd
ξd∫
−∞
αT (ξ)Q
(
x′ + sξ ′,1 + (xd − 1) ξ˜d
ξd
+ sξ˜d , ξ˜
)
ds.
This ends the proof of Theorem 5.1.
6. Refraction result in the general case
This section is devoted to the proof of our main result in the case of a general index of refraction. We use the same
method as in the homogeneous case studied in Section 5. The main extra difficulty is of course the geometry of the
rays. As it is usual in such problems, we first define the induced geometry of the boundary, i.e. the elliptic, hyperbolic
and glancing regions. One of the main differences is that, in the general case, there exist glancing rays that come from
the media at the interface and may carry some energy.
6.1. Geometry of the boundary
In order to state our assumptions (in particular what we mean by “non-gliding condition”), we need to define a
geometry of the interface. From each side of the interface, we can define an induced partition of the boundary (that is
usual in the study of boundary problems).
We recall that ω±(x′, ξ ′) = n2±(x′,1)− ξ ′2, where n2±(x′,1) = limxd→1± n2±(x).
Let π± be the restriction of the projection map T ∗Rd	Γ → T ∗Γ to the characteristic set Σ± = {ξ2 = n2(x),
xd ≷ 1}. Then, from each side, T ∗Γ can be decomposed as the union of the following regions:
• the elliptic region E± = {(x′, ξ ′) ∈ T ∗Γ | ω±(x′, ξ ′) < 0} is such that π−1± (E±) = ∅,
• the hyperbolic region H± = {(x′, ξ ′) ∈ T ∗Γ | ω±(x′, ξ ′) > 0} is the set of points which possess two distinct
inverse images by π±: (π in± )−1(x′, ξ ′) = ∓
√
ω±(x′, ξ ′) and (πout± )−1(x′, ξ ′) = ±
√
ω±(x′, ξ ′),
• the glancing region G± = {(x′, ξ ′) ∈ T ∗Γ | ω±(x′, ξ ′) = 0} is the set of points which possess only one inverse
image. There, the Hamiltonian vector field is tangent to T ∗Γ .
The last region can be decomposed into the following three subregions:
• the diffractive region Gd± = G± ∩ {±∂d n2± > 0} of points at which the Hamiltonian vector field and its opposite
are pointing into the considered side,
• the gliding region Gg± = G± ∩ {±∂d n2± < 0},
• the gliding region of higher order G0± = G± ∩ {±∂d n2± = 0}.
Remark. In the constant coefficient case, the glancing region G is reduced to the gliding region of higher order G0.
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Let R :Hout± Hin± be the reflection map such that R = (π in)−1 ◦ π on Hout and R = (πout)−1 ◦ π on Hin.
Finally, we define the transmission map T+ :π−1+ (H+) → π−1− (H−): for all X ∈ T ∗Rd ,{
π+(X) = π−(T+(X)),
(X,T+(X)) ∈Hin+ ×Hout− ∪Hout+ ×Hin−,
and we denote T− = T −1+ .
6.2. Boundary measures
As in the case of two homogeneous media studied in Section 5.1, we can define boundary measures μin±, μout± , as
in formulas (5.2), (5.3), together with the measures μ∂± as in Lemma 5.2. The measures μin±, μout± are nonnegative
measures defined on the hyperbolic regionsH± and μ∂± are nonnegative measures on T ∗Γ with support in G±. Using
the same method as in the homogeneous case, we can prove the following two lemmas similar to Lemmas 5.3 and 5.7.
Lemma 6.1. In the set H+ ∩H−, we have:
(i) ±ReνJ = √ω±(μout± −μin±),
(ii) 12 ν˙ = ω±(μout± +μin± − 12ν).
Lemma 6.2. Let B be a Borel set included in H+ ∩H−.
(i) If μin− = 0 on B, then μout+ = αRμin+ and μout− = αT μin+ on B,
(ii) If μin+ = 0 on B, then μout− = αRμin− and μout+ = αT μin− on B, where
αR = 1 − αT =
∣∣∣∣ 2√ω−√ω+ − √ω−
∣∣∣∣2.
Proof. The proof is the same as Lemma 5.7. 
The third result is the analogous to Lemma 5.4 in the inhomogeneous case. Indeed, in the homogeneous case,
the glancing region coincides with the gliding region of higher order G0, therefore the following lemma reduces to
ν˙ = νJ = 0 on G.
Lemma 6.3. On the glancing region Gσ , σ ∈ {+,−}, we have:
(i) −σ(∂dn2σ )μ∂σ = 12 ν˙,
(ii) μ∂σ = 0 on Gdσ and ν˙ = νJ = 0 on Gdσ ∪ G0σ .
Proof. The second point is an easy consequence of point (i), since ν˙ and μ∂σ are nonnegative measures, σ∂dn2σ > 0
on Gdσ and ∂dn2σ = 0 on G0σ . Let us prove point (i). We use the same multipliers as in the proof of Lemma 5.4.
Let χ0 ∈ C∞c be a nonnegative function such that χ0(0) = 1 and supp(χ0) ⊂ [−1/2,1/2], let θ ∈ Cˆ∞c (Rd−1x′ ×
R
d−1
ξ ′ ). Let χ ∈ C∞c (R) be nonnegative, χ(0) = 1, χ ′(0) = 0, and χη(x, ξ ′) = χ(ωση ) = χ(n
2
σ (x)−ξ ′2
η
). We write the
transport equation (4.9) with ϕ0 = 0 and ϕ1 = θχ0(xd − 1)χη(x, ξ ′). It gives:
−
〈
μσ ,
(
ξ · ∇x + 12∇xn
2
σ · ∇ξ
)
(θχ0χηξd)
〉
= 〈Q,θχ0χηξd〉 + σ 12 〈ν˙ +ωσν, θχηξd〉T ∗Γ .
Since (ξ ′ · ∇x′ + 12∇x′n2σ · ∇ξ ′)ωσ = 0, there are only two extra terms to handle in comparison with the proof of
Lemma 5.4. These are 〈μσ , ξ
2
d χ ′(ωσ )θχ0〉 and 〈μσ , 1∂dn2σ θχ0χη〉.η η 2
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as η → 0.
We turn to the study of the first term. The support of μσ lies in {ξ2d = ωσ }, then | ξ
2
d
η
χ ′(ωσ
η
)θχ0| is bounded by
‖λχ ′(λ)‖L∞|θχ0| on the support of μσ . Now, using the dominated convergence theorem, together with the fact that
ωσ
η
χ ′(ωσ
η
) converges pointwise to 0, we obtain:〈
μσ ,
ξ2d
η
χ ′
(
ωσ
η
)
θχ0
〉
→ 0 as η → 0.
Eventually, we have obtained:
−〈μσ 1{ωσ=0}, σ∂dn2σ θχ0〉= 〈ν˙	G, θ〉T ∗Γ .
Now, we replace χ0(xd −1) by χ0( xd−1η ) in the previous equation. Since there are no derivatives with respect to xd ,
we can apply again the dominated convergence theorem as η tends to 0. This yields: −〈μ∂σ , σ∂dn2σ θ〉 = 〈ν˙	G, θ〉T ∗Γ .
The lemma is proved. 
6.3. Snell–Descartes semi-group and last assumptions
As in the constant coefficient case, our proof of the refraction result will use the transport equation (4.2) in the
interior of each medium, the propagation properties at the interface given in Lemma 6.2 together with the radiation
condition at infinity (4.3). For this purpose, we need to define the “past” of any point (x, ξ) ∈ T ∗Rd , i.e. a “trajectory”
from −∞ to 0 that passes through (x, ξ) at t = 0 (because of the outgoing radiation condition at infinity, we need the
“past” of (x, ξ) and not its “future”).
Lemmas 6.2 and 6.3 allow us to study the propagation of the measure at the interface except when:
• density comes upon G0+ ∪ Gg+ from {xd > 1} or upon G0− ∪ Gg− from {xd < 1},
• density comes upon H+ ∩H− from both sides at the same point.
For this reason, we need to assume the non-gliding condition,
(H13) μ∂+(G0+ ∪ Gg+) = μ∂−(G0− ∪ Gg−) = 0,
and the non-interference condition,
(H14) μin+ and μin− are mutually singular.
Note that hypothesis (H13) ensures that no density can be trapped in the interface. Indeed, (H13) together with
Lemma 6.3 imply that μ∂± = 0.
Now, we define the Snell–Descartes semi-group (see for instance L. Miller [16]).
Let (x, ξ) ∈ T ∗Rd and (bn) ∈ {R,T }N∗ be given. We construct a map γ : ]−∞,0] → T ∗Rd by a recursive process.
For all t  0, we denote γ (t) = (xγ (t), ξγ (t)).
Initially, we set n = 0. If (x, ξ) /∈ (Σ+ \ (G+ ∪Hout+ ))∪ (Σ− \ (G− ∪Hout− )) then γ is stationary: γ ≡ (x, ξ). If not,
then (x, ξ) ∈ Σσ \(G0σ ∪Gdσ ∪Houtσ ) for some σ ∈ {+,−} and γ is identified with the bicharacteristic flow (X(t),Ξ(t))
from (x, ξ) on a maximal interval (t¯ ,0]. When the interval is finite, γ has a limit from the right (x¯, ξ¯ ) ∈ Gdσ ∪G0σ ∪Houtσ
at t¯ . Then, we iterate the previous step from γ (t¯ ) defined as γ (t¯ ) = (x¯, ξ¯ ) when (x¯, ξ¯ ) ∈ Gdσ ∪ G0σ , and otherwise as:
if πσ (x¯, ξ¯ ) /∈H+ ∩H− then γ (t¯ ) = R(x¯, ξ¯ ); if πσ (x¯, ξ¯ ) ∈H+ ∩H− then n is replaced by n+ 1, and γ (t¯ ) = R(x¯, ξ¯ )
if bn = R, γ (t¯ ) = Tσ (x¯, ξ¯ ) if bn = T . The trajectory thus defined is continuous from the left with limit from the right.
The past of (x, ξ) ∈ T ∗Rd in the term t ∈ R− is the set At(x,ξ) of the various restrictions to (t,0] of the trajectories
γ obtained by the above process starting from (x, ξ) and a choice of a sequence (bn) ∈ {R,T }N∗ . Given the positive
bounded continuous reflection and transmission coefficients αR and αT on H+ ∩H− (see Lemma 6.2), we assign
to each trajectory γ ∈ At the weight α(γ ) obtained by multiplying, for each choice b ∈ {R,T } made during its(x,ξ)
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construction, the value taken by αb at the corresponding point of H+ ∩H−. Moreover, if γ is stationary for t ′  t , we
let α(γ ) = 0 for t ′  t .
By construction, the pasts satisfy the following semigroup property: the trajectories γ of At(x,ξ) which coincide on
(t0,0] (where t0 > t1) with γ0 ∈At0(x,ξ) are obtained by gluing to it the trajectories γ ′ ∈At1−t0γ0(t0), i.e. setting γ (t) = γ0(t)
for all t ∈ (t0,0] and γ (t) = γ ′(t − t0) for all t ∈ (t1, t0]. Moreover, α(γ ) = α(γ0)α(γ ′), and ∑γ∈At
(x,ξ)
α(γ ) = 1.
Therefore, we may define a positive contraction semigroup (St )t0 on bounded Borel functions f on T ∗Rd by:
Stf (x, ξ) =
∑
γ∈At
(x,ξ)
α(γ )f
(
xγ
(
t+
)
, ξγ
(
t+
))
.
We call Snell–Descartes semigroup the dual semigroup (S∗t )t0 acting on the set M(T ∗Rd) of positive Radon
measures on phase space.
We can now state our last assumption: in order to use the radiation condition at infinity, we need that the rays go at
infinity away from the interface, so we assume that
(H15) for all (x, ξ) ∈ T ∗Rd , for all choice of (bn) ∈ {R,T }N∗ , the map γ constructed by the above process satisfies:
∃ T (γ ) < 0 such that ∀t  T (γ ), γ (t) is stationary or xγd (t) = 1,
i.e. γ (t) coincides with the bicharacteristic curve for t  T (γ ) if γ is not stationary.
6.4. Refraction result
Let us first state precisely the main result we are going to prove in the general case.
Theorem 6.4. Assume (H1)–(H15). Then, the Wigner measure associated with the sequence (uε) is given by:
μ =
0∫
−∞
(S∗t Q)dt,
where Q(x, ξ) = 12d+1πd−1 δ(x)δ(ξ2 − n2(0))fˆ (ξ)(
¯ˆ
f (ξ) + q(ξ)), q being as in Theorem 3.2, and S∗t is the Snell–
Descartes semi-group defined in Section 6.3.
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propagation at the boundary. The first one, that will imply the refraction result, is stated in Lemma 6.2. The sec-
ond one, that will give the total reflexion result, is contained in the following lemma.
Lemma 6.5 (Total reflection). On the set H− ∩ (E+ ∪ G+), we have μin− = μout− .
Proof. From Lemma 6.3, we have ν˙ = νJ = 0 on Gd+ ∪ G0+, and −(∂dn2+)μ∂+ = 12 ν˙. Hence, using the hypothesis
(H14) (μ∂+(Gg+) = 0), we get ν˙ = 0 on Gg+. Hence, νJ = 0 on Gg+. Thus, the first identity in Lemma 6.1 gives that
μin− = μout− on H− ∩ (E+ ∪ G+). 
Proof of Theorem 6.4. Let (x, ξ) ∈ T ∗Rd . If (x, ξ) ∈ T ∗Rd \ (Σ+ ∪ Σ−), (x, ξ) /∈ supp(μ), so μ(x, ξ) = 0 and
looking at the construction of the semi-group S∗t , we have also S∗t = 0 for all t  0. Hence, μ(x, ξ) =
∫ 0
−∞ S
∗
t Qdt .
If (x, ξ) ∈ (G+ ∪ G− ∪Hout+ ∪Hout− ), then we have S∗t = 0 for all t  0 and μ(x, ξ) = 0 (since μ∂ = 0).
Last assume (x, ξ) ∈ Σ− ∩ {xd  1} (the case (x, ξ) ∈ Σ+ ∩ {xd  1} can be treated similarly). One can define the
bicharacteristic curve. Let (t¯ ,0] be the maximal interval on which the bicharacteristic curve passing through (x, ξ) at
t = 0 is defined.
If t¯ = −∞, using the transport equation in the interior of the medium, we obtain for all t  t¯ ,
μ(x, ξ) = μ(X(t),Ξ(t))+ 0∫
t
Q
(
X(s),Ξ(s)
)
ds.
Hence, using the outgoing radiation condition stated in Corollary 4.3 and the fact that |X(t)| → ∞ with
X(t) ·Ξ(t) < 0, we get that
μ(x, ξ) =
0∫
−∞
Q
(
X(s),Ξ(s)
)
ds =
0∫
−∞
S∗t Qdt.
If t¯ is finite, let (x¯, ξ¯ ) = limt→t¯+(X(t),Ξ(t)). Then, (x¯, ξ¯ ) ∈Hout− ∪ G0− ∪ Gd−. As before, we have:
μ(x, ξ) = μ(x¯, ξ¯ )+
0∫
t¯
Q
(
X(s),Ξ(s)
)
ds.
If (x¯, ξ¯ ) ∈H+∩H−, then using the hypothesis (H14), we can assume that μin+ = 0 and from Lemma 6.2, we obtain,
letting t → −∞, μout− = αRμin−. Thus,
μ(x, ξ) = αRR∗(δ(ξd − √ω− )⊗μin−(x′, ξ ′))+ 0∫
t¯
Q
(
X(s),Ξ(s)
)
ds
= α(γ )μ(xγ (t¯ ), ξγ (t¯ ))+ 0∫
t¯
Q
(
xγ (s), ξγ (s)
)
ds,
where γ is defined as in the previous section with b1 = R.
If (x¯, ξ¯ ) ∈ (G+ ∪ E+)∩H−, from Lemma 6.5 (total reflection), we get μout− = μin−. Thus,
μ(x, ξ) = R∗(δ(ξd − √ω− )⊗μin−(x′, ξ ′))+ 0∫
t¯
Q
(
X(s),Ξ(s)
)
ds
= μ(xγ (t¯ ), ξγ (t¯ ))+ 0∫ Q(xγ (s), ξγ (s))ds.
t¯
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we have that μ−(x¯, ξ¯ ) = 0. Moreover, in the construction of the Snell–Descartes semi-group we let S∗t = 0 for t  t¯
if γ is stationary for t  t¯ , which is the case here. Hence, we directly get
μ(x, ξ) =
0∫
−∞
Q
(
xγ (s), ξγ (s)
)
ds.
From now on, we may iterate the process from the point (x¯, ξ¯ ). In this way, we obtain, for all t  0,
μ(x, ξ) = α(γ )(t)μ(xγ (t), ξγ (t))+ 0∫
t
α(γ )(s)Q
(
xγ (s), ξγ (s)
)
ds,
with γ ∈At(x,ξ).
Now, we use the hypothesis (H15): there exists T (γ ) < 0 such that ∀t  T (γ ), γ (t) is stationary or xγd (t) = 1.
We have already proved that, if γ is stationary from some time T (γ ), then
μ(x, ξ) = +
0∫
−∞
α(γ )(s)Q
(
xγ (s), ξγ (s)
)
ds.
If there exists T (γ ) such that ∀t  T (γ ), xγd (t) = 1 then γ coincides with the bicharacteristic curve for t  T (γ ) so
that |xγ (t)| → ∞ with xγ (t) · ξγ (t) < 0. Hence, the radiation condition (4.3) implies that μ(xγ (t), ξγ (t)) tends to 0
as t → −∞. In that case, we conclude:
μ(x, ξ) =
0∫
−∞
α(γ )(s)Q
(
xγ (s), ξγ (s)
)
ds.
This ends the proof of our main theorem in the general case. 
7. Proofs of the radiation conditions in the case of two homogeneous media
In this section, we assume that
n2(x) =
{
n2+ if xd > 1,
n2− if xd < 1,
n+, n− being two constants such that n− > n+ > 0.
This section is devoted to the proofs of Proposition 3.2 (last statement) and Proposition 5.6. Our proofs use the
explicit formula available in the homogeneous case for the resolvent of the Helmholtz operator. They rest on a precise
study of oscillatory integrals with singularities, which is performed using (non)-stationary phase methods. We need
the following two theorems that are proved in [12]. The first one is a (complex) stationary phase theorem and the
second one is a non-stationary phase theorem. We would like to point out that, in both statements, the phase function
may depend on a parameter lying in a compact set.
Theorem 7.1. Let K ⊂ RN be a compact set, X an open neighbourhood of K . If u ∈ C∞c (K), ϕ ∈ C∞c (X), Im(ϕ) 0
in X, and Det(ϕ′′) = 0 at the critical points of ϕ, then∣∣∣∣∫ eiλϕ(x)u(x)dx∣∣∣∣ CλN/2 supx∈K|α|2N
∣∣∂αu(x)∣∣.
Moreover, this bound is uniform if ϕ depends smoothly on a parameter in a compact set.
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Then, we have the following estimate:∣∣∣∣∫ eiλϕ(x)u(x)dx∣∣∣∣C meas(K)λ−l l∑
j=0
sup
x∈K
∣∣ϕ′(x)∣∣−l−j( sup
2|α|l+1
∣∣∂αϕ(x)∣∣)j sup
|α|l−j
∣∣∂αu(x)∣∣,
where C is bounded when ϕ stays in a bounded set in Cl+1.
7.1. Proof of the radiation condition on w (Proposition 3.2)
Let wε be the solution to,
−iαεεwε +wε + nε(x)2wε = −f (x), (7.1)
where nε(x) = n(εx).
We aim at proving that the weak limit w of the sequence (wε) is the outgoing solution to the equation:
w + n2−w = f, (7.2)
given in Fourier space by
wˆ(ξ) = fˆ (ξ)
ξ2 − n2− + i0
.
Thus, we want to prove that for all f ∈ B˙ , φ ∈ B˙ ,
lim
ε→0〈w
ε,φ〉 =
∫
Rd
fˆ (ξ)φˆ(ξ)
ξ2 − n2− + i0
dξ. (7.3)
Since we already proved in [7] that for f ∈ B˙ and φ ∈ B˙ , the following bound holds:∣∣〈wε,φ〉∣∣ C‖f ‖B˙‖φ‖B˙ ,
where C is a constant independent of f , we only have to prove relation (7.3) when f and φ are smooth.
Let us denote by F ′ the Fourier transform with respect to x′ only, namely, F ′f (ξ ′, xd) = (Fx′→ξ ′f )(ξ ′, xd). With
this notation, F ′wε(ξ ′, xd) satisfies:
∂2xd (F ′wε)(ξ ′, xd)+
(
n2ε(xd)− ξ ′2 + iαεε
)
(F ′wε)(ξ ′, xd) = (F ′f )(ξ ′, xd).
Let ωε±(ξ ′) =
√
ξ ′2 − n2± + iαεε, where we choose the square root with a nonnegative real part. In the sequel, we will
often write ωε± instead of ωε±(ξ ′).
The calculation that is detailed in Appendix A leads to the following formula for the kernel of the resolvent:
F ′wε(ξ ′, xd) =
∫
Rε(ξ ′, xd, yd)F ′f (ξ ′, yd)dyd,
where
Rε(ξ ′, s, t) = 1{s>1/ε, t>1/ε} 12ωε+
(
e−ωε+|s−t | + (ω
ε− −ωε+)2
[n2] e
−ωε+(|s−1/ε|+|t−1/ε|)
)
+ 1{s>1/ε, t<1/ε}ω
ε+ −ωε−
[n2] e
−ωε+|s−1/ε|+ωε−|t−1/ε|
+ 1{s<1/ε, t>1/ε}ω
ε+ −ωε−
[n2] e
−ωε−|s−1/ε|+ωε+|t−1/ε|
+ 1{s<1/ε, t<1/ε} 12ωε−
(
(ωε− −ωε+)2
[n2] e
−ωε−(|s−1/ε|+|t−1/ε|) + e−ωε−|s−t |
)
= (Rε +Rε +Rε +Rε +Rε +Rε)(ξ ′, s, t). (7.4)1 2 3 4 5 6
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wε =
6∑
k=1
wεk,
where
F ′wεk(ξ ′, xd) =
∫
Rεk(ξ
′, xd, yd)F ′f (ξ ′, yd)dyd.
The last part of the kernel Rε6 will give the outgoing solution in the limit ε → 0. We begin by proving that the
contributions of the first five terms vanish when ε → 0, the only difficult term to handle being the fifth term Rε5.
Let φ, f ∈ C∞c (Rd). Then, F ′φ,F ′f ∈ C∞c (Rxd ,S(Rd−1ξ ′ )). Let M > 0 be such that the supports of φ and f with
respect to the xd variable are contained in the interval [−M,M]. Then, if ε is small enough (ε < 1/M), the first four
terms vanish because of the truncation xd > 1/ε. For 1 k  4, we indeed have:
〈wεk,φ〉 =
∫
Rεk(ξ
′, xd, yd)F ′f (ξ ′, yd)F ′φ(ξ ′, xd)dξ ′ dxd dyd = 0.
Let us now study the fifth term:
〈wε5, φ〉 =
∫ 1
ωε−
(ωε−(ξ ′)−ωε+(ξ ′))2
2[n2] e
−ωε−(ξ ′)(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)dξ ′ dxd dyd.
We have several difficulties to handle in the treatment of this term:
• first, the phase function is stationary at ξ ′ = 0,
• second, the phase function ωε−(ξ ′) =
√
ξ ′2 − n2− + iαεε is singular near ξ ′2 = n2− when ε → 0,
• third, the test function (ωε−(ξ ′)−ωε+(ξ ′))2/ωε−(ξ ′) is both singular near ξ ′2 = n2+ and ξ ′2 = n2− when ε → 0.
Hence, we first decompose the previous integral with respect to size of ξ ′, in order to separate the stationary point
and the singularities of ωε− and ωε+. Near the stationary point, since there is no singularity anymore, we apply a usual
stationary phase theorem. When ξ ′ is far from 0, we have to treat the singularities of ωε− and ωε+. In that case, we write
the test function as the sum of a function that is singular near ξ ′2 = n2+ and a function that is smooth near ξ ′2 = n2+.
To estimate the latter, we only make integrations by parts, the phase function being non-stationary here. To estimate
the part with ωε+ as test function, we decompose it into two parts: an integral over |ξ ′2 −n2+| εδ and an integral over
|ξ ′2 −n2+| εδ . The first integral is directly bounded by Cεδ/2 and we estimate the second one by making integrations
by parts.
Let χ0 ∈ C∞c (R) be a truncation function such that χ0(r) = 0 for |r| 1 and χ0(r) = 1 for |r| 1/2. Let δ ∈ (0,1).
We define:
χ(ξ ′) = χ0
(
2|ξ ′|2
n2+
)
.
Using the truncation function χ , we decompose the term wε5 into
〈wε5, φ〉 =
1
2[n2]
∫
χ(ξ ′)
(ωε− −ωε+)2
ωε−
e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
+ 1
2[n2]
∫ (
1 − χ(ξ ′)) (ωε− −ωε+)2
ωε−
e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
= Iε + IIε.
7.1.1. First case: ξ ′ close to 0
We first bound the part Iε . In this term, ωε− and ωε+ are both smooth, hence we may directly use the complex
stationary phase theorem 7.1. In our case, we apply this theorem with large parameter λ = 2 − xd − yd (for ε smallε
E. Fouassier / J. Math. Pures Appl. 87 (2007) 144–192 177enough, 2
ε
− xd − yd  1ε ) and with phase function iωε−(ξ ′). We denote ϕη(ξ ′) = i
√
ξ ′2 − n2− + iη (the phase function
is ϕαεε). The function ϕη then depends smoothly on η ∈ [0,1] when ξ ′ ∈ supp(χ). Moreover, the only critical point of
ϕη is ξ ′ = 0 and it satisfies:
Det
(
ϕ′′η (0)
)= id−1
(
√
−n2− + iη )d−1
.
Hence, we can apply Theorem 7.1 to get the uniform bound (for ε small enough),
|Iε| C
∫ dxd dyd
( 2
ε
− xd − yd)(d−1)/2
sup
ξ ′,|α|2(d−1)
∣∣∣∣∂αξ ′( (ωε− −ωε+)2ωε− χ(ξ ′)F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
)∣∣∣∣Cε(d−1)/2.
7.1.2. Second case: ξ ′ far from 0
In this set, expanding the square in (ω
ε−−ωε+)2
ωε−
, we decompose the test function into two parts: a part that is smooth
near ξ ′2 = n2+, corresponding to ωε− + (ω
ε+)2
ωε−
and a part that is singular near ξ ′2 = n2+, corresponding to −2ωε+. We
obtain:
IIε = 12[n2]
∫ (
1 − χ(ξ ′))(ωε− + (ωε+)2ωε−
)
e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
− 1[n2]
∫ (
1 − χ(ξ ′))ωε+e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
= IIIε + IVε.
7.1.2.1. Study of IIIε . We first consider the part IIIε , where the test function is smooth near ξ ′2 = n2+. In order to treat
the singularity of ωε−, we make integrations by parts with respect to the xd variable to make the term e
−ωε−(2/ε−xd−yd )
ωε−
appears:
IIIε =
∫
e−ωε−(2/ε−xd−yd )
2[n2]ωε−
(1 − χ)F ′f (ξ ′, yd)
(
∂2xdxd (F ′φ)+ (ωε+)2F ′φ
)
.
Next, we use the following formula:
e−ωε−(2/ε−xd−yd )
ωε−
= 1
( 2
ε
− xd − yd)
ξ ′
|ξ ′|2 · ∇ξ ′e
−ωε−(2/ε−xd−yd ),
to write,
IIIε =
∫
e−ωε−(2/ε−xd−yd )
2[n2]( 2
ε
− xd − yd)
∇ξ ′ ·
(
ξ ′
|ξ ′|2 (1 − χ)F
′f
(
∂2xdxdF ′φ + (ωε+)2F ′φ
))
.
Thus, using that the test function is bounded and the fact that | 2
ε
−xd −yd | 1ε for ε small enough, we directly obtain:
|IIIε| Cε.
7.1.2.2. Study of IVε . In this term, the test function ωε+ is singular near ξ ′2 = n2+. We use the following truncation
function: χε(ξ ′) = χ0( |ξ
′|2−n2+
εδ
) to decompose IVε .
IVε = − 1[n2]
∫ (
1 − χ(ξ ′))(1 − χε(ξ ′))ωε+e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
− 1[n2]
∫ (
1 − χ(ξ ′))χε(ξ ′)ωε+e−ωε−(2/ε−xd−yd )F ′f (ξ ′, yd)F ′φ(ξ ′, xd)
= Vε + VIε.
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Vε = −
∫
e−ωε−(2/ε−xd−yd )
[n2]ωε−
(1 − χ)(1 − χε)ωε+(ξ ′)F ′f (ξ ′, yd)∂xd (F ′φ)
= −
∫
e−ωε−(2/ε−xd−yd )
[n2]( 2
ε
− xd − yd)
∇ξ ′ ·
(
ξ ′
|ξ ′|2 (1 − χ)(1 − χ
ε)ωε+(ξ ′)F ′f ∂xdF ′φ
)
.
We must handle two singular terms: the term involving ∇ωε+ and the term involving ∇χε . The second one is bounded
by Cε1−δ . For the first one, we use the fact that, on the support of 1 − χε ,∣∣ωε+(ξ ′)∣∣= ((ξ ′2 − n2+)2 + (αεε)2)1/4  εδ/2.
Thus, |∇ωε+| =
∣∣∣ ξ ′ωε+ ∣∣∣ Cε−δ/2 on the support of F ′f , and we obtain:
|Vε| Cε(1−δ/2).
(b) ξ ′2close to n2+ (at scale εδ). Finally, the estimate of the term VIε directly follows from the bound:∣∣ωε+(ξ ′)∣∣ (ε2δ + (αεε)2)1/4 for ξ ′ ∈ supp(χε).
We get:
|VIε|C
(
ε2δ + (αεε)2
)1/4
.
Thus, we obtain 〈wε5, φ〉 → 0 as ε → 0.
There remains to compute the limit of the sixth contribution:
〈wε6, φ〉 =
∫ 1
2ωε−
e−ωε−|xd−yd |F ′f (ξ ′, yd)F ′φ(ξ ′, xd)dξ ′ dxd dyd
=
∫
φˆ(ξ)fˆ (ξ)
(∫
e−ixdξd e
−ωε−|xd |
2ωε−
dxd
)
dξ
using Parseval’s formula. But, a direct computation gives:∫
e−ixdξd e
−ωε−|xd |
2ωε−
dxd = 1
ξ2 − n2− + iαεε
,
so
〈wε6, φ〉 =
∫
fˆ (ξ)φˆ(ξ)
ξ2 − n2− + iαεε
dξ −→
ε→0
∫
fˆ (ξ)φˆ(ξ)
ξ2 − n2− + i0
dξ,
i.e. wε6 converges to the outgoing solution to the Helmholtz equation with constant coefficient (3.2).
In conclusion, we have obtained that wε converges weakly to the outgoing solution to (7.2).
7.2. Proof of the radiation condition for μ∂± in the case of two homogeneous media
This section is devoted to the proof of Proposition 5.6, i.e. μ∂± = 0, in the case of two homogeneous media.
Let θ ∈ C∞c (Rd−1x′ × Rd−1ξ ′ ). We want to prove that∫
θ(x′, ξ ′)dμ∂± = 0.
In order to do this, let χ0 ∈ C∞c (R) be again a truncation function such that χ0(r) = 0 for |r|  1, χ0(r) = 1 for
|r| 1/2, and let η > 0 be a small parameter. We denote Ψη(x, ξ) = θ(x′, ξ ′)χ̂0(ξd)χ0( xd−1η ). Then, by definition of
the Wigner measure μ, we have for any fixed η > 0,
lim
〈
Opwε (Ψη)uε,uε
〉= ∫ Ψη(x, ξ)dμ.
ε→0
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lim
η→0 limε→0
〈
Opwε (Ψη)uε,uε
〉= ‖χ0‖L1 ∫ θ(x′, ξ ′)d(μ∂+ +μ∂−), (7.5)
where ‖χ0‖L1 ∈ [1,2]. Indeed,∫
Ψη(x, ξ)dμ =
∫
θ(x′, ξ ′)χ̂0(ξd)χ0
(
xd − 1
η
)
d(1{xd>1}μ+ + 1{xd<1}μ−)
+ χ̂0(0)
∫
θ(x′, ξ ′)d(μ∂+ +μ∂−),
and χ0( xd−1η ) → 0 as η → 0 almost everywhere on the support of 1{xd>1}μ+ + 1{xd<1}μ−, from which it follows that
the first term in the right-hand side converges to 0 when η → 0. Using the equality (7.5), our problem first reduces to
proving that
lim
η→0 limε→0
〈
Opwε (Ψη)uε,uε
〉= 0. (7.6)
Indeed, relation (7.6) readily implies μ∂+ +μ∂− = 0, from which we deduce μ∂+ = μ∂− = 0, using the fact that μ∂+
and μ∂− are nonnegative.
Alternatively, the fact that μ∂+ + μ∂− = 0 implies μ∂+ = μ∂− = 0 can be seen using the localisation property
satisfied by μ∂± . Indeed, we have supp(μ∂±) ⊂ {ξ ′2 = n2±}, hence μ∂− and μ∂+ have disjoint supports. Note that,
using this last property, at some point of our proof, we will study separately the two measures μ∂− and μ∂+ , choosing
first the test function θ(x′, ξ ′) with support close to ξ ′2 = n2− and then close to ξ ′2 = n2+.
Let us make two other reductions. First, (uε) being uniformly bounded in B˙∗, it suffices to prove:
lim
η→0 limε→0
∥∥Opwε (Ψη)uε∥∥B˙ = 0. (7.7)
Last, we may assume, using a density argument, that the source f is smooth: F ′f ∈ C∞c (Rd). Indeed, we have, for
λ > 0 (the space Xλ is defined in Proposition 3.4),∣∣〈Opwε (Ψη)uε,uε〉∣∣ C‖f ‖2B˙‖Ψη‖Xλ  C‖f ‖2B˙
(where we have used that ‖Ψη‖Xλ C uniformly with respect to η). This is our last reduction.
In the sequel, we will actually prove the following stronger result.
Proposition 7.3. There exists η0 > 0 such that for all η < η0,∥∥Opwε (Ψη)uε∥∥B˙ = O(ε∞).
The end of this section is devoted to the proof of Proposition 7.3.
We use the following explicit formula for uε , where the kernel of the resolvent Rε is given by (7.4):
uε(y) = 1
ε(d−1)/2
∫
ei
y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)dzd dζ ′ =
6∑
k=1
uεk(y),
with, for k = 1, . . . ,6,
uεk(y) =
1
ε(d−1)/2
∫
ei
y′ ·ζ ′
ε Rεk
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)dzd dζ ′.
We recall that ∥∥Opwε (Ψη)uε∥∥B˙ =∑
j∈Z
2j/2
( ∫
C(j)
∣∣Opwε (Ψη)uε(x)∣∣2 dx
)1/2
.
In order to bound ‖Opwε (Ψη)uε‖B˙ , our strategy is the following: we look for an estimate of Opwε (Ψη)uε(x) in L∞
depending on the annulus C(j) where x lies.
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M centered at the origin.
Let us denote J = log2 M + 3	. We have the following properties:
(i) For all j < 0, for all x ∈ C(j), Opwε (Ψη)uε(x) = 0;
(ii) For all j  J , for all integer p  0, for all x ∈ C(j), there exists an integer k > d+12 such that∣∣Opwε (Ψη)uε(x)∣∣ Cεp2−jk,
where C is a constant independent of j, x;
(iii) For all 0 j < J , for all integer p  0, for all x ∈ C(j),∣∣Opwε (Ψη)uε(x)∣∣Cεp,
where C is a constant independent of j and x.
Remark. Note that if ε is small enough ( 1
ε
>M), the first, second and fourth terms uε1, uε2, uε4 vanish (because of the
truncation 1{zd>1/ε} in Rε1, R
ε
2, R
ε
4).
Before proving this lemma, let us show how it implies Proposition 7.3. Using Lemma 7.4, we obtain the following
bound: for all integer p, there exists an integer k > d+12 such that∥∥Opwε (Ψη)uε∥∥B˙  C
(
J−1∑
j=0
εp +
∑
jJ
εp2j ((d+1)/2−k)
)
 Cεp,
where we have used that the series
∑
jJ 2j ((d+1)/2−k) converges for k > d+12 .
There now remains to prove Lemma 7.4.
Proof of Lemma 7.4. In the sequel, we omit the coefficient 1
(2π)d in front of the integral defining Op
w
ε (Ψη)u
ε
. We
have, performing the integration with respect to the ξd variable,
Opwε (Ψη)uε(x) =
1
εd+(d−1)/2
∫
ei
(x−y)·ξ
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)θ
(
x′ + y′
2
, ξ ′
)
× χ̂0(ξd)χ0
( xd+yd
2 − 1
η
)
dy dξ dζ ′ dzd
= 1
ε(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)θ
(
x′ + y′
2
, ξ ′
)
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd . (7.8)
Proof of point (i). Let j < 0 and x ∈ C(j). Then |xd |  2j  12 . For such a value of xd , yd → χ0( xd−ydε ) has
support in {|yd | 12 + ε} and yd → χ0(
xd+yd
2 −1
η
) has support in {yd  32 − 2η}. Hence, if η and ε are small enough,
we have:
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
= 0,
which gives, using the formula (7.8),
Opwε (Ψη)uε(x) = 0.
Proof of point (ii). Let j  J , and x ∈ C(j). First of all, if |xd |  2, then one can easily check that for η and ε
small enough, we have:
χ0
(
xd − yd )
χ0
( xd+yd
2 − 1
)
= 0,ε η
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Opwε (Ψη)uε(x) = 0.
Now, assume |xd | 2. In the previous integral, we have | x′+y′2 |M . Hence,
|x′| |x| − |xd | 2j−1 − 2 2j−2,
|x′ − y′| = ∣∣2x′ − (x′ + y′)∣∣ 2j−1 − |x′ + y′| 2j−1 − 2M.
Thus, since M  2j−3 for j  J , we get |x′ − y′|  2j−2. This allows us to use a non-stationary phase method to
bound Opwε (Ψη)uε(x) for x ∈ C(j). Indeed, if we denote:
L = x
′ − y′
|x′ − y′|2 · ∇ξ ′ ,
we get
ei
(x′−y′)·ξ ′
ε = εLei (x
′−y′)·ξ ′
ε ,
which implies, for any k ∈ N,
Opwε (Ψη)uε(x) = εk−(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)
× (tL)k(θ(x′ + y′
2
, ξ ′
))
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd .
As a consequence, using that Rε1 = Rε2 = Rε4 = 0 for ε small enough, that Rε3 is uniformly bounded with respect to ε,
and that Rε5, R
ε
6 are bounded by C/
√
αεε, we get∣∣Opwε (Ψη)uε(x)∣∣ C εk−(3d−1)/22(j−2)k√αεε  C ε
k−(3d+γ )/2
2(j−2)k
.
Now, let p ∈ N. We choose k > p + 3d+γ2 (which implies that k > d+12 ) and we obtain,∣∣Opwε (Ψη)uε(x)∣∣ Cpεp2−jk.
Proof of point (iii). This is the most difficult case. We are left with the terms with 0  j  J . Here, we treat
separately the measures μ∂− and μ∂+ . Indeed, in order to prove that μ∂− = 0 (respectively μ∂+ = 0, using that μ∂−
(resp. μ∂+ ) is supported in {ξ ′2 = n2−} (resp. {ξ ′2 = n2+}), it suffices to choose a test function θ supported near
{ξ ′2 = n2−} (resp. {ξ ′2 = n2+}).
Let a be a small positive parameter such that a min( n
2+
2 ,
[n2]
2 ).
We begin with the study of μ∂− . Let us explain our strategy (it is the same for the study of μ∂+ ). We have to
treat the singularity of the root ωε− =
√
ξ ′2 − n2− + iαεε. In order to do this, we make a contour deformation in the
complex plane. If we denote z = ξ ′2 − n2− + iαεε, the expression that we have to study corresponds to an integral
over Im z = αεε (Re z being bounded). Using almost-analytic extensions and the Green–Riemann formula, we write
it as the sum of an integral over Im z = β , where β is a positive constant, and an integral over αεε  Im z  β . In
the integral over Im z = β , the root
√
ξ ′2 − n2− + iβ is no longer singular, thus we can apply a usual non-stationary
phase theorem. In order to treat the integral over αεε  Im z β , we separate the sets | Im z| εδ and | Im z| εδ . For
| Im z| εδ , we use the property of almost-analytic extensions (see (7.9)). For | Im z| εδ , we use that √z is bounded
from below by εδ/2, so that each integration by part gives a power of ε1−δ/2.
7.2.1. First case: study of μ∂− (θ is supported close to ξ ′2 = n2−)
We assume that supp(θ) ⊂ {|ξ ′2 − n2−| a/2}. We consider separately the contributions due to |ζ ′| close to, or far
from, n−. For that purpose, we define:
χ−(ζ ′) = χ0
(
ζ ′2 − n2−
)
.a
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Opwε (Ψη)uε(x) =
1
ε(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)
(
1 − χ−(ζ ′)
)
θ
(
x′ + y′
2
, ξ ′
)
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd
+ 1
ε(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)χ−(ζ ′)θ
(
x′ + y′
2
, ξ ′
)
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd
= I ε,−(x)+ IIε,−(x).
7.2.1.1. Contribution of |ζ ′| far from n−. Let us first study the part I ε where the root ωε− is not singular. The gradient
of the phase function (x′ − y′) · ξ ′ + y′ · ζ ′ + iωε−(ζ ′)|yd − εzd | with respect to the y′-variable is ζ ′ − ξ ′. Since we
have:
|ζ ′ − ξ ′|min
(√
n2− + a −
√
n2− +
a
2
,
√
n2− −
a
2
−
√
n2− − a
)
,
the operator
L = ζ
′ − ξ ′
|ζ ′ − ξ ′|2 · ∇y′
is well-defined. Moreover it satisfies:
εL
(
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
)= ei (x′−y′)·ξ ′ε +i y′ ·ζ ′ε .
Hence, we get, for all p ∈ N,
I ε,−(x) = εp−(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
|yd−εzd |Rε
(
ζ ′, yd
ε
, zd
)
×F ′f (ζ ′, zd)2ωε−(ζ ′)
(
1 − χ−(ζ ′)
)(t
L
)p(
θ
(
x′ + y′
2
, ξ ′
))
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd,
and
|I ε,−|Cεp− 3d+γ2 .
Thus, for such θ ,
I ε,−(x) = O(ε∞).
7.2.1.2. Contribution of |ζ ′| close to n−. Now, we are left with the part IIε,−, for which we have to treat the singular-
ity of ωε−, that appears both in the phase and in the test functions, near |ζ ′| = n−. In that case, we study separately the
contributions due to Rε6, R
ε
5, and R
ε
3. We denote them II
ε,−
6 , II
ε,−
5 and II
ε,−
3 respectively. We begin with the term II
ε,−
6 .
(a) Estimate of IIε,−6 . We have:
IIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
|yd−εzd |F ′f (ζ ′, zd)
2ωε−(ζ ′)
χ−(ζ ′)
× θ
(
x′ + y′
, ξ ′
)
χ0
(
xd − yd )
χ0
( xd+yd
2 − 1
)
dy dξ ′ dζ ′ dzd .2 ε η
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IIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
∫
S
d−2
ω′
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
t+n2−−
√
t+iαεε
ε
|yd−εzd | g(t,ω′, zd)
2
√
t + iαεε
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dt dω′ dy dξ ′ dzd,
where g(t,ω′, zd) =F ′f (
√
t + n2−ω′, zd)χ0( ta )(t + n2−)(d−3)/2 is smooth and compactly supported with respect to t .
Next, in order to make a contour deformation to avoid the singularity of ωε−, we use the almost-analytic extension
of g, g˜(t,ω′, zd), defined as in the following proposition. This object was first introduced by Hörmander [13] (also
see for instance [5,6]).
Proposition 7.5. Let g ∈ C∞c (R). Then, there exists a function g˜ ∈ C∞c (C), such that
g˜|R = g,
∣∣∣∣∂g˜∂z¯ (z)
∣∣∣∣ CN | Im z|N, N ∈ N. (7.9)
Since g˜ may be constructed as follows:
g˜(t + is) =
∞∑
n=0
in∂nt g(t)
sn
n!χ(λns),
for an appropriate sequence (λn), the behavior (smoothness and support) of g˜ with respect to the variables ω′ and zd
is not modified. We get
IIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
∫
S
d−2
ω′
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
t+n2−−
√
t+iαεε
ε
|yd−εzd | g˜(t,ω′, zd)
2
√
t + iαεε
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
ηs
)
dt dω′ dy dξ ′ dzd .
Now, we apply the Green–Riemann theorem on the following set of the complex plane: Ω = {z = t + is | t ∈ [−a, a],
s ∈ [αεε,β]}. We also denote
Γαεε =
{
t + iαεε | t ∈ [−a, a]
}
, Γβ =
{
t + iβ | t ∈ [−a, a]}.
The complex version of the Green–Riemann formula is: for all G ∈ C1,∫
∂Ω
G(z)dz =
∫
Ω
∂
∂z¯
G(z)dz ∧ dz¯,
where dz∧ dz¯ = 2i dt ds if z = t + is.
This yields, using that a is outside the support of g˜ with respect to the variable t ,
IIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
∫
Γβ
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd | g˜(z− iαεε,ω′, zd)
2
√
z
θ
(
x′ + y′
2
, ξ ′
)
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dzdω′ dξ ′ dzd
+ 2i
ε
3d−1
2
∫ ∫
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd |
2
√
z
∂
∂z¯
g˜(z− iαεε,ω′, zd)θ
(
x′ + y′
2
, ξ ′
)yd<1 Ω
184 E. Fouassier / J. Math. Pures Appl. 87 (2007) 144–192× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dAdω′ dξ ′ dzd
= IIIε,−6 (x)+ IVε,−6 (x),
where we used that e
i y
′ ·ω′
ε
√
z−iαεε+n2−−
√
z
ε |yd−εzd |
2
√
z
is holomorphic in an open set containing Ω when ε > 0 is fixed.
We first study the term IIIε,−6 . We write:
IIIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
t+iβ−iαεε+n2−−
√
t+iβ
ε
|yd−εzd | g˜(t + iβ − iαεε,ω′, zd)
2
√
t + iβ θ
(
x′ + y′
2
, ξ ′
)
× χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
ηs
)
dt dω′ dξ ′ dzd .
In this integral, the phase is non-stationary with respect to t . Indeed, if we denote ϕ(t) = iy′ ·ω′
√
t + iβ − iαεε + n2−−√
t + iβ|yd − εzd | (we consider αεε, β , y′ ·ω′ and |yd − εzd | as parameters, which lie in a compact set), we have:
∂tϕ(t) = iy
′ ·ω′√
t + iβ − iαεε + n2−
− |yd − εzd |√
t + iβ .
On the one hand, if we denote M1 = 2J + 2M , we have:∣∣∣∣ iy′ ·ω′√
t + iβ − iαεε + n2−
∣∣∣∣ M1(n2− − a)1/2 ,
on the other hand, ∣∣∣∣ |yd − εzd |√t + iβ
∣∣∣∣ 12√β .
We choose β small enough such that M1
(n2−−a)1/2
 14√β . With this choice, we get:∣∣∂tϕ(t)∣∣ 12√β .
Moreover, the derivatives of ϕ are uniformly bounded. To conclude, we use the non-stationary phase Theorem 7.2,
thus obtaining
IIIε,−6 = O(ε∞).
We end the proof by studying the term IVε,−6 . We decompose this term into two parts, according to the relative
size of | Im(z)| with respect to εδ , where δ > 0 is a small parameter to be chosen later. We still use χ0 as truncation
function. We write:
IVε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
∫
Ω
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd |
2
√
z
∂
∂z¯
g˜(z− iαεε,ω′, zd)χ0
(
Im(z)
εδ
)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dz∧ dz¯dω′ dξ ′ dzd
+ 1
ε(3d−1)/2
∫
yd<1
∫
Ω
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
z−iαεε+n2−−
√
z
ε
|yd−εzd |
2
√
z
∂
∂z¯
g˜(z− iαεε,ω′, zd)(1 − χ0)
(
Im(z)
εδ
)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dz∧ dz¯dω′ dξ ′ dzd
= V ε,−(x)+ VIε,−(x).6 6
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For the term VIε,−6 , we write
VIε,−6 (x) =
1
ε(3d−1)/2
∫
yd<1
∫
S
d−2
ω′
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
t+is−iαεε+n2−−
√
t+is
ε
|yd−εzd |
2
√
t + is
∂g˜
∂z¯
(t + is − iαεε,ω′, zd)(1 − χ0)
(
s
εδ
)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dt ds dω′ dy dξ dzd,
and make integrations by parts with respect to the variable t . Since g˜ is compactly supported and a is outside the
support of g˜, no boundary term appears. Let us denote:
L =
iy′·ω′√
t+is−iαεε+n2−
− |yd−εzd |√
t+is∣∣ iy′·ω′√
t+is−iαεε+n2−
− |yd−εzd |√
t+is
∣∣2 ∂t .
We have, using that |t | a and s  εδ ,∣∣∣∣ iy′ ·ω′√
t + is − iαεε + n2−
∣∣∣∣ M1√
n2− − a
and
∣∣∣∣ |yd − εzd |√
t + is
∣∣∣∣ 12√β ,
hence for β small enough, ∣∣∣∣ iy′ ·ω′√
t + is − iαεε + n2−
− |yd − εzd |√
t + is
∣∣∣∣ 14√β . (7.11)
Thus, L is well defined and we have:
εL
(
e
i y
′ ·ω′
ε
√
t+is−iαεε+n2−−
√
t+is
ε
|yd−εzd |)= ei y′ ·ω′ε √t+is−iαεε+n2−−√t+isε |yd−εzd |.
Hence, we get, for all P ∈ N,
VIε,−6 (x) = εP−(3d−1)/2
∫
yd<1
∫
Ω
e
i (x
′−y′)·ξ ′
ε
+i y′ ·ω′
ε
√
t+is−iαεε+n2−−
√
t+is
ε
|yd−εzd |
× (tL)P( 1
2
√
t + is
∂
∂z¯
g˜(t + is − iαεε,ω′, zd)
)
(1 − χ0)
(
s
εδ
)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
ηs
)
dt ds dω′ dy dξ ′ dzd . (7.12)
Now, we use the fact that, in this integral, s  εδ .
Lemma 7.6. For all P ∈ N∗, there exist kP ∈ N∗, CP > 0 and gP ∈ C∞c such that∣∣∣∣(tL)P( 12√t + is ∂∂z¯ g˜(t + is − iαεε,ω′, zd)
)
(1 − χ0)
(
s
εδ
)∣∣∣∣ CP ε−kP δgP (t, s,ω′, zd).
Proof. The term ε−kP δ/2 comes from the fact that, on the support of (1 − χ0)( sεδ ), we have |
√
t + is| εδ/2. 
From this lemma together with the estimates (7.10) and (7.12), we deduce, for all N and P ,∣∣IVε,−(x)∣∣ ∣∣V ε(x)∣∣+ ∣∣VIε(x)∣∣ CεδN−(3d+γ )/2 +CεP−(3d−1)/2−(kP δ)/2,6 6 6
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IVε,−6 (x) = O(ε∞).
(Indeed, let K ∈ N∗. We first choose P > 3d−12 + 2K , then δ sufficiently small such that kP δ  2K , hence
P − 3d−12 − kP δ2 K and finally, N large enough such that δN − 3d+γ2 K . Then |IVε,−6 (x)| CεK .)
Thus, we have obtained that for θ supported close to ξ ′2 = n2−, for x ∈ C(j), 0 j  J ,
Opwε (Ψη)uε6(x) = O(ε∞).
(b) Estimate of IIε,−5 (x). Now, let us study the term corresponding to uε5,
IIε,−5 (x) =
1
2[n2]ε(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
(|yd−1|+|εzd−1|) (ω
ε−(ζ ′)−ωε+(ζ ′))2
ωε−(ζ ′)
F ′f (ζ ′, zd)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd .
Since we are considering |ζ ′| close to n−, the root ωε+(ζ ′), that appears as a test function, is not singular. Moreover,
the coefficient in front of ωε− in the phase function, |yd −1|+ |εzd −1| is still bounded from below by 1/2 for ε and η
small enough. Thus, we may use exactly the same method as for the estimate of the term IIε,−6 (using almost-analytic
extensions). We get, as before,
IIε,−5 = O(ε∞).
(c) Estimate of IIε,−3 (x). We are left with the term corresponding to uε3. We have:
IIε,−3 (x) =
1
[n2]ε(3d−1)/2
∫
yd>1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
|yd−1|− ω
ε+(ζ ′)
ε
|εzd−1|(ωε−(ζ ′)−ωε+(ζ ′))F ′f (ζ ′, zd)χ−(ζ ′)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dη′ dzd .
The different point here is that the two roots ωε− and ωε+ appear in the phase function. Thanks to the localization of
θ near ξ ′2 = n2− and to the fact that the parameter |εzd − 1| is bounded from below, this term is exponentially small
with respect to ε. Indeed, in this integral, we have n2− − a  |ζ ′|2  n2− + a, so that
Reωε+(ζ ′) = Re
√
ζ ′2 − n2+ + iαεε 
√
[n2] − a.
Hence, since |εzd − 1| 1/2, we get:
∣∣IIε,−3 (x)∣∣C e−
√
[n2]−a
2ε
ε
3d−1
2
,
so that
IIε,−3 (x) = O(ε∞).
We have obtained, for θ with support close to ξ ′2 = n2−,
lim
ε→0
∥∥Opwε (Ψη)uε∥∥B˙ = 0.
In conclusion of our study, μ∂− = 0.
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We assume that supp(θ) ⊂ {|ξ ′2 − n2+|  a/2}. Our strategy is similar to the one we used in the first case. We
consider separately the contributions due to |ζ ′| close to, or far from, n+. For that purpose, we define:
χ+(ζ ′) = χ0
(
ζ ′2 − n2+
a
)
.
As before, we write:
Opwε (Ψη)uε(x) =
1
ε(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)
(
1 − χ+(ζ ′)
)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd
+ 1
ε(3d−1)/2
∫
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε Rε
(
ζ ′, yd
ε
, zd
)
F ′f (ζ ′, zd)χ+(ζ ′)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
xd − yd
ε
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd
= I ε,+(x)+ IIε,+(x).
7.2.2.1. Contribution of |ζ ′| far from n+. Let us first study the part I ε,+. As for the term I ε,−, the gradient of the
phase function with respect to the y′-variable, ζ ′ − ξ ′, is bounded from below. Hence, making integrations by part
with respect to this variable, we get
I ε,+(x) = O(ε∞).
7.2.2.2. Contribution of |ζ ′| close to n+. Now, we are left with the part IIε,+. In that case, we again study separately
the contributions due to Rε6, R
ε
5, and R
ε
3. We denote them II
ε,+
6 , II
ε,+
5 and II
ε,+
3 respectively. The structure of the proof
of the estimate for each term is the same as for the term IIε,−6 :
• we first make the polar change of variable ζ ′ = ρω′ and then t = ρ2 − n2+;• we then use the almost-analytic extension of the test function and the Green–Riemann formula to decompose the
integral into the sum of three terms:
– an integral over Im z = β that we estimate using the non-stationary phase theorem 7.2. Here, neither the phase
function nor the test function are singular anymore, hence we only have to prove that the gradient of the phase
function satisfies
|∂tϕ| C√
β
. (7.13)
– an integral over αεε  | Im z| εδ that we estimate using the property (7.9) of almost-analytic extensions.
– and an integral over β  | Im z|  εδ that we estimate using the non-stationary phase theorem 7.2. Here, the
phase function still satisfies
|∂tϕ| C√
β
. (7.14)
On this set, we have to treat the singularity of the test function, which is done as in Lemma 7.6.
Thus, to estimate each term IIε,+6 , II
ε,+
5 and II
ε,+
3 , it remains to prove the estimates (7.13) and (7.14).
(a) Estimate of IIε,+6 (x). We have
IIε,+6 (x) =
1
ε(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
|yd−εzd |F ′f (ζ ′, zd)
2ωε−(ζ ′)
χ+(ζ ′)
× θ
(
x′ + y′
, ξ ′
)
χ0
(
1
(xd − yd)
)
χ0
( xd+yd
2 − 1
)
dy dξ ′ dζ ′ dzd .2 ε η
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ϕ(t, s) = iy′ ·ω′
√
t + n2+ + is − iαεε −
√
t − [n2]+ is|yd − εzd |,
where s = Im z ∈ [αεε,β] (αεε, β , y′ ·ω′ and |yd − εzd | are considered as parameters lying in a compact set).
Since, ∣∣∣∣ iy′ ·ω′√
t + n2+ + is − iαεε
∣∣∣∣ M1√
n2+ − a
and
∣∣∣∣ |yd − εzd |√
t − [n2] + is
∣∣∣∣ 12√s ,
we get, for β small enough, s  β , ∣∣∂tϕ(t)∣∣ 14√β ,
which implies (7.13) and (7.14).
(b) Estimate of IIε,+5 (x). We have:
IIε,+5 (x) =
1
ε(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
(|yd−1|+|εzd−1|) (ω
ε−(ζ ′)−ωε+(ζ ′))2
2ωε−(ζ ′)
F ′f (ζ ′, zd)χ+(ζ ′)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
1
ε
(xd − yd)
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd .
Here,
ϕ(t, s) = iy′ ·ω′
√
t + n2+ + is − iαεε −
√
t − [n2] + is(|yd − 1| + |εzd − 1|).
Similarly, we get, for β small enough, and s  β ,
|∂tϕ(t)| 14√β ,
which implies (7.13) and (7.14).
Here, ωε+, that appears as a test function, is singular. We treat this problem as in the proof of the estimate of VI
ε,−
6
(see Lemma 7.6).
(c) Estimate of IIε,+3 . We have
IIε,+3 =
1
ε(3d−1)/2
∫
yd<1
ei
(x′−y′)·ξ ′
ε
+i y′ ·ζ ′
ε
− ω
ε−(ζ ′)
ε
|yd−1|− ω
ε+(ζ ′)
ε
|εzd−1|(ωε−(ζ ′)−ωε+(ζ ′))F ′f (ζ ′, zd)χ+(ζ ′)
× θ
(
x′ + y′
2
, ξ ′
)
χ0
(
1
ε
(xd − yd)
)
χ0
( xd+yd
2 − 1
η
)
dy dξ ′ dζ ′ dzd .
Hence, the phase function, after the changes of variables, writes
ϕ(t, s) = iy′ ·ω′
√
t + n2+ + is − iαεε −
√
t − [n2]+ is |yd − 1| − √t + is |εzd − 1|.
Then,
∂tϕ = iy
′ ·ω′√
t + n2+ + is − iαεε
− |yd − 1|√
t − [n2] + is −
|εzd − 1|√
t + is .
On the one hand, ∣∣∣∣ |εzd − 1|√ ∣∣∣∣ 1√
t + is 2 s
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t + n2+ + is − iαεε
− |yd − 1|√
t − [n2] + is
∣∣∣∣ M1√
n2+ − a
+ 2√[n2] − a .
Thus, for β small enough and s  β , we have:
∂tϕ 
1
4
√
β
.
In conclusion, we have obtained that μ∂+ = 0.
Appendix A. The resolvent in the homogeneous case
We give here some details about the derivation of the explicit formula for the solution to the Helmholtz equa-
tion (7.1). Since we can apply the Fourier transform with respect to the x′ variable, it is sufficient to make the
calculations when the dimension d equals to 1. We may also assume that ε = 1. Hence, we are left with the following
equation:
−w′′ +ω2+w = f for x > 1, (A.1)
−w′′ +ω2−w = f for x  1, (A.2)
where ω+ and ω− are chosen with a positive real part.
Let use first calculate w when x > 1. We can write:
w(x) = a(x)eω+x + b(x)e−ω+x,
where a and b satisfy,
a′(x)eω+x + b′(x)e−ω+x = 0. (A.3)
Then, w′′(x) = ω2+w +ω+(a′(x)eω+x − b′(x)e−ω+x) so, using (A.1) and (A.3) we obtain the following system satis-
fied by a′ and b′: {
a′(x)eω+x + b′(x)e−ω+x = 0,
a′(x)ω+eω+x − b′(x)ω+e−ω+x = −f.
Thus, we get:
a′(x) = −1
2ω+
e−ω+xf (x), b′(x) = 1
2ω+
eω+xf (x).
Integrating these equalities, we obtain:
a(x) = 1
2ω+
( +∞∫
x
e−ω+yf (y)dy +C++
)
, b(x) = 1
2ω+
( x∫
−∞
eω+yf (y)dy +C−+
)
,
where C−+ and C++ are two constants.
Thus, we have for x > 1,
w(x) = 1
2ω+
( +∞∫
x
e−ω+(y−x)f (y)dy +C++eω+x +
x∫
−∞
e−ω+(x−y)f (y)dy +C−+e−ω+x
)
.
Similarly, we get for x  1,
w(x) = 1
2ω+
( +∞∫
e−ω−(y−x)f (y)dy +C+−eω−x +
x∫
e−ω−(x−y)f (y)dy +C−−e−ω−x
)
.x −∞
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since H 2(R) ⊂ C1(R), we write the continuity of w and w′ at the point x = 1. This gives the following system:
e−ω+
2ω+
C−+ −
eω−
2ω−
C+− =
1
2ω−
+∞∫
−∞
e−ω−|y−1|f (y)dy − 1
2ω+
+∞∫
−∞
e−ω+|y−1|f (y)dy,
e−ω+C−+ + eω−C+− = −
+∞∫
1
e−ω−|y−1|f +
1∫
−∞
e−ω−|y−1|f +
+∞∫
1
e−ω+|y−1|f −
1∫
−∞
e−ω+|y−1|f.
Hence,
C−+ =
ω+ −ω−
ω+ +ω− e
ω+
+∞∫
1
e−ω+|y−1|f (y)dy −
1∫
−∞
eω+yf (y)dy + 2ω+
ω+ +ω− e
ω+
1∫
−∞
e−ω−|y−1|f (y)dy,
C+− =
ω− −ω+
ω+ +ω− e
−ω−
1∫
−∞
e−ω−|y−1|f (y)dy −
+∞∫
1
e−ω−yf (y)dy + 2ω−
ω+ +ω− e
−ω−
+∞∫
1
e−ω+|y−1|f (y)dy.
Finally, we obtain for x > 1,
w(x) = 1
2ω+
( +∞∫
1
e−ω+|y−x|f (y)dy −
+∞∫
1
(ω+ −ω−)2
[n2] e
−ω+|x−1|−ω+|y−1|f (y)dy
)
+
1∫
−∞
ω+ −ω−
[n2] e
−ω+|x−1|−ω−|y−1|f (y)dy,
and for x  1,
w(x) = 1
2ω−
( 1∫
−∞
e−ω−|y−x|f (y)dy +
1∫
−∞
(ω+ −ω−)2
[n2] e
−ω−|x−1|−ω−|y−1|f (y)dy
)
+
+∞∫
1
ω− −ω+
[n2] e
−ω−|x−1|−ω+|y−1|f (y)dy.
Appendix B. Sharp truncation and ε-oscillation
Definition 1.1. A sequence of functions (uε) is ε-oscillating if it is bounded in L2loc(R
d) and for all ϕ ∈ C∞c (Rd),
lim supε
∫
|εξ |>ρ |ϕ̂uε|2 dξ → 0 as ρ → ∞.
Definition 1.2. A sequence of functions (uε) is strongly ε-oscillating if it is bounded in L2loc(R
d) and for some order
s > 0: for all ϕ ∈ C∞c (Rd), (|εDx |sϕuε) is bounded in L2(Rd).
Definition 1.3. A sequence of functions (uε) is ε-oscillating in xd if it is bounded in L2loc(Rd) and for all ϕ ∈ C∞c (Rd),
lim supε
∫
|εξd |>ρ |ϕ̂uε|2 dξ → 0 as ρ → ∞. A sequence of functions (uε) is strongly ε-oscillating in xd if it is bounded
in L2loc(R
d) and for some order s > 0: for all ϕ ∈ C∞c (Rd), (|εDxd |sϕuε) is bounded in L2(Rd).
Lemma 1.4. (i) For all s ∈ [0,1/2[, for all f ∈ Hs(R),∥∥|Dx |s1x>0f ∥∥ 2  Cs∥∥|Dx |sf ∥∥ 2 .L (R) L (R)
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∀k ∈ N∗, k M + s, ∥∥χ(εDx)(εDx)k1x>0∥∥L2(R) = O(εs).
Lemma 1.5. (i) If the sequence (uε) is ε-oscillating (respectively strongly ε-oscillating, ε-oscillating in xd ), then its
truncation (1xd>1uε) is ε-oscillating (respectively strongly ε-oscillating, ε-oscillating in xd ).
(ii) If (uε) and ((εDxd )Kuε) are bounded in L2loc(Rd+) for some K ∈ N∗, and if for all k ∈ N such that k < K ,
the sequences of traces (uεk|xd=1) of uεk = (εDxd )kuε are bounded in L2loc(Rd−1), then for all k < K , the sequence of
extensions (uεk) of uεk by zero is ε-oscillating in xd .
The reader can find the proofs of these results for instance in L. Miller [16].
Appendix C. Tangential test operators
We give here the proofs of the results on tangential test operators.
Proof of Lemma 4.5. Let ω ∈ Cˆ∞c (R2d−1x,ξ ′ ). Then, for all k ∈ N,(
ωξk+1d
)w
(x, εDx) =
(
ωξkd
)w
(x, εDx)εDxd +
ε
2
(
Dxdωξ
k
d
)w
(x, εDx) (C.1)
= εDxd
(
ωξkd
)w
(x, εDx)− ε2
(
Dxdωξ
k
d
)w
(x, εDx). (C.2)
Hence, by induction, we get that for all φε ∈ T n(Rd), there exist ωk ∈ Cˆ∞c (R2d−1) such that
φε =
n∑
k=0
Ωεk (εDxd )
k + εΘε, (C.3)
where Ωεk = ωwk (x, εDx′) and Θε =
∑n−1
k=0 εn−1−kθεk , with θεk ∈ T k(Rd).
Thanks to (C.3), it suffices to prove the lemma for operators of the form φε = ∑2k=0 Ωεk (εDxd )k . Using
Lemma 1.5(i) and (ii), we obtain that for 0 k  2, uε±,k := 1xd≷1(εDxd )kuε is ε-oscillating. Since Ωεk contains no
derivative with respect to the xd variable, we get that Ωεku
ε±,k is ε-oscillating, and it is compactly supported uniformly
with respect to ε. Thus, using Lemma 1.4(i), we get∥∥χ0(εDxd )Ωεk ((εDxd )kuε± − uε±,k)∥∥L2 = O(εs),
for some s ∈ (0, 12 ). Thus, point (i) is proved.
Since Ωεku
ε±,k is ε-oscillating, we have lim supε→0 ‖(χ( ερDxd ) − 1)Ωεkuε±,k‖L2 → 0 as ρ → +∞. Hence,
lim supε→0 ‖(χ( ερDxd )−1)φεuε±‖L2 → 0 as ρ → +∞ and point (ii) follows from point (i) with χ0(ξd) = χ(ξdρ ). 
Proof of Lemma 4.6. Let ω ∈ C∞c (R2d−1). We denote Ωε = ωw(x, εDx′). At the first order, using the relation (C.2)
and integrating by parts, we obtain:(
(ωξd)
w(x, εDx)v,u
)
± = (εDxdΩεv,u)± −
ε
2
(
(Dxdω)
wv,u
)
±
= ±iε(Ωεv,u)Γ + (Ωεv, εDxd u)± −
ε
2
(
(Dxdω)
wv,u
)
±
= ±iε(Ωεv,u)Γ +
(
v,
[
(Ωε)∗εDxd −
ε
2
(
(Dxdω)
w(x, εDx′)
)∗]
u
)
±
= ±iε(Ωεv,u)± +
(
v,
(
(ωξd)
w(x, εDx)
)∗
u
)
Γ
.
At order 2, we first use the relations (C.1) and (C.2) to compute,(
ωξ2d
)w = (εDxd )Ωε(εDxd )+ ε2 (D2x ω)w.4 d
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ωξ2d
)w
(x, εDx)v,u
)
± = (εDxdΩεεDxd v,u)± +
ε2
4
((
D2xdω
)w
v,u
)
±
= ±iε(ΩεεDxd v,u)Γ +
(
εDxd v, (Ω
ε)∗εDxd u
)
± +
ε2
4
((
D2xdω
)w
v,u
)
±
= ±iε(ΩεεDxd v,u)Γ ± iε
(
v, (Ωε)∗εDxd u
)
Γ
+ (v, εDxd (Ωε)∗εDxd u)±
+ ε
2
4
((
D2xdω
)w
v,u
)
±
= ±iε(ΩεεDxd v,u)Γ ± iε(Ωεv, εDxd u)Γ +
(
v,
((
ωξ2d
)w)∗
u
)
±,
which ends the proof. 
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