Under certain assumptions we derive a complete semiclassical asymptotics of the spectral function e h, (x, x, ) for a scalar operator
Introduction

Preliminary remarks
This work is inspired by several remarkable papers of L. Parnovski and R. Shterenberg [PS1, PS2, PS3] , S. Morozov, L. Parnovski and R. Shterenberg [MPS] and earlier papers by A. Sobolev [So1, So2] . I wanted to understand the approach of the authors and, combining their ideas with my own approach, generalize their results.
In these papers the complete asymptotic expansion of the integrated density of states ( ) for operators +V was derived as → +∞; here is a positive Laplacian and V is a periodic or almost periodic potential (satisfying certain conditions). In [MPS] more general operators were considered.
Further, in [PS3] the complete asymptotic expansion of e(x, x, ) was derived, where e(x, y , ) is the Schwartz kernel of the spectral projector.
I borrowed from these papers Conditions (A)-(D) and the special gauge transformation and added the hyperbolic operator method (actually nonstationary semiclassical Schrödinger operator method- [Ivr1] ) and extremely long propagation of singularities. I believe that this is a simpler and more powerful approach. Also, in contrast to those papers I consider more general semiclassical asymptotics.
Consider a scalar self-adjoint h-pseudo-differential operator A(x, hD) in Then it is semibounded from below. Let e h (x, y , ) be the Schwartz kernel of its spectral projector E ( ) = θ( − A). We are interested in the semiclassical asymptotics of e h (x, x, ) and It is well-known that under -microhyperbolicity condition on the energy level For generalization to matrix operators and degenerate scalar operators see Chapters 4 and 5 respectively of [Ivr1] . Also there one can find slightly sharper two-term asymptotics under non-periodicity conditions.
Also it is known (see Chapter 4 of [Ivr1] ) that under microhyperbolicity condition (1.4) for | − | < the following complete asymptotics holds:
where u h (x, y , t) is the Schwartz kernel of of the propagator e ih − tA ,̄∈
, T * is a small constant here and Q j = Q j (x, hD) are h-pseudo-differential operator; we write operators, acting with respect to y on Schwartz kernels to the right of it.
Further, it is known that
where (Q j ) is a support of its symbol Q j (x, ) and
In what follows we skip subscripts Q j = I . 
Observe that for A = A(hD)
In this paper we consider
where A ( ) satisfies (1.1), (1.2) and (1.4) and B(x, ) satisfies (1.1) and > is a small parameter. Later we assume that B(x, hD) is almost periodic and impose other conditions. First, we claim that for operator (1.13) with ≤ the equality (1.8) holds with T * = − where j are small constants and we assume that
Main Theorem
Now we consider the main topic of this work where we will use ideas from [PS1, PS2, PS3, MPS]: the case of an almost periodic operator B(x, hD),
with discrete (i.e. without any accumulation points) frequency set . Operator B is quasiperiodic if is a finite set, periodic if is a lattice and almost periodic in the general case.
Our goal is to derive (under certain assumptions) complete semiclassical asymptotics:
First, in addition to microhyperbolicity condition (1.4) we assume that = { : A ( ) = } is a strongly convex surface i.e.
(1.16) ± ∑︁
where the sign depends on the connected component of , containing . Without any loss of generality we assume that
3) See Theorem 2.4.
(1.17) spans ℝ d , contains and is symmetric about .
Condition (A). For each , ... , d ∈ either , ... , d are linearly independent over ℝ or they linearly dependent over ℤ.
Assume also that
Condition (B). For any arbitrarily large L and for any sufficiently large real number there are a finite symmetric about set
) (with ( , r ) the ball of the radius r and center ) and a "cut-off" coefficients
, such that
Indeed, one suffices to observe that b ( ) = (B(x, )e −i⟨ ,x⟩ ) etc.
(ii) On the other hand, under additional assumption 
where we assume that b (x) and b ′ (x) have similar decompositions (1.14) and (1.18) respectively, then (1.19) should be replaced by
is Condition B of [PS3] , adopted to our case, Condition (A) and Conditions (C), (D) below are borrowed without any modifications (except changing notations).
The next condition we need to impose is a version of the Diophantine condition on the frequencies of B. First, we need some definitions. We fix a natural number K (the choice of K will be determined later by how many terms in the asymptotic decomposition of e(x, x, ) we want to obtain) and consider ′ K , which here and below denotes the algebraic sum of K copies of ′ :
(1.25)
We say that V is a quasi-lattice subspace of dimension q, if V is a linear span of q linear independent vectors , ... , q ∈ ′ K ∖ . Obviously, the zero space is a quasi-lattice subspace of dimension and ℝ d is a quasi-lattice subspace of dimension d.
We denote by q the collection of all quasi-lattice subspaces of dimension q and also := ⋃︀ q≥ q . Consider V, U ∈ . We say that these subspaces are strongly distinct, if neither of them is a subspace of the other one. Next, let(V, U) ∈ [ , / ] be the angle between them, i.e. the angle between V ⊖ W and U ⊖ W, W = U ∩ V. This angle is positive iff V and U are strongly distinct.
Condition (C).
For each fixed L and K the sets ′ (L, ) satisfying (1.18) and (1.19) can be chosen in such a way that for sufficiently large we have
where the implied constant (i.e. how large should be) depends on L and K .
Let V be the span of , ... , q ∈ ′ ∞ ∩ V is discrete and is, therefore, a lattice in V. We denote this lattice by ( ; V).
Our final condition states that this lattice cannot be too dense. 
Condition (D)
Corollary 1.5. In the framework of Theorem 1.4
Plan of the paper
Section 2 is devoted to the proof of Theorem 1.4. In Subsection 2.1 we make some general remarks, and, in particular, we prove more general albeit far less precise Theorem 2.4. Then, in Subsection 2.2 we describe a gauge transformation.
In Subsection 2.3 we consider a non-resonant zone and justify such transformation, which reduces operator microlocally to a constant symbol operator A ′′ (hD, h). This allows us to study a propagation of singularities with respect to and prove that the singularities do not propagate with respect to 4) . In Subsection 2.4 we consider a resonant zone and justify such transformation, which reduces operator microlocally to an operator A ′′ (x ′ , hD, h), where x ′ ∈ V the corresponding resonant subspace, and prove that the singularities propagate only with respect to ′ . Then the convexity condition implies that the singularities actually do not propagate with respect to 4) . In Subsection 2.5 we consider propagation with respect to x and using the results of Subsections 2.3 and 2.4 we prove that the singularities "propagate away" and do not return 4) . The we apply Tauberian theorem with T = T * and prove Theorem 1.4. In Section 3 we generalize Theorem 1.4. First, in Subsection 3.1 we consider matrix operators with the simple eigenvalues of A ( ).
Then, in Subsection 3.2 we consider operators A (hD) + V (x, hD) where symbol V (x, ) decays as |x| → ∞ and hybrid operators A (hD) + (B(x, hD) + V (x, hD)) with almost periodic B and decaying V and show that our methods work for them as well.
Finally, in Subsection 3.3 we discuss differentiability of our asymptotics with respect to .
Proof of the Main Theorem
Preliminary Analysis
Remark 2.1. (i) It follows from Section 4 of [Ivr1] that the contribution of the zone { : |A ( ) − | ≥ C + h − } to the remainder is negligible. Here and below > is an arbitrarily small exponent. Namely, let Q j = Q j (hD) be operators with the symbols Q j ( ), such that
Therefore we restrict ourself by the analysis in the zone .
(ii) To upgrade (1.8) with T = T * (a small constant) to (1.8) with T = T * it is sufficient to prove that (2.6)
, where s is an arbitrarily large exponent.
In the very general setting for |t| ≤ h −M the propagation speed with respect to does not exceed C . More precisely Proposition 2.2. Let A = A + B where A (hD) and B(x, hD) are matrix operators satisfying (1.1). Let Q j (hD) be operators with symbols satisfying (2.3). Further, let (Q j ) ⊂ { : | | ≤ c} and
Proof. One can prove easily by arguments of the proof of Theorem 2.1.2 of [Ivr1] , applied to operator
, that the propagation speed with respect does not exceed C ; presence of the term − A (hD x ) does not matter since it disappears in the commutator with (hD). Changing t ↦ → t we conclude that for operator A the propagation speed with respect to does not exceed C .
We do not need compactness of the domain in the phase space with respect to x since the propagation speed with respect to x does not exceed C and we have such compactness implicitly. We leave easy details to the reader. Proposition 2.3. In the framework of Proposition 2.2 assume that A (hD) is microhyperbolic on the energy level
Proof. It is sufficient to prove for (Q ) contained in the small vicinity of some point̄. Then due to Proposition 2.2 e ih − tA Q ≡ Q e ih − tA Q modulo operators with O(h ∞ )-norms 6) and with Q also supported in the small vicinity of̄and equal in the vicinity of (Q ). Then on (Q ) operator is microhyperbolic with respect to vector ℓ and we can employ the proof of Theorem 2.1.2 of [Ivr1] again, this time with (x, t) = ℓx − t. For further details see Chapter 4 of [Ivr1] .
Then in virtue of (1.8) with t = T * (which is also due to the microhyperbolicity condition) (1.8) also holds with T = T * and applying Hörmander's Tauberian theorem we arrive to the remainder estimate 
From now on we discuss only Theorem 1.4.
Remark 2.5. (i) It suffices to prove asymptotics (2.10)
with arbitrarily large fixed M. To do so we will use the hyperbolic operator method (which we implement as semiclassical Schrödinger operator method ) with maximal time
( 
with arbitrarily large k, s, where |||.||| k denotes an operator norms from L to
Then equality
(iii) Since h ( ) could be defined equivalently as
where h ( , X ) is an eigenvalue counting function for operator A in X with the Dirichlet (or Neumann-does not matter) boundary conditions on X , for h ( ) we can arrive to the same conclusion from the variational arguments. 
Gauge transformation
Consider now the "gauge" transformation A ↦ → e −i h − P Ae i h − P with hpseudodifferential operator P. Observe that (2.12)
where P (A) = A and n+ P (A) = [P, n P (A)] for n = , , .... Thus formally we can compensate B, taking
Then perturbation B is replaced by B ′ , which is the right hand expression in (2.12) minus A , i.e.
(2.15)
where we ignored the remainder. New perturbation, again formally, has a magnitude of . Repeating this process we will make a perturbation negligible.
Remark 2.6. However, we need to address the following issues issues: (iii) We need to prove that the remainder is negligible.
(iv) This transformation was used in Section 9 of [PS3] (etc); in contrast to these papers we use Weyl quantization instead of pq-quantization, and have therefore
Non-resonant zone Gauge transformation
One can see easily that if inequality (2.16) |⟨∇ A ( ), ⟩| ≥ := h − holds for all ∈ ′ K , then the terms could be estimated by h n and our construction works with K = M/ . Here and below without any loss of the generality we assume that ≥ h; so, in fact, (2.17)
h ≥ ≥ h.
Indeed, if P = P(x, hD) has the symbol, satisfying
has a symbol, satisfying
Then we can eliminate a perturbation completely, save terms with the frequency , both old and new. The set of satisfying (2.16) for all ∈ ′ K we call non-resonant zone and denote by . Thus, we arrive to Proposition 2.7. Let Q = Q(hD) with the symbol supported in ∩ and satisfying (2.3)
Then there exists a pseudo-differential operator P = P(x, hD) with the symbol, satisfying (2.18) and such that
Remark 2.8. (i) This proposition is similar to Lemma 9.3 of [PS3] . However, in contrast to [PS1, PS2, PS3, MPS], after it is proven we do not write asymptotic decomposition there, but simply prove that singularities do not propagate with respect to there.
(ii) It is our second replacement of operator A; recall that the first one was based on Condition (B), and now we ignore the remainder after transformation, which is justified by Remark 2.5(i).
Propagation
Proposition 2.9. Let Q j = Q j (hD) with the symbols, satisfying (2.3) and let symbol of Q be supported in ∩ . Let ( (Q ), (Q )) ≥ c . Then
Proof. One can prove easily that the operator norms of Q e ih − tA ′′ Q and Q e ±i h − P Q are O(h M ). We leave all easy details to the reader.
Resonant zone
Consider now resonant zone
where ( ) is the set of , violating (2.16) for given :
We start from the easiest case d = (in the trivial case d = there is no resonant zone). Observe that due to assumption (1.16) for each
Recall, that > is arbitrarily small. Since due to Proposition 2.9, the propagation which starts in the nonresonant zone remains there 7) we conclude that the propagation which is started in some connected component of the resonant zone also remains there 7) . Thus, ∇ A ( ) does not change by more than h − and since ais arbitrarily small we conclude that (2.22) also holds for Q , supported in the resonant zone. Therefore (ii) Then for d = we can replace assumption (1.16) by (2.28) (s) (a curvature of , naturally parametrized by s) has zeroes only of the finite order.
Indeed, then (2.25) will be replaced by ( ( ) ∩ ) ≤ C , = /(q + ) with q the maximal order of zeroes of (s). (ii) There exist linearly independent , ...
Now we generalize Proposition 2.7:
Proposition 2.12. Let Q = Q(hD) with the symbol supported in the connected component of * j , corresponding to subspace V, and satisfying (2.3). Then there exists a pseudo-differential operator P = P(x, hD) with the symbol, satisfying (2.18) and such that
, where B ′′ is an operator with Weyl symbol
Proof. The proof obviously generalizes the proof of Proposition 2.7. We eliminate all / ∈ V exactly in the same way as it was done there.
General case: propagation Proposition 2.13. Let Q j = Q j (hD) with the symbols, satisfying (2.3) and let symbol of Q be supported in
Proof. In virtue of Proposition 2.9 it is sufficient to consider (Q ) belonging to the connected component ′ of * j . Indeed, the values of , ... , d− are arbitrarily small.
One can prove easily that the operator norm of Q e ±i h − P Q are O(h M ). We need to prove that the operator norm of Q e ±ih − tA ′′ Q is also O(h M ). In the coordinates (
we observe that the propagation speed is only along V as long as it remains in j vicinity of (Q ). The proof is similar to the proof of Proposition 2.2 and we leave it to the reader.
However propagation is confined to ′ := { : |A ( ) − | ≤ C + h − }) and due to (1.16) it remains in that vicinity as < . Now we arrive to the following proposition:
Proposition 2.14. Let Q , Q satisfy (2.3) and (Q ) ⊂ . Then for
Proof. It is standard, due to Proposition 2.13, microhyperbolicity condition and the results of Chapter 2 of [Ivr1] we conclude that if |ℓ| = and
But then for (2.33) we can drop this assumption.
End of the proof
Now we conclude that (2.36)
and since
holds for T = T * , it also holds for T = T * . Finally, Hörmander's Tauberian theorem implies Theorem 1.4.
Generalizations and Discussion
Matrix operators
Consider now n × n-matrix operators A and B; then (1.2) should be understood in the matrix sense. Assume that (3.1) Symbol A ( ) has only simple eigenvalues a ( ), ... , a n ( ), which also satisfy (1.4) and (1.16).
Then there exists a unitary transformation
.. , a n ( )). Then one can prove easily, that there exists a unitary operator R(x, hD)
.. , a n ), where a j = a j (x, hD) = a j (hD) + b j (x, hD) (and we assume as before that (2.17) holds.
If Conditions (A)-(D) are fulfilled for A(x, hD), then they are also fulfilled for a j (x, hD) and we can apply the same propagation arguments as before and Theorem 1.4 extends to such operators provided conditions (1.4) and (1.16) are fulfilled for a j (x, hD) with j = , ... , n.
Let us replace (1.2) by more general ellipticity assumption
Then we cannot restrict e(x, y , ) to x = y but we can restrict e(x, y , , ′ ), the Schwartz kernel of the difference of the corresponding projectors. Theorem 1.4 trivially extends to such operators, if instead of e(x, x, ) we consider e(x, x, , ′ ) provided conditions (1.4) and (1.16) are fulfilled for a j (x, hD) with j = , ... , n and for both and ′ . It also extends to
provided conditions (1.4) and (1.16) are fulfilled for a j (x, hD) with j = , ... , n for .
Remark 3.1. Our reduction construction fails in the case of a scalar operator A and a matrix operator B unless either = h + or the principal symbol of B satisfies some very restrictive condition. Therefore for a matrix operator A with the eigenvalues of A ( ) of constant multiplicities our construction works only under similar assumptions.
Perturbations
Consider operators in question, perturbed by V (x, hD) where V (x, ) decays as |x| → ∞. Such perturbations do not affect h ( ), but they do affect e h (x, x, ).
Decaying perturbations
We start from the easy case
First of all, we claim that (3.6) Under assumption (3.7) below the propagation speed with respect to does not exceed c (|x| + ) − .
Indeed, note first that due to Proposition 2.2 the propagation speed with respect to does not exceed c . Next, consider domain {x : |x| ≍ r } with r ≥ . Scaling x ↦ → x/r , t ↦ → t/r we get a domain {x : |x| ≍ }, h ↦ → ℏ = h/r and we need to prove that after this scaling the propagation speed with respect to does not exceed = c r − , on the time interval {t : |t| ≤ }. To prove this we can apply Proposition 2.2 but ewe need to have the microlocal uncertainty principle fulfilled: ≥ ℏ − with > , where is a shift with respect to . This inequality is equivalent to r − ≥ h − r − + i.e. r − − ≥ h − and it suffice to have
Consider now in the vicinity of̄and x with |x| ≤ c. Then as long as | −̄| ≤ with small enough constant > , evolution goes away from with the speed ≍ , so we are in the zone {x : |x| ≍ |t|} and in this zone the propagation speed with respect to does not exceed c r − − , and therefore | −̄| ≤ c ∫︀ ∞ t − − dt ≤ c and this is less that / as ≤ . We can also consider evolution which starts from x with |x| ≥ . Then the same arguments work albeit with r ≍ |t − t * | for some t * with |t * | ≤ c|x|. Then we arrive to Theorem 3.2. Consider operator (3.4) with V satisfying (3.5). Let microhyperbolicity condition (1.4) on the energy level be fulfilled and ≤ . Then the complete spectral asymptotics (1.29) holds.
Hybrid perturbations
Now we consider the hybrid operators, containing both B and V . However, trying to eliminate B by the same approach as in Subsubsection 2.4.2, we get an another type of terms, and it is only natural to consider them being in the operator from the beginning: 
Non-resonant zone
We deal with the purely exponential terms in our standard way and with the hybrid terms as if they were purely exponential (i.e. as if V ′ were not depending on x), then a new kind of terms will be produced: they acquire factor h(A ( + h/ ) − A ( − h/ )) − and the derivative with respect to x to V ′ .
provided ≥ h M , where h, ( ) is the right-hand expression of (1.30). The question remains, if (3.14) holds for smaller , in particular, if it holds in → limit? If the latter holds, then On the other hand, this objection does not work in case d ≥ since only several the lowest spectral gaps are open (Bethe-Sommerfeld conjecture, proven in [PS] ).
Assume for simplicity, that A = + V has no negative eigenvalues; then we can apply wave operator method 8) . We consider u(x, y , t), the Schwartz kernel of ( √ At), 8) It could be applied without this assumption, but with tweaking. 9) It, probably could be proven for V , decaying fast enough at infinity
