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Abstract
Context. Re-architecting monolithic systems with Microservices-based ar-
chitecture is a common trend. Various companies are migrating to Microser-
vices for different reasons. However, making such an important decision like
re-architecting an entire system must be based on real facts and not only on
gut feelings.
Objective. The goal of this work is to propose an evidence-based decision
support framework for companies that need to migrate to Microservices,
based on the analysis of a set of characteristics and metrics they should
collect before re-architecting their monolithic system.
Method. We designed this study with a mixed-methods approach combining
a Systematic Mapping Study with a survey done in the form of interviews
with professionals to derive the assessment framework based on Grounded
Theory.
Results. We identified a set consisting of information and metrics that com-
panies can use to decide whether to migrate to Microservices or not. The
proposed assessment framework, based on the aforementioned metrics, could
be useful for companies if they need to migrate to Microservices and do not
want to run the risk of failing to consider some important information.
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1. Introduction
Microservices are becoming more and more popular. Big players such as
Amazon 1, Netflix 2, Spotify 3, as well as small and medium-sized enterprises
are developing Microservices-based systems [1].
Microservices are relatively small and autonomous services deployed in-
dependently, with a single and clearly defined purpose [2]. Microservices
propose vertically decomposing applications into a subset of business-driven
independent services. Each service can be developed, deployed, and tested
independently by different development teams and using different technol-
ogy stacks. Microservices have a variety of different advantages. They can
be developed in different programming languages, can scale independently
from other services, and can be deployed on the hardware that best suits
their needs. Moreover, because of their size, they are easier to maintain
and more fault-tolerant since the failure of one service will not disrupt the
whole system, which could happen in a monolithic system. However, the
migration to Microservices is not an easy task [1] [3]. Companies commonly
start the migration without any experience with Microservices, only rarely
hiring a consultant to support them during the migration [1] [3].
Various companies are adopting Microservices since they believe that it
will facilitate their software maintenance. In addition, companies hope to
improve the delegation of responsibilities among teams. Furthermore, there
are still some companies that refactor their applications with a Microservices-
based architecture just to follow the current trend [1] [3].
The economic impact of such a change is not negligible, and taking such
an important decision to re-architect an existing system should always be
based on solid information, so as to ensure that the migration will allow
achieving the expected benefits.
In this work, we propose an evidence-based decision support framework
to allow companies, and especially software architects, to make their decision
on migrating monolithic systems to Microservices based on the evaluation of
a set of objective measures regarding their systems. The framework supports
companies in discussing and analyzing potential benefits and drawbacks of
the migration and re-architecting process.
We designed this study with a mixed-methods empirical research de-
1https://gigaom.com/2011/10/12/419- the-biggest-thing-amazon-got-right-the-
platform/
2http://nginx.com/blog/Microservices-at-netflix-architectural-best- practices/
3 www.infoq.com/presentations/linkedin-Microservices-urn
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sign. We first performed a systematic mapping study of the literature to
classify the characteristics and metrics adopted in empirical studies that
compared monolithic and Microservices-based systems. Then we ran a set
of interviews with experienced practitioners to understand which character-
istics and metrics they had considered during the migration and which they
should have considered, comparing the usefulness of the collection of these
characteristics. Finally, based on the application of Grounded Theory on
the interviews, we developed our decision support framework.
Paper structure. Section 2 presents the background and related work.
In Section 3, we describe the mixed-methods research approach we applied.
In Section 4, we describe the Systematic Mapping Study, focusing on the
protocol and the results, while Section 5 presents the design and the results
of the survey. In Section 6, we present the defined framework. In Section 7,
we discuss the results we obtained and the defined framework. In Section 8,
we identify threats to the validity of this work. Finally, we draw conclusions
in Section 9 and highlight future work.
2. Background and Related Work
In this section, we will first introduce Microservices and then analyze
the characteristics and measures adopted by previous studies.
2.1. Microservices
The Microservice architecture pattern emerged from Service-Oriented
Architecture (SOA). Although services in SOA have dedicated responsibil-
ities, too, they are not independent. The services in such an architecture
cannot be turned on or off independently. This is because the individual
services are neither full-stack (e.g., the same database is shared among mul-
tiple services) nor fully autonomous (e.g., service A depends on service B).
As a result, services in SOA cannot be deployed independently.
In contrast, Microservices are independent, deployable, and have a lot
of advantages in terms of continuous delivery compared to SOA services.
They can be developed in different programming languages, can scale inde-
pendently from other services, and can be deployed on the hardware that
best suits their needs because of their autonomous characteristics. More-
over, their typically small size facilitates maintainability and improves the
fault tolerance of the services. One consequence of this architecture is that
the failure of one service will not disrupt the whole system, which could hap-
pen in a monolithic system [2]. Nevertheless, the overall system architecture
changes dramatically (see Figure 1). One monolithic service is broken down
3
into several Microservices. Thus, not only the service’s internal architecture
changes, but also the requirements on the environment. Each Microservice
can be considered as a full-stack that requires a full environment (e.g., its
own database, its own service interface). Hence, coordination among the
services is needed.
Service Data Access
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Orders
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Figure 1: Comparison between Microservices and monolithic architectures
Despite the novelty of the field of Microservices, many studies concerning
specific characteristics of them have already been published. However, there
are still some challenges in understanding how to develop such kinds of
architectures [4] [5] [6]. A few studies in the field of Microservices (i.e., [3],
[7], [8], [9], [10], and [11]) have synthesized the research in this field and
provide an overview of the state of the art and further research directions.
Di Francesco et al. [7] studied a large corpus of 71 studies in order to
identify the current state of the art on Microservices architecture. They
found that the number of publications about Microservices sharply increased
in 2015. In addition, they observed that most publications are spread across
many publication venues and concluded that the field is rooted in practice.
In their follow-up work, Di Francesco et al. [8], provided an improved version,
considering 103 papers.
Pahl et al. [11] covered 21 studies. They discovered, among other things,
that most papers are about technological reviews, test environments, and
use case architectures. Furthermore, they found no large-scale empirical
evaluation of Microservices. These observations made them conclude that
the field is still immature. Furthermore, they stated a lack of deployment
of Microservice examples beyond large corporations like Netflix.
Soldani et al. [3] identified and provided a taxonomic classification com-
paring the existing gray literature on the pains and gains of Microservices,
from design to development. They considered 51 industrial studies. Based
on the results, they prepared a catalog of migration and re-architecting
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patterns in order to facilitate re-architecting non-cloud-native architectures
during migration to a cloud-native Microservices-based architecture.
All studies agree that it is not clear when companies should migrate
to Microservices and which characteristics the companies or the software
should have in order to benefit from the advantages of Microservices.
Thus, our work is an attempt to close this gap by providing a set of
characteristics and measures together with an assessment framework, as
planned in our previous proposal [12].
3. The Approach
In this section, we will describe the two-step mixed-methods approach
applied in this work. The approach is shown in Figure 2.
The goal of this work is to understand which metrics are considered im-
portant by practitioners before and after the migration to Microservices.
Therefore, we decided to conduct a survey based on semi-structured inter-
views.
In order to avoid bias due to open-answer questions, we first performed a
Systematic Mapping Study to identify a list of characteristics and measures
considered in previous works for the identification of potential benefits and
issues of the migration to Microservices.
Then we conducted the survey among professionals to identify in practice
which metrics they considered important before and after the migration, ask-
ing them to first report the metrics they considered useful as open questions,
and then asking whether they considered the metrics used in the previous
studies useful.
In the next section (Section 4), we will report on the mapping study
process, and in Section 5, we will describe the survey design and the results
obtained.
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Figure 2: The Approach
4. Characteristics and measures investigated in empirical studies
on Microservices
In this section, we aim to identify the characteristics and measures that
companies should collect before re-architecting their monolithic system into
Microservices in order to enablethem to make a rational decision based on
evidence instead of gut feeling. Therefore, the goal of this work is two-
fold: First, we aim to characterize which characteristics have been adopted
in empirical studies to evaluate the migration from monolithic systems to
Microservices. Second, we aim to map the measures adopted to measure the
aforementioned characteristics.
The contribution of this section can be summarized as follows: We iden-
tify and classify the different characteristics and measures that have been
studied in empirical studies comparing monolithic systems with Microser-
vices architectures. These measures will be used in the survey presented in
Section 5.
4.1. Methodology
Here, we will describe the protocol followed in this Systematic Mapping
Study. We will define the goal and the research questions (Section 4.1.1) and
report the search strategy approach (Section 4.1.2) based on the guidelines
defined by Petersen et al. [13, 14] and the “snowballing” procedure defined
by Wohlin [15]. We will also outline the data extraction and the analysis
(Section 4.1.3) of the corresponding data. The adopted protocol is depicted
in Figure 3.
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4.1.1. Goal and Research Questions
The goal of this Systematic Mapping Study is to analyze the charac-
teristics and measures considered in empirical studies that evaluated the
migration from monolithic systems to Microservices or that evaluated Mi-
croservices. For this purpose, we addressed the following research questions
(RQs):
RQ1. Which characteristics have been investigated during the analysis of
the migration from monolithic systems to Microservices architectures?
With this RQ, we aim to classify the characteristics reported by the empirical
studies that analyzed the migration from monolithic systems to Microser-
vices.
RQ2. What measures have been adopted to empirically evaluate the char-
acteristics identified in RQ1?
For each characteristic, we identified the measures adopted for the evalua-
tion of the migration to Microservices.
RQ3. What effects have been measured after the migration to Microser-
vices?
With this RQ, we aim to analyze the results reported in the measures identi-
fied in RQ2. For example, we aim to understand whether the selected studies
agree about the decreased maintenance effort of Microservices expected by
numerous practitioners [1].
4.1.2. Search Strategy
We adopted the protocol defined by Petersen et al. [13, 14] for a System-
atic Mapping Study and integrated it with the systematic inclusion of refer-
ences — a method also referred to as “snowballing”— defined by Wohlin [15].
The protocol involves the outline of the search strategy including bibli-
ographic source selection, identification of inclusion and exclusion criteria,
definition of keywords, and the selection process that is relevant for the
inclusion decision. The search and selection process is depicted in Figure 3.
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Figure 3: The search and selection process
Bibliographic Sources. We selected the list of relevant bibliographic
sources following the suggestions of Kitchenham and Charters [16], since
these sources are recognized as the most representative in the software en-
gineering domain and are used in many reviews. The list includes: ACM
Digital Library, IEEEXplore Digital Library, Science Direct, Scopus, Google
Scholar, Citeseer Library, Inspec, Springer Link.
Inclusion and Exclusion Criteria. We defined inclusion and exclu-
sion criteria based on the papers’ title and abstract in order to identify the
most relevant papers. We obtained the final criteria by means of refinements
from an initial set of inclusion and exclusion criteria.
Inclusion criteria. The selected papers fulfilled all of the following cri-
teria:
• Relation to Microservices migration can be deduced.
• Study has to provide empirical evidence (measures) between the previ-
ous monolithic system and the refactored Microservices-based system.
Examples of measures may include maintenance effort, costs, infras-
tructure costs, response time, and others.
Exclusion criteria. Selected papers not fulfilling any of the following
criteria were left out:
• Not written in English.
• Duplicated paper (only the most recent version was considered).
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• Not published in a peer-reviewed journal or conference proceedings
before the end of July 20174.
• Short paper, workshop paper, and work plan (i.e., paper that does not
report results).
Definition of Search Keywords. We defined search keywords based
on the PICO [16] structure5 as reported in Table 1.
Table 1: Definition of Search Keywords
Population Microservice; micro-service; “micro service”
Intervention migration; evaluation; adoption
Comparison monolith
Outcome framework; impact; factor; driver
Based on these terms, we formulated the following search string:
(microservi* OR micro-servi* OR “micro servi*”)
AND (migration OR evaluation OR adoption OR compar*)
AND (monolith*)
AND (framework OR impact OR factor* OR driver* Or analy* OR metric*
OR measure*).
The symbol * allowed us to capture possible variations in the search
terms such as plurals and verb conjugations.
Search and Selection. The application of the search keywords re-
turned 142 unique papers. Next, we applied the inclusion and exclusion
criteria to the retrieved papers. As suggested by Kitchenham and Brere-
ton [17], we first tested the applicability of the inclusion and exclusion cri-
teria:
1. A set of 15 papers was selected randomly from the 142 papers.
2. Three authors applied the inclusion and exclusion criteria to these 15
papers, with every paper being evaluated by two authors.
3. On three of the 15 selected papers, two authors disagreed and a third
author joined the discussion to clear up the disagreements.
The refined inclusion and exclusion criteria were applied to the remaining
127 papers. Out of 142 initial papers, we excluded 70 by title and abstract
4It is possible that some indexes were not up to date when we carried out the search.
5The PICO structure includes as terms: Problem/Patient/Population, Interven-
tion/Indicator, Comparison, Outcome
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and another 61 after a full reading process. We settled on 11 papers as
potentially relevant contributions. In order to retrieve all relevant papers,
we additionally integrated the procedure of also taking into account forward
and backward systematic snowballing [15] on the 11 remaining papers. As
for backward snowballing, we considered all the references in the papers
retrieved, while for the forward snowballing we evaluated all the papers ref-
erencing the retrieved ones, which resulted in one additional relevant paper.
Table 2 summarizes the search and selection results obtained.
This process resulted in us retaining 12 papers for the review. The list
of these 12 papers is reported in Table 3.
Table 2: Search and Selection Results
Step # papers
Retrieval from bibliographic sources 142
Inclusion and exclusion criteria -70
Full reading -61
Snowballing 1
Papers identified 12
4.1.3. Data Extraction
Data addressing our RQs was extracted from each of the 12 papers that
were ultimately included in the review. For this purpose, two of the authors
extracted the data independently and then compared the results. If the
results differed, a third author verified the correctness of the extraction.
Our goal was to collect data that would allow us to characterize the
measures that can be used to evaluate the migration to Microservices. Two
groups of data were extracted from each primary study:
• Context data. Data showing the context of each selected study in terms
of: the goal of the study, the source of the data studied, the number of
Microservices developed, the application area (i.e., insurance system,
banking system, room reservation, ...), and the programming language
of the studied system(s).
• Empirically Evaluated Characteristics. Data related to the character-
istics under study (e.g., maintenance, cost, performance, ...) and the
measures adopted in the studies (e.g., number of requests per minute,
cyclomatic complexity, ...).
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4.2. Data Synthesis
The data extracted from each paper was aggregated and summarized by
two of the authors in order to better answer our RQs. First, we identified
and classified the set of characteristics to answer RQ2. Before identifying
the technique to be used in the classification, we first screened the char-
acteristics mentioned in the papers. Since the papers clearly reported the
characteristics under study, using the same terminology (e.g., performance
was always referred to as performance, maintenance as maintenance, and so
on), we simply took all the categories as they were.
As for the measures adopted for measuring each characteristic, we fol-
lowed the same process. In this case, the papers adopted different terms for
similar measures, or in some cases only different units of measurement (e.g.,
number of requests per minute instead of number of requests per hour). In
order to classify similar measures, three authors proposed their own clas-
sification independently. Then they discussed the final classification in a
workshop so as to resolve any incongruences.
4.2.1. Study Replicability
In order to allow replication and extension of our work, we prepared
a replication package6 for this Systematic Mapping Study, including the
complete results obtained.
4.3. Results
In this section, we will answer our research questions based on the data
extracted from each selected paper.
In order to get a general overview of the selected papers, we extracted
information on publication year, type, and venue for each publication. We
are aware that the limited number of selected studies is not enough to draw
statistical conclusions. However, the results of this RQ help to understand
the growing trend of works in this domain.
Publication per year. The term “Microservice” was introduced in
2012. Therefore, we did not consider any work before 2012. The scientific
interest in Microservices and in particular in empirical studies evaluating the
migration from monolithic systems has increased in recent years. The twelve
selected papers were all published between 2015 and 2017. No relevant
papers were found before 2015.
6The raw data is temporarily stored on Google Drive:
https://drive.google.com/open?id=1GNnDMmNckRgrxk6yEw8wsiHOT2iFDWEj. The
data will be moved to a permanent repository in case of acceptance.
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Table 3: Selected Papers
Study
ID
Title Author Year
[s1] Evaluating the monolithic and the Microservice
architecture pattern to deploy web applications
in the cloud
Villamizar M. et
al.
2015
[s2] Workload characterization for Microservices Ueda T. et al. 2016
[s3] Infrastructure Cost Comparison of Running Web
Applications in the Cloud Using AWS Lambda
and Monolithic and Microservice Architectures
Villamizar M. et
al.
2016
[s4] Gremlin: Systematic Resilience Testing of Mi-
croservices
Heorhiadi V. et
al.
2016
[s5] An Architecture to Automate Performance Tests
on Microservices
De Camargo A. et
al.
2016
[s6] Efficiency analysis of provisioning Microservices Khazaei H. et al. 2016
[s7] Investigation of impacts on network performance
in the advance of a Microservice design
Kratzke N. and
Quint P.C.
2017
[s8] A scalable routing mechanism for stateful Mi-
croservices
Do N.H. et al. 2017
[s9] Performance evaluation of massively distributed
Microservices based applications
Gribaudo M. et
al.
2017
[s10] Workload-Based Clustering of Coherent Feature
Sets in Microservice Architectures
Klock S. et al. 2017
[s11] Performance comparison between container-based
and VM-based services
Salah T. et al. 2017
[s12] Guidelines for adopting frontend architectures
and patterns in Microservices-based systems
Harms H. et al. 2017
Publication type and venue. The selected papers appeared in eleven
different publication venues, including ten international conferences and one
national conference. Specifically, the papers were published in: Symposium
on the Foundations of Software Engineering (FSE 2015), International Sym-
posium on Workload Characterization (IISWC 2016), International Sympo-
sium on Cluster, Cloud, and Grid Computing (CCGrid 2016), International
Conference on Distributed Computing Systems (ICDCS 2016), International
Conference on Information Integration and Web-based Applications and Ser-
vices (iiWAS 2016), International Conference on Cloud Computing Tech-
nology and Science (CloudCom 2016), International Conference on Cloud
Computing and Services Science (CLOSER 2016), Conference on Innova-
tions in Clouds, Internet and Networks (ICIN 2017), European Conference
on Modelling and Simulation (ECMS 2017), International Conference on
Software Architecture (ICSA 2017), Conference on Innovations in Clouds,
Internet and Networks (ICIN 2017) and Colombian Computing Conference
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(10CCC 2015).
4.3.1. Studied Characteristics (RQ1)
In order to better answer RQ1, we briefly present an overview of the
papers in terms of the research strategy, the adopted evaluation approach,
and the main purpose of each study.
Research strategy. Comparing the different research strategies, eval-
uation research ([s1], [s2], [s3], [s11], [s12]) and solution proposal ([s4], [s5],
[s8], [s9], [s10]) are the most common strategies (five papers each), while the
remaining papers conducted validation research ([s6], [s7]). Nevertheless,
all papers have in common that their empirical validation is based on case
studies.
The selected studies focus mainly on analyzing the migration benefits
and challenges ([s1], [s3], [s11], [s12]). The other subjects on which they
focus are distributed system architectures ([s2], [s12]) and evaluation models
and frameworks to validate the performance ([s4], [s5], [s6], [s7], [s9], [s10]).
Addressed characteristics. In order to better classify the results,
we distinguish between product and process characteristics. Moreover, we
also consider cost as an organizational characteristic. The selected studies
mainly focus on product characteristics ([s1], [s2], [s4], [s5], [s6], [s7], [s8],
[s9], [s10], [s11], [s12]) or on process characteristics ([s1], [s3], [s9], [s11],
[s12]). However, five of them focus on both ([s1], [s4], [s9], [s11], [s12]).
Only three papers ([s1], [s3], [s5]) investigated the issue of cost comparison.
Only [s1] evaluated all the characteristics considered in this review.
Regarding the product characteristics, we identified four sub-characteristics:
performance, scalability, availability, and maintenance. We also divided cost
comparison into personnel and infrastructure costs.
The most frequently addressed characteristic is performance (see Table
5). In detail, the papers [s1], [s2], [s4], [s5], [s6], [s7], [s8], [s9], [s11] have
a focus on performance. This is followed by scalability, which is discussed
by the papers [s2],[s4],[s5],[s6],[s7],[s8], [s10], and [s11]. Other characteristics
like availability ([s4], [s9]) or maintenance ([s1],[s5], [s7], [s12]) are considered
only in a few papers.
Overall, we identified the following characteristics as reported in Tables
4, 5, and 6:
• Product
– Performance
– Scalability
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– Availability
– Maintenance
• Process
• Cost
– Personnel Cost
– Infrastructure Cost
4.3.2. Measures Adopted to Evaluate Characteristics (RQ2)
Two authors analyzed each paper and identified 18 measures for the
three main characteristics considered in RQ1, as depicted in Figure 4 and
reported in Tables 4, 5, and 6.
Product-related measures. We identified 13 measures (Table 4) for
the four identified sub-characteristics (performance, scalability, availability,
and maintenance).
From the obtained results, we can see that the highest number of mea-
sures is related to performance and scalability, where we identified a total
of nine studies referring to them. Among them, response time, number of
requests per minute or second, and waiting time are the most commonly
addressed measures. For availability, we derived only three measures and
for maintainability only two.
Process-related measures. Seven studies investigated the migration
process using three factors: development independence between teams, us-
age of continuous delivery, and reusability (Table 5). These three factors
can be considered as ”Boolean measures” and can be used by companies to
understand whether their process can be easily adapted to the development
of Microservices-based systems.
Existing independent teams could easily migrate and benefit from the
independence freedom provided by Microservices. Continuous delivery is
a must in Microservices-based systems. The lack of a continuous delivery
pipeline eliminates most of the benefits of Microservices. Reusability is am-
plified in Microservices. Therefore, systems that need to reuse the same
business processes can benefit more from Microservices, while monolithic
systems in which there is no need to reuse the same processes will not ex-
perience the same benefits.
Besides the analyzed characteristics, the papers also discuss several process-
related benefits of the migration. Technological heterogeneity, scalability,
continuous delivery support, and simplified maintenance are the most fre-
quently mentioned benefits. Furthermore, the need for recruiting highly
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skilled developers and software architects is considered as a main motiva-
tion for migrating to Microservices.
Cost-comparison-related measures. As for this characteristic, three
studies include it in their analysis and consider three measures for the com-
parison (Table 6).
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Table 4: Product-related measures
Characteristic Papers Measures
Performance
58% Response time: The time between sending a request and re-
ceiving the corresponding response. This is a common metric for
measuring the performance impact of approaches ([s1][s4], [s5],
[s6], [s8], [s9], [s11]).
16% CPU utilization: The percentage of time the CPU is not idle.
Used to measure performance. [s9] reports the relationship be-
tween the number of VMs and the overall VMs utilization. In
addition, [s11] analyzes the impact of the decision between VMs
and containers on CPU utilization.
16% Impact of programming language: Communication between
Microservices is network-based. Most of the time is spent on net-
work input and output operations rather than on processing of
the request. Programming languages can influence communica-
tion performance due to the different ways that they implement
the communication protocols. [s7] reports that the impact of the
programming language on performance is negligible [s8].
8% Path length: The number of CPU instructions to process a
client request. [s2] reports that the length of the code path of
a Microservice application developed using Java with a hardware
configuration of one core, using a bare process, docker host, and
docker bridge, is nearly twice as high as in a monolithic system.
8% Usage of containers: The usage of containers can influence
performance, since they need additional computational time com-
pared to monolithic applications deployed in a single container.
[s7] reports that the impact of containers on performance might
not always be negligible.
Scalability
41% Number of requests per minute or second: (also referred to
as throughput [s2, s5, s11] or average latency [s4, s7]), is a perfor-
mance metric. [s11] found that in their experimental setting, the
container-based scenario could perform more requests per second
than the VM-based scenario.
25% Waiting time: The time a service request spends in a waiting
queue before it gets processed. [s6], [s10] discuss the relation-
ship between waiting time and number of services. Furthermore,
[s8] mentions an architecture design that halves the waiting time
compared to other design scenarios.
8% Number of features per Microservice: [s10] points out that
the number of features per Microservice affects scalability, influ-
ences communication overhead, and impacts performance.
Availability
8% Downtime: [s4] highlights long downtimes in Microservices,
which lasted from several hours to 48 hours.
8% Mean time to recover: The mean time it takes to repair a
failure and return back to operations. [s9] uses this measure to
quantify availability.
8% Mean time to failure: The mean time until the first failure.
[s9] uses this measure together with mean time to recover as a
proxy for availability.
Maintenance
25% Complexity: [s1], [s5] notes that Microservices reduce the com-
plexity of a monolithic application by breaking it down into a set
of services. However, some development activities like testing may
become more complex [s5]. Furthermore, [s7] state that the us-
age of different languages for different Microservices increases the
overall complexity.
8% Testability: [s12] concludes that the loose coupling of Microser-
vices at the application’s front-end level improves testability.
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Table 5: Process-related factors
Characteristic Papers Measures
Process-related
benefits
41% Development independence between teams: The migration
from a monolithic architecture to a Microservices- oriented one
changes the way in which the development team is organized.
Typically, a development team is reorganized around the Microser-
vices into small, cross-functional, and self-managed teams [s1],
[s3], [s4], [s9], [s12].
8% Continuous delivery: [s1] notes that the deployment in a Mi-
croservices environment is more complex, given the high number
of deployment targets. Hence, the authors of [s1] suggest automat-
ing the deployment as much as possible.
8% Reusability: Microservices are designed to be independent of
their environment and other services [s11]. This facilitates their
reusability.
Table 6: Cost-related measures
Characteristic Papers Measure
Personnel Cost
8% Development costs: [s5] argues that Microservices reduce the
development costs given that complex monolithic applications are
broken down into a set of services that only provide a single func-
tionality. Furthermore, most changes affect only one service in-
stead of the whole system.
Infrastructure
Cost
16% Cost per hour: Is a measure used to determine the infrastruc-
ture costs [s1]. According to the experiment done in [s3], the Mi-
croservices architecture had lower infrastructure costs compared
to monolithic designs.
8% Cost per million requests: In comparison to cost per hour,
this measure is based on the number of requests / usage of the in-
frastructure. [s3] uses the infrastructure costs of a million requests
to compare different deployment scenarios.
4.3.3. Microservices Migration Effects (RQ3)
The analysis of the characteristics and measures adopted in the empirical
studies considered in this review allowed us to classify a set of measures that
are sensitive to variations when migrating to Microservices. The detailed
mapping between the benefits and issues of each measure is reported in
Table 4.
Product Characteristics. Regarding product characteristics, perfor-
mance is slightly reduced in Microservices.
When considering the different measures adopted to measure perfor-
mance, the usage of containers turned out to decrease performance. This is
also confirmed by the higher number of CPU instructions needed to process
a client request (path length), which is at least double that of monolithic
systems and therefore results in high CPU utilization. However, the impact
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Figure 4: Summary of Microservices characteristics and measures (RQ2 and RQ3)
of the usage of different programming languages in different services is neg-
ligible. Even if different protocols have different interpreters for different
languages, the computational time is comparable.
When considering scalability, Microservices-based systems outperform
monolithic systems. Compared to monolithic systems, response time is lower
in Microservices. However, when the number of requests grows, Microser-
vices are easier to scale, mainly because of their relatively small size, and
can keep on serving clients with the same response time, whereas mono-
lithic systems commonly decrease their response time when the number of
requests peaks.
Taking into account availability, [s4] and [s9] report that Microservices
can be affected by higher availability problems. This is due to the higher
number of connected components, which, in the event of a failure, could
disrupt the whole system. Although several practitioners claim the opposite
- that Microservices are more robust, and that in the event of the failure of
one Microservice, the remaining part of the system will still be available [3][1]
- the systems analyzed by [s4] and [s9] seemed to suffer from lower availability
compared to the previous monolithic systems.
Maintenance is considered more expensive in the selected studies. The
selected studies agree that the maintenance of a single Microservice is eas-
ier than maintaining the same feature in Microservices. However, testing
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is much more complex in Microservices [s7], and the usage of different
programming languages, the need for orchestration, and the overall system
architecture increase the overall maintenance effort.
Cost-related measures The development of Microservices-based sys-
tems is reported to be more expensive than the development of monolithic
systems [s5]. Moreover, infrastructure costs are usually also higher for Mi-
croservices than for monolithic systems [s1][s3].
5. The Survey
In this section, we will present the survey we performed and its results.
We will describe the research questions, the study design, the execution, and
the data analysis, as well as the results of the survey.
5.1. Goal and Research Questions
We conducted a case study among developers and professionals in order
to identify in practice which metrics they considered important before and
after migration based on the results obtained in the Systematic Mapping
Study.
Based on our goal, we derived the following research questions (RQs):
RQ1. Why did companies migrate to Microservices?
With this RQ, we aim to understand the main reasons why companies mi-
grated to Microservices, i.e., to understand whether they considered only
metrics related to these reasons or other aspects as well. For example, we
expect that companies that migrate to increase velocity considered veloc-
ity as a metric, but we also expect them to consider other information not
related to velocity, such as maintenance effort or deployment time. RQ2.
Which information/metrics was/were useful before, during, and after the
migration?
With this RQ, we want to understand the information/metrics that compa-
nies considered as decision factors for migrating to Microservices. However,
we are also interested in understanding whether they also collected this in-
formation/these metrics during and after the development of Microservices-
based systems. RQ3. Which information/metrics was/were considered use-
ful by the practitioners?
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With this RQ, we want to understand which information/metrics prac-
titioners collected and considered useful to collect during the migration pro-
cess, and which they did not collect but now believe they should have col-
lected.
5.2. Study Design
The information was collected by means of a questionnaire composed of
three sections, as described in the following:
1. Demographic information : In order to define the respondents’ pro-
file, we collected demographic background information. This informa-
tion considered predominant roles and relative experience. We also
collected company information such as application domain, organiza-
tions size via number of employees, and number of employees in the
respondents’ own team.
2. Project information : We collected the following information on
the project migrated to Microservices: creation and migration dates
of the project, dimension of the application in terms of number of
Microservices, and number of releases.
3. Migration information/metrics: This section was composed of
three main questions:
• Which information/metrics were considered before the migration,
to decide if migrate or not?
• Which information/metrics you did not consider, but you think
you should have considered before the migration, to decide if
migrate or not?
• Which information/metrics were considered as useful after the
migration?
• Ranking of the usefulness of the metrics identified in Section 4.1,
by means of a 6-point Likert scale, where 1 means absolutely not
useful and 6 extremely useful.
• Report any information/measure not easy to collect
4. Perceived usefulness of the collected information/metrics: In
this section, we collected information on the usefulness of an assess-
ment framework based on the metrics identified and ranked in the
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previous section. The goal was to understand whether the set of met-
rics could be useful for deciding whether to migrate a system or not
in the future.
This section was based on three questions:
• Ranking of the usefulness of an assessment framework based on
the previous information, before the migration to Microservices.
This question was answered with the same 6-point Likert scale
adopted for the previous questions.
• Do you think the factors or measures support a reasoned choice
of migrating or not? (if not, please motivate)
• Would you use this set of factors and measures in the future, in
case of migration of other systems to Microservices? If not, please
motivate.
The questionnaire adopted in the interviews is reported in Appendix 2.
5.3. Study Execution
The survey was conducted over the course of five days, during the 19th
International Conference on Agile Processes in Software Engineering, and
Extreme Programming (XP 2018). We interviewed a total of 52 practition-
ers. We selected only experienced participants and did not consider any
profiles coming from academia, such as researchers or students.
5.4. Data Analysis
Two authors manually produced a transcript of the answers of each in-
terview and then provided a hierarchical set of codes from all the transcribed
answers, applying the open coding methodology [18]. The authors discussed
and resolved coding discrepancies and then applied the axial coding method-
ology [18].
Nominal data was analyzed by determining the proportion of responses
in each category. Ordinal data, such as 5-point Likert scales, was not con-
verted into numerical equivalents since using a conversion from ordinal to
numerical data entails the risk that any subsequent analysis will yield mis-
leading results if the equidistance between the values cannot be guaranteed.
Moreover, analyzing each value of the scale allowed us to better identify
the potential distribution of the answers. Open questions were analyzed via
open and selective coding [18]. The answers were interpreted by extracting
concrete sets of similar answers and grouping them based on their perceived
similarity.
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5.5. Replication
In order to allow replication and extension of our work, we prepared a
replication package including the questionnaire with the complete results
obtained 7.
5.6. Results
In this section, we will report the obtained results, including the de-
mographic information regarding the respondents, information about the
projects migrated to Microservices, and the answers to our research ques-
tions.
Demographic information. The respondents were mainly working as
developers (31 out of 52) and project managers (11 out of 52), as shown in
Table 7. The majority (23 out of 52) of them had between 2 and 5 years
of experience in this role (Table 8). Regarding company information, out
of the 52 respondents, 10 worked in IT consultant companies, 6 in software
houses, 8 in e-commerce, and 6 in banks. The remaining 9 respondents who
provided an answer worked in different domains (Table 9). The majority
of the companies (15 out of 52 respondents) were small and medium-sized
enterprises (SMEs) with a number of employees between 100 and 200, while
9 companies had less than 50 employees. We also interviewed people from
3 large companies with more than 300 employees (Table 11). Regarding the
team size, the vast majority of the teams had less than 50 members (33
out of 52 respondents). 14 teams had less than 10 members, 12 teams had
between 10 and 20 members, and 7 teams had between 20 and 50 members.
Only one team was composed of more than 50 members (Table 10).
7The raw data is temporarily stored on Google Drive: link. The data will be moved to
a permanent repository in the case of acceptance
22
Table 7: Role
Role #Answers
Developer 31
Project Manager 11
Agile Coach 2
Architect 2
Upper Manager 2
Other 5
Table 8: Experience (in Years)
Experience in years # Answers
years ≤ 2 2
2 < years ≤ 5 23
5 < years ≤ 8 12
8 < years ≤ 10 11
10 < years ≤ 15 3
(no answer) 1
Table 9: Organization Domain
Organiz. Domain # Answers
IT consultant 10
Banking 6
Software house 6
E-commerce 8
Other 9
(no answer) 13
Table 10: Team Size
# Team Members # Answers
# ≤ 10 14
10 < # ≤ 20 12
20 < # ≤ 50 7
# > 50 1
(no answer) 18
Table 11: Organization Size
# Employees in Organization # Answers
# organization employees ≤ 50 9
50 < # organization employees ≤ 100 0
100 < # organization employees ≤ 200 15
200 < # organization employees ≤ 300 3
# organization employees > 300 8
(no answer) 19
Project information As for the project’s age (Table 12), about 69%
of the respondents (36 out of 52) started the development less than 10 years
ago, while 9 interviewees created the project between 10 and 15 years ago.
Another 8 interviewees referred to projects with an age between 15 and 20
years, while 5 respondents started the development more than 20 years ago.
As for the migration to Microservices, 23 respondents reported that the
process had started 2 years ago or less, while for 20 interviewees the process
had started between 2 and 4 years ago.
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Table 12: Application Age
Application Age # Answers
years < 5 18
5 < years ≤ 10 18
10 < years ≤ 15 9
15 < years ≤ 20 3
years > 20 5
Table 13: Migration Time
Migration Time # Answers
year ≤ 2 23
2 < year ≤ 4 20
4 < year 3
(no answer) 6
5.6.1. Migration Motivations (RQ1)
In answers to the question about the interviewees’ motivation to migrate
from their existing architecture to Microservices, a total of 97 reasons were
mentioned. The open coding of the answers classified the 97 reasons into
22 motivations. In Figure 5, all motivations that were mentioned three or
more times are presented. The three main motivations are maintainability,
deployability, and team organization.
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Figure 5: Migration motivations mentioned by more than three participants
The most commonly mentioned motivation was to improve the main-
tainability of the system (19 out of 97). They reported, among other thing,
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that the maintenance of the existing system had become too expensive due
to increased complexity, legacy technology, or size of the code base.
Deployability was another important motivation for many interviewees
(12 out of 97). They expected improved deployability of their system after
the migration. The improvement they hoped to achieve with the migration
was a reduction of the delivery times of the software itself as well as of
updates. Moreover, some interviewees saw the migration as an important
enabler for automated deployment (continuous deployment).
The third most frequently mentioned motivation was not related to ex-
pected technical effects of the migration but was organizational in nature,
namely team organization (11 out of 97). With the migration to Microser-
vices, the interviewees expected to improve the autonomy of teams, delegate
the responsibility placed on teams, and reduce the need for synchronization
between teams.
The remaining motivations like cost, modularity, willingness, or com-
plexity seem to be motivations that are part of the three main motivations
discussed above, or at least influence one of them. For example, complex-
ity was often mentioned in combination with maintenance, or scalability
together with team organization. Thus, it appears that these three motiva-
tions are the main overall motivations for the migration from monoliths to
Microservices.
5.6.2. Information/metrics considered before, during, and after the migra-
tion (RQ2)
We collected 46 different pieces of information/metrics, which were con-
sidered a total of 107 times by the interviewees before or during the migration
to Microservices. The most commonly mentioned ones were the number of
bugs, complexity, and maintenance effort (see Table 14).
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Table 14: Information/metrics considered before or during migration mentioned at least
three times.
Information/Metrics # Answers
Number of bugs 16
Complexity 11
Maintenance effort 10
Velocity 6
Response time 6
Lines of code 3
Performance 3
Extensibility 3
Change frequency 3
Scalability 3
Considering the information/metrics that is/are of interest for the in-
terviewees after migration to Microservices, 26 clearly distinguishable types
were identified that were mentioned a total of 66 times by the participants.
Again, the number of bugs, complexity, and maintenance effort were the
most frequently mentioned ones. (see Table 15)
Table 15: Information/metrics considered after migration mentioned at least three times.
Information/Metrics # Answers
Number of bugs 12
Complexity 9
Maintenance effort 7
Velocity 5
Scalability 5
Memory consumption 3
Extensibility 3
As expected, the vast majority of the considered information/metrics was
aimed at measuring characteristics related to the migration motivations. As
maintainability was the most important reason to migrate to Microservices,
maintainability-related metrics turned out to be the most important metrics
considered before the migration. It is interesting to note that in some cases,
companies collected this information before the migration but stopped col-
lecting it during and after the migration (e.g., 4 interviewees out of 16 who
had collected the number of bugs in their monolithic system did not collect
the same information in the Microservices-based system).
The results suggest that the most important information needs remain
the same from the start of the migration until its completion. Thus, there
may be a set of migration information/metrics that is fundamentally impor-
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tant for the process of migration and that should be collected and measured
throughout the migration.
5.6.3. Information/metrics considered useful (RQ3)
In this section, we will report the results on the perceived usefulness of
an assessment framework based on the metrics reported above.
Asking the interviewees how easy they think it is to collect the factors
and measures, 41 answered that they considered it easy, while 10 did not
consider it easy (one interviewee did not provide an answer to this question).
Regarding the follow-up question about which metrics are not easy to collect,
20 different metrics were mentioned. The answer given most often (6 times)
was complexity. Other metrics that were stated by the interviewees were
testability, response time, benchmark data, and availability (see Table 16).
Table 16: Information/metrics not easy to collect and mentioned by more than one inter-
viewee.
Metric # Answers
Complexity 6
Testability 2
Response time 2
Benchmark data 2
Availability 2
The usefulness of the discussion of the set of information/metrics before
migration was confirmed by the majority of the interviewees (see Table 17).
Almost all interviewees categorized the usefulness of the metrics as “very/a
lot” (24 out of 52) or “absolutely” (25 out of 52). Furthermore, all but
three interviewees confirmed that they believed that the metrics support a
rational choice on whether to migrate or not.
Table 17: How useful did the interviewees consider discussion of the set of informa-
tion/metrics before migration.
Metric # Answers
Absolutely not 0
Little 0
Just enough 1
More than enough 2
Very/a lot 24
Absolutely 25
Finally, 65% (34 out of 52) of the interviewees stated that they would
use the set of information/metrics in the future,
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6. The Assessment Framework
In this section, we propose an assessment framework based on the char-
acteristics that should be considered before migration.
The goal of the framework is to support companies in reasoning about
the usefulness of migration and make decisions based on real facts and actual
issues regarding their existing monolithic systems.
Based on the results obtained in our survey (Section 5), we grouped
the different pieces of information and metrics into homogeneous categories,
based on the classification proposed by the ISO/IEC 25010 standard [19].
However, we also considered two extra categories not included in ISO/IEC
25010, which focus on product characteristics, namely cost and processes.
The framework is applied in four steps:
Step 1 Motivation reasons identification
Step 2 Metrics identification
Step 3 Migration decisions
Step 4 Migration
In the next sub-sections, we will describe each of the four steps in detail.
6.1. Motivations reasons identification
Before migrating to Microservices, companies should clarify why they
are migrating and discuss their motivation. As highlighted by previous
studies [1] [3], companies migrate to Microservice for various reasons and
often migrate to solve some issues that need to be solved differently. More-
over, sometimes the migration can have negative impacts, for instance when
companies do not have enough expertise or only have a small team that
cannot work on different independent projects. The quality characteristics
listed in Table 18 could be used as a checklist to determine whether there
is some common problem in the system that the company intends to solve
with the migration.
Based on the motivation, companies should reason - optimally including
the whole team in the process - on whether the migration could be the solu-
tion to their problems or whether it could create more issues than benefits.
If, for any reason, it is not possible to include the whole team in this discus-
sion, we recommend including at least the project manager and a software
architect, ideally with knowledge about Microservices.
In case the team still wants to migrate to Microservices after this initial
discussion, it could start discussing how to collect the metrics (Step 2).
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6.2. STEP 2 - Metrics Identification
In order to finalize the decision on whether or not to migrate to Mi-
croservices, teams should first analyze their existing monolithic system. The
system should be analyzed by considering the metrics reported in Table 18.
We recommend starting by considering the information and metrics re-
lated to the motivation for the migration. However, for the sake of com-
pleteness, we recommend discussing the whole set of metrics. For example,
if a team needs to migrate to Microservices because of maintenance issues,
they should not only consider the block ”maintenance” but should also con-
sider the remaining metrics, since other related information such as the
independence between teams (process-related) could still be very relevant
for maintenance purposes.
The list of metrics reported in Table 18 is not meant to be complete
for each characteristic, but is rather to be used as a reference guide for
companies to help them consider all possible aspects that could affect the
migration. For example, a company’s monolithic system might suffer from
performance issues (characteristic ”Functional Suitability”). The analysis
of the sub-characteristics will help them to reason about ”Overall perfor-
mance”, but they could also consider whether it is a problem related to
”Time behavior” by analyzing the metric ”Response time” and also consid-
ering the other sub-characteristics listed. However, if the motivation of the
performance issue is different, the company will also be able to reason about
it.
6.3. Migration Decisions
After a thorough discussion of the collected metrics, the team can decide
whether to migrate or not based on the results of the discussion performed
in the previous step.
For example, there will be cases where a company may decide not to
migrate after all. If the company realizes that the reason for the low perfor-
mance is due to the inefficient implementation of an algorithm, they might
decide to implement it better. If the main issue is cost of maintenance and
the company wants to migrate mainly to reduce this cost, they might think
of better team allocation or reason about the root causes of the high costs,
instead of migrating with the hope that the investment will enable them to
save money.
6.4. Migration
The team can then start the migration to Microservices. During this
phase, we recommend that companies automate measurement of the rele-
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Characteristic Sub-characteristic Measure Metric
Functional Suitability
Appropriateness
system requirements understadanbility
Performance Efficiency
Overall
Time Behaviour
Response time
Resource Utilization
Memory consumption
Compliance
Scalability
other #requests
Reliability
Compliance
Availability
Downtime (merged with "user downtime"
Fault Tolerance #Bugs
impact of failures
code coverage
#feature blocked
Other #feature blocked
Maintainability
Overall
Modularity Code Complexity
Adopted Patterns
Reusability
Testability
code coverage
Analyzability
#microservices
complexity in terms of interaction between services
data complexity
Modifiability
Code Size #Lines of Code
Change Frequency
Coupling
Services Responsibilities
Changeability
Extensibility
Cost
Overall
profitability
Infrastructure
Effort
Overall Development Effort
Maintenance Effort
Effort per US
Process related 
Independence between teams
#user stories done per sprint
data management
delivery time
deployment frequency
feature priorities
roadmap
service responsibilities
team alignment
velocity (lead time/time to release)
Table 18: The Proposed Assessment Framework
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vant metrics and set up measurement tools to continuously collect relevant
information as identified in Step 2.
7. Discussion
In this section, we will discuss the implications of the Systematic Map-
ping Study and the survey we performed as well as the assessment framework
we developed.
The Systematic Mapping Study we performed enables us to group the
main characteristics for migrating to Microservices into three main groups:
product, process, and cost. Considering the number of papers that cover
the respective characteristics, we can observe a focus on product-related
characteristics, i.e., availability, scalability, performance, and maintenance.
Although these characteristics are important for migration (for instance, in
order to make informed decisions), other characteristics such as reliability,
robustness, or understandability are missing. One reason for the focus on the
covered characteristics may be the environment in which Microservices were
”invented”. This is an environment with comprehensive services that have
an ever growing number of features, increasing complexity, and the need for
scalability to handle multiple requests with high performance, probably in
the cloud.
The identified characteristics are in line with the results of our survey.
The vast majority of the interviewees migrated to Microservices in order to
improve maintainability. However, deployability, team organization (such
as the independence between teams), and cost are also important character-
istics mentioned frequently in the interviews. Modularity, complexity, fault
tolerance, scalability, and reusability were mentioned several times as well.
The proposed framework therefore covers characteristics and sub-characteristics
that take the results of the Systematic Mapping Study and the survey
into account and are aligned with the established ISO/IEC 25010 standard.
The top-level characteristics are functional suitability, reliability, maintain-
ability, cost, and process. The characteristics cover all the relevant sub-
characteristics and metrics identified in the Systematic Mapping Study and
the survey. For instance, modularity is a sub-characteristic of maintainabil-
ity and scalability is a metric for performance efficiency.
Finally, the migration assessment framework suggests concrete metrics
for measuring the characteristics. Our Systematic Mapping Study identi-
fied a total of 18 metrics related to characteristics that are relevant for the
migration to Microservices. Given that all discussed characteristics are cov-
ered by metrics identified in the papers, the metrics can be used as an initial
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tool set to measure the main influencing factors for migrating a monolithic
system to Microservices. Some characteristics are not easy to quantify, how-
ever. For instance, testability has effectiveness and efficiency aspects that
can only be approximated by different metrics [20], like the degree of cover-
age or the number of defects covered. The survey was used to confirm the
metrics found and to identify additional ones. The metrics most commonly
mentioned in the survey are the number of bugs, complexity, and mainte-
nance effort. It turns out that for the characteristics that are most relevant
for migration, these metrics are also mentioned more often than for other
characteristics. Maintainability is mentioned as the most important reason
for migration, and maintainability-related metrics are also highlighted as
the most important metrics.
In our study, we discovered that practitioners often do not properly
measure their product, process, and cost before migrating to Microservices
and realize only later (during or after migration) that relevant information
is missing. Our proposed assessment framework should not only help to
identify the most relevant characteristics and metrics for migration, but also
make professionals aware of the importance of measurement before, during,
and after migration to Microservices. In addition, there has not been a
clear understanding what to measure before migrating to Microservices. Our
proposed assessment framework intends to fill this gap. However, evaluation
and refinement of the framework in industrial case studies is required as part
of future work.
8. Threats to Validity
We applied the structure suggested by Yin [21] to report threats to the
validity of this study and measures for mitigating them. We report internal
validity, external validity, construct validity, and reliability. As we per-
formed a mixed-methods approach comprising a Systematic Mapping Study
and a survey, we will identify in this section different threats to validity
regarding both parts of our study.
8.1. Threats to Validity regarding the Systematic Mapping Study
Internal Validity. We designed the review procedure (Section 4.1)
based on the guidelines proposed by [13] and [14] and followed it rigor-
ously. This protocol is the one used most frequently by researchers in the
software engineering field. This confirms that we avoided any possible bias
for the methodological design of the review process. We also reduced the
bias related to the classification of metrics by having three authors propose
32
their own classification independent of each other. The results of the final
classification were then discussed in a workshop to resolve incongruences.
However, we are aware that different authors might have come up with a
different classification.
External Validity. Regarding the representation of the state of the
art on Microservices, we avoided possible issues in the search and selection
strategy by adopting a combination of automatic search in the bibliographic
sources and backward-forward snowballing on the selected study references.
We strictly excluded papers that were not peer-reviewed from our selected
papers in order to ensure high quality of the results.
Construct Validity. Based on the protocol proposed by Kitchenham
and Charters [16], we used the relevant bibliographic sources suggested by
them. These sources are considered the most representative ones for the
software engineering domain and are used in many reviews. We iteratively
refined the inclusion and exclusion criteria by selecting a set of initial pa-
pers to test their performance with our goal. We tightened the strictness
of the protocol methodology by applying a backward-forward snowballing
process [15]. Furthermore, We ensured inter-researcher agreement in the
search and selection process.
Reliability. We were able to answer the defined research questions
by strictly following the defined protocol. The fact that we designed our
Systematic Mapping Study according to the most frequently used and strict
guidelines ([13], [14], and [15]) and that we published the raw data 8 will
allow other researchers to easily replicate our study.
8.2. Threats to Validity regarding the Survey
Internal Validity. One limitation that is always a part of survey re-
search is that surveys can only reveal the perceptions of the respondents
which might not fully represent reality. However, our analysis was per-
formed by means of semi-structured interviews, which gave the interviewers
the possibility to request additional information regarding unclear or im-
precise statements by the respondents. The responses were analyzed and
quality-checked by a team of four researchers.
External Validity. Overall, a total of 52 practitioners were interviewed
at the 19th International Conference on Agile Processes in Software Engi-
neering, and Extreme Programming (XP 2018). We considered only expe-
8Raw Data: http://tiny.cc/rsbrbz Files will be moved to a permanent repository
in case of acceptance
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rienced respondents and did not accept any interviewees with an academic
background. XP 2018 covers a broad range of participants from different
domains who are interested in Microservices and the migration to Microser-
vices. We therefore think that threats to external validity are reasonable.
However, additional responses should be collected in the future.
Construct Validity. The interview guidelines were developed on the
basis of the previously performed Systematic Mapping Study on Microser-
vices migration. Therefore, the questions are aligned with standard termi-
nology and cover the most relevant characteristics and metrics. In addition,
the survey was conducted in interviews, which allowed both the interviewees
and the interviewer to ask questions if something was unclear.
Reliability. The survey design, its execution, and the analysis followed
a strict protocol, which allows replication of the survey. However, the open
questions were analyzed qualitatively, which is always subjective to some
extent, but the resulting codes were documented.
9. Conclusion
In this paper, we proposed an assessment framework to support compa-
nies in reasoning on the usefulness of the migration to Microservices.
We identified a set of characteristics and metrics that companies should
discuss when they consider migrating to Microservices. The identification of
these characteristics was performed by means of an industrial survey, where
we interviewed 52 practitioners with experience in developing Microservices.
The interviews were based on a questionnaire in which we asked the respon-
dents to identify which metrics and characteristics had been adopted when
they migrated to Microservices, which of these were useful, and which had
not been adopted but should have been. The metrics were collected by
means of open questions so as to avoid any bias of the results due to a set of
predefined answers. After the open questions, we also asked the practition-
ers to check whether they had also collected some of the metrics proposed in
the literature (which we had identified by means of a Systematic Mapping
Study), and whether they believed it would have been useful to collect them.
The result of this work is an assessment framework that can support
companies in discussing whether it is necessary for them to migrate or not.
The framework will help them avoid migration if it is not necessary, espe-
cially when they might get better results by refactoring their monolithic
system or re-structuring their internal organization.
Future work include the validation of the framework in industrial set-
tings, and the identification of a set of automatically applicable measure,
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that could easily provide a set of meaningful information, reducing the sub-
jectivity of the decisions.
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Appendix .2. The Survey
1. Which microservices-based application is your company develop-
ing?
2. When was the application first created (yyyy) and when did your
company decide to migrate to microservices?
(a) created on (year)
(b) migration started on (mm/yyyy)
3. How large is the application (number of microservices)?
4. How many major releases it had?
5. Why did your company decide to migrate?
6. Which information/metrics were considered before and during mi-
gration? Which information/metrics do you consider as useful?
7. We developed a set of factors and measures to support compa-
nies in evaluating the migration to microservices before they start,
based on the assessment of a set of information to support them in
reasoning about the needs of migrating. In the next question, we
ask to rank the usefulness of the metrics that companies should
consider before migrating.
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