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Abstract
Broadly, the first two chapters analyse two novel sources of economic
fluctuations, and the last chapter quantifies how the traditional monetary
policy tradeoffs is affected by a mandate to stabilise financial variables.
The first chapter focuses on the macroeconomic effects by variations
in the range of available goods produced. Previous work that analysed the
real effects of financial shocks only considered the effect on the production
of existing goods. Firms can also invest into production lines of new goods.
A credit contraction reduce investment into new products, leading to lower
competition and higher markups. This decreases consumption demand, as
well as lowering labour demand and wages, reducing household income.
This amplifies the response of consumption to financial shocks (19% more
volatile). The DSGE model is able to match the VAR impulse responses on
the predicted channels.
The second chapter resurrects the question if improved business
practices contributed to the Great Moderation. While previous studies only
examine inventory management, we analyse the role of supply chain man-
agement on enhancing production coordination across firms. VAR coun-
terfactuals suggest that improved business practices have dampened order
volatility by 40-50%. We therefore determine that better business practices
contributed a significant 20-25% of the Great Moderation.
The third chapter shows how a policy of ‘leaning against the wind’
affects the traditional monetary policy tradeoff. An estimated, modified
Gertler and Karadi (2011) model is used to compute optimal monetary
policy under commitment for a range of central bank objectives. The main
findings are that increased regard for financial variables: (a) makes price
stability increasingly costly in terms of output stabilisation; (b) raises the
cost of output and inflation volatility, in reducing financial volatility; (c) de-
pend crucially on the underlying disturbance, and on the financial variable
that policy aims to stabilise.
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Chapter 1
Competition Effects of Financial
Shocks on Business Cycles
1.1 Introduction
“... almost all cyclical movements in output since 1973 are attributable
to markup variations.”
– Julio J. Rotemberg and Michael Woodford (1999)
Since the 2008-10 global financial crisis, there has been renewed in-
terest into how shocks originating from the financial sector have effects on
the real economy. However, the past literature have focused on the inten-
sive margin of investment – the changes in production of existing goods.
This paper instead investigates how a ‘competition channel’ can arise from
the extensive margin of investment – changes in the range of available
goods – as a novel transmission channel of financial shocks. I empirically
and theoretically quantify how credit contractions can prevent firms in-
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vesting into new product lines and reduce product market competition.
Firms charge higher markups, impeding the recovery as goods are more
expensive. This competition channel amplifies the initial financial shock by
inducing a greater fall in consumption.
Firstly with a VAR, I establish empirically (like the past literature)
that credit supply contractions lead to lower loan issuance and exhibit ef-
fects typical of demand shocks – reductions in output and inflation. But
importantly, I also show that during tight credit conditions, the number
of establishments fall and markups rise, consistent with the competition
channel. Secondly, in order to quantify the amplification effect of compe-
tition, I build in a financial sector into the Bilbiie et al. (2012) endogenous
product variety DSGE model. Writeoff shocks that reduces banks’ loan-
issuing capacity leads to an interaction of extensive margin of investment
with countercyclical markups, resulting in the peak consumption response
to financial shocks of 28% larger, and 19% more volatile. This implies that
if the extensive margin and competition effects are not considered, one
would over-attribute the cause of the real effects of credit supply shocks
to the intensive margin of investment. The policy implication is that given
competition takes time to recover, policymakers should note the greater
market imperfections imply a lower natural level of output. They should
take this into account in order not to over-estimate the amount of slack
available and implement excessively stimulatory policies that leads to high
inflation.
The transmission channel works as follows. I model a financial shock
as an asset-writeoff shock to banks, representing an exogenous credit sup-
2
ply contraction.1 The financial shock forces banks to deleverage and con-
tract their credit supply. I abstract away from the adverse systemic risk ef-
fects on the broader financial system, and instead focus on the frictions this
event creates in the real sector through competition. Firms cannot finance
as much new product entries, and this reduces competition. Markups then
rise, resulting in a fall of consumption demand due to higher prices. At the
same time, the reduction in aggregate demand decreases labour demand
and wages, leading to a fall in hours worked due to the substitution ef-
fect. This leads to a drop in household income, which exacerbates the fall
in consumption demand. The DSGE model’s prediction of the channels
through the reduction in competition, rise in markups and the fall in real
wages is confirmed by VAR evidence to a credit supply shock. The model
with variable markups manages to track the path of the fall in consumption
demand well, and matches the peak effect displayed in the VAR impulse
response.
This paper is most closely related to two strands of literature. The
first strand the endogenous product variety and firm entry literature. I
adopt the ideas from Bilbiie et al. (2012) of product varieties and variable
markups as a transmission mechanism in a standard RBC model. They
are also the first to adopt a broader interpretation of products, rather than
firms, in a business cycle setting. The new literature on endogenous prod-
uct varieties has moved away from firm entry, as start-ups tend to be small
and have little aggregate implications. However, the value of product cre-
1One interpretation is that it can represent the large asset writedowns banks suffered
during the 2008-10 financial crisis. For example, in the period around the end of 2007,
Citigroup wrote-down approximately $39 billion of assets, largely due to its exposure
to sub-prime mortgages. This is very large proportion of its $120 billion of total equity
capital. At the time, Citigroup was the largest bank in the United States by total assets.
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ation is much more substantial. Note that ‘product entry’ does not nec-
essarily mean research and development of new products (which tends to
be long-term, and is not very cyclical). Kung and Bianchi (2015) instead
emphasise ‘technology diffusion’ – where firms invest into producing new
products which have been already invented, but will still affect compe-
tition. Henceforth, I will use the term ‘products’ and ‘varieties’ synony-
mously with technological diffusion. From the production-side, Bernard
et al. (2010) document using 5-digit SIC manufacturing data that 10% of
value-weighted production is new products, in a given year. At business-
cycle frequencies, this adds up to around 40% of new products being pro-
duced, a significant amount. Interestingly, they also note that 94% of prod-
uct additions occur within existing firms. From the consumption side, us-
ing barcode-level data, Broda and Weinstein (2010) show that 40% of a typ-
ical consumer’s basket consists of products created in the last four years
(roughly coinciding with the numbers from Bernard et al. (2010)). A simi-
lar literature on firm entry includes Bergin and Corsetti (2008), Lewis and
Poilly (2012), Lewis and Stevens (2013) and others.
Also importantly for the competition channel, Broda and Weinstein
(2010) show that net product creation is highly procyclical (a 1% increase
in sales lead to a 0.35% increase in product creation). In addition, the pro-
cyclicality of net product creation is driven by gross creation, rather than
product destruction. This is consistent with the idea that credit constraints
affect firms’ ability to finance entries, which in turn affect the economy’s
product base and competition. However, if we allow for an endogenous
product destruction rate in response to credit contractions (for example,
see Hamano and Zanetti (2015)), this would strengthen the channel here.
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The empirical linkage between competition and markups naturally
comes from the international trade literature, often from estimating the Melitz
and Ottaviano (2008) model. For example, Chen et al. (2009) demonstrate
that higher competition (proxied by import penetration) leads to lower
prices and markups. Montero and Urtasun (2014) reports a more direct
connection to markups using the Bank of Spain’s credit registry data. They
show a positive and statistically significant association between industry
markups and a direct measure of market concentration, as well as a proxy
of financial pressure. A review of the role of variable markups in business
cycles can be seen in Rotemberg and Woodford (1999).
The second strand is the real effects of financial shocks. The paper
is closely aligned, but from an extensive-margin perspective, to Jermann
and Quadrini (2012). They document the cyclical properties of debt and
equity financing flows, build a model that assigns a role for financing,
and replicate simultaneously real aggregate variables and financial flows
to see the role of financial shocks. The extensive margin is also comple-
mentary to Queralto (2014), who attempt to explain ‘slow recoveries from
financial crises’, by supply-side effects through endogenous TFP growth by
firm creation. Instead, I examine the demand-side effects occurring from
changes in market structure. A complementary paper on the role of finan-
cial shocks on markups is Gilchrist et al. (2014). They have a framework
that firms may wish to increase short term markups in order to boost cash
flow when credit is tight. However, this only explains the high frequency
fluctuations in markups, as they aim to explain inflation dynamics. This
is contrary to the VAR evidence in the next section, which show a more
sluggish response of markups to credit tightenings.
5
Related papers on financial shocks include Del Negro et al. (2011), Kiy-
otaki and Moore (2012) and Christiano et al. (2014). This line of literature
should be differentiated to the financial accelerator models, where the fi-
nancial sector acts as only an amplification or propagation mechanism of
traditional supply or demand shocks, rather than a source of shocks on
its own. These models include Bernanke and Gertler (1989), Kiyotaki and
Moore (1997), Carlstrom and Fuerst (1997), Bernanke et al. (1999) and many
others.
The rest of the paper is structured as follows. Section 1.2 summarises
the current empirical literature on the real effects of credit shocks, and doc-
uments the competition effect with a VAR. Section 1.3 outlines the DSGE
model. Section 1.4 explains the theoretical results of the model. Section 1.5
quantitatively compares the theoretical predictions with the VAR results,
and offers industry-level empirical evidence that the competition channel
exists. Section 1.6 concludes.
1.2 The Real Effects of Credit Supply Shocks
In this section, I offer evidence that the competition channel operates in
aggregate data, complementing the existing literature on the real effects of
credit supply shocks.
1.2.1 Existing Literature
Two recent papers addressed the difficulty of separating out credit sup-
ply and demand movements, empirically documenting that credit supply
6
shocks has significant real effects. Bassett et al. (2014) use the Federal
Reserve’s Senior Loan Officer Opinion Survey, and document that a one
standard deviation tightening to a measure of lending standards leads to
a substantial (0.75%) decline in output and the core lending capacity by
banks fall by 4%. Becker and Ivashina (2014) use Compustat data to cal-
culate when firms start switching from bank to public debt. Any firm that
raises new debt must have a positive demand for external funds, eliminat-
ing credit demand effects. Changes in debt-issuance behaviour of substi-
tuting firms inform us about conditions of aggregate bank credit supply.
Despite the sample only including large firms who have access to public
debt markets, the index is strong predictor of the likelihood of raising bank
debt for firms which have never issued a bond (out-of-sample firms).
In addition, it is also important that credit supply drives investment
levels. In short, if firms easily find financing from other sources, then credit
supply movements has no impact on realised investment (the Modigliani-
Miller proposition). However, there is evidence that firms find it difficult
and/or costly to substitute funds. Amiti and Weinstein (2013) use a com-
prehensive, matched lender-borrower dataset of all listed Japanese firms,
to show that granular bank shocks account for a significant 40% of the fluc-
tuations in aggregate lending and investment. Notably, they also find these
shocks matter during normal times, and not just during crises. Kashyap
et al. (1993) and Slovin et al. (1993) show that while there is some attempt
at substitution during credit contractions, it is not enough to compensate
fully, leading to significant effects on investment.
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1.2.2 Competition Effects and Credit Supply
I use a VAR with seven variables: a credit supply indicator, commercial and
industrial loans, a competition proxy and markups, alongside the standard
macro variables of consumption, inflation and the Federal Funds Rate. The
credit supply indicator is a measure of credit standards cst, from the Fed-
eral Reserve Loan Officer Opinion Survey (Bassett et al., 2014). I use an
unanticipated bank credit supply tightening in the VAR, to see if it leads
to reductions in competition and higher markups. The proxy for competi-
tion is the number of establishments, from the Bureau of Labor Statistics’
Quarterly Census of Employment and Wages. Establishments are defined
as ‘economic units’ – which could be a farm, a factory, or a store – so this is
a close enough proxy to the idea of production lines. Aggregate markups
are imputed from the log-inverse of private business labour share, follow-
ing Nekarda and Ramey (2013) and Rotemberg and Woodford (1999). In-
flation is the Personal Consumption Expenditure deflator. I also include
C&I loans lt to gauge the severity of the credit supply shock on realised
lending. Logarithms and the first-differencing is applied to all variables,
except the credit standards index and the Federal Funds Rate. The sample
is quarterly from 1990 to 2009.
The VAR has one lag, as suggested by the Schwarz-Bayesian Infor-
mation Criterion. The results do not qualitatively change for higher order
lag structure, and the results remain statistically significant in a VAR(2).2
It is identified by a recursive Choleski scheme, with the order:
Xt = [cst Nt µt ct pt rt lt]0
2See Figure (A.5) in the Appendix.
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In other words, the indicator of credit supply are ordered first, so it can
affect all other variables contemporaneously, while C&I loans cannot. N
is ordered before µ as the level of competition can affect current pricing
decisions, but higher markups is unlikely to induce product entry within
the same quarter. The ordering of the macroeconomic variables y, p and
r is standard in recursively-identified VARs, for example Bernanke and
Gertler (1995). Loans are ordered last as the Federal Funds Rate acts as the
risk-free benchmark to the price of loans. The results are robust to various
alternative ordering schemes, including when the loans are ordered before
the other real variables, and when credit standards are ordered after the
macro variables.3
Figure 1.1 plots the impulse responses to a one standard deviation
shock to credit standards (equivalent to a bank credit supply contraction),
which is as expected for an adverse demand shock. There is a statistically
significant negative response on consumption and inflation, and impor-
tantly, C&I loans. Comparing with the VAR in Bassett et al. (2014), the
magnitudes of consumption impulse responses (output in their paper), are
consistent. Note that the result is robust to using output, instead of using
consumption as the indicator of economic activity.4 They use ‘core lending
capacity’ as they aim to measure aggregate lending, which responds less
than the IRF of C&I loans here. This is expected because C&I loans typi-
cally have higher risk weights than residential loans, so C&I loans are cut
back more sharply during a credit contraction.5 However, the more inter-
3See Figures (A.2) and (A.3) in the Appendix.
4See Figure (A.4) in the Appendix.
5For example, the standardised risk weight of loans secured by commercial real estate
is 100%, while those secured by residential property is 35%.
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Figure 1.1. VAR Impulse Responses to a Credit Supply Contraction
Note: The credit contraction is a one standard deviation increase to credit standards cst.
The dashed blue lines are 90% bootstrapped confidence intervals.
esting variables are establishments and markups. Establishments slowly
fall over time, and becomes statistically significant negative. Markups also
fall but it eventually rises statistically significant above zero. In addition,
the peak effect is close to the same horizon as the trough of establishments.
This is consistent with the hypothesis that the rise is markups is due to
competition effects.
Figure 1.2 plots the variance decomposition of three variables of in-
terest, in response to credit supply shocks. Credit conditions is responsible
a substantial 60% of the fluctuations in C&I loans, implying credit supply is
an important determinant of overall loans extended. This is more than the
FEVD of core lending capacity in Bassett et al. (2014), however, still within
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Figure 1.2. Forecast Error Variance Decomposition to credit supply shocks
Note: Each subplot shows the variance of the variable that is explained by shocks to credit
standards cst, for a given horizon.
their bounds. In addition, a robustness check of using HP-filtered variables
(in levels, instead of first-differenced), is closer to the 40% that they have.6
Furthermore, credit supply shocks account for a non-negligible 15%, and
7% of the variation in establishments and private business markups, at
business cycle horizons. Shocks to the number of establishments also ex-
plain another 6% of the variation in markups. They sound small, but their
contributions are much larger than, say, monetary policy (demand) shocks
which only accounts for a tenth of what credit supply shocks account for.
These are also lower bound estimates – robustness checks using the level,
HP-filtered variables suggest that credit supply shocks account for 20% of
the variance of both establishments and markups. The results here further
lend credibility to the mechanism from credit supply to competition and
markups.
Lastly, the estimated DSGE literature such as Smets and Wouters
(2007) find that exogenous price markup shocks are large and highly per-
6Also, this is notably similar to the result Amiti and Weinstein (2013) found using
Japanese lender-borrower relationship data.
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sistent. They account for 15% the fluctuations in GDP and 35-70% in
inflation – both non-trivial amounts. Their model is also shown by Bils
et al. (2012) to be inconsistent with product-level CPI micro data on reset
price inflation. More specifically, the Smets and Wouters (2007) model pre-
dicts reset price inflation to be far too persistent. Competition effects can
help resolve this. After an expansionary shock, competition increases and
markups fall. This contributes to explaining why reset price inflation falls
much faster after an expansionary shock, than actual inflation. However, I
leave the implementation of this mechanism in an estimated medium-scale
DSGE model for future research.
1.3 Model
This section describes the model built to explain the mechanism in a DSGE
framework. I introduce a banking sector to the standard Bilbiie et al. (2012)
(henceforth, BGM) real business cycle model with endogenous product
varieties. I start with the description of the banking sector that finances the
creation of new products, as this is the main modelling contribution. I then
present the Kimball (1995) aggregator preferences as a microfoundation for
variable markups, the agents in the economy and the equilibrium.
1.3.1 Banking Sector
The role of the bank is to provide loans, which finances the creation of new
products. There is a single bank in the economy, which takes in deposits Dt
from the households and has its own equity capital Et. The bank’s objective
12
is – as would a firm that maximises shareholder value – to maximise the
present discounted value of dividends DIVBt . The bank has no limits to
how much loans Lt it issues, apart from a capital adequacy ratio. The
loans it issues will eventually return back as deposits, so in this sense,
it ‘creates credit’. These loans Lt are the only assets that the bank has.
On the liabilities side of the balance sheet are household deposits Dt and
equity capital Et, leading to the balance sheet identity Lt = Dt + Et. The
bank is capital constrained, so equity capital and the capital adequacy ratio
determines the maximum amount of loans the bank issues.
CARt  Et/Lt (1.1)
Like the collateral constraint literature, I assume that the shocks are small
enough that the constraint is binding at all times (in steady state, it binds,
as writeoffs are positive).
Equity capital at the beginning of the period, evolves with the law
of motion:
Etet+1pct+1 = et(1 Etwrt) + (iLt lt   iDt dt)  divBt  
k
2
✓
lt
lt 1
  1
◆2
lt (1.2)
where the lower case denotes the variables in real consumption goods
terms (price index Pt and consumption inflation rate pct = Pt/Pt 1). The
term wrt denotes the asset writeoff shock. Note the timing that banks do
not know the realisation of the writeoff (which occurs at the end of the pe-
riod) when they are making the decision to issue loans. The second term
in brackets is the net interest payments the bank receives from its loan-
13
making and deposit-taking operations. The third term is the dividends it
pays to households, and the fourth term is loan adjustment costs.
The quadratic loan adjustment costs are in the style of De Nicolò
et al. (2012), which captures the bank’s information production costs about
credit quality. This is the screening and monitoring per-unit costs when
increasing lending, and per-unit liquidation costs when decreasing lend-
ing. This parameter will affect the persistence of the credit crunch, initially
caused by the asset writeoff shock. I calibrate this parameter to match the
persistence of loans to those observed in VAR impulse response.
Thus, the bank’s objective is:
max
{divBt ,et+1,lt}•t=0
E0
•
Â
t=0
L0,tdivBt
subject to the capital adequacy requirement, the equity law of motion and
the balance sheet identity. L0,t is the household’s stochastic discount factor.
The bank’s optimality conditions are:
iLt   iDt = yt · CARt + zt (1.3)
1+Etwrt = Et
Lt,t+1
pct+1
h
(1+ iDt+1) + yt+1
i
(1.4)
where zt ⌘  k
⇣
lt
lt 1   1
⌘
lt
lt 1   k2
⇣
lt
lt 1   1
⌘2
+ EtLt,t+1k
⇣
lt+1
lt   1
⌘ ⇣
lt+1
lt
⌘2
denotes the loan adjustment cost effects and yt is the Lagrange multiplier
on the capital adequacy ratio constraint, which reflects the scarcity of eq-
uity capital. Equation (1.3) is an equilibrium no-arbitrage condition reflect-
ing how the spread of the equilibrium loan interest rate over the deposit in-
terest rate (external funding cost) is an increasing function of the marginal
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value of equity. The writeoff shock will increase the scarcity value of eq-
uity, driving the rise in the loan interest rate. Equation (1.4) shows how
the bank equates the marginal cost of investing into an extra unit of equity
on the left hand side (the expected writeoffs), to the discounted marginal
benefit of being able to issue more loans with a spread over its funding
cost.
In steady state, equation (1.4) results y = wr/b > 0, where wr > 0
is the amount of steady state writeoffs, implying that the CAR constraint
binds in steady state. This is equivalent to the standard financial friction
models where there is probability of bank’s capital being transferred to
households, to ensure a financial constraint binds. Equation (1.3) implies
that the steady state spread iL   iD = y · CAR. From this, I can calibrate
the steady state CAR and writeoffs (which determine y) to match average
loan interest rate to the risk-free rate spread, and either observed CAR or
writeoffs from the data.
1.3.2 Preferences
Kimball (1995) Aggregator
A crucial ingredient to the model is a micro-foundation for variable markups.
The more conventional translog preferences from Feenstra (2003), adopted
by BGM, has one parameter that pins down both the steady state markup
and the elasticity of markups with respect to competition. However, the
parameter that would match the steady state markup implied by esti-
mated demand elasticities would result in a markup elasticity that is too
small compared to the empirical estimates in Section A.2.1. Therefore, to
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achieve both steady state markup and markup elasticities that are empiri-
cally grounded, I use the Kimball (1995) consumption aggregator, with the
functional form in Dotsey and King (2005) that has two parameters to pin
the steady state markup and the markup elasticity.
The aggregator creates a smoothed-kinked (concave) demand curve.
At the firm’s normal relative share of production, it is easier to lose cus-
tomers when it raises relative prices, as compared to gaining customers
when lowering relative prices. An increase in competition, or the number
of varieties, leads to a reduction in the relative share, as consumers value
variety and spread their consumption over a larger number of varieties.
This effectively shifts demand curve down for a subsidiary producing a
particular variety, and more importantly for the channel, it faces a higher
demand elasticity – lowering markups. The aim of Kimball (1995) is to
use a more flexible demand function that creates another strategic comple-
mentarity that amplifies effects of nominal disturbances, to make a model
of sticky prices plausible. The effect of the variable demand elasticity is
countercyclical markups. Sbordone (2007) also uses this aggregator to in-
vestigate the effect of globalisation (i.e. a permanent increase in the number
of varieties) on the slope of the Phillips curve. Other uses of the aggregator
is in the macro pricing literature (Dotsey and King, 2005; Eichenbaum and
Fisher, 2007; Levin et al., 2007; Vigfusson et al., 2009).
The household’s expenditure minimisation problem with the Kim-
ball aggregator and endogenous varieties is:
min
ct(w)
Z Nt
0
pt(w)ct(w)dw subject to
Z Nt
0
Y
✓
ct(w)
Ct
◆
dw = 1, (1.5)
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where Y0(·) > 0, Y00(·) < 0. Full derivations can be found in the Ap-
pendix. I focus on the symmetric equilibrium (that all subsidiaries produce
and charge the same price):
Z Nt
0
Y
✓
ct(w)
Ct
◆
dw = 1) NtY
✓
ct(w)
Ct
◆
= 1 (1.6)
Therefore, the relative share xt(w) ⌘ ct(w)/Ct = Y 1
⇣
1
Nt
⌘
so typically the
relative share xt is not the market share 1/Nt. The welfare-relevant price
index Pt is:
Pt =
Z Nt
0
pt(w)
ct(w)
Ct
dw =
Z Nt
0
pt(w)Y 1
✓
1
Nt
◆
dw
Noting that in the symmetric equilibrium pt(w) = pt(j) 8i, j 2 N, so:
Pt = ptNtY 1
✓
1
Nt
◆
rt =
pt
Pt
=
1
NtY 1
⇣
1
Nt
⌘
where rt is the relative price, which can be thought as the ratio of the pro-
ducer price index and the consumer price index. This relative price mea-
sure will be important for correctly deflating the welfare-relevant variables
into the empirically relevant variables.
Dotsey and King (2005) Specification
The Dotsey-King specification is:
Y(x) =
1
(1+ h)g
[(1+ h)x  h]g  

1+
1
(1+ h)g
 
(1.7)
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Dotsey and King (2005) highlights that a convenient property of this spec-
ification is that the Dixit-Stiglitz CES aggregator is a special case when
h = 0. However, the counterfactual of ‘no competition effects’ will not be
this due to discontinuties is the preferences when h = 0, causing differ-
ent behaviour. I will instead use a parameterisation of h < 0 and g that
generates very low elasticities of markups with respect to varieties. The
welfare-relevant aggregate price index can be written as:
Pt =
1
1+ h
Z Nt
0
pt(w)g/(g 1)dw
 (g 1)/g
+
h
1+ h
Z Nt
0
pt(w)dw (1.8)
The symmetric equilibrium implies that there is a common relative price
to all varieties, rt(w) = pt(w)/Pt. It can be derived from rearranging:
Pt =
1
1+ h
h
Ntp
g/(g 1)
t
i(g 1)/g
+
h
1+ h
Ntpt (1.9)
1 =
1
1+ h
N(g 1)/gt rt +
h
1+ h
Ntrt (1.10)
rt =
1+ h
N(g 1)/gt + hNt
(1.11)
As Sbordone (2007) noted, the literature does not offer much guid-
ance for plausible values of h and g. However, in this instance, there are
two obvious calibration targets – the markup elasticity and steady state
markups.
Firstly, using the derivations in the Appendix and the functional
form, the elasticity of demand and desired markups are:
qt =
Y0(xt)
xtY00(xt)
=
h   (1+ h)xt
(g  1)(1+ h)xt (1.12)
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µt =
qt
qt   1 =
h   (1+ h)xt
h   g(1+ h)xt (1.13)
where the market share xt is:
xt = Y 1
✓
1
Nt
◆
=
1
1+ h
(
h +

(1+ h)g
✓
1
Nt
+ 1
◆
+ 1
 1/g)
(1.14)
It can be clearly seen that markups are a function of the relative share
xt, which in turn is a function of the number of varieties Nt. This is the
competition effect. Lastly, the elasticity of markups with respect to vari-
eties (around the steady state) is composed of two components through
the relative share x:
d ln µ
d lnN
=
d ln µ
d ln x
· d ln x
d lnN
(1.15)
d ln µ
d ln x
=
h(g  1)(1+ h)x
(h   (1+ h)x) (h   g(1+ h)x) (1.16)
d ln x
d lnN
=   1
N · x ·Y0(x) =  
1
N · x · [(1+ h)x  h]g 1 (1.17)
where the time subscripts are omitted to show the variables are in steady-
states. For parameter values in real space, there is no guarantee of a par-
ticular sign of the markup elasticity, or the steady state markup. There-
fore, one has to be very careful on using the correct parameter space to
achieve economically meaningful elasticities and steady state markups.
The markup elasticity will be calibrated to values found in industry-level
data, discussed in Section 1.5.
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1.3.3 Independent Subsidiaries
Following BGM, there are monopolistically competitive independent sub-
sidiaries w 2 [0,Nt] that produce one variety each. Therefore, I will refer
to these variety producers as firms and subsidiaries interchangeably. Sub-
sidiaries use labour, with production function yt(w) = ZthCt (w), where
Zt is an exogenous aggregate productivity shock and hCt (w) is the labour
input for a consumption-good producer w.
Subsidiaries are owned by the parent firm, who they pass on their
profits to as dividends:
divSt (w) =
✓
µt(w)  1
µt
◆
Ct
Nt
=
✓
1  1
µt
◆
Ct
Nt
(1.18)
where the last equality holds as we focus on the symmetric equilibrium.
The preferences imply subsidiaries’ optimal rule is to set relative prices to
a markup µt = qt/(qt   1) over marginal cost, so rt = µt · wt/Zt.
1.3.4 Parent Firm
The parent firm is responsible for maintaining the product base in the econ-
omy. It shields the banking sector from defaults, as the product varieties
fail randomly. This allows us to abstract away from default effects on the
provision and demand of credit, and to focus on competition effects. Like
banks, the parent firm maximises the expected present discounted value of
dividends it pays to households. It receives profits from all subsidiaries,
and pays back the loan it takes from the bank to finance the creation of new
varieties NEt . The cost of each new variety is cEt , and varieties are destroyed
20
at a rate d. Therefore, the parent firm maximises:
max
{divPt ,Nt+1,NEt }•t=0
E0
•
Â
t=0
L0,tdivPt (1.19)
subject to:
divPt = Ntdiv
S
t   (1+ rLt 1)lt 1 (1.20)
lt = cEt N
E
t (1.21)
Nt+1 = (1  d)(Nt + NEt ) (1.22)
where (1+ rLt 1) = (1+ iLt 1)/pCt is the real interest rate on loans. In other
words, the dividends divPt is the leftover profits after servicing debt. It
takes the real interest rate on loans and the cost of entry cEt as given. I
assume that that new varieties can only be debt financed. This is reliant
on the aforementioned stylised fact that firms find it difficult to substitute
funds. Equation (1.22) is the law of motion for varieties, noting that the
death shock d also hits entrants, so only (1   d)NEt entrants survive to
produce next period.
This creates first order conditions very similar to BGM:
vt = EtLt,t+1
h
divSt+1 + (1  d)vt+1
i
(1.23)
(1  d)vt = Et(1+ rLt )cEt (1.24)
where vt is the Lagrange multiplier on the law of motion of varieties, or
the value of a new variety. Equation (1.23) shows that the value of a variety
is the present discounted value of the stream of dividends, accounting for
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product lifetime by the destruction rate d. Equation (1.24) is reminiscent of
the free-entry condition in BGM. It equates the value of a variety, condi-
tional on survival to produce next period, to the expected cost of servicing
the loan.
1.3.5 Upstream Suppliers
The upstream suppliers provides the parent firm with the infrastructure
for a new variety to be produced (production line) to produce the new
varieties. The sector only uses labour, so its production function is NEt =
Zt · h
E
t
f E . It is also exposed to the aggregate productivity shock, and f
E is only
a scaling parameter that does not affect a first-order solution of the model.
The sector operates under perfect competition, so entries are charged at
marginal cost cEt =
wt
Zt · f E.
1.3.6 Households
Households are fairly standard. There is a measure [0, 1] of households,
who consume an aggregated consumption good and supply labour Ht =
HCt + H
E
t , where HCt = Nth
C
t is the total labour supply to the consump-
tion goods sector, and HEt to the upstream suppliers. Following Gertler
et al. (2012), the households have Greenwood et al. (1988) (hereafter, GHH)
preferences with habit formation, and maximise:
max
{ct,ht}•t=0
E0
•
Â
t=0
bt
1
1  s

ct   b · ct 1   c1+ 1/jH
1+1/j
t
 1 s
(1.25)
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subject to:
ct + dt = (1+ rDt 1)dt 1 + wtHt + divBt + divPt + wrtet (1.26)
where b is the degree of habit formation, (1 + rDt 1) = (1 + iDt 1)/pCt is
the real interest rate on deposits, s is the constant relative rate of risk
aversion and j is the Frisch elasticity of labour supply. The choice of
GHH preferences is to get comovement between hours and real wages,
which would be useful in replicating the empirical impulse responses later.
Define:
Ut ⌘ ct   b · ct 1   c1+ 1/jH
1+1/j
t (1.27)
The first order conditions are:
MUCt = U st   bbEtU st+1 (1.28)
MUCt = bMUCt+1(1+ rDt ) (1.29)
cH1/jt = wt
"
1  bb
✓
Ut+1
Ut
◆ s#
(1.30)
Equation (1.28) denotes the marginal utility of consumption. Equation
(1.29) is the household’s Euler equation for deposit savings, from which
I derive the stochastic discount factor Lt,t = bt tMUCt/MUCt. Equation
(1.30) is the household’s labour supply equation.
1.3.7 Market Clearing and Exogenous Variables
The aggregate expenditure PtCt = ptytNt can be rearranged for the output
of the consumption goods sector, Ct = rtytNt. Using the two production
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functions yt = ZthCt , N
E
t = Zt · HEt / f E and labour market clearing Ht =
NthCt + H
E
t , leads to:
Ct = Ztrt
✓
Ht   f
ENEt
Zt
◆
(1.31)
so for a given aggregate labour supply Ht, new product entries soak up
resources and crowds out the consumption goods sector.
The output of the consumption goods and variety producing sectors
is defined as Yt ⌘ Ct + vtNEt , where the latter term is investment (into new
varieties).
I focus on the financial shock in the form of asset writeoffs, wrt,
that follows the process lnwrt = rwr lnwrt 1 + #wrt . I assume productivity
and the capital adequacy constraint remains constant. This leaves room
for interesting analyses in optimal macroprudential policy in the form of
countercyclical capital ratios, but I leave this for future research.
1.3.8 Calibration
For the vast majority of the real sector, the calibration follows BGM. In the
baseline calibration, periods are treated as quarters. Thus, b is set to 0.99
to match 4% annualised average interest rate. Product destruction rate is
set to d = 0.025 to match the annual product destruction in Bernard et al.
(2010). I set the disutility of labour parameter x to ensure a steady state
total hours worked of 1. Steady state productivity Z and entry cost f E
are also set to 1. These are merely normalisations with no impact on the
impulse responses. Frisch elasticity j is set to 4, following BGM. The habit
formation parameter b is set to a conventional value 0.75, like in Gertler
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et al. (2012). The steady-state elasticity of substitution q is calibrated to 3.8,
from Bernard et al. (2003) to fit US plant and trade data.
The Dotsey-King parameters h and g are calibrated to match the
steady state markup implied by the steady-state elasticity of substitution
and the markup elasticities. This markup elasticity is calibrated to the
results of industry-level regressions on Table A.1 in the Appendix. The data
is annual from 1990-2006 at six-digit NAICS level. It is then merged with
the number of establishments from the BLS QCEW database. This results
in a panel database of 479 industries. The markup elasticity chosen is -0.56
for the model with competition effects, and the counterfactual with almost
no competition effects has an elasticity of -0.02. As previously mentioned,
a markup elasticity of zero is achieveable if h = 0 where the Dotsey-King
aggregator collapses to a Dixit-Stiglitz CES aggregator. However, due to
the discontinuities in the preferences, I elect to use a very low markup
elasticity instead. This is to see the impact of competition effects are, rather
than a comparison of preference structures.
It is also important to note that these elasticities are significantly
higher than those suggested by translog preferences, of around -0.18 (Lewis
and Stevens, 2012), compared to the baseline estimate of -0.56 that is used
in the quantitative analysis. This demonstrates the importance of using a
more flexible preference structure with the Kimball aggregator as described
earlier.
The banking sector parameters are calibrated to match the impulse
responses and steady-state averages. The CAR is set to 0.1489, to match
average observed equity to loan ratio of banks in aggregated Federal Re-
serve Call Reports data. In addition, I use the average spread of C&I loan
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interest rates over the Federal Funds Rate of 0.49% per quarter. With this,
the steady state writeoffs wr is calibrated to ensure the model’s steady state
loan to deposit rate spread matches the data.
The loan adjustment cost and the AR(1) coefficient of the writeoff
shocks determine the persistence of the loan contraction. The AR(1) coef-
ficient is set to match an AR(1) regression of the Loan Officers’ survey on
credit standards, implying rwr = 0.89. The loan adjustment cost is cali-
brated in order to match persistence of the VAR loan contraction, from the
peak effect, that lasts for 10 quarters – resulting in k = 20. In turn, the
standard deviation of the writeoff shock is set so that the peak loan con-
traction matches the peak impact of the credit shock on the VAR impulse
response in C&I loans, at 5.76%.
1.4 Simulation Results
In this section, I simulate a one standard deviation writeoff shock, cali-
brated to the VAR IRF as previously mentioned. This is equivalent to 1.23
% of assets.
As noted in Ghironi and Melitz (2005) and BGM, empirically rele-
vant variables – rather than welfare-consistent variables – net out the effect
in the product variety available. In short, consumer price indices do not
adjust the basket for the availability of new products at business cycle fre-
quencies, unlike the welfare-consistent price index Pt. Therefore, CPI is
closer to pt, as opposed to Pt. Thus, to compare to data, the data-relevant
variables (i.e. deflated by a data-consistent price index), XR,t = PtXt/pt =
Xt/rt should be used to compare to the data instead. However, the welfare-
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consistent variables remain important – they are what drives the dynamics
of the model.
The impulse responses plotted of real variables – that is, those de-
flated by the welfare-consistent price index Pt – are the data-consistent
version. The impulse responses for the welfare-consistent versions are in
the appendix. Product investment is defined as the value of new variety
creation, vtNEt .
On the impulse responses in Figure 1.3 and 1.4, I plot two lines. The
solid blue line is the baseline case of (near-) constant markups. The dashed
red line is the empirically estimated markup elasticity of -0.56. Therefore,
one compare the difference between the impulse responses as the effects
of competition. This financial shock induces the bank to reduce loan is-
suance to satisfy the capital adequacy ratio. Given that the parent firm is
dependent on bank loans to finance its investment into new varieties, prod-
uct investment immediately falls and somewhat persistently so due to the
bank’s loan adjustment costs. Consumption also falls on impact because
less income being generated from the upstream suppliers. On impact, there
is no effect on the number of varieties Nt, given that it is a pre-determined
variable.
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Figure 1.3. Impulse Responses of Real Variables to a Credit Contraction
Note: The credit contraction is modelled as a one standard deviation shock to equity capital writeoffs. The solid blue line shows the
response of the (near-)constant markup model, and the dashed red line is the variable markups model (with a markup elasticity of -0.56).
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Figure 1.4. Impulse Responses of Financial Variables to a Credit Contraction
Note: The credit contraction is modelled as a one standard deviation shock to equity capital writeoffs. The solid blue line shows the
response of the (near-)constant markup model, and the dashed red line is the variable markups model (with a markup elasticity of -0.56).
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Then, the impulse responses begin to diverge, in particular for con-
sumption. A markup elasticity of -0.56 implies the peak impact of the
financial shock on consumption is 28% larger than the case of constant
markups. On average, this amplification results in consumption is 19%
more volatile when there is variable markups. The mechanism works from
to two interlinked channels – competition and the labour market. Firstly,
over time as the number of varieties begin to fall, markups also start to rise
for the model with competition effects. This results in markups increasing,
decreasing demand as prices are higher than other they would have been
under the constant markup case.
Secondly, the competition channel’s amplification effects in enhanced
by the labour market. In particular, the decrease in demand in the product
market leads to the same decrease in labour demand. This induces real
wages fall more under variable markups, relative to the constant markup
model.7 With GHH preferences, this results in a fall in hours worked due to
the substitution effect, reducing the output of the consumption good pro-
ducing sector. Combined, the drop in real wage and hours worked lead to
an even larger decrease in household income, which contributes to the fall
in aggregate demand. As Figure 1.4 shows, the reduction in household in-
come closely mimics the fall in consumption. Jermann and Quadrini (2012)
also emphasise the role of hours worked for financial shocks to have real
effects. They use a working capital constraint that forces firms to borrow
to pay their wage bill in advance. This mechanism ensures that financial
7Note that these are the data-consistent variables. The welfare-consistent real wage
actually rise (see Appendix), but in the model with variable markups, they do not rise
by as much. The rise in the relative price imply that the data-consistent real wage hardly
moves under constant markups.
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shocks translate to movements in hours worked, and thus, aggregate fluc-
tuations.
The behaviour of the value of a new variety vt increases above the
steady state is somewhat counterintuitive. This is caused by equation
(1.24), where the value of a new variety is equalised to the cost of en-
try. As the cost of entry increases due to loan interest rates increasing, vt
also increases. Intuitively, this can be thought of that due to the scarcity of
funding, only projects into new products with a high return are funded.
This is consistent with survey evidence that suggests start-ups that begin
operations during a recession are more likely to be profitable in the future.8
The fall in varieties is amplified mildly in the model with variable
markups, which in turn amplifies the increase in markups, due to vt being
lower under variable markups. This occurs despite the increase in markups
leading to an increase in profits at each subsidiary. The cause is due to the
higher cost of equity by the parent firm, which governed by the house-
hold’s stochastic discount factor. The steeper fall in consumption implies
that households would prefer to have dividends now in order to smooth
out their consumption, rather than the parent firm investing into new va-
rieties to get long-term profits. This makes the parent firm discounts fu-
ture profits by each subsidiary more, and discourages it to invest into new
products, exacerbating the fall in varieties and the rise in markups.
The amplification is also mild because of a general equilibrium re-
sponse from banks. The bank reacts to (relatively) lower loan demand by
lowering interest rates – or at least, loan interest rates do not increase by
8Hiscox International DNA of an Entrepreneur Report 2014
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as much.9 In the impulse response for loan interest rate, the difference
does not seem much (around 40 basis points). However, considering that
the steady state loan interest rate is only 150 basis points per quarter, this
represents a fairly significant boost to encouraging investment.
Note that the banking sector recovers its equity capital and loan-
issuing capabilities after around 10 quarters after the shock, as a result of
the calibration of the loan adjustment costs and persistence of the writeoff
shocks. Meanwhile, consumption recovers after around 20 quarters with
constant markups, and with variable markups, even longer than that due to
high markups persisting after credit supply is restored. Furthermore, the
balance sheet variables of the bank does differ slightly across the markup
elasticities. From the reduced loan demand, lower loan interest rates imply
reduced spreads. This results in the bank’s equity capital base recover-
ing more slowly. This occurs even when the banks are handing out less
dividends to the households under variable markups.
Bank dividends actually increase after the financial shock, despite
the fact that there is a scarcity of equity capital. This is because of the
loan adjustment costs.10 It is too costly to extend loan in the aftermath of
the financial shock, reflective of the lack of investment opportunities and
difficulty in monitoring that loan adjustment costs is supposed to capture.
This is exactly what a firm should do when it has a lack of profitable
investment opportunities – buybacks to the shareholders. However, it has
9Loan interest rates still increase from steady state because of a scarcity of bank equity
capital.
10Without adjustment costs, the equity capital base recovers much more quickly. Div-
idends go negative (i.e. an equity issuance) which partly helps to boost the capital base,
but not fully as it is very expensive to do so when the marginal utility of consumption
is already high. Most of the capital recovery is through retained earnings, as spreads
become very high.
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the ramification that the equity capital base takes longer to recover. A
policy implication would be to restrict dividends to ensure the recovery of
the capital base, as many governments have done to systemically important
banks in the aftermath of the 2008-10 financial crisis.
It is worthwhile repeating that investment – given that there is no
physical capital – is defined as the value of new varieties, vtNEt . In a model
with physical capital, I expect the behaviour to be much more similar to
consumption. The investment goods sector is also subject to decreased
competition and increased markups during a credit crunch. Therefore, it
would have the same effect of dampening investment good demand as the
relative price of investment increases. The increase in new variety invest-
ment is likely to have minimal impact as new variety investment is a much
smaller part of GDP, relative to physical capital investment.
1.5 Empirical Results
In this section, I compare the DSGE model’s predicted impulse responses
to the financial shock to the IRFs of a VAR, both qualitatively and quanti-
tatively. Recall that the DSGE model is calibrated to match the persistence
and size of the impulse response of loans and the credit standards index.
The aim of this exercise is to see given this calibration strategy focusing
on the financial sector, whether the DSGE model can match the empirical
dynamics of the real sector. More specifically, I seek to test if the predicted
mechanisms through competition and the labour market also exist in the
data. In addition, I examine whether the consumption path predicted by
the variable markups model fit the VAR’s impulse response well. The grey
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Figure 1.5. Competition variables
Note: The solid blue line is the theoretical impulse response for the (near-)constant markup
DSGE model, and the dashed red line is for the variable markup model with an elasticity
of -0.56. The dash-dot black line is the VAR’s empirical impulse response in Section 1.2.2
bands are 90% bootstrapped confidence intervals.
As already demonstrated in Section 1.2.2, the VAR suggests the com-
petition mechanism exists. The movements of the number of varieties, both
the constant and variable markups models, exhibit similar dynamics. In
Figure 1.5, it shows that both models get quite close quantitatively to the
VAR’s impulse response in Nt to a credit standard tightening shock – es-
pecially in closely matching the peak impact of the shock, and the horizon
of the peak impact. With respect to markups, obviously the model with
constant and variable markups vary in dynamics. The variable markup
DSGE model’s does seem to underestimate the peak effect. This could be
because of other factors affecting the markup that the model does not cap-
ture (for example, nominal rigidities), or an under-estimation of the true
markup elasticity. While I calibrate the elasticity to 0.56 to the micro-data
evidence in the nexdt section, the VARs suggest that the markup elasticity
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Figure 1.6. Labour market variables
Note: The solid blue line is the theoretical impulse response for the (near-)constant markup
DSGE model, and the dashed red line is for the variable markup model with an elasticity
of -0.56. The dash-dot black line is the VAR’s empirical impulse response in Section 1.2.2
could be larger than 1 – establishments fall by 0.6%, while markups rise
by almost 0.8%. Section A.2.1 explains that on calibrating this elasticity to
the manufacturing micro-data will explain in greater detail that the DSGE
model’s calibration is a lower-bound estimate. Note that the Gilchrist et al.
(2014) predicted markup dynamics (strong effect on impact after a credit
supply shock) that is not supported by the data. A slower-moving markup
that is driven by competition seems to fit the data better.
Secondly, in Figure 1.6, I examine the predicted mechanism through
the labour market. For this, we need to add the relevant labour market
variables to the VAR.11 I use the Non-farm Business Sector Hours for hours
worked, and Total Private Real Average Hourly Earnings of Production
and Nonsupervisory Employees for real wages. The VAR is recursively
identified as before, with the order: Xt = [cst Nt µt wt ht yt pt rt lt]0.
11All IRFs for this VAR can be seen in Figure (A.6) in the Appendix.
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Figure 1.7. Consumption
Note: The solid blue line is the theoretical impulse response for the (near-)constant markup
DSGE model, and the dashed red line is for the variable markup model with an elasticity
of -0.56. The dash-dot black line is the VAR’s empirical impulse response in Section 1.2.2
Given the large size of the VAR, information criteria suggest that one lag
is optimal. In hours worked, the DSGE model’s predictions does not vary
much with constant or variable markups. They both get quite close to
the peak effect on hours in the VAR, but fail to replicate the hump shape.
A crucial mechanism and prediction of the DSGE model is through real
wages, where there is a marked difference between constant and variable
markups. The VAR evidence supports this predicted mechanism after the
credit contraction shock. The DSGEmodel quite closely matches the trough
of the IRF, although underestimating the horizon of it by five quarters.
Like the IRFs of the markups, the constant markup model falls out of the
confidence bands while the variable markups stay mostly within it (and
somewhat closely to the point estimate).
Lastly, in Figure 1.7, I demonstrate the predicted consumption path
of the DSGE model under variable markups closely track the VAR, until
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the trough. The constant markup case is out of the 90% confidence interval
in the first few quarters. The peak impact of the variable markups case is
also very close to the VAR’s, while in the constant markup case underesti-
mates the peak impact (albeit remaining inside the confidence bands). To
summarise, this subsection documents how the DSGE model’s prediction
come close to the empirical VAR impulse responses through the two key
mechanisms, and matching closely the path of consumption once compe-
tition effects are allowed to enter.
1.6 Conclusion
To conclude, by augmenting an endogenous product variety RBC model
with financial shocks, I have described a novel transmission channel of fi-
nancial shocks. Using the DSGE model, I demonstrate that competition
effects can amplify the effect of a financial shock on consumption by 28%
through an increase in markups, leading to a slow recovery of consump-
tion after the financial shock. This is the core amplification mechanism.
Empirically, using aggregate data, I show that the predicted competition
effects occur after a bank credit supply contraction – competition falls and
markups rise, as well as the effects through the labour market that depress
household income. This brings the implication that if policymakers de-
cide to use demand-side policies to stimulate the economy after a financial
shock (as the appropriate response to a demand shock) – then they would
need to be take into account the effects of higher markups on the natural
level of output. The increase in market imperfections imply a decrease in
the natural level of output. This is important in order for policymakers to
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not overestimate the amount of slack in the economy, which would lead
to excessively stimulatory policies and high inflation. While the current
model has already shown its success in matching the behaviour of con-
sumption, future avenues of research is to add physical capital investment
to enhance the model in two dimensions. One would be to reproduce
the dynamics of output by taking into account physical capital investment
and how the investment goods producing sector are also exposed to re-
duced competition and subject to the same amplification mechanism as
consumption goods. Secondly, the mechanism would propagate the shock
even further, as higher start up costs from more expensive capital goods
would disincentivise entry, leading to a greater persistence of lower com-
petition and high markups. In addition, the variable markups mechanism
also leads to an explanation to why the estimated DSGE literature finds
such large and highly persistent markup shocks, which are inconsistent
with the micro data evidence on reset price inflation in Bils et al. (2012).
An upcoming research project is to embed this mechanism in a Smets and
Wouters (2007) type model and see how much of the variance in markups
can be explained by other shocks, through the competition effect.
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Chapter 2
Beyond Inventory Management:
The Bullwhip Effect and the Great
Moderation
2.1 Introduction
Despite the Great Recession, understanding the causes of the period of
prolonged macroeconomic stability that preceded it (known as the Great
Moderation) remain important. This is because if that period was driven
mostly by good luck, as suggested in Stock and Watson (2003), Ahmed,
Levin and Wilson (2004), Kim, Nelson and Piger (2004) and Herrera and
Pesavento (2005), then there is no reason to expect such stability to resume.
Studies that estimate the changes in the reaction function of the Federal
Reserve like Clarida et al. (2000), Cogley and Sargent (2001), Orphanides
(2004) and Boivin and Giannoni (2006) are proponents that better monetary
policy was a main driver. Stability induced by better monetary policy is
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more likely to be continued.
New business practices, often taken to mean better inventory man-
agement techniques, is a third suggested cause for the Great Moderation
and are also likely to be a more persistant driver of lower volatility. Mc-
Connell and Perez-Quiros (2000), Blanchard and Simon (2001) and Kahn
et al. (2002) suggested there was a substantial role for inventory manage-
ment. However others, such as Stock and Watson (2003), consider the role
for inventory management and dismiss it. McCarthy and Zakrajšek (2007)
using a VAR analysis of the Great Moderation concluded that inventory
management played, at most, a supporting role. The reason earlier papers
tend to dismiss a role for new business practices is related to the focus on
inventories and is summed up nicely by Taylor (2013):
“Firms cut inventories when sales weaken and rebuild inventories
when sales strengthen. Better inventory control could thus explain
the improved stability. But this explanation also had problems. When
one looked at final sales – GDP less inventories – one saw the same
amount of improvement in economic stability.”
Our main contribution in this paper is to extend the concept of busi-
ness practices to include supply chain management and backordering be-
haviour in addition to inventory management. Importantly, we will argue
that changes in business practices can endogenously dampen sales volatil-
ity. As such, the reduction in sales volatility is not sufficient to reject a
central role for new business practices. Davis and Kahn (2008) considered
the potential contribution of supply chain management in the Great Mod-
eration, but leaves how it connects with sales volatility as an open question.
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We focus on the durables manufacturing sector. We do this for a
number of reasons. First, despite accounting for only about 20% of GDP,
durables production is one of the biggest contributors to output volatility.1
Second, it is also one of the biggest contributors to output moderation as
a result of a large fall in within-sector volatility (Stock and Watson, 2003);
a back-of-the-envelope calculation from the results in Stock and Watson
(2003) suggests that it accounts for around half of the overall Great Moder-
ation (see Table B.1 in the appendix). Third, McConnell and Perez-Quiros
(2000) and Davis and Kahn (2008) show the timing of durables output
volatility falls, impeccably matches the observed break in GDP volatility.
Finally, manufacturing industries are placed upstream of the supply chain,
and therefore, has the most to benefit from the new business practices; for
example, backorder books are sizeable in durables manufacturing.
We make two specific empirical contributions. First, motivated by
the finding of Zarnowitz (1962) that firms respond to demand shocks by
accumulation/depletion of backorders first (changing lead times), we doc-
ument how the Great Moderation was not just a period of lower inven-
tory investment volatility but can also be characterised by quicker delivery,
shorter lead times and reduced use of backordering in the durable goods
manufacturing sector. To explore what these developments mean for the
analysis of the effects of new business practices, rather than focus on the
production identity that states production (Y) is equal to the sum of sales
(S) and inventory investment (DI), we further disaggregate sales into its
1About 2-2.5 times more volatile than non-durables, and 6-10 times more than services
(Table 7 in Stock and Watson (2003)).
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components of new orders O and adjustments to backorders DU:
Y = S +DI
= (O  DU) +DI.
(2.1)
We find that reduced volatility of new orders accounts for the ma-
jority of sales and production volatility falls. Given that the previous lit-
erature claims that the decline in sales volatility is most likely driven by
background macro factors (good luck or good policy), a similar argument
would likely be adopted to explain declining new order volatility. They
would consider this as similar evidence that we need to look at alternative
explanations to new business practices. However, given that most orders
in the manufacturing sector are placed by intermediate goods producers,
rather than consumers, supply chain management can be an important de-
terminant of order volatility. We argue that improved business practices
can endogenously dampen order volatility; upstream suppliers meeting
new orders consistently more quickly can give rise to a reduction in the
volatility of sales. This is unlike the analysis in standard macroeconomic
models of inventories.
The second empirical contribution is to show that improved business
practices contributed substantially more to the Great Moderation than pre-
viously thought. While still not the dominant contributor, this channel can
account for 20-25% of the output volatility declines. This finding comes
from our application of the empirical approach of McCarthy and Zakra-
jšek (2007) (MZ hereafter) to our broader concept of business practices
in the durables manufacturing sector. We estimate a separate structural
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VAR for the pre-1979 (High Volatility, HV) and post-1984 (Low Volatility,
LV) period. Using forecast standard errors as a measure of volatility, we
ask the question if volatility reductions emanate from luck and macroeco-
nomic changes, better business practices (identified as sector-level struc-
tural changes), or a combination of both.
Counterfactuals between the two SVARs suggest that sector-level
structural changes have contributed to approximately half of the fall of
new orders volatility. We interpret this as the result of a dampening of
the ‘bullwhip effect’ (Lee et al., 2004) – the well-documented phenomenon
where demand shocks from downstream consumers are amplified through
the supply chain to upstream producers. New business practices, such as
the adoption of Electronic Data Interchange ICT systems, which led to bet-
ter communication along supply chains, would diminish the amplification
of new orders volatility and stabilise production.
We also find evidence of changes in backordering behaviour. The
successful adoption of lean production and just-in-time techniques reduces
the need for backorders to smooth out demand shocks and, as a conse-
quence, delivery times would lower and more consistent. Finally, we find
that implied inventory volatility (as a proportion of inventory stocks) in the
durables sector actually increases.2 This is suggestive of the adoption of
flexible production processes, as predicted by most macroeconomic models
of inventories and production flexibility such as Alessandria et al. (2013)
and McMahon (2012).
The rest of the paper is organised as follows. Section 2.2 describes
2The MZ result that inventory volatility has fallen holds in the non-durables manufac-
turing SVAR (reported in the appendix). This indicates that particular result was driven
by the much larger non-durables sector.
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the data used and establishes some motivating stylised facts. Section 2.3
details the bullwhip effect that the empirical evidence we present in this
paper supports. Section 2.4 introduces the structural vector autoregression,
and the counterfactual methodology. Section 2.5 analyses the results and
implications for the role of business practices on the Great Moderation.
Section 2.6 concludes.
2.2 Inventories and Backorders: Technologies and
Evolution
There can be no doubting that the business practices have evolved a great
deal since the 1960s. This is particularly true in the context of new tech-
nologies that allow firms much greater control over their production, sales
and distribution processes. In this section, we first review the types of tech-
nological improvements that many practitioners consider as driving forces
for improved management of inventories and distribution.
We then examine developments in the durables manufacturing sec-
tor to see how inventories (disaggregated into stages of production – ma-
terials and supplies, work-in-process and finished goods inventories) and
backordering evolved before and during the Great Moderation. We do this
using industry-level monthly data from the United States Census Bureau.
The historic time series for Manufacturers’ Shipments, Inventories & Orders
covers January 1967 to December 1996. All variables are in current dollars
(by net selling values) and seasonally adjusted. To deflate the variables, we
use the implicit sales price deflators from the Bureau of Economic Analy-
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sis.3
2.2.1 Backordering and the Bullwhip Effect
Before we turn to an analysis of the new technologies that have affected
(in particular) the manufacturing sector, we describe two important related
characteristics of manufacturing supply chains. Specifically, we examine
the use of backordering and the bullwhip effect. We believe that these
characteristics are key to understanding the Great Moderation but are gen-
erally under-researched areas of macroeconomics.
Zarnowitz (1962) documented that firms respond to demand shocks
by accumulation/depletion of backorders first (changing lead times), then
adjusting inventories, and eventually changing production and/or prices.
The role of backorders is particularly relevant in durables manufacturing
where backorder books are sizeable.
The bullwhip effect is well-documented in the management science
literature. It is a supply-chain phenomenon whereby demand shocks from
downstream consumers are amplified through the supply chain to up-
stream producers. This is caused by a systematic distortion of demand
information through the supply chain, when the manufacturers only ob-
serve its immediate order data (and not further down the supply chain),
and there are lead times and ordering lags. Lee et al. (2004) group the
causes into four categories: demand signal processing, shortages and ra-
tioning gaming, order batching, and price variations. Let us look in more
3Deflating the nominal variables using these price deflators makes the implicit as-
sumption that the intra-sector composition of inventory investment, backorders and new
orders are the same as sales.
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detail at how each of these causes gives rises to extra volatility in the man-
ufacturing sector (and to make clear how some are directly related to the
use of backordering).
Firstly, demand signal processing occurs by the need of producers
to forecast future demand by using their immediate customer’s orders.
If there are lead-times in production and delivery of raw materials, pos-
itive autocorrelation of demand, and each member of the supply chain
processes the order signals from below, shocks are amplified as it goes
upwards through the supply chain.
Secondly, shortages are a period of more extensive use of backo-
rdering. This contributes to the bullwhip effect when customers attempt
to manipulate their supplier’s rationing. If the producer delivers a good
that is short in supply, as a proportion to total orders, the customer will
place extra ‘phantom orders’ in order to get the goods. When the supply
shortage eventually clears, they cancel their phantom orders and thus, the
producer sees amplified fluctuations in their order book.
Thirdly, order batching occurs when a firm’s own demand comes in,
depleting inventory, but they may not place an order immediately with its
supplier. This may be due to the fact that material requirement planning
(MRP) systems are run only monthly, or due to firms attempting to get
economies of scale from delivery and order processing costs.
Finally, price variations may lead a customer to attempt to build
inventory during times of low prices, and the opposite when prices are
high. This leads to large, irregular orders. Such periods of low and high
prices may follow from over-reactive production which means it is both a
result of, and contributor to, the bullwhip phenomenon.
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2.2.2 New Technologies Affecting Durables Manufacturing
Improvements of supply chain management are based on the introduction
of ICT-based systems and lean production. To understand why these might
have a profound effect on the production of durables, we now discuss some
of the main developments and link them to our two important channels.
We stress three broad developments (which are again related):
1. Electronic Data Interchanges (EDIs)
2. Vendor Management Inventory (VMI)
3. Just-in-Time Production (JIT)
The adoption of ICT systems by manufacturers, and all along the
supply chain, allowed for widespread use of EDI. That is, computers from
one firm in the supply chain could send information to another firm in a
standardized format and with little need to human intervention. This has
led to better communication, and vitally better information, along supply
chains.
VMI shifted to the (upstream) manufacturer the responsibility for
maintaining appropriate inventory levels at downstream links in the sup-
ply chain (such as a wholesaler). The downstream firm simply agrees to
provide detailed and timely information on sales and inventory levels. The
manufacturer can then optimally allocate resources across each of the (po-
tentially many) downstream firms.
JIT or lean manufacturing is an approach to manufacturing which
originated in Japan and is associated with Toyota. It made its way to
the West in 1977. It involves reduced waste and lead times in produc-
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tion which in turn facilitates greater flexibility in the manufacturing. A
simplistic view of flexible manufacturing is that it leads to more volatile
production. However, flexibility to meet demands in a more responsive
fashion (for example, by changing production focused on one product to
another) may actually give rise to greater stability. Moreover, as we will
argue, reduced and more consistent lead times by the manufacturer may
endogenously change ordering behaviour by downstream firms.
It should be clear that these three new business practices are inter-
related. For example, while VMI was an impetus for widespread adoption
of EDI (in exchange for information the downstream firm no longer had
to manage the inventory), it is also the case that VMI could only work be-
cause of EDI. Causality similarly runs both ways when we consider JIT and
EDI or JIT and VMI; VMI/EDI led to faster delivery response times, and
computerised flow production which allowed firms to more easily adjust
production.
2.2.3 The Evolution of Durables Manufacturing: Some Styl-
ized Facts
Regardless of the extent to which these new practices caused each other, it
should be clear that they – at least potentially – could give rise to profound
effects on the use of backordering and the bullwhip effect. In this subsec-
tion, we establish some stylised facts on the evolution of the durables man-
ufacturing sector over time and particularly in the Great Moderation. These
facts can shed light on the the aforementioned channels through which bet-
ter practices can lead to lower order volatility, by demonstrating the effects
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of the adoption of improved supply chain management techniques and
flexible production processes. These stylised facts can be grouped into the
following:
1. Reductions in production materials lead times
2. Reductions in lead time volatility
3. Reductions in backorders-sales ratios
4. Reductions in inventories-sales ratios
Since firms respond faster by adjusting production, delivery times
became lower and more consistent. Figure 2.1 shows that there have been
large falls in production materials delivery lead times. There was also a
sharp reduction in lead times from pre-1980s, and post-mid-1980s (mean
of 72 and 49 days, respectively). This is shown in figure 2.2. These de-
clines began in the early-1980s and coincide with a rapid increase in firms
achieving JIT ordering; Figure 2.2 shows that the proportion of manufac-
turing firms with JIT ordering (defined as receiving orders in less than five
days) more than tripled from before the 1980s to the Great Moderation
period.
As we will argue below, it is not only the first moment that affects
ordering behaviour, but also the variance of lead times. This relates to
the reduction in the backorder adjustment margin and increased consis-
tency of delivery times. As a proxy for leadtime disruptions, we calculate
rolling volatilities of the Institute for Supply Management’s Manufactur-
ing Supplier Deliveries Index4. We use this index, rather than raw delivery
4The volatilities are calculated by the Qn estimator of scale.
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Avg. HV = 77 days
Avg. LV = 49 days60
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Time
Manufacturing Production Materials Average Lead Times (in days)
Figure 2.1. Average Manufacturing Production Materials Lead Times
Note: Institute for Supply Management data. Shaded areas are NBER-dated recessions.
times, as it is calculated like the Purchasing Managers’ Index – it empha-
sises changes to delivery times, which is the crucial factor in determining
disruptions to production scheduling. In Figure 2.3 this shows a sharp
decline in volatility from the early 1980s. Increased delivery consistency
allows manufacturers to improve production scheduling, and implement
just-in-time practices to respond to demand shocks faster.
JIT allows producers to respond faster to demand fluctuations and
so allows firms to reduce backorder books. There is also less need to use
backordering because, through VMI, the manufacturer can essentially re-
duce desired inventory while they adjust production smoothly. We see
there is a large fall in durables sector backorders (relative to sales) in the
early 1980s (figure 2.4).5 However, this decline occurred only gradually
5We exclude the Transportation sector due to its special characteristic of extremely
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Percentage of Manufacturing Firms with JIT Ordering
Figure 2.2. Percentage of Manufacturing Firms with Just-in-Time ordering
Note: JIT defined as receiving orders in less than five days. Shaded areas are NBER-dated
recessions.
and is not as stark as the previous stylized facts. This might be expected
given it is a stock variable and so may take somewhat longer to adjust. It is
worth noting that while the backorder-book size has declined, the higher
frequency volatility remains relatively high. This is important as it is the
change in backorder books, and not the size of them, that affects produc-
tion volatility.
Finally we turn to the evolution of inventories – the focus of most
of the previous literature. Inventories-sales ratios for the durables sector
have also fallen since the early 1980s (Figure 2.5). This was driven mostly
by materials and supplies inventories first in the late 1970s (and to a lesser
long lead times, which would not be informative on the state of supply chain manage-
ment. The total durables manufacturing and disaggregated data is available in the appen-
dices.
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Figure 2.3. Volatility of ISM Manufacturing Deliveries Index.
Note: Authors’ own calculations. Calculated as the 36-month Backward-Looking rolling
standard deviation of the ISM Manufacturing Deliveries Index.
extent, final goods inventories). It was only in the 1990s that holdings of
work-in-progress inventories fell strongly. This suggests steady improve-
ments in inventory control but perhaps not as starkly occurring at the time
associated with the start of the Great Moderation.
2.3 Analysis of Volatility: Role of New Business
Practices
The previous section presents evidence of the effects of new business prac-
tices in durables manufacturing. Importantly given the existing literature,
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Figure 2.4. Backorders to Shipments Ratio (excluding Transportation sector)
Note: We exclude the Transportation sector due to its special characteristic of extremely
long lead times, which would not be informative on the state of supply chain manage-
ment. Shaded areas are NBER-dated recessions.
the evidence pointed to effects outside of simply changes in how invento-
ries are managed. We also suggest that these changes should affect volatil-
ity. We therefore now turn our attention to the behaviour of volatility in
the durables manufacturing industry.
We will focus on the comparison of two twelve-year periods to try
to capture the ‘steady state’ volatility in each period. The first period cov-
ers January 1967 to December 1978 and we call it the High Volatility (HV)
period (as MZ do). The second is the Low Volatility (LV) period covering
January 1984 to December 1996.6 This split follows MZ and allows for a
transition period from 1979 to 1983 during which the exceptional volatil-
6We stop in December 1996 to ensure comparable data across the HV and LV periods.
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Figure 2.5. Inventories to Shipments Ratio
Note: We exclude the Transportation sector due to its special characteristic of extremely
long lead times, which would not be informative on the state of supply chain manage-
ment. Shaded areas are NBER-dated recessions.
ity of the Volcker disinflation and extensive manufacturing restructuring
may contaminate the results. (Some of the figures we presented of inven-
tories and backorder behaviour clearly show that this interval was indeed
a transition period.)
2.3.1 Volatility Decomposition
In this subsection we document a volatility decomposition of durable man-
ufacturing production volatility. We use (2.1) applied to quarterly growth
rates (meaning that the RHS terms are quarterly growth contributions) and
then examine the following volatility decomposition (where V(x) denotes
54
the variance of x and cov(x, z) denotes the covariance of x and z):
V(Y) = [V(O) +V(DU)  2cov(O,DU)] +V(DI) + 2cov(S,DI). (2.2)
In Table 2.1 we present this decomposition in the form of standard
deviations for the HV and LV periods. The advantage of using standard
deviations is that it allows us to express everything in terms of five core
driving parameters:
1. sDI ⌘
p
V(DI) is the standard deviation of the change in inventories
2. sO ⌘
p
V(O) is the standard deviation of new orders
3. sDU ⌘
p
V(DU) is the standard deviation of the change in backorders
4. rS,DI is the correlation coefficient between S and DI
5. rO,DU is the correlation coefficient between O and DU
The other terms of equation (2.2) can be expressed as functions of
these five parameters. For example, cov(O,DU) = rO,DU(sO)(sDU) and
V(S) = s2O + s
2
DU   2rO,DU(sO)(sDU). Of course, we have to be careful
as variances – not standard deviations – are additive. Therefore, we also
present the relative change in variances too.
This decomposition reveals that the three core variance terms all
declined between the periods. In particular, the variance of new order
quarterly growth contributions fell by 51% after 1984. The variance of
inventory investment fell 4%. The correlation between sales and inventory
investment increased, but by a very small amount in absolute terms. The
correlation between new orders and backordering was broadly stable. The
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HV LV s
2
LV s2HV
s2HV
sLV sHV
sHV
Core Parameters
sDI 1.1 1.0 -4% -2%
sO 5.6 3.9 -51% -30%
sDU 3.6 3.1 -28% -14%
rS,DI 0.04 0.12
rO,DU 0.77 0.79
Resulting Volatility sY 3.8 2.7 -50% -29%
sS 3.6 2.4 -57% -33%
Table 2.1. Volatility decomposition of durable manufacturing production
Note: Quarterly growth contributions in percentage points. High volatility period (HV)
covers 1967:1-1978:12; Low volatility (LV) period covers 1984:1-1996:12. The third column
is the percentage change in the variance (which are additive) between HV and LV periods.
The fourth column is the percentage change in the standard deviation. Identity used is
Y = S+ DI = (O  DU) + DI.
variance of changes in backorder books declined by 14%. Taken together,
the changes in give rise to a 57% fall in sales variance and a 50% decline
in production variance. This corresponds to a 33% and 29% fall in the
standard deviations, respectively.
Unlike the findings in McConnell and Perez-Quiros (2000) for the
aggregate economy, there is little evidence that changes in inventory in-
vestment volatility, nor the cyclicality (correlation) of inventory investment,
contribute to the stabilisation of durable manufacturing. Almost all stabil-
ity arises from the fall in sales volatility and particularly new order volatil-
ity declines.
To be more precise, we perform a counterfactual exercise asking how
much would production volatility have declined if only sDI fell to its LV
level (with other parameters remaining at HV levels). Using the decompo-
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Counterfactual changing:
Realised sO only sDI only sDU only corr only
s2Y
-50% -47% 0% 7% -1%
(94%) (1%) (-15%) (3%)
s2S
-57% -52% - 8% -6%
(91%) (-) (-14%) (11%)
Table 2.2. Counterfactuals for changes in variance between HV and LV periods
Note: The first column is the realised change. The next three columns document what
would be the change in production or sales variance, if only the variance of the particular
variable was changed to the LV period. The last column is the same exercise, but changing
the correlations only instead. The numbers in parentheses is the proportion of the realised
decline in variance that the counterfactual explains.
sition in Table 2.1, this is an easy exercise:
V(Y)Alt =(sHVO )
2 + (sHVDU )
2   2rHVO,DU(sHVO )(sHVDU ) + (sLVDI )2 + 2rHVS,DI(sHVS )(sLVDI )
(2.3)
In Table 2.2, we repeat the exercise changing the appropriate parameters to
ascertain what would have happened to production (and sales) volatility if
only sO or sDU changed.
If only the inventory investment term, changed production volatility
would have declined a very small amount (variance falls by a tiny 0.3%).
On the other hand, by changing new orders volatility, the implied pro-
duction variance falls by 47% – which makes up 94% of the actual decline
we observe. In contrast, changing backorders volatility actually increases
production variance slightly. This is because the fall in backorder variance
does not compensate enough for the less-negative covariance term. In ad-
dition, as expected given the small changes in correlations, changing only
the correlation components (both rO,DU and rS,DI) has very little impact on
production and sales volatility.
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2.3.2 The Role of New Technologies in Order Volatility
Although only an illustrative decomposition, this analysis essentially pro-
duces the same result that led earlier studies to conclude that changes in
inventory management practices did not drive the volatility reduction as-
sociated with the Great Moderation. We agree with the previous literature
that to explain the fall in production volatility, one has to explain the mod-
eration of sales volatility. In fact, we push this finding further and show
that it is really new orders volatility that needs to be explained. However,
we do not conclude that this analysis rules out a role for new business
practices.
Given the types of new business practices we have discussed, we
need to think more carefully about where would expect changes in the de-
composition table. For example, while we saw that backorder books have
declined in size, it is the volatility of quarterly growth contribution that
matters most for the decomposition exercise. The effects of less backorder-
ing may actually show up as reduced volatility of new orders; with less
backordering, there is less use of phantom orders which reduces volatility
in orders and would mute the bullwhip effect.
In a similar vein, by allowing upstream producers access to down-
stream demand data, EDI should alleviate demand signal processing dif-
ficulties and contribute to less amplification of volatility up the supply
chain. The better information means that manufacturers are less likely
to be surprised by changes in orders, or can better identify purely transi-
tory movements in downstream demand. JIT allows producers to respond
faster to demand fluctuations and therefore intermediate goods producers
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know they will receive extra orders speedily if they themselves experience a
demand shock. In response to shorter and more consistent delivery times,
intermediate goods producers stop making large, irregular orders when
lead times are low (previously necessary to build up materials inventories
and avoid costly materials stockouts).
We believe that new business practices can endogenously change
the volatility of orders; other researchers have interpreted orders or sales
as exogenous processes (to new business practices). Our interpretation
leaves open a clearer role for new business practices, and in particular the
dimensions of supply chain management discussed above.
Such endogenous demand processes are not standard in typical mod-
els of business cycles and inventories. For example in the RBC model of
Alessandria et al. (2013), retailers buy an input subject to both idiosyncratic
demand uncertainty and re-order uncertainty. A new business practice that
reduces the inventory-sales ratio 15% (a figure from Khan and Thomas
(2007)) would increase output volatility slightly. Similarly, in McMahon
(2012), more flexible distribution technology leads to greater (not lesser)
volatility of production for given other exogenous processes.
However, in the operations research literature such endogeneity is
more common. In fact, in that literature the dependence of new order
volatility on backordering behaviour and lead times variability is well-
established. For example, Song and Zipkin (1996) shows that consistent
lead times on a firms own orders affects inventory and ordering behaviour.
Song et al. (2010) show that in response to stochastically shorter lead times,
customers will optimally reduce the amount of safety inventory that they
hold and reduce the size of orders. The response to less-variable lead times
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is, however, ambiguous.
Of course, the overall effect of new business practices is an empirical
question. Our decomposition, while interesting, does not allow us to con-
clude that there was or was not a crucial role for new business practices.
However, it does convince us that any role should manifest itself through
reduced new orders volatility onto increased stability of durable goods
production. Of course, nothing precludes the macroeconomic factors from
driving these changes; reduced downstream aggregate demand volatility
as a result of good luck or good policy could also lead to lower upstream
order volatility. We have merely argued that new business practices may
be an adequate explanation.
We nowwant to push our analysis further, and especially to establish
more clearly the direction of causality. To disentangle between the three ef-
fects and establish causality, we now adopt a multivariate approach. This
VAR analysis will allow us, subject to our identification scheme, to for-
malise the links between aggregate and the sector-level variables.
2.4 Separating Out Business Practices and Macro
Effects
This section explores new order, inventory and backorder dynamics in the
durables manufacturing sector, within a structural VAR framework. Build-
ing on the methodology of MZ, we examine possible structural changes in
the economy by estimating separate SVAR models for the pre-1979 (High
Volatility) period and the post-1984 (Low Volatility) period. We then apply
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a counterfactuals decomposition methodology that follows Stock and Wat-
son (2003) as well as Simon (2001), to analyse the structural contribution of
each variable to overall forecast error variance. In this section we will make
clear the specific approach we use and the identification assumptions we
make.
2.4.1 The SVAR Model
The defining feature of the MZ approach is the separation between the
aggregate and industrial block of variables. The reduced-form VAR is as
follows: 264 xt
yt
375 =
264 A11(L) A12(L)
0 A22(L)
375 ·
264 xt 1
yt 1
375+
264 et
ut
375 (2.4)
where xt and yt denotes the industry and aggregate block, respec-
tively. The submatrix of zeros in the lower left shows the block exogeneity
assumption.
This approach is similar the pseudo-panel VARmethodology of Barth
and Ramey (2002) and Davis and Haltiwanger (2001). The coefficients
within the aggregate block are constant for each industry that the VAR is
estimated for; obviously each industry block has its own set of coefficients
as well as industry-specific coefficients transmitting aggregate activity to
the industry block. The main motivation of this pseudo-panel VAR ap-
proach is to achieve ‘more efficient estimation’ (a nine-variable VAR has
many coefficients to estimate) and ‘consistent identification of the mon-
etary policy shock’ (Barth and Ramey, 2002). The approach essentially
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relies on the dynamics of aggregate variables being well explained within
the aggregate block (as is the case in standard VARs with aggregate only
variables, for example, Bernanke and Gertler (1995)).
This means that, when we do the decomposition exercise, we can
use changes in the aggregate block’s parameters to capture macro level
changes across the two periods. We will also examine whether there have
been changes in the transmission of aggregate demand shocks (captured
by a monetary policy shock identified in the spirit of Bernanke and Gertler
(1995)) to industry-level variables.
Unlike the pseudo-panel VAR approach, in this paper we focus on
the effects on only one industry – durables manufacturing (for reasons
already discussed). The methodology can easily be extended to other sec-
tors. We present the results for the non-durables manufacturing sector in
the appendix.7
Relative to MZ, we follow our earlier analysis and include extra vari-
ables in our industry block: xt = [ot ut pt mt ht]
0. New orders are denoted
ot and ut is backorders. The relative price level, pt, is defined as the de-
viation of the log implicit sales price deflator from the log aggregate price
level (pit   pt). Input inventories are mt (materials and supplies, M&S).
For the sake of parsimony, ht captures the sum of final goods and work-in-
progress inventories as they are both production outputs (incomplete and
complete).
The aggregate block yt = [et pt p
c
t rt]0 consists of the aggregate
economic activity measure et (we use private non-farm payroll employment
7Non-durables manufacturing had a smaller role in the overall Great Moderation, so
it was not analysed in detail here. Nevertheless, the main results are broadly similar to
durables.
62
since GDP is not available monthly), aggregate price level (PCE deflator) pt,
industrial commodities price index (commodities PPI) pct and the Federal
Funds rate rt.
We transform each series apart from the Federal Funds Rate rt by
taking the logarithm and removing a stochastic trend using a one-sided
exponential smoother filter.8 There are two distinct advantages to using
the one-sided exponential smoother filter. Firstly, since it is one-sided,
there would be no end-of-sample issues as would be found with more
common two-sided filters. Secondly, as Watson (1986) pointed out, since
the filter uses past data to determine trends, this may mitigate issues asso-
ciated with correlation between the filtered data and the residuals leading
to inconsistent estimates.
The sample is separated into the two periods as we used for the
volatility decomposition in Section 2.3: HV (1967:1 to 1978:12) and LV peri-
ods (1984:1 to 1996:12). As previously mentioned, the sample choice allows
for a transition interval between the HV and LV periods. During this tran-
sition interval, average lead times falling dramatically (Figure 2.1) and the
percentage of firms ordering just-in-time tripled, while it was fairly steady
both before and after the transition (Figure 2.2). This approach enhances
the ability to detect the effect of changes in business practices as well as
monetary policy regimes.9
8As in Gourieroux and Monfort (1997), the smoothed series from the ES filter is xˆt =
gxt + (1  g)xˆt 1 where xt is the actual data. Following MZ, the gain parameter g is set
to 0.2. The main results were checked to be robust to g = 0.1 and g = 0.3.
9The transition could be endogenised by adopting a Markov-switching framework,
but there would likely be very little value-added since it is already well-known that 1984
is the crucial period.
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2.4.2 Identification of the SVAR model
The impulse responses and variance decomposition require an identifica-
tion of the structural VAR. The intuitive restrictions on the contempora-
neous relationships between the reduced-form VAR innovations imposed
largely follows MZ, with some modifications to take into account of the
split of sales into new orders and backorders. The vector of structural
shocks are defined as:
A0 ·
264 et
ut
375 = B
264 #t
nt
375 ;
264 #t
nt
375 ⇠ MVN(0, I9) (2.5)
where B = diag(so, . . . , sr) is a diagonal matrix of the standard de-
viations of the structural innovations. The contemporaneous relationships
matrix A0 is:
A0 =
ot ut pt mt ht et pt p
c
t rt2666666666666666666666664
3777777777777777777777775
ot 1 a12 a13 0 0 a16 0 0 0
ut a21 1 0 0 a25 a26 0 0 0
pt a31 a32 1 0 0 a36 a37 0 0
mt a41 a42 a43 1 a45 0 0 a48 0
ht a51 a52 a53 a54 1 a56 0 0 0
et 0 0 0 0 0 1 0 0 0
pt 0 0 0 0 0 a76 1 0 0
pct 0 0 0 0 0 a86 a87 1 0
rt 0 0 0 0 0 a96 a97 a98 1
(2.6)
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The zero restrictions on the lower left part of the matrix reflect the
block exogeneity assumption. The lower right part of the matrix exhibit
the recursive ordering between the aggregate variables as in Bernanke and
Gertler (1995). The ordering is such that the Fed Funds Rate responds to
all aggregate variables contemporaneously (like a Taylor rule), and em-
ployment does not respond to any aggregate variable contemporaneously.
The upper left quadrant portrays the contemporaneous interaction
between the industrial variables. As MZ describe it, the restrictions ‘reflect
the stickiness of price and production plans that are reasonable given the
monthly frequency’. We adopt a similar identification scheme like MZ,
where there is a recursive ordering similar to the aggregate block, with
a few additions in the upper triangular. In particular, new orders ot and
backorders ut may affect all industrial variables (a21 to a51, and a12 to a52).
Relative prices p¯t can influence new orders (a13), as well as inventory stages
(a43 and a53). M&S inventories mt can affect FG + WIP inventories ht, while
FG + WIP inventories can influence M&S inventories as well as backorders.
Inventories at the high frequencies are often used as adjustment mar-
gins, hence a flexible relationship with the sector-level variables is allowed.
However, at this frequency, it is unlikely that relative prices would be af-
fected contemporaneously by anything other than new orders and backo-
rders. Similarly, it is doubtful that backorders are affected by other than
new orders, or FG inventories (which is a substitute for backorders). Rela-
tive prices has an effect on backorders only through new orders (which is
allowed), and M&S inventories are purely an input to production. Finally,
new orders are only affected by backorders (indicator of lead times) and
relative prices (the price adjustment margin) as the orders within a given
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month should only reflect the activity of the downstream producers, but
also react to lead times of the durables manufacturers.
The upper right of the matrix shows how the aggregate variables are
connected to the industrial block contemporaneously. We follow MZ again,
but with shipments split up into new orders and backorders. Aggregate
economic activity et can influence all variables, except M&S inventories
(parameters a16 to a56). This is the crucial variable that transmits demand
into the sector. It is unlikely to affect M&S inventories as it is an input
to production which is likely to be sticky within one month. The aggre-
gate price level pt can affect the relative price level (a37) and commodity
prices pct can alter the M&S inventories (a48). The aggregate price level is a
component of the relative price level, thus allowing a contemporaneous re-
lationship is sensible. The commodity price index proxies the acquisition
cost of M&S inventories, hence permitting contemporaneous correlation
for the pair. The zeros in this quadrant is reflective of the simple intuition
that the aggregate block drives the demand for durables (ie. new orders)
only through economic activity, while the variables within the aggregate
block can affect each other through the recursive ordering.
The lag order for this monthly VAR is chosen by AIC (Ivanov and
Kilian, 2005). Searching on a grid of asymmetric lags on the industry-level
and aggregate variables results in two lags each for the HV period, and
an asymmetric two and three lags for industry and aggregate blocks, re-
spectively, in the LV period. Thus, we estimate the SVARs with the latter’s
asymmetric lag structure (2 lags on industry, 3 on the aggregate block).
MZ has more asymmetry in the lags (four on industry, and seven on the
aggregate). The reason that the lags suggested by AIC is smaller could be
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due to the large increase of the parameters to be estimated from adding
one variable, into a nine-variable VAR. Using other (harsher) criteria such
as Hannan-Quinn or Schwarz-Bayes results in a much shorter lag struc-
ture, which would be unlikely to capture the true data-generating process
given the monthly frequency. Nevertheless, the main results are robust to
a variety of other lag structures.10
2.4.3 Counterfactuals Methodology
The counterfactuals method as in Stock and Watson (2003) can disentangle
if industry-level structure (affected by new business practices), or macro ef-
fects, produces the fall in volatilities. For this exercise we will measure the
decline in volatility using the forecast root mean squared errors (RMSE).11
To narrow down the mechanisms that drive the results of the counterfactuals, we
examine the impulse responses (defined as % deviation) of the aggregate variables
(Figure 2), as well as industry-level variables (Figures 3 and 4) to a 100 bps Federal
Funds Rate increas .18 The caveat with IRF analysis is that the confid nce bands
are typically large, so IRFs cann t be taken as full, conclusiv evidence on the
mechanisms.
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(micro)
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Good luck
5. Results
Relative RMSE
Counterfactuals [GLV ,LHV ] [GLV ,LLV ] [GLV ,LLV ]
Micro Macro Total
New Orders oit 0.72 0.79 0.59
Backorders uit 0.83 1.14 0.70
Relative price pit 1.34 0.54 0.78
M&S Inventory mit 1.77 1.07 1.21
FG Inventory hit 1.33 2.1 1.21
Table 1: 60-month RMSE counterfactuals of micro vs. macro effects
Notes: The RMSEs are relative to the HV variances and parameters, ie.
⇥
QHVi ,S
HV
i
⇤
.
18IRFs to a 1% commodities price increase can be found in the appendices (Figures 11 to 10)
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Figure 2.6. Effects of the hypotheses on the SVAR (structural version of Equation
2.4)
Figure 2.6 shows schematically how the three hypotheses parse into
changes in the SVAR. We will measure the business practices effect in each
period j 2 {HV, LV} using the upper two quad ants of the lagged coef-
10The results were checked to be robust under symmetric VARs with 2, 3, 4 a d 6 lags.
11Following MZ, the horizon used is 60 months ahead. This is l ng enough such that
the forecast error variances approach the unconditional volatility of the va iable, which is
what we are interested in. The results are robust to longer horiz s (90 and 120 months).
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ficients {A11,j(L),A12,j(L)}, and upper two quadrants of the contempora-
neous matrix A0,j). The upper right quadrant contains the bullwhip effect
– the transmission and amplification of downstream demand to upstream
orders. The upper left quadrant encompasses the flexible production and
effects of reduced delivery times. We denote all the industry level param-
eters that capture the business practices effects as Gj.
The macro effects are composed of the aggregate level parameters
(A22,j(L) and the lower right quadrant of A0,j), as well as the shocks. The
lower right quadrant parameters incorporate how monetary policy has
changed. For the main results, we are agnostic of the composition of the
macro effects between good luck and good policy, as we are mainly inter-
ested in the amount of volatility reduction that can be allocated to new
business practices as opposed to one of the macro hypotheses. We will
collect all the coefficients associated with the macro effects in Lj.
We use our estimated SVAR for two different counterfactual exer-
cises. First, we perform a counterfactual analysis. Our two sets of es-
timated SVAR coefficients (one for each period) yield two sets of busi-
ness practices effects, [GHV ,LHV ], and two sets of macro effects (policy and
shocks), [GLV ,LLV ].The LV combination gives lower volatility compared to
the HV for most variables. With particular attention on new orders, we mix
between the business practices and macro factors to see whether practices,
or general macroeconomic developments in monetary policy and shocks,
produce the lower volatility.
The second analysis is a more traditional counterfactual between
structure and shocks. This involves grouping the parameters (Aj,Aj(L))
into Qj, to denote the industry and macroeconomic structure at period
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j and the structural shocks are grouped into Sj = B0jBj. We can then
perform the counterfactual exercises of what happens if, for example, only
the shocks changed and the structures did not.
Additionally, we examine more standard forecast error variance de-
composition (FEVD) and impulse response analysis. Specifically, to narrow
down the mechanisms that drive the results of the counterfactuals, we ex-
amine the impulse responses (defined as log-point deviation) of the sector-
level variables (Figure 2.7), as well as aggregate variables (Figure 2.8) to a
100 bps Federal Funds Rate increase.12
2.5 Results
2.5.1 Evidence of a role for new business practices
This subsection examines to what extent there is evidence of the new busi-
ness practices that we have discussed. We explore the existence of the
channels posited through which better business practices can reduce new
orders volatility as well as other supportive evidence in the behaviour of
other variables. This section uses all the analytical tools we just described.
The counterfactual RMSEs, shown relative to the HV period [GHV ,LHV ],
are shown in Table 2.3. As described before, we mix the coefficients that
change to highlight which gave rise to the greater decrease in volatility. For
example, if the combination of [GLV ,LHV ] (LV period business practices,
and HV macro structure and shocks) produces similar volatility reductions
as the overall LV SVAR system, then we conclude that business practices
12IRFs to a 1% commodities price increase can be found in the appendices (Figures
B.3).
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Relative RMSE
[GLV ,LHV ] [GHV ,LLV ] [GLV ,LLV ]
Practices Macro Total
New Orders ot 0.72 0.79 0.59
Backorders ut 0.83 1.14 0.70
Relative price pt 1.34 0.54 0.78
M&S Inventory mt 1.77 1.07 1.21
FG Inventory ht 1.33 2.10 1.21
Table 2.3. 60-month RMSE counterfactuals of business practices and macro effects
Note: RMSEs are relative to the HV micro and macro parameters/shocks, ie. [GHV ,LHV ].
has been driving the volatility moderation. Similarly, macro factors would
be attributed as the cause of the moderation if [GHV ,LLV ] is able to reduce
enough volatility. If there are complementarities between parameters and
shocks, then the volatility reduction would not be additive (although they
usually get close to).
For new orders volatility, the counterfactuals indicate that new busi-
ness practices contributed 1  0.72 = 28% andmacro factors 1  0.79 = 21%
out of the total reduction in volatility of 1   0.59 = 41%. Therefore,
both practices and macro factors account for the stabilisation, contribut-
ing around half each.13
Further evidence is shown in the FEVD (absolute numbers for RM-
SEs) of industry-level variables found in Table 2.4. The FEVD suggests that
more of new orders volatility is now explained by industry (rather than
aggregate) variables. Table 2.5 shows that the ‘sensitivity’ of new orders
relative to employment shocks have been reduced by 27%. This is consis-
tent with a dampening of the bullwhip effect – the transmission between
downstream demand to upstream orders.
13Note that the counterfactuals do not necessarily add up, but here they get close to
doing so: 0.72⇥ 0.79 = 0.57 ⇡ 0.59.
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One may worry that the macro factors somehow influence the trans-
mission of aggregate variables to the sector-level variables (the top right
quadrant of parameters). To address this, we can perform another counter-
factual of changing the upper-left quadrant of parameters only (Table B.2
in appendices) – or in other words, changing specifically the sector-level
interactions between the sector variables. This leaves out a part of the bull-
whip effect (the transmission between aggregate demand to new orders),
and emphasises the flexible production and just-in-time techniques. This
alone achieves a 1  0.82 = 18% reduction in new orders volatility, demon-
strating the strong influence of the within-sector structure on new orders
volatility.
There is also evidence of backordering behaviour change. In the HV
period, the IRFs support the Zarnowitz idea of shipments and produc-
tion smoothing using the backorder margin. For a contractionary demand
shock (a 100 bps increase in the Fed Funds Rate), backorders are being
run down until new orders start to recover. This is consistent with large
variations in delivery times. However, in the LV period, backorder levels
remain largely stable. In other words, delivery times become more consis-
tent. More lean production enables faster reaction times to order distur-
bances, and customers are more certain they would receive goods faster
and on time. This leads to the dampening of new order volatility.
The evidence of changes in inventory behaviour is, as the earlier
analysis suggested, more complicated. The behaviour of M&S inventories
and FG + WIP inventories are very similar. With the negative demand
shock, all types of inventory stocks rise in the short term more in the LV
period, before falling to suit the lower level of orders. However, the inter-
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Forecast Variance Decomposition (%)
RMSE Own ot ut Other Industry Aggregate
High Volatility
New Orders ot 1.6 0.4 1.5 4.0 94.1
Backorders ut 1.3 0.4 18.0 5.9 75.7
Relative price pt 0.5 6.1 0.1 0.2 0.0 93.6
M&S Inventory mt 0.6 3.0 0.2 14.2 5.9 76.7
FG Inventory ht 0.7 12.2 0.2 0.4 10.0 77.1
Low Volatility
New Orders ot 0.9 1.2 1.8 11.8 85.3
Backorders ut 0.9 0.1 4.6 8.6 86.8
Relative price pt 0.4 34.1 0.2 0.7 0.3 64.7
M&S Inventory mt 0.7 6.6 0.1 0.8 20.0 72.4
FG Inventory ht 0.8 2.0 0.1 0.0 8.1 89.8
Table 2.4. 60-month Forecast Error Variance Decomposition
Note: The second column is the percentage of the forecast error variance that can be
attributed to the the shock of the variable itself. The second , third and fourth columns
is the FEVD to new orders and backorder shocks, and all other industry-level variables,
respectively. The last column is the FEVD attributed to the macro block of variables.
pretation of this result is fundamentally different, as M&S inventories are
inputs to the production stage, and FG + WIP are production outputs.
For M&S inventories, there could be two channels operating. Firstly,
with better supply chain management, as well as reduced and consistent
lead times, lead to more stable M&S inventory stocks as firms’ suppli-
ers can vary shipments faster as necessary. The second channel could be
that flexible production leads to to manufacturers’ consuming inputs with
greater fluctuations, leading to more volatile inventories.14 Given that M&S
inventories are more volatile in the LV period, this suggests that the lat-
ter channel is dominant. The IRFs show that there is an accumulation of
M&S inventories as new orders fall, suggesting that firms are cutting pro-
14A prediction of McMahon (2012) is when inventories become more flexible, they are
more volatile.
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Industry Aggregate
ot ut pt mt ht et pt p
C
t rt
New Ord. ot 1.11 0.46 1.12 2.33 0.35 0.73 0.72 0.02 0.12
Backord. ut 0.06 0.19 1.50 2.36 0.04 1.04 1.64 0.03 0.15
Rel. pr. pt 1.37 2.16 2.40 1.67 15.81 0.2 2.2 0.01 0.72
M&S Inv. mt 1.26 0.09 39.4 1.18 0.09 5.62 1.58 0.11 3.33
FG Inv. ht 0.53 0.23 1.07 2.88 0.41 7.84 1.65 0.11 0.75
Table 2.5. 60-month horizon relative sensitivity to structural shocks
Note: The sensitivity measures how the volatility of one variable (rows) is driven by a
standardised shock of a particular variable (columns). See Simon (2001) for details on the
calculation. The table reports the ratio of the sensitivity between the LV and HV periods:
a ratio less than one indicates that the variable is less sensitive in the LV period.
duction faster (and symmetrically, are able to increase production quickly
when there is a positive demand shock). Furthermore, despite the increase
in structural shock variance, the counterfactuals indicate that overwhelm-
ingly micro factors are responsible for the higher volatility (in contrast to
FG + WIP inventories). This hints that flexible production techniques are
operating in the LV period.
On the other hand, FG + WIP inventory dynamics play a role in
stabilising production. However, the channel is somewhat different from
MZ. The similarity is that we also find that FG + WIP inventories become
more countercyclical with respect to new orders in the LV period. That is,
inventories rise initially with the fall in new orders, before eventually de-
clining when new orders start recovering. In contrast to MZ, all inventory
type stocks become more volatile. The counterfactuals suggest that for FG
+ WIP inventories, this mostly comes from the macro factors (and from the
conventional counterfactuals, aggregate structure) – hence this supports
MZ’s assertion that firms expect less persistent sales shocks, the perceived
benefits of maintaining stable production increases. Combine the four facts
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that: the RMSEs (which approximates unconditional volatility) of invento-
ries are much smaller than the RMSE for new orders; that inventories IRF
rose by 0.2% while new orders fell by 0.5% in the LV period, in contrast to
a negligible response of inventories with a 1% fall in new orders in the HV
period; it is inventory investment that enters the production identity; and
finally, inventory-sales ratios for durables hover around two. It is likely
that the net effect of FG + WIP inventory dynamics to be more production
smoothing.
As also found in MZ’s IRFs, the HV period impulse responses be-
have almost cyclical (especially for new orders), although they decay back
to zero after some periods. IRFs to sector-level variable shocks do not
show this behaviour, thus this feature is driven from the aggregate block.
In particular, the economic activity indicator exhibit the same wave as new
orders, as well as aggregate and commodity prices with congruent tim-
ing of the troughs and peaks. However, could this be caused by fluctuating
economic activity driving the swings in prices, or is the variability in prices
inducing fluctuations in economic activity? The literature suggests a possi-
ble channel for the latter – the indeterminacy of the monetary policy rule in
the HV period (the pre-Volcker era). For example, Lubik and Schorfheide
(2004), Sims and Zha (2006) and others have documented that during the
HV period the Federal Reserve did not increase nominal rates aggressively
enough in response to a rise in inflation. This induces business-cycle fluc-
tuations in output and inflation that would not occur if determinacy was
satisfied. The IRFs to a commodity price shock (Figure B.3) is consistent
with this story. A 1% increase in commodity prices induces a large increase
in aggregate prices, and also large fluctuations in economic activity, in the
74
New Orders Backorders
Relative Price M&S Inventories
FG + WIP Inventories
−0.010
−0.005
0.000
0.005
0.010
−0.010
−0.005
0.000
0.005
−0.002
−0.001
0.000
0.001
0.002
0.003
−0.0075
−0.0050
−0.0025
0.0000
0.0025
−0.004
−0.002
0.000
0.002
0 20 40 60 0 20 40 60
0 20 40 60 0 20 40 60
0 20 40 60
Horizon
Period HV LV
Figure 2.7. Durables impulse response to a 100 bps Fed Funds Rate increase
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HV period. Meanwhile, in the LV period, a credible and aggressive Federal
Reserve anchored inflation expectations such that the impact on aggregate
prices and economic activity was negligible.
Taken overall, the main conclusion is that there is evidence for lean
production and micro structural changes lead to more stable orders. Firms
are more inclined to use FG inventories rather than backorders to stabilise
production in the LV period. Greater flexibility in production processes
and supply chain management leads to these dynamics, and in turn, this
changes ordering behaviour such that it stabilises production. The results
in Stock and Watson (2003) suggest that the durables good sector con-
tributed to approximately half the overall output volatility moderation, de-
spite its small relatively size.15 Extending business practices to include
supply chain management, our results suggest that business practices is
responsible for approximately 40-50%. Combining the two, business prac-
tices have contributed to at least 20-25% of the overall Great Moderation.
Better practices could have contributed more, through other sectors, or in
other ways. Defining business practices as the changes in the sector-level
parameters may or may not pick up the effects of better cash flow manage-
ment, better hedging and others.
2.5.2 Evidence for macro effects
The previous subsection has highlighted that not only business practices
contributed to the Great Moderation, but also the decline in aggregate de-
mand volatility. We present evidence that supports both the narrative-
15See appendices for calculations.
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Industry Aggregate
Shock to Ratio Shock to Ratio
New Orders ot 0.83 Employment et 0.62
Backorders ut 0.80 Aggregate price pt 1.01
Relative price pt 1.01 Commodities price p
c
t 0.75
M&S Inventory mt 2.47 Fed Funds Rate rt 0.97
FG Inventory ht 0.60
Table 2.6. Relative size of structural shocks, where Ratio = s(LV)/s(HV)
based literature (that the Great Moderation emanates from better monetary
policy), as well as the VAR-based literature (that it was good luck).
The counterfactuals and IRFs suggest that the underlying macroeco-
nomic background that feeds demand shocks into the industry-level vari-
ables has changed. The first point is that there is a large reduction in
shocks. The structural variances of Table 2.6 indicates that the standard
deviation of employment shocks fell by 38% in the LV period, and com-
modities price shocks by 25%. Like most VAR-based studies, this particular
result is reconcilable with the good luck hypothesis.
However, it must be remarked that employment is an imperfect in-
dicator of overall economic activity – greater labour market flexibility may
induce greater employment volatility. The focus of the paper instead is on
the components of sector-level durable goods production, which we know
to be a large contributor of the Great Moderation.
On the other hand, unlike VAR-based evidence and similar to narrative-
based evidence, we find significant aggregate structural changes. Firstly,
the response of economic activity to monetary policy shocks in the LV pe-
riod is much more muted. Secondly, the response of economic activity to
a commodities price shock (Figure B.3) reveals how better monetary policy
affects the economy differently. Commodity price shocks no longer cause
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Relative RMSE
[QHV ,SLV ] [QLV ,SHV ] [QLV ,SLV ]
Shocks Structure Total
Industry
New Orders ot 0.78 0.73 0.59
Backorders ut 0.77 0.84 0.7
Relative price pt 0.80 0.79 0.78
M&S Inventory mt 0.86 1.54 1.21
FG Inventory ht 0.82 1.69 1.21
Aggregate
Employment et 0.80 1.24 0.92
Aggregate price pt 0.96 0.91 0.88
Commodities price pct 0.78 0.67 0.57
Fed Funds Rate rt 0.84 1.80 1.33
Table 2.7. 60-month RMSE counterfactuals of structure and shocks
Note: The RMSEs are relative to the HV shocks and parameters, ie. [QHV ,SHV ].
economic activity fluctuations (or aggregate price level). This offers evi-
dence that the macro structure has changed to stabilise exogenous shocks
better. Noting the counterfactual (Table 2.7) that macroeconomic structure
increases Federal Funds Rate volatility, this suggests that the Federal Re-
serve became more responsive to movements in output and inflation. This
is consistent with past literature – for example, Clarida et al. (2000), Boivin
and Giannoni (2002), Lubik and Schorfheide (2004) – that suggests the Fed-
eral Reserve’s reaction function parameter to inflation have increased, and
also Watson (1999) that the Federal Funds Rate became more persistent.
Greater response and persistence induces more variability in the Federal
Funds Rate. Thus, the isolation of the macroeconomic system from exoge-
nous shocks appears to resulted from the Federal Reserve’s credibility in
fighting inflation.
This is also supported by the counterfactuals of commodity price
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Figure 2.8. Aggregates impulse response to a 100 bps Fed Funds Rate increase
forecast errors. Shocks contribute to some reduction in volatility, but it
is mostly from the sensitivity of the system (see Table 2.5). This explains
why LV period impulse responses of all variables are much more muted,
as well as returning to zero faster. Credible monetary policy anchored
inflation expectations and price shocks do not become persistent. This is
consistent with the results in McCarthy and Zakrajšek (2003) and Bernanke
and Gertler (1995), where they found that aggregate output and prices
responded less to oil price shocks post-1985.
Therefore, the results are consistent with the hypothesis that an ag-
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gressive Federal Reserve stance stabilised the macroeconomic system, de-
riving from reducing the impact of exogenous price shocks on real vari-
ables, rather than directly smoothing output.
2.6 Conclusion
In this paper, we revisit the important question of what gave rise to the
Great Moderation. In particular, our main contribution is to extend the
definition of new business practices to include aspects of supply chain
management that fit much more closely with actual changes in practice
than simply better inventory management practices.
Our empirical analysis supports a much greater role for new busi-
ness practices in attenuating sales volatility in the durable manufacturing
sector than most of the earlier literature. Our evidence is consistent with a
reduction of the bullwhip effect and the effects of flexible production.
Most of the Great Moderation is still caused by the main macro fac-
tors – good luck and monetary policy. We present evidence that both play
a role. Nevertheless, our results bring a case for optimism – around a
quarter of the volatility reduction is due to better business practices (20-
25%). Unlike the good luck result from most VAR-based studies, we can
expect that this volatility will not easily return as the new technologies
have changed supply chain management, and parts of our macroeconomic
structures, forever.
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Chapter 3
Leaning Against the Wind and
Policy Tradeoffs
3.1 Introduction
“... monetary policy actions offer unfavorable and costly tradeoffs be-
tween macroeconomic and financial stability goals.”
– John C. Williams (June, 2015)
A commonly observed mandate among operationally independent
central banks is one that specifies a price stability objective, while avoid-
ing substantial fluctuations in output. But in practice, central banks ap-
pear to occasionally adapt additional aims (Bernanke and Mishkin, 1992),
and there has been much debate on the merits or otherwise of these extra
goals. One particular focus of these discussions is whether monetary pol-
icy should be partially directed towards goals that contribute to financial
stability, such as stabilising stock market booms.1 However, as the quo-
1In cases where the mandate is sufficiently ‘broad’, and thus open to interpretation,
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tation above makes clear, these additional objectives can entail tradeoffs.
The aim of this paper is to describe and quantify the tradeoffs that mon-
etary policymakers face if they decide to stabilise financial variables. We
answer this question through the lens of an estimated dynamic stochastic
general equilibrium model with financial frictions, and computing the set
of feasible outcomes under policy commitment.
The debate has produced a range of perspectives. One view is that
financial stability could be achieved by ensuring price stability.2 The ob-
jectives were seen as complementary, and attainable by adopting a flexible
inflation target (Bernanke and Gertler, 1999). This rested in part on a prac-
tical objection to directly targeting financial variables – that spotting asset
price misalignments in real-time is difficult – and partly, on the observa-
tion that booming asset prices would anyway show up as higher spending
and inflation, removing the need for a direct monetary policy response.
Another view held that monetary policymakers should have regard for fi-
nancial factors as such. This is often referred to as ‘leaning against the
wind’ (hereafter, LATW; Bean, 2003).3 While not rejecting the effect of as-
set price booms on demand and inflation, the proponents of LATWwarned
that ‘mopping up’ through looser policy after a sudden asset price reversal
creates an asymmetry that could itself feed asset price booms (colloquially
referred to as the ‘Greenspan put’).
In order to provide quantitative guidance on the choices available
it makes sense to consider central banks as able to adopt policy goals–as having ‘goal
independence’, in the terminology of Debelle and Fischer (1995).
2Microprudential regulatory tools, where they were under the control of the central
banks, were seen as a sufficient bulwark against incipient problems in the banking system.
3In an earlier literature, leaning against the wind in monetary policy simply meant
reacting systematically to the state of the economy, for example, according to a simple
instrument rule (Taylor, 1999).
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to policymakers who choose to LATW, we take a standard sticky-price
macroeconomic model augmented with a banking system subject to finan-
cial frictions, estimate it on U.K. data, and simulate it under policy com-
mitment. We are concerned with several related questions: How costly
is it to reduce financial volatility in terms of output and inflation volatil-
ity? How does the output cost of reducing inflation volatility change as
financial volatility is decreased? Which shocks generate the most signifi-
cant tradeoffs? How do the answers depend upon the particular financial
target chosen? Our main findings are that, first, LATW leads policymakers
to face a strictly worse menu of inflation-output volatility choices, and that
this deterioration is economically significant. Second, a greater degree of
LATW makes inflation stabilisation increasingly costly in terms of output
stabilisation. Third, LATW raises the marginal cost in terms of output and
inflation volatility of reducing financial volatility. Finally, we show that –
at least in the model studied here – placing a greater weight on inflation
stabilisation can, on average, deliver levels of financial volatility that are
similar to those achievable by a policy of LATW. Throughout, we show
how LATW has effects that depend on the nature of the underlying distur-
bance, and on the precise variable that policy aims to stabilise.
The analysis of this paper focuses on how monetary policy can deal
with financial imbalances, despite the substantial reforms of the regulatory
framework of financial institutions (Committee on International Economic
Policy and Reform, 2011). In particular, new macroprudential tools have
been introduced in many jurisdictions, and in some instances placed under
the authority of the central bank (Hanson et al., 2011). However, macro-
prudential tools remain – by and large – untested, and their effects highly
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uncertain. Furthermore, their scope is by nature limited to the regulated
segment of the financial system, creating problems of policy ‘leakages’ be-
tween regulated and unregulated entities, and between domestic and for-
eign institutions (Aiyar et al., 2014; Pozsar et al., 2010). On the other hand,
monetary policy is able to ‘get in all the cracks’, and have effects on the
financial system beyond targeted regulatory tools (Stein, 2013). In this con-
text, the LATW debate has taken on something of a new life.4
The reader should be aware of what we do not do in this paper.
First, and most importantly, we do not provide normative prescriptions
regarding the conduct of monetary policy under financial frictions. Al-
though straightforward, that exercise would not address the question of
how the tradeoffs between competing objectives change in response to cen-
tral bankers paying greater heed to stabilising financial variables.5 Second,
our approach is firmly grounded in the extant literature on New Keyne-
sian models with financial frictions, and we make no serious attempt to
extensively modify the quantitative models used in the analysis. Conse-
quently, our analysis shares the limitations of that model class, notably the
absence of endogenous financial instability. Third, this paper does not con-
sider how the introduction of a macroprudential policy instrument might
improve the tradeoffs faced by monetary policymakers.
4Although framed squarely in terms of a second-best policy option, Svensson (2011,
p. 1294–5) concedes that were financial policy unavailable, then ‘to the extent that policy
rates do have an impact on financial stability, that impact should be taken into considera-
tion when choosing the policy-rate path to best stabilise inflation and resource utilisation.’
5In their normative analysis, Carlstrom et al. (2010) find that the weight on financial
factors in the social welfare function is exceedingly small. As a result, they also analyse
(much as we do) the consequences of arbitrarily up-weighting the significance of financial
factors in the central bank’s objective.
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Related Literature
Even though our paper does not study the design of monetary policy, it
is closely related to the literature that studies this issue in New Keynesian
models with financial frictions. This is most importantly because our paper
is motivated by some of this literature’s findings that central banks should
have regard for financial factors when setting monetary policy.6 More-
over, since we construct efficient policy frontiers to address our question
of interest, we follow the approach taken by several papers in this litera-
ture that monetary policy is conducted by policymakers who minimise a
(quadratic) loss function subject to the (linearised) constraints of the de-
centralised economy, and where monetary policy is conducted under full
commitment. But in contrast to the papers that use the linear-quadratic
approach to study monetary policy design, we do not assume that policy-
makers minimise a loss function which is an approximation to the social
welfare function.
Two approaches have been used to study whether the presence of
financial frictions should alter the conduct of monetary policy. First, sev-
eral papers analyse optimal simple monetary rules to understand whether
in economies subject to financial frictions policymakers should respond in
a systematic way to financial factors when their aim is to either maximise
social welfare or to minimise an ad hoc loss function which reflects the cen-
tral bank’s mandate. Cúrdia and Woodford (2010) find that while a Taylor
rule augmented with variations in credit spreads can improve upon the
standard Taylor rule, a response to the quantity of credit is less likely to
6Smets (2014) provides an overview of the debate in the literature on whether or not
monetary policy frameworks should take into account financial stability objectives.
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be helpful. Gambacorta and Signoretti (2014) find that a Taylor rule aug-
mented with asset prices and credit can improve upon a standard Taylor
rule. The paper closest to ours in terms of modelling choice is Gelain and
Ilbas (2014), which looks at optimal simple monetary and macroprudential
rules in a version of the Gertler and Karadi (2011) model estimated on U.S.
data. Their paper considers the gains that might be achieved from setting
policy instruments in a coordinated manner.
Second, several papers study how financial frictions affect the design
of monetary policy by analysing optimal monetary policy under commit-
ment when policymakers aim to maximise social welfare or an approxi-
mation thereof. Monacelli (2008) and De Fiore et al. (2011) analyse the
non-linear Ramsey problem, while other papers, including Carlstrom et al.
(2010), De Fiore and Tristani (2013), and Andrés et al. (2013) use the linear-
quadratic approach. This approach makes use of an approximation to so-
cial welfare which has the advantage of shedding light on what policy-
makers’ stabilisation goals are. It turns out that under financial frictions
the central bank should no longer only care about the stabilisation of infla-
tion and the welfare relevant output gap. The presence of financial frictions
gives rise to an additional stabilisation goal whose exact format depends
on the way in which financial frictions are modeled.
The remainder of this paper proceeds as follows. In section 3.2, we
introduce the macroeconomic model we use in our analysis, and give an
overview of its equilibrium conditions. We detail the data and estimation
method we use, and provide an overview of the key estimation results.
Section 3.3 discusses how we operationalise a policy of leaning against the
wind, in the context of an optimal monetary policy exercise. It further
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explains how the policy frontiers that form the main results of the paper
are computed. Policy frontiers and associated summary statistics on policy
tradeoffs are presented in section 3.4, and section 3.5 concludes.
3.2 An estimated DSGEmodel with financial fric-
tions
The goal of our analysis is to provide a quantitative guidance on the menu
of outcomes that monetary policy can deliver in an economy characterised
by financial frictions. The model we adopt for this purpose is a version
of that proposed by Gertler and Karadi (2011), which we estimate on U.K.
data. Its core is a standard sticky price model, with multiple sources of
real frictions. A financial sector intermediates funds between households,
who have surplus savings, and firms, who have projects in need of financ-
ing. The intermediation process is afflicted by a financial friction, as it
is managed by a set of agents called ‘bankers’ that are subject to moral
hazard problem (described below). Awareness of this problem leads to an
endogenous limit on the extent of funding that households will extend to
intermediaries, and thus on bank credit and leverage.
3.2.1 The DSGE model
In this section, we present the equilibrium conditions of the Gertler and
Karadi model, after linearisation around the deterministic steady state. A
hat over a variable denotes log deviation from steady state, while an over-
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bar denotes a steady state value.7 A full set of model equations can be
found in Appendix C.1.
The banking sector
On the asset side of their balance sheets, banks hold direct claims on the
capital employed by firms (‘primary securities’, denoted sˆt) which have
mark-to-market value qˆt (also the relative price of capital goods). They
fund their assets with a fixed deposit liability (dˆt), and internal equity (nˆt,
‘net worth’). Their balance sheet identity is thus:
qˆt + sˆt = (D/S)dˆt + (N/S)nˆt (3.1)
where the ratio of net worth to assets N/S is the bank’s (inverse) leverage
ratio. Banks are ultimately owned by households. They are run by house-
hold members known as ‘bankers’. When they start a bank, bankers receive
a transfer of resources from their ‘home’ household in proportion x to ex-
isting bank assets, which forms their initial inside equity stake. Over time,
the bank accumulates additional internal funds from the spread earned
between asset returns (rˆs,t) and the risk free interest paid on deposits (rˆt).
Bankers are replaced by new management with probability (1  s) each
quarter, whereupon exiting bankers transfer their accumulated funds back
to the home household. After aggregating over continuing and entering
7In this section, and in the section on optimal monetary policy, we assume a steady
state rate of inflation of zero.
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bankers, banking system net worth can be shown to evolve as:
nˆt = (s+ x)(S/N)Rs(qˆt 1 + sˆt 1 + rˆs,t)  s(D/N)R(rˆt 1 + dˆt 1)  nyˆNt
(3.2)
where yˆNt is an exogenous shock to net worth.
8 In choosing the structure of
its balance sheet, the bank is constrained by the behaviour of depositors.9
They place limits on the quantity of deposit funding they are willing to
extend because they are aware that bankers can take a hidden action to
divert resources for their own benefit, an action which will result in the
bank going out of business. The extent of the private benefits bankers can
enjoy is proportional (q) to the overall size of their balance sheet. Incentive
compatibility on the part of bankers requires that the ‘going concern’ value
of the bank—the expected present value of future profits if remaining in
business—exceeds the ‘gone concern’ or liquidation value of the bank. The
shadow value of a marginal relaxation of this incentive constraint (lˆt) thus
depends on the spread (µˆt when valued in banker utility terms) that can
be earned from leveraging the relaxation into additional loans:
lˆt =
q
q   µµˆt (3.3)
An additional unit of net worth relaxes the incentive constraint, raising the
future value of the bank for continuing bankers in proportion to the return
on assets (nˆt  qˆt, in banker utility terms). But if the banker randomly exits
it may also be consumed. Averaging over these contingencies, the shadow
8The shock effects an exogenous transfer from bankers to households, and as such is
purely redistributive.
9It is customary to think of depositors as belonging to households other than that of
the banker herself.
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value of a unit of net worth (Wˆt) is:
WWˆt = sn(1+ l)(nˆt   qˆt) + sl(n  q)lˆt (3.4)
Future returns are discounted according to the household’s stochastic dis-
count factor (lˆt+1), but with an adjustment to reflect the additional shadow
value of accumulated returns via net worth:
nˆt   qˆt = EtLˆt+1 +EtWˆt+1 +Etrˆs,t+1 (3.5)
µˆt = Lˆt+1 +EtWˆt+1 + (RsEtrˆs,t+1   Rrˆt)/(Rs   R) (3.6)
Finally, the volume of deposits banks can raise, given their net worth, is
given by:
(q   µ)dˆt   (n  q)(N/D)nˆt = µµˆt + n(N/D)(nˆt   qˆt) (3.7)
This completes the description of the banking sector. Although necessar-
ily somewhat stylized, the Gertler and Karadi model of banking captures
some important insights. First, banks earn carry profits from maturity
transformation (but have no non-interest income). Second, the simplify-
ing assumption that there is a single class of non-defaultable claim on
firms captures the most economically relevant aspect of banks’ portfolio
problem—that they are exposed to gains and losses on their assets—while
bypassing the complexities of modelling default directly. Third, bank eq-
uity is held internally, and cannot be actively raised response to shocks.
Rather, it must be rebuilt slowly via retained earnings. This assumption
captures the essential aspects of the debt overhang problem banks face
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when attempting to raise external funding in a pinch.
The macroeconomy
We now briefly reprise the linearised equilibrium conditions for the rest
of the macroeconomy. Households have habit persistence of degree h in
consumption, making their marginal utility (uˆct):
uˆc,t =   11  h cˆt +
h
1  h cˆt 1 (3.8)
Their preferences are subject to a random disturbances yˆRt which we label
a ‘risk shock’ below. Households stochastic discount factor is therefore:
Lˆt = yˆRt + uˆc,t   uˆc,t 1 (3.9)
which is related to real rates by:
 EtLˆt+1 = rˆt (3.10)
With separable preferences, labour supply is given by
wˆt + uˆc,t = jlˆt (3.11)
where lˆt are labour hours and j is the reciprocal of the Frisch elasticity of
labour supply. The economy’s aggregate goods output (yˆt) is produced by
monopolistically competitive firms that operate a Cobb-Douglas technol-
ogy in labour and physical capital (kˆt), subject to productivity disturbances
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(aˆt):
yˆt = aˆt + akˆt 1 + (1  a)lˆt (3.12)
where a is the elasticity of output with respect to capital. Factor markets
are competitive, and firms’ factor demand schedules are given by:
zˆt = mˆct + yˆt   kˆt 1 (3.13)
wˆt = mˆct + yˆt   lˆt (3.14)
where zˆt is the capital rental rate, wˆt is the real wage, and mˆct is real
marginal cost. Capital goods producing firms face an adjustment cost that
is quadratic in the rate of investment (iˆt), with parameter k. The price of
capital relative to goods is then given by:
qˆt + yˆIt = k(iˆt   iˆt 1)  bk(Etiˆt+1   iˆt) (3.15)
where b is the household’s subjective discount factor, and yˆIt is an investment-
specific technology shock (Justiniano et al., 2010). Physical capital depreci-
ates at rate d per quarter, so its law of motion is given by:
kˆt = (1  d)kˆt 1 + d(iˆt + yˆIt ) (3.16)
Finally on the real side, the aggregate resource constraint and clearing in
the loan market require:
yˆt = (C/Y)cˆt + (I/Y)iˆt + (G/Y)gˆt (3.17)
kˆt = sˆt (3.18)
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where gˆt is an exogenous shock to government consumption.
Turning to the nominal side of the economy and monetary policy,
firms are permitted to reset the prices they charge optimally with with
probability 1  g. The proportion g of firms that cannot reset their price
are permitted to index to lagged inflation (with degree of indexation i).
The headline inflation rate is thus:
gpˆt   gipˆt 1 = (1  g)pˆ⇤t (3.19)
where pˆ⇤t is reset price inflation, defined by the following recursive rela-
tions:
pˆ⇤t = Gˆ1,t   Gˆ2,t (3.20)
Gˆ1,t = (1  gb)(mˆct + yˆt) + gbEt(Lˆt+1 + #pˆt+1   i#pˆt + Gˆ1,t+1) (3.21)
Gˆ2,t = (1  gb)yˆt + gbEt[Lˆt+1 + (#  1)pˆt+1   i(#  1)pˆt + Gˆ2,t+1] (3.22)
The Fisher relation linking nominal and real rates is:
fˆt = rˆt +Etpˆt+1 (3.23)
where fˆt denotes nominal short term rates, that are taken to be the mon-
etary policy instrument. Finally, in the version of model that we estimate,
monetary policy is assumed to follow the simple instrument rule:
fˆt = r fˆt 1 + (1  r)[fppˆt + fyyˆt] + yˆMt (3.24)
where yˆMt is a monetary policy shock. In the optimal policy exercise, the
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instrument rule is implicitly replaced by an optimal targeting rule.
3.2.2 Data and estimation
The model presented is estimated with Bayesian methods on five quar-
terly U.K. observable variables: real GDP, real investment, inflation, credit
spreads and the Bank of England’s shadow policy rate. (Log) real GDP and
investment are detrended using the one-sided Hodrick-Prescott filter.10 In-
flation is the first-difference of the log consumer price index. Corporate
credit spreads is provided by the Bank of America Merrill Lynch, which
are option-adjusted investment-grade U.K. corporate bond yields minus
the government bond yield at the same maturity. This is available from
1997 onwards. Before that, we use the yields from Global Financial Data.
We use the the shadow rate as the observable of the risk-free and policy
rate. It is simply the Bank Rate before the beginning of unconventional pol-
icy measures, and after that is Bank Rate augmented to include a Bank of
England in-house estimate of the equivalent Bank Rate that would mimic
the effects of quantitative easing.11 This is to take into account the effects
of unconventional policies, without explicitly modelling asset purchases or
the zero lower bound. Inflation, credit spreads and the shadow rate are
10We choose the one-sided HP filter (instead of the more conventional two-sided) for
two reasons. Firstly, a two-sided filter would produce a remarkable positive output gap
before the Great Recession. This is not reconcilable with the observation that inflation
was on target during the same period. Secondly, as the likelihood is extracted using the
Kalman filter (which uses current and past data), our detrended series should not contain
information about future data.
11The shadow rate is derived by computing a sequence of unanticipated monetary pol-
icy shocks to match the time series for the estimated effect of QE on GBP using estimates
from [joyce et al] – see also Section 8.4 of Burgess et al. (2013). The underlying assump-
tion that underpins this approach is that QE is a close substitute as a monetary policy
instrument to Bank Rate such that the zero lower bound was not an effective constraint
on monetary policy over the period in question.
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demeaned.
The sample is from 1992Q1 to 2015Q1. This sample length was se-
lected in order to avoid estimation problems due to changes in the mon-
etary regime. A random-walk Metropolis-Hastings algorithm with two
Markov chains of 300,000 draws each (with the first 120,000 draws dis-
carded) was used to sample the posterior distribution. Convergence of the
chains were tested by the Brooks and Gelman (1998) diagnostic statistics.
The analysis in the subsequent sections of this paper will use policy under
commitment, which means that there will no longer be monetary policy
shocks. However, we elected to estimate in monetary policy shocks be-
cause while a Taylor rule is a reasonable approximation to the behaviour
of monetary policy, it is not a complete description. Therefore, if we esti-
mate the model without monetary policy shocks (or in other words, cali-
brate the standard deviation of the innovations to zero), it will be forced
to fit the Taylor rule exactly, which may bias the estimates of the structural
parameters that we are interested in.
In addition to monetary policy shocks, we have productivity, investment-
specific technology, government spending, risk-premium and bank net
worth shocks. Productivity shocks are our main supply shock. Given our
set of observables, labour supply and markup shocks are observationally
equivalent to a productivity shock. Investment-specific technology shocks
are shocks to investment demand. This is a closed-economy model, so
government spending is lumped together with effects of external trade to-
gether, and assumed to be exogenous. Risk-premium shocks act as demand
shocks to the IS curve. Lastly, shocks to bank net worth is a financial shock,
which reduces the banking sector’s ability to extend loans and therefore
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curbs firm investment.
Calibration
We calibrate the model parameters that govern the steady state of the
model, and thus the detrended data would not have much information
about. First of the core macro parameters, b is calibrated to 0.99, corre-
sponding to an annualised steady state policy rate of 4%. This also closely
matches the average shadow rate in the sample of 3.8%. The depreciation
rate d is calibrated to 0.025, the constant risk aversion coefficient to 3, the
capital share a to 0.33 and the elasticity of substitution across consumption
goods # to 6, all literature standard values. The disutility of labour c is
set so that the steady state hours worked is 1. We also calibrate the Frisch
elasticity of labour supply to 3, given that we do not use any labour mar-
ket observables. Lastly, we set the proportion of government spending to
GDP to 27.3%, which matches the sample average of government spending,
plus net exports. Thus, we assume government spending and net exports
as completely exogenous, as we have a closed economy.
For the financial sector, we have two targets: credit spreads and
leverage ratio of the whole banking sector. The calibration target for credit
spreads is the sample average of the data, of 0.392% at quarterly frequency.
We calibrate the survival rate of banks s to 0.94, following Villa and Yang
(2011) who estimated the Gertler and Karadi (2011) model on U.K. data.
Raw leverage data of U.K. banks is in excess of 11. However, contained
within are many gross positions to other financial institutions, while we
only would like to capture their lending capacity to the real economy (less
than a fifth of banks’ assets consists of loans to households and firms).
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Thus, we elect to match the leverage ratio to a more conservative number
of 5. These two targets are used to calibrate the diversion parameter q and
the transfer rate of households to banks x.
Prior specification
Following Smets and Wouters (2007), the priors of the exogenous shock
processes are harmonised across the different shocks, with a fairly unin-
formative prior. The standard errors of the innovations follow an inverse
Gamma distribution with a mean of 0.1 and standard deviation of 2. The
AR(1) parameters of the corresponding shocks, where appropriate, has a
Beta distribution with a mean of 0.5 and standard deviation of 0.2. Mone-
tary policy and bank net worth shocks are assumed to be completely tran-
sitory, and thus have no AR(1) coefficients. However, they still could have
persistent effects, as there is interest rate smoothing and net worth is accu-
mulated slowly as a state variable.
The priors describing the monetary policy rule are taken from COM-
PASS, the Bank of England’s primary DSGE model (Burgess et al., 2013).
The response to inflation is normally-distributed with a mean of 1.5 and
standard deviation of 0.125 (also the prior in Smets and Wouters (2007)),
while the response to output deviations from the steady state is normally
distributed with a mean of 0.125 and standard deviation of 0.075. The de-
gree of interest rate smoothing is assumed to have a Beta distribution, with
a mean of 0.8 and standard deviation of 0.2. This is to incorporate our
prior knowledge that policymakers smooth changes to avoid unnecessary
interest rate volatility.
The priors of the structural parameters incorporate information from
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Prior Posterior
Dist. Mean SD Mean Mode SD 90% HPD
f Beta 0.75 0.1 0.84 0.84 0.01 [0.82 0.86]
i Beta 0.25 0.075 0.23 0.14 0.09 [0.09 0.37]
h Beta 0.7 0.15 0.94 0.95 0.02 [0.90 0.98]
k Gamma 5.85 0.25 5.76 5.67 0.25 [5.36 6.17]
fp Normal 1.5 0.125 1.46 1.40 0.13 [1.24 1.68]
fy Normal 0.125 0.075 0.33 0.34 0.05 [0.24 0.42]
r Beta 0.8 0.2 0.75 0.76 0.03 [0.70 0.80]
Note: f = Calvo parameter for prices, i = degree of price indexation, h = degree of
external habit formation, k= investment adjustment costs, fp = Taylor rule inflation
response, fy = Taylor rule output response and r = interest rate smoothing.
Table 3.1. Prior and posterior distribution of structural parameters
previous empirical studies, as much as possible, and if not, priors from
previous literature. The degree of price stickiness (the Calvo parameter) is
assumed to have a Beta distribution with a mean of 0.75 and standard de-
viation of 0.1. This matches the micro-data on duration of individual prices
that contribute to the Consumer Price Index, as analysed in Bunn and El-
lis (2011). The external habit formation parameter has a Beta distribution,
with a mean of 0.7 and standard deviation of 0.15. This is approximately in
the middle of the estimates surveyed in Harrison and Oomen (2010). For
price indexation, we follow COMPASS again to have a Beta distribution
with a mean 0.25, standard deviation of 0.075. In investment adjustment
costs, we follow Villa and Yang (2011) to a Gamma distribution, with mean
5.85 and standard deviation 0.25.
Posterior estimates of the parameters
Tables (3.1) and (3.2) show the central tendencies and the 90% highest pos-
terior density credible interval of the posterior distribution, simulated as
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Prior Posterior
Dist. Mean SD Mean Mode SD 90% HPD
rR Beta 0.5 0.2 0.27 0.27 0.11 [0.05 0.34]
rA Beta 0.5 0.2 0.35 0.36 0.11 [0.18 0.52]
rI Beta 0.5 0.2 0.57 0.58 0.06 [0.48 0.67]
rG Beta 0.5 0.2 0.72 0.69 0.08 [0.59 0.85]
sR Inv. Gamma 0.1 2.0 0.035 0.031 0.008 [0.021 0.049]
sA Inv. Gamma 0.1 2.0 0.034 0.033 0.007 [0.023 0.045]
sI Inv. Gamma 0.1 2.0 0.020 0.020 0.002 [0.018 0.023]
sG Inv. Gamma 0.1 2.0 0.019 0.019 0.001 [0.016 0.021]
sN Inv. Gamma 0.1 2.0 0.036 0.034 0.003 [0.032 0.041]
sM Inv. Gamma 0.1 2.0 0.009 0.009 0.001 [0.008 0.010]
Note: The shocks are denoted by R = risk premium, A = productivity, I =
investment-specific technology, G = government spending and external trade, N = bank
net worth and M = monetary policy.
Table 3.2. Prior and posterior distribution of forcing processes
according to the aforementioned Bayesian estimation procedure. A few
results are particularly noteworthy in relation of our aim to estimate the
frontiers under optimal commitment.
The estimate of the Calvo parameter is notably high, and statistically
significantly higher than the prior mean. This implies a flat Phillips curve.
The posterior mode for price indexation is about half of the prior mean,
albeit still remaining inside the 90% credible interval. The degree of price
indexation affects how much current inflation is affected by past inflation
(which cannot be changed), versus expectations of future inflation (which
can be influenced under commitment by the policymaker).
The habit formation parameter is materially higher than the prior
mean. This is the opposite to COMPASS, which finds a lower value than
their prior, and higher than the survey evidence in Harrison and Oomen
(2010). This is likely because COMPASS has rule-of-thumb consumers that
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has a similar effect as increasing habit formation, and that we did not use
consumption data directly. Also note that, like COMPASS, the model does
not identify investment adjustments costs very well.
The estimates of the standard deviation of the exogenous shocks are
much smaller than the prior mean, and importantly, with much tighter
HPD intervals relative to the loose priors.
3.3 Construction of policy frontiers
In this section we describe how the efficient policy frontier between the
volatility of output and inflation is computed. The perspective we adopt is
that of ‘optimal’ monetary policy under commitment. Commitment is an
important benchmark, because it represents the best possible outcomes that
policymakers can achieve. Adopting this perspective has the advantages
that, firstly, policymakers are treated as optimizing agents, symmetrically
with other agents in the model. Secondly, the policy design question is dis-
ciplined by requiring us to explicitly specify policy objectives in advance.
A natural definition of LATW is then that stabilisation of some financial
variable is an explicit goal of policy, as we now explain.
3.3.1 Leaning against the wind as a policy objective
As is standard, we take the ad hoc period loss function that summarises
the mandate given to monetary policymakers to be quadratic in inflation
and output, with relative weight w on inflation. In addition, we allow for
LATW by including a weight V on a range of financial variables, denoted
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xˆt, which are defined below:
Lt = V(wpˆ2t + [1 w]yˆ2t ) + (1  V)xˆ2t (3.25)
As w varies in the range from (0, 1], relatively more weight is placed on
inflation versus output stabilisation. When V = 1, the policymaker places
no weight on financial objectives. This is the standard no-leaning-against-
the-wind case. When V < 1, we interpret (3.25) as implying that the poli-
cymaker’s mandate involves some degree of LATW.
It is a good time to remind the reader that we do not provide norma-
tive prescriptions regarding the conduct of monetary policy under finan-
cial frictions. The exercise that we perform only obtains the set of feasible
outcomes that a policymaker can choose from, under commitment, rather
than selecting which of those outcomes is optimal from a social welfare
perspective. Ad hoc objective functions similar to (3.25) have been adopted
in related work by inter alia Angelini et al. (2014), Gambacorta and Sig-
noretti (2014) and Gelain and Ilbas (2014), although these papers further
restrict themselves to consideration of ad hoc simple instrument rules. A
noteworthy paper is Andrés et al. (2013), who have found that it is optimal
for a social planner to stabilise variables other than inflation and output
gap. This is due to the need of collateral and the existence of inefficient
risk sharing between households and entrepreneurs, both resulting from
a collateral constraint financial friction. The analogous counterpart in our
moral hazard framework is to stabilise bank leverage and credit spreads,
two of the variables that we study. The other two – credit growth and
credit-to-GDP ratio – are also studied as they commonly feature in the
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range of financial variables that central banks typically consider as part of
their financial sector risk assessments.
A common definition identifies LATW with the inclusion of some
financial variable in a simple instrument rule for the policy interest rate.
But arguably, policy should (and does) respond to financial variables even
under standard policy objectives, for example because they forecast future
output and inflation. In the class of models we study here, a common find-
ing in the literature is that there are a wide range of circumstances under
which responding to financial variables does improve outcomes. However,
as the benchmark is an arbitrary sub-optimal instrument rule, this finding
is open to a range of interpretations.12
Defining LATW in terms of policy objectives has some advantages
relative to the alternatives. A common alternative definition, given in this
case by Svensson (2011, pp. 1293–4), is that:
central banks should raise the interest rate more than what ap-
pears to be warranted by inflation and resource utilisation to
counter rapid credit growth and rising asset prices
A drawback of this definition is that it defines the LATW policy in terms of
equilibrium outcomes. As a result, the LATW property so described need
not hold along every policy path, in response to every shock, making it
12Svensson (2011, p. 1294) notes: ‘Sometimes it is not quite clear whether advocates
of leaning against the wind mean that credit growth and asset prices should be con-
sidered targets and enter the explicit or implicit loss functions alongside inflation and
output utilisation, or whether they mean that credit growth and assets prices should still
be considered just indicators and are emphasised only because credit growth and asset
prices may have potential negative effects on inflation and resource utilisation at a longer
horizon. In the latter case, leaning against the wind is. . . completely consistent with flex-
ible inflation targeting.’ As we emphasise here, we identify LATW with monetary policy
having specific regard for financial variables as policy goals.
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somewhat ambiguous.13
3.3.2 Optimal control and the policy frontier
The optimal policy problem at some initial date 0 is to maximise by choice
of the policy instrument (nominal interest rates) { ft}•0 the intertemporal
loss function:
L0 = E0
•
Â
t=0
btLt(pˆt, yˆt, xˆt)
subject to the equilibrium conditions of the economy given by (3.1)–(3.23).
The resulting set of first order conditions, which include the original 23
equilibrium conditions, five forcing processes (monetary policy shocks re-
moved) and additional equations describing the evolution of the Lagrange
multipliers, are solved numerically for the steady state.14 The equilibrium
laws of motion for the endogenous variables under optimal policy are then
found using standard techniques for linear rational expectations models
(see Dennis, 2007, for example).15 All parameters in Table 3.1 and 3.2, in-
cluding those for the forcing processes, are set to their estimated modal
posterior values.
The efficient frontier for a given degree of LATW (including V = 1)
is traced out by solving the optimal control problem just described as the
weight on inflation w varies in the range (0, 1]. For a given w, the elasticity
of the frontier at each point is rate at which inflation and output volatility
13The interest rate might initially be higher under LATW, but lower later; or the com-
mitment to a more-vigorous response to asset prices might lead to lower rates, and so
on.
14As the monetary policy rule adopted for estimation is dropped in the optimal policy
exercise, the monetary policy shock is not counted amongst the exogenous driving forces.
15Dynare code that implements the solution of the model under optimal commitment
policy is available on request from the authors.
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can be traded off against each other.16
3.4 Main results
In this section, we present our main results on how the shape and position
of the efficient policy frontier are affected by a policy of LATW. We con-
sider four financial variables against which policymakers may wish to lean:
credit growth, the credit-to-GDP ratio, credit spreads, and bank leverage.17
For each variable, we compute the efficient frontier under the all estimated
structural shocks (except monetary policy), and conditional on each shock
individually, for the standard objective (V = 1) and for different degrees
of LATW. Leaning ‘a bit’ corresponds to a choice of V < 1 that reduces
the volatility of a given financial variable by 10%; leaning ‘a lot’ reduces
financial volatility by 50% (both relative to the ‘all shocks’ baseline with
V = 1,w = 0.5).
Efficient inflation-output frontiers when policy leans against the credit-
to-GDP ratio and the spread are shown in figures 3.1 and 3.2 respectively.
The frontier closest to the origin in inflation-output space corresponds to
the standard no-LATW case. Frontiers that lie further to the north-east
correspond to higher degrees of LATW. It is immediately apparent that a
consequence of monetary policymakers LATW – by including either credit-
16In the special case V = 0, w = 0.5, the tradeoff is one-for-one in variance space. With
policymaker preferences so defined, the marginal rate of substitution between their objec-
tives is -1, which at the optimum is also the economy’s marginal rate of transformation.
In conventionally-reported volatility (standard deviation) space, an adjustment is required
for the relative volatilities of output and inflation. In addition, we plot w 2 [0.2, 0.9] to
avoid implausible extreme values in the charts.
17In our model, banking variables are measured at their ‘mark-to-market’ values, rather
than at book value. In practice, banks report a large portion of their assets at book value,
in which case policy be unable to target the measure of leverage we use in this paper.
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to-GDP or loan-deposit spreads in their loss function – is that they face a
strictly worse menu of inflation-output volatility choices, and that the de-
terioration is economically significant. In the ‘all shocks’ case, halving
volatility in the credit-to-GDP ratio entails an increase in output volatility
of around 0.5 percentage points. Halving the volatility of spreads is less
costly, but still raises output volatility by 0.1-0.2 percentage points. Inter-
estingly, for a given weight on inflation stabilisation, LATW tends to reduce
the variability of inflation (although the overall position of the frontier, as
explained, is less favourable).
In the remainder of this section, we will focus on three distinct as-
pects of these frontiers: (i) the elasticity of the frontiers, or the implied
inflation-output trade-off, at a standard mid-point corresponding to equal
weights on inflation and output; (ii) their location, or the extent to which
the cost in terms of inflation and output volatility of per-unit reductions
in financial volatility depends on LATW; (c) how financial volatility is af-
fected by moves along a given frontier, that is, by the relative weight on
inflation versus output stabilisation.
3.4.1 The slope of the policy frontier
The percentage change in inflation volatility following a unit increase in
output volatility along the efficient frontiers – i.e. the policy tradeoffs—
are summarised in Table 3.3. The elasticities are calculated for the case
in which the relative weight on output and inflation in the policymaker’s
loss function are equal (w = 0.5 in equation 3.25), which in most cases
corresponds to a point roughly in the centre of each plotted frontier. Each
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row of the table shows the tradeoff conditional on the estimated structural
shock named in the first column, except for the last row, in which the
unconditional tradeoff is reported.18
The second column gives the tradeoffs when policymakers do not
LATW. On average, inflation and output volatility can be traded off at a
rate just under two-for-one; a 1 percent increase in output volatility lowers
inflation volatility by 1.8 percent. But it is immediately evident that some
shocks lead inflation stabilisation to have a much higher output cost than
others (entries closer to zero). For example, the tradeoff conditioned on
productivity shocks is such that increasing output volatility by one percent
results in only a 0.4 percent reduction in inflation volatility. Conditional
on investment-specific technology shocks, the equivalent reduction is 2.7
percent.
Columns 3 through 6 show the effect of LATW on the inflation-
output tradeoff. Each column reports the impact of ‘leaning’ against a
different financial variable, either ‘a bit’ or ‘a lot’. The main message that
emerges is that a bit of LATW has hardly any impact on the elasticity of
the policy frontier, irrespective of which financial variable the policymaker
chooses to lean against. This is true both for the unconditional frontier, and
for those conditioned on particular shocks. That the tradeoff is roughly un-
affected does not, of course, imply that LATW is costless, as we discussed
above. But it does indicate that one important aspect of policy choice is
robust to some LATW.
On the other hand, a lot of LATW does change things quite sub-
18Recall that shocks to the estimated monetary policy rule are omitted in the optimal
policy exercise.
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Leaning against...
No DCredit Credit:GDP Spreads Leverage
Shock to... LATW a bit a lot a bit a lot a bit a lot a bit a lot
Risk -0.4 -0.4 -0.4 -0.5 -0.3 -0.4 -0.4 -0.4 -0.4
Productivity -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4 -0.4
Investment -2.7 -2.6 -2.0 -2.5 -0.7 -2.5 -1.9 -2.5 -1.9
Government -2.7 -2.7 -2.3 -2.6 -1.6 -2.6 -2.4 -2.6 -2.4
Net worth -1.4 -1.5 -1.3 -1.6 -1.3 -1.2 -0.1 -1.2 -0.1
All shocks -1.8 -1.8 -1.4 -1.7 -0.9 -1.7 -1.7 -1.7 -1.7
Table 3.3. The inflation-output tradeoff in an estimated model with financial fric-
tions, with and without leaning against the wind
Note: Table entries are the percentage change in inflation volatility with respect to a one
percent change in output volatility on the optimal policy frontier, for the model described
in Section 3.2. Equal weight is placed on inflation and output (w = 1/2 in equation 3.25).
In rows, we show the tradeoffs conditional on each of the shocks named in column 1. In
column 2, we show the ‘No LATW’ case, corresponding to V = 1 in equation (3.25). In
columns 3–6 we show the case V < 1 in which the financial variable xt in equation (3.25)
is one of the named alternatives. Leaning against variable xt ‘a bit’ means reducing the
volatility of that variable by 10% (relative to the ‘all shocks’ baseline with w = 1/2, V = 1);
leaning against it ‘a lot’ means reducing its volatility by 50%.
stantially. The slope of the unconditional frontiers become flatter when
leaning against credit growth, especially when leaning against the debt-to-
GDP ratio. This raises the output cost of inflation stabilisation. The sources
of the flatter unconditional tradeoff are the flatter tradeoffs to investment
specific technology and government spending shocks. When spreads or
leverage are the targets for LATW, the unconditional tradeoffs are roughly
unchanged, but the elasticity of the efficient frontier conditional on net
worth disturbances falls to almost zero. In this case, directing monetary
policy towards the goal of stabilizing financial variables comes at the price
of losing the ability to tradeoff stabilisation of inflation and stabilisation
of output. This may be worrisome, but does not matter much on average,
because net worth shocks are not estimated to be an especially important
source of fluctuations.
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Leaning against...
DCredit Credit:GDP Spreads Leverage
Shock to... a bit a lot a bit a lot a bit a lot a bit a lot
Risk -0.2 -0.1 -0.4 0.3 0.1 0.2 -0.1 -0.1
Productivity -0.5 -0.4 -0.7 -0.4 -0.8 -0.4 -0.8 -0.4
Investment 0.2 0.5 0.6 1.0 0.4 0.4 0.4 0.4
Government 0.1 0.3 0.3 0.7 0.2 0.2 0.2 0.2
Net worth -0.2 -0.1 -0.3 -0.3 0.3 0.4 0.3 0.4
All shocks -0.0 0.2 0.2 0.7 0.2 0.3 0.2 0.2
Table 3.4. The sensitivity of output volatility to a reduction in financial volatility
for different degrees of leaning against the wind
Note: Table entries are the percentage change in output volatility given a one percent
reduction in financial volatility on the optimal policy frontiers, for the model described in
Section 3.2. Equal weight on inflation and output is assumed (w = 1/2 in equation 3.25).
In rows, we show sensitivities conditional on each of the shocks named in column 1. In
columns 2–5 we show the case V < 1 in which the financial variable xt in equation (3.25)
is one of the named alternatives. Leaning against variable xt ‘a bit’ means reducing the
volatility of that variable by 10% (relative to the ‘all shocks’ baseline with w = 1/2, V = 1);
leaning against it ‘a lot’ means reducing its volatility by 50%.
3.4.2 The location of the policy frontier
In this section we examine the sensitivity of the location of the efficient
policy frontiers to reductions in financial volatility for different degrees of
LATW (and equal weights on output and inflation stabilisation). Tables 3.4
and 3.5 consider output and inflation volatility separately. A positively-
signed entry indicates that lower financial volatility goes hand-in-hand
with increased macroeconomic volatility; a negatively-signed entry indi-
cates the opposite. A comparison of the two tables makes it apparent that
curbing financial volatility either has an output cost, or an inflation cost, but
not both. (The sole exception is that a reduction in financial volatility con-
ditional on risk shocks and leaning ‘a lot’ against the credit-to-GDP ratio
comes at the expense both of higher output and higher inflation volatility.)
The main message of Tables 3.4 and 3.5 is that the marginal cost, in
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Leaning against...
DCredit Credit:GDP Spreads Leverage
Shock to... a bit a lot a bit a lot a bit a lot a bit a lot
Risk 0.1 0.2 0.2 0.4 -0.1 -0.1 0.0 0.0
Productivity 0.2 0.5 0.3 0.6 0.3 0.5 0.4 0.6
Investment -0.5 -0.9 -1.4 -1.5 -0.9 -0.5 -0.9 -0.5
Government -0.2 -0.6 -0.9 -1.1 -0.6 -0.4 -0.6 -0.4
Net worth 0.5 1.1 0.8 1.5 -0.4 -0.2 -0.4 -0.2
All shocks -0.0 -0.0 -0.3 -0.2 -0.3 -0.1 -0.3 -0.0
Table 3.5. The sensitivity of inflation volatility to a reduction in financial volatility
for different degrees of leaning against the wind
Note: Table entries are the percentage change in inflation volatility given a one percent
reduction in financial volatility on the optimal policy frontiers, for the model described in
Section 3.2. See note to table 3.4.
terms of macroeconomic volatility, of reducing financial volatility is always
increasing in the degree of LATW (or, the marginal benefit is reduced).
In other words, moving from ‘a bit’ to ‘a lot’ of LATW raises the cost
(reduces the benefit) of a marginal reduction in financial volatility. This is
particularly marked in the case of output volatility, when regard is given
to the credit-to-GDP ratio; and inflation volatility, when regard is given
to leverage. A general implication of the non-linear nature of the costs
associated with LATW, highlighted by the tables, is that the structure of
the economy puts limits on the ability of monetary policy to stabilise the
macroeconomy, while also stabilizing financial variables. That observation
implies that even if monetary policy is used as a first line of defence against
financial volatility, other tools – even ones thought less effective, or whose
impact is uncertain – might be preferred at the margin.
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3.4.3 The inflation-output-financial tradeoff
The efficient policy frontiers in Figures 3.1 and 3.2 contain information
on the volatility of financial variables, relative to the base case V = 1 and
w = 0.5 in equation (3.25). This case is indicated by a circular line marker in
the centre of the frontier closest to the origin. As we have remarked, there
is variation in financial volatility between frontiers; that is, for varying
degrees of LATW. But there is also variation within frontiers; that is, where
policymakers locate themselves in inflation-output space has an impact on
financial volatility.
Consider the case where policy leans against the credit-to-GDP ra-
tio, shown in Figure 3.1. Where ‘all shocks’ are active, the volatility of
credit-to-GDP is 8.9% in the base case. It is evident that, for a given degree
of LATW (including none), a higher weight on inflation stabilisation – a
south-east move along a given frontier – tends to reduce financial volatil-
ity. Note the similar size of the circle at the north-western end of the no
LATW frontier and that at the south-eastern end of the outermost frontier;
corresponding to an absolute credit-to-GDP volatility of 10.7% and 7.7%,
respectively. It is evident that similar reductions in financial volatility are
achievable by two different policies: a lot of LATW, while placing a low
weight on inflation stabilisation; or no-LATW, while placing a high weight
on inflation stabilisation. Examination of the conditional policy frontiers
indicates that the source of the shock is again relevant. Investment-specific
technology and government spending shocks resemble the ‘all shocks’ case.
But conditional on productivity and risk premium shocks, a higher weight
on inflation stabilisation leads to a greater, not lesser, degree of financial
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volatility.
We turn to the case where policy leans against the loan-to-deposit
interest spread, shown in Figure 3.2. The frontiers closest to the origin,
pertaining to the no LATW case, are of course identical to those in Fig-
ure 3.1. Similar patterns of financial volatility can be observed along the
frontiers, with a greater concern for output stabilisation tending to raise
financial volatility on average, but the reverse being true in the case of
productivity shocks. The main difference appears to lie in the conditional
frontier for risk premium shocks. These cause spreads to be very volatile
indeed, relative to the baseline, as increased weight is placed on output
stabilisation.
3.5 Conclusion
In this paper, we attempt to advance the discussion on the merits or other-
wise of augmenting central banks’ mandates to stabilise financial variables,
commonly known as leaning against the wind (LATW). In particular, our
results provide a menu of options that the policymakers can select from,
if they wish to lean against the wind with the policy interest rate. We set
out how the tradeoff between the traditional objectives of monetary policy
is quantitatively affected by LATW, by estimating a standard sticky-price
macroeconomic model with financial frictions (Gertler and Karadi, 2011)
and computing optimal monetary policy under commitment. We find three
main results. Firstly, LATW leads policymakers to face a strictly worse
menu of inflation-output volatility choices, and that this deterioration is
economically significant. Secondly, the marginal cost in terms of output
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and inflation volatility, when reducing financial volatility is increasing in
the degree of LATW. Thirdly, LATW has effects that depend crucially on
the nature of the underlying disturbance, and on the precise variable that
policy aims to stabilise.
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Appendix A
Competition Effects of Financial
Shocks on Business Cycles
A.1 Robustness Checks for VAR
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Figure A.1. FEVD to credit supply shocks (HP filtered variables)
Note: The credit contraction shock is a one standard deviation increase to credit standards
cst. The dashed blue lines are 90% bootstrapped confidence intervals.
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Note: The credit contraction shock is a one standard deviation increase to credit standards
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Figure A.5. VAR (with GDP) ordering: Xt = [cst Nt µt yt pt rt lt]0
Note: The credit contraction shock is a one standard deviation increase to credit standards
cst. The dashed blue lines are 90% bootstrapped confidence intervals.
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Figure A.6. VAR with labour market: Xt = [Nt µt wt ht ct pt rt lt cst lt]0
Note: The credit contraction shock is a one standard deviation increase to credit standards
cst. The dashed blue lines are 90% bootstrapped confidence intervals.
A.2 Industry-level Regressions
A.2.1 Markup Elasticities
I use the NBER-CES Manufacturing Industry Database to get estimates of
the crucial parameter at a micro-level – the elasticity of markup with re-
spect to competition. The data is annual from 1990-2006 at six-digit NAICS
level. It is then merged with the number of establishments from the BLS
QCEW database. This results in a panel database of 479 industries. The
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regression specification is as follows:
D ln µi,t = ai + jTit +
J
Â
j=0
b jD lnNi,t j +
K
Â
k=1
gkD ln µi,t k + GSit + #it (A.1)
where µi,t is industry i’s markup, Ni,t is the number of establishments
within industry i and Si,t is the value of shipments to control for cyclical-
ity of markups. ai are industry fixed effects and Ti,t is a vector of time
controls. Lags of Nt and the dependant variable are added as it may take
time for the effects of higher competition to be reflected in markups. The
lag structure itself is chosen by statistical significance. For time controls, I
use industry-specific linear time trends, because preliminary inspection of
markups reveal that there is significant industry heterogeneity in their sec-
ular trends, perhaps due to the differing impacts of technological change
to the industries during the sample period. Therefore, the variation used
in the regression with linear trends is the within-industry movement of
markups around the detrended series. Given that it is a dynamic panel,
the well-known bias emerges when estimating with fixed effects. There-
fore, I also run the regression using the Arrellano-Bond dynamic panel
GMM.1 The long-run elasticities of the various specifications and estima-
tion methods are reported in Table A.1.
It is worth noting the probable endogeneity bias: higher markups
would induce more entry. This would have an upward bias to the negative
coefficients. Thus, the industry estimates here can be seen as the lower
bound estimate of the magnitude of markup elasticities. That said, the
1There are less observations for Arellano-Bond as an extra lag is required to instru-
ment the lagged dependant variables in the regression.
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OLS OLS OLS A-B A-B A-B
LR Elasticity -.32*** -0.20*** -.36*** -.54*** -.44*** -.56***
(.063) (.070) (.099) (.11) (.11) (.11)
J 4 4 4 4 4 4
K 1 1 1 1 1 1
Industry FE Yes Yes Yes Yes Yes Yes
Time Controls None Agg. Trend Ind. Trend None Agg. Trend Ind. Trend
Observations 6069 6069 6069 5596 5596 5596
# of Industries 473 473 473 473 473 473
Clustered standard errors around industries
*** p < 0.01, ** p < 0.05, * p < 0.1
Table A.1. Estimates of Long-run Markup Elasticity
Note: The long-run elasticity is calculated as
ÂJj=0 b j
1 g1 .
endogeneity bias from reverse causality is likely to be minimal as current
markups is unlikely to influence past entry. All estimates are statistically
significant at 1% level. It is important to note that these elasticities are sig-
nificantly higher than those suggested by translog preferences, of around
-0.18 (Lewis and Stevens, 2012), compared to the baseline estimate of -0.56
that is used in the quantitative analysis. This demonstrates the importance
of using a more flexible preference structure with the Kimball aggregator
as described earlier.
A.2.2 Full Regressions
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(1) (2) (3) (4) (5) (6)
VARIABLES OLS OLS OLS A-B A-B A-B
Dshipt 0.358*** 0.376*** 0.362*** 0.342*** 0.363*** 0.357***
(0.021) (0.022) (0.027) (0.020) (0.023) (0.021)
Dshipt 1 0.013 0.029** 0.036* -0.036* -0.019 -0.028
(0.015) (0.015) (0.019) (0.020) (0.021) (0.018)
Dshipt 2 -0.051*** -0.046*** -0.066*** -0.085*** -0.073*** -0.073***
(0.010) (0.010) (0.016) (0.013) (0.014) (0.013)
Dshipt 3 -0.039*** -0.032** -0.056*** -0.058*** -0.047*** -0.049***
(0.013) (0.013) (0.019) (0.014) (0.014) (0.012)
Dshipt 4 -0.039*** -0.030*** -0.056*** -0.050*** -0.039*** -0.043***
(0.010) (0.010) (0.016) (0.011) (0.012) (0.010)
Dshipt 5 -0.025* -0.011 -0.039** -0.031** -0.019 -0.026*
(0.014) (0.014) (0.018) (0.014) (0.015) (0.014)
Dshipt 6 0.005 0.017 -0.010 -0.006 0.005 -0.001
(0.012) (0.011) (0.015) (0.012) (0.012) (0.012)
DNt -0.093*** -0.074** -0.106*** -0.133*** -0.123*** -0.137**
(0.032) (0.032) (0.037) (0.041) (0.042) (0.057)
DNt 1 -0.033 -0.025 -0.063 -0.070 -0.062 -0.078*
(0.042) (0.042) (0.046) (0.047) (0.045) (0.045)
DNt 2 -0.059 -0.034 -0.077* -0.088** -0.071* -0.091**
(0.039) (0.039) (0.044) (0.042) (0.042) (0.042)
DNt 3 -0.091** -0.057 -0.095* -0.114*** -0.094** -0.115***
(0.043) (0.045) (0.050) (0.044) (0.045) (0.037)
DNt 4 -0.081** -0.032 -0.085* -0.152*** -0.113** -0.154***
(0.035) (0.036) (0.044) (0.048) (0.050) (0.057)
Dµt 1 -0.104*** -0.124*** -0.185*** -0.037 -0.043* -0.027
(0.024) (0.024) (0.025) (0.026) (0.025) (0.024)
year 0.003*** 0.002**
(0.000) (0.001)
Constant 0.015*** -6.001*** -4.089*** 0.013*** -3.378** 0.002*
(0.001) (0.850) (1.280) (0.001) (1.326) (0.001)
LR Elasticity -0.32*** -0.20*** -0.36*** -0.54*** -0.44*** -0.56***
(0.06) (0.07) (0.10) (0.11) (0.11) (0.11)
Observations 6,069 6,069 6,069 5,596 5,596 5,596
R-squared 0.33 0.33 0.39
Industry FE Yes Yes Yes Yes Yes Yes
Time Control None Agg. Trend Ind. Trend None Agg. Trend Ind. Trend
Clustered standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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A.3 Derivation of Kimball Aggregator
A.3.1 Price Indices
The first order condition of the household’s expenditure minimisation prob-
lem is:
pt(w) =
1
LtCt
Y0
✓
ct(w)
Ct
◆
Relative demand or market share is:
ct(w)
Ct
= Y0 1 (pt(w)LtCt)
where Lt is implicitly defined by substituting the demand function into
the definitions of the aggregator:
Z Nt
0
Y
⇣
Y0 1 (pt(w)CtLt)
⌘
dw = 1
and define some price index ePt ⌘ 1/LtCt (note that this is not the conven-
tional price index):
Z Nt
0
Y
✓
Y0 1
✓
pt(w)ePt
◆◆
dw = 1
The conventional (welfare-relevant) price index is instead:
Pt =
1
Ct
Z Nt
0
pt(w)ct(w)dw =
Z Nt
0
pt(w)Y0 1
✓
pt(w)ePt
◆
dw
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Using the demand equation, the price index ePt is
) ePt = pt(w)
Y0
⇣
Y 1
⇣
1
Nt
⌘⌘ (A.2)
A.3.2 Elasticity of Demand
q(xt(w)) ⌘   dct(w)dpt(w) ·
pt(w)
ct(w)
) 1
q(xt(w))
=  d ln pt(w)
dct(w)
· ct(w)
By assuming that each variety w cannot affect the price index ePt and using
equation (A.2):
ln pt(w) = ln ePt + ln✓Y0 ✓ ct(w)Ct
◆◆
(A.3)
d ln pt(w)
dct(w)
=
Y00
⇣
ct(w)
Ct
⌘
1
Ct
Y0
⇣
ct(w)
Ct
⌘ (A.4)
Using the definition xt ⌘ ct(w)/Ct,
1
q(xt(w))
=  Y
00(xt(w))xt(w)
Y0(xt(w))
) q(xt) =   Y
0(xt)
xtY00(xt)
Kimball assumes q0(xt) < 0, and the number of competitors rise, market
share falls x(Nt) < 0, as N rises then q increases too.
A.3.3 Markup Elasticity
Define:
#µ(x) ⌘ ∂ ln µ(x)
∂ ln x
= x
µ0(x)
µ(x)
(A.5)
d ln µ
d lnN
=
d ln µ
d ln x
· d ln x
d lnN
= #µ(x) · d ln xd lnN (A.6)
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From equation (1.6):
1
N
= Y(x) ) lnN =   ln (Y(x)) (A.7)
d lnN
dx
=  Y
0(x)
Y(x)
(A.8)
d lnN
d ln x
=  xY
0(x)
Y(x)
=  N ·Y 1(1/N)Y0
⇣
Y 1(1/N)
⌘
(A.9)
where the last line uses the definition of market share in symmetric equi-
librium, equation (1.6) again. Therefore, the elasticity of markups w.r.t.
varieties is:
d ln µ(x)
d lnN
=  #µ(x) · 1N ·Y 1(1/N)Y0 (Y 1(1/N)) =  #µ ·
1
N · x ·Y0(x)
(A.10)
A.3.4 Impulse Responses
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Figure A.7. Welfare-Relevant Real Variables
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Figure A.8. Welfare-Relevant Financial Variables
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Appendix B
Beyond Inventory Management:
The Bullwhip Effect and the Great
Moderation
B.1 Stylised Facts
Std. Dev Shares
1960-1983 1984-2001 1960 2001
GDP (actual) 0.027 0.016
Durables 0.084 0.053 0.18 0.18
Nondurables 0.030 0.018 0.31 0.19
Services 0.012 0.008 0.39 0.53
Structures 0.072 0.048 0.11 0.09
Table B.1. Stock and Watson (2003, Table 6) Counterfactuals
The counterfactual to approximate the role of durables in the overall
Great Moderation is based on the following. Calculate the implied volatil-
ity of GDP by using the volatility and weight of each sector s, but omit the
covariance terms.
q
Âs w2s,HVs
2
s,HV = 0.020 and
q
Âs w2s,LVs
2
s,LV = 0.0118.
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This results in a ratio 0.0118/0.020 = 0.59, or a 40% reduction in volatil-
ity. Coincidentally, the ratio of actual GDP volatilities is also 0.016/0.027 =
0.59, meaning that the effects of the covariances cancel out. Or equivalently,
the ratio between the actual and implied volatility is constant for the two
periods (0.027/0.020 = 1.35 and 0.16/0.118 = 1.35).
To get an approximation of the effect of durables, substitute the LV
volatility of durables, while keeping all other industries in the HV period,
resulting in an implied volatility of 0.0166. The ratio from the implied
volatility in the HV period is (0.0162/0.020 = 0.81). Thus we conclude
that durables account for approximately half of the Great Moderation. In
comparison, if a similar counterfactual is performed on non-durables (a
much bigger sector) implies a volatility of 0.018, or only a 10% reduction
in overall volatility, as opposed to the 20% of durables.
3.0
3.5
4.0
4.5
1970 1975 1980 1985 1990 1995
Time
Backorders−Sales Ratios for Durables
Shaded areas are NBER-dated recessions
Figure B.1. Backorders to Shipments Ratio for All Durables Industries
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Backorders−Sales Ratios for Disaggregated Durables
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Backorders−Sales Ratios for Disaggregated Durables
Figure B.2. Disaggregated Backorders to Shipments Ratio
Note: SIC codes: 32M – Stone, Clay and Glass, 33M – Primary metals, 34M – Fabricated
metals, 35M – Industrial machinery and equipment, 36M – Electronic and other electrical
equipment, 37M – Transportation equipment, 38M – Instruments and related products.
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Relative RMSE
Counterfactuals [GLV ,LHV ] [GHV ,LLV ] [GLV ,LLV ]
Practices Macro Total
New Orders ot 0.81 0.87 0.57
Backorders ut 1.01 0.90 0.80
Relative price pt 1.58 0.65 1.13
M&S Inventory mt 0.66 0.92 0.70
FG Inventory ht 0.56 0.72 0.50
Table B.3. 60-month RMSE counterfactuals – business practices vs. macro (non-
durables)
Note: RMSEs are relative to the HV micro and macro parameters/shocks, ie. [GHV ,LHV ].
Relative RMSE
Counterfactuals Within Industry All other All parameters
LV parameters LV LV
New Orders ot 0.82 0.80 0.73
Backorders ut 2.07 0.91 0.84
Relative price pt 3.09 0.36 0.79
M&S Inventory mt 5.02 1.41 1.54
FG Inventory ht 1.95 3.18 1.69
Table B.2. 60-month counterfactuals of the within industry parameters, given SHV
Note: RMSEs are relative to the HV micro and macro parameters/shocks
B.2 Non-Durables Results
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Relative RMSE
Counterfactuals
⇥
QHVi ,S
LV
i
⇤ ⇥
QLVi ,S
HV
i
⇤ ⇥
QLVi ,S
LV
i
⇤
Shocks Structure Total
New Orders ot 0.86 0.60 0.57
Backorders ut 0.89 0.92 0.80
Relative price pt 0.97 1.30 1.13
M&S Inventory mt 0.99 0.84 0.70
FG Inventory ht 1.01 0.52 0.50
Table B.4. 60-month RMSE counterfactuals – structure vs. shocks (non-durables)
Note: RMSEs are relative to the HV micro and macro parameters/shocks, ie. [QHV ,SHV ].
Forecast Variance Decomposition (%)
RMSE Own oit uit Other Industry Aggregate
High Volatility
New Orders oit 0.52 4.68 0.46 1.43 93.43
Backorders uit 1.99 0.02 2.02 1.74 96.23
Relative price pit 0.51 5.81 0.61 0.09 1.40 92.08
M&S Inventory mit 0.57 2.35 0.27 0.67 5.62 91.08
FG Inventory hit 0.56 11.59 0.17 0.53 1.22 86.49
Low Volatility
New Orders oit 0.30 8.67 0.16 2.30 88.87
Backorders uit 1.60 0.16 1.67 17.10 81.07
Relative price pit 0.57 21.11 0.04 0.43 2.41 76.02
M&S Inventory mit 0.40 7.74 0.29 0.21 7.65 84.10
FG Inventory hit 0.28 16.90 0.18 0.22 8.61 74.09
Table B.5. Forecast Error Variance Decomposition
Note: The second column is the percentage of the forecast error variance that can be
attributed to the the shock of the variable itself. The second , third and fourth columns
is the FEVD to new orders and backorder shocks, and all other industry-level variables,
respectively. The last column is the FEVD attributed to the macro block of variables.
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Figure B.3. Impulse Responses to a 1% increase in commodities prices
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Figure B.4. Non-durables Impulse Responses to a 100 bps Fed Funds Rate Increase
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Appendix C
Leaning Against the Wind and
Policy Tradeoffs
C.1 Model with financial frictions à la Gertler
and Karadi (2011)
uˆc,t =   11  h cˆt +
h
1  h cˆt 1 (C.1)
Lˆt = yˆt   yˆt 1 + uˆc,t   uˆc,t 1 (C.2)
lˆt =
q
q   µµˆt (C.3)
(n  q)Nnˆt + nN(nˆt   qˆt) = D(q   µ)dˆt   µDµˆt (C.4)
µˆt = Lˆt+1 + Wˆt+1 + (Rsrˆs,t+1   Rrˆt)/(Rs   R) (C.5)
nˆt   qˆt = Lˆt+1 + Wˆt+1 + rˆs,t+1 (C.6)
WWˆt = sn(1+ l)(nˆt   qˆt) + sl(n  q)lˆt (C.7)
nˆt = (s+ x)(S/N)Rs(qˆt 1 + sˆt 1 + rˆs,t)  s(D/N)R(rˆt 1 + dˆt 1) (C.8)
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Ddˆt = S(qˆt + sˆt)  Nnˆt (C.9)
 Lˆt+1 = rˆt (C.10)
wˆt + uˆc,t = yˆ`t + jlˆt (C.11)
yˆt = aˆt + akˆt 1 + (1  a)lˆt (C.12)
zˆt = mˆct + yˆt   kˆt 1 (C.13)
wˆt = mˆct + yˆt   lˆt (C.14)
Rs(qˆt 1 + rˆs,t) = Zzˆt + (1  d)qˆt (C.15)
qˆt = k(iˆt   iˆt 1)  bk(iˆt+1   iˆt) (C.16)
Gˆ1,t = (1  gb)(mˆct + yˆt) + gb(Lˆt+1 + #pˆt+1   i#pˆt + Gˆ1,t+1) (C.17)
Gˆ2,t = (1  gb)yˆt + gb[Lˆt+1 + (#  1)pˆt+1   i(#  1)pˆt + Gˆ2,t+1] (C.18)
gpˆt   gipˆt 1 = (1  g)pˆ⇤t (C.19)
pˆ⇤t = yˆMt + Gˆ1,t   Gˆ2,t (C.20)
fˆt = r fˆt 1 + (1  r)[fppˆt + fyyˆt] (C.21)
fˆt = rˆt + pˆt+1 (C.22)
kˆt = (1  d)kˆt 1 + diˆt (C.23)
yˆt = (C/Y)cˆt + (I/Y)iˆt + (G/Y)gˆt (C.24)
kˆt = sˆt (C.25)
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