Background Known coronary artery disease (CAD) risk scores (e.g., Framingham) estimate the CAD-related event risk rather than presence/absence of CAD. Artificial intelligence (AI) is rarely used in this context. Aims This study aims to evaluate the diagnostic power of AI (memetic pattern-based algorithm (MPA)) in CAD and to expand its applicability to a broader patient population. Methods and results Nine hundred eighty-seven patients of the Ludwigshafen Risk and Cardiovascular Health Study (LURIC) were divided into a training (n = 493) and a test population (n = 494). They were evaluated by the Basel MPA. The Btraining population^was further used to expand and optimize the Basel MPA, and after modifications, a final validation was carried out on the Btest population.^The results were compared with the Framingham Risk Score (FRS) using receiver operating curves (ROC; area-under-the-curve (AUC)). Of the 987 LURIC patients, 71% were male, age 62 ± 11 years and 68% had documented CAD. AUC of Framingham and BASEL MPA to diagnose CAD in BLURIC training^were 0.69 and 0.80, respectively. AUC of the optimized MPA in the training and test cohort were 0.88 and 0.87, respectively. The positive predictive values (PPV) of the optimized MPA for exclusion of CAD in Btraining^and Btest^were 98 and 95%, respectively. The PPVof MPA for identification of CAD was 93 and 94%, respectively. Conclusions The successful use of the MPA approach has been demonstrated in a broad-risk spectrum of patients undergoing CAD evaluation, as an element of predictive, preventive, personalized medicine, and may be used instead of further non-invasive diagnostic procedures. 
Introduction
Risk scores, incorporating risk factors of coronary artery disease (CAD) are widely used for risk stratification in cardiology [1] [2] [3] [4] .
The Framingham Risk Score (FRS) [2] or the Prospective Cardiovascular Münster study (PROCAM) [3, 4] score provide risk stratification regarding the occurrence of cardiovascular events within a time period of up to 10 years.
Other risk scores have incorporated additional variables (e.g., high-sensitive troponin, C-reactive protein) to improve CAD risk prediction [5, 6] .
However, little is known and available to predict the presence or absence of CAD in a particular individual, even though a patient-tailored approach in the context of predictive, preventive, personalized medicine (PPPM) should be the focus [7] [8] [9] [10] , especially using easily available patient data.
Using combined statistical methods and artificial intelligence strategies (memetic pattern-based algorithms (MPA)), it becomes feasible that CAD can be either diagnosed or excluded with an accuracy as high as 98% [11] . This is possible thanks to readily available clinical parameters and routine laboratory testing combined with latest artificial intelligence (AI) modeling. Risk scores currently used were developed mainly on the basis of logistic regression [12] , Cox proportional hazards regression [13] , and accelerated failure time analysis [1, 14, 15] . Today's newer Bintelligent statistical modeling processes^carry the potential to improve the prediction of presence or absence of CAD [16] [17] [18] [19] . Such processes do not rely on a single statistical method but rather on combining a multitude of statistical learning methods and utilizing an evolutionary learning optimization process to develop an optimal combination and parameterization of these methods and to choose the patterns (Bmemetic profiles^) relevant for the diagnosis or exclusion of CAD.
In a high-risk patient population undergoing coronary angiography, it has been demonstrated that the MPA provided a high diagnostic accuracy for CAD (AUC = 0.824) [11] .
Since it is unclear whether the MPA provides similar results in other patient populations (e.g., with lower risk of CAD or known CAD), the aims of our study were as follows:
1. To apply and validate the original Basel MPA model [11] on a different patient population (Ludwigshafen Risk and Cardiovascular Health Study (LURIC) training population) [20] and to compare the results with the results of the Basel MPA study [11] ; 2. To optimize the Basel MPA model using the LURIC training population with the goal of coping with differences in the distribution of the baseline variables used, caused by the method of how these factors were measured; 3. To test the modified and optimized model on the LURIC validation population for predicting the presence or absence of angiographically documented coronary artery stenosis; 4. To assess the optimized model's accuracy in two independent low-risk population simulations.
Methods

Patient populations
The study complies with the Declaration of Helsinki, the research protocol has been approved by the locally appointed ethics committees, and informed consent has been obtained from the subjects.
BASEL MPA population [11]
Data of 245 patients were used to build the MPA, and data of 128 further patients were used for its validation. No patient had prior or acute CAD. All patients had been referred to the hospital for CAD evaluation and underwent coronary angiography.
Ludwigshafen Risk and Cardiovascular Health Study population [20] Of the 987 patients, data of 493 patients (training population) were used to test the BASEL MPA in this LURIC cohort (without knowing the CAD status of the LURIC training population) and then to optimize the MPA. Data of 494 LURIC patients (test population) were used to test and validate the modified BASEL MPA.
Simulated patients.
The virtual low-risk sample of more than 30,000 patient records was generated by combining 20,000 virtual normal patients (normality defined on the basis of characteristics of lowrisk healthy individuals in the BASEL MPA and LURIC studies and reconciled with expert information about the normal ranges of each input factor) with patients generated on the basis of the LURIC study sample in a proportion which delivers 23% CAD prevalence in the generated sample. The generated sample was used to further test the reliability of the MPA in a low-risk population.
Procedures
Patient evaluation
All BASEL and LURIC patients underwent a standardized evaluation including patient history, physical examination, 12-lead electrocardiogram (ECG), blood tests, and coronary angiography. Patient history focused on patient symptoms (chest pain, shortness of breath, and their character and severity if present), CAD risk factors, and medication. Patient height, weight, and blood pressure were determined. Laboratory variables included hematology (white blood cells, MCV, MCHC, INR), electrolytes (chloride, potassium, sodium, phosphate), enzymes (pancreatic amylase, alkaline phosphatase, creatinine kinase, GGT, ALAT, ASAT), metabolites (bilirubin, urea, uric acid, creatinine), lipids (cholesterol, HDL, LDL), as well as glucose, proteins, high sensitive troponin T, and coagulation variables (INR). Importantly, no stress test data (e.g., no ergometry, treadmill, or cardiac imaging data) was used.
Based on these data, the risk scores were calculated. The outcome measure for this evaluation was presence or absence of CAD (stenosis) defined by standard diagnostic coronary angiography. Coronary angiography was performed by standard Judkins technique.
Presence of at least one coronary artery stenosis > 50% by visual interpretation was considered a significant stenosis. Coronary angiographies were analyzed independently, and invasive cardiologists were blinded to MPA results.
Application of the MPA
Since in the BASEL MPA patients had no prior CAD, the algorithm was applied to the LURIC training population (n = 493), in which there were patients with prior CAD (the CAD status of the LURIC training population, however, was not provided to the modelers at this first step). In the second step, data of the LURIC and BASEL populations were used to focus the algorithm on different patient populations to be tested.
In the third step, the algorithm was applied to the Btest^-LURIC population (n = 494).
And in the last step, the algorithm was applied to the virtually created low-risk-patient sample (n = 30,303) and the validity of results was confirmed analytically by using a modified Monte-Carlo simulation [21] .
Statistical methods
For standard statistical analyses, continuous variables are described as the mean (± standard deviation) or median as appropriate, and for binary categorical variables, the count and the percentage value is shown.
The chi-square test was used to compare proportions for dichotomous variables. The Student's t test was used to compare means ± standard deviation for continuous variables. The Wilcoxon-Mann-Whitney test was used for the troponin and ALAT, since this test was more suitable for the variables' distribution.
The modeling and optimization method description
The MPA modeling process is a multilayer, multiple method process including the following methods from the field of pattern recognition and machine learning [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] : The approach was implemented as an autonomous modeling process and was able to detect complex patterns and inherent relationships in the data. An evolutionary optimization process iteratively combined variables of the input data, their univariate or multivariate functional transformations, and weak classifiers, which were built with methods like decision trees, logistic regressions, clustering, categorization, or risk mapping. Thousands of unique models were evaluated in the course of optimization. Evaluated models were built from multiple layers where the output of one method or transformation could be the input for another. The capability to combine various pattern detection methods leads to a higher pattern detection quality and ability to find complex, nonlinear dependencies in the data.
The unique ability of this approach is to fix the desired sensitivity/specificity prior to modeling and therefore to steer the modeling process in the desired direction allowing to build models with very low false-positive or false-negative rates.
Simulated low-risk patients
The results of the BASEL/LURIC model validation were projected to a low-risk patient population.
The primary difference between the high-risk and the generated low-risk-patient population was that a much larger number of patients without CAD was included in the sample. The difference between the samples was on the healthy patients' side while the CAD-positive patients' scoring results were expected to be the same. This led to changes in expected values of the true-positive (TP) rate of the H+ (CAD excluded) diagnostic decision (the percent of healthy individuals the H+ model will identify as healthy) and the false-positive (FP) rate of the CAD+ (CAD is present) diagnostic decision (the percent of healthy patients the CAD+ model will identify as sick). Other parameters as the FP rate of the H+ diagnostic decision (the % of sick patients the H+ model will identify as healthy) and the TP rate of the CAD+ diagnostic decision (the % of sick patients the CAD+ model will identify as sick) are left unchanged from the prospective validation results performed in the second step.
For the analysis of the low-risk population results, in the first step, the score distribution of MPA for LURIC on healthy individuals' sample was modeled with the logit function of the sum of two normal distributions, and additionally, the simulation of distribution parameters on the basis of characteristics known about the low-risk patient population. p value for K-S test of uniformity distributions was 0.996 when comparing the observed and modeled distributions. By assuming CAD prevalence in the general population to be 23%, the share of highrisk patients sent to a cardiologist to be 20%, and the score provided by the MPA for healthy patients decreasing proportionally to the prevalence of CAD in the low-risk population sample, we were able to define a number of constraints and perform the simulation which has constructed more than 3,000,000 of possible distributions and estimated the worst case of model error for the given cut-off point. (modified Monte-Carlo simulation).
In addition to the analytic simulation, a simulation based on generating random multivariate patient data was performed. The patient sample, based on randomly generated healthy individuals combined with actual LURIC data was used for analyzing the score distribution and estimating the number of true positives and false positives in each cut-off point.
Results
The following variables were most predictive in the population used to develop the CAD-MPA (BASEL MPA): age, sex, weight, height, chest pain, and shortness of breath. CAD risk factors include diabetes, smoking, systolic blood pressure, and diastolic blood pressure. Laboratory values include glucose, total cholesterol, LDL cholesterol, HDL cholesterol, ASAT, ALAT, alkaline phosphatase, bilirubin, GGT, globulins, sodium, chloride, phosphate, creatine kinase, troponin, international normalized ratio (INR), urea, creatinine, white blood cells, and mean corpuscular hemoglobin (MCH). ECG parameters are pathologic Q-wave, repolarization anomalies, and current medications used: intake of betablocker, oral anticoagulation, a cholesterol-lowering drug, or of a platelet inhibitor.
In the optimized MPA, a few variables could even be eliminated from the model without a loss of diagnostic accuracy (ASAT, GGT, sodium, chloride, phosphate, creatine kinase, international normalized ratio (INR)). Table 1 summarizes and compares the BASEL and LURIC baseline patient data. The BASEL population was older than the LURIC population. As per definition, the LURIC patients more frequently had known prior CAD (prior myocardial infarction or another CAD event) and a higher cardiovascular risk profile than the BASEL population (in the BASEL population patients with known or acute CAD were excluded from the study). With respect to the laboratory test results, the significantly higher troponin level in the LURIC population has to be mentioned. Table 2 depicts the baseline data comparison of LURIC training and test patients. These two populations were almost identical, except that there were more male patients in the training than in the test population.
Of the 987 LURIC patients, 71% were male, and the mean age was 62 ± 11 years. Coronary angiography revealed significant coronary stenosis in 68% of the patients.
The results of the comparison between LURIC and the simulated low-risk patients is depicted in Table 3 .
It is evident that patients created by simulation had a much lower-risk profile than the LURIC population. The simulated low-risk population was younger, had less severe chest pain, less medication, and was closer to a Bnormal^population.
Predictive value of the MPA
In Fig. 1a -c, the predictive values of the algorithms to diagnose coronary artery disease are summarized for the two LURIC populations and the simulated low-risk patients. By combining the data of Basel and LURIC and modifying the algorithm, the predictive results improved. (Increase of AUC from 0.8 to 0.88 as shown by the receiver operating curves, p value < 0.001). For the simulated low-risk patients, the predictive value was excellent with an AUC > 0.9. Table 4 provides the results in further detail.
Importantly, the risk score of the model discriminates two diagnostic decisions (H+: CAD is excluded and CAD+: CAD is present). Each of these decisions was evaluated as an independent diagnostic test, and in every validation, all the accuracy indicators (like sensitivity, specificity, PPV, NPV) are shown for these two decisions.
By analyzing possible cut-off values and the corresponding sensitivities and specificities, low-and high-risk classifications could be defined for patients, reflecting a broad patient-risk spectrum from screening to symptomatic level, from outpatient to inpatient level. Five risk classes were built taking into account these low-and high-risk populations. In the low-risk patient population, the prevalence of CAD was 0.2, 2.7, 31.5, 79, and 93.4% for the very low-, low-, medium-, high-, and very high-risk groups, respectively. The percentage of patients in these risk groups was 47.6, 16.8, 16.5, 4.6, and 14.6% for the very low-, low-, medium-, high-, and very high-risk groups, respectively. In the high-risk patient population, the prevalence of CAD was 3.4, 22.4, 53.2, 79.7, and 93.4% for the very low-, low-, medium-, high-, and very high-risk group, respectively. The percentage of patients in these risk groups was 9, 5.9, 28.8, 13.5, and 42.9% for the very low-, low-, medium-, high-, and very high-risk groups, respectively.
For the low-risk population, the cut-off point selection differed from the high-risk population. The reason is that in the low-risk population, the diagnostic test should select patients with elevated CAD risk with very high sensitivity, even at the cost of having lower specificity, so that these patients could be further evaluated and are not missed in the diagnostic process.
On the basis of these results, this approach could be used as a very useful tool to evaluate pretest probability of CAD and to decide how to further proceed in the diagnostic and therapeutic process. A suggested decision-making process is depicted in Fig. 2 .
If an individual patient has been defined as Bvery low risk of having a coronary artery stenosis,^the prevalence of CAD was very low, between 0.22 and 3.4%, and no further evaluation regarding CAD would be necessary.
If an individual patient has been defined to be Bvery high risk,^the prevalence of CAD was 93.4%. A patient in this category may be referred directly to invasive coronary angiography.
Discussion
Artificial intelligence algorithms provide the possibility for our patients to accurately diagnose or exclude CAD (stenosis) based on readily available clinical and laboratory variables. A memetic pattern-based algorithm (MPA) was first developed enrolling a patient population without prior CAD in Basel. The MPA was optimized with an evolutionary learning process which was then validated in the Basel CAD study [11] . The Basel MPA has been further expanded, optimized, and validated in the current study by incorporating data from the LURIC study.
The refined MPA proved to better discriminate between patients with versus patients without angiographically documented CAD than the FRS. The diagnostic accuracy of the refined Basel algorithm provided even better results after incorporation of the LURIC data, resulting in comparable or even better predictive results than those provided by other non-invasive diagnostic tests with respect to CAD diagnosis ( Table 5) .
The gold standard to diagnose or exclude CAD still remains invasive coronary angiography. A large number of non-invasive tests including stress ECG, stress echocardiography, myocardial perfusion scintigraphy, positron emission tomography (PET), as well as computed tomography and magnetic resonance imaging-based techniques are available to evaluate individual patients with respect to the presence or absence of CAD.
Understanding the multifactorial nature of cardiovascular disease and the interrelation of risk factors as reflected by recent CAD scores and new statistical methods, as used in the MPA, should lead to accurate diagnoses and avoiding unnecessary and expensive invasive and non-invasive procedures, particularly in patients at low CAD probability. The model developed in the BASEL CAD study [11] and expanded and optimized in the current study was designed specifically for this task on the basis of the unique characteristics of the MPA modeling processes and artificial intelligence. It demonstrates how artificial intelligence can be incorporated in the CAD evaluation process. The evaluation of readily available patient data by the MPA results in a patient-tailored approach providing an accurate result for the individual patient. Based on this result that delivers the patient's pretest probability of CAD, further individual patient evaluation and therapy can be planned. The MPA therefore could be broadly used in daily clinical practice (e.g., by family doctors, general practitioners, and cardiologists; in the outand in-patient setting) and decision making as an accurate tool of predictive, preventive, personalized medicine. There are several advantages of the MPA modeling process [18, 19] : the process is able to find and describe small Abbreviations: CAD, coronary artery disease; CAD+, patients with CAD; H+, healthy subjects; FP, false positive; PPV, positive predictive value; LR, likelihood ratio a Neither CAD+ nor H+ models produce definitive identification-only the risk score is returned for these records. In these patients, Bconventionalŝ trategies would have to be applied (e.g., cardiac imaging or stress testing) b For example, CAD+ patients identified as CAD+ l Characterizes the quality of the binary classification, 1-random model, the higher the better; LR is the TP ratio/FP ratio m Characterizes the quality of the binary classification, 1-random model, the higher the better; LR is the TP ratio/FP ratio multivariate patterns in the data and to combine them together into a high-quality predictive model. The process is highly automated [30, 31] . A directed search for the best possible methods and attributes combined is performed automatically by the system [32] . As a result, a much larger number of possibilities and approaches are explored by an automatic system than by what is possible in a manual modeling process [28] .
The modeling process was designed for working with data of large dimensionality, based on a multi-level modeling architecture. Feature selection and dimensionality reduction tasks are performed automatically on the basis of evolutionary learning [26] . The process allows optimizing the models specifically for making low alpha and low beta error classification decisions. The criteria of optimization were based on the risk preference and error constraints chosen by a modeler in order to build models with the lowest possible number of false positives, when modeling Bdiagnosis of CAD,^or to build models with the lowest possible number of false negatives when generating models for Bexclusion of CAD.Â (based on risk thresholds in the guidelines [33] ). In summary, this approach could be used as a very useful tool to evaluate pretest probability of CAD and to decide how to further proceed in the diagnostic and therapeutic process. At this point in time, (**) depending on the patient's baseline risk, 9-48, 37-48, and 15-43% of the evaluated patients would be in the very low-, intermediate-, and high-risk groups, respectively. Up to 52-63% (9 + 43%/48 + 15) of patients would not need any further evaluation or could be directly referred to coronary angiography after using the MPA approach. AI, artificial intelligence; MPA, memetic profile-based algorithm; CAD prev, CAD prevalence in the particular risk group Of note, other risk scores as the Framingham risk score focus on risk prediction; whereas, our MPA focuses on the diagnosis of CAD. Since, the individual patient is not only interested to know the probability of suffering from a cardiovascular event in the future but also to know whether there is evidence that he or she suffers of relevant CAD or not. In a patient with chest pain, it is crucial to confirm or exclude the presence of hemodynamically relevant coronary disease (and possibly treat it) and not only to evaluate the risk for the occurrence of a cardiovascular event, sometime in the future.
The current study has confirmed that the BASEL CAD algorithm provides the expected level of diagnostic accuracy in varying patient populations (in the current study the LURIC population).
The algorithm could also be optimized by including patients with other baseline characteristics (lower-risk patients and patients with known CAD).
Therefore, it seems reasonable to apply the algorithm to high-and low-risk patient populations.
The current study provides a robust estimate what the user can expect by using the expanded and optimized BASEL MPA in Bdaily practice^-in a screening process and in a patient with expected CAD:
Patient populations classified as Bvery low risk^of having CAD would have a prevalence of CAD up to only 3.4%.
Based on these risk classifications, a decision-making process might be defined (Fig. 2) . The evaluation process using the MPA, as depicted in Fig. 2 , could lead to a completely new, and very accurate assessment of the pretest probability of CAD.
Importantly, the thresholds of accepted false-positive and false-negative rates can be chosen in the MPA models, resulting in changes with respect to the expected accuracy.
There are several possibilities to compare the accuracy of a diagnostic test as done in the present study, either based on a Bpopulation^or an Bindividual^level. It is important to take into account that since Bdiagnosis^and Bexclusion^of CAD are two different questions of binary classification, the calculation and the comparison of statistical quality indicators of the binary classification should be performed separately for both classifications.
The results of the current study demonstrate that evaluation by the MPA provides better results when compared with the FRS with respect to AUC values (AUC = 0.87 vs 0.69, p value < 0.001). The most striking point is the high diagnostic certainty of ruling out CAD by MPA. If a patient is evaluated by the MPA and found to have Bno CAD,^then this result is accurate in 95% of the cases even in a high-risk (e.g., hospital) population with CAD prevalence > 60%, and in a low-risk population, this figure is estimated to be > 99%.
The comparison of the MPA results in the present study to the reported results of performances of logistic regression, classification and regression tree, and neural networks for predicting CAD by Kurt et al. showed that AUC values of the MPA described here, are just above the highest of all statistical modeling methods considered in that article [34] . The main advantage of the MPA is that the approach and the applied methods seem to be better suited for diagnostic classifications by providing a way of optimizing the model, specifically for diagnostic decisions with a low rate of false positives (optimizing on the left and right ends of the ROC curve). The latter is consistent with higher rates of patients who can be safely diagnosed as either healthy or as suffering from CAD.
The strength of the current study is that the MPA was developed, expanded, optimized, and validated in two separate independent patient populations (BASEL and LURIC) and that risk score evaluations were confirmed by invasive coronary angiography in all patients. In addition, sensitivity analyses showed that the stability of the MPA is given (results not shown), particularly also for patients in whom CAD could be excluded, indicating that similarly reliable results can be anticipated also for larger populations of the same risk category.
Since studied patients were referred to coronary angiography in the BASEL MPA, and LURIC study, they had a relatively high pretest probability of CAD. In fact, 68% of them had angiographic evidence of CAD. However, the simulation performed as a part of this study allowed to estimate model accuracy also in a low-risk patient population and thus improving the results of various diagnostic tests, especially in low-risk patient populations.
It is a limitation of this study that the results of the low-risk patient population are based in part on statistical simulation and not on a sole study in a low-risk population. A clearly defined endpoint is just achievable with coronary angiography or another validated diagnostic test as the gold standard.
But due to ethical reasons, coronary angiography is not applicable for a sole low-risk patient population. Therefore, the statistical simulation approach is the best practical approach to estimate the model accuracy in a low-risk population.
The predictive power of MPA might even be increased by incorporating further data into the models (e.g., stress testing, non-invasive cardiac imaging). However, for the time being, we decided to only use readily available clinical variables, which makes this approach broadly available and applicable also in primary care and daily clinical practice.
Conclusions
The diagnostic accuracy of the clinical diagnosis of CAD may be improved with the use of an artificial intelligence approach (MPA). The MPA provided an overall higher diagnostic accuracy than the FRS tested with respect to angiographically relevant CAD and is comparable in its predictive value with noninvasive diagnostic tests. This also holds true on an individual patient level. In contrast with other methods and scores, the MPA allows for diagnosing or excluding coronary artery stenosis instead of just predicting the probability for future CAD events.
The current study allows expanding the MPA approach to a broad-risk-spectrum of patients, as an element of decision making and of a patient-tailored approach in the setting of predictive, preventive, personalized medicine. Using the MPA approach may help to prevent further unnecessary diagnostic procedures, including non-invasive CAD testing.
Patients undergoing CAD evaluation may benefit from this AI-facilitated approach, since the diagnostic yield of readily available patient variables used in the MPA may be as high as by non-invasive testing.
In summary, AI-based decision-making algorithms may help doctors and health-care professionals in the decisionmaking process of suspected coronary artery disease patients. Using artificial intelligence might improve diagnosis of coronary artery disease and decision making and reduce the costs in this field.
Thus, AI may represent an essential tool for complex analysis of the health-related data sooner than expected just a few years ago. Therefore, any practical application, such as the use of MPA presented in this paper, may substantially catalyze further development of PPPM.
