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Abstract
Let V and W be matrices of size n × pk and qm × n, respectively. A necessary and
sufficient condition is given for the existence of a triple (A,B,C) such that V a k-step
reachability matrix of (A,B) and W an m-step observability matrix of (A,C).
Keywords: Reachability matrix, observability matrix, generalized inverses, common
solutions.
AMS Subject Classification (2010): 15A03, 93B05, 15A09.
1 Introduction
Let A ∈ Kn×n, B ∈ Kn×p, C ∈ Kq×n be matrices over a field K (this is done for the
sake of generality: in practical situations one usually has K = R of K = C). The matrix
Rk(A,B) =
[
B AB . . . Ak−1B
]
∈ Kn×pk
is the k-step reachability matrix associated to (A,B), and
Om(A,C) =


C
CA
...
CAm−1

 ∈ K
qm×n
is the m-step observability matrix associated to (A,C).
These matrices are a basic tool in linear systems theory (see e.g. [3], [5], [8]). The fact
that they play an important role in identification provides the motivation for our study.
In the last decade a family of subspace-based methods for the identification of MIMO
linear time-invariant systems have been proposed (see [6] for an overview). Essentially,
these methods consist of two steps: First the observability and reachability matrices of
the systems are estimated. Then the matrices (A,B,C) of a state space realization of the
system are recovered from the observability and reachability matrices. Therefore, given
a pair of matrices (V,W ) ∈ Kn×pk × Kqm×n it is natural to ask whether V is a k-step
reachability matrix and W is an m-step observability matrix for some triple (A,B,C),
and if the answer is positive, to establish a parametrization of all possible triples (A,B,C)
compatible with the given pair. This is the problem addressed in this short note.
2 The result
Our approach involves {1}-inverses and a common solution of a pair of matrix equations.
If F ∈ Ks×t then, according to the notation of [1], we set F {1} = {Y ∈ Kt×s; FY F = F}.
A matrix Y ∈ F {1} is said to be a {1}-inverse of F and denoted by F (1). The following
lemma is well known (see [1, p. 54/55], [7, p. 49]).
Lemma 2.1. Let F ∈ Ks×t, H ∈ Kp×q, C ∈ Ks×p, D ∈ Kt×q. (i) The pair of equations
FX = C and XH = D (2.1)
have a common solution X ∈ Kt×p if and only if each equation separately has a solution
and
CH = FD. (2.2)
(ii) Suppose the equations (2.1) have a common solution. Let F (1) ∈ F {1} and H(1) ∈ H{1}.
Then
X0 = F
(1)C + (I − F (1)F )DH(1)
is a common solution of (2.1). Moreover, X0 = DH
(1) + F (1)C(I −HH(1)).
(iii) If Y0 is a common solution of (2.1) then the general solution is
X = Y0 + (I − FF
(1))Z(I −H(1)H) (2.3)
for arbitrary Z ∈ Ks×q.
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Condition (2.2) can be traced back to a 1910 paper of Cecioni [2]. In the follow-
ing theorem it appears in the form (2.7) and provides the required interlocking between
reachability and observability matrices.
Theorem 2.2. Let V ∈ Kn×pk and W ∈ Kn×qm be given, and let
V =
[
V0 V1 . . . Vk−1
]
and W =
[
W T0 W
T
1 . . . W
T
m−1
]T
be partitioned into blocks Vi ∈ K
n×p and Wi ∈ K
q×n, respectively. Set
VL =
[
V0 V1 . . . Vk−2
]
and V U =
[
V1 V2 . . . Vk−1
]
,
and
WL =


W0
W1
...
Wm−2

 and W
U =


W1
W2
...
Wm−1

 .
(i) Then there exists a triple (A,B,C) ∈ Kn×n ×Kn×p ×Kq×n such that
V = Rk(A,B) and W = Om(A,C) (2.4)
if and only if
Ker VL ⊆ Ker V
U , (2.5)
Im WL ⊇ Im W
U , (2.6)
and
WLV
U = WUVL. (2.7)
(ii) Suppose the conditions (2.5) - (2.7) are satisfied. Then we have (2.4) if and only if
A = W
(1)
L W
U + (I −W
(1)
L WL)V
UV
(1)
L + (I −W
(1)
L WL)Z(I − VLV
(1)
L ), Z ∈ K
n×n,
and (B,C) = (V0,W0).
Proof. (i) The inclusion (2.5) holds if and only if ArVL = V
U for some Ar ∈ K
n×n. Hence
(2.5) is equivalent to Vi = ArVi−1, i = 1, . . . , k. Thus we have (2.5) if and only if
V =
[
V0 ArV0 . . . A
k−1
r V0
]
= Rk(Ar, V0)
for some Ar ∈ K
n×n. Similarly, (2.6) is valid if and only if WLAo = W
U for some
Ao ∈ K
n×n. Hence (2.6) holds if and only if W = Om(Ao,W0) for some Ao ∈ K
n×n. Now
suppose V = Rk(Ar, V0) and W = Om(Ao,W0). Then there exists a matrix A such that
A = Ar = Ao if and only if each of the two matrix equations XVL = V
U and WLX = W
U
is consistent and there exists a common solution. We apply Lemma 2.1(i) and conclude
that the identity (2.7) is necessary and sufficient for the existence of a common solution X .
Part (ii) follows from Lemma 2.1(ii) and (iii).
If we take W = 0 in Theorem 2.2 then we obtain the following.
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Corollary 2.3. Let V ∈ Kn×(p·k) be given. Then there exists a pair (A,B) ∈ Kn×n×Kn×p
such that V = Rk(A,B) if and only if Ker VL ⊆ Ker V
U . In that case we have V =
Rk(A,B) if and only if
A = V UV
(1)
L + Z(I − VLV
(1)
L ), Z ∈ K
n×n,
and B = V0.
For the special case p = 1 and k = n, and more detailed results involving companion
matrices, we refer to [4].
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