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Abstract
In recent years, significant advancements have been made in both sensor tech-
nology and small Unmanned Aircraft Systems (sUAS). Improved sensor technology
has provided users with cheaper, lighter, and higher resolution imaging tools, while
new sUAS platforms have become cheaper, more stable and easier to navigate both
manually and programmatically. These enhancements have provided remote sens-
ing solutions for both commercial and research applications that were previously
unachievable. However, this has provided non-scientific practitioners with access to
technology and techniques previously only available to remote sensing professionals,
sometimes leading to improper diagnoses and results. The work accomplished in this
dissertation demonstrates the impact of proper calibration and reflectance correction
on the radiometric quality of sUAS imagery.
The first part of this research conducts an in-depth investigation into a proposed
technique for radiance-to-reflectance conversion. Previous techniques utilized re-
flectance conversion panels in-scene, which, while providing accurate results, required
extensive time in the field to position the panels as well as measure them. We have
positioned sensors on board the sUAS to record the downwelling irradiance which
then can be used to produce reflectance imagery without the use of these reflectance
conversion panels.
The second part of this research characterizes and calibrates a MicaSense RedEdge-
3, a multispectral imaging sensor. This particular sensor comes pre-loaded with
metadata values, which are never recalibrated, for dark level bias, vignette and row-
gradient correction and radiometric calibration. This characterization and calibration
iii
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studies were accomplished to demonstrate the importance of recalibration of any
sensors over a period of time. In addition, an error propagation was performed to
detect the highest contributors of error in the production of radiance and reflectance
imagery.
Finally, a study of the inherent reflectance variability of vegetation was performed.
In other words, this study attempts to determine how accurate the digital count
to radiance calibration and the radiance to reflectance conversion has to be. Can
we lower our accuracy standards for radiance and reflectance imagery, because the
target itself is too variable to measure? For this study, six Coneflower plants were
analyzed, as a surrogate for other cash crops, under different illumination conditions,
at different times of the day, and at different ground sample distances (GSDs).
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Motivation for the work completed in this dissertation evolved from numerous sUAS
flights conducted during the inaugural collection season of the Rochester Institute
of Technology’s Center for Imaging Science’s sUAS Lab. Every field data collect
required reflectance correction targets to be deployed, and measured numerous times
with a field spectroradiometer due to changing illumination of the field via changing
sun angle, clouds, etc. These physical tasks expended valuable time for the ground
crew. In addition, these targets had to be revisited as frequently as possible by the
sUAS in order to produce the most accurate reflectance imagery which decreased
the overall area a single sUAS flight was able to image. Because of this, a simple
yet effective technique was desired for converting radiance imagery into reflectance
imagery.
Afterwards, motivation turned towards characterizing and calibrating sensors.
As sensors and cameras age, their response to identical inputs will change. This is
due to electrical, mechanical and even optical degradation. It is important to have
up-to-date geometric and radiometric correction coefficients so that any captured
data can be accurately converted to the proper domain. For these reasons, testing
was accomplished on a multispectral sensor to determine a holistic approach for
collecting and processing data for computation of these correction values.
Finally, a variability study was conducted for vegetation. This study was accom-
plished to analyze the reflectance variability of vegetation. A multitude of variables
can effect the results from any experiment and it is therefore important to fully
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understand any data collection process. This study was completed to demonstrate
how technology and collection methods are not the only source of error when con-
ducting experiments, and how variable vegetation reflectance can be on any given
day depending on when the data is collected.
Ultimately, this thesis produced an end-to-end analysis of the quality of radio-
metric imagery captured from an sUAS platform. This work will allow sUAS users
to convert their imagery into reflectance and know the error at every pixel location
of that image, while also knowing that their target of interest contains an error
component as well.
1.1.1 A Comparative Study
The context for this part of the study is developing a new method for converting
radiance imagery into reflectance. Traditional remote sensing images were captured
via manned aircrafts and satellites, which meant converting them into reflectance
required large reflectance conversion targets and the use of the Empirical Line Method
(ELM). This study investigates the use of a newly developed At-Altitude Radiance
Ratio (AARR) technique. This technique utilizes a downwelling light sensor on top
of the sUAS that measures the level of illumination as every image is captured by the
camera. The radiance imagery is then divided by this downwelling radiance value to
produce a reflectance image. Previously, this technique could not be utilized because
manned aircrafts and satellites had significant distance between the sensors and
the ground. This introduces extra layers of atmosphere that alters the information
captured by the sensor. Because the Federal Aviation Administration (FAA) of the
United States of America limits sUAS flying altitudes to 400ft [2], it is hypothesized
that this technique can be used for sUAS platforms because the atmosphere up to
400ft will have very little impact on the sensed signal. To determine the accuracy
of AARR, 12 sUAS flights were conducted at four different altitudes, under three
different weather conditions with six different targets on the ground. All captured
images were converted into reflectance using AARR, 1-Point ELM, and 2-Point
ELM and the reflectance of the six targets were compared against ground reference
measurements made during each of those sUAS campaigns. Average and standard
deviations of the errors were computed for comparison of all three techniques to
determine which is the most accurate radiance to reflectance conversion technique for
sUAS remote sensing purposes. In addition, MODTRAN simulations were executed
to test the efficacy of AARR. Chapter 3 of this thesis describes this study in detail
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and the work carried out to determine the viability of the newly developed AARR
technique for converting sUAS imagery into reflectance.
1.1.2 Sensor Calibration and Characterization
The context of this part of the study is fully characterizing a particular MicaSense
RedEdge multispectral camera. A new methodology for computing both a vignette
correction and radiometric calibration was designed and compared against the
MicaSense provided methodology. Each MicaSense sensor contains metadata values
for dark level bias, vignette corrections, and radiometric calibration, which are
permanently stored. When the sensor is brand new, the calibration coefficients
provided in the metadata should hold true. On the other hand, these coefficients
are likely to change as the camera is used and aged (degradation/change in sensor
response). Therefore, it is important that cameras and sensors are calibrated as often
as possible, preferably, before every data collection. Characterization of the MicaSense
RedEdge sensor included conducting a dark level analysis at various temperatures,
computing the relative spectral response (RSR) functions, computing vignette/row-
gradient correction, and computing radiometric calibration coefficients. Three various
temperature environments were tested: a cold room, room temperature, and a bench
oven. The temperatures were selected to span over the operating temperature range
of the sensor. The RSR functions were computed using a monochromator, while the
vignette/row-gradient correction and the radiometric calibration coefficients were
computed using an integrating sphere. Ultimately, an error propagation analysis was
completed to evaluate the error produced in each pixel after conversion from digital
count to radiance or reflectance. This error propagation investigated errors in digital
count, gain, exposure, and the radiometric calibration coefficients. Chapter 4 of this
thesis describes this study in detail and the work carried out to fully characterize
the MicaSense RedEdge sensor.
1.1.3 Inherent Reflectance Variability of Vegetation
The context of this part of the study is characterizing the inherent reflectance vari-
ability of vegetation, a target of interest in many remote sensing applications. Six
coneflowers (Rudeckia fulgida), used as a surrogate for other cash crops, were mea-
sured with an ASD FieldSpec Spectroradiometer and were imaged with a MicaSense
RedEdge sensor. These measurements were made at five different times (08:00AM,
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09:00AM, 10:00AM, 11:00AM, and 12:00PM), at different heights (2cm, 4cm, and
8cm GSD), during different illumination conditions (cloudy and sunny), and of repli-
cate plants (three different plants on each day). These particular measurements were
made to demonstrate the impact of various illumination conditions on vegetation.
The changing sun angle caused different sections of the plants to be illuminated,
and also caused more self-shadowing to occur. Afterwards, individual leaves on the
plants were measured using a leafclip contact probe. This was performed to evaluate
the reflectance of the leaves in a controlled laboratory environment. Finally, a well
known vegetation health index, Normalized Difference Vegetation Index (NDVI)
was evaluated using all the various measurements made in this study. This was
accomplished to demonstrate how changing illumination conditions impact NDVI
values. Chapter 5 of this thesis describes this study in detail and the work carried
out to showcase the inherent reflectance variability of vegetation.
1.2 Objectives
This thesis discusses three objectives which were building blocks of the primary goal:
analyzing the radiometric quality of small unmanned aircraft system imagery. The
main objectives are:
1. Investigating a new technique for converting radiance imagery into reflectance
for sUAS platforms.
(a) Collection of field data for development and testing of new technique
At-Altitude Radiance Ratio (AARR)
(b) Compare the AARR technique to established methods 1-Point and 2-Point
ELM
(c) Perform MODTRAN simulations to determine the efficacy of AARR under
a variety of conditions
2. Characterizing a MicaSense RedEdge multispectral sensor.
(a) Develop a method for both vignette correction and radiometric calibration
(b) Compare the newly developed radiometric calibration to the RedEdge
Camera Radiometric Calibration Model
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(c) Perform a partial derivative error analysis to determine the error in
radiance and reflectance imagery pixels
3. Studying the inherent reflectance variability of vegetation
(a) Collect vegetation data for variability study of various plants, at various
times, GSDs and weather conditions
(b) Demonstrate the difference in reflectance measurements depending on the
variables at the moment of data collection
(c) Determine if the new radiometric calibration and reflectance conversion
techniques produce lower errors than the reflectance variability
1.3 Thesis Layout
This thesis is composed of seven chapters. Chapter 1 presents the introduction as
well as the objectives for all the work completed in this thesis. Chapter 2 provides
the background into remote sensing, small unmanned aircraft systems, calibration,
and reflectance correction. Chapters 3, 4, and 5 contain the main work done for this
thesis. They include a newly developed radiance to reflectance conversion technique,
a characterization of a MicaSense RedEdge sensor, and a reflectance variability study
of vegetation. Chapter 6 is the conclusion of this thesis, and Chapter 7 contains the
recommended future work.
1.4 Contributions
1.4.1 At-Altitude Radiance Ratio
1. A new technique for radiance to reflectance conversion
2. Collection of sUAS data for comparison of 1-Point and 2-Point Empirical Line
Method (ELM) to the newly developed At-Altitude Radiance Ratio technique
(AARR)
3. Efficacy study of AARR using MODerate resolution atmospheric TRANsmission
(MODTRAN) code
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1.4.2 MicaSense Characterization and Calibration
1. Procedure and equations for collection of data required to compute both
vignette and radiometric calibration coefficients for spectral sensors
2. Comparison of new calibration technique and MicaSense RedEdge Camera
Calibration Model
3. Error propagation analysis for computation of error in every pixel of a radiance
or reflectance image
1.4.3 Inherent reflectance variability of vegetation
1. Collection of vegetation reflectances from various GSDs, times and weather
conditions
2. Collection of data for comparison of reflectance from various leaves on a plant,
and different locations on the same leaf
3. Determination of the reflectance variability
1.5 Related Publications
1.5.1 Conference Proceedings
1. Mamaghani, Baabak G., Geoffrey V. Sasaki, Ryan J. Connal, Kevin Kha,
Jackson S. Knappen, Ryan A. Hartzell, Evan D. Marcellus, Timothy D. Bauch,
Nina G. Raqueo, and Carl Salvaggio. “An initial exploration of vicarious
and in-scene calibration techniques for small unmanned aircraft systems.” In
Autonomous Air and Ground Sensing Systems for Agricultural Optimization
and Phenotyping III, vol. 10664, p. 1066406. International Society for Optics
and Photonics, 2018.
1.5.2 Journal Articles
All of these articles have been included in this dissertation:
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2. Mamaghani, B.; Salvaggio, C. Multispectral Sensor Calibration and Character-
ization for sUAS Remote Sensing. Sensors 2019, 19, 4453.
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Remote sensing is the process of collecting data about an object without coming in
direct contact with it. While this definition is broad and can include many different
engineering and scientific fields, remote sensing primarily deals with acquiring imagery
of the earth and analyzing them for various purposes. These purposes include,
but are not limited to: research, environmental, military, and transportation [3].
Environmental remote sensing has helped with estimation of crop health [4], crop
yield [5] and pipeline leaks [6]. Remote sensing has assisted the military through target
detection and classification [7]. Finally, remote sensing has assisted in transportation
applications such as asphalt road deterioration [8] and mobile LiDAR [9].
In the early days of remote sensing, cameras and other sensors were flown on
manned aircrafts and satellites. While these platforms were able to cover large areas
of land in a short time period, they were high in cost and produced large ground
sampling distances (GSDs). The cost of deploying and maintaining aircrafts and/or
satellites made it very difficult for researchers to fully investigate and analyze the
products (images, spectra, etc.) produced by the sensors attached to the platforms.
In addition to the economic constraints, environmental conditions also played a role
in the quality of data. For example, if the deployed satellite was flying over the
target of interest and it was a cloudy day, the images (or data) captured of that
scene would arguably be useless. These issues, and more, led to other technologies
being utilized for remote sensing purposes.
In recent years, many technological improvements have been made to small
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unmanned aircraft systems (sUAS) as well as the sensors attached to these sys-
tems. The relative (compared to satellites/aircraft) low cost of purchasing an sUAS,
purchasing a sensor, and maintaining the entire package has opened the door for
researchers, commercial users and personal users to utilize sUAS for their remote
sensing applications.
2.2 Small Unmanned Aircraft Systems
Small unmanned aircraft systems (sUAS) have been known by many names including:
drones, unmanned aerial vehicles (UAVs) and remotely piloted aircrafts (RPAs).
These systems incorporate three separate components, which are all important to a
successful data collection. These components are: an aircraft, a sensor payload, and
a ground control station or crew [10].
2.2.1 Aircraft
There are different types of sUAS that can be purchased based on the needs of the
customer. The lowest tier are consumer sUAS which are primarily used as toys and
education. Following that is professional drones which are a focus for professional
photographers. Finally, the high end of sUAS are the enterprise drones which are
for larger in size and designed for remote sensing applications. SZ DJI Technology
Co. Ltd., known as DJI ™, is one of the largest sUAS manufacturers in the world
and offers many unique solutions for all sUAS users. While there are other sUAS
manufacturers (e.g. AGEagle LLC, 3D Robotics, AeroVironment Inc.), DJI™is the
most well known manufacturer, and two of their products (Matrice 100 and Matrice
600 Pro quad-copters) were utilized for data collection for this dissertation [11].
2.2.2 Sensor
Various types sensors are in production today, all of which have a different purpose
and can be integrated with an sUAS. Sensors range from the spectral domain (multi
and hyper) to the distance domain (LiDAR - Light Detection and Ranging) and even
to the temperature domain (thermal). While the work in this dissertation focuses on
the MicaSense RedEdge multispectral camera [12], the techniques discussed within
can be modified and utilized for other types of sensors (e.g. hyperspectral).
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2.2.3 Ground Control
There are numerous ground control software that a sUAS pilot can utilize. These
softwares include but are not limited to: UgCS™, Measure™, Mission Planner™, and
QGroundControl™. All the data collected for the completion of this research was
accomplished using UgCS.
UgCS
A software used for planning and executing sUAS missions, UgCS supports many
sUAS platforms. Among many features, UgCS - allows users to control a one or mul-
tiple drones on an individual mission, contains a builtin automatic photogrammetry
planning tool, can plan missions without internet connection, and allows importing
of Keyhole Markup Language (KML) files for map customisation [13, 14].
2.2.4 Remote Sensing Applications
While there are disadvantages to using sUAS over traditional manned aircrafts or
satellites, they are outweighed by the advantages [15]. For starters, sUAS are relatively
close to the ground which produces high spatial resolution (up to 1 cm/pixel [16]
based on sUAS altitude and sensor optics), they allow users to collect data whenever
necessary as opposed to satellites [17], and they provide data collection capabilities in
environments that are potentially harmful for humans [18]. Some examples include
sUAS being used for cultural heritage applications [19, 20, 21], bridge inspections [22],
gas pipeline inspections [6], and other infrastructure inspections [23].
While sUAS have successfully been used for a variety of applications, it is
important for all sUAS remote sensing practitioners to fully understand how their
data is being collected and how to process and analyze their data. Before any image
is analyzed from an sUAS, the sensor needs to be calibrated to convert digital count
imagery into radiance imagery. In the case where multiple images are being compared
against each other, the images should be converted to an illuminate invariant space.
In other words, a reflectance image.
CHAPTER 2. BACKGROUND 11
2.3 Radiometric Calibration and Reflectance Cor-
rection
The process for converting an image from raw digital counts into reflectance is a
two step process. The first step involves calibrating the camera, or in other words,
fully characterizing the camera. This involves characterizing the noise, computing
a vignette correction, and deriving a radiometric conversion to ensure the most
accurate digital count to radiance conversion. The second step converts the radiance
imagery into reflectance by use of physical models or scene-based approaches.
2.3.1 Radiometric Calibration
Satellite
For a linear sensor, absolute radiometric calibration is achieved by computing the
ratio of digital counts (DCs) with a precisely known uniform radiance field. This
ratio holds true only after the dark-signal is subtracted. If the sensor is nonlinear are
the low end of the signal, a quadratic relationship can account for this [24]. Before
space imaging sensors are deployed, preflight measurements are required to fully
characterize the absolute radiometric calibration. This includes the spectral response
of the sensor as well as the radiometric calibration coefficients. To accomplish this
the calibration coefficients are computed using sources that have been calibrated to a
national standards [24, 25]. These sources include, but are not limited to: integrating
spheres, collimators, and blackbodies. After these sensors are deployed to space, they
need to be calibrated every so often to ensure accurate data collection and analysis.
Onboard calibration of space based sensors is carried out with the use of either
artificial sources (lamp) or a natural source (the Sun). Sources are either observed
directly or through an optical setup. Spectrally flat panels (in the solar domain)
are utilized for onboard calibration which provides an advantage in checking the
blue region of the spectrum. The disadvantages of this calibration system is the
degradation from the environment, as well as the intense solar radiation [24]. Fiber
optic systems have been utilized to transfer the solar irradiance, which in turn, does
not fill the entire aperture. This ensures the system is not exposed to the Sun for
very long, and still provides accurate results [26, 27].
Another way to radiometric calibrate space imaging sensors is the use of test sites
in locations such as: White Sands, New Mexico; and Railroad Valley, Nevada [24].
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These sites are selected because they are large, and homogeneous. Calibration
is achieved by measuring both the atmospheric conditions as well as the ground
reflectance as the satellite flies overhead. Various methods are utilized with test
sites to conduct radiometric calibration. One method is a reflectance-based method
that uses the spectral reflectance of the ground target along with the scattering and
absorption in the atmosphere using radiative transfer models, such as MODTRAN
or 6S. These radiative transfer models produce a top of atmosphere (TOA) radiance
value for a specific ground reflectance. Finally, this radiance is compared against
the average DCs of the image captured which produces a calibration coefficient [28].
Another method is a radiance-based method. For this approach, a finely-calibrated
radiometer measures the radiance of the ground target at a high altitude (3-20km)
above the ground target. Given this radiance value and an image of the target, a
calibration coefficient can be computed [29]. These methods and their variations
were used in for both SPOT [30] and Landsat [31].
Aircraft and Small Unmanned Aircraft Systems
One benefit of aircraft and sUAS remote sensing over satellite is the fact that
laboratory calibration and other testing can be performed at any time on the sensor.
Aasen et al performed radiometric calibration without applying a spectral calibration,
but included a dark current calibration as well as vignette correction [32]. They
performed dark current calibration by covering the sensor’s lens, placing the sensor
in a closed case in a dark laboratory and capturing 30 images every 10min. All
30 images were averaged per pixel by band. To deal with vignette effects, they
captured 30 images at 1ms integration time of an integrating sphere and averaged the
measurements per pixel. The median values are then used as references to produce
coefficients for each pixel to equalize irradiance discrepancies. The integrating sphere
intensity was set to point where the sensor just saturated [32].
Hakala et al. also performed a laboratory calibration of the camera used in their
experiment [33]. Their method for spectral calibration included a monochromator
and an integrating sphere. To begin, dark images (unilluminated sphere) were
captured to subtract a dark current from the spectral response. Afterwards, the
monochromator’s input light was shifted 1-4nm (depending on the spectral region of
the camera) as images were captured. After collection of images, Gaussian shapes
were fitted to the maximum values of each channel, to locate the peak wavelength
position. For absolute radiometric calibration, Hakala et al. illuminated a reference
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panel using two different calibrated lamps. Multiple images were captured for each
band, using four different integration times. Images were averaged over by band, and
normalized by integration time. A linear calibration model was utilized to compute
a and b, which respectively are a multiplicative gain factor and a linear term to
convert the manufacturers radiance values into new traceable radiance values [33].
2.3.2 Reflectance Correction
Once digital count images have been converted into radiance, conversion to reflectance
is the final step. The two most utilized methods for this process are radiative transfer
models and scene-based empirical approaches [34], while irradiance sensor based
approaches are becoming more popular with the expansion of sUAS’ in remote
sensing applications.
Radiative Transfer and Atmospheric Compensation Codes
Radiative Transfer (RT) and atmospheric compensation codes have been used to
produce reflectance spectra from spectral images. This section reviews a handful of
those codes.
• Atmosphere CORrection Now (ACORN) - An atmospheric compensa-
tion code that uses MODTRAN. ACORN Computes atmospheric effects in a
hyperspectral data cube and in conjunction with other atmospheric properties,
derives reflectance data from the radiance data [35]. The hyperspectral radi-
ance dataset needs to be spectrally and radiometrically calibrated for ACORN
to be effective [36]. One unique feature of ACORN is the code’s ability to
distinguish between liquid water and atmospheric water vapor. This helps with
the accuracy of various objects, such as vegetation [37].
• ATmospheric CORection (ATCOR) - An atmospheric compensation code
that uses MODTRAN. ATRCOR reduces atmospheric and illumination effects
on images which in turn allows users to compute physical parameters on the
Earth’s surface [38, 39]. ATCOR4 is the current version of the code and is used
for compensation of small and wide FOV sensors with flat or rugged terrain [40].
ATCOR4 outputs include but are not limited to: surface reflectance, a water
vapor map, aerosol optical thickness map, and indicators for cloud, snow
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and water probabilities. Unlike other compensation codes, ATCOR handles
adjacency effects using a more approximate averaging kernel [37].
• ATmosphere REMoval (ATREM) - An atmospheric compensation code
utilized for computing surface reflectance values from hyperspectral radiance
data and an atmospheric radiative transfer model [41]. ATREM computes
the transmittance of gases through the atmosphere using the Malkmus narrow
band model, while it utilizes the 6S code for atmospheric scattering. The
code assumes the surface is horizontal and has Lambertian reflectance. If
the landscape is known, the scaled reflectance can be converted to real re-
flectance [42]. ATREM was developed to process data collected from Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS) [43]. ATREM, however, is no
longer supported.
• Moderate Resolution Atmospheric Transmission (MODTRAN) - De-
veloped by the Air Force Research Laboratory (AFRL) and Spectral Sciences
Inc. (SSI), MODTRAN solves the radiative transport equation making it an
RT code. Atmospheric spectral radiances and transmittances are computed
from ultraviolet through long wave infrared. The original code was developed
in FORTRAN [44] which made it difficult for anybody to use. The newest
version, MODTRAN6, incorporates a new text input format as well as a new
C/C++ API [45] to simplify it’s use for new users.
• Second Simulation of Satellite Signal in the Solar Spectrum (6S) -
An RT code that simulates the atmospheric effect on light passing through
which enables accurate simulations of both aircraft and even satellite imagery.
It is an updated version of 5S which was developed by le Laboratoire d’Optique
Atmosphérique. 6S modified 5S by now allowing for near-nadir observations,
accounts for new gases, target height and non lambertian surfaces [46, 47].
• High-Accuracy Correction Now (HATCH) - An atmospheric correction
code that utilizes 6S. Derives surface reflectance spectra of high-quality from
remotely sensed hyperspectral images. It was developed to incorporate new
advancements made in the field of radiative transfer that made ATREM
outdated. Some of these advancements include a fast radiative transfer equation
solver, and incorporating a correlated-k method for atmospheric transmission
derivation [48, 37].
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• Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH)
- Utilizes MODTRAN code for modeling hyperspectral images and atmospheric
correction. FLAASH focuses on mid-IR through UV wavelengths [49] and is
commercially available in Harris Corporation’s ENVI software [37].
While radiative transfer models perform well in producing reflectance imagery
and spectra, they require some prior knowledge of the scene or the atmospheric
conditions and location the image was captured in.
Scene-based Empirical Approaches
Some of the earliest techniques used to convert images into reflectance were developed
in the 1980s. One of these techniques is known as Flat Field Correction. This
technique assumes that a particular region of the scene/image is spectrally neutral.
The reflectance of the neutral region is used to derive the relative reflectance of the
other regions in the scene [50]. Furthermore, Kruse developed a technique known
as the Internal Average Reflectance (IAR) in 1988. This technique calculates the
average spectrum of an image, and computes the reflectance of any pixel in that
scene by dividing the spectrum of that pixel with the average spectrum [51]. The
IAR technique is only recommended to be utilized only for images that are spectrally
neutral. Places and scenes that are arid and do not contain vegetation produce good
results. It should be noted that both of these techniques do not require any ground
reference measurements [52]. While this makes data collection a lot faster and easier,
it limits types of scenes that can be analyzed.
Arguably the most well known scene based approach is Empirical Line Method
(ELM) has been a technique used by the remote sensing community since the
1980s [53] and has been empirically proven [54]. The ELM approach requires two
reflectance factor measurements, a bright target and a dark target. These two
measurements, accompanied with the average radiance pixel values of the bright and
dark target produce a slope and bias that can be utilized to convert any other pixel in
that particular image to a reflectance factor. While this method for ELM, known as
2-Point ELM, produces reflectance spectra that are very comparable with reflectance
measurements in the field [55] and is the most widely used version, 1-Point ELM has
also been used. 1-Point ELM requires only a single reflectance factor measurement of
a bright target in the scene. Using the assumption that a digital count value of zero
represents a target with a reflectance factor of zero, the ratio of the bright target’s
reflectance factor with the average radiance pixel of the bright target will produce a
CHAPTER 2. BACKGROUND 16
slope that is the radiance to reflectance conversion factor. Figure 2.1 displays both
the 1-Point and 2-Point ELM.








































Figure 2.1: Example empirical line method (a) 1-Point (b) 2-Point.
Some pros of using ELM are that it can remove sensor and/or atmospheric
artifacts/noise and assuming the ground reference reflectance is measured accurately,
the reflectance image/spectra will be accurate as well. Some cons of ELM are the
ground reference targets need to be large enough so the captured images from the
satellite, aircraft, or sUAS can produce a decent number of pixels for the targets
(30-50), there is an assumption of uniformity across the image, and if the ground
reference measurements are made inaccurately, significant errors will cascade.
In addition, more variations of ELM have been utilized. These variations simply
add more targets to the scene which theoretically produces a more robust radiance
to reflectance factor relationship. The idea behind these 3-Point or 4-Point ELM
techniques is to produce a ”best fit” line as opposed to a line that is forced through
the origin or two points. Farrand et al. (1994) and Price et al. (1995) utilized
the 4-Point ELM technique. It should also be noted that the computed slope and
bias using ELM only works for a single channel (band). This means that for a
multispectral camera, such as the MicaSense RedEdge-3 and RedEdge-M, ELM
needs to be applied separately for all five bands.
One final scene-based approach is known as QUick Atmospheric Correction
(QUAC). Available in Harris Corporation’s ENVI software, QUAC determines at-
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mospheric parameters from the image itself, however, it does not require ground
reference reflectance [37].
Irradiance Sensor
While the techniques utilized for satellites and aircrafts are capable of working for
small unmanned aircraft systems, other techniques have been investigated. One of
the more intriguing techniques is the utilization of a downwelling irradiance sensor.
These downwelling irradiance sensors have been utilized both on the ground, and on
top of the sUAS.
One of the more recent examples of a ground based downwelling irradiance
sensor is from Burkart et al. Their setup used two spectrometers, one on their
UAV measuring the upwelling radiance while the second spectrometer was on the
ground measuring the sun’s irradiance over a white reference target. Because different
spectrometers were recording the target and the reference, both spectrometers had
to be cross calibrated. Overall they reported a high correlation (R2 = 0.9912) in
reflection measurements between the UAV and the ground spectrometers [56]. While
these results look very promising, their method poses a few issues. The first issue
is that not ever scene can support this technique, for example a forest [57]. The
second issue is dependent on the weather condition and the location of the drone
with respect to the ground spectrometer. Depending on the size of the scene/field
being imaged, the white reference target could be illuminated differently than the
target being viewed nadir from the sUAS.
In 2011, Saari et al. published their work with a new hyperspectral imager that
was compatible with light weight UAVs. They placed a downwelling irradiance
sensor on the UAV to evaluate the sensors ability for compensating for variation in
illumination. They also desired to assess the ability of the downwelling irradiance
sensor in controlling the integration time of their hyperspectral imaging sensor [58].
Mäkynen et al. also utilized the same hyperspectral imager [59].
Hakala et al. initially investigated the use of an irradiance sensor to assist with
converting images into reflectance under varying illuminations. They utilized a sensor
that was based on a photodetector. An opal glass diffuser was used to increase the
acceptance angle of the sensor [60]. The irradiance sensor employed by Hakala et
al. was not calibrated to measured in units of w/m2, but rather irradiance intensity.
In addition to the UAV sensor, they placed an Analytics Spectral Device (ASD)
FieldSpec spectroradiometer in the field to record the downwelling irradiance. Their
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initial study concluded that the radiometric correction of the UAV images was better
when the ASD irradiance was utilized instead of the UAV sensor’s irradiance.
Another downwelling irradiance sensor setup was designed by Mac Arthur et
al. (2014). They discussed the need for a light weight spectrometer system to be
deployed on UAVs. Therefore, they developed Piccolo, a spectrometer system that
measures the VNIR spectral range (400nm-1000nm). Their Piccolo system is a dual
field of view (FOV) with a cosine corrected fore-optic for recording the downwelling
irradiance and an upwelling sensor that can be arranged to either record an angle
limited upwelling radiance, or with the attachment of a cosine corrected receptor,
can measure a hemispherical upwelling radiance. This system was developed because
previous implementations of a downwelling irradiance sensor on a UAV had time
offsets from the captured images. These time delays, that could be multiple seconds,
could add significant error towards whatever product is being produced by the
UAV [61].
In July 2017, Burkhart et al. [62] published their work on a method that computed
the nadir reflectance from a UAS using both an upward and downward looking
spectrometer. Their computation of reflectance was accomplished using the following
equation:
ρ =
πLr(θi, φi; π/2, 0)
E(θi)
(2.1)
where, Lr(θi, φi; π/2, 0) is the upwelling radiance and E(θi) is the downwelling irra-
diance. Ultimately, Burkhart et al. concluded that their UAS produced reflectances
were in agreement with MODIS (Moderate Resolution Imaging Spectroradiometer)
NBAR (Nadir BRDF-Adjusted Reflectance) within measurement error.
Chapter 3
A Comparative Study
Conversion of radiance imagery into reflectance has been a long standing practice for
remote sensing practitioners. Converting images and datasets into reflectance allows
for comparison of datasets regardless of the day, time, weather, and illumination
conditions the images were captured under. For instance, if a plant was imaged at
9am and later at 12pm on the same day, the increased illumination will produce a
brighter image at 12pm which would produce a different health index for the plant
even though nothing happened to the plant in that time. In another case, if the
plant was imaged at 12pm on a uniformly cloudy day and then imaged at 12pm
on the following sunny day, a measure of the plant’s health index would produce
different answers. Ultimately, if the images are calibrated using reflectance conversion
techniques, these illumination variations can be mitigated which will produce far
more accurate results.
For manned aircrafts and satellites, Empirical Line Method (ELM) has been one
of the most widely used techniques for reflectance conversion. This method utilizes
a single bright panel (known as 1-Point ELM) or it uses both a bright panel and
a dark panel (known as 2-Point ELM). By placing these panels in the scene being
imaged, and measuring the reflectance of these panels at the time of data collection,
the images collected can be converted to reflectance. This, however, adds the burden
of placing large enough (panel size depends on the altitude and characteristics of the
sensor) reflectance conversion panels in the scene, and measuring them repetitively
over the duration of the collect. This has become more of an issue in recent years
with the implementation of sUAS for remote sensing, as users now have the ability
to collect data whenever they want.
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In this chapter, we investigate a recently developed method for converting radiance
imagery into reflectance imagery. This technique utilizes a downwelling light sensor
(DLS) that sits on top of the sUAS and records the downwelling irradiance. With
the utilization of the DLS and this technique, reflectance conversion panels will no
longer be required during an sUAS field data collection. While this may increase
the error of the produced reflectance imagery, the ground crew will save time in the
field by not having to deploy reflectance conversion panels, not have to measure the
panels with a spectrometer, and the data processing will take less time. In addition,
a new variation of ELM, which utilizes the DLS for conversion panel selection, is
studied.
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3.1 Introduction
3.1.1 Small Unmanned Aircraft Systems (sUAS)
Development of sensors and cameras for observing the Earth have always been
at the forefront of advancements in technology in the remote sensing community.
Previous platforms were constrained to satellites and manned aircraft, which made
collections expensive and resulted in data with relatively large ground sampling
distances (GSDs). This limited the applications of remote sensing to particular
scales and collection/revisit frequencies. Recently, improvements have been made to
the platforms that carry the sensors and cameras [10]. The enhancements in these
platforms has led to affordable sUAS for both civil and research applications [63, 64],
which have led to a large influx of data with high spatial and temporal resolution [65].
With the ability to collect data at any moment in time, it is important that everybody
using a sUAS for scientific purposes knows the correct methods to process the raw
imagery that is captured to an invariant ground reflectance factor.
3.1.2 Reflectance Conversion
Various factors affect image data that are captured remotely. The atmosphere,
time of day, location, and sensor altitude are some of those variables. Before two
remotely sensed images can be compared to one another, reflectance conversion,
which is defined as conversion of radiance into reflectance using a measured incident
radiance and ground leaving radiance, needs to occur to ensure that the images
are being represented in the same domain. To show the importance of reflectance
conversion, four mosaics were generated using Agisoft PhotoScan [66] and displayed
in Figure 3.1. The top two mosaics are radiance and reflectance generated without
mosaic blending. Without converting the images to reflectance, the radiance images
show prominent variation in illumination that was incident during the approximate
20-minute duration of the sUAS flight. After conversion to reflectance, the mosaic
demonstrate a smoother appearance which is a result of conversion to an illumination
invariant space, reflectance factor. The bidirectional reflectance distribution function
(BRDF) was mitigated by using images with reflectance conversion panels within 10◦
of nadir. This ensured that the mosaic had been converted to an illumination invariant
space. The bottom two mosaics were generated using radiance and reflectance imagery
along with mosaic blending, which “implements an approach with data division into
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(a) (b)
(c) (d)
Figure 3.1: Image mosaics derived under partly cloudy conditions without blending
using (a) radiance imagery, (b) reflectance imagery and with mosaic blending using
(c) radiance imagery and (d) reflectance imagery. The imagery was collected using a
MicaSense RedEdge-3 sensor for an altitude of 150ft on November 9, 2017.
several frequency domains which are blended independently. The highest frequency
component is blended along the seam line only, each further step away from the seam
line resulting in a less number of domains being subject to blending” [67]. This method
is not recommended. Even though the mosaic appears visually more appealing, the
seam line blending creates pixel values that were never physically recorded, which
can result in incorrect analysis. Figure 3.2 displays the non-blended mosaics as
Normalized Difference Vegetation Index (NDVI) maps created from radiance and
reflectance factor, a metric used to determine the health of vegetation [68, 69], to
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(a) (b)
Figure 3.2: NDVI maps derived with image mosaics derived under partly cloudy
conditions without blending using (a) radiance imagery and (b) reflectance imagery.
The imagery was collected using a MicaSense RedEdge-3 sensor for an altitude of
150ft on November 9, 2017.
demonstrate the impact of reflectance conversion for a common application of remote
sensing data in precision agriculture.
It is very important for all remote sensing practitioners to know how prepackaged
software handles data. Without mosaic blending, the data was displayed as loaded
into Agisoft Photoscan. When mosaic blending is turned on, the images are altered to
be visually similar with their neighbor images, which is an incorrect way of overlaying
various remotely sensed images. Images should be converted to reflectance before they
are compared against one another, and should be converted to reflectance using the
proper methods. Figure 3.3 shows the mosaic blending issue. Software packages, like
Photoscan, will take all images that overlap and create some combination between
all the pixels. If the images were in reflectance space, they would all, theoretically,
have the same value and no combination would be necessary.
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Figure 3.3: Example overlay of sUAS imagery captured from a flight (shot polygon).
Colors represent different flight lines. The black dot represents a single point on
the ground which was imaged by all polygons. This point will have different digital
counts and radiance values in each of the images, but will have the same reflectance
value.
3.1.3 Motivation
The motivation for this study developed during numerous sUAS data collections
during the 2017 calendar year. Every sUAS collect required reflectance conversion
targets to be placed in the field, and the targets needed to be revisited by the
sUAS multiple times during the individual flights. With these task requirements,
less area was able to be covered by the sUAS during any flight, and the physical
process consumed valuable time in the field for the ground crew. In addition, the
illumination of the field/targets could constantly be changing, especially in partly
cloudy conditions. Therefore, ground reference data had to be collected and time
stamped as frequently as possible, in order produce the most accurate reflectance
imagery. This method (and others like it) are typically refereed to as “Scene-Based
Empirical Approaches” [34].
Another widely used method of converting radiance imagery into reflectance is:
radiative transfer modeling. Radiative transfer models such as Fast Line-of-sight
Atmospheric Analysis of Spectral Hypercubes (FLAASH), Atmospheric Removal
(ATREM), Atmosphere Correction Now (ACORN), and High-accuracy Atmospheric
Correction for Hyperspectral Data (HATCH) have been developed and used. These
methods compute the atmospheric effects based on the physical radiative transfer
model and the parameters of the atmosphere at the time the image/data was
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recorded [70, 71, 48]. Some atmospheric conditions (such as water vapor) are difficult
to measure at the time of flight and are therefore estimated. In addition, some
parameters are spatially varying across the areal extent of the study area [72].
Finally, these methods have mainly been utilized for images captured at traditional
remote sensing altitudes (via satellites and airplanes). However, there is very little
atmospheric influence between the ground and the sUAS, which allows users to use
other techniques for reflectance conversion.
Due to the minimal atmospheric effects over the path ranges seen from allowable
sUAS collection altitudes, a simple method for converting images from radiance into
reflectance for sUAS is possible. This would save significant time in the field, as well
as post-processing time. This method would be helpful to not only researchers, but
any sUAS remote sensing practitioner (i.e. farmers, land surveyors, and insurance
companies). The work in this paper looks at an in-depth study into a technique that
can revolutionize sUAS remote sensing.
3.2 Background
3.2.1 Empirical Line Method
The Empirical Line Method (ELM) is a technique used to convert remotely sensed
images from at-sensor digital count (or radiance) to at-surface reflectance [73]. By
having a large object of known reflectance in-scene, an image can be converted to
reflectance using the linear relationship shown by Equation 3.1,
ρi = miLs,i + bi (3.1)
where, ρi is the reflectance factor, mi is the slope, Ls,i is the band effective spectral
radiance, bi is the bias, with i denoting the spectral band number. The slope and bias
are derived by using two reflectance conversion panels in the scene, and measured
ground reference reflectance spectra to map radiance to reflectance. For optimal
results, it has been recommended to use two reflectance conversion targets (one
bright and one dark) [74, 75, 76, 77, 78], make reflectance measurements as close
to data collection time as possible, and ensure the reflectance conversion targets
are level (perpendicular to sensor nadir) [79]. Others have used four reflectance
conversion targets to calculate the slope and offset to improve the accuracy of the
linear relationship [80, 81]. It is important to note that while the linear relationship
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between radiance and reflectance holds, the slope and bias values will change for each
waveband. Therefore, ELM has to be accomplished separately for every spectral
band produced for a given sensor. ELM has been widely used in the field of remote
sensing for reflectance conversion. It has been used to retrieve reflectance factors
from satellites such as Landsat [82] and IKONOS [83], has been utilized for mineral
mapping [76], and even vegetation classification [78].
3.2.2 At-altitude Radiance Ratio (AARR)
A new method for converting radiance to reflectance was discussed by Mamaghani
et al. in 2018 [84]. By dividing the radiance imagery captured from the sUAS
by the downwelling radiance onto the sUAS, reflectance factor imagery can be












where, ρi is the reflectance factor, Ls,i is the band effective spectral radiance, E
′
solar,i
is the spectral exoatmospheric solar irradiance, σ′ is the solar zenith angle, τ
′
i is
the spectral transmission from space to the sUAS, L↓solar,i is the solar scattered
downwelling sky radiance propagating on to the sUAS, and i denotes the spectral
band number.
Others have tried similar techniques. Hakala et al. applied this technique for
their hyperspectral images captured from an sUAS with the use of a downwelling
irradiance spectrometer [33]. They concluded that this technique was “extremely
attractive, as it simplifies the field operations, and it is suitable for operations in
varying illumination conditions...”. In addition, they believed that further studies
can evaluate the quality of this reflectance conversion technique by using various
targets and brightness levels which was the motivation for this paper.
In addition, Lekki et al. computed spectral reflectance by ratioing the radiance
leaving water and the downwelling irradiance which showed “...good qualitative
agreement between reflectance measured at the surface and the airborne measure-
ment” [85]. Ortiz et al. tested three different ELM techniques, along with a fourth
technique where they divided the at-sensor radiance with the downwelling irradiance
collected by attaching a spectroradiometer (ASD FieldSpec HH2 with cosine theta
CHAPTER 3. A COMPARATIVE STUDY 27
receptor) on top of the aircraft [86]. Their results showed that the ELM techniques
utilized had the best estimate of absolute reflectance.
3.2.3 Previous Initial Study
An initial study was accomplished by Mamaghani et al. on this topic [84]. Their
results showed 2-Point ELM produced the smallest mean absolute error in band
effective reflectance factor (0.0165), and that AARR was a reliable technique in
producing reflectance images (0.0287). Despite these findings, they analyzed the
errors of only three targets (asphalt, grass, and concrete) from a very small sample
size (five images from a single sUAS flight). In addition, the simulations they
conducted to validate AARR only permuted the height of the sensors (2, 150, 225,
300, 375 and 5000ft), and the targets they observed (asphalt, grass, and concrete).
The work presented in this paper expands that previous study. Over 1000 images
were analyzed across 12 sUAS flights; four flight altitudes (150, 225, 300 and 375ft)
under three different sky conditions (cloudy, partly cloudy and sunny). Each method
tested in this paper analyzed 1,820 targets across those images (images may have
had multiple targets). Finally, simulations were run to model how AARR performs
under a new variety of image acquisition conditions including atmosphere type, time,
season and visibility.
3.2.4 MicaSense RedEdge-3
Camera and Downwelling Light Sensor
MicaSense has assisted agricultural experts to improve their crop management by
developing the RedEdge-3 camera, which is a multispectral sensor that captures five
bands simultaneously. In addition, MicaSense offers a downwelling light sensor (DLS)
that is designed to capture the downwelling irradiance per band per image. This DLS
sensor measures light incident on a diffuser, providing a nearly complete view of the
hemisphere above the detector surface [12]. An irradiance fall-off test was carried
out to confirm MicaSense’s DLS hemispherical FOV claim as seen in Figure 3.10.
Both the camera and the DLS can be mounted onto a sUAS, which allows the user
to capture both the image and the illumination conditions simultaneously. One of
the reflectance conversion techniques presented in this paper utilizes the DLS to
convert radiance imagery to reflectance directly. Table 5.1 presents the five spectral
bands with their wavelengths and bandwidths [12].
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Table 3.1: MicaSense RedEdge-3 spectral bands with respective center wavelengths
and bandwidth values.




Red Edge 717 10
Near IR 840 40
Every captured image contains metadata values to assist in converting digital
count to radiance (W/m2/sr/nm). The metadata values used in this approach
include a vignette correction function, radiometric calibration coefficients, sensor
gain, exposure time, and black level values.
One of the more recent studies into radiometric calibration of sUAS multispectral
cameras tested a MicaSense RedEdge sensor both in lab and in the field. Their study
concluded that while there is a high linear correlation in the lab between radiance
measurements of the RedEdge and an ASD (Analytic Spectral Device - a calibrated
hyperspectral scanner), the field measurements suggested that sUAS users should be
cautious with the raw reflectance imagery that is produced [87].
Relative Spectral Response
To accurately model the output of the MicaSense RedEdge-3 used in this study,
the relative spectral response (RSR) functions were measured. To calculate these
curves, two spectral measurements were taken with a Newport Model 74004-1
monochromator.
The first spectral measurement was the spectral radiant flux, or spectral power,
Φ(λ) [W]. A power meter was placed directly in front of the exit port of the monochro-
mator, and measurements were made from 400nm to 900nm in 2nm increments. Each
wavelength increment had a delay to allow for stabilization of the monochromator,
which reduced noise in the values being recorded.
The second spectral measurement utilized the MicaSense RedEdge-3 camera to
capture images of the radiance energy leaving the exit port of the monochroma-
tor. Images were manually captured over the same spectral range as the power
measurements, at 2nm increments.
For each of the spectral bands of the camera, i, the peak normalized relative
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where DCnormi(λ) is the average digital count over a region of interest (ROI), gi is
the gain, ti is the exposure time, b is a shift factor that is equal to the lowest non zero
value of RSRi(λ), and Φ(λ) [W] is the spectral radiant flux. The peak normalized
relative spectral response functions for the MicaSense RedEdge-3 sensor used in this
study (SN:1713165) can be seen below in Figure 4.2.






























Figure 3.4: Peak normalized relative spectral response computed using MicaSense
camera.
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3.2.5 Sensor Reaching Radiance









τ2(λ) + L↑solar(λ) + La (3.6)
where, E
′
solar(λ) is the spectral exoatmospheric solar irradiance, σ
′ is the solar zenith
angle, τ1(λ) is the spectral transmission from space to the target, ρ(λ) is the spec-
tral directional reflectance function for the target, L↓solar(λ) is the solar scattered
downwelling sky radiance propagating on to the target, ρd(λ) is the spectral diffuse
reflectance for the target, τ2(λ) is the spectral transmission from target to sensor,
L↑solar(λ) is the solar scattered spectral path radiance generated in the path between
target and the sensor, and La(λ) is the spectral scattered radiance from scattered
photons due to background objects near the target of interest (adjacency). Equa-
tion 3.2 does not include the variables τ2(λ), L↑solar(λ), or La(λ) in the denominator
because the short path (150-375ft) has negligible transmission loss, solar scattered
spectral path and spectral scattered radiance.
In order to compute band effective radiance, Ls,i, the spectral radiance that
reaches the sensor needs to be integrated over the appropriate spectral bandpass







for i = [1, 5] (3.7)
where, RSRi(λ) is the relative spectral response for the i
th band.
3.3 Methodology
Three different reflectance conversion methods were compared - 2-point empirical line
method (2-point ELM), 1-point empirical line method (1-point ELM) and at-altitude
radiance ratio (AARR). To convert the raw sUAS images into reflectance images, a
two step process was required. The first step converted the imagery from raw digital
count to radiance and the second step converted radiance to reflectance.
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3.3.1 Digital Count to Radiance
In order to make comparisons between the reflectance conversion methods, it was first
necessary to convert the images from raw digital count to radiance. This employed
method was developed and made available in open source software by MicaSense







where, Ls,i is the band effective radiance image, Icor,i is the corrected image, gi is the
gain (1, 2, 4 or 8), ti is the exposure time [µs], a1,i is a radiometric calibration coeffi-
cient, N is the bits per pixel, and i denotes the spectral band number. Equation 3.9
represents the corrected image Icor,i,
Icor,i = ViRi(Iraw,i − dL) (3.9)
where, Vi is the vignette correction function map (Equation 3.10), Ri is the CMOS
array readout correction image (Equation 3.13), Iraw,i is the raw digital count image,






where k is a correction factor






where k0 through k5 are polynomial correction coefficients, and r is the distance of
the pixel to the vignette center
r =
√
(x− cx)2 + (y − cy)2 (3.12)









where a2,i and a3,i are radiometric calibration coefficients, yi is the pixel row number,
and i denotes the spectral band number.
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3.3.2 Radiance to Reflectance
Before converting all the images acquired during a sUAS flight from radiance to
reflectance, a subset of the images from that flight were tagged as reflectance
conversion images. Reflectance conversion images were defined as images with both
a bright and dark reflectance conversion panel that fell within 10◦ of nadir. When an
image was being converted to reflectance, a Euclidean distance was computed between
the current image’s DLS irradiance vector (a five element vector, one irradiance value
per band) and the DLS irradiance array of every identified reflectance conversion
image. The reflectance conversion image which is closest in spectral downwelling
radiance space, that is most similar in illumination, was selected for use in converting
that particular image.
The DLS radiance, as shown in the denominator of Equation 3.2, is related to









where, E↓solar is the recorded irradiance value from the MicaSense RedEdge-3’s DLS,
E
′
solar,i is the spectral exoatmospheric solar irradiance, σ
′ is the solar zenith angle, τ
′
i
is the spectral transmission from space to the sUAS, L↓solar,i is the solar scattered
downwelling sky radiance propagating on to the sUAS, and i denotes the spectral
band number. Equation 3.15
d(E↓solar,img, E↓solar,calk) =√√√√ 5∑
i=1
(E↓solar,img,i − E↓solar,calk,i)2
for k = [1, K] (3.15)
where, d(E↓solar,img, E↓solar,calk) is the Euclidean distance between the DLS irradiance
vector of the image being converted to reflectance, E↓solar,img, and the DLS irradiance
vector of the current reflectance conversion image, E↓solar,calk . K is the number of
reflectance conversion images for the current sUAS flight, and i denotes the spectral
band of DLS measurement.
This new method of selecting the reflectance conversion image is preferable to
a single reflectance conversion image collected at the beginning or the end of the
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flight, because every image is converted to reflectance using a linear relationship that
is developed from reflectance conversion panels that were imaged under the most
similar illumination conditions to the current image.
In addition to using this new method of reflectance conversion image selection
(DLS irradiance vector comparison), two other methods will be evaluated with 1-point
and 2-point ELM: single image and time. Single image reflectance conversion utilizes
a single image of the reflectance conversion targets to convert every image captured
during the collection, while time based conversion uses the reflectance conversion
targets closest in time to the current image for reflectance conversion. These two
methods will be compared with the newly developed DLS comparison method.
1-point ELM
A linear relationship between radiance and reflectance can be formed by using 1-
point ELM. A single point (bright panel) and the origin are used to determine the
conversion factor (slope). The reflectance conversion image to use was selected using
the Euclidean distance formula in Equation 3.15.
ρi = miLs,i (3.16)
where, ρi is the reflectance factor, mi is the slope, Ls,i is the spectral radiance, and i





where ρi,bright is the average ground reference reflectance of the bright reflectance
conversion panel, and Ls,i,bright is the average radiance of the bright reflectance
conversion panel, and i denotes the spectral band number.
This implementation of 1-point ELM is assuming that a radiance of zero would
mean a reflectance of zero (Ls,i = 0 and ρi = 0). Since all drone images are
analyzed from altitude, the path radiance (La(λ)) will apply a small bias to the linear
relationship. The error from the path radiance bias can be mitigated by adding a
second reflectance reflectance conversion panel to the ELM.
2-point ELM
By replacing the origin point in 1-point ELM with a second reflectance conversion
point (dark panel), a more accurate reflectance conversion can be achieved. This is
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true because an actual ground reference reflectance will be mapped to a radiance
value, which will introduce an updated slope and a bias term, which can be thought
of as representative the path radiance (La(λ)). The reflectance conversion image
is again selected using Equation 3.15 to find the most similarly illuminated set of
reflectance conversion panels. For 2-point ELM, the following equations are used:
ρi(x, y) = miLs,i(x, y) + bi (3.18)
where, ρi is the reflectance factor, mi is the slope, Ls,i is the spectral radiance, bi is





where ρi,bright is the average ground reference reflectance of the bright reflectance
conversion panel, ρi,dark is the average ground reference reflectance of the dark
reflectance conversion panel, Ls,i,bright is the average radiance of the bright reflectance
conversion panel, Ls,i,dark is the average radiance of the dark reflectance conversion
panel, and i denotes the spectral band number. The bias, bi, is given by
bi = ρi,bright −miLs,i,bright (3.20)
where ρi,bright is the average ground reference reflectance of the bright reflectance
conversion panel, mi is the slope (Equation 3.19), Ls,i,bright is the average radiance
of the bright reflectance conversion panel, and i denotes the spectral band number.
The bright panel was used in the above equation, however, the same bias would
be calculated if the average ground reference reflectance of the dark panel and the
average radiance of the dark panel was used.
AARR
Proposed by Mamaghani et al. [84], this method calibrates images using the down-
welling radiance that was recorded with the image. The MicaSense RedEdge-3’s
DLS records the downwelling irradiance that is incident on the sensor, which is then
divided by π to produce the downwelling radiance as shown in Equation 3.14.
While the drone is flying, the DLS is angled in the direction of the flight path as
well as by any stabilization to flight that the aircraft is performing. This affects the
results recorded by the sensor, therefore, the DLS recorded irradiance needs to be
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corrected for sensor orientation. This correction has been recently implemented by
MicaSense [89]. This correction is required so the recorded DLS irradiance values
are converted to the irradiance values that would have been recorded, had the DLS
sensor been looking straight up, at that moment. This ensures that each image’s
DLS spectral irradiance value is an accurate representation of the downwelling
hemispherical irradiance. For example, if the sUAS is flying away from the sun, then
the DLS would record a lower value than if the drone was flying towards the sun, at
the same location in the sky. By correcting the DLS to look upward, both of those











where E↓solar,raw,i is the raw DLS spectral irradiance (measured at the time of the
image capture), Ed
Es
is the diffuse coefficient, θSolarElev is the solar zenith angle, Fres
is the Fresnel correction factor, θSunSen is the sun sensor angle, and i denotes the
spectral band number. A diffuse coefficient of 0.166 is used because around 85% of
the light is direct, with the other 15% being diffuse according to [89].
3.3.3 Modeled At-altitude Radiance Ratio (M-AARR)
MODTRAN
To examine the theoretical capability of the AARR technique under a wide range
of conditions that might be found around the world, simulations were run using
Spectral Science Incorporated’s (SSI) moderate resolution atmospheric transmission
(MODTRAN4) code. MODTRAN is used “... for the prediction and analysis
of optical measurements through the atmosphere” [90]. The code simulates the
propagation of electromagnetic energy through/from the atmosphere over a range of
0.2µm to 100µm. Theoretically, any scene can be simulated, because MODTRAN
allows users to vary the atmospheric constituency, time, day, location, sensor height,
and sensor orientation, among many other variables including target and background
reflectance spectra.
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Setup
A MODTRAN simulation is specified by a single input file, tape5, which stores all of
the simulation input parameters. For simplification, a script was written to modify
the tape5 file for every set of parameter permutations. The permuted parameters
are listed in Table 3.2.
One of the most relevant features of MODTRAN, for the purpose of this study,
was the spectral albedo file (spec alb.dat). The vendor-provided spec alb.dat file
contains reflectance curves of various generic targets, such as forest, ocean, desert,
grass and various constant reflectances. Since comparisons between modeled and real
data were desired, the ground reference reflectance curves of the six targets in our
experiment scene (asphalt, grass, concrete, blue felt, green felt, and red felt) were
added to the spec alb.dat file and used in the simulations. This added authenticity
to the simulations. Example reflectance factor curves of the ground reference targets,
measured on November 9, 2017, can be seen in Figures 3.5-3.8.




































Figure 3.5: Collected (a) bright panel and (b) dark panel spectra during sUAS flight
on November 9, 2017. Dashed lines are single measurements, while solid lines are
the average measurement.
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Figure 3.6: Collected (a) blue felt and (b) green felt spectra during sUAS flight on
November 9, 2017. Dashed lines are single measurements, while solid lines are the
average measurement.




































Figure 3.7: Collected (a) red felt and (b) asphalt spectra during sUAS flight on
November 9, 2017. Dashed lines are single measurements, while solid lines are the
average measurement.
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Figure 3.8: Collected (a) grass and (b) concrete spectra during sUAS flight on
November 9, 2017. Dashed lines are single measurements, while solid lines are the
average measurement.
When the simulation concludes, MODTRAN creates an output file (tape7.scn).
This file contains the computed spectral radiance, irradiance and transmittance
measurements through the atmosphere. To model AARR, the components represent-
ing the total radiance observed by the sensor (TOTAL RAD) and the ground reflected
radiance (GRND RFLT) are needed.
To produce at-altitude reflectance curves with these MODTRAN output pa-
rameters, two separate simulations were necessary. The first modeled the sensor
reaching radiance, Ls(λ), by aiming the sensor directly down at the target. The
total radiance that is generated from this simulation was used as the sensor reaching
radiance. The second modeled the DLS downwelling radiance. To correctly model
this component, a 100% spectrally constant Lambertian reflector was placed at the
same sensor altitude as used in the first simulation, and the sensor altitude was
raised one meter above that. For this simulation, the ground reflected radiance, from
the simulated Lambertian reflector, was used as the DLS radiance.
3.4 Data Collection
3.4.1 Location
Permission was granted to the RIT flight team to operate their sUAS system
at the Henrietta Fire District Training Center Station Number 6 (43.041099◦N
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Table 3.2: Description and values of MODTRAN variables used in M-AARR simula-
tions [1]
Description MODTRAN Variable Value
Model Atmosphere MODEL
1 (tropical), 2 (mid latitude summer),
3 (mid latitude winter), 6 (US Standard)
Path Type ITYPE 2 (Slant or Vertical Path Between Two Altitudes)
Surface Albedo SURREF ‘LAMBER’
Surface Temperature [K] AATEMP 303
Target CSALB
Grass, Concrete, Asphalt,
100% Constant (from ‘spec alb.dat’)
Background CSALB Grass, Concrete, Asphalt (from ‘spec alb.dat’)
Visibility [km] VIS 5.0, 10.0, 15.0, 23.0
Ground Altitude [km] GNDALT 0.168
Sensor Altitude [km] H1
0.169, 0.214, 0.237, 0.259,
0.282, 1.692
Target altitude [km] H2 0.168
Day Number IDAY 79, 171, 265, 355
Latitude PARM1 43.041
Longitude PARM2 77.698
Time [UTC] TIME 14.0, 15.0, 16.0, 17.0, 18.0
Starting Wavelength [um] V1 0.33
Ending Wavelength [um] V2 1.2
Wavelength Increment [um] DV 0.001
FWHM [um] FWHM 0.001
77.698343◦W), near Rochester, NY, USA. The reflectance conversion targets used
in the scene were two painted wooden panels (one dark and one bright), and a
Labsphere-produced gray-scale portable fabric target [91] with three reflectance
conversion bars of varying reflectance.
3.4.2 Variables
Three main variables were varied during data collection: sUAS height, weather,
and test targets. The sUAS heights (150, 225, 300, and 375ft) were selected to
demonstrate the effect of the atmosphere on reflectance conversion. 375ft was
selected as the highest altitude because the Federal Aviation Administration of the
United States of America limits sUAS pilots to 400ft above their target of interest [2].
In addition, three weather conditions were flown under: sunny, partly cloudy, and
cloudy. Previously, it was required to collect data under sunny conditions, because
satellites and aircrafts needed a clear line of sight to the targets. Because sUAS
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Figure 3.9: The DJI Matrice 100 quadcopter used for data collection.
technology allows users to fly at any moment, it was desired to see the results of
flying in conditions other than sunny. Depending on these results, sUAS users might
not have to wait for clear days to collect data. Partly cloudy weather was selected to
showcase the importance of reflectance conversion for remotely sensed images, and
how some previously used methods might fail. Finally, the in-scene experimental
targets used were three colored felts (red, green, blue), and demarcated areas of in
situ asphalt, concrete, and grass. These targets were selected because they provided
a wide range of spectra morphologies.
3.4.3 sUAS
Data collection was accomplished using a DJI Matrice 100 quadcopter with a
MicaSense RedEdge-3 attached (Figure 3.9).
3.4.4 Ground Reference Measurements
Ground reference reflectance measurements were made to conduct reflectance conver-
sion using both the 1-point and 2-point ELM as well as to use as ground reference
data with which to compute errors in image-extracted reflectance factors for all exper-
imental targets. A Spectra Vista Corporation (SVC) HR-1024i spectroradiometer was
used to collect the reference data, which has a spectral range from 350-2500nm [92].
In order to collect accurate spectra, a reference spectra was collected of a stan-
dard Spectralon™ panel before every target measurement to minimize any drift in
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scene-incident irradiance. Spectralon™ is a diffuse, spectrally flat material with a
reflectance greater than 99% out to 1600nm [93, 94].
Table 3.3: MicaSense RSR band-integrated ground reference reflectance factors of
in-scene targets recorded on November 8, 2017 (sunny conditions).
Band [nm] Grass Asphalt Concrete Blue Felt Green Felt Red Felt
Blue [475] 0.0219 0.1016 0.1794 0.3595 0.0541 0.2778
Green [560] 0.0693 0.1132 0.2318 0.0441 0.0535 0.0264
Red [668] 0.0264 0.1198 0.2602 0.0327 0.0298 0.6816
Red Edge [717] 0.1855 0.1217 0.2724 0.0375 0.0319 0.7205
NIR [840] 0.4912 0.1280 0.2957 0.4963 0.1808 0.7270
3.5 Results
3.5.1 DLS FOV
As stated in Section 3.2.4, the DLS’s FOV was tested with a simple setup using
a light source and a collimator to validate MicaSense’s hemispherical FOV claim.
The collimator produced parallel light rays from the light source, which was the
only source of illumination in the lab (all other sources of light were shut off). This
allowed for the testing of the DLS falloff and the FOV by aiming the DLS directly
at the light source, and then looking off axis. For every 10◦, starting from 0◦ to 90◦,
a spectral irradiance measurement was captured with the DLS and then plotted in
Figure 3.10 along with a cosine fall off. Cosine falloff was calculated by using the
DLS spectral irradiances for 0◦ and multiplying by cos(θ) for the remaining points.
These results show that the DLS has a FOV close to the claimed 180x180◦ and has
the expected cosine fall-off factor.
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Figure 3.10: DLS spectral irradiance by angle. Collected spectra are the darker lines,
while the simulated cosine fall off are the transparent lines.
3.5.2 sUAS Flight Results
Table 3.3 shows the band-integrated ground reference reflectance factors for all the in-
scene targets on November 8, 2017. While it is highly unlikely that the reflectance of
these experimental targets did not change between November 2, 2017 and November
9, 2017, other variables did. Data was captured on November 2, 8, and 9, 2017
because various weather conditions were desired for the flights. November 2nd was
complete overcast, November 8th was sunny and November 9th was partly cloudy.
In addition, variations in time of day (sun-target-sensor angle) and sky conditions
(clear/partly cloudy/complete overcast) resulted in differences in band-integrated
ground reference reflectance factors due to the bi-direction reflectance distribution
factor for each of these targets. For this reason is is critical that this ground reference
data be collected as close as possible to the sUAS flight.
Overall results are shown in Table 3.4. They have been averaged over bands,
targets, heights and atmospheres. 2-point ELM outperformed 1-point ELM and
AARR for both signed (magnitude and direction) and absolute (magnitude only)
errors. AARR standard deviation as also higher than both ELMs, which were very
similar. For the ELMs, the dark wooden panel was used as the dark reflectance
conversion point (∼ 3%), and the middle bar of the gray-scale portable target was
used as the bright reflectance conversion point (∼ 30%).
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Table 3.4: Overall average band effective reflectance factor errors with standard
deviations. Both signed and absolute errors are shown.
Error Type AARR 1-Point ELM 2-Point ELM
Absolute 0.0426 (0.050) 0.0239 (0.0317) 0.0219 (0.0335)
Signed -0.0244 (0.0610) -0.0028 (0.0396) -0.0050 (0.0397)
A few other results were investigated for the interest of the remote sensing com-
munity. The errors resulting from variations in sensor heights and atmosphere were
examined more closely. The first analysis altered sensor altitude while averaging the
error across bands, atmosphere, and targets. The second analysis altered atmosphere
constituency while averaging the error across bands, sensor altitudes, and targets.
For the purpose of the remaining studies, only the signed error results are presented.
Figure 3.11 shows the errors by sUAS altitude. All of these plots showed the same
trend across conversion methods, a downward trend in average reflectance factor
error from AARR to ELM. While all three methods produced similar results, ELM
outperformed AARR with smaller average errors, and smaller standard deviations.
































































































Figure 3.11: Signed reflectance factor errors averaged over MicaSense bands, atmo-
sphere and targets for sensor altitude of (a) 150ft (b) 225ft (c) 300ft and (d) 375ft.
Results with MicaSense RSR functions shown.
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To further demonstrate how ELM outperformed AARR, Table 3.5 displays the
signed band effective reflectance factor errors and standard deviations for each band
of the MicaSense RedEdge-3. These errors have been averaged across all heights,
atmospheres and targets. Across all bands, ELM had lower average errors and
standard deviations.
Table 3.5: Signed band effective reflectance factor errors and standard deviations
averaged across all heights, atmospheres and targets.
AARR 1-Point ELM 2-Point ELM
Mean SD Mean SD Mean SD
Blue -0.0290 0.0318 0.0019 0.0136 -0.0044 0.0130
Green -0.0172 0.0341 0.0037 0.0164 -0.0043 0.0152
Red -0.0291 0.0529 0.0016 0.0265 -0.0065 0.0252
RE -0.0175 0.0553 -0.0059 0.0405 -0.0130 0.0413
NIR -0.0294 0.1022 -0.0151 0.0693 0.0030 0.0707
Overall -0.0244 0.0610 -0.0028 0.0396 -0.0050 0.0397
The atmosphere plots, in Figure 3.12, produced a more interesting result. The
cloudy day (November 2, 2017) produced the smallest errors, even when compared
to the sunny day. Since previous remote sensing platforms were satellites and
manned aircraft, sunny (clear) conditions were required for image collection. While
the signal-to-noise ratio for the recorded signal due to the radiance reaching the
sensor is obviously higher on sunny days, the results in this study indicate that for
a sUAS, cloudy weather produces smaller signed reflectance factor errors. Under
sunny conditions, shadows can be present in the scene and energy can be reflecting
off many surfaces back onto the targets which increases the potential for error
without strenuous efforts to account for this scattered energy. Shadows are also very
prominent in sUAS imagery due to the low flight altitude (high spatial resolution,
small GSD). All days showed the expected trend in the reflectance factor errors were
lower than AARR. Interestingly enough, the partly cloudy data produced reasonable
errors when compared against cloudy and sunny. This is most likely due to the DLS
being utilized to find the panels with the most similar illumination conditions.
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Figure 3.12: Signed reflectance factor errors averaged over MicaSense bands, sensor
altitudes and targets for atmospheres of (a) cloudy (b) partly cloudy and (c) sunny.
Results with MicaSense RSR functions shown.
3.5.3 DLS vs Single Image vs Time
Finally, the DLS method of reflectance conversion image selection was compared
against single and time based methods. Figure 3.13 displays the reflectance factor
error box plots of all tested methods side by side. Of all ELM methods, DLS
reflectance conversion image selection produced errors closest to zero. These results
were expected because the Earth rotates and the sun changes position, which will
either increase or decrease the irradiance onto the targets. As this occurs continuously
throughout the sUAS flight, it is necessary to have more images captured of the
reflectance conversion targets to most accurately represent the current illumination
condition. Single image reflectance conversion does not take this issue into account,
hence the higher error. Time based reflectance conversion is also flawed because the
illumination of a scene can change in a few seconds. This would result in the wrong
reflectance conversion panel image being used simply because it was captured a few
seconds before. However, this did not occur during our data collections as can be
seen by the time results in Figure 3.13.
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Figure 3.13: Overall average signed band effective reflectance factor errors displayed
as box plots.
After analyzing the entire data set (9000+ data points across 1800+ targets
across 1000+ images), the same conclusion was reached as the initial study [84].
ELM performed the best in producing signed (and absolute) reflectance factor errors
across a variety of variables, while AARR performed very reliably.
3.5.4 M-AARR
Figures 3.14 and 3.15 show the downwelling radiance, sensor reaching radiance and
reflectance curves for two of the 1920 simulations described in Table 3.2.




Figure 3.14: (a) Downwelling radiance (b) sensor reaching radiance and (c) re-
flectances simulated by MODTRAN for a blue felt target, at 14:00 UTC, 5km
visibility, day 79 and US standard atmosphere.




Figure 3.15: (a) Downwelling radiance (b) sensor reaching radiance and (c) re-
flectances simulated by MODTRAN for a grass target, at 18:00 UTC, 23km visibility,
day 355 and mid-latitude winter atmosphere.
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The overall average signed error in reflectance factor produced by M-AARR was
0.0023 with a standard deviation of 0.0074. To ensure the results from M-AARR were
strictly depicting errors from typical sUAS altitudes, the 2 and 5,000ft simulations
were excluded from these statistics. 2 and 5000ft were only used for figures to
demonstrate how accurately the AARR technique can reproduce the reflectance
curves (2ft), as well as demonstrate how poorly this technique works at traditional
remote sensing heights (5,000ft).
Plots illustrating potential trends in average signed reflectance factor errors
for these M-AARR simulated scenarios were generated across all the MicaSense
RedEdge-3 sensor bands and variables. In Figure 3.16, time and atmosphere showed
no significant variation in reflectance factor errors. Day number (season) did seem
to have an effect on the reflectance factor. Figure 3.17 had the expected trends
for visibility and sensor altitude. As the visibility increased, or the sUAS altitude
decreased, both the errors and standard deviations decreased. This makes sense, as
higher atmospheric visibility typically indicates a decrease in scattering particles in
the atmosphere that can affect the path attenuation from the target to the sensor. In
a similar fashion, as the sensor altitude decreases, the potential for attenuation and
scattering decrease with decreasing path length, again resulting in more accurate
prediction.
The plot for various targets in Figure 3.17(c) was more difficult to interpret.
Each of the targets had different average errors and variability for their results. The
smaller reflectance factor errors and standard deviations in reflectance factor errors
for asphalt, concrete, and green felt are most likely a result of the overall small
range in the average ground reference reflectance that were measured for those three
targets. This can be seen in Table 3.3 or as illustrated in Figures 3.6-3.8. All of the
targets start below 0.2 reflectance factor (at 0.4 microns), and while the reflectance
factor of all the targets rise as the wavelength increases, there is no large inflection
in reflectance factor for asphalt, concrete and green felt. Those three targets have an
average ground reference reflectance factor close to 0.2 (at 0.9 microns). Blue felt,
red felt and grass all reach much higher reflectance factor levels (greater than 0.5).
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Figure 3.16: Signed reflectance factor errors averaged over MicaSense bands and
variables, except for (a) day number (b) time and (c) atmosphere
CHAPTER 3. A COMPARATIVE STUDY 51








































































Figure 3.17: Signed reflectance factor errors averaged over MicaSense bands and
variables, except for (a) visibility (b) sensor altitude and (c) target
3.5.5 Overall
While the newly developed AARR technique for radiance to reflectance conversion
does not surpass the results produced by ELM methods, it comes with a significant
time save on sUAS field collections. Depending on the size of the collection field, and
the number of reflectance conversion targets, setting up and measuring reflectance
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conversion targets can add significant time (45min - 1hour+) to field collects. If the
field is large, reflectance conversion target revisits, which is important to produce
the best results for both time and DLS ELM, can be burdensome as the sUAS might
have to divert from it’s preplanned route. This will reduce the time that the sUAS
is imaging the targets of interest, which decreases the area that can be covered by
the sUAS. Every sUAS remote sensing practitioner has to determine which method
is correct for their application. Research applications, specifically, require more
accurate measurements to ensure the science behind the methods and technology is
sound. ELM is the suggested approach for these types of work.
Because the results for all reflectance conversion methods were so close, a one-way
ANOVA test of significance was carried out to determine if there was a significant
difference. This produced a p value less than 0.001, which means the null hypothesis
was not rejected, and there is a significant difference between the means of these
conversion methods. However, the AARR method produces an averaged signed
reflectance error of nearly -2.5%. If the analyzed target of interest has an inherent
reflectance variability that is greater than 2.5%, then the error produced when
converting radiance to reflectance would be overshadowed and ELM would arguably
be excessive. This is because the best result that can be produced is directly correlated
with the error present in the entire system (targets, camera, and processing). While
ELM might never be fully replaced, AARR is a good stepping stone to sUAS image
reflectance conversion without the use of panels.
3.6 Discussion
This in-depth study has shown that 2-point ELM produces the most accurate
reflectance images, followed by 1-point ELM and AARR. The average reflectance
factor errors were -0.0050±0.0397, -0.0028±0.0396, and -0.0244±0.0610, respectively.
These are all remarkably small errors for remote sensing imagery. While it did not
outperform ELM, AARR was proven to be a viable method for converting sUAS
remotely sensed images to reflectance, as the average reflectance factor error was
slightly higher than ELM. These errors were computed across 1,820 targets, which
implies strong validity to the findings. In addition, the expanded simulations of
M-AARR also implies that AARR is a viable technique in a variety of atmospheres,
days, times, heights, targets, and visibilities and that theoretically better results
than those shown experimentally here might be achieved.
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As with all experiments, errors in data collection impact the final results. Below
is a discussion regarding the errors throughout the study.
3.6.1 Digital Count to Radiance Errors
After collecting the data, the raw imagery was converted to radiance before going to
reflectance. As stated before, MicaSense’s open source code was used for this step,
however, the metadata values captured with every image (especially the coefficients)
might only be applicable when the MicaSense RedEdge-3 is factory fresh. Constant
use and handling of the camera impacts these coefficients, as does time since last
calibration. Recent radiometric and geometric calibration could have reduced these
errors further, and will be examined in upcoming studies.
3.6.2 Radiance to Reflectance Errors
Multiple parts of the radiance to reflectance conversion process may have introduced
uncertainty. 1-point and 2-point ELM required ground reference reflectance curves,
which were collected using a spectroradiometer. The collection of these reflectance
curves may not have been identical every time (i.e. leveling of the spectrometer,
variance in the position of the operator between standard and target radiance
measurements, etc). In addition, the DLS provided by MicaSense might not have
been an accurate measure of the current illumination conditions. A more precise
sensor on top of the sUAS would have provided a better irradiance measurement
which would have led to the computation of a more accurate reflectance image by
the AARR technique.
3.7 Future Work
3.7.1 Digital Count to Radiance Conversion
If possible, prior to any data collection, a scientific imaging sensors should be
radiometrically calibrated. This ensures that the user knows the variability between
the data being collected and the data collected in a prior collection. A method
for regular radiometric calibration is in development so errors in absolute radiance
measurements may be more accurately determined. While this is not strictly required
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for reflectance factor generation, these more accurate radiance measurement will be
available if determined necessary for any post-collection analyses.
3.7.2 Downwelling Light Sensor (DLS)
Improving the accuracy of the DLS could certainly reduce the errors in reflectance
imagery produced by AARR. A few things can be done to produce more accurate
downwelling radiance measurements. First, the DLS can be calibrated using an
integrating sphere to ensure the hardware is accurately measuring radiance. Second, a
more accurate DLS geometry correction algorithm can be developed. The MicaSense
method for DLS orientation correction assumes a diffuse coefficient of 0.166 which can
change depending on the illumination conditions. By developing a rigorous orientation
correction algorithm, AARR reflectance factor errors can be reduced. One final
option could be the replacing the MicaSense DLS with a calibrated spectrometer
(300nm-2500nm). In doing so, a full irradiance spectrum can be recorded, which
would also allow for converting hyperspectral images into reflectance using the AARR
technique. This is because the current DLS bands only align with the MicaSense
RedEdge bands.
3.7.3 Two Sensors Flying Together
One of the issues with our current data set was a lack of reflectance conversion images
(for 1-point and 2-point ELM). It has been considered to fly two separate sUAS, each
with a MicaSense RedEdge-3 attached. The first sUAS will fly the field as in this
experiment, while the second sUAS hovers over a set of reflectance conversion panels
for the entire duration of the mission. This would provide an image of the reflectance
conversion panels at the same timing and interval as the field images. The only
issue with this experiment is the cameras are not identical. Therefore, a model will
need to be derived to cross calibrate the two MicaSense RedEdge-3 cameras or other
spectral sensors.
3.7.4 Error Analysis
A complete error analysis will be conducted to analyze this entire process. This will
help sUAS remote sensing practitioners known which part of processing produces
the most error and how they can mitigate those errors. This error will include all
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measurements made by both the camera and the DLS, a particular target in the
scene, the HR-1024i spectroradiometer, and any other field equipment used.
3.8 Conclusion
ELM proved to be the most accurate radiance to reflectance conversion methodology
by producing an average signed reflectance factor error of -0.0050±0.0397 (2-Point
ELM) while AARR performed reliably (-0.0244±0.0610). Depending on the accuracy
required by the sUAS remote sensing practitioner, AARR can be used to produce
reflectance imagery and save significant deployment and post-processing time. There
would be no need to deploy large reflectance conversion panels for every mission, revisit
these reflectance conversion panels multiple times, fly a second camera/downwelling
sensor as suggested in the Future Work section, collect spectroradiometer data of
these reflectance conversion panels, locate panels or develop complex code to process




As discussed in the previous chapter, before converting images from radiance into
reflectance, the images need to be converted from digital count into radiance. Digital
count is the intensity of a particular pixel in an image, and radiance is a measurable
quantity of the radiant flux that is being emitted by a target. While the empirical line
method for reflectance conversion could be used to convert digital count imagery into
reflectance, radiance imagery is required for the al-altitude radiance ratio technique.
The previous study utilized the RedEdge camera calibration methodology for the
conversion of digital count imagery to radiance imagery. This methodology utilizes
preloaded metadata values that include, but is not limited to: dark current level,
vignette correction and radiometric calibration coefficients. These values are used to
calibrate every and any images captured by this particular RedEdge sensor. This is
problematic because these preloaded values are never re-calibrated and are always
used by the RedEdge camera calibration methodology. Therefore any image captured
by this particular RedEdge sensor, regardless of the date and time, will always be
calibrated with the same set of coefficients. This assumes that the camera does not
degrade electrically, optically, or even mechanically (i.e. dropped) over time.
In this chapter, we investigate a method for calibrating and characterizing any
spectral sensor. This method of calibration was applied to a MicaSense RedEdge-3
and then compared against the MicaSense methodology of calibration. This was
done to compute the average error produced by both calibration methodologies for
all five channels. In addition, an error propagation study was conducted to determine
56
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which component of the calibration methodology contributed the highest error.
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4.1 Introduction
No sensor is perfect. Based on the application that is required, certain sensors are
capable of producing acceptable data without any correction. On the other hand,
critical applications require the highest accuracy that is achievable [95]. For this
reason, it is important to regularly calibrate any sensor that is used for any kind
of data collection. Even two sensors manufactured to perform the same task may
produce different results under identical circumstances. Sensors can also degrade over
time. Some of the changes in the sensor response can be attributed to the use and
environmental conditions that the sensor is put through. These conditions include
but are not limited to: temperature, storage and physical handling. In addition,
the response of sensors can simply change over time as the hardware ages [96].
For these reasons, it is very important for sensors to be calibrated as often as possible.
Accuracy of data is arguably the most important part of any scientific re-
search. For fields of study that involve imagery, the behavior of sensors is integral in
the accuracy of the data [97]. While Charge-Coupled Devices (CCD) were proposed
and verified in the 1970s as imaging sensors and while they used to be the most
widely used imaging technology, they still had issues. Errors in CCD fabrication as
well as any errors in the behavior of the electronic device contribute to the noise
produced in the pixels [98]. Since then, Complementary Metal-Oxide Semiconductor
(CMOS) technology has become more prominent [99]. CMOS imaging sensors also
produce error in their recorded pixels values. Various work has been done to analyze
and correct noise in CMOS image sensors [100, 101, 102]. It is important for every
user to know the accuracy and expected variation of their data and how one might
reduce the error that does exists [103].
This paper aims to develop a technique for characterizing and calibrating any
kind of spectral sensor. Some of these sensors are loaded with previously measured
metadata values which are used for calibrating any image captured by the sensor
and these values are never updated. This reduces the accuracy of the final image
produced by the sensor. For the purposes of this paper, the relative spectral response
curves are characterized, while the vignette correction, row-gradient correction and
radiometric calibration coefficients are calibrated. While the methods presented in
this paper can be utilized for any spectral sensor, this study focuses on a multispectral
sensor that is primarily used for agricultural remote sensing.
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4.2 Background
Traditionally, remote sensing data collections were accomplished from manned aircraft
and satellite based platforms. Satellite sensors were calibrated using National
Institute of Standards and Technology (NIST)-traceable equipment pre-launch and
were calibrated in-situ afterwards. On the other hand, manned aircraft sensors can
be calibrated as often as the user desires using NIST standards. This is an advantage,
because if any abnormality is detected in the results, the sensor can be investigated
further in a laboratory environment. This assures the highest quality characterization
and calibration. Recently, technological improvements in small unmanned aircraft
systems (sUAS) have evolved to the point where they are a cost-effective solution for
a variety of commercial, as well as research applications while maintaining a high
level of accuracy. This has led to sUAS instrumentation being utilized more often for
remote sensing purposes. Some examples of sUAS applications include but are not
limited to: bridge inspections [22], cultural heritage [19], gas pipeline inspections [6]
and vegetation [104, 105, 106]. It is very important that the imagery captured for
all of those applications and many more, are calibrated properly.
In terms of calibration, sensors attached to sUAS platforms have the same
advantage as manned aircraft sensors, as they can be taken off and calibrated
whenever desired. All calibration methods require an accurate reference standard,
which will yield reliable results when combined with a strong protocol [24]. Below are
a few examples of the various methods for calibrating sensors on both satellite and
unmanned aircraft platforms.
4.2.1 Satellite
Calibration of satellite sensors occurs before they are launched into orbit. However,
these sensors can degrade due to mechanical and electrical issues and even exposure to
ultraviolet and other radiations in the space environment [107]. On board calibration
is accomplished for various Landsat sensors with the use of lamps, blackbodies,
various optical components and even a neutral density filter [108]. In addition,
unique techniques have been developed to use both clouds and oceans as calibration
targets for satellite sensors [109, 110, 111] and Pseudo Invariant Calibration Sites
(PICS) have been used in recent years for calibration purposes [112, 113, 114]. A nice
overview of satellite instrumentation calibration was written by Chander et al. [115],
which included but was not limited to: Simultaneous Nadir Overpasses (SNO),
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vicarious ground based calibrations, PICS, clouds, Rayleigh scattering and even the
sun, moon and stars.
4.2.2 Unmanned Aircraft Systems (UAS)
As mentioned, the advantage of calibrating a UAS sensor is the ability to perform
calibration using NIST-traceable equipment in a laboratory. Below are a few examples
from previous studies. Berni et al. calibrated both a multispectral and a thermal
sensor. Their multispectral sensor radiance calibration utilized a uniform light source
along with an integrating sphere, while their thermal camera was calibrated with
a blackbody source and the MODTRAN radiative transfer code [105]. Sheng et al.
also calibrated their thermal camera by imaging a surface over a range of known
temperatures [116]. Vicarious calibration has been utilized by both Pozo et al. and
Li et al. [15, 117]. Pozo’s technique measured artificial targets and established a
relationship between the targets and the radiance of the surfaces, while Li’s technique
applied the same technique to calibrated tarps and calculated the top-of-atmosphere
(TOA) radiances to compute calibration coefficients. Hakala et al. performed
laboratory calibration of their hyperspectral camera by using both a monochromator
and a source-based reference panel configuration. The monochromator was utilized
for spectral calibration while a reference panel configuration was used for absolute
radiance calibration [33]. Aasen et al. performs a dark current calibration, a vignette
correction and a radiometric response correction [32]. Kelcey et al. calibrated imagery
by noise reduction, dark offset, vignette correction by flat fielding and corrects lens
distortion using Agisoft Lens software [118]. Vignette correction is the process of
correcting the fall off of digital count intensity at the edges of the image frame.
4.2.3 MicaSense RedEdge
Designed to assist agricultural professionals with crop management, the MicaSense
RedEdge (MicaSense, Seattle, WA, USA) is a five band multispectral sensor. The sen-
sor captures 8 cm ground sample distance (GSD) at 122 m, up to 1 capture per
second with a 47.2◦ field of view (FOV), for all five bands. Furthermore, the sensor
comes equipped with a downwelling light sensor (DLS) which measures the incident
light, providing a hemispherical measurement above the detector surface. The bands
of the RedEdge camera and their respective characteristics are listed in Table 5.1.
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Table 4.1: MicaSense RedEdge spectral bands with respective center wavelengths
and bandwidth values.




Red Edge 717 10
Near IR 840 40
MicaSense’s calibration procedure utilizes various metadata parameters that
accompany each image produced by each individual RedEdge sensor [89]. This raises
concerns for two main reasons. First, these metadata parameters are fixed for the
lifetime of the sensor unless a new “factory” calibration is performed. Second, some
of the early RedEdge-3 sensors produced were not radiometric calibrated individually.
Instead, they were loaded with default radiometric and vignette correction terms.
While these default values could produce good results, they will not produce the most
accurate results. Their process for converting raw digital count imagery into radiance,
Li(x, y) [W/m
2/sr/nm], for band i, is described below in Equations (4.1)–(4.4) [89].
Li(x, y) = Vi(x, y)
a1,i
gi
ρi(x, y) − ρBL,i
te,i + a2,iy − a3,ite,iy
(4.1)
where Vi(x, y) is the vignette correction function map, a1,i, a2,i and a3,i are radiometric
calibration coefficients, ρi(x, y) is the raw digital count image, ρBL,i is the dark level,
gi is the gain, te,i is the exposure time [s] and y is the pixel row number. The vignette





where ki is a correction factor











where k0,i through k5,i are polynomial correction coefficients and ri is the distance of
the pixel to the vignette centers
ri =
√
(x− cx,i)2 + (y − cy,i)2 (4.4)
where cx,i and cy,i represent the vignette center and i denotes the spectral band
number. Now, by combining all the above Equations (4.1)–(4.4), the radiance image,
Li(x, y) can be computed.
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4.3 Methods
4.3.1 Proposed Radiometric Calibration Methodology
While the RedEdge sensor provides a method to convert images from digital count
into radiance [89], a separately proposed method is presented here. This proposed
methodology allows users to calibrate their sensors whenever it is deemed neces-
sary. This will ensure that the sensor is converting newly captured digital count
imagery into radiance imagery as accurately as possible. In addition, use of this
proposed methodology allows for the production of a fully parameterized radiance
error image. The proposed calibration process is a two step process: first, determine
the vignette and row gradient correction, and second, compute a spectral radiometric
calibration coefficient.
Vignette and Row-Gradient Correction
As stated before, vignette correction refers to correcting the fall off of digital count
intensity at the edges of an image, while row gradient correction corrects for a fall off
of digital count intensity from top to the bottom of the image. To calculate both the
vignette and row gradient correction factors simultaneously, the sensor needs to be
presented with a spatially static (flat) radiance field. In order to do this, the sensor
should be aimed directly into the exit port of a integrating sphere, where an image
is captured and then normalized, by dividing out the gain and exposure time. It
should be noted that the exit aperture of the integrating sphere should be larger
than the field of view (FOV) of the sensor. This ensures that the images captured
by the sensor are fully illuminated with the spatially uniform and stable radiance
from the sphere. From these images, the combined vignette and row-gradient factor
correction surface, Vi(x, y, T, te,i, gi), is derived as
Vi(x, y, T, te,i, gi) =
ρsphere,i(x, y) − ρBL,i(T, te,i, gi)
ρsphere,i(cx,i, cy,i) − ρBL,i(T, te,i, gi)
(4.5)
where ρsphere,i(x, y) is the normalized integrating sphere image, ρBL,i(T, te,i, gi) is the
dark level bias (Section 4.3.3), ρsphere,i(cx,i, cy,i) is the normalized pixel value at the
vignette center cx,i, cy,i and i denotes the spectral band number. This allows for any
image to be corrected of optical fall-off, sensor imperfections and dark-level bias
using the following equation
ρc,i(x, y) =
ρi(x, y) − ρBL,i(T, te,i, gi)
Vi(x, y, T, te,i, gi)
(4.6)
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where, ρc,i(x, y) is the vignette and row-gradient corrected image. Now that the
images can be corrected for fall-off, radiometric calibration can take place. Ultimately,
the calibration equaiton is dependent on the light-level, gain, integration time and
even temperature.
Calibration Coefficient Computation
To convert a raw digital count image to a radiance image, the following equation is
utilized for each of the camera’s spectral bands, i




where Li(x, y) is the radiance imagery, ai is the radiometric calibration coefficient,
ρc,i(x, y) is the vignette corrected image, gi is the gain and te,i is the exposure time
[s].
To compute the band specific calibration coefficient, ai, the sensor needs to be
shown a series of S varying brightness level radiance spectra spanning the operational
range that the camera will be used under, namely [L1, L2, L3, ..., LS]. These radiance
levels are provided using a traceable source. By using the relative response functions,








where RSRi(λ) is the relative spectral response curve for band i (Section 4.3.2). ai









































4.3.2 Relative Spectral Response
RSR curves were computed using a method similar to the one described by Mam-














where DCi(λ) is the average digital count over a region of interest (an example of
which can be seen in Figure 4.1), gi is the gain, tei is the exposure time [s], b is a
shift factor that is equal to the lowest non-zero value of DCnormi(λ), Φ(λ) [W] is
the spectral radiant flux, RSRi(λ) is the relative spectral response, R̂SRi(λ) is the
peak normalized relative spectral response and i denotes the spectral band number.
The peak normalized relative spectral response functions for the two RedEdge sensors
used in this study can be seen in Figure 4.2.
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Figure 4.1: Example region of interest (red rectangle) from relative spectral response
data set. Pixels from center of sphere (exit port of mini integrating sphere) were
averaged for every image captured. This was accomplished for all 250 images captured
(400 nm–900 nm, 2 nm step size) for all bands.































Figure 4.2: Peak normalized relative spectral response of RedEdge-3 (solid lines)
and RedEdge-M (dashed lines) sensors. Small variations can be seen in all channels
of both sensors. RedEdge-3 contains small divots in the blue and green channels,
while the Red, RE and NIR channels have small but noticeable shifts between the
two sensors.
The variations that are seen between the RedEdge-3 and RedEdge-M relative
spectral response curves (Figure 4.2) is a good demonstration of the importance for
calibration. These are two sensors produced by the same company with the same
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specifications, yet they produce slightly different responses. These variations may be
attributed to slight variations in their manufacture or perhaps aging and exposure of
the filter materials to environmental factors.
4.3.3 Dark Current
To characterize the dark current of the RedEdge sensors, light was blocked from the
lenses by physically covering the entrance aperture and placing the sensor in a light
tight bag (a photographer’s film changing bag). The sensor was then placed into three
different environments: cold (2.78 ◦C), ambient (25.56 ◦C) and hot (37.22 ◦C). A series
of 30 images were captured at every gain and manual integration time/exposure
setting. With four gain settings (1x, 2x, 4x and 8x) along with 21 exposure settings
(ranging 0.0066 ms–24.5 ms). For a single combination (temperature, gain and
exposure), the pixels in all 30 images were averaged to estimate the spectral dark
current. In addition to the MicaSense RedEdge camera, a HOBO TidbiT MX Temp
400 temperature logger (Onset, Bourne, MA, USA) was placed inside the light
tight bag to record the temperature every 10 seconds throughout the experiment.
This was done to ensure the temperature did not radically change throughout the
experiment period.
4.3.4 Comparison Metrics
Images from the integrating sphere were captured and converted to radiance us-
ing both the MicaSense RedEdge provided methodology and the proposed method
described above. The output from the sphere was measured using a calibrated
spectroradiometer (a Spectra Vista Corporation HR-1024i field portable spectrora-
diometer with a 4 degree foreoptic as well as an Analytic Spectral Devices FieldSpec
3 Spectroradiometer with a 3 degree foreoptic) as reference against which to com-
pare the derived spectral radiance images. Various light levels, gains and exposure
combinations were used in this evaluation. Light levels were selected based on the
simulating the highest radiance seen on Earth and multiplying it by the average
Earth reflectance (18%).
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4.3.5 Error Propagation
Given a calibrated radiance from the above approach, it is of keen interest to
characterize the expected error on this derived value. An error propagation was
conducted to assess the accuracy of the radiance imagery produced. Error propagation
is calculated with the general form














where R is a function of X and Y and δR is the standard error in R.
Using Equation (4.15) and applying it to Equations (4.7) and (4.1), the error
propagation for every pixel in the radiance imagery can be computed for the methods
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ρi(x, y) − ρBL,i
te,i + a2,iy − a3,ite,iy
(4.20)
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yte,i(ρi(x, y) − ρBL,i)
(te,i + a2,iy − a3,ite,iy)2
(4.23)
where δgi is the standard error in gain, δte,i is the standard error in exposure time,
δρi(x, y) is the standard error in the raw image, δVi(x, y) is the standard error of the
vignette correction, & δa1,i, δa2,i and δa3,i are the standard errors of the radiometric
calibration coefficients. The general standard error form is given in Equation (4.24),





where δ is the standard error, σpop is the standard deviation of the population
and Nsamp is the number of samples. While the MicaSense Radiance Error (Equa-
tion (4.16)) contains seven different components, not all of these variables could be
computed. When the radiance error is computed for the MicaSense methodology,
only gain, exposure time and image error is considered. This is because the RedEdge
multispectral sensors are provided with “factory” values for the radiometric calibra-
tion and vignette correction coefficients. Therefore, there is no way to compute the
individual error contributions and the standard error will be set to 0 for the following
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where δpc,i is the standard error of the vignette corrected image and δa is the standard
error of the radiometric calibration coefficient. Because a was computed using a least
squares regression the standard error computation for this variable changes. Below is





i=1 (Xi − X̄)
(4.26)
where δest is the standard error of the estimate, Y is the dependent variable value for
observation and Y ′ is the predicted dependent variable value, Xi is the independent
variable value for observation and X̄ is the mean of the independent variables.
For the purposes of this study, it was assumed that there was no correlation
between the variables. These cross terms were set to zero to simplify data collection
and analysis. This will ultimately underestimate the produced error. For a more
accurate representation of the error propagation, the correlation between variables
needs to be investigated.
Reflectance Error
This study also investigates the error in reflectance imagery. While the Empirical Line
Method (ELM) is the most well known method to convert digital count/radiance
imagery into reflectance, other techniques have been employed in recent years.
A recent example is utilizing the At-Altitude Radiance Ratio (AARR), which was
implemented with promising results using the MicaSense RedEdge sensor. AARR
produces a reflectance image by dividing each spectral band radiance image by the













i + L↓solar,i (4.28)
where DLSi is the downwelling light sensor radiance recorded by the MicaSense
RedEdge, ρi is the reflectance factor, Ls,i is the band effective spectral radiance,
E
′
solar,i is the spectral exoatmospheric solar irradiance, σ
′ is the solar zenith angle, τ
′
i
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is the spectral transmission from space to the sUAS, L↓solar,i is the solar scattered
downwelling sky radiance propagating on to the sUAS and i denotes the spectral
band number.

































For the purposes of data collection, a NIST-traceable HELIOS Uniform integrat-
ing sphere (Labsphere, Sutton, NH, USA, SN:0720165129) along with two Plasma
External Lamp (PEL) sources, an OL Series 750 Automated Spectroradiometric
Measurement System (Optronic Laboratories, Orlando, FL, SN:05613133), a New-
port Hand-Held Optical Meter Model 1918-R (Newport, Irvine, CA, USA, SN:
17160), a SVC HR-1024i field portable spectroradiometer (Spectra Vista Corporation,
Poughkeepsie, NY, USA), an Analytic Spectral Devices FieldSpec 3 Spectroradiome-
ter (Analytik Ltd, Cambridge, UK), a MicaSense RedEdge-3 multispectral sensor
(SN:1713165), a MicaSense RedEdge-M (SN:RM01-1806106-SC) and a DJI Matrice
100 quadcopter (SZ DJI Technology Co., Nanshan District, Shenzhen, China) were
used for this study. The OL Series 750 and the Newport Optical Meter were used
to generate the relative spectral response curves of the MicaSense RedEdge, while
the integrating sphere was used for vignette correction, row-gradient correction
and radiometric calibration. The SVC and ASD spectroradiometers were used to
measure the output of the integrating sphere as calibrated standards. The DJI
quadcopter was used to fly the RedEdge sensor around various scenes in Western,
NY. While the images captured from these scenes were utilized for other research
studies, a simple case study was accomplished using a single sUAS image captured
with the RedEdge-3. This case study demonstrates the effects of calibration on both
radiance and reflectance sUAS imagery.
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4.4.1 Dark Current
As previously stated, three various environments were used to test the dark current:
a walk-in cold room (set to 2.78 ◦C), an ambient laboratory ( 25.56 ◦C) and a bench
oven (set to 37.22 ◦C). Figure 4.3 shows the MicaSense RedEdge-3 and HOBO
TidbiT MX Temp 400 in these various locations for testing. The timing of these
experiments varied between the RedEdge-3 and RedEdge-M. The RedEdge-3 was
tested first and the gains and exposure times were changed manually in-between
image captures. This added significant down time in data collection and caused
each temperature setting test to last between 1.5 and 2 h. Afterwards, it was
learned the RedEdge sensor has an Application Program Interface (API) and the
sensor can be controlled pragmatically. Therefore, a small script was written up
that programatically changed the gains and exposure times after all 30 images were
captured for the previous combination. This reduced the testing time to around a
single hour.
(a) (b) (c)
Figure 4.3: MicaSense RedEdge-3 and HOBO TidbiT MX Temp 400 during dark
current testing in (a) cold room, (b) room temperature and (c) bench oven.
4.4.2 Relative Spectral Response
To measure the Relative Spectral Response (RSR) curves, an OL Series 750 monochro-
mator was utilized with 0.5 mm slits at both the entrance and exit apertures to
produce a 2 nm half-bandwidth (HBW). A mini integrating sphere was attached at
the exit port of the monochromator to produce uniform light, while the RedEdge
was placed 11 cm away from the sphere. This produced the image seen in Figure 4.1.
The RedEdge was situated close to the exit port of the mini integrating sphere be-
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cause of the small exit port and the lower power being put into the monochromator.
With a larger sphere and more input power, the sensor could be placed further back.
Figure 4.4 depicts the monochromator configuration used. Power levels and spectral
imagery were recorded at 2 nm increments from 400 nm to 900 nm.
Figure 4.4: Relative spectral response curve data capture setup. Monochromator
exit port connected to mini integrating sphere. RedEdge-3’s center lens is aligned
with exit port of mini sphere. RedEdge-3 is attached to a custom made rig which
allowed for both lateral and vertical movement.
4.4.3 Radiometric Calibration
To calculate the radiometric calibration coefficient, the sensor needs to be shown
N number of spectral radiance curves, which for the purposes of this study, N was
selected to be seven. The setup used with the integrating sphere and Micasense
RedEdge is displayed in Figure 4.5. The highest light level selected for the integrating
sphere was computed by simulating the radiance seen on Earth and multiplying
it by the average Earth reflectance (18%). This radiance is close to the radiance
level produced from the integrating sphere when a single PEL source is on and is
30% closed. One of the PEL sources used in this study has a variable aperture.
This is beneficial because it allows for setting the required N spectral radiance
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curves. It was chosen to use seven light levels: One lamp on, 30% (O30), 35%
(O35), 40% (O40), 45% (O45), 50% (O50), 55% (O55) and 60% (O60) closed, which
respectively are: 0.2928, 0.2407, 0.1924, 0.1495, 0.1093, 0.0739, 0.0453 W/m2/sr at
their peak wavelengths (500 nm). The radiance spectra collected at these light levels
can be seen in Figure 4.6. After the light levels were selected, all MicaSense sUAS
flights conducted by the sUAS Lab at the Chester F. Carlson Center for Imaging
Science at Rochester Institute of Technology were analyzed to see what gain and
exposure combinations were selected when the camera was collecting field data in
auto exposure mode. These 40 flights were conducted between August 2017 and
March 2019, a majority of which were flown around Western NY, USA during late
spring and late fall. These flights were flown on sunny days, between 46 m and 122
m above ground level and between 10:00 and 14:00 EST to ensure that the sun was
above of the scene. While all four gain levels were utilized, only a small subset of
the available exposure times were utilized (0.5 ms–2.5 ms). With this knowledge in
mind, the radiometric calibration data set was constrained to seven light levels, four
gains and six exposure settings. Even with these constraints, which produced 168
combinations, not all combinations could be utilized for the radiometric calibration
coefficient computation. Many of these combinations produced data that was either
near the noise floor or near saturation. Because of this, an additional constraint was
added to only use combinations in which all 5 spectral bands produced an an image
in which the top 5% of pixels fell in between the noise floor and saturation.
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Figure 4.5: Radiometric calibration data capture setup. RedEdge-3 sensor is placed
in front of the exit port of the integrating sphere. Sensor is placed far enough
away to avoid stray light issues but close enough for all channels to be completely
filled. RedEdge is attached to a custom made rig which allowed for both lateral and
vertical movement.














































Figure 4.6: Example integrating sphere radiances. (Left) SVC radiances collected
and used for calibrating the RedEdge-M sensor. (Right) ASD radiances collected
and used for calibrating the RedEdge-3 sensor. As expected, the measured spectra
decreased in magnitude as the PEL’s aperture was closed.
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4.4.4 Independent Radiance Test Data
Independently collected radiance test data were captured using the same experimental
setup under which the original radiometric calibration imagery was acquired. Various
light levels, gains and exposure combinations were captured using the RedEdge-3
and RedEdge-M cameras. All these images were converted to radiance using both
the MicaSense provided approach as well as the proposed methodology. Errors were
computed by comparing the average of the radiance imagery to the band integrated
radiance that was captured by the SVC/ASD spectroradiometers that were observing
the integrating sphere during data collection.
4.4.5 Error
To compute the overall radiance error, three separate experiments were executed in
order to compute the standard deviation for each of the three primary components:
gain, exposure time and image count. The error in gain and image count was
computed utilizing data collected from the integrating sphere, while the error in
exposure time was computed with an oscilloscope.
Various light level and exposure combinations were captured with the RedEdge
sensor for the gain and image count error calculation. These combinations were
selected because the light levels and exposures were able to be held constant while
the gain was increased over three base 2 orders of magnitude without producing
a saturated signal. This ultimately produced five combinations where gain error
was computed and seven combinations for computing image error. Each of these
combinations were already known to produce usable vignettes in all bands of the
sensor, which allowed all the images to be corrected and averaged. As stated before,
usable vignettes were determined to be viable if the top 5% of the pixel values were
within the noise floor and saturation in all 5 spectral bands. Ultimately, the average
pixel values (the average pixel value of an image is computed by Equation (4.10))
across 30 corrected images was computed for each combination and used to compute
gain and digital count errors.
Exposure time error was computed using an oscilloscope. The RedEdge sensor
was setup to capture images of the oscilloscope screen as the scope scanned across the
screen. The dot that scanned over the screen became recorded as a line. The length
of this line was directly proportional to the exposure time of the image. Three
exposure times were tested (0.5, 1 and 2.5 ms). The setup and example images can
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be seen below in Figure 4.7.
(a) (b)
(c)
Figure 4.7: Exposure time error (a) setup, (b) example oscilloscope dot and (c)
example RedEdge image. Images were used for analysis if the full line was imaged in
the center of the frame. This ensures the proper exposure time could be measured.
The DLS error was measured using the integrating sphere by placing the DLS in
line with the exit port of the integrating sphere. 30 measurements were captured at
eight different light levels and standard errors were computed for all light levels and
all 5 bands.
Standard error for all of these components (gain, digital count, exposure time
and DLS) is computed using Equation (4.24).
4.5 Results
4.5.1 Dark Current
Dark current results can be seen in Figures 4.8–4.11. Figures 4.8 and 4.10 show the
temperatures of the environments the MicaSense RedEdge-3 and RedEdge-M sensors
were in during the data capture, while Figures 4.9 and 4.11 display the average 12-bit
noise computed at each gain, exposure time and temperature. As the temperature,
gain and exposure time all increased, the noise increased as well. But it should
be noted, that at the normal operating range of this sensor (25 ◦C–26.67 ◦C and
exposure times 0.5 ms–2.5 ms), the dark current was around 300 digital counts.
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Figure 4.8: Temporal temperature profile during MicaSense RedEdge-3 dark current
testing. Temperature inside the light tight bag did not change significantly during
the course of the test. Data collection took about 2 h for each temperature environ-
ment because the gain and exposure time had to be changed manually in-between
image captures.
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Figure 4.9: Average dark current (12-bit) produced by MicaSense RedEdge-3 sensor
at various gains and exposure times. Each dot represents an average of at least
30 images. Bars are one standard deviation. Digital count values hold around 300
except for higher exposure times, gains and temperatures. The highest digital counts
values seen were around 340 (24.5 ms, 8x gain and 37.22 ◦C).
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Figure 4.10: Temporal temperature profile during MicaSense RedEdge-M dark
current testing. Temperature inside light tight bag did rise as test progressed but no
significant changes in the digital counts were noticed. Data collection took about an
hour for each temperature setting because the gain and exposure time were altered
programatically using the RedEdge Application Program Interface (API).
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Figure 4.11: Average dark current (12-bit) produced by MicaSense RedEdge-M
sensor at various gains and exposure times. Each dot represents an average of at least
30 images. Bars are one standard deviation. Digital count values hold around 300
except for higher exposure times, gains and temperatures. The highest digital counts
values seen were around 320 (24.5 ms, 8x gain and 37.22 ◦C). It should also be noted
that the digital count values held steady regardless of the increasing temperature
throughout the test.
4.5.2 Radiometric Calibration
By using Equation (4.8), band integrated radiance values were computed for every
sphere setting used. These values are displayed in Table 4.2.
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Table 4.2: Band integrated sphere radiances. Values were computed by applying
RedEdge-3 RSR curves to the measured sphere radiances. All spectral band columns
have units of W/m2/sr/nm.
% Closed Peak Radiance [W/m2/sr/nm] Blue Green Red NIR RedEdge
30 0.2928 0.2268 0.2186 0.1226 0.0445 0.0827
35 0.2407 0.1865 0.1820 0.1024 0.0371 0.0689
40 0.1924 0.1491 0.1453 0.0817 0.0298 0.0551
45 0.1495 0.1161 0.1146 0.0648 0.0237 0.0437
50 0.1093 0.0851 0.0842 0.0477 0.0176 0.0322
55 0.0739 0.0578 0.0575 0.0327 0.0122 0.0222
60 0.0453 0.0355 0.0357 0.0204 0.0077 0.0139
Of all the calibration imagery collected, 25 combinations were accepted. As stated
before, these combinations were determined to be viable because the top 5% of the raw
pixel values were within the noise floor and saturation in all 5 spectral bands. Table 4.3
displays the computed radiometric calibration coefficients for both the MicaSense
RedEdge-3 and RedEdge-M that were utilized in this study.
Table 4.3: Radiometric calibration coefficients computed using proposed methodology
for both RedEdge-3 and RedEdge-M sensors. The Blue, Green and Red bands
produced very similar coefficients, while the NIR and RedEdge bands were different.
Blue Green Red NIR RedEdge
RedEdge-3 3.656e-8 2.916e-8 5.863e-8 5.168e-8 5.396e-8
RedEdge-M 3.233e-8 2.814e-8 5.698e-8 3.726e-8 6.524e-8
Both sensors produced very similar coefficients for the visible bands (Blue, Green
and Red) but different coefficients were computed in the NIR and RedEdge. No
significant changes were reported by MicaSense in the NIR or RedEdge bands for
the RedEdge-M, which means that either the calibration run by MicaSense was
performed incorrectly for those two channels or the RedEdge-3 and RedEdge-M really
have different calibration coefficients. After computing these radiometric calibration
coefficients with the proposed method, both digital count to radiance methods were
compared. Over 160 test images were captured and converted to radiance and the
percent error between the average radiance pixel (Equation (4.10)) and the band
integrated radiance values in Table 4.2 were computed. An example can be seen in
Figures 4.12–4.18. All of these images are computed from the same image set that
was captured under the following combination: One lamp on, 50% closed, gain 1x,
exposure time 0.698 ms.
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Figure 4.12 displays the raw imagery captured by the RedEdge, Figure 4.13
displays the vignette correction images produced using the MicaSense provided
approach and metadata parameters, Figure 4.14 displays the proposed method’s
vignette corrections surfaces and Figure 4.15 displays the inverse of the proposed
method’s vignette corrections. The inverse of the proposed vignettes is displayed to










































Calibration Example - One Lamp 50% closed. Gain 1x. Exposure Time 0.698ms.





























































Figure 4.13: MicaSense vignette imagery. These vignettes are programmed into the
particular MicaSense RedEdge-3 sensor used in this study and will never change




























































Figure 4.14: Example proposed vignettes. These vignettes are computed with the
methodology proposed in this paper, for the particular light level, gain and exposure
time combination (One Lamp 50% closed, Gain 2x and 0.698 ms).































































Figure 4.15: Inverse of example proposed vignettes. Proposed methodology divides
the image by the vignette, while MicaSense method multiples. These images were
produced to showcase the similarity between MicaSense and proposed vignettes.
The overall results are shown below. Figure 4.16 is the radiance imagery produced
using the MicaSense provided approach and “factory” parameters while Figure 4.17
is the radiance imagery produced using the proposed method. Figure 4.18 is the

























































Figure 4.16: Example integrating sphere imagery converted into radiance using























































Figure 4.17: Example integrating sphere imagery converted into radiance using
proposed technique. 3-D images are shown below for clarity.

















































Figure 4.18: ASD reference values measured of the integrating sphere during cali-
bration testing. RedEdge-3 RSR curves applied to ASD spectra to compute band
integrated radiances, which are being displayed as images.
Since it is difficult to visualize the variation in the radiance imagery, 3 dimensional
(3-D) plots were created to showcase the results of both methods (MicaSense radiance
imagery in Figure 4.19 and proposed radiance imagery in Figure 4.20). The colored
vignettes are the computed radiance imagery, while the black 2-D images are the
ASD references. There are a few issues with the radiance imagery produced by
MicaSense. The first is the magnitudes of the radiances. They do not align with
the ASD reference values, most notably in the Blue and RedEdge channels. This
means that the radiometric calibration coefficients are not very accurate in those
bands. Furthermore, the produced radiance imagery still had some vignette features.
The edges of the radiance imagery fold up, meaning the vignette correction that was
utilized was also not entirely accurate. However, the radiance imagery produced by
the proposed method align on top of the band integrated ASD measurements and
the vignette and row-gradient correction flattened the images.




Figure 4.19: Example MicaSense radiance imagery shown as 3-D images. ASD
reference is shown as a black 2-D image. Imperfections of MicaSense methodology
is noticeable in the magnitude (radiance calibration coefficients) and in the edges
(vignette correction) of the radiance images.




Figure 4.20: Example proposed radiance imagery shown as 3-D images. ASD reference
is shown as a black 2-D image. Using the proposed methodology, the produced
radiance imagery magnitudes line up with the ASD reference and the applied vignette
correction flattened the images.
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Once all test images were converted to radiance, the results were compared.
Tables 4.4 and 4.5 present the overall percent errors in radiance for both methods
and both sensors. Two variations of vignettes were utilized to calibrate the test
data. As stated before, to compute the radiometric calibration coefficient, ai, 25
light level, gain and exposure combinations were accepted (top 5% of raw pixels
between noise floor and saturation), which produced 25 vignettes. When calibrating
test imagery, the images were corrected with: (1) averaging all 25 vignettes and
(2) the closest vignette in terms of light level, gain and exposure time. After these
results were calculated, scatter plots were produced to display the difference between
the computed image radiance levels and the band integrated sphere radiance values.
These are shown in Figures 4.21 and 4.22.
Table 4.4: Average percent errors in radiance imagery for all bands using both
conversion methods for the RedEdge-3. Standard deviations are shown in parenthesis.
Sensor Method Blue Green Red RedEdge NIR
RedEdge-3
MicaSense −10.98 (0.93) −0.43 (1.59) 3.59 (2.67) 32.81 (5.94) −17.08 (2.45)
Proposed (Average) 3.44 (5.63) 2.93 (5.47) 2.93 (6.63) 3.70 (8.91) 0.72 (4.08)
Proposed (Closest) 3.66 (6.05) 3.19 (5.95) 3.25 (7.17) 4.23 (9.74) 0.75 (3.95)
Table 4.5: Average percent errors in radiance imagery for all bands using both
conversion methods for the RedEdge-M. Standard deviations are shown in parenthesis.
Sensor Method Blue Green Red RedEdge NIR
RedEdge-M
MicaSense −9.22 (0.61) 0.50 (1.70) 0.82 (1.79) −1.62 (2.72) 1.58 (3.66)
Proposed (Average) 2.50 (4.82) 2.91 (5.34) 1.28 (4.31) 0.99 (4.51) 0.78 (5.05)
Proposed (Closest) 2.82 (5.41) 3.14 (5.78) 1.70 (5.01) 1.10 (4.55) 0.78 (4.86)
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Figure 4.21: Scatter plot of average RedEdge-3 image radiance vs sphere radiance.
Images converted to radiance using (a) MicaSense methodology (b) Average Vignette
Proposed methodology. Proposed methodology produces less error as less spread is
seen in the scatter plot.
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Figure 4.22: Scatter plot of average RedEdge-M image radiance vs sphere radiance.
Images converted to radiance using (a) MicaSense methodology (b) Average Vignette
Proposed methodology. Proposed methodology produces less error as less spread is
seen in the scatter plot.
Some of these radiometric calibration results stand out. All bands, except green,
produced lower average percent errors when the proposed methodology was utilized
as opposed to the MicaSense provided method and “factory” parameters. It is also
worth noting that the RedEdge and NIR channel produced very high percent errors
in RedEdge-3 radiance imagery. This is noteworthy because the RedEdge sensor
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was developed for agricultural applications which primarily investigate the spectral
behavior in wavelengths above 700 nm. Another noticeable result is the increased
error produced with the RedEdge-3 sensor across all bands, except green. This higher
error could be a result of the extensive use of the RedEdge-3 over the RedEdge-M in
both the calibration lab as well as in the field. The RedEdge-3 used in this study
was purchased in June 2017 while the RedEdge-M was purchased in March 2018. It
is also possibly that this error is a result of the RedEdge-3 not being individually
calibrated. In other words, generic calibration coefficients for both the radiometric
values and the vignette were built into the RedEdge-3.
Finally, the percent errors in radiance imagery were not zero for the proposed
technique because of potential errors in the relative spectral response curves. As can
be seen in Figure 4.2, there are variations with the curves. The RedEdge-3 blue RSR
curve trails off all the way to 400 nm which definitely plays a result in the band
integrated value. This trail off in the blue channel could also be present because not
enough noise was suppressed when processing the data. Another issue is any potential
shift in the RSR curves which is most noticeable in the RedEdge curve between both
the 3 and M series sensors. Even a 2–3 nm shift in the rise and fall of the RSR can
impact the band integrated values. To demonstrate this difference, the RSR curves
of the RedEdge-3 sensor were overlaid onto a peak normalized spectral radiance
curve from the integrating sphere. This overlap can be seen below in Figure 4.23.
As shown, the band integrated radiances are: 0.1491, 0.1453, 0.0817, 0.0551 and
0.0298 W/m2/sr/nm for Blue, Green, Red, RedEdge and Near Infrared respectively.
If a 3 nm shift to the right is applied to all bands, the resulting band integrated
radiance values become: 0.1494 (+0.20%), 0.1429 (−1.65%), 0.0795 (−2.69%), 0.0543
(−1.45%), 0.0296 (−0.67%).
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Figure 4.23: Peak normalized MicaSense RedEdge-3 RSR curves overlaid onto
normalized spectral radiance curve.
4.5.3 Reflectance Error
The radiance errors also carry through to reflectance (an illumination invariant space).
The errors in reflectance of the RedEdge and NIR bands will be more noticeable
because the radiance error in those bands are highest. This is important because
two of the most commonly used metrics for vegetation health: NDVI (Normalized
Difference Vegetation Index) and NDRE (Normalized Difference RedEdge) utilize
these two bands [119, 120]. Computation of both of these metrics is shown below in









Below, a basic example of the resulting errors in reflectance for a grass target
is shown. Figure 4.24 shows a ground reference reflectance spectra measured from
a grass target that was collected using the SVC on a field collection in 2018. This
target was measured roughly once per 45 min (at the start of every sUAS flight).
When collecting the target’s reflectance spectra, a measurement of a ¿99% diffuse
reflector, Spectralon (Labsphere, Sutton, NH, USA), was made before as a reference.
Proper collection of spectra in the field consists of keeping the SVC at chest height
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and shoulders parallel to the sun. This ensures that the collector’s shadow is not
over the target being measured. Assuming this spectra is correct, then Table 4.6
showcases the resulting errors of the calibration methods for a grass target as well
as the computed NDVI and NDRE metrics. As can be seen, the RedEdge-3 sensor
produces significantly different results for the NDRE metric.

















Figure 4.24: Ground reference reflectance of grass target measured with SVC during
a field collection in 2018. This measurement is a single measurement of the grass
target.
Table 4.6: Grass target reflectance factor errors as a result of calibration errors.
Sensor Method Blue Green Red RedEdge NIR NDVI NDRE
SVC Reference 0.022 0.071 0.026 0.188 0.490 0.899 0.445
RedEdge-3
MicaSense Correction 0.020 0.070 0.027 0.249 0.406 0.876 (0.005) 0.239 (0.026)
Proposed Correction 0.023 0.073 0.027 0.193 0.487 0.897 (0.007) 0.435 (0.038)
RedEdge-M
MicaSense Correction 0.020 0.071 0.026 0.185 0.491 0.899 (0.004) 0.458 (0.018)
Proposed Correction 0.022 0.073 0.026 0.189 0.491 0.898 (0.006) 0.444 (0.027)
As expected, the RedEdge-M sensor produced similar results for both NDVI
and NDRE regardless of the method utilized. However, the computed NDVI and
NDRE values of the RedEdge-3 sensor showed a different story. Compared to the
NDVI reference of 0.899, the MicaSense method produced an NDVI of 0.876 while
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the proposed method produced a closer value of 0.897. This larger NDVI error
produced from the MicaSense method is due to the larger radiance error of the
NIR band. On the other hand, when the NDRE is computed, the MicaSense error
is significantly higher because it includes both the NIR and RedEdge band which
had a −17% and 32% error in the radiance domain respectively. By calibrating
the RedEdge-3, the NDRE error dropped from −46% to −2.2%. If a farmer or an
agricultural scientist use a sensor that has not been calibrated, their results may lead
them to believe that the crop field has issues (NDRE of 0.239). This would cause
them to spend time and resources to ensure the crop fields are healthy. On the other
hand, a calibrated sensor would have displayed a healthy field (NDRE of 0.435) and
saved both time and capital.
4.5.4 Radiance Errors
Below are the standard errors for images, gains, exposure times and downwelling light
sensor. The computation of these errors was explained in Section 4.3.5. For digital
count, gain and the DLS, errors were computed for various combinations of light
level and other appropriate parameters. Below are the following tables: digital count
error (Table 4.7), gain error (Table 4.8), exposure time error (Table 4.9), radiometric
calibration coefficient error (Table 4.10) and DLS error (Table 4.11).
Table 4.7: RedEdge-3 12-bit digital count error for various light level, gain and
exposure combinations. Digital count error was computed using vignette and row-
corrected imagery from an integrating sphere. A positive correlation is seen between
digital count error and both gain and exposure time, while a negative correlation is
seen for digital count error and light level.
% Closed
Peak Radiance Exposures
Gain Blue Green Red NIR RedEdge
[W/m2/sr/nm] [ms]
50 0.1093 0.585 1 49.664 51.681 25.783 18.749 22.480
50 0.1093 0.585 2 98.905 102.491 51.271 36.732 44.843
55 0.0739 0.765 1 41.940 44.367 22.605 36.732 44.843
55 0.0739 0.765 2 83.420 88.443 44.711 34.432 39.722
60 0.0453 0.585 1 29.103 30.208 16.466 14.697 15.587
60 0.0453 0.585 2 57.727 59.945 32.609 28.981 30.257
60 0.0453 0.585 4 114.67 119.22 64.870 56.984 60.723
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Table 4.8: RedEdge-3 gain error for various light level, gain and exposure com-
binations. Digital count imagery was captured using an integrating sphere using
a variety of light levels, gains and exposure times. Gain error was calculated by




Gain Difference Blue Green Red NIR RedEdge
[W/m2/sr/nm] [ms]
50 0.1093 0.585 1x to 2x 0.00022 0.00022 0.00027 0.00076 0.00043
55 0.0739 0.765 1x to 2x 0.00014 0.00015 0.00023 0.00068 0.00053
60 0.0453 0.585 1x to 2x 0.00025 0.00056 0.00078 0.00080 0.00121
60 0.0453 0.585 2x to 4x 0.00029 0.00040 0.00049 0.00058 0.00074
60 0.0453 0.585 1x to 4x 0.00055 0.00094 0.00140 0.00174 0.00262
Table 4.9: RedEdge-3 exposure time errors for various settings. Errors were computed
using an oscilloscope and measuring the line produced by a moving dot. A positive
correlation can be seen between exposure time and error.




Table 4.10: RedEdge-3 radiometric calibration standard errors. Computed using the
standard error for a regression estimate for all bands. Only 25 samples went into
this computation, as the regression estimate itself contained only 25 samples.
Blue Green Red NIR RedEdge
3.988e-10 3.268e-10 8.118e-10 4.841e-10 1.062e-9
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Table 4.11: RedEdge-3 downwelling light sensor (DLS) standard errors. DLS mea-
surements made using an integrating sphere at various light levels. Standard errors
computed from 30 images at each light level. A positive correlation is seen between
light level and the error.
% Closed Peak Radiance [W/m2/sr/nm] Blue Green Red IR RedEdge
0 and 20 0.8023 3.6641e-4 2.1970e-4 1.1931e-4 4.6659e-5 8.8712e-5
0 and 40 0.6331 1.2486e-4 1.2858e-4 1.0518e-4 3.2586e-5 7.9633e-5
0 and 60 0.4989 2.9821e-5 3.0761e-5 3.8348e-5 1.0106e-5 2.3651e-5
0 and 80 0.4581 3.8725e-5 3.2880e-5 2.9041e-5 8.7316e-6 2.7989e-5
100 and 20 0.3585 7.2181e-5 6.6139e-5 5.0755e-5 1.5182e-5 3.7861e-5
100 and 40 0.1906 4.1037e-5 3.5980e-5 2.7043e-5 8.4237e-6 2.2069e-5
100 and 60 0.0449 1.0027e-6 1.4695e-5 6.4848e-7 3.5597e-6 1.0256e-5
100 and 80 0.0017 5.8776e-8 3.9563e-8 4.0075e-8 2.2207e-8 2.7876e-8
The DLS error was computed using both PEL sources, because the DLS is
designed to measure solar irradiance, which is higher in value than the radiance
being recorded by the camera sensors.
Ultimately, the errors for an example radiance image are produced in Figures 4.19
and 4.20.
Table 4.12 showcases the error in radiance as a percentage of the actual radiance
image. In other words, the average pixel of the radiance error images (Figures 4.25
and 4.26) were divided by the average pixel of the radiance images (Figures 4.19
and 4.20).




Figure 4.25: Example error of MicaSense radiance imagery for (a) Blue (b) Green
(c) Red (d) NIR and (e) RedEdge channels.. Only gain, exposure time and image
error components are present in these errors. Noticeable vignette shape is seen in
all channels.




Figure 4.26: Example error of proposed radiance imagery for (a) Blue (b) Green (c)
Red (d) NIR and (e) RedEdge channels. Gain, exposure time, image and radiometric
calibration coefficient error components are present. Error images are all flat for all
channels, as the radiance images were.
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Table 4.12: Percentage error in radiance of the radiance image. IR and RedEdge
produced higher radiance errors under the MicaSense methodology.
Method Blue Green Red IR RedEdge
MicaSense 3.85 3.25 5.84 12.23 7.35
Proposed 3.75 3.21 5.45 9.29 6.54
While the radiance error images produced by both methods were close to the same
magnitude, their computation was imbalanced. The proposed radiance error images
included standard errors of the radiometric calibration coefficient, which included
the vignette corrections. While the MicaSense methodology for radiance image
computation includes radiometric calibration coefficients and a vignette correction,
their standard errors were not used in the error computation. As stated before, this
is because MicaSense provides constants in the metadata that are potentially unique
(depends on the RedEdge sensor version) to that sensor. Therefore, the MicaSense
error radiance image, Figure 4.25 and the percentage errors reported in Table 4.12
are under estimations of the actual error for the MicaSense methodology.
Example Reflectance Error
An example image from an sUAS field collect was converted to radiance using both
methodologies (MicaSense and proposed) and then converted into reflectance using
the AARR technique. The resulting reflectance images and reflectance errors are
displayed below in Figures 4.27 and 4.28.






































































































Figure 4.27: Example sUAS reflectance factor image and reflectance factor error
image. Radiance image computed using MicaSense methodology and AARR used
to compute reflectance factor. Reflectance factor error only contains gain, exposure
time, image and DLS error. Error image is overwhelmed by the vignette shape.
Reflectance factor is a unit-less quantity.




































































































Figure 4.28: Example sUAS reflectance factor image and reflectance factor error
image. Radiance image computed using proposed methodology and AARR used to
compute reflectance factor. Reflectance factor error contains gain, exposure time,
image, radiometric calibration coefficient and dls error. Error image contains same
features as the reflectance factor image (concrete path, grass, demarcated targets
and reflectance conversion panels. Reflectance factor is a unit-less quantity.
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While the proposed methodology reflectance error images display the context
of the scene, the MicaSense reflectance error images do not. This is probably due
to the exclusion of the standard errors for the vignette and radiometric calibration
coefficients (Vi(x, y), a1,i, a2,i and a3,i). For this reason, the MicaSense reflectance
errors for this example sUAS image were recomputed by including standard errors
for the original excluded variables. Because these errors could not be computed by
data collection, the radiometric calibration standard errors of the proposed method
were analyzed and seen to be around 1% (except for the RedEdge band) of the actual
values. Therefore, the standard errors of the vignette and radiometric calibration
coefficient were set to 1% for this final example. The image below displays the the
























































Figure 4.29: Example sUAS reflectance error image. Error image contains the
measured gain, exposure time, image and dls error. While the vignette and radio-
metric calibration coefficient standard errors were set to 1% of their values. These
error images produce the same features as the reflectance image and the proposed
methodology reflectance error images. Reflectance factor is a unit-less quantity.
With the inclusion of all the potential sources of error, the MicaSense reflectance
error image now looks similar to the proposed methodology. The scene is well defined
with the features of the calibration panels and the grass. In addition, the MicaSense
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vignette’s impact can be seen in the corners of the reflectance error image.
Finally, the NDVI and NDRE of the demarcated grass were computed from both
sets of reflectance imagery in which the ground reference NDVI and NDRE were
0.899 and 0.445 respectively. The MicaSense reflectance image produced an NDVI of
0.891 and an NDRE of 0.371 while the proposed method produced values of 0.905 and
0.471 respectively. As stated before, these imperfections in the MicaSense calibration
methodology could cause a farmer or an agricultural professional to believe that the
crops are unhealthy and need to be treated. This would cause them to waste their
time and capital. Moreover, if these spectral sensors are being utilized on sUAS
for bridge and/or gas pipeline inspections, it is very important to ensure that the
imagery being captured is calibrated correctly. Calibrated imagery could be the
difference between detecting a structural flaw on the bridge and a leak in the gas
pipeline or not, which could potentially put lives at risk.
While the method proposed in this paper was tested on a MicaSense RedEdge
sensor, the process outlined in this study can be utilized for any other imaging sensor.
As demonstrated above, the sensor needs to have its dark current measured, relative
spectral response functions computed and a number of uniform radiance levels at
various gain and exposure combinations imaged, for all bands. This will allow any
imaging sensor user to compute accurate radiometric calibration for their sensor,
regardless of the number of spectral bands.
4.6 Future Work
4.6.1 Improving Results
To further improve the results of the proposed radiometric calibration, more ASD
and SVC reference spectra could have been collected from the sphere. By collecting
and averaging more spectra, the error that is present in both the ASD and SVC can
be reduced. Only 25 ASD measurements and five SVC measurements were collected
at each light level. These numbers were selected because of the time constraint
of data collection. The integrating sphere’s output was able to be held constant
(Stable Mode) for 20 min before returning to its normal state (Rest Mode). Data was
collected in Stable Mode to ensure that all images captured in that time frame were
recording the same radiance output. If the sphere’s stable mode could be lengthened
to allow for more ASD or SVC measurements, this would provide users with a more
accurate representation of the radiance that is outputted by the sphere.
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In addition, error propagation should be revisited. The cross-correlated terms
that were assumed to be zero should be computed and added to the radiance error
computation. This would ensure that the overall produced error propagation is an
accurate representation of the sensor variability. Furthermore, the relative spectral
response curves could be recollected using better equipment and methods. As seen in
Figure 4.2, the blue channel for the RedEdge-3 sensor trails off all the way to 400 nm.
This is not physically possible as the blue filter in the sensor peaks at 475 nm and
has a FWHM of 20 nm. Also, a single image was captured at every wavelength
sample for collection of the RSR curves in order to save time. In order to produce
the most accurate RSR curves, each channel should have been aligned with the exit
aperture of the monochromator and analyzed separately. In addition, the sampling
interval could have been improved by dropping from 2 nm to 1 nm and more than
one image could have been captured at each wavelength interval. This would have
provided a more sampled version of the RSR curves and multiple images at each
wavelength would have allowed for averaging to reduce any noise produced by the
RedEdge sensor.
Finally, if more radiance levels are analyzed, this could produce a more accurate
radiometric calibration coefficient. Only seven light levels (O30, O35, O40, O45, O50,
O55 and O60) were tested. Again, this was done to save time during data collection.
A finer sampling interval could have been used (2.5% closure instead of 5% per level).
This would have been 13 different light levels used for analysis, which would have
formed a rigorous radiometric calibration coefficient.
4.6.2 Further Calibration Study
In order to determine how often sensors need to be calibrated, frequent calibration
should be performed over the course of a few months during a collection season. This
would also allow users to understand how utilization of their sensors in the field can
potentially degrade the quality of the data collected. The authors recommend that
radiometric calibration be performed every month over the course of a collection
season. If the radiometric calibration coefficients, a and the combined vignette and
row-gradient factor correction surface, Vi(x, y, T, te,i, gi), significantly change between
months, then weekly calibration should be performed. However, if no noticeable
difference is detected, then calibration should be performed every few months.
CHAPTER 4. SENSOR CALIBRATION AND CHARACTERIZATION 103
4.7 Conclusions
Ultimately, this paper proposed a methodology for characterizing and calibrating
any spectral sensor. The proposed methodology includes characterizing the relative
spectral response curves, measuring the dark current level, computing a vignette and
row-gradient correction and computing radiometric calibration coefficients. These
techniques were tested on a MicaSense RedEdge-3 and RedEdge-M, two multispectral
sensors that come preloaded with constant metadata values for calibrating digital
count imagery into radiance. Overall, the tests showed that the proposed technique
produced lower errors in radiance imagery than the MicaSense methodology for the
RedEdge-3 sensor. While both the relative spectral response curves and the dark
current measurements performed in this study matched well with the reported values
by MicaSense, the vignette and radiometric calibration coefficients did not. The mea-
sured spectral curves aligned at the reported center wavelengths and produced very
similar FWHM values and the average dark current level that was measured produced
comparable results to the metadata level. The difference in the overall radiance
imagery results came from the vignette and radiometric calibration coefficients. It
was noticed that the vignette produced by the sensor change based on light level,
gain and exposure time, while the MicaSense methodology utilized only a single
set of vignettes. While the standard deviations in the radiance error are higher
in the proposed methodology, this is because of the low number (25) of combina-
tions utilized in the computation of the radiometric calibration coefficient, ai and
the combined vignette and row-gradient factor correction surface, Vi(x, y, T, te,i, gi).
The key takeaways are the average percent error in radiance imagery, which were:
−10.98%, −0.43%, 3.59%, 32.81% and −17.08% using the MicaSense method and
3.44%, 2.93%, 2.93%, 3.70% and 0.72% using the proposed method for the Blue,
Green, Red, RedEdge and Near Infrared bands respectively. Overall, this study has
demonstrated the importance in both characterizing and calibrating sensors and has




One of the main targets of interest for remote sensing practitioners is vegetation. By
using remote sensing techniques and technologies, many crop fields can be imaged
and analyzed on a daily basis. This can provide agricultural scientists and farmers
substantial amounts of data to help them make informed decisions about their crops.
A simple confusion matrix demonstrates the potential impact. In the case of a false
positive, if the data and imagery suggest the crops are diseased, then the farmer
will spend time and resources to treat their plants when they didn’t need to. In
the case of a false negative, the data and imagery would suggest no issue and the
farmer would not apply any treatment when it was required. This could result in the
death of significant portions of their field. Therefore, data needs to be as accurate as
possible, so optimal decisions can be made.
By combining the previous two chapters, a new procedure has been developed
to convert digital count imagery into reflectance. By characterizing and calibrating
spectral sensors, more accurate radiance imagery can be produced, and by utilizing
AARR, significant time can be saved when converting imagery into reflectance.
However, both methods still contain error. Conversion to radiance produced errors
of 3.44%, 2.93%, 2.93%, 3.70%, 0.72%, and conversion to reflectance using AARR
produced errors of -2.90%, -1.72%, -2.91%, -1.75% and -2.94%, for the Blue, Green,
Red, RedEdge, and Near Infrared bands respectively. The question now becomes:
Are these results accurate enough?
In this chapter we investigate the inherent reflectance variability of vegetation.
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Six Coneflower plants were studied as a surrogate for other cash crops. These plants
were measured under different weather conditions (cloudy and sunny), at different
times (0800AM - 1200PM), and at different GSDs (2, 4 and 8cm) using a field
portable spectroradiometer. In addition, the MicaSense RedEdge-3 was utilized to
capture images of the plants every hour to analyze the variability produced by a
sensor designed for agricultural remote sensing. Finally, a leaf clip spectrometer was
utilized to measure individual leaves on each plant in a controlled lab environment.
All of these spectra were analyzed to showcase how vegetation reflectance can vary.
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5.1 Introduction
Agriculture has always been important to the growth and advancement of humanity,
providing vital resources not only to sustain, but also to improve life. Working
in agricultural fields has always been very tedious and difficult work. However, as
science and technology have advanced, cultivating, sustaining, and harvesting crops
has become more efficient. Any indication of crop health that can be provided is
vital, because this would allow a farmer or an agricultural professional to make
adjustments to their treatment if early signs of disease or damage are noticed. Even
if two sections of a crop field are visibly healthy, they might display variations in the
remotely sensed data. This could potentially lead to a smaller yield in one of the
sections. For instance, grain yield monitors have been used in parallel with global
positioning system (GPS) to combat the issues of field variability detection [121, 122].
Fields of study, such as agricultural science and precision agriculture have expanded
because of these advancements. Precision agriculture, specifically, is the application
of remote sensing and other geospatial techniques to ensure the crops being analyzed
are healthy [65].
Early years of precision agriculture required the use of satellites and piloted
aircraft for data collection. This technology allowed researchers to begin analyzing
single instances, but made it difficult to collect multiple measurements during the
crop cycles [123]. This is because satellite sensors have long repeat cycles, and
manned aircraft flights typically were expensive. Ultimately, the motivating goal
of precision agriculture, assuring that crops and soil receive the proper treatment,
depends on the data and images that are captured. These images need to contain
high spatial resolution to provide the users with the ability to analyze fields on
a plant by plant basis [124]. This will in turn allow systems and software to be
developed to provide accurate information. Two ways of obtaining higher spatial
resolution imagery are: improved sensors (increasing the total number of pixels and
appropriately increasing the optic size), and shortened distance to the target of
interest (lower altitude flights). While sensor improvement has naturally occurred
over time, the utilization of small unmanned aircraft systems (sUAS) have been able
to provide lower altitude remote sensing solutions for agricultural professionals.
The purpose of this study is to determine how accurate the remotely sensed images
need to be, after conversion to reflectance, for properly analyzing vegetation. Spectral
sensors capture images in the form of digital counts, which are then converted into
radiance and afterwards into reflectance. These conversion steps produce error in
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the reflectance imagery because the calibration and conversion techniques are not
perfect. The issue then becomes, how accurate does the reflectance imagery need to
be? If the target of interest has no variability, then the sensor is producing all the
error in the system. However, if the target being measured has a high variability,
it will overshadow the error produced by the sensor, which might allow for a less
rigorous calibration or reflectance conversion methodology.
5.2 Background
One of the main conclusions reached by McBratney et al. in 2006 was that recognition
and quantification of temporal variation is a challenge that would be faced in the
future of precision agriculture [125]. The variability seen in agriculture can be the
result of biological differences in the plants, or in the various leaves on a plant. It
can even be a result of the orientation of the leaves and the current illumination
conditions (time of day, season, cloud cover, etc). These variabilities need to be
investigated and evaluated so sUAS remote sensing practitioners in the field of
precision agriculture understand the proper way to collect and analyze imagery their
field and crops.
5.2.1 Plant Reflectance Analysis
In 1985, Bauer discussed some of these factors that affect crop canopy spectra [126].
These factors are described below:
• Leaf optical properties
• Canopy geometry
• Soil reflectance
• Solar illumination and view angles
• Atmospheric transmittance
As sensors have improved, and higher spatial resolution imagery has been pro-
duced, some of those factors have become more problematic than others. For example,
canopy geometry might have been difficult to distinguish from aircrafts and satellites
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with large GSDs, but with sUAS altitudes being capped at 122m (in the United
States of America), individual plants and even leaves can sometimes be identified.
On the other hand, sUAS altitudes are so close to the ground that atmospheric
transmittance should not affect the captured image results.
In addition to Bauer, Ollinger also investigated the variability of plant reflectances
in 2010 [127]. They concluded that reflectance measurements were more dependent
on the uncertainties of particle scattering, and gases in the atmosphere, than the
uncertainties of atmospheric absorbers. In addition, the anatomy of the leaves, and
leaf angle distribution drastically impact the scattering over the full reflectance
spectrum. Ollinger specifically references these challenges in relation to the near
infrared (NIR) region of the spectrum.
Previous studies have been performed in order to understand the effects of sun
position/angle and cloud cover for vegetation canopy measurements. Kollenkark et
al. investigated soybean canopy reflectance variations as a result of solar illumination
angle [128]. de Souza et al. investigated vegetation indices of corn as the sun angle
changed and as a function of cloud effects [129]. In addition, models have been
developed to explain the reflectance factors of canopies as a function of variables
such as: solar illumination angle, and plant geometry [130, 131].
To showcase the affect of solar illumination, Figures 5.1-5.5 displays the same
scene captured at five various hours on a sunny day. These images were captured at
the Rochester Institute of Technology Carlson Center for Imaging Science (43.0846◦N,
77.6743◦W). The difference in illumination and the shadow being cast is noticeable.
These images showcase the variation in the imagery as the solar zenith angle decreases.
These are important issues to consider because, while sUAS are exceptional for
imaging agricultural fields, depending on the size of the field and how fast the sUAS
is flying, the change in solar zenith angle during the data collection could impact the
results. As demonstrated by Granzier, solar illumination changes based on time of
day, season, and weather conditions [132].
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8am
Figure 5.1: (a) NIR image captured by MicaSense RedEdge-3 of coneflower plants
and (b) Sky at 8am on September 24th, 2019. These images were captured at the
Rochester Institute of Technology Carlson Center for Imaging Science (43 05’09.5“N
77 40’39.6“W).
9am
Figure 5.2: (a) NIR image captured by MicaSense RedEdge-3 of coneflower plants
and (b) Sky at 9am on September 24th, 2019. These images were captured at the
Rochester Institute of Technology Carlson Center for Imaging Science (43 05’09.5“N
77 40’39.6“W).
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10am
Figure 5.3: (a) NIR image captured by MicaSense RedEdge-3 of coneflower plants
and (b) Sky at 10am on September 24th, 2019. These images were captured at the
Rochester Institute of Technology Carlson Center for Imaging Science (43 05’09.5“N
77 40’39.6“W).
11am
Figure 5.4: (a) NIR image captured by MicaSense RedEdge-3 of coneflower plants
and (b) Sky at 11am on September 24th, 2019. These images were captured at the
Rochester Institute of Technology Carlson Center for Imaging Science (43 05’09.5“N
77 40’39.6“W).
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12pm
Figure 5.5: (a) NIR image captured by MicaSense RedEdge-3 of coneflower plants
and (b) Sky at 12pm on September 24th, 2019. These images were captured at the
Rochester Institute of Technology Carlson Center for Imaging Science (43 05’09.5“N
77 40’39.6“W).
5.2.2 Small Unmanned Aircraft System (sUAS)
Since the inception of precision agriculture, significant advancements have been
made in both sensor technology and the platforms that carry these sensors [10].
With the development of sUAS, the capability of capturing high spatial resolution
imagery at any moment in time has been achieved. These sUAS have become
increasingly popular among both researchers as well as commercial businesses due
to their relatively low initial start-up cost, straight forward implementation, and
easy maintenance. They also provide users with long flight durations, mission safety
and the ability to repeat the same flight pattern [10]. Limitations do exist for sUAS
users, such as a maximum flying altitude of 122m (in the United States) above the
ground [2], and a limited battery life. On the other hand, it is possible to apply for
waivers to fly over 122m if required.
Various kinds of sensors have been utilized for precision agriculture. These sensors
include, but are not limited to: multispectral, hyperspectral, LiDAR, short-wave
infrared and long-wave infrared [133]. All of these sensors provide a unique look
into the plants and provide different analytics on their health. For the purposes
of this study, the MicaSense RedEdge-3 (MicaSense, Seattle, WA, USA), a field
portable spectrometer - ASD Field Spec (Analytik Ltd, Cambridge, UK), and a high
resolution handheld field portable spectroradiometer - SVC HR-1024i (Spectra Vista
Corporation, Poughkeepsie, NY, USA), were used.
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5.2.3 Multispectral Sensing
The MicaSense RedEdge-3 is a multispectral sensor that captures five channels
simultaneously. It can capture as fast as 1 image per second with a 47.2◦ field of view
(FOV). The sensor can be run in Auto capture or Manual mode. Auto capture mode
sets gain and integration time for each channel separately based on the scene being
imaged, while Manual mode allows the user to select these parameters. In addition,
the RedEdge-3 comes with a downwelling light sensor (DLS) which measures the
illumination (downwelling light) of the scene when each image is captured. The
bands of the RedEdge-3 camera and their respective Full Width Half Max (FWHM)
are listed in Table 5.1.
Table 5.1: MicaSense RedEdge-3 spectral bands with respective center wavelengths
and bandwidth values.




Red Edge 717 10
Near IR 840 40
5.2.4 Conversion to Radiance
Utilizing MicaSense’s Radiometric Calibration Model, the raw digital count imagery
can be converted into absolute spectral radiance [W/m2/sr/nm]. This model addresses
the vignette/row-gradient issues that exist in the raw images and then converts
digital counts into radiance. The conversion process is demonstrated in both: [89],
and [134].
5.2.5 Conversion to Reflectance
Converting raw digital counts to reflectance is a very important task in the field of
remote sensing as it allows for different sets of imagery (or data) to be compared
against one another. Without converting to reflectance, factors such as the illumina-
tion, integration time, and gain settings can drastically affect results. Two different
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methods will be used in this paper for reflectance conversion: Empirical Line Method
and At-Altitude Radiance Ratio.
Empirical Line Method (ELM)
Empirical Line Method (ELM) is one the most well known techniques for converting
either digital count or radiance imagery into reflectance imagery. The two variations
of ELM that are used in this study are 2-Point ELM, and 1-Point ELM, although
more can be used [135]. 2-Point ELM utilizes two reflectance conversion panels, a
bright and a dark panel, to derive a conversion into reflectance, while 1-Point ELM
only uses the bright panel and the origin (Radiance = 0, ρ = 0). In addition, these
reflectance conversion panels need to be measured at the time of data collection, so
their reflectance values can be used to compute a best fit line. Since its inception,
ELM has been used for a multitude of applications [83, 76, 78, 82, 74]. An example
computation of ELM can be seen in Figure 5.6 and Equation 5.1.
Figure 5.6: Example 2-Point Empirical Line Method best fit line. Bright and dark
panel reflectance values measured in scene which allows for linear relationship between
digital count/radiance and reflectance to be formed. Any offset from the origin is
considered as path radiance.
ρi = miLs,i + bi (5.1)
where, ρi is the reflectance factor, mi is the slope, Ls,i is the band effective spectral
radiance, bi is the bias, and i denotes the spectral band number. By using the
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computed slope and bias, the rest of the pixels in that image can be converted into
reflectance.
At-Altitude Radiance Ratio (AARR)
One of the newest methods of reflectance correction, At-Altitude Radiance Ratio
(AARR), was tested in-depth by Mamaghani et al. in 2018 [136]. This technique
utilizes a downwelling light sensor (DLS) to convert radiance images into reflectance.
This means that no reflectance conversion panels are required for the AARR technique.
While AARR saves sUAS users significant time in the field (no need to deploy panels,
record their spectra, etc), and saves time in processing the data (locating the panels,
applying ELM, etc), the overall error was higher than ELM. After studying six targets
from four altitudes and under three various weather conditions with a MicaSense
RedEdge-3 sensor, AARR, 1-Point ELM, and 2-Point ELM produced -0.0244%,
-0.0028%, -0.0050% average band effective reflectance factor errors respectively. This
study also demonstrated that atmospheric effects (degradation in transmission and
path radiance) are negligible up to 122m, because 1-Point and 2-Point ELM produced
similar overall band effective reflectance factor errors and standard deviations [136].
5.2.6 Reflectance Variation Importance
While AARR does not strictly outperform ELM, its performance is close enough
to pose a new question: How accurate does the reflectance imagery have to be?
Moreover, is the error that is produced when converting from digital count to
reflectance overshadowed by other factors, mainly the inherent reflectance variability
of the target in question? In other words, if the variability in vegetation reflectance
is lower than the error produced in the reflectance imagery, it is up to the sUAS user
whether or not they would prefer to save time (AARR) or produce more accurate
imagery (ELM). On the other hand, if the variability of vegetation is shown to be
higher than the error produced during the conversion to reflectance, then utilizing a
technique such as AARR is recommended because it saves the sUAS ground crew
time in the field, less crew members are needed, and saves time during the data
processing portion. For certain targets of interest, such as water, AARR might not
be an effective technique to use. The reflectance of water is very low across the
visible and near infrared spectrum [137], which means, AARR would produce high
percent errors in reflectance across the RedEdge-3 bands. However, a target such
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as vegetation is more reflective in the red edge and near-infrared bands. In these
bands, the higher error produced by AARR would produce a smaller percent error
in reflectance and not be seen as a considerable issue.
5.2.7 Normalized Difference Vegetation Index (NDVI)
Once the images have been converted to reflectance, vegetation health indices can be
applied. Normalized Difference Vegetation Index (NDVI) is a metric that has been
used to determine if a remotely sensed image contains healthy vegetation. By using the





NIR and Red bands are utilized because healthy vegetation (healthy chlorophyll)
reflects more light in the NIR and green regions and absorbs more red light. With
this in mind, NDVI values range between -1 (no or stressed vegetation), and 1 (very
healthy vegetation). Some of the benefits of using NDVI are its stability over time
as well as the fact that it is not very susceptible to noise [140]. Computation of
NDVI can also be accomplished using other band combinations [141]. But, these
combinations are not as frequently used as the NIR and red bands. While this
research investigates the impact of illumination conditions on plant reflectance, and
to a certain extent NDVI, other variables such as precipitation and temperature have
an effect as well [142].
5.3 Materials and Methods
Six coneflowers (Rudbeckia fulgida) were used for data collection. Collections occured
on September 22nd and September 24th, 2018 under cloudy and sunny conditions
respectively. Background effects and temperature measurements were not taken into
consideration during data collection for either the ASD or MicaSense measurements.
On each day, data was collected from three plants with the following methodology
at the top of every hour between 08:00AM-12:00PM EST:
• Capture sky image with Nikon Camera
• Collect first set of ground reference reflectance of conversion panels
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• Collect 15 minutes of MicaSense RedEdge-3 Imagery ( 90 images captured
between minutes 3 and 18 every hour)
• Collect second set of ground reference reflectance of conversion panels
• Collect reflectance from all three plant’s using an ASD FieldSpec at three
various heights (15cm, 30cm and 60cm)
5.3.1 Field Spectroradiometer and Leafclip Contact Probe
Measurements
For every combination of time, height, and plant, five reflectance spectra files were
recorded by the ASD. Each of these ASD reflectance spectra files were produced by
averaging five measured spectra. Therefore, every combination of time, height and
plant averaged 25 reflectance spectra. Furthermore, the heights of 15cm, 30cm, and
60cm were selected because they produced 2cm, 4cm and 8cm GSD with a 3-degree
foreoptic. These GSDs correlate with a MicaSense RedEdge-3 capturing images at
heights of 30.5m, 61m and 122m. Finally, while measuring the reflectance of the
plants, a before and after reference measurement was made of a 100% reflectance panel
(that was horizontally level) to ensure the illumination was consistent throughout
plant reflectance measurement. Figures 5.7 and 5.8 show the collection setup and
the plants measured. The setup picture was captured on the cloudy day (September
22nd) while the close up of the plants was captured on the sunny day (September
24th).
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Figure 5.7: Setup used for data collection. MicaSense RedEdge-3 and ASD FieldSpec
are attached on the arm of the rig. Rig was designed to move vertically as well
as horizontally to allow for data collection for all three plants at all three heights.
Laptop at base of rig was used to run the ASD. Image was taken on September 22nd
(cloudy day).
Figure 5.8: Close up image of the Coneflower plants. ASD set at 15cm (2cm GSD)
over Plant 6 (right most plant). Reflectance conversion panel can be seen behind the
plants. Panel contains bright, medium grey, and dark sections. Image was taken on
September 24th (sunny day).
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After all of the MicaSense RedEdge-3 images and ASD measurements were
completed, ten leaves on each of the plants were analyzed using a leafclip measurement
tool that attached to the SVC HR-1024i spectroradiometer. This data collection
was performed to measure the variability of reflectance on a single plant from a
random selection of its leaves. Three locations on each leaf were selected at random
and measured. These leafclip measurements were taken to measure the reflectance
variability of vegetation in a controlled laboratory environment. Figure 5.9 displays
the leafclip attached of the SVC spectroradiometer being used for measure an example
leaf.
Figure 5.9: Example leafclip measurement. SVC HR-1024i spectroradiometer is seen
in the back. This example measurement image was staged after the collection. In
reality, the leaves were measured while they were still attached to the plant.
Once these spectra files were averaged, and standard deviations were computed,
NDVI variability was able to be computed for all the measurement varieties. In
addition, average and standard deviation spectra were computed for each plant using
all leafclip contact probe measurements, along with their NDVI. This would provide
a more accurate representation of the reflectance spectra of the Coneflower plants.
In order to compute NDVI, the averaged reflectance spectra were integrated with the
measured relative spectral response (RSR) functions of the MicaSense RedEdge-3.
This produced band effective reflectance factors for all five bands of the RedEdge-3,
which allowed for computation of NDVI.
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5.3.2 Multispectral Sensor Measurements
After the RedEdge-3 images were converted into reflectance using all three methods
(2-point ELM, 1-Point ELM, and AARR), a region of interest (ROI) over the plants
was manually selected to use for analysis. All the pixels in the ROI were averaged
together and utilized for statistical analysis of both the reflectance factor values and
the NDVI of the plants. An example ROI is shown in Figure 5.10. Different ROIs
were selected for each band of the sensor because the bands are not aligned.











Figure 5.10: Example region of interest selection from MicaSense (a) Blue (b) Green
(c) Red (d) RedEdge and (e) NIR channel images. Reflectance conversion panel can
be seen to the left of the plants. Image displayed was captured at 11am on September
24th, 2018 (sunny day). Images captured at a height of 1.5m, which translates to a
frame size of 96x128cm.
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5.3.3 DIRSIG5
Some of the measured reflectances were validated using DIRSIG5 software [143].
DIRSIG5 is a physically-based Monte Carlo path tracer—i.e., DIRSIG5 estimates
the radiance incident upon a virtual detector array by tracing light transport paths
randomly through a virtual scene, wherein triangles constitute virtual surfaces,
which are characterized by energy-conserving light scattering models. Furthermore,
DIRSIG5 is specifically designed to simulate multispectral (as well as hyperspectral)
Earth-observing imagery, and accepts parameters such as geodetic location, absolute
day and time, detector band positions and widths, and atmospheric characteristics.
To use DIRSIG5 for validation, a virtual scene was constructed at Rochester, NY
(43.1566 N, 77.6088 W) on September 24th, 2019, which is where and when the data
were collected. The virtual scene consists of 1) A ground plane characterized by a
spectrally-flat 5% reflectance chosen to mimic asphalt, 2) A pair of calibration panels
characterized by field-measured reflectances of the actual calibration panels used in
the collect, and, 3) A group of three procedurally-generated, ad hoc broadleaf plants
characterized by field-measured leaf-level reflectances of the actual plants used in
the collect.
For simplicity, all surfaces use a Lambertian reflection model. However, to
account for the significant increase in transmission by vegetation in the infrared,
plant surfaces also use a Lambertian transmission model, whereby we attribute plant
surfaces with a representative transmittance spectrum. Specifically, we attribute
the transmittance of a Sweetgum leaf, which has a very similar reflectance to the
leaf reflectances measured (Figure 5.12). The virtual detector array features five
bands, corresponding to those of the Micasense imager. Using a mid-latitude summer
atmospheric profile with no cloud cover, images were simulated at 08:00AM, 09:00AM,
10:00AM, 11:00AM, and 12:00PM. Figure 5.11 displays the scaled NIR bands of the
DIRSIG images.
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Figure 5.11: DIRSIG simulations of sunny day. Images range from 08:00AM -
12:00PM. Three coneflower plants were generated for the simulation. leafclip mea-
surements (shown later) were utilized for the simulated plant reflectances. These
images were converted into reflectance using 2-Point ELM. Bright panel in the top
right corner, and the dark panel in bottom left corner were used for this conversion.
Self-shadowing on the plants increases as the solar zenith angle decreases, which
ultimately lowers the measured reflectances.



















Figure 5.12: Example Coneflower and Sweetgum leafclip contact probe reflectance
measurements.
5.4 Results and Discussion
5.4.1 Field Spectroradiometer
Figure 5.13 shows the average and standard deviation of the reflectance spectra
measured on the cloudy and sunny days using the ASD. These results were computed
by averaging over all three plants, all three heights, and all five hours on their
respective days. Overall, the average reflectance spectra on both the cloudy and
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sunny days were very similar, as shown by the blue spectra in the Figures below.
The significance of these results is the standard deviation of the measurements. As
seen in the plots, the variability is very high in the infrared region of the spectrum
(700nm and higher). This is significant because many vegetation health indices use
reflectance values from the infrared region, thus it is difficult to accurately measure
the health of vegetation. Using the results in Figure 5.13, the computed NDVI
is: 0.912 ± 0.026 on the cloudy day, and 0.905 ± 0.257 on the sunny day. While
NDVI ranges between -1 and 1, some of the sunny day results would fall above 1.
This is possible because of the varying leaf geometries that exist in the scene. The
measured leaves that are angled directly at the sun will produce higher reflectance
spectra curves, because the reference panel measured was horizontally level. In
addition, some of the darker regions of the canopy (shadowed regions) will have a
lower measured radiance than the reflectance conversion panels. This could produce
negative reflectances in the Red band, which would produce NDVI values above 1.0.
As stated before, the average NDVI computed using both data sets produce similar
values, but the standard deviation is ten times higher for the sunny day. The two
changing factors during these data collections were: the illumination (sun angle/time
of day), and the orientation of the leaves. While the orientation of the leaves could
change by gusts of wind, there was no way to measure or account for any change in
orientation. However, the illumination was changing consistently as the time of day
progresses, which creates the noticeably higher standard deviation.
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(a) Cloudy Day (b) Sunny Day
Figure 5.13: Average ASD results from (a) cloudy day, and (b) sunny day. Reflectance
spectra were computed by averaging all spectra collected by the ASD on the particular
day (three plants, three heights, five times). Average reflectance spectra shown in
blue, while one standard deviation is displayed as the red region. Average reflectance
values similar across both days, but standard deviation was much higher on sunny
day.
Band effective reflectance factors were computed from the average ASD re-
flectances for every combination (Figure 5.14-5.15).
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Figure 5.14: Band effective reflectance factors measured from (a) Plant 1 (b) Plant 2
and (c) Plant 3 during cloudy forecast (September 22nd). (Left) 2cm GSD, (Middle)
4cm GSD, and (Right) 8cm GSD. Reflectance values at 12:00PM were not collected
for Plant 2 because the cloud cover had passed. Therefore the measurements would
not have been comparable with the rest of the data set that was collected on that
day.
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Figure 5.15: Band effective reflectance factors measured from (a) Plant 4 (b) Plant 5
and (c) Plant 6 during sunny forecast (September 24th). (Left) 2cm GSD, (Middle)
4cm GSD, and (Right) 8cm GSD.
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NDVI was computed for every plant, time and GSD combination. NDVI were
computed using the band effective reflectance factors from the ASD measurements
shown above (Figures 5.16 and 5.17). ASD measurements were not made for the
Plant 2 at 12pm because the cloud cover had passed.



















































Figure 5.16: Cloudy ASD NDVI results. Data was not collected for Plant 2 at 12pm
because the cloud cover had disappeared. Stable NDVI results seen across all three
plants, all three GSDs and all five times. Average NDVI shown as scatter points,
and one standard deviation displayed as error bars.
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Figure 5.17: Sunny ASD NDVI results. NDVI values changed across all variables:
plant, GSD, time. No particular pattern is displayed. Average NDVI shown as
scatter points, and one standard deviation displayed as error bars.
NDVI results shown in Figures 5.16 and 5.17 were expected, and there are a
few ways to analyze the results. The first variable to analyze is the weather. The
cloudy forecast produced a small NDVI variability regardless of which plant, GSD,
or time of day was measured. The small decrease in NDVI that is seen as time
progressed could be attributed to the orientation of the leaves when the data was
collected, or because of the increase in illumination. While that sounds counter-
intuitive, solar illumination still reaches the ground on a cloudy day, and if the cloud
cover is consistent (uniform), the light travels through less clouds when it is directly
overhead. This is the difference between direct illumination (direct sunlight), and
diffuse illumination (sunlight scattered off atmospheric particles) [144]. This will
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produce a higher illumination near noon. For sunny conditions, the NDVI variability
is more noticeable, specifically in in Plants 4 and 6. As the GSD changed, the NDVI
changed. This is expected because sunny days produce shadows which can cover
various leaves of the plant by self-shadowing (from other leaves). Therefore, higher
GSDs cover more pixels on the plant, which could include more or less shadowed
areas on the plant which will produce different NDVI values.
Two of the other variables that were tested in this experiment were the GSDs
and time of day. The data collected on both the cloudy and sunny day showed no
pattern with GSD. While the NDVI measured did change as the GSD was increased,
there was no obvious correlation between NDVI and GSD. As previous stated, this
is probably because the higher GSDs either measured more or less shadowed leaves,
and without knowing the exactly percentage of shadowed coverage, there is no way
to draw a correlation between NDVI and GSD. A one-way ANOVA test was used
to determine if there was any significance across GSD. It was shown that for all
plants, and times of day, the GSD produced statistically significant difference in
NDVI (p<0.001).
Overtime, the cloudy day displays a small decrease in NDVI as the day progressed.
It is entirely possible that this small increase in illumination that occurs on cloudy
days as the sun rises caused a small increase the reflectance measured in the Red
and/or NIR channel, which could cause a slight decrease in the computed NDVI. On
the other hand, the NDVI shows more scattering on the sunny day along the time
variable. As the day progressed and the sun rose in the sky, the illumination and
the cast shadows change on the plants, which alters the radiance being seen at the
sensor. To further demonstrate the scattering, R2 values were computed across the
time of day variable, and are displayed in Table 5.2. These values showed little to no
correlation between time of day and NDVI, but did show higher correlations on the
cloudy day, than the sunny day.
Table 5.2: R-squared values computed across time of day. Correlations are lower on
sunny day as opposed to the cloudy day.
Cloudy Day Sunny Day
Plant 1 Plant 2 Plant 3 Plant 4 Plant 5 Plant 6
GSD
2cm 0.227 0.331 0.552 0.009 0.707 0.063
4cm 0.216 0.159 0.927 0.529 0.958 0.176
8cm 0.705 0.849 0.898 0.155 0.089 0.022
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5.4.2 Leafclip Contact Probe
Figure 5.18 displays the average spectra and the respective standard deviations for all
six plants. These leafclip spectra were captured by measuring three various locations
from ten various leaves on each plant (30 measurements per plant).




Figure 5.18: Average and standard deviation reflectance captured from a leafclip for
(a) Plant 1, (b) Plant 2, (c) Plant 3, (d) Plant 4, (e) Plant 5, (f) Plant 6. Plants 1,
2, and 3 were measured with the field spectroradiometer and MicaSense RedEdge-3
on the cloudy day, while plants 4, 5, and 6 were measured on the sunny day. Each
plant had 30 reflectance measurements made from various leaves.
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Figure 5.19: NDVI computed using leafclip spectra for all six plants.
The plants produced nearly identical average reflectance spectra, and very similar
standard deviations. This suggests that all the variations that were seen in the band
effective reflectance factors from the ASD and MicaSense data were produced as
a result of the conditions the plants were under (i.e. the illumination conditions).
NDVI was also computed for each of the six plants (Figure 5.19). As expected,
the average and standard deviations of the NDVI across all six plants did not vary
significantly from one another. This was because the plant’s measured reflectance
spectra produced very similar morphologies and reflectance values to each other,
even though the spectra were measured from random locations on randomly selected
leaves. In other words, the plants exhibited the same health index from randomly
sampled selections. To showcase this, a one-way ANOVA test was performed on
the computed NDVI values, which produced a p-value of 0.018. This result signifies
that there is no statistically significant difference in the NDVI of leaves. The second
takeaway from these results, is the standard deviation of the NDVI values, which
ranged from 0.0095 to 0.0339. The highest standard deviation, Plant 1 (0.0339), is
due to the higher variation at the red wavelength (∼668nm) Plants 2 through 6 had
less variation at that band, which is seen by the variation in the NDVI plots.
5.4.3 DIRSIG
DIRSIG simulations also demonstrated this phenomenon as can be seen in Figure 5.20.
The overall reflectance of the plants dropped as the solar zenith angle decreased.
As can be seen by comparing Figure 5.20 with any of the scatter plots with error
bars in Figure 5.21, the simulated DIRSIG band effective reflectance factors do not
reproduce the MicaSense reflectance factors. This has been a difficult problem to
CHAPTER 5. REFLECTANCE VARIABILITY OF VEGETATION 133
investigate because of the number of variables affecting the simulation. Coneflowers
(Rudbeckia fulgida) have a specific leaf structure and composition. While the virtual
plants used in the DIRSIG simulation were generated to have the same shape and
orientation, as well as the same representative reflectance and transmittance spectra
as the Coneflowers used in the experiment, the specific scattering properties of the
leaves were not taken into account. By default, we attributed Lambertian (constant)
reflection and transmission properties to the leaves in the DIRSIG simulation. In
reality, the leaves are certainly not perfectly Lambertian surfaces, and may exhibit
scattering phenomena such as the Fresnel effect, whereby reflectivity increases as
incident angle increases. As the effective reflectance factors are highly variable, and
are in fact sensitive to leaf geometry as well as leaf scattering properties, we only
expect the DIRSIG simulation to reproduce the MicaSense reflectance factors once a
proper model of bidirectional leaf scattering properties is introduced.































Figure 5.20: Average reflectance factors computed from DIRSIG simulations (error
bars represent one standard deviation). Same downward trend in reflectance is seen
in the simulations.
5.4.4 Multispectral Sensor
Figure 5.21 displays the average and standard deviation of the MicaSense reflectance
imagery for all five hours, all three conversion techniques, and both days. Each
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average and standard deviation was computed from all of captured MicaSense images
at that particular hour (90 images per hour).




































































































































Figure 5.21: MicaSense RedEdge-3 reflectance results on cloudy day using (a) 2-Point
ELM, (b) 1-Point ELM, (c) AARR, and reflectance results on sunny day using (d)
2-Point ELM, (e) 1-Point ELM, and (f) AARR. Averages and standard deviation
values computed from all captured images at their particular hours. Downward trend
in reflectance can be seen across all bands as the sun rose in the sky.
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Table 5.3: R-squared values computed across time of day for both days, all three
reflectance conversion techniques and all five sensor bands.
Cloudy Day Sunny Day
2-Point ELM 1-Point ELM AARR 2-Point ELM 1-Point ELM AARR
Blue 0.020 0.820 0.652 0.853 0.939 0.807
Green 0.654 0.808 0.713 0.950 0.388 0.578
Red 0.125 0.848 0.710 0.918 0.871 0.725
RE 0.930 0.939 0.751 0.985 0.946 0.911
NIR 0.935 0.949 0.903 0.686 0.810 0.813
There are a few interesting trends that can be seen in these MicaSense reflectance
results. The first trend that can be seen is the increase in average reflectance on the
cloudy day, as demonstrated by the R2 values seen in Table 5.3. The increase in
average reflectance on the cloudy day is expected because as the solar zenith angle
decreases, the light from the sun travels through less clouds (assuming a consistent
cover). This increased the amount of illumination that reached the plants which
increased the measured reflectance values.
The second trend is the higher standard deviation on the sunny day reflectances,
as well as the overall decrease in reflectance overtime. The higher standard deviations
are produced because the sunny day contains shadows which significantly vary the
reflectance values of the scene. Shadowed leaf pixels will produce lower reflectance
values than the illuminated leaf pixels in every band. While cloudy days also contain
some faint shadows, they did not effect the standard deviations across time. In
addition, there is a decrease in the overall reflectance in each band as the solar zenith
angle decreases. This is because the self-shadowing of the plants increase as the sun
rises (Figure 5.11), which decreases the overall measured reflectance in each band.
The decrease in reflectance overtime is also showcased by the large R2 values seen in
Table 5.3.
Table 5.4: MicaSense RedEdge-3 and DIRSIG average (standard deviation) re-
flectance factors measured at 08:00AM and 12:00PM. DIRSIG simulations do not
match with RedEdge-3 results because DIRSIG does not compute the Fresnel reflec-
tion.
08:00AM - Sunny 12:00PM - Sunny
2-Point ELM 1-Point ELM AARR DIRSIG 2-Point ELM 1-Point ELM AARR DIRSIG
Blue 0.025 (0.039) 0.032 (0.039) 0.027 (0.033) 0.039 (0.046) -0.021 (0.026) 0.035 (0.022) 0.030 (0.019) 0.037 (0.027)
Green 0.094 (0.110) 0.096 (0.109) 0.119 (0.134) 0.054 (0.066) 0.031 (0.055) 0.085 (0.047) 0.096 (0.053) 0.046 (0.038)
Red 0.033 (0.057) 0.034 (0.057) 0.042 (0.070) 0.078 (0.087) -0.011 (0.035) 0.046 (0.030) 0.050 (0.033) 0.070 (0.051)
RE 0.255 (0.260) 0.257 (0.254) 0.342 (0.339) 0.169 (0.182) 0.165 (0.118) 0.200 (0.097) 0.251 (0.122) 0.144 (0.110)
NIR 0.534 (0.323) 0.519 (0.302) 0.694 (0.404) 0.199 (0.209) 0.459 (0.216) 0.430 (0.168) 0.507 (0.198) 0.173 (0.129)
NDVI was also computed using the band effective reflectance factor results from
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the MicaSense data. The NDVI measured from the ROI of the plants can be seen
below in Figure 5.22. These results again showcased the same trends. Significantly
higher standard deviations were witnessed on the sunny day due to the self-shadowing
of the plants. The NDVIs computed for the sunny day (Figure 5.22 (b)) had to be
capped because the variability in both the Red and NIR channels produced negative
or in some cases, higher than 1.0 reflectance factor values.






























Figure 5.22: MicaSense average NDVI results. Significantly higher standard devi-
ations seen in the sunny day, because of the higher variabilities measured by the
RedEdge-3 sensor.
In the early years of remote sensing, when satellites and manned aircrafts were
used, it was always desired to collect data on sunny and clear days. For satellites, this
is obvious, because clouds would cover the targets that were being imaged. As for
manned aircrafts, the illumination was desired for high signal to noise ratios (SNR).
This way of thinking continued through to sUAS platforms as well. However, this
study reached the opposite conclusion. Because sensors produce better resolution
imagery, and sUAS can be flown closer to the targets of interest, SNR is not as big
of a concern as the variability in the data. The data collected shows that cloudy
days around noon are the best time for collection of sUAS imagery because of the
smaller variation produced in the results. Without clouds, shadows impact results on
a greater scale for sUAS imagery (because of the higher resolution/smaller GSDs).
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Noon can be seen as the optimal time because, in the event that the clouds are not
perfectly uniform, a solar zenith angle close to 0◦ would produce the lowest variation
while providing a good SNR.
5.5 Future Work
5.5.1 Data Recollection
To further investigate, a subsection of this study could be accomplished which
would allow the data being collected to be more precise. When the ASD rig was
shifted horizontally from plant to plant, and also raised to capture various GSDs,
the collection team did their best to ensure the ASD rig was placed back into the
exact same spot. It was impossible to place the ASD rig back into the previous
position, therefore, ASD measurements could have been made from slightly different
locations above the plants, which would result in improper comparison of reflectances
as well as NDVI measurements. Recollecting a subsection of the data from this
experiment would ensure that the ASD never moves, and the same part of the plant
canopy is measured. For example, only measuring a single plant, from one height,
at various times. This would reduce the human error component for the ASD data
collection and ensure that the same area of the plant canopy (leaves) is measured
every time. Second, by recording the temperature during data collection, potential
trends between the reflectances or NDVI and temperature could have also been
investigated. Third, if data recollection was performed, using more plants would be
highly recommended. By filling the entire MicaSense RedEdge-3’s field of view with
plants, albedo effects from the background would be removed, and this would better
simulate a farmer’s field. Finally, a smaller ROI could have been used to compute
the reflectance factors from the RedEdge-3 imagery. For example, using a 20x20,
40x40, or 80x80 ROI for a MicaSense RedEdge-3 sensor at 1.5m would correspond
to 2, 4, and 8cm GSD respectively.
5.5.2 Entire Simulation Study
This entire study could also be performed using simulations produced by software like
DIRSIG. By collecting lots of leaf reflectances, and even the Bidirectional Reflectance
Distribution Function (BRDF) of the coneflower leaves (using software such as
PROSAIL), a more accurate representation of a coneflower plant could be simulated
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and tested across a multitude of variables: days, seasons, latitudes/longitudes,
weather conditions, etc. Even the plant could be changed from coneflower to whatever
vegetation the user wishes to study. This could provide agricultural scientists, and
remote sensing practitioners with incredible insights into vegetation variability.
5.5.3 Reflectance Variability of Target X
While this study focuses on a particular plant, there are many other crops that
could have been studied. Those other plants could have produced a different result
simply because their leaf structure is vastly different than that of a coneflower. It
is recommended to study the variability of one’s target of interest before making a
decision on which calibration and reflectance conversion techniques to utilize. There
is a possibility that some targets being studied have little to no variability.
5.6 Conclusions
This study investigated the variation in reflectance spectra of six coneflower (Rud-
beckia fulgida) plants. These plants were measured using an ASD spectroradiometer
under different forecasts (cloudy and sunny), at different times (0800AM, 0900AM,
1000AM, 1100AM and 1200PM), and at different GSDs (2, 4 and 8cm). The collected
ASD spectra were compared against leafclip contact probe measurements, as well
as MicaSense RedEdge-3 reflectance imagery. ASD results showed no correlation
across times or GSDs (one-way ANOVA p<0.001, and low R2). The cloudy day
produced less variation in both reflectance factor, and NDVI when compared to
the sunny day. This was caused by the shadows that were present on the sunny
day. Finally the leafclip spectra demonstrated the similarity in reflectance spectra
and the health of all the coneflower plants used in the study one-way ANOVA
p-value of 0.018. Ultimately, the results showcased in this study have shown the high
variability in vegetation reflectance regardless of the time, forecast, GSD, or plants
being measured. These variabilities are much higher than the reflectance factor
errors produced by the AARR conversion technique. This indicates that AARR
is accurate enough for the purposes of agricultural remote sensing. With this new
insight, it is recommended to capture sUAS vegetation imagery on cloudy days, at
8cm GSD (or larger), and as close to noon as possible. This setup will produce the
lowest variability for the vegetation being measured as demonstrated by the ASD
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field spectrometer measurements, MicaSense RedEdge-3 images, and the DIRSIG
simulated images. It is also recommended to do a similar study for any target the
remote sensing practitioner is investigating. These other targets may not posses the
same inherent reflectance variability.
Chapter 6
Conclusion
In this dissertation we focused on generating the most accurate radiance and re-
flectance sUAS imagery possible. To begin, we investigated a recently developed
technique for converting sUAS imagery from radiance into reflectance (At-Altitude
Radiance Ratio (AARR)), and compared it against the Empirical Line Method
(ELM). Unlike ELM, AARR did not require the use of reflectance conversion panels,
which saved significant time in the field. A few notable results from this study
were: 1) At sUAS altitudes (<400ft), 1-Point ELM and 2-Point ELM produce the
same results because the path radiance was negligible, 2) While ELM produced
lower band effective reflectance factor errors than AARR (-0.0244, -0.0028, and
-0.0050 band effective reflectance factor errors for AARR, 1-Point ELM, and 2-Point
ELM respectively), significant time was saved using AARR in the field and during
processing, 3) MODTRAN simulations demonstrated the capabilities of AARR, and
4) a new technique for selecting calibration panels for ELM (DLS ELM) showed
promising results.
Second, characterization and calibration of a MicaSense RedEdge-3 multispectral
sensor was performed and compared against the RedEdge Camera methodology of
calibration. This was accomplished to produce the best digital count to radiance
conversion. The preloaded metadata values used by the MicaSense sensor for
conversion of digital count to radiance are never updated or re-calibrated throughout
the lifetime of the sensor. This is problematic because as the sensor ages, degradation
of the sensor’s mechanical, electrical and optical components could occur. This means
the sensor needs to be re-calibrated at various times during it’s lifetime to produce the
most accurate data. A few notable results from this study were: 1) Recalibration of
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the RedEdge-3 sensor’s vignette/row-gradient correction along with it’s radiometric
calibration coefficients, produced lower errors in radiance imagery than the MicaSense
methodology (−10.98%, −0.43%, 3.59%, 32.81% and −17.08% using the MicaSense
method and 3.44%, 2.93%, 2.93%, 3.70% and 0.72% using the proposed method for
the Blue, Green, Red, RedEdge, and Near Infrared bands respectively), and 2) An
error propagation from digital count to radiance also demonstrated the lower errors
produced by the proposed calibration methodology (3.85%, 3.25%, 5.84%, 7.35%
and 12.23% using the MicaSense method and 3.75%, 3.21%, 5.45%, 6.54% and 9.29%
using the proposed method for the Blue, Green, Red, RedEdge, and Near Infrared
bands respectively).
Finally, the inherent reflectance variability of vegetation was examined. This
study investigated the reflectance spectra of six coneflower plants across a variety of
variables, including: 1) GSD (2cm, 4cm, and 8cm), 2) time (8am-12pm), 3) forecast
(cloudy and sunny), and 4) plant. MicaSense RedEdge-3 images were also captured
every hour to demonstrate the change in produced reflectance as the illumination
conditions varied. Lastly, leafclip contact probe measurements were taken from all
six plants to determine if there was any variability in the reflectance of the leaves in a
stable environment (laboratory setting). A few notable results from this study were:
1) Cloudy conditions produced lower variability in the reflectance measurements
than sunny conditions, 2) As the solar zenith angle decreases, average measured
band effective reflectance factors of vegetation increase and decrease on cloudy and
sunny days respectively, 3) Optimal conditions for sUAS vegetation remote sensing
are cloudy days around noon at larger GSDs.
Chapter 7
Future Work
Future work on the reflectance conversion technique should focus on improving the
results of the AARR technique. There are a few ways to go about accomplishing
this. First, the downwelling light sensor (DLS) could have been calibrated using the
integrating sphere to ensure the sensor was accurately measuring the downwelling
irradiance. Second, a better DLS could be utilized. For example, by replacing the
MicaSense’s DLS with a calibrated spectrometer (300nm-2500nm), a full irradiance
spectra can be recorded. This would also allow sUAS users to convert hyperspectral
imagery into reflectance. Third, a more accurate DLS geometry correction can be
developed to correct for the DLS orientation. As the sUAS flies at max speed, an
11◦ tilt is produced. While the MicaSense RedEdge sensor was attached to an angled
bracket to correct for this tilt, the DLS was not. Therefore, the MicaSense provided
geometry correction technique was used, and it assumes a diffuse coefficient of 0.166.
With a more accurate geometry correction technique that correctly accounts for
illumination variation, AARR reflectance factor errors can be reduced. Finally, a
future study could be accomplished using a double sensor configuration for reflectance
conversion. In this scenario, one sUAS would hover over a set of reflectance correction
panels, while the second sUAS images the region of interest. While the sensors would
have to be cross-calibrated to allow for reflectance conversion, this would provide
an image of the correction panels at every instance of the field images. This would
allow for a one to one matching of correction panel images to field images.
Future work for the sensor characterization and calibration studies conducted
in this thesis should aim at performing a recalibration over the course of a sUAS
flight season as well as improving the recalibration results. Performing multiple
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recalibrations over the duration of a data collection season would allow sUAS users
to know how frequently their sensors need to be re-calibrated. Performing calibration
of a sensor takes time due to the multitude of laboratory collections that need to take
place: dark current testing, relative spectral response (RSR), vignette/row-gradient
correction, and radiometric calibration measurements. As an example, if monthly
recalibration shows no significant change in the sensor response, then a longer
period of time (i.e. quarterly) can pass before the sensor is recalibrated. If monthly
recalibrations display a noticeable difference, then more frequent recalibration should
be performed (i.e. weekly). As for improving the calibration procedure, automated
data collection would significantly reduce the time required to calibrate the sensors. In
addition, this study only utilized 25 light level, exposure time, and gain combinations
in computing radiometric calibration coefficients. If more data points were utilized in
the regression function, more accurate coefficients would be computed. Furthermore,
if more spectrometer measurements were taken of the integrating sphere during
testing, the coefficients would have been calibrated with a higher signal-to-noise ratio
(SNR) band integrated radiance values. Finally, error propagation should be revisited
for the MicaSense RedEdge-3. Correlation between terms should be investigated and
computed instead of assuming they have no impact (set to zero). If correlations are
found, this would increase the overall error produced by the propagation.
Future work for the inherent reflectance variability of vegetation chapter of this
thesis should investigate performing parts of this study again, performing the entire
study via simulations, and investigating other targets of interest. While collecting
the ASD reflectance measurements of various plants at various times and heights,
the rig used to secure the foreoptic was able to move horizontally and vertically.
While the data collection team did their best to ensure the rig was positioned in the
exact same locations at every hour, this was an impossible task. Even the slightest
variation in position could have resulted in a different location of the plants being
measured. An interesting followup study could involve measuring a single plant from
a single height (GSD) over a duration of time. This way, the only variable being
tested is the impact of the illumination angle and intensity. In addition, this entire
study could be redone via simulations. A more in-depth DIRSIG and PROSAIL
simulation can be used to generate images of the coneflower plants at various times.
These simulations could even include BRDF measurements of the coneflower leaves
which would provide a better representation of the plants in the simulation. Finally,
this study only investigated a particular plant (coneflower). It did not determine the
inherent variability of other plants, or other targets of interest. It is recommended
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to conduct similar studies for any other plants or targets that are being observed via
a spectral sensor to determine the inherent variability of that target’s reflectance.
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[19] A. Çabuk, A. Deveci, and F. Ergincan, “Improving heritage documentation,” GIM
International, vol. 21, no. 9, 2007.
[20] H. Eisenbeiss and L. Zhang, “Comparison of dsms generated from mini uav imagery
and terrestrial laser scanner in a cultural heritage application,” International Archives
of Photogrammetry, Remote Sensing and Spatial Information Sciences, vol. 36, no. 5,
pp. 90–96, 2006.
BIBLIOGRAPHY 147
[21] R. Shults, P. Krelshtein, I. Kravchenko, O. Rogoza, and O. Kyselov, “Low-cost
photogrammetry for culture heritage,” 08 2017.
[22] N. Metni and T. Hamel, “A uav for bridge inspection: Visual servoing control
law with orientation limits,” Automation in Construction, vol. 17, no. 1, pp. 3 –
10, 2007. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0926580507000052
[23] “Fast. reliable. safe. cost-effective: Uav/drone inspection tools from microdrones,”
https://www.microdrones.com/en/industry-experts/inspection/, accessed: 2018-12-
27.
[24] M. Dinguirard and P. N. Slater, “Calibration of space-multispectral imaging sensors:
A review,” Remote Sensing of Environment, vol. 68, no. 3, pp. 194 – 205, 1999. [Online].
Available: http://www.sciencedirect.com/science/article/pii/S0034425798001114
[25] B. Guenther, W. Barnes, E. Knight, J. Barker, J. Harnden, R. Weber, M. Roberto,
G. Godden, H. Montgomery, and P. Abel, “Modis calibration: A brief review of
the strategy for the at-launch calibration approach,” Journal of Atmospheric and
Oceanic Technology, vol. 13, no. 2, pp. 274–285, 1996.
[26] A. Meygret, M. Dinguirard, and P. Henry, “Eleven years of experience and data in
calibrating spot hrv cameras,” Proc. of International Society for Photogrammetry
and Remote Sensing, Hanover, 1997.
[27] A. Meygret, P. J. Henry, M. C. Dinguirard, P. Soule, B. Cabrieres, P. Kubik, P. Haz-
ane, X. Briottet, and M.-C. Laubies, “Spot4: First in-flight absolute calibration
results,” in Sensors, Systems, and Next-Generation Satellites II, vol. 3498. Interna-
tional Society for Optics and Photonics, 1998, pp. 348–359.
[28] P. Slater, S. Biggar, R. Holm, R. Jackson, Y. Mao, M. Moran, J. Palmer, and B. Yuan,
“Reflectance- and radiance-based methods for the in-flight absolute calibration of
multispectral sensors,” Remote Sensing of Environment, vol. 22, no. 1, pp. 11 – 37,
1987.
[29] P. N. Slater, S. F. Biggar, K. J. Thome, D. I. Gellman, and P. R. Spyak, “Vicari-
ous radiometric calibrations of eos sensors,” Journal of Atmospheric and Oceanic
Technology, vol. 13, no. 2, pp. 349–359, 1996.
[30] D. I. Gellman, S. F. Biggar, M. C. Dinguirard, P. J. Henry, M. S. Moran, K. J.
Thome, and P. N. Slater, “Review of spot-1 and-2 calibrations at white sands from
launch to the present,” in Recent Advances in Sensors, Radiometric Calibration, and
BIBLIOGRAPHY 148
Processing of Remotely Sensed Data, vol. 1938. International Society for Optics and
Photonics, 1993, pp. 118–126.
[31] K. J. Thome, D. I. Gellman, R. J. Parada, S. F. Biggar, P. N. Slater, and M. S.
Moran, “In-flight radiometric calibration of landsat-5 thematic mapper from 1984 to
the present,” in Recent Advances in Sensors, Radiometric Calibration, and Processing
of Remotely Sensed Data, vol. 1938. International Society for Optics and Photonics,
1993, pp. 126–131.
[32] H. Aasen, A. Burkart, A. Bolten, and G. Bareth, “Generating 3d hyperspectral
information with lightweight uav snapshot cameras for vegetation monitoring: From
camera calibration to quality assurance,” ISPRS Journal of Photogrammetry and
Remote Sensing, vol. 108, pp. 245 – 259, 2015.
[33] T. Hakala, L. Markelin, E. Honkavaara, B. Scott, T. Theocharous, O. Nevalainen,
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[38] R. Richter and D. Schläpfer, “Atmospheric/topographic correction for satellite
imagery,” DLR report DLR-IB, vol. 565, 2005.
[39] R. Richter, “Atmospheric correction of dais hyperspectral image data,” Computers
Geosciences, vol. 22, no. 7, pp. 785 – 793, 1996. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/0098300496000167
[40] R. Richter and D. Schlpfer, “Geo-atmospheric processing of airborne imaging spec-
trometry data. part 2: Atmospheric/topographic correction,” International Journal
of Remote Sensing, vol. 23, no. 13, pp. 2631–2649, 2002.
BIBLIOGRAPHY 149
[41] J. C. Granahan and J. N. Sweet, “An evaluation of atmospheric correction techniques
using the spectral similarity scale,” in IGARSS 2001. Scanning the Present and
Resolving the Future. Proceedings. IEEE 2001 International Geoscience and Remote
Sensing Symposium (Cat. No.01CH37217), vol. 5, July 2001, pp. 2022–2024 vol.5.
[42] ATmosphere REMoval Program (ATREM), Center for the Study of Earth from Space,
University of Colorado, Boulder, 1999, version 3.1.
[43] S. A. Macenka and M. P. Chrisp, “Airborne visible/infrared imaging spectrometer
(aviris) spectrometer design and performance,” in Imaging spectroscopy II, vol. 834.
International Society for Optics and Photonics, 1987, pp. 32–44.
[44] A. Berk, G. P. Anderson, L. S. Bernstein, P. K. Acharya, H. Dothe, M. W. Matthew,
S. M. Adler-Golden, J. H. Chetwynd, S. C. Richtsmeier, B. Pukall et al., “Modtran4
radiative transfer modeling for atmospheric correction,” in Optical spectroscopic
techniques and instrumentation for atmospheric and space research III, vol. 3756.
International Society for Optics and Photonics, 1999, pp. 348–354.
[45] A. Berk, P. Conforti, R. Kennett, T. Perkins, F. Hawes, and J. Van Den Bosch,
“Modtran® 6: A major upgrade of the modtran® radiative transfer code,” in 2014
6th Workshop on Hyperspectral Image and Signal Processing: Evolution in Remote
Sensing (WHISPERS). IEEE, 2014, pp. 1–4.
[46] E. F. Vermote, D. Tanre, J. L. Deuze, M. Herman, and J. . Morcette, “Second
simulation of the satellite signal in the solar spectrum, 6s: an overview,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 35, no. 3, pp. 675–686, May
1997.
[47] Second Simulation of a Satellite Signal in the Solar Spectrum, 11 2006, version 3.
[48] Z. Qu, B. C. Kindel, and A. F. H. Goetz, “The high accuracy atmospheric correction
for hyperspectral data (hatch) model,” IEEE Transactions on Geoscience and Remote
Sensing, vol. 41, no. 6, pp. 1223–1231, June 2003.
[49] S. Adler-Golden, A. Berk, L. Bernstein, S. Richtsmeier, P. Acharya, M. Matthew,
G. Anderson, C. Allred, L. Jeong, and J. Chetwynd, “Flaash, a modtran4 atmospheric
correction package for hyperspectral data retrievals and simulations,” in Proc. 7th
Ann. JPL Airborne Earth Science Workshop, vol. 97. JPL Publication Pasadena,
CA, 1998, pp. 9–14.
[50] D. A. Roberts, Y. Yamaguchi, and R. J. P. Lyon, “Comparison of various techniques
for calibration of ais data,” Proc. 2nd Airborne Imaging Spectrometer Data Analysis
Workshop, 09 1986.
BIBLIOGRAPHY 150
[51] F. A. Kruse, “Use of airborne imaging spectrometer data to map minerals
associated with hydrothermally altered rocks in the northern grapevine
mountains, nevada, and california,” Remote Sensing of Environment, vol. 24,
no. 1, pp. 31 – 51, 1988, imaging Spectrometry. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/0034425788900041
[52] B.-C. Gao, M. J. Montes, C. O. Davis, and A. F. Goetz, “Atmospheric correction
algorithms for hyperspectral remote sensing data of land and ocean,” Remote
Sensing of Environment, vol. 113, pp. S17 – S24, 2009, imaging Spectroscopy
Special Issue. [Online]. Available: http://www.sciencedirect.com/science/article/pii/
S0034425709000741
[53] J. E. Conel, R. O. Green, G. Vane, C. J. Bruegge, R. E. Alley, and B. J. Curtiss,
“Ais-2 radiometry and a comparison of methods for the recovery of ground reflectance,”
1987.
[54] W. M. Baugh and D. P. Groeneveld, “Empirical proof of the empirical line,” Inter-
national Journal of Remote Sensing, vol. 29, no. 3, pp. 665–672, 2008.
[55] R. J. Aspinall, W. A. Marcus, and J. W. Boardman, “Considerations in collecting,
processing, and analysing high spatial resolution hyperspectral data for environmental
investigations,” Journal of Geographical Systems, vol. 4, no. 1, pp. 15–29, Mar 2002.
[56] A. Burkart, S. Cogliati, A. Schickling, and U. Rascher, “A novel uav-based ultra-light
weight spectrometer for field spectroscopy,” IEEE sensors journal, vol. 14, no. 1, pp.
62–67, 2014.
[57] O. Nevalainen, E. Honkavaara, S. Tuominen, N. Viljanen, T. Hakala, X. Yu,
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I. Pölönen, “Spectral imaging from uavs under varying illumination conditions,” in
International Archives of the Photogrammetry, Remote Sensing and Spatial Infor-
mation Sciences. International Society for Photogrammetry and Remote Sensing
(ISPRS), 2013.
[61] A. Mac Arthur, I. Robinson, M. Rossini, N. Davis, and K. MacDonald, “A dual-
field-of-view spectrometer system for reflectance and fluorescence measurements
(piccolo doppio) and correction of etaloning,” in Proceedings of the Fifth International
Workshop on Remote Sensing of Vegetation Fluorescence, 2014, pp. 22–24.
[62] J. F. Burkhart, A. Kylling, C. B. Schaaf, Z. Wang, W. Bogren, R. Storvold,
S. Solbø, C. A. Pedersen, and S. Gerland, “Unmanned aerial system nadir
reflectance and modis nadir brdf-adjusted surface reflectances intercompared over
greenland,” The Cryosphere, vol. 11, no. 4, pp. 1575–1589, 2017. [Online]. Available:
https://www.the-cryosphere.net/11/1575/2017/
[63] C. H. Hugenholtz, B. J. Moorman, K. Riddell, and K. Whitehead, “Small unmanned
aircraft systems for remote sensing and earth science research,” Eos, Transactions
American Geophysical Union, vol. 93, no. 25, pp. 236–236, 2012.
[64] I. Colomina and P. Molina, “Unmanned aerial systems for photogrammetry
and remote sensing: A review,” ISPRS Journal of Photogrammetry and
Remote Sensing, vol. 92, pp. 79 – 97, 2014. [Online]. Available: http:
//www.sciencedirect.com/science/article/pii/S0924271614000501
[65] C. Zhang and J. M. Kovacs, “The application of small unmanned aerial systems for
precision agriculture: a review,” Precision Agriculture, vol. 13, no. 6, pp. 693–712,
Dec 2012. [Online]. Available: https://doi.org/10.1007/s11119-012-9274-5
[66] “Agisoft photoscan,” http://www.agisoft.com/, accessed: 2018-8-04.
[67] Agisoft PhotoScan User Manual, Agisoft.
[68] M. Ghazal, Y. A. Khalil, and H. Hajjdiab, “UAV-based remote sensing for vegetation
cover estimation using ndvi imagery and level sets method,” in 2015 IEEE Interna-
tional Symposium on Signal Processing and Information Technology (ISSPIT), Dec
2015, pp. 332–337.
[69] M. De Biasio, T. Arnold, R. Leitner, G. Mcgunnigle, and R. Meester, “UAV-based
environmental monitoring using multi-spectral imaging,” Proceedings of SPIE - The
International Society for Optical Engineering, 04 2010.
BIBLIOGRAPHY 152
[70] B.-C. Gao, K. B. Heidebrecht, and A. F. Goetz, “Derivation of scaled surface
reflectances from aviris data,” Remote sensing of Environment, vol. 44, no. 2-3, pp.
165–178, 1993.
[71] F. Kruse, “Comparison of atrem, acorn, and flaash atmospheric corrections using
low-altitude aviris data of boulder, co,” 12 2018.
[72] S. Zhu, B. Lei, and Y. Wu, “Retrieval of hyperspectral surface reflectance based on
machine learning,” Remote Sensing, vol. 10, no. 2, p. 323, 2018.
[73] S. Diek, M. E. Schaepman, and R. de Jong, “Creating multi-temporal
composites of airborne imaging spectroscopy data in support of digital
soil mapping,” Remote Sensing, vol. 8, no. 11, 2016. [Online]. Available:
http://www.mdpi.com/2072-4292/8/11/906
[74] G. M. Smith and E. J. Milton, “The use of the empirical line method
to calibrate remotely sensed data to reflectance,” International Journal of
Remote Sensing, vol. 20, no. 13, pp. 2653–2662, 1999. [Online]. Available:
https://doi.org/10.1080/014311699211994
[75] C. Wang and S. W. Myint, “A simplified empirical line method of radiometric
calibration for small unmanned aircraft systems-based remote sensing,” IEEE Journal
of Selected Topics in Applied Earth Observations and Remote Sensing, vol. 8, no. 5,
pp. 1876–1885, May 2015.
[76] F. Kruse, K. Kierein-Young, and J. Boardman, “Mineral mapping at cuprite, nevada
with a 63-channel imaging spectrometer,” Photogrammetric Engineering and Remote
Sensing, vol. 56, no. 1, pp. 83–92, 1990.
[77] J. L. Dwyer, F. A. Kruse, and A. B. Lefkoff, “Effects of empirical versus model-based
reflectance calibration on automated analysis of imaging spectrometer data: a case
study from the drum mountains, utah,” Photogrammetric Engineering and Remote
Sensing, vol. 61, no. 10, pp. 1247–1254, 1995.
[78] A. S. Laliberte, M. A. Goforth, C. M. Steele, and A. Rango, “Multispectral remote
sensing from unmanned aircraft: Image processing workflows and applications for
rangeland environments,” Remote Sensing, vol. 3, no. 11, pp. 2529–2551, 2011.
[79] E. Bondi, C. Salvaggio, M. Montanaro, and A. D. Gerace, “Calibration of UAS
imagery inside and outside of shadows for improved vegetation index computation,”
in Autonomous Air and Ground Sensing Systems for Agricultural Optimization and
BIBLIOGRAPHY 153
Phenotyping, vol. 9866. International Society for Optics and Photonics, 2016, p.
98660J.
[80] W. H. Farrand, R. B. Singer, and E. Merényi, “Retrieval of apparent surface re-
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