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Abstract
By applying geometric techniques to real analytic singularly perturbed vector fields on the plane, we
develop a way to give a bound on the Gevrey type of the Taylor development of canard manifolds at degen-
erate planar turning points. By blowing up the phase space at the turning point, we find asymptotic estimates
even when such expansions w.r.t. traditional phase space variables do not exist. The asymptotic estimates
are then used to give a sufficient and necessary condition on the existence of (local) canard solutions.
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1. Introduction
In this paper we study degenerate turning points of singularly perturbed differential equa-
tions in the plane. We combine an asymptotic study of solutions near such turning points with
tools from geometric singular perturbation theory like center manifolds, and family blow up.
This gives the possibility of examining asymptotic expansions in terms of ‘blow up coordinates,’
in situations where such asymptotic expansions w.r.t. standard phase space coordinates are not
present, and hence it leads to a study of a broader class of turning point situations. Although we
describe a general setting in Section 8, we will discuss the setting of the paper by relating to the
ordinary differential equation
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dy
dx
= a + f (x)y + g(x, y, , a) (1)
where f and g are real analytic near (x, y, , a) = (0,0,0,0), with   0. The study of this
kind of equation lies well inside the scope of standard asymptotic theory (see [3,4]), at least
the generic case does (we will come back to this). Near points x = x0 where f (x) = 0, a well-
known result of Sibuya shows the existence of unique formal power series solving (1), hereby
essentially showing the existence of solutions to (1) staying O()-close to the ‘critical curve’
y = −af (x)−1. This critical curve is defined as the solution curve of Eq. (1) when  = 0.
Points at which f (x) has a simple zero are called generic turning points. It is well known (see
e.g. [4]) that there exist unique bounded asymptotic expansions
a =
∞∑
n=1
an
n, y =
∞∑
n=1
yn(x)
n (2)
solving (1). These expansions are shown to have ‘Gevrey’ growth (see Definition 1 in next
section), permitting a resummation to actual solutions {a =A(), y = ψ(x, )} of (1). These so-
lutions are defined in a real neighbourhood of the turning point and are called canard solutions.
In fact, the resummation that is used for example in [4] allows to show that the solutions are
defined in a full complex neighbourhood of the turning point, i.e. one considers x ∈ B(0, r) ⊂ C.
Such solutions, defined in a full complex neighbourhood, are called overstable solutions.
Points at which f (x) has a zero of order p, p > 1 and odd, are called degenerate turning
points. Typically, a formal power series solution as in (2) is absent, but in the a-typical case that
a formal expansion does solve (1), similar existence results w.r.t. canard solutions are shown
(see [4]). The following is shown by Fruchard and Schäfke:
Theorem 1. (See [9].) Assume f (x) has an isolated zero at x = 0 of order p, p  1 odd. The
existence of overstable solutions y = ψ(x, ) to the equation

dy
dx
= f (x)y + g(x, y, ,0) (3)
is equivalent to the existence of a formal power series solution yˆ =∑∞n=1 yn(x)n to (3).
Remark 1. The results in [9] even go further: the existence of local overstable solutions, i.e. solu-
tions y = ψ(x, ) defined for x in a small neighbourhood of the turning point x = 0, is equivalent
to the existence of global overstable solutions, in the sense that if f and g are analytic in a com-
plex neighbourhood of (x, y, ) ∈ [x1, x2]×{0}×{0}, with x1 < 0 < x2, and if 0 is the only (real)
zero of f , then there exists an overstable solution y = φ(x, ) that is defined for x ∈ [x1, x2]
and   0.
Although Theorem 1 shows the non-existence of ‘overstable solutions’ in the case no formal
power series solution is available, it is still possible that canard solutions are present (but then
they will not be defined in a full complex neighbourhood, but only in a real neighbourhood). The
lack of an asymptotic series is an obstruction when applying traditional asymptotic theory, that
we would like to overcome using tools from geometric singular perturbation theory.
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ample, the equation

dy
dx
= a + x3y + g(x, y, , a)
will have real canard solutions along particular parameter curves a =A() (this is a consequence
of the main theorem), but will in general not have overstable solutions (except when an infinite
sequence of formal conditions is satisfied).
Our main theorem is formulated below, but let us first define what is understood with a Gevrey
series, and a Gevrey function in a complex sector:
Definition 1. Let σ ∈ N \ {0}. A formal power series aˆ() =∑∞n=0 ann is Gevrey-1/σ in  of
type A, if there exist positive constants C,α such that
|an| CAn/σ(α + n/σ),
where  is the Euler Gamma function. We say also that the series is Gevrey of order 1/σ and
type A.
Note that order and type are not unique for a given series; one can also define notions such as
optimal type and optimal Gevrey order, see for example [11].
Similar estimates can be put on analytic functions in sectors, leading to the notion of a Gevrey
function on complex sectors. Such sectors are defined in the next definition:
Definition 2. A complex sector Sr,α,θ with vertex 0 is an open subset of C:
Sr,α,θ =
{
z ∈ C: Arg(z) ∈ (α − θ,α + θ), 0 < |z| < r}.
The opening angle of the sector is defined as 2θ .
A subsector Sr,′α,′θ ′ of Sr,α,θ is a sector for which r ′ < r and [α′ −θ,′ α′ +θ ′] ⊂ ]α−θ,α+θ [.
Definition 3. Let S be such a sector and a :S → C be an analytic function that is continuously
extensible to ∂S. The function a is Gevrey-1/σ in  of type T , if there exists a sequence (an)n∈N,
if there exists a positive α, and if for every subsector S′ there exists a positive constant CS′ such
that ∣∣∣∣∣a()−
n−1∑
i=0
ai
i
∣∣∣∣∣ CS′T n/σ(α + n/σ)||n, ∀n ∈ N1, ∀ ∈ S′.
For information concerning general properties of Gevrey functions, we refer to [1] or [2].
Theorem 2 (Main Theorem). Consider Eq. (1), with f and g real analytic in a neighbourhood of
(x, y, , a) = (0,0,0,0). Assume that f (x) = λxp + O(xp+1) for some λ > 0 and some p ∈ N,
p odd. Then, for m = p + 1, there exist curves a = A(1/m) and functions y = ψ(x, 1/m)
solving (1).
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 > 0 and has a C∞-extension towards  = 0 outside the point x = 0. For each fixed x, the
function ψ(x,u) is Gevrey-1/m w.r.t. u.
The function A(u) is Gevrey-1/m w.r.t. u, keeping u in a sectorial neighbourhood S of the
origin (containing the positive real axis) and A(0) = 0. An upper bound for the Gevrey type of
the control curve a =A(u) is given in Proposition 4 and is expressed in terms of
	
(
1
xp+1
0∫
x
f (s) ds
)
which is a desingularized version of the integral of the linear part of (1).
Remark 2. A curve a =A(1/m) like in the formulation of the above theorem is called a control
curve for (1). Along such control curves, Eq. (1) has canard solutions.
In the case of a simple turning point (p = 1), similar results have been obtained in [4], and
also in the non-typical case where a formal power series solution exists for degenerate turning
points with p > 1, the results are in agreement with results in [4].
From Theorem 2 can be deduced
Corollary 1. Let A(u) be a control curve as in Theorem 2. Equation (3) has canard solutions if
and only if the Taylor series ofA(u) is identically zero, i.e. the coefficients in the series expansion
of A(u) give a set of conditions that is equivalent to the (local) existence of canard solutions.
This corollary follows from the Gevrey estimates in Theorem 2 and from the entry–exit re-
lation established in [6] (see Section 4 for an elaborated proof). The corollary complements the
results of Theorem 1, and displays the gap between the existence of overstable solutions and the
existence of canard solutions.
Note that the results are not only applicable to (1), but are also valid for a wider class of planar
turning point systems. The setting for this wider class will be detailed in Section 8. We refer to
the results in Theorems 5 and 6.
1.1. Organization of the paper
In Section 2, we present a geometrical study of the turning point in (1), focusing on real
C∞ techniques from geometric singular perturbation theory. Essential ingredient is the presence
of center manifolds near the turning point. In Section 3, we show the analyticity of the center
manifolds, in complex sectors with vertex at 0 ∈ C, and show some Gevrey-asymptotic estimates.
In Section 4, we consider the intersection of ‘attracting’ and ‘repelling’ center manifolds, and
determine asymptotic properties on the control curve a = A(). In this section, all elements
are combined to prove Theorem 2. Attention goes to the proof of Corollary 1 in Section 5. In
Section 6, we give some remarks regarding faux canards. Section 7 is devoted to an example
(Van der Pol). The last section, Section 8, is concerned with a generalization of the results in this
paper: instead of considering (1), we consider a general singularly perturbed (planar) dynamical
system satisfying some assumptions that characterize a turning point situation.
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Associate to (1) the family of vector fields
Xa :
{
x˙ = ,
y˙ = a + f (x)y + g(x, y, , a),
˙ = 0.
We assume that f (x) = λxp +O(xp+1) for some p ∈ N odd and some λ > 0. The case λ < 0 is
easier to treat: in that case, one shows the existence of real canard solutions for all values of a,
by simply tracking the orbits of a curve {y = x = 0,   0}. The case λ < 0 is the case of ‘faux
canards,’ and will be briefly discussed in Section 6.
At a = 0, there is a curve of singularities y =  = 0, called a critical curve. One distinguishes
a normally attracting part γ−: {y =  = 0, x < 0} and a normally repelling part γ+: {y =  = 0,
x > 0}. Observe that although γ± are isolated curves of singularities, there is a transcritical
intersection at the turning point, with the curve x =  = 0. The curve of singularities does not
persist to a = 0, but by performing a rescaling in (, a)-plane, we will be able to assume that the
curve of singularities persists (see below).
From the geometrical point of view, one is interested in showing the existence of 2-
dimensional invariant manifolds of Xa . The existence of local 2-dimensional center manifolds
near points x = x0 with x0 = 0 follows from Fenichel theory. The normally hyperbolic attraction
near points x = x0 with x0 < 0 allows to extend local center manifolds towards the turning point
x = 0, by simply following the orbits in positive time. Similarly, the normally hyperbolic repul-
sion near points x = x0 with x0 > 0 allows to extend local center manifolds towards the turning
point x = 0, by following the orbits in negative time. The aim is to match both center manifolds
together at the turning point. By looking at the problem as an intersection of two 3-dimensional
center manifolds in the 4-dimensional (x, y, , a)-space, it suffices to show transversality in order
to prove that the ‘attracting’ and ‘repelling’ center manifolds coincide along a curve a =A().
In the sequel, it will be advantageous to study the related family
XA:
{
x˙ = vm,
y˙ = vmA+ f (x)y + vmg(x, y, vm, vmA),
v˙ = 0
(4)
with
m := p + 1.
This family is obtained from the original family by blowing up the parameter plane (, a):
(, a) = (vmE,vmA), v ∈ R+, (E,A) ∈ S1.
(We choose the weight m in order to ensure that the dominant part in (4) has homogeneous
degree m; for more general systems, one could determine the weights by calculating Newton
polyhedra.) The family (4) permits a study of the original vector field Xa in that part of the para-
meter plane where |A| 
 |E|, i.e. where we can use the diffeomorphic chart (, a) = (vm, vmA).
In order to present a full study of the original system, one would also need to consider
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{
x˙ = vmE,
y˙ = ±vm + f (x)y + vmEg(x, y, vmE,±vm),
v˙ = 0,
(5)
which is obtained from Xa by applying (, a) = (vmE,±vm). The coordinate system (v,E) is
diffeomorphic to the coordinate system (v, (E,A)) near A = ±1. We will nevertheless focus on
the study of (4), since one can show that (5) has no canard solutions, i.e. all canards solutions of
the original family Xa are located in that part of the parameter plane where we can use (4). An
argument for the absence of canards as (v,E) → (0,0) can be found in [8], where the Van der
Pol system is studied. However, the argument applies to more general situations (5) as well.
2.1. Blow up formulas
This section describes the blow up procedure of (4) at the turning point. We work in different
coordinate systems, i.e. in different charts and the coordinate systems in the intersection of these
charts are diffeomorphic (and even real analytic). The presence of canard solutions is not affected
by a change of coordinates, although we will have to take care of asymptotic properties when
coordinate changes take place (see later). Also keep in mind that this paper is concerned with real
dynamics, and we will complexify only in some parts of the paper. The blow up will essentially
be considered a construction in the reals.
We recall that the rescaling (, a) = (vm, vmA) not only has the benefit that the curve of
singularities persists for all values of A, but we have chosen the weights in order that the family
XA in (4) has a dominant part that is homogeneous in degree. We blow up the vector field XA at
the origin (x, y, v) = (0,0,0), by means of a homogeneous blow up:
(x, y, v) = (ux,uy,uv), u ∈ R+, (x, y, v) ∈ S2. (6)
Geometrically, one replaces the origin in R2 × [0, v0] by a (half) sphere. The vector field is
studied in three different charts: the family rescaling chart {v = 1}, where we use the formulas
(x, y, v) = (ux,uy,u). (7)
(We will sometimes write (x, y, v) = (ufamxfam, ufamyfam, ufam) in order not to confuse with the
variables in (6).) Keeping (xfam, yfam) in a large compact set, (7) permits a study of the upper
part of the blow up sphere: the coordinate system (ufam, xfam, yfam) in (7) is diffeomorphic to the
coordinate system (u, x, y, v) in (6) if we keep away from v = 0. The other two charts study the
region near v = 0 on each side of the sphere, i.e. we study the phase directional rescaling chart
{x = −1}, with the formulas
Fig. 1. Blow up: The origin is replaced by a (half) sphere, and the neighbourhood of this sphere is studied in charts.
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and the phase directional rescaling chart {x = +1}, with the formulas
(x, y, v) = (+u,uy,uv). (9)
These two sets of coordinates are diffeomorphic to coordinates (u, x, y, v) in (6), if we keep v
close to 0. The following lemma is easy to show:
Lemma 1. The change of coordinates from the phase directional rescaling chart {x = ±1} to the
family rescaling chart {v = 1} is as follows:
(u, y, v) → (xfam, yfam, ufam) :=
(±1
v
,
y
v
,uv
)
.
Conversely, the inverse mapping is given by
(xfam, yfam, ufam) → (u, y, v) := ±(ufamxfam, yfam/xfam,1/xfam).
One can see the study of the phase-directional rescaling charts, near v ∼ 0, as a study at
infinity, near xfam ∼ ±∞, in the family rescaling chart.
2.2. The vector field in the family rescaling chart
In the family rescaling chart, the family XA yields, after division by the positive common
factor up = um−1,
XA:
{
x˙ = 1,
y˙ = A+ [u−pf (ux)]y + g(ux,uy,um,umA),
u˙ = 0.
Since f (x) = λxp + O(xp+1), this blown up vector field is regular. Write f˜ (x, u) :=
u−pf (ux) = λxp +O(u). By also defining A0 = −g(0,0,0,0), we can write
XA:
{
x˙ = 1,
y˙ = (A−A0)+ λxp y + uG(x, y,u,A),
u˙ = 0
(10)
for some real analytic function G. The dynamics in the invariant plane u = 0, which is the
dynamics on the blow up sphere, is determined by{
x˙ = 1,
y˙ = (A−A0)+ λxp y. (11)
Notice that for the parameter value A = A0 there is an invariant curve
Γ : y = u = 0
and that near Γ , the blown up vector field XA is a flow box.
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In the phase-directional rescaling chart x = +1, the family XA yields, after division by the
positive common factor up ,
XA:
⎧⎨
⎩
u˙ = uvm,
v˙ = −vm+1,
y˙ = [u−pf (u)]y + vm(A+ g(u,uy,umvm,umvmA)− y). (12)
The blown up vector field in the chart {x = −1} is obtained after applying {u → −u, t → −t}
to (12), so it suffices to study the dynamics of (12).
Observe first that the plane v = 0 is invariant; outside the blow up locus {u = 0} this plane is
diffeomorphic to the standard phase plane. A curve of singularities is seen as {y = v = 0}, which
is the blow up of the curve of singularities γ {y = v = 0}. Notice how the normal hyperbolicity
in this blown up curve persists to the origin, i.e. for u = 0. This is the main benefit of applying
the blow up: one gains (partial) hyperbolicity at the turning point.
Next, observe that the plane u = 0 is invariant. The dynamics in the plane u = 0, i.e. the
dynamics on the blow up sphere, is governed by
{
v˙ = −vm+1,
y˙ = λy + vm(A−A0 − y).
The study near v = 0 of this vector field is in fact a study near x = +∞ of the vector field (11) in
the family rescaling chart. Notice the existence of an A-family of unique center-separatrices at
the semi-hyperbolic singularity P+: (v, y) = (0,0), which is a graph Γ +A : {y = g(v,A),u = 0}
defined for v  0. Similarly, one defines center-separatrices Γ −A at the semi-hyperbolic singular-
ity P− in the chart {x = −1}. These separatrices are seen in the family rescaling charts as regular
orbits, with the property
Γ = Γ −A0 = Γ +A0 = {y = 0}
(i.e. for the parameter value A = A0 there is a heteroclinic connection from P− to P+).
Consider now the transverse section {xfam = 0} in the family rescaling chart, where yfam is a
regular coordinate. The center-separatrices Γ ±A intersect this section in a point with coordinate
yfam = φ±(A) with φ−(A0) = φ+(A0) = 0.
A Melnikov-type calculation shows that
∂
∂A
(
φ−(A)− φ+(A)
)∣∣∣∣
A=A0
=
∞∫
−∞
exp
(
− λ
p + 1 s
p+1
)
ds > 0. (13)
We will say that A is a regular breaking parameter, because the heteroclinic connection is broken
regularly for A = A0. This regularity property will form the main ingredient in the proof of the
transversality of the intersections of center manifolds.
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In this section, we roughly repeat how geometric singular perturbation theory is applied to
show the existence of canard solutions. We refer to [7] for detailed proofs. One can regard this
section as purely informational. In the next sections, we repeat all steps of the proof, this time
complexifying the center manifolds and showing asymptotic properties.
The family of vector fields (12) has a semi-hyperbolic singularity at the origin P+: (u, v, y) =
(0,0,0). In [7], one shows the existence of local C∞ center manifolds (or A-families of center
manifolds)
W+A : y = ψ+(u, v,A), u 0, v  0.
The intersection W+A ∩ {v = 0} is the curve of singularities, i.e. φ(u,0,A) = 0. We also have
W+A ∩ {v = 0} = Γ +A . Observe that W+A is not unique, but its intersection with {v = 0} is unique,
as it must always coincide with the unique center separatrix Γ +A .
The part of the invariant manifold W+A in {v > 0} can also be seen from the family rescaling
chart:
W+A : y = xψ+
(
ux,
1
x
,A
)
.
Since the family XA in (10) is a flow box in this chart, we can extend the invariant manifold
until it meets the transverse section {x = 0}. The intersection with this transverse section yields
a graph
y = h+(u,A).
Similarly, center manifolds at P− (in the phase-directional rescaling chart {x = −1}) can be
extended by following the orbits in negative time towards this transverse section. We get a C∞
family of invariant manifolds W−A intersecting {x = 0} in a graph
y = h−(u,A).
Notice that, since W±A ∩ {v = 0} = Γ ±A , we have (see also (13))
h−(0,A0) = h+(0,A0) = 0, ∂h−
∂A
(0,A0)− ∂h+
∂A
(0,A0) = 0.
The implicit function theorem guarantees the existence of a unique A =A(u) such that
A(0) = A0, h−
(
u,A(u))= h+(u,A(u)), ∀u ∈ [0, u0].
This means that the invariant manifolds W+A and W
−
A coincide along this part of the parameter
region, and together form a manifold of canard solutions. In terms of the original parameters, we
have shown the existence of canard manifolds along the control curve
a = A(1/m).
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C∞ outside (x, v) = (0,0) (because outside the turning point, the blow up map is diffeomorphic
and hence the smoothness is preserved after blow down). At (x, v) = (0,0), the function ψ is in
general only C0.
We end by remarking that there is some freedom left in the choice of center manifolds at P±.
This freedom can be used as follows: take any smooth curve Σ+: {x = x+, y = s+(v)} with
x+ > 0 there exist a unique center manifold W+A such that W
+
A contains Σ+ (and a similar
construction can be done for W−A ). This means that for each pair of ‘boundary curves’ Σ±, there
exist a control manifold A =A(v) and an invariant manifold W (manifold of canard solutions)
containing both boundary curves!
3. Complex invariant manifolds at P+
We complexify (12), by considering u,y, v ∈ C. We intend to keep v close to the positive
real axis however (small complex argument). Our aim is to show the existence of complex center
manifolds, defined on sectors of the origin. Later, we will use a sectorial covering of the origin
by such manifolds to derive asymptotic properties. In order to do so however, we will need good
estimates on the maximum opening angles of these sectors.
Definition 4. For u0 ∈ C \ {0}, and for arbitrary (half) opening angles θ1, θ2, with 0 < θ1 + θ2 <
π
2m , we define
Ω(u0; θ1, θ2) :=
{
u ∈ C: ∣∣Arg(u/u0)∣∣< θ1, ∣∣Arg(1 − (u/u0)m)∣∣<mθ2}.
For r > 0 and θ3 > 0 we define V (r, θ3) to be a complex sector with half opening angle θ3 < π2m
around the positive real axis:
V (r, θ3) :=
{
v ∈ C: 0 < |v| < r, ∣∣Arg(v)∣∣< θ3}.
In the sequel we will often—abusively—call Ω(u0; θ1, θ2) a sector, thereby refering to the
obvious sector lying within Ω(u0; θ1, θ2). See also Fig. 2.
3.1. Existence of complex manifolds
We will show the existence of center manifolds containing a pre-defined ‘boundary curve,’
by tracking the orbits (in complex time). In order to control the growth of the orbits, we will
Fig. 2. Specification of sectorial neighbourhoods over which the complexified center manifolds will be defined (in the
case m = 1).
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will suffice to control the orbits of {
u˙ = uvm,
v˙ = −vm+1. (14)
In order to get control of the growth in the y-direction, we restrict to the set where the divergence
of (12) has negative real part:
Definition 5. Let Ω ⊂ C consist of the starshaped (w.r.t. 0) component of{
u ∈ C: 	(u−pf (u))> 0}
(and assume that the vector field (12) is defined for (u, v, y,A) in a neighbourhood of Ω ×{0}×
{0} × {A0}). Clearly, Ω is a neighbourhood of u = 0.
The next proposition shows that center manifolds defined for u ∈ [0, u0], v  0 can be ex-
tended to complex sectors. The maximum size of these sectors is determined by π2m − 1mΘ(u0),
with
Θ(u0) := sup
u∈[0,u0]
∣∣Arg(u−pf (u))∣∣< π
2
, ∀u0 ∈ Ω.
(The fact that this cannot grow larger than π2 follows from the definition of Ω in Definition 5.)
Observe that
Θ(u0) = 0, ∀u0 ∈ R ∩Ω,
meaning that real analytic center manifolds will have an extension to a sector with opening angle
that is maximal in a sense.
Proposition 1. Let u0 ∈ Ω . Let Σ : {y = s(v), u = u0} be an analytic boundary curve inside
(u, y, v) space, in the plane {u = u0}. For all choices of (half ) opening angles θ1, θ3 with
θ1 + θ3 < π2m −
1
m
Θ(u0)
there exists a θ2 > 0, an r > 0 and a manifold WA, graph of a bounded analytic function
WA: y = ψ(u,v,A)
defined for u ∈ Ω(u0; θ1, θ2), for v ∈ V (r; θ3) and for A in a neighbourhood of A0, with the
following properties: WA is an invariant manifold for (12), containing the boundary curve Σ ,
i.e. so that ψ(u,v,A) → s+(v) as u → u0.
Proof. The proof is the most technical part of the paper. Fixing (u1, v1) ∈ Ω(u0, θ1, θ2) ×
V (r; θ3), we track the orbit through
(u0, v0, y0) ∈ Σ, with v0 := v1u1 , y0 := s(v0).
u0
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a way that the orbit of the vector field (14) reaches the point (u1, v1) after a complex time
T = T (u1, v1) := 1
m
um1 − um0
(u1v1)m
.
Notice that, by the choice of the domains for u1 and v1, we have
∣∣Arg(−T )∣∣< θT := m(θ1 + θ2 + θ3) < π2 −Θ(u0), (15)
provided we choose θ2 < π2m − 1mΘ(u0)− θ1 − θ3. Restricting to complex times on the segment[0, T ], we control the growth of (u, v, y). Let us first concentrate on (u, v). One easily shows
that for s ∈ ]0,1] (
u˜(sT ), v˜(sT )
) ∈ Ω(u0, θ1, θ2)× V (r; θ1 + θ3).
In fact, the domains Ω and V are chosen in order to have this property. Now focus on the growth
of y, and write Y(s) := y˜(sT ). Define
S = sup{s ∈ [0,1]: ∣∣Y(s)∣∣R},
where R is yet to be defined. We show that for θ2, r small enough, there is a choice of R so that
S = 1, hereby proving that y˜(T ) is defined, and that the mapping
(u1, v1) → y˜(t)|t=T (u1,v1)
is bounded and analytic. Let us now show that S = 1, and determine R. One has
dY
ds
= T [u−pf (u)]Y + T vmG(u, v,Y,A)∣∣
Y=Y(s), u=u˜(sT ), v=v˜(sT )
where G(u,v,Y,A) := A+g(u,uY,umvm,umvmA)−Y . We prove that |Y | is bounded by some
M <R, by showing
∣∣Y(s)∣∣M ⇒ d
ds
∣∣Y(s)∣∣< 0.
It is easily seen that d
ds
|Y(s)| < 0 provided 	(Y dY
ds
) < 0:
	
(
Y
dY
ds
)
= 	(T [u−pf (u)])|Y |2 + 	(YT vmG)
< |T |
(
	
(
T
|T |
[
u−pf (u)
])|Y |2 +RrmK),
where we have used that |v| < r and |Y |  R and K := sup |G|, taken over u ∈ Ω(u0; θ1, θ2),
v ∈ V (r, θ3) and Y ∈ B(0,R). Note that diminishing R, r and θ2 will not change the above
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μ for some μ> 0. Then the above expression is negative provided
|Y |
(
KRrn
μ
)1/2
.
By choosing r small enough, (KRrn/μ)1/2 will be smaller than R, showing our claim. Let us
now show that there exists a μ> 0 so that 	(−T|T | [u−pf (u)]) μ> 0. For u ∈ [0, u0], we have∣∣Arg(u−pf (u))∣∣<Θ(u0).
As a consequence, Arg(−T|T | [u−pf (u)]) < Θ(u0)+ θT < π2 (see (15)). We find
	
(−T
|T |
[
u−pf (u)
])

∣∣u−pf (u)∣∣ cos Arg(Θ(u0)+ θT ).
Define μ′ := infu∈[0,u0] |u−pf (u)| cos Arg(Θ(u0)+ θT ) > 0. Then the claim is true for values of
u on the axis [0, u0]. By continuity, the estimate remains true replacing μ′ by μ = 12μ′, and by
choosing θ2 small enough (since the set Ω(u0; θ1, θ2) tends to [0, u0] as θ2 → 0). 
Remark. The boundary curve Σ is chosen to be analytic in a full complex neighbourhood
of v = 0. We can nevertheless do the same for boundary curves that are bounded analytic for
v ∈ V (r0, θΣ) for some θΣ > 0. However, we then have to add an extra condition on the opening
angles: mθ1 + θ3  θΣ .
3.2. Asymptotic properties
We want to show that the two-dimensional center manifold of (12) defined by the graph
y = ψ(u,v,A)
satisfies some Gevrey-estimates w.r.t. v (we refer to Definition 3). Remember that the singular
parameter v is a rescaled version of  (v = 1/m), and that by the use of the blow up, the invariant
foliation dv = 0 is replaced by an invariant foliation d(uv) = 0. The study unfolds in two parts:
away from u = 0, we study Gevrey-estimates w.r.t. v (i.e. there, v can be treated as the singular
variable), and away from v = 0, we study Gevrey-estimates w.r.t. u (i.e. there u plays the role of
singular variable).
The first part is essentially a study of Gevrey estimates along the normally hyperbolic branch
{y = v = 0}. A technique of majorating series can be used to get grip of the coefficients in the
series
y =
∞∑
n=1
ψ(n)(u,A)vn.
For more information, we refer to [12]. Notice that one can easily deduce that the coefficient
functions ψ(n) are all analytic in a uniform disc around u = 0. This might lead to the idea that
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ψ(u,v,A) contains flat terms in v that are responsible for the lack of analyticity w.r.t. u. In any
case, a study of the Gevrey properties w.r.t. u is not obvious.
The most interesting part is therefore the study of the coefficient growth of the series
y =
∞∑
m=0
ψm(v,A)u
m.
Here, all coefficient functions satisfy Gevrey estimates w.r.t. v, making it difficult to apply stan-
dard techniques (such as Nagumo’s lemma). The key to showing asymptotic properties in the
u-variable is the following result from Ramis–Sibuya:
Theorem 3 (Ramis–Sibuya). For r > 0, θ ∈ (0, π2σ ) and α ∈ S1. For k = 1, . . . ,N , let Sk =
Sr,αk,θk be sectors so that Sk ∩ S = 0 if and only if |k − | < 1 (identifying N with 0), and let
fk :Sk → C
be bounded analytic functions, with the property
∣∣∣∣(fk(x)− f(x)) exp
(
1
T |x|k
)∣∣∣∣
is bounded for x ∈ Sk ∩ S. Then there exists a unique power series fˆ (x) :=∑∞n=0 fnxn so that
fk(x) → fˆ (x), x → 0, x ∈ Sk.
The asymptotics is to be interpreted in Gevrey-1/σ sense of type T ′, for any T ′ > T . The formal
Borel transform of fˆ (x) is analytic in B(0, 1
T 1/σ
).
We will use Proposition 1 to make a sectorial covering, covering u = 0 in C. Indeed, we can
consider different choices of u0 ∈ C, and apply Proposition 1 for each choice of u0. We only
need a result concerning the distance between different invariant manifolds. To that end, let us
first define
R(u) = 	
(
1
up+1
0∫
u
f (s) ds
)
.
One can look upon R(u) as a desingularized version of the integral of the divergence of the vector
field (4). Notice that R(0) = − λ
p+1 < 0. We can say even more:
R(u) = −
1∫
0
	((ut)−pf (ut))︸ ︷︷ ︸
>0
tp dt < 0, ∀u ∈ Ω.
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Proposition 2. Let u1, u2 ∈ Ω and for i = 1,2 let y = ψi(u, v,A) be bounded analytic manifolds
defined on complex sectors
u ∈ Ωi := Ω(ui; θ1i , θ2i ), v ∈ V (ri, θ3i )
(with the assumptions on the opening angles as in Proposition 1) and for A in a fixed neigh-
bourhood of A0. Define r = min{r1, r2} and choose θ3 min{θ31, θ32}. If u0 ∈ Ω1 ∩Ω2 then we
define, for u ∈ [0, u0], v ∈ V (r, θ3) the difference
(u,v,A) := ψ1(u, v,A)−ψ2(u, v,A).
We have, for θ3 small enough, the existence of an u  0 so that u = o(1) as u → 0 and
∣∣(u,v,A)∣∣M exp u + |u0|mR(u0)|uv|m(1 +O(θ3))
for some M > 0, for all u ∈ [0, u0] and all v ∈ V (r, θ3). In particular, if one restricts to v ∈ R+,
the O(θ3)-term may be taken 0.
Proof. Considering the system (12), we see that the difference function  satisfies the equation
uvm
∂
∂u
− vm+1 ∂
∂v
= [u−pf (u)− vm]+ vmg(u,uψ1, umvm,umvmA)
− vmg(u,uψ2, umvm,umvmA).
Define the analytic
G(x,y1, y2, , a) = g(x, y1, , a)− g(x, y2, , a)
y1 − y2 .
The equation can now be rewritten as
uvm
∂
∂u
− vm+1 ∂
∂v
= ([u−pf (u)]− vm + uvmG˜(u, v,A)︸ ︷︷ ︸
=:β(u,v,A)
)

with G˜(u, v,A) := G(u,uψ1(u, v,A),uψ2(u, v,A),umvm,umvmA).
At u = u0, we have two curves y = ψ1(u0, v,A) and y = ψ2(u0, v,A) that are bounded
analytic. Let 0(v,A) = ψ1(u0, v,A) − ψ2(u0, v,A), defined for v ∈ V (r, θ3). The solution
now yields
(u,v,A) = 0
(
uv
u0
,A
)
exp
(
1
umvm
u∫
sm−1β(s,uv/s,A)ds
)
.u0
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Notice now that
u∫
u0
sm−1β(s,uv/s,A)ds =
u0∫
0
sm−1β(s,0,A)ds + o(1)
as u → 0. (We postpone a proof until the end of the proof of this proposition.) This means that
(u,v,A) = exp
(∫ u0
0 f (s) ds + o(1)
umvm
)
.
In other words, for every  > 0, there is a neighbourhood of u = 0 so that
∣∣(u,v,A)∣∣ exp	(∫ u00 f (s) ds
umvm
)
exp

|uv|m .
Keeping u/u0 ∈ R+, we can rewrite this as
∣∣(u,v,A)∣∣ exp  + |u0|m	
(
(
|v|
v
)m 1
um0
∫ u0
0 f (s) ds
)
|uv|m .
Let ν = sup |Arg(− 1
um0
∫ u0
0 f (s)) ds|. Clearly, ν < π2 (by the remarks in front of the proposition,
we know that −R(u0) = 	(− 1um0
∫ u0
0 f (s) ds) > 0). For such ν and for θ3 + ν < π2 , it follows by
a little calculation that
∣∣(u,v,A)∣∣ exp  + |u0|mR(u0) cos(θ3+ν)cosν|uv|m .
Notice now that cos(θ3 + ν)/ cosν = cos θ3(1 +O(θ3)). 
Using this result, we are now able to prove the Gevrey asymptotic property of the center
manifolds at P+.
3.4. Combining the pieces
For T > 0, we define the set
CT :=
{
u0 ∈ Ω: |u0|mR(u0) = − 1
T
}
.
For small values of T , this set may be empty, but at least for T large enough, the set contains
points. By observing that R(0) = − λ
p+1 < 0, one can easily show that the locus CT is diffeomor-
phic to a circle around the origin, for T large enough.
Definition 6. We say that CT is angle-parametrizable around 0 if it is a graph {r(θ) exp(iθ)} for
some strictly positive continuous 2π -periodic function r .
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is T ′ with
T ′ = T (1 +O(θ3))
so that for any T ′′ > T ′, for any u0 ∈ CT , and for any choice of (bounded analytic) initial curve
Σ in the plane {u = u0}, the unique invariant manifold of (12) containing Σ is a graph
y = ψ(u,v,A)
that is Gevrey-1/m w.r.t. u, of type T ′′|v|m, uniformly for A near A0 and for v ∈ V (r, θ3), for
some r > 0 (r depending on T ′′, and possibly tending to 0 as T ′′ → T ′). In particular, if one
restricts to positive real v, we have T ′ = T .
Proof. Take any T0 > T arbitrarily. Notice that
int(CT0) ⊂ int(CT ) ⊂ Ω.
We choose N different points (uk)k=1,...,N on CT and add the point u0 to this set. For each
point uk , we choose a boundary curve, for which there is an invariant manifold Wk . These mani-
folds are defined on
(u, v) ∈ Ω(uk; θ1, θ2)× V (r, θ3),
and for A in a fixed neighbourhood of A0. We claim that we can choose the points in an ordered
way so that the sectors Ω(uk; θ1, θ2) cover the origin, and in a way that
Ω(uk; θ1, θ2)∩Ω(uk−1; θ1, θ2)
contains points on CT0 . Indeed, by choosing the points close enough to each other, we can exactly
achieve this. Choose now xk ∈ CT0 in the intersection of two adjacent sectors. By applying the
previous proposition, we can measure the difference between the invariant manifolds and bound
it as
M exp
u + |xk|mR(xk)
|uv|m(1 +O(θ3)) = M exp
˜u − 1
T0|uv|m(1 +O(θ3)) .
Applying the theorem of Ramis–Sibuya shows that any manifold in the covering, including the
manifold defined by the initial point u0, is Gevrey-1/m w.r.t. u of type any value strictly greater
than
T0|v|m
(
1 +O(θ3)
)
,
meaning that it is Gevrey-1/m w.r.t. u of type any value strictly greater than T ′|v|m, includ-
ing T ′′|v|m. 
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Choose any invariant manifold W+A of (12) at P+, defined by
y = ψ+(u, v,A),
for u ∈ Ω(u0; θ1, θ2) and v ∈ R+. We consider the intersection with the plane v = v0, with some
v0 > 0. The reason is that such intersection is also visible in the family rescaling chart. In these
family chart coordinates, this yields{
yfam = xfamψ+(ufamxfam, v0,A), xfam = 1
v0
}
.
Dropping the ‘fam’-index, and denoting x0 = 1v0 , we find a curve in the plane {x = x0} deter-
mined by
y = 1
v0
ψ+(u/v0, v0,A). (16)
We have shown
Lemma 2. If ψ+(u, v,A) is Gevrey-1/m with type T |v|m w.r.t. u, then the function in the right-
hand side of (16) is Gevrey-1/m w.r.t. u of type T .
In the family rescaling chart, we can consider the vector field (10). It is clear that we can con-
tinue the invariant manifold by tracking the orbits in negative time towards the section {x = 0}.
Because du = 0 in this chart, the Gevrey estimates will be preserved. This is a straightforward
application of the flow-box theorem:
Corollary 2. If ψ+(u, v,A) is Gevrey-1/m with any type > T |v|m w.r.t. u, then the manifold W+A
can be extended towards the plane {x = 0}, and the intersection with this plane is a Gevrey-1/m
curve of any type > T .
This leads to the following result:
Proposition 3. Let u± be points in Ω and let Σ± be bounded analytic curves in the planes
{u = u±} in the phase-directional rescaling charts {x = ±1}. Let W±A be the unique invariant
manifolds near P± containing Σ±. Then both manifolds can be extended as invariant manifolds
towards the section {x = 0} in the family rescaling chart. In this section, the manifolds intersect
in curves
y = h±(u,A)
with h±(0,A0) = 0, ∂h±∂A (0,A0) = 0. The functions h± are Gevrey-1/m of any type >
max{T−, T+} with
T± := − 1|u±|mR(u±)
provided CT± are both angle-parametrizable around the origin.
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1/m of any type > T such that A(0) = A0 and
h−
(
u,A(u))= h+(u,A(u)).
The curve A = Au blows down to a curve A = A(v), and further it is blown down to
a = A(1/m). The curve is called a control curve, and along this control curve, both manifolds
W+A and W
−
A coincide and form together a manifold of canard solutions.
Note that Theorem 2 is a direct consequence of this corollary. We moreover have
Proposition 4. The formal power series expansion Aˆ(u) is Gevrey-1/m of type T , for any T for
which CT is angle-parametrizable. The value
TA := inf{T > 0: CT is angle-parametrizable}
is hence an upper bound for the Gevrey-type of the formal control curve A.
5. Proof of Corollary 1
Let A(u) be a control curve as in Theorem 2, and let Aˆ(u) be its Taylor development at u = 0.
It is clear that if Aˆ(u) = 0, then the curve a = 0 is not a control curve meaning that X,0 does not
have canard solutions. (For a proof, we refer to [6], where it is shown that all control curves lie
exponentially close to each other.)
Now, suppose that Aˆ(u) = 0. By the Gevrey property, it follows that A(u) is bounded by an
exponentially small term: there exist constants C > 0 and T > 0 such that
∣∣A(u)∣∣ C exp(− 1
T |u|m
)
,
for u sufficiently small. It follows now immediately from the results in [6] that the curve a = 0
is a control curve, so that the family X,0 has canard solutions. Moreover, the better the estimate
on the type T , the longer the estimate is on the maximum canard size of X,0.
6. Note on faux canards: The case λ < 0
Consider, like in formulation of the Main Theorem, Eq. (1), with f and g real analytic in a
neighbourhood of (x, y, , a) = (0,0,0,0). Assume that f (x) = λxp + O(xp+1), this time for
some negative λ and some p ∈ N, p odd.
In this case, it is in a sense trivial that canard solutions appear. One can see this by applying a
blow up, identical to the one in the case λ > 0.
In the family rescaling chart v = 1, one can choose an arbitrary curve of the form Σ0: {x = 0,
y = ψ(u)}, and follow the orbits of points in Σ0 both in negative and positive time. Because of
the fact that λ < 0, the union of those orbits followed in positive time forms an attracting center
manifold at P+, and after passage near P+, it forms an attracting center manifold along γ+. The
attraction along γ+ ensures that such manifold can be extended as long as required along γ+.
Similarly, tracking orbits of points in Σ0 in negative time, one finds attracting behaviour at P−
and along γ−.
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size. Similar observations can be made in case p is an even integer and λ < 0 or λ > 0.
7. An example: Asymptotics of the Van der Pol system
Consider the traditional Van der Pol system{
x˙ = y − x2/2 − x3/3,
y˙ = (a − x). (17)
(In the literature, the equivalent family of vector fields⎧⎨
⎩ x˙1 = y1 −
(
x31
3
− x1
)
,
y˙1 = 1(a1 − x1)
is often encountered; one has (x1, y1, 1, a1) = (2x + 1,8y − 23 ,16,2a+ 1) and finds the above
family after dividing the vector field by the constant 14 .)
In this section, we will show that the control curve a =A() along which canard solutions are
found is a Gevrey-1/2 function w.r.t. 1/2, and we will determine an upper bound on the Gevrey
type. Although in [10], it is shown that the Gevrey type is exactly 12 (or for the equivalent vector
field 3/4), we ‘only’ find the upper bound 12.96 (see below). The reason is that we obtain the
Gevrey type only by looking at the local structure, whereas in [10], a global study is performed,
which includes the use of ‘exceptional solutions’ towards infinity.
A (singular) coordinate transformation allow to reduce the study of canard solutions of the
above vector field to the study of canard solutions of the ordinary differential equation

dy
dx
= a(1 + x)+ x(1 + x)2y + G(x, y, , a),
where G is analytic outside x = −1. (For the interested reader, write y = x22 + x
3
3 − 1+x + 2y˜,
and a = −a˜. This leads to a vector field for wich dy˜
dx
is of the claimed form, after dropping the
tildes.)
Clearly, this is a turning point equation, with a turning point of order p = 1. The linear part,
f (x) is given by f (x) = x(1 + x)2. Define
β(u) := u−pf (u) = (1 + u)2.
The set Ω is the connected component that contains 0 of those u for which the real part of β is
strictly positive:
Ω = {a + ib ∈ C: |b| < 1 + a}.
The function R is given by (m = 2 in this case)
R(u0) := 	
(
1
u20
0∫
f (u)du
)
= 	
(
1
u20
0∫
u(1 + u)2 du
)
.u0 u0
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not angle-parametrizable for T  12.96. The locus C24 in the above picture is the curve that is diffeomorphic to a circle;
C12.96 is no longer angle-parametrizable, because it hits the boundary of Ω at two angles; the curve defining C12 crosses
the boundary of Ω .
One calculates that R(u0) = − 12 − 23	(u0)− 14	(u20). Consider
CT :=
{
u0 ∈ Ω: |u0|2R(u0) = −1/T
}
.
One proves (it is a somewhat lengthy, straightforward calculation) that this is a connected set,
angle-parametrizable, provided T > 324/25 = 12.96. See Fig. 3. This is the estimate for the
type of the control curve that can be obtained through this work. However, numerical evidence
indicates that the optimal type is 12, and it is also shown in [10] that 12 is the optimal type
(in other words for the equivalent result in (x1, y1, 1, a1)-variables, the type is 3/4 w.r.t. 1).
Nevertheless, the estimate 12.96 is not only valid for Van der Pol, but for a wide range of systems
having the same divergence integral (and arbitrary higher-order perturbation terms).
8. General framework
As mentioned in the introduction, the results concerning the Gevrey asymptotics are not only
applicable to (1), but to a wide class of planar turning point systems, where a transition from
attracting to repelling behaviour is seen. A turning point may arise from two different situations.
Either a turning point is a point at a transcritical intersection of two curves of singularities (this is
the case in (1), where the curve y = 0 intersects the curve x = 0), or is a tangent point, where the
fast flow of the reduced equation is tangent to the critical curve, like in the Van der Pol system
(17) (see also Fig. 4). Our study however includes much more degenerate situations, where the
turning point is no longer nilpotent, but where e.g. many branches can cross in various ways.
In trying to understand the quite general situation below, it is instructive to look back at Sec-
tion 2, where the conditions become clear for the system (1).
Let now X,a be a real analytic family of vector fields on R2, where   0 is the singular
(small) parameter, where a is a small parameter playing a role that we will specify later.
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Fig. 5. The turning point p∗ is a transcritical intersection point between branches of curves of singularities for  = a = 0.
Assumption T0 (Critical curve). We assume there is a “critical curve” γ ⊂ M consisting of
singular points of X0,0. We assume γ is divided in γ− ∪ {p∗}∪ γ+, so that the normal eigenvalue
of X0,0 along γ−, respectively along γ+ is negative respectively positive, and so that γ± are
simple smooth curves (images of C∞ embeddings I ⊂ R → M for some interval I ). The point p∗
is called a turning point at which X0 is nonhyperbolic (nilpotent or more degenerate). We assume
that for all p ∈ γ± there is a neighbourhood Up inside which γ is the only branch of singular
points of X0,0.
Observe that at p∗ it is not needed for γ to be the unique branch of singularities: a transcritical
intersection of two or more curves may appear in p∗ (see Fig. 5).
Assumption T1 (Admissible chart). There exists an analytic change of coordinates near p∗ so
that in these coordinates we write p∗ = (0,0), the critical curve is a graph y = ϕ(x); γ− being
parametrized by the negative x-axis and γ+ being parametrized by the positive x-axis. The vector
field is given by
X,a :
{
x˙ = f (x, y, , a),
y˙ = g(x, y, , a). (18)
The normal eigenvalue at points of γ is given by ∂f
∂x
, and is hence negative at γ− and positive
at γ+. We assume also that ∂f∂y is nonzero along γ− ∪ γ+, to ensure that γ± is a simple graph
solution of f (x, y,0,0) = 0.
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beforehand. For a description of a study for general systems, we embed this rescaling. For well-
chosen weights (m, ) ∈ N2, we write
(, a) = (vm, vA) (19)
and restricting A to [Amin,Amax]. The parameter v becomes the new singular perturbation para-
meter. The weights (,m) ∈ N2 are not arbitrary, but are chosen in a well-balanced manner and
their choice should be considered together with the choice of blow up weights, which will be a
topic discussed below. For now, it suffices to bear in mind that one chooses r high enough so that
in the next assumptions some level of uniformity w.r.t. A is preserved. At least in the definition of
critical curve, one gains uniformity after applying (19): the critical curve γ persists as a curve of
singular points of the family Xvm,vA for nonzero A, which was not necessarily the case for X,a .
The next assumption is concerned with the dynamics near the normally hyperbolic part of γ ,
and essentially states that Xvm,vA has no singular points for v > 0.
In view of using techniques from dynamical systems theory, we will work in the space M ×
[0, v0[ in the rest of the paper, and therefore represent the (v,A)-family of vector fields on M as
a A-family of vector fields on this product space:
XA := Xvm,vA + 0
∂
∂v
.
Assumption T2 (Normal passage). There exists a unique number σ ∈ N, called the order of
degeneracy, with the following property: At any point p ∈ γ− ∪ γ+, in any local Ck center
manifold Wp at p of XA (k high enough) one assumes that
XA|Wp = O
(
vσ
)
, v → 0,
and that
v−σXA|Wp
is a local flow box containing γ and in a way that the orientation of the orbits inside this flow
box is compatible to the orientation of γ , which is chosen to point from γ− to γ+. See Fig. 6.
The condition is clearly independent of the choice of Wp .
Let us just point out that in the family (4), we have σ = m.
In order to describe further conditions related to the dynamics near the turning point p∗,
we will blow up the vector field at p∗. The blow up is done in an analytic coordinate system
Fig. 6. Behaviour in center manifolds at p ∈ γ− ∪ γ+ .
P. De Maesschalck / J. Differential Equations 238 (2007) 338–365 361prescribed by Assumption T1. We blow up the (x, y, v)-variables at the origin, and consider A
as regular parameter that is not blown up. Geometrically, the blow up means that we replace the
origin in M × [0, v0[ by a sphere S2 (see Fig. 1); a more elaborated presentation on the blow up
technique can be found in [5]. Analytically, we consider the blow up map (defining a singular
change of coordinates)
Φ : R+ × S2 → R3 : (u, (x, y, v)) → (x, y, v) = (uμx,uνy,uv),
for well-chosen weights (μ, ν) ∈ N2. The blown up vector field is defined as the pullback of the
original vector field, divided by some power of u:
XA := 1
uα
Φ∗XA. (20)
Note that in the study of (4), it appears that α = m− 1 yields a good desingularization of the
vector field, when using the weights (μ, ν) = (1,1).
Remark on the weights. The weight in the v-direction can be chosen to be 1, since we already
have a degree of freedom in the weights through rescaling (19). In the treatment of specific prob-
lems it is in fact appropriate, if not to say necessary, to make a combined choice of (,m,μ, ν),
that best fits the requirements that will follow. A priori, one blows up the family X,0 and searches
for appropriate weights (μ, ν,m). Once this is known, one chooses  in a manner that the blow up
procedure can be done with the same weights for Xvm,vA. The weights (μ, ν,m) can be found
using Newton polyhedra, or can be found by trial and error. The choice of σ and α becomes clear
from the obtained expressions.
The next assumption determines the intersection of the preimages of the critical curves γ±
with the blow up locus:
Assumption T3 (Regularity condition). The preimages of γ− and γ+ in the blow up space (in-
cluding the end points of γ± on the blow up locus) are normally hyperbolic. Define P± = γ±∩Σ ,
where Σ is the blow up locus {u = 0}, i.e. the preimage of (x, y, v) = (0,0,0) under the blow
up map. (See also Fig. 7.)
Fig. 7. Behaviour at p = P+ . The invariant plane {u = 0} is the blow up locus. The invariant plane {v = 0} is, outside the
blow up locus, diffeomorphic to M .
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at the end points of γ±. Let us remark that P± has a unique center-separatrix Γ ±A on the blow
up locus {u = 0}. The uniqueness is due to the fact that the separatrix lies between two saddle
sectors of P±.
Like in Assumption T2, we need to assume that in the neighbourhood of the end points P±,
the only singularities are those given by the preimage of γ±. After restricting to center manifolds
along points of γ , we can divide away the singular factor and examine the remainder:
Assumption T4 (Regular corner passage). Let p = P± be the end point of γ± in a blow up
admissible chart, and let Wp be a Ck center manifold at p, which is a graph in (u, v). Then,
the center manifold reduction XA|Wp of the blown up vector field to Wp is, after division by vσ
(with σ as in Assumption T2), an isolated hyperbolic saddle at (u, v) = (0,0).
In the analysis of (4), the center-manifold reduction at P+ is given by{
u˙ = uvm,
v˙ = −vm+1,
which is indeed an hyperbolic saddle after division by vσ = vm.
Keeping track of the orbits in forward time after passing near P−, and of the orbits in backward
time after passing near P+, can be done in the family rescaling chart {v = 1}. There, one applies
the blow up formulas
(x, y, v) = (uμx,uνy,u), (21)
and one keeps (x, y) in a large compact set. We refer to Section 2 to see how the blown up vector
field is calculated in a specific family. For the blown up vector field, we demand the following:
Assumption T5 (Connection condition). For A = 0, there is a heteroclinic connection Γ con-
necting P− to P+. We assume that this connection consists of one regular orbit.
Without the presence of such a connection, orbits following γ− have no chance to come close
to the repelling branch γ+, impeding the presence of canard solutions.
8.1. The role of the parameter a
In the search for canard solutions, we look in parameter space where such canard solutions
appear. The parameter a is included as a “breaking parameter,” i.e. varying a at a point in para-
meter space where canards appear will in a sense break the canard. Let us be more specific. We
say a is a breaking parameter if its rescaled version A is a “regular breaking parameter,” and by
this we mean that the connection Γ is ‘regularly’ broken for A = 0. This regular breaking should
be defined in a section Q in the family rescaling chart: let Q be a section on the blow up locus
{u = 0}, transverse to Γ . Let z be a regular coordinate on Q. The unique center separatrix Γ −A
on the blow up locus meets Q at a point φ−(A). Similarly, the unique center separatrix Γ +A on
the blow up locus meets Q at a point φ+(A). We have
φ−(0) = φ+(0).
(This is a restatement of Assumption T5.)
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i.e.
∂
∂A
(φ− − φ+)(A)
∣∣∣∣
A=0
= 0. (22)
This assumption forces a good choice of r = /m in the rescaling (19): if r is too high, then
T6 will not be satisfied; if it is too low, then we may loose uniformity w.r.t. A in the blow up
construction and in the order of degeneracy.
In [12] has been shown that the left-hand side in (22) can be expressed in terms of an integral
along Γ .
8.2. Existence theorem on canard solutions
Using Assumptions T0–T6, we formulate a result on the existence of canard solutions. The
canard solutions that we aim to define form 2-dimensional manifolds W inside M × [0, 0[ that
are invariant to the flow of X,a , restricting to a “control manifold” a =A() in parameter space.
With respect to the manifold of canard solutions W , we have some freedom in the sense that we
can choose arbitrarily two boundary curves (on both sides of the turning point) so that W is the
union of orbits starting at one boundary curve and connecting to the second one. Let us be more
specific.
We say that Σ− is an admissible entry boundary curve if it is a real analytic graph () →
s−() ∈ M so that s−(0) lies in the basin of attraction of γ−. We define ω(Σ−) ∈ γ− as the ω-
limit of the base point s−(0). We say that Σ+ is an admissible exit boundary curve if it is a real
analytic graph () → s+() ∈ M so that s+(0) lies in the basin of repulsion of γ+. We define
α(Σ+) ∈ γ+ as the α-limit of the base point s+(0).
Theorem 5. (See [7].) Let X,a satisfy Assumptions T0–T6, and let m ∈ N be as in (19). Let
(Σ−,Σ+) be a pair of admissible boundary curves. Then there exists a unique manifold W ,
denoted a manifold of canard solutions, in M × [0, 0[ and a unique control manifold a =A()
in parameter space with the following properties:
(1) A(0) = 0; A is smooth w.r.t. v = 1/m;
(2) W is an invariant manifold w.r.t. the subfamily X,A() + 0 ∂∂ ;
(3) W contains both Σ− and Σ+;
(4) W is smooth for  > 0 and has a C∞ extension to  = 0 outside the points ω(Σ−), α(Σ+)
and the turning point p∗. At these three points W is at least continuous (and in general only
continuous);
(5) the manifold W is C∞ smooth w.r.t. blow up coordinates (u, x, y, v) in a full neighbourhood
of p∗.
8.3. Asymptotics of the control curve
The asymptotics of the control curve can be examined in a similar way as we have done for
the control curve associated to (1). The main part of the study was a study of solutions near P±.
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by
{
u˙ = uvσ ,
v˙ = −vσ+1,
z˙ = F(u, v, z,A),
where z is angular parameter, parametrizing (x, y) ∈ S1 near the intersection point of the critical
curve γ+ with the blow up locus, where F is real analytic with
F(0,0,0,A) = 0, ∂F
∂z
(0,0,0,A) > 0.
Denoting the linear part by β(u) := ∂F
∂z
(u,0,0,0), and following the same steps as in the analysis
of (1), we define
Ω = {u ∈ C: 	(β(u))> 0}
(restricting the domain Ω to the domain of the vector field) and
R(u) = 	
(
1
uσ
0∫
u
sσ−1β(s) ds
)
.
Notice again that R(0) < 0.
Theorem 6. For any θ < π2σ , there exists r > 0 so that the control curve A(u) in Theorem 5 is
analytically continuable to the sector
S := {u ∈ C: 0 < |u| < r, ∣∣Arg(u)∣∣< θ}.
In this sector A(u) is Gevrey-1/σ w.r.t. u of some type T > 0. The value
TA := inf{T > 0: CT is angle-parametrizable},
with CT := {u ∈ Ω: |u|σR(u) = − 1T } is an upper bound for the Gevrey-type of the formal control
curve A.
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