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RESUMEN
En este artículo, se presenta un proceso h-adaptativo que define una malla óptima para calcular la solución de pro-
blemas de contorno parabólicos usando el método de Diferencias Miméticas. La estimación del error, en la variable
espacial, se hace a partir de la versión discreta del operador gradiente. La experimentación numérica evidencia el buen
comportamiento del procedimiento.
PALABRAS CLAVE: Diferencias Miméticas; Adaptatividad; Estimación de error; Métodos conservativos.
ABSTRACT
In this article, we present un h-adaptive process that defines an optimal mesh to compute the solution of parabolic
boundary value problems by using mimetic numerical methods. The estimation of the error, in the spatial variable, is
made from the discrete version of the gradient operator. The numerical experiment shows the good behavior of the
procedure.
KEYWORDS: Mimetics Diffences; Adaptivity; Error estimate; Conservative methods.
1. INTRODUCCIÓN
Es cada vez más frecuente la definición de nuevos mé-
todos a partir de modificaciones del método clásico de
Diferencias Finitas (DF). Uno de estos métodos son los
esquemas conocido como métodos miméticos [1, 2, 3].
Dentro de estos esquemas están los desarrollados por Cas-
tillo et al. en [4, 5] que además de resultar conservativos
logran preservar el orden de convergencia en todos los
nodos del dominio discreto. Estos se conocen como es-
quemas de Diferencias Miméticas (DM) y han mostrado
ventajas importantes sobre los esquemas clásicos de di-
ferencias finitas en la resolución de diversos problemas
que surgen en la ingeniería y las ciencias [6, 7, 8, 9, 10,
11, 12, 13, 14, 15, 16]. No obstante, poco se ha dicho
ISSN Impreso: 1657 − 4583, En Línea: 2145 − 8456, CC BY-ND 4.0
G. Calderón, J. C. Carrillo, J. Villamizar, C. Torres, J. E. Castillo, "Estimación de errores y adaptatividad en Diferencias Miméticas para un problema
de tipo parabólico," Rev. UIS Ing., vol.18, no. 3, pp. 141-149, 2019, https://doi.org/10.18273/revuin.v18n3-2019014
“RUI-GiovanniC” — 2019/7/23 — 14:35 — page 142 — #2
142 G. Calderón, J. C. Carrillo, J. Villamizar, C. Torres, J. E. Castillo
sobre cómo definir un proceso adaptativo que defina una
malla que resulte óptima para encontrar una solución que
cumpla con cierta precisión o tolerancia de error que im-
ponga el problema a resolver.
Vale resaltar que los procesos adaptativos en Diferencias
Finitas, y por tanto en Diferencias Miméticas, resultan
poco atractivos y con poca efectividad si son compara-
dos con los tradicionales procesos adaptativos llevados a
cabo en el Método de Elementos Finitos o Volúmenes Fi-
nitos. Esto se debe principalmente al carácter estructural
que deben seguir las mallas en Diferencias Finitas. No
obstante, y pese a lo antes dicho, en muchos problemas
(por ejemplo, frentes de choque en dinámica de fluidos)
puede resultar conveniente ajustar la malla para lograr
una mejor precisión con muchos menos grados de liber-
tad que si se trabaja con una malla de paso uniforme,
principalmente si se está hablando de problemas multi-
dimensionales.
Dentro del contexto de los procesos adaptativos, un pri-
mer paso fue dado por [17] al construir los operadores
gradiente y divergente sobre mallas estructuradas no uni-
formes, sugiriendo un proceso adaptativo usando equi-
distribución a partir de una función de mallado (mesh-
size function). Por otro lado, en [18] se define un proceso
adaptativo (tipo h) para la ecuación estacionaria de con-
vección-difusión, usando la aproximación del gradiente
para la estimación del error en la variable espacial. Par-
tiendo de estas ideas, el resultado principal de este traba-
jo, consiste en definir una estimación del error local (in-
dicador de error) e implementar un procedimiento adap-
tativo que define una malla óptima para calcular la solu-
ción de problemas transitorios parabólicos unidimensio-
nales, utilizando los operadores discretos no uniformes
propuestos por [17].
Para definir una estimación del error cometido en la apro-
ximación mimética (espacial), se utiliza la discretización
mimética del operador gradiente sin hacer referencia a
la solución analítica del problema de contorno, la cual
es generalmente desconocida. En otras palabras, se hace
una estimación de error en la derivada de la solución, y
no en la solución. Este cálculo no amerita trabajo adicio-
nal alguno, dado que el gradiente ha sido definido pre-
viamente para calcular la solución del problema. Adicio-
nalmente, se puede decir que el proceso propuesto para
la estimación del error sigue las ideas del estimador resi-
dual SPR (superconvergent patch recovery) introducido
por [19] para el suavizado de tensiones (derivadas), y por
[20] en el caso de desplazamientos (incógnita del proble-
ma); ambas versiones antes implementadas para el caso
del Método de los Elementos Finitos.
El resto del artículo se estructura de la siguiente manera.
En el siguiente apartado, se describe brevemente el mé-
todo de Diferencias Miméticas utilizado y se introduce
el problema de valor de frontera modelo junto a sus con-
diciones de frontera (tipo Robin). En el tercer apartado,
se introduce el estimador de error; posteriormente, en la
cuarta sección, el proceso adaptativo. Finalmente, se pre-
senta la experimentación numérica y la discusión de los
resultados obtenidos junto a las referencias del trabajo.
2. DIFERENCIAS MIMÉTICAS
Las Diferencias Miméticas se basan en la discretización
de los operadores clásicos de las ecuaciones en derivadas
parciales (EDP) (divergencia, gradiente y rotacional) de
tal forma que ellos satisfagan una versión discreta del
Teorema de Stokes o identidad de Green [5]:
〈Dv, f 〉Q + 〈v,G f 〉P = 〈Bv, f 〉I . (1)
En esta expresión, D, G y B son las versiones discretas
de sus continuos correspondientes: gradiente (∇), diver-
gencia (∇·) y operador de frontera ∂/∂n. Los 〈 〉 repre-
sentan un producto interior generalizado con pesos Q, P
y I. Usando la identidad (1), se obtiene una relación para
el operador de frontera B = QD + GtP.
Para la discretización espacial, se define una malla, no
necesariamente uniforme, cuya geometría está dada por
los nodos xi, con i = 0, 1, . . . ,N, y las celdas de la misma
son los intervalos [xi−1, xi], con tamaño Hi := xi − xi−1
para i = 1, . . . ,N. Los nodos intermedios de las celdas
quedan dados por xi+1/2 = (xi + xi+1)/2, y la longitud
entre dos nodos intermedios consecutivos es dada por
Jxi := xi+1/2 − xi−1/2, para i = 1, . . . ,N − 1. La celda
[xi−1, xi] será referida como la celda o elemento Ωi. La
solución y el operador divergencia se definen en el cen-
tro de las celdas, mientras el operador gradiente en los
nodos xi que definen las celdas (ver Figura 1).
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Figura 1: Malla escalonada unidimensional no uniforme.
El operador gradiente discreto de segundo orden, intro-
ducido por [17] para mallas no uniformes 1D, queda da-
do por (2) donde JG es una matriz diagonal con las in-
versas de las longitudes Jxi ,
Jx0 = −
8
3
x0 +3x 1
2
− 1
3
x 3
2
, JxN =
1
3
xN− 32 −3xN− 12 +
8
3
xN ,
y Gˆ es la parte fija del operador gradiente para mallas
uniformes [5]. Por otro lado, el operador divergencia de
segundo orden, para mallas no uniformes 1D, está dado
por (3) donde JD es una matriz diagonal con las inversas
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Gu =

1
Jx0
0 0 · · · 0
0 1Jx1
0 · · · 0
...
. . .
...
0 · · · 0 1JxN−1 0
0 · · · 0 0 1JxN


− 83 3 − 13 0 · · · 0
0 −1 1 0 · · · 0
...
. . .
. . .
. . .
. . .
...
0 · · · 0 −1 1 0
0 · · · 0 13 −3 83


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u 1
2
...
u
N− 12
uN

(2)
= JGGˆu,
Dv =

1
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. . .
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0 · · · 0 1HN−1 0
0 · · · 0 0 1HN


−1 1 0 0 · · · 0
0 −1 1 0 · · · 0
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. . .
. . .
. . .
. . .
...
0 · · · 0 −1 1 0
0 · · · 0 0 −1 1


v1/2
v3/2
...
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
(3)
= JDDˆv,
de las longitudes de las celdas y Dˆ la parte fija del opera-
dor divergencia para mallas uniformes. Si se implementa
(2) y (3) sobre mallas uniformes, entonces D y G se re-
ducen a los operadores presentados en [5]. El operador
de frontera B se puede ver en [11] o en [6] donde se de-
fine un esquema de Diferencias Miméticas conservativas
equivalente.
2.1. Problema modelo transitorio
El problema de frontera a resolver viene dado por la ecua-
ción que modela la transferencia de calor por convección-
difusión en su forma conservativa
∂u
∂t
=
∂
∂x
(
ν(x)
∂
∂x
u
)
+ f (x, t), en Ω×[0,T ), (4)
donde Ω = (a, b), u(x, t) representa la temperatura (va-
riable del problema) en un punto (x, t) del dominio Ω y
un tiempo t, ν > 0 el coeficiente de transmisión térmica,
y f una función escalar que describe la existencia de una
fuente o sumidero en el problema. La ecuación se com-
pleta al definir la condición inicial u(x, 0) = g(x) y las
condiciones de frontera:
αau(a, t)+βa
∂
∂x
u(a, t) = γa, αbu(b, t)+βb
∂
∂x
u(b, t) = γb,
(5)
con {αi, βi, γi}, i = a, b, parámetros reales conocidos y
dependiendo de su valor, determinan condiciones de con-
torno de Dirichlet, Neumann o Robin. El problema de
contorno (4)-(5) es bien planteado en los casos de las
condiciones de borde consideradas en este artículo. Para
efectos de evaluar la precisión y eficiencia del proceso
adaptativo, se implementarán casos en que se pueda ob-
tener la solución analítica del problema.
2.2. Discretización mimética para el problema mo-
delo
Usando un esquema implícito para la discretización tem-
poral con un paso de tiempo k, más las discretizacio-
nes de los operadores, la aproximación mimética para la
ecuación de convección-difusión (4) queda dada por
Un+1 − Un = kD(νG)Un+1 + kFn+1, (6)
donde
Un =
(
U(x0, tn),U(x 1
2
, tn), . . . ,U(xN− 12 , tn),U(xN , tn)
)t
,
representa la solución aproximada mimética en el tiempo
tn = nk de la solución exacta u del problema, y
Fn =
(
f (x0, tn), f (x 1
2
, tn), . . . , f (xN− 12 , tn), f (xN , tn)
)t
representa la restricción de f a la malla mimética.
Como el operador divergencia discretizado no actúa so-
bre la frontera, entonces las condiciones de contorno Ro-
bin (5) se obtienen a partir de[
[α] + [β](BG)
]
Un+1 = fb, (7)
donde el vector fb resulta de restringir el término no ho-
mogéneo de las condiciones de contorno a la malla mi-
mética, es decir, fb = (γa, 0, . . . , 0, γb)t. Las matrices [α]
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xi-2 i-1 i i+1x x x xi-2 i-1 i i+1x x x
GU
z*(x )
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GUIh
nodo de evaluación
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j
j
Figura 2: Ilustración del procedimiento en 1D. Cada celda ]xi−1 , xi[ es asociada con una parcela ]xi−2 , xi+1[ y los
correspondientes valores de GU en la malla (nodos marcados con •). Se hace pasar un polinomio por estos valores
(nodos •). Este polinomio se evalúa para obtener el valor mejorado z∗ (nodo marcado con ).
y [β] son tales que α1,1 = αa, αN+2,N+2 = αb, β1,1 =
βa, βN+2,N+2 = βb, y el resto de entradas son cero.
A partir de (6) y (7), el esquema mimético para la ecua-
ción de convección-difusión (4) sujeto a las condiciones
de contorno Robin (5) queda dado por[
I+ [α] + [β]BG− kD(νG)
]
Un+1 = Un + kFn+1 + fb. (8)
3. ESTIMACIÓN DEL ERROR
Al resolver numéricamente un problema, resulta conve-
niente controlar la calidad de la solución aproximada o
el gradiente de tal solución. Este tipo de control se puede
lograr mediante un proceso de adaptatividad de la malla
para aproximar eficientemente la solución del problema.
Igualmente, en un proceso adaptativo resulta indispensa-
ble disponer, en todo el dominio, de la distribución local
del error que se comete al usar la solución aproximada
como solución del modelo. En otras palabras, es nece-
sario estimar el error cometido en la aproximación para
cada celda del dominio. En nuestro caso, la estimación
del error en la variable espacial se hace sobre el gradien-
te de la solución mimética, es decir, se debe estimar el
error que surge al usar GU para aproximar el gradiente
exacto ∇u. El error numérico en la aproximación GU de
∇u será denotado por eG := ∇u −GU.
3.1. Estimación del error espacial usando el suavi-
zado del gradiente
El proceso de estimación a posteriori del error que se
presenta proporciona una aproximación z∗, obtenida rea-
lizando un postproceso sobre la solución GU. La meta es
obtener el error estimado e∗
G
= z∗ −GU en cada celda del
dominio Ω, tal que e∗
G
≈ eG .
Toda celda, Ωi, de la malla tiene asociada una parcela de
celdas (del inglés patch),ωi, constituida por todas las cel-
das que la rodean (ver Figura 2). Para el caso de elemen-
tos de frontera, la parcela de estas celdas queda dada por
el elemento de frontera y los dos elementos consecutivos
(anteriores) a éste. El cálculo de z∗ se realiza localmente
para cada parcela de celdas que se forme en la malla. Los
valores de GU en los nodos de la malla son usados como
entrada para definir un polinomio de mayor orden (inter-
polación). Para problemas unidimensionales, la parcela
de elementos involucra 4 nodos de la malla (ver Figura
2). En este caso, se define un polinomio cúbico usando
interpolación sobre los cuatro valores de GU. En parti-
cular, para cualquier nodo x j interno en la celda Ωi se
puede definir z∗(x j) en dicha celda. Es decir, la estima-
ción del error restringida a la celda Ωi y evaluada en el
nodo x j está dada por
e∗
G
∣∣∣
i = z
∗
j − IhGU,
donde IhGU representa la interpolación lineal de GU
evaluada en el nodo x j, y z∗j el valor de z
∗ en el nodo
x j.
El suavizado propuesto sobre el GU es capaz de mejo-
rar la curvatura de la solución aproximada, es decir, la
solución suavizada z∗ mejora en sus derivadas. Sin em-
bargo, esta conclusión no necesariamente ocurre para los
valores sin derivar (solución U del problema). Este hecho
justifica nuestra selección, para la estimación del error,
en el gradiente y no en la solución U del problema.
4. CONTROL ADAPTATIVO DEL ERROR
La estrategia más simple para controlar el error cometido
al usar la solución aproximada, e := u − U, consiste en
un proceso iterativo que implemente la técnica de esti-
mación dada en el apartado anterior para definir la distri-
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Para el primer paso de tiempo t1 = k (en t0 se define la condición inicial)
1. Se define la malla inicial sobre la cual se dan los operadores discretos: G, D. Se calcula la
solución U.
2. Utilizando el estimador de error propuesto, se estima la distribución espacial
del error y su valor global e∗
G
:
‖e∗
G
‖ y ‖(e∗
G
)‖k, para k = 1, . . . , nelem
con, nelem igual al número de celdas en el dominio.
3. Si ‖e‖ ≤ TOL (tolerancia prescrita): La solución U cumple la precisión requerida. Pasar al
siguiente paso de tiempo.
En caso contrario:
a) Se define el porcentaje de celdas con mayor error a ser modificadas.
b) Se define el número de divisiones que se harán en cada celda a ser dividida.
c) De la selección dada en a) se dividen aquellas celdas cuyo error sea mayor que una cota
local de error dada: CotaErrorLocal = TOL/nelem
d) Se genera la nueva malla (mallador disponible).
4. Se define la nueva malla (paso 3. d) e ir al paso 1.
5. Se avanza en el tiempo con la malla en uso hasta que no se cumpla la tolerancia de error. En
ese momento se define (usando los pasos anteriores) una nueva malla. La condición anterior
para el esquema implícito se logra ajustando la U (spline cúbico) del paso anterior a la nueva
malla.
Cuadro 1: Algoritmo del proceso adaptativo.
bución de los nodos (malla) en el paso de tiempo actual,
y mantener dicha malla en los siguientes pasos de tiem-
po hasta que la tolerancia del error no se satisfaga y sea
necesario redefinir la malla. Esta estrategia resulta muy
general y no requiere información del tipo de problema a
tratar. Los principales pasos que conforman el algoritmo
son dados en el Cuadro 1.
Para el criterio de parada del proceso adaptativo (Cuadro
1, Paso 3), se pide que ‖e‖ ≤ TOL. No obstante, la estima-
ción del error se hace sobre el gradiente de la solución y
no se tiene a la mano un valor estimado, e∗, para el error
e. Para solventar esta dificultad, se usa para cada celda
del dominio
ei :=
∫
Ωi
e∗
G
dx =
∫
Ωi
(z∗ − IhGU)(x)dx
=
|Ωi|
2
npG∑
j=1
η j
(
z∗ − IhGU)(xˆ j),
donde los η j representan los pesos y los x j dados en
xˆ j = 0.5
(|Ωi|x j + (x j + x j−1)) los puntos de la cuadra-
tura de Gauss (en nuestro caso basta tomar npG = 2).
Continuando el proceso para todas las celdas Ωi, se logra
definir el error estimado global ‖e∗‖ = ∑i ‖e∗‖i.
En la práctica, se puede usar el error estimado del gra-
diente, ‖e∗
G
‖, en lugar de la estimación ‖e∗‖ del error en
la solución. Sin embargo, este cambio puede disminuir la
eficiencia del proceso adaptativo, llegando a definir ma-
llas con muchos más nodos de los necesarios, pero con
un comportamiento similar a la alcanzada al usar ‖e∗‖.
Por otro lado, la cota de error local, calculada en el paso
(3c), indica la forma a distribuir el error permitido (TOL)
en la aproximación del problema. En este trabajo, se de-
fine una distribución uniforme del error. Sin embargo,
otros criterios pueden definirse en lugar del dado acá, por
ejemplo, una distribución local del error proporcional al
tamaño de elemento.
5. RESULTADOS NUMÉRICOS
En este apartado, se presentan los resultados numéricos
obtenidos al aplicar el algoritmo adaptativo propuesto. El
carácter sintético del ejemplo analizado busca justificar
“RUI-GiovanniC” — 2019/7/23 — 14:35 — page 146 — #6
146 G. Calderón, J. C. Carrillo, J. Villamizar, C. Torres, J. E. Castillo
la efectividad del estimador en casos donde el problema
presenta fuertes variaciones en su derivadas.
La calidad de la estimación, e∗
G
, es medida usando el co-
ciente Ie f f :=
‖e∗
G
‖
‖eG ‖ × 100, llamado índice de efectividad
global o índice de efectividad local, en el caso que se mi-
da sobre una celda específica. Estos índices pueden ser
usados para medir la calidad de la estimación cuando se
conoce el error exacto (que es el caso del ejemplo ana-
lizado); en caso contrario, una buena aproximación del
mismo es requerida. En la práctica, y de forma general,
para medir Ie f f se usa un error de referencia eref
G
en lugar
de eG , definido sobre una malla fina, de tamaño h, que
puede estar dada a partir de h = H/nref . Para el análi-
sis del error se usan las normas del máximo, ‖ · ‖∞, y la
norma L2 discreta, ‖ · ‖2, definidas como
‖e‖∞ := ma´x {e j := |U j − u j|}, ‖e‖22 := ∑
j
Jxi |U j − u j|2,
con j = i + 1/2, y i = 0, . . . ,N − 1.
Ejemplo 1
Se resuelve el problema modelo (4)-(5) para un coefi-
ciente de transmisión térmica ν = 1 y un término fuente
f (x, t) definido de tal manera que la solución analítica del
problema viene dada como u(x, t) = (1− x)[ arctan(α(x−
t)) + arctan(αt)
]
. Para este ejemplo, u(0, t) = u(1, t) = 0,
lo cual simplifica las condiciones de frontera:
u′(0, t) = α/(1 + α2t2),
u′(1, t) = − arctan(α(1 − t)) − arctan(αt),
con α = 250. El intervalo de tiempo es t ∈ [0, 0.9] y
un paso de tiempo dado por dt = 0.002. Además, no
se avanza en el tiempo hasta que se cumpla una toleran-
cia de error del 0.001 para el gradiente ‖e∗
G
‖. La Figu-
ra 3 muestra la solución aproximada (línea con •) junto
con la solución analítica (línea continua) para el tiempo
t = 0.5. En la parte inferior se muestran las mallas obte-
nidas (distribución espacial de los nodos) durante el pro-
ceso adaptativo, para distintos pasos de tiempo; la mayor
concentración de nodos ocurre entre los valores donde el
gradiente de la solución es mas pronunciado (tal como
se podía esperar). La Figura 4 ilustra el número de nodos
necesarios en cada paso temporal,
El proceso adaptativo se inicia en una malla uniforme de
10 celdas (11 nodos) y un error relativo en la solución
cerca del 30 %. El error relativo en el gradiente está al-
rededor del 900 %, y se quiere alcanzar una solución en
cada paso de tiempo con un error inferior al 0.1 %.
Los resultados numéricos para la sucesión de mallas ob-
tenidas en algunos pasos de tiempo, para una tolerancia
de error de 10−3, se presentan en el Cuadro 2. En este
cuadro, el error relativo exacto en el gradiente, ‖eG‖/‖Gu‖,
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
Sol. Exacta
Sol. Numerica
tiempo = 0.5
Malla 9, tiempo = 0.8
Malla inicial 
Malla 1, tiempo = 0.002
Malla 2, tiempo = 0.1
Malla 3, tiempo = 0.2
Malla 4, tiempo = 0.3
Malla 5, tiempo = 0.4
Malla 6, tiempo = 0.5
Malla 7, tiempo = 0.6
Malla 8, tiempo = 0.7
Figura 3: Ejemplo 1: (Superior) Soluciones aproximada
(linea con •) y exacta (linea continua) para el tiempo t =
0.5. (Inferior) Distribución espacial de los nodos (mallas)
para distintos pasos de tiempos.
Tiempo
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
N
úm
er
o 
de
 e
le
m
en
to
s
100
120
140
160
180
200
220
240
260
dt = 0.002
Toleracia = 0.001
Figura 4: Ejemplo 1: Número de nodos (elementos) por
paso de tiempo.
y su estimado, ‖e∗
G
‖/‖z∗‖, son mostrados en la tercera y
cuarta columna, respectivamente. El error relativo en la
aproximación al usar la solución mimética, ‖e‖/‖u‖, es
dado en la quinta columna. En la última columna, se pre-
senta el índice de efectividad global. Los resultados son
mostrados solamente en norma del máximo, ‖ · ‖∞, esto
es debido a que los resultados obtenidos en norma ‖ · ‖2
resultan, en general, análogos. En cada paso de tiempo
mostrado en el Cuadro 2, se dan los valores obtenidos
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tiempo
Error relativo exacto, estimado e índices de efectividad:
nodos ‖eG‖/‖Gu‖ ‖e∗G‖/‖z∗‖ ‖e‖/‖u‖ Ie f f
0 11 0.920 × 10+1 0.367 0.294 26.4 %
0.002 171 0.762 × 10−2 0.234 × 10−2 0.281 × 10−1 30.2 %
0.1 184 0.353 × 10−2 0.233 × 10−2 0.249 × 10−1 65.9 %
0.2 184 0.293 × 10−2 0.233 × 10−2 0.123 × 10−1 79.4 %
0.3 184 0.272 × 10−2 0.233 × 10−2 0.887 × 10−2 85.7 %
0.4 258 0.232 × 10−2 0.234 × 10−2 0.561 × 10−2 100.9 %
0.5 184 0.861 × 10−2 0.877 × 10−2 0.988 × 10−2 102.0 %
0.6 184 0.861 × 10−2 0.881 × 10−2 0.107 × 10−1 102.4 %
0.7 131 0.723 × 10−2 0.867 × 10−2 0.645 × 10−2 120.0 %
0.8 131 0.757 × 10−2 0.878 × 10−2 0.572 × 10−2 116.1 %
0.9 115 0.748 × 10−2 0.910 × 10−2 0.610 × 10−2 121.8 %
Cuadro 2: Ejemplo 1: Tolerancia 10−3. Norma del máximo. Valores del error relativo exacto en el gradiente (3ra
columna), error relativo estimado en el gradiente (4ta columna), error relativo exacto en la solución (5ta columna) e
índice de efectividad global.
para la ultima malla que define el proceso adaptativo. El
hecho que no se alcance la tolerancia prescrita, en cada
paso de tiempo, en la primera iteración del proceso ite-
rativo, no implica que el proceso adaptativo esté funcio-
nando de manera errática o su efectividad sea baja, esto
es debido principalmente a las condiciones adicionales
que se imponen al proceso, por ejemplo, porcentaje de
celdas a ser divididas, número de divisiones por celda.
elementos101 102
10-3
10-2
10-1
100
ERROR RELATIVO (GRADIENTE): NORMA MAX
Error Relativo Estimado
Error Relativo Exacto
Tolerancia de Error
tiempo = 0.3
Figura 5: Ejemplo 1: Norma del máximo. Convergen-
cia del error relativo del gradiente:  error estimado
‖e∗
G
‖/‖z∗‖, • error real ‖eG‖/‖Gu‖.
Gráficamente, estos resultados se muestran en las Figu-
ras 5 y 6 para un tiempo t = 0.3. Los errores relativos
estimados y exactos (gradiente) en norma del mï¿½ximo
y L2 son mostrados en la Figura 5 y 6, respectivamente.
La tendencia asintótica del error estimado, al ir ajustando
la malla, refleja el buen comportamiento del estimador de
error propuesto.
elementos101 102
10-3
10-2
10-1
100
ERROR RELATIVO (GRADIENTE): NORMA L2
Error Relativo Estimado
Error Relativo Exacto
tiempo = 0.3
Tolerancia de Error
Figura 6: Ejemplo 1: Norma L2. Convergencia del error
relativo del gradiente: error estimado ‖e∗
G
‖/‖z∗‖, • error
real.
Para definir el rendimiento del proceso adaptativo, se com-
paran los resultados con una malla uniforme de 500 ele-
mentos para todos los pasos de tiempo. El comporta-
miento del error para la malla uniforme y los obteni-
dos del proceso adaptativo resultan equivalente (ver Fi-
gura 7). Sin embargo, cálculos hechos con mallas uni-
formes con menos de 500 elementos presentan un com-
portamiento oscilatorio en el error (la Figura 7 muestra
el caso de 300 elementos), tendiendo a perder la estabili-
dad a medida que se avanza en tiempo (por encima de la
condición de estabilidad del esquema implícito).
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Tiempo
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0.01
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0.03
0.04
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0.06
0.07
Negro: malla uniforme de 500 elementos
Azul: malla no uniforme
Paso de tiempo: dt = 0.002
Toleracia = 0.001
Rojo: malla uniforme de 300 elementos
Figura 7: Ejemplo 1: Norma del máximo. Comparación del error para mallas uniformes y las dadas por el proceso
adaptativo.
6. CONCLUSIONESYCOMENTARIOS FINALES
Se ha establecido un proceso h-adaptativo a partir de una
estimación del error por suavizado en el gradiente pa-
ra la variable espacial. La malla se mantiene fija por los
sucesivos pasos de tiempo siempre y cuando cumpla la
tolerancia prescrita del error. La experimentación numé-
rica verifica el buen comportamiento del estimador de
error por postproceso propuesto, proporcionando mallas
adaptadas que aceleran la precisión (convergencia) de la
solución aproximada en comparación con mallas refina-
das de forma uniforme.
Es conocido que no existe literatura que defina procesos
adaptativos para el control del error de soluciones nu-
méricas dadas por las Diferencias Miméticos propuestos
por [5], especialmente en el caso de problemas transi-
torios. La generalización de los resultados mostrados en
este trabajo a problemas 2D, tanto estacionarios como
no estacionarias, se puede intuir con cierta facilidad, por
lo menos si pensamos en mallas estructuradas no unifor-
mes. En el presente, los autores trabajan en dicha gene-
ralización.
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