New fusion predictors for linear dynamic systems with different types of observations are proposed. The fusion predictors are formed by summing of the local Kalman filters/predictors with matrix weights depending only on time instants. The relationship between them and the optimal predictor is discussed. High accuracy and computational efficiency of the fusion predictors are demonstrated on the first-order Markov process and the damper harmonic oscillator motion with multisensor environment.
INTRODUCTION
The integration and fusion of information from a combination of different types of observed instruments (sensors) are often used in the design of high-accuracy control systems. Typical applications that can benefit, the use of multiple sensors, are industrial tasks, military command, mobile robot navigation, multi-target tracking, and aircraft navigation (see Hall, 1992; Bar-Shalom and Li, 1995) . If it is decided that all local sensors observe the same target, then the next problem is how to combine the correspondence local estimates.
Several distributed fusion architectures were discussed in Bar-Shalom (1990) and Bar-Shalom and Campo (1986) and Li et al. (2004) and algorithms for distributed estimation fusion have been developed in Bar-Shalom and Campo (1986) and Shin et al. (2004 Shin et al. ( , 2006 and Zhou et al. (2006) . The Bar-Shalom and Campo fusion formula (FF) for two-sensors systems has been generalized for an arbitrary number of sensors in Shin et al. (2004 Shin et al. ( , 2006 . FF represents an optimal mean-square linear combination of the local estimates with the matrix weights satisfying the linear algebraic equations. The explicit expression for the matrix weights has been derived in Zhou et al. (2006) . Application of FF to some estimation and filtering problems was proposed in Bar-Shalom and Campo (1986) , Li et al. (2004 ), and Shin et al. (2004 , 2006 . The main purpose of this paper is development of fusion predictors to forecast the future state of the linear multisensor systems. This paper is organized as follows. In Section 2, we present the statement of the prediction problem with multisensor environment and give its optimal solution. In Section 3, we propose two fusion predictors, which are derived by using the FF. In Section 4, the fusion predictors are tested and compared. Finally, Section 5 is the conclusion.
STATEMENT OF PROBLEM KALMAN PREDICTOR
Consider a discrete-time linear dynamic system with additive white Gaussian noise,
is state vector, and
is composed of N different types of observation subvectors (local sensors) 
The Kalman predictor (KP). The optimal predictor given by the Kalman predictor equations: Many advanced systems now make use of a large number of sensors in practical applications ranging from aerospace and defense, robotics automation systems, to the monitoring and control of process generation plants. Recent developments in integrated sensor network systems have further motivated the search for decentralized signal processing algorithms. An important practical problem in the above systems is to find a fusion estimate to combine the information from various local estimates to produce a global (fusion) estimate.
In next Section, we propose two new fusion predictors for multisensor discrete-time dynamic systems (1), (3).
TWO FUSION PREDICTORS
The derivation of the fusion predictors is based on the assumption that the overall observation vector ,
where i is the fixed-number of subsystem. Then the optimal mean-square local filtering ( )
estimates are determined by the recursive Kalman filtering equations,
where n I is an n n × identity matrix, and
(ii) k s k P + are the filtering and prediction local error covariances, respectively, i.e., ( )
Thus we have N local Kalman estimates
and the corresponding error
Using these local estimates and covariances we propose two fusion prediction algorithms.
The Fusion of Local Predictors (FLP Algorithm)
The fusion predictor FLP 
and they can be explicitly written out in the following form
satisfy the following recursions: ( ) ( ) Further, in parallel with FLP we offer the other algorithm for fusion prediction.
The Prediction of Fusion Filter (PFF Algorithm)
This algorithm consists of two parts. The first part fuses the local Kalman filtering estimates
using FF. We have
where the weights
satisfy the linear algebraic equations (Shin et al. 2006) [ ] 
where the local cross-covariances (ij) k k P are determined by (8) and (16). In the second part we predict the fusion filtering estimate FF k k x using one-step prediction:
Remark 1 (Estimation accuracy): Experimentally, FLP and PFF have very close accuracy, as in Section 4. Unfortunately, now we do not have a rigorous proof or disproof of this result.
Remark 2 (Computational complexity):
In general, the both results, namely, linear equations (12), (20) and expressions (13),(21) are equivalent, being the implicit and explicit forms of the solution, respectively. However, from the computational point of view, when the number of sensors N is large or the local cross-covariance matrices (ij) k s k P + are illconditioned, the linear equations may be more preferable than the explicit expressions.
To predict the state s k x + using the FLP we need to compute the matrix weights 
EXAMPLES

Prediction for a Scalar
Multi-sensor System Consider a scalar system described by 
The Damper Harmonic Oscillator Motion
System model of the harmonic oscillator is considered in Lewis (1986): In Figs.1 and 2 respectively. Thus these combined effects provide the best balance between the computational efficiency and desired prediction accuracy for the PFF.
CONCLUSION
In this paper, we present two fusion predictors (FLP and PFF) for discrete-time linear systems with multisensor environment. Both of these predictors represent the optimal linear combination of an arbitrary number of local Kalman filters or predictors. Each local filter (predictor) is fused by the MMSE criterion. Experimentally the FLP and PFF algorithms have very close accuracy. In view of the computational complexity, however, the PFF more efficient than the FLP. The examples demonstrate the efficiency and high-accuracy of the proposed predictors. Lewis, F.L., 1986 
APPENDIX
Proof of Theorem and Corollary: ). 
