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Abstract
ADrinfel’d algebra gives the systematic construction of generalized parallelizable spaces
and this allows us to study an extended T -duality, known as the Poisson–Lie T -duality.
Recently, in order to find a generalized U -duality, an extended Drinfel’d algebra (ExDA),
called the Exceptional Drinfel’d algebra (EDA) was proposed and a natural extension of
the usual U -duality was studied both in the context of supergravity and membrane theory.
In this paper, we clarify the general structure of ExDAs and show that an ExDA always
gives a generalized parallelizable space, which may be regarded as a group manifold with
generalized Nambu–Lie structures. We also discuss generalized Yang–Baxter deformations
that are based on coboundary ExDAs. As important examples, we consider the En(n) EDA
for n ≤ 8 and study various aspects, both in terms of M-theory and type IIB theory.
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1
1 Introduction
The Poisson–Lie T -duality [1, 2] is an extension of the well-established Abelian T -duality.
This is based on a Lie group, called the Drinfel’d double. The Drinfel’d double contains a
(maximally isotropic) subalgebra g and the group manifold of G = exp g plays the role of the
target space of string theory. A Drinfel’d double generally contains various subalgebras g,
and a different choice of the subalgebra yields a different target space. Since the equations of
motion of supergravity or string theory are insensitive to the choice of subalgebra, arbitrariness
in the choice of the subalgebra gives rise to the non-trivial target space duality.
String theory has a larger duality group called U -duality, and a natural question is whether
there are U -duality analogue of the Poisson–Lie T -duality. In order to address this question, an
extended Drinfel’d algebra was proposed in [3,4]. Since the U -duality group is the exceptional
group En(n), this algebra is called the exceptional Drinfel’d algebra (EDA). Similar to the
case of the Poisson–Lie T -duality, the EDA contains various maximally isotropic subalgebras
and each subalgebra gives a target space. Whether this extended U -duality can be used as
a solution generating technique in supergravity is still an open question, but the answer is
positive as discussed in [3–5] by using several examples. In addition, as was discussed in [6],
the equations of motion of the (topological) membrane worldvolume theory can be expressed
in a covariant way under the extended U -duality. Encouraged by these results, further details
of the EDA have been studied recently (see [7–9] for recent works).
In the original works [3, 4], the En(n) EDA was proposed for n ≤ 4 and it was extended
to n ≤ 6 in [9]. While the extension is straightforward, increasing the rank n increases the
dimension of the EDA and makes it more difficult to study various properties of the EDA.
The main purpose of this paper is to study the properties of the En(n) EDA in a unified way
that is less dependent on n. In fact, most of the properties of the EDA do not depend on the
details of the duality group G , and thus we consider an extended Drinfel’d algebra (ExDA)
associated with a general group G. When G is the O(d, d) T -duality group, the ExDA reduces
to the Lie algebra of the Drinfel’d double while when G is the En(n) U -duality group, the
ExDA reduces to the En(n) EDA. In general, other duality groups are also possible, but in
this paper, we will focus on these two cases.
We also present the En(n) EDA for n ≤ 8, as an application of the general discussion of the
ExDA. Previous studies of the EDA have adopted the M-theory picture, where the dimension
of the subalgebra g is n , but as discussed in a series of studies [10–13], U -duality covariant
tensors can be decomposed into tensors in both M-theory and type IIB theory. In this paper,
in addition to the M-theory picture, we also construct the EDA in type IIB picture. In the
type IIB picture, the dimension of g is n− 1 although the dimension of the whole EDA is the
same as the M-theory picture (see [3, 5] for some comments on the type IIB picture).
2
1.1 A brief sketch of Non-Abelian Duality
In order to illustrate the main results, we here explain the Poisson–Lie T -duality in more
detail. For this purpose, it is very useful to use the language of the Extended Field Theory
(ExFT) which includes Double Field Theory (DFT) [14–18] and Exceptional Field Theory
(EFT) [19–26] as special cases, G = O(d, d) and G = En(n), respectively. ExFT is a manifestly
G-covariant formulation of supergravity, extending the physical space of n dimensions into
an extended space of D dimensions. The details are reviewed in section 3, but of particular
importance is that the infinitesimal diffeomorphisms are generated by the generalized Lie
derivative £ˆV , which is a modification of the usual Lie derivative £v . In the following, we
explain that the existence of certain frame fields EA
I (A, I = 1, . . . ,D) in DFT that satisfy
£ˆEAEB
I = −XABC ECI , (1.1)
where XAB
C are the structure constants of the Drinfel’d algebra, is very important in the
Poisson–Lie T -duality (see [27] where this was pointed out).
Let us consider a string sigma model, known as the double sigma model [28–30],
S = −1
2
∫
d2σ
[MIJ(x) ∂1xI ∂1xJ − ηIJ ∂0xI ∂1xJ] , (1.2)
where 2πα′ = 1 and I, J = 1, . . . ,D (≡ 2 d) . We decompose the index as (xI) = (xm, x˜m)
(m = 1, . . . , d) and parameterize the generalized metric MIJ and the O(d, d) metric ηIJ as
MIJ ≡

gmn −Bmp gpq Bqn Bmp gpn
−gmpBpn gmn

 , ηIJ =

 0 δnm
δmn 0

 . (1.3)
By assuming thatMIJ depends only on xm , the equations of motion reproduce the standard
equations of motion for xm(σ) , and the double sigma model is (classically) equivalent to the
(bosonic) string theory (see [30] for details). In particular, when the target space is constant,
the action is manifestly invariant under the O(d, d) T -duality transformation
xI → (Λ−1)J I xJ , MIJ → ΛIK ΛJLMKL (Λ ∈ O(d, d)) . (1.4)
In the canonical formalism, we define the conjugate momenta as
PI = ηIJ ∂1x
J , (1.5)
and define the Poisson bracket as
{xI(σ) , PJ (σ′)} = 2 δIJ δ(σ − σ′) , {xI(σ) , xJ (σ′)} = 0 = {PI(σ) , PJ (σ′)} . (1.6)
The Hamiltonian is obtained as
H =
1
2
∫
dσMIJ(x) ∂1xI ∂1xJ . (1.7)
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We find that there are the second-class constraints P˜I ≡ PI −ηIJ ∂1xJ , and the Dirac bracket
is obtained as
[xI(σ), xJ(σ′)] = −ηIJ ǫ(σ − σ′) , [xI(σ), PJ (σ′)] = δIJ δ(σ − σ′) ,
[PI(σ), PJ(σ
′)] = ηIJ δ′(σ − σ′) .
(1.8)
Then the dynamics is described by this Dirac bracket and the Hamiltonian (1.7).
Now we consider the case where the generalized metric is of the form
MIJ(x) = EIA(x)EJB(x) HˆAB , (1.9)
where HˆAB is constant and EIA(x) is the inverse matrix of the generalized frame fields EAI(x)
obeying Eq. (1.1). If we define the currents
jA(σ) ≡ EAI(x(σ))PI (σ) , (1.10)
the Hamiltonian can be expressed as
H =
1
2
∫
dσ HˆAB jA(σ) jB(σ) . (1.11)
Using Eq. (1.1) and the Dirac bracket (1.8), we obtain
[jA(σ), jB(σ
′)] = XABC jC(σ) δ(σ − σ′) + ηAB δ′(σ − σ′) , (1.12)
and the physical system governed by this current algebra and the Hamiltonian (1.11) is called
the E-model [31–33]. Under this setup, we can discuss the Poisson–Lie T -duality as follows.
Suppose that there exists another set of generalized frame fields E′A
I that satisfy
£ˆE′A
E′B
I = −X ′ABC E′C , X ′ABC ≡ CAA
′
CB
B′ (C−1)C′C XA′B′C
′
, (1.13)
where CA
B ∈ O(d, d) is a constant matrix and E′AI 6= CAB EBI . Then we can define another
currents j′A(σ) ≡ E′AI(X(σ))PI (σ) obeying
[j′A(σ), j
′
B(σ
′)] = X ′AB
C j′C(σ) δ(σ − σ′) + ηAB δ′(σ − σ′) . (1.14)
Introducing a new Hamiltonian
H ′ =
1
2
∫
dσ Hˆ′AB j′A(σ) j′B(σ) , Hˆ′AB ≡ CAC CBD HˆCD , (1.15)
we see that the dynamics in the primed system is the same as the original one because the role
of jA is played by CA
B j′B . This shows that string theory defined on the original background
(1.9) is equivalent to that defined on another curved background
H′IJ = E′IA(X)E′JB(X) Hˆ′AB
( 6= HIJ) . (1.16)
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This is the Poisson–Lie T -duality. Here, whether we can actually find the generalized frame
fields EA
I and E′A
I satisfying (1.1) and (1.13) is very important. As was found in [1, 2] (and
in [27] in the language of DFT), by using the Drinfel’d algebra, we can systematically construct
such generalized frame fields EA
I and E′A
I . The systematic construction of the generalized
frame fields is the great benefit of the Drinfel’d algebra.
The same discussion holds also for membrane theory [6], where the T -duality group is
extended to the U -duality group. In membrane theory, the extended momenta PI(σ) satisfy
the Poisson bracket [34]
[PI(σ), PJ(σ
′)] = ρaIJ(σ) ∂aδ
2(σ − σ′) , (1.17)
where σa = 1, 2 are spatial coordinates over the membrane and ρaIJ(σ) is a certain non-constant
matrix. The Hamiltonian can be expressed as
H =
1
2
∫
d2σ
√
hMIJ(x)PI PJ , (1.18)
similar to the double sigma model. Again, we suppose that the generalized metric has the
form (1.9) and assume that the generalized frame fields satisfies
£ˆEAEB
I = −XABC EC , (1.19)
by means of the generalized Lie derivative in EFT. Here, XAB
C are the structure constants of
the EDA and, in general, the lower indices are not antisymmetric XAB
C 6= X[AB]C (namely,
the EDA is a Leibniz algebra). Then, by defining the currents jA(σ) ≡ EAI(X(σ))PI (σ), the
Hamiltonian and the Poisson bracket of the currents become
H =
1
2
∫
d2σ
√
h HˆAB jA(σ) jB(σ) ,
[jA(σ), jB(σ
′)] = X[AB]C jC(σ) δ2(σ − σ′) +
1
2
[
ρaAB(σ)− ρaAB(σ′)
]
∂aδ
2(σ − σ′) .
(1.20)
We thus obtain a natural extension of the E-model [6]. At least when the target space is three
dimensional, the membrane theory has the E3(3) U -duality covariance.
1 Then, similar to the
case of T -duality, we can consider E′A
I satisfying (1.13) and we find that membrane theory
has the symmetry under the non-Abelian U -duality [6].
As described above, the existence of the generalized frame fields EA
I satisfying Eq. (1.19) is
very important in realizing the non-Abelian duality. When such generalized frame fields exist,
the target space is called a generalized parallelizable space [36–38] and that plays an important
role in considering a dimensional reduction preserving supersymmetry. As we show in this
paper, a major advantage of the ExDA is that, once an ExDA and its maximally isotropic
subalgebra are specified, a generalized parallelizable space can be explicitly constructed.
1When the dimension of the target space is greater than three, the rotation PI → ΛI
J PJ (ΛI
J
∈ En(n)) is
not a symmetry because it breaks some integrability [35], and even the Abelian U -duality cannot be realized.
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1.2 Summary of results
Now that we have explained the importance of ExDA, we turn to the details of the ExDA and
explain the main results. To discuss the general properties of the ExDA for a general duality
group G , we shall use a notation of the embedding tensor formalism developed in gauged
supergravity [39–48]. We consider a D-dimensional Leibniz algebra
TA ◦ TB = XABC TC , (1.21)
which has the structure constants of the form
XAB
C = ΘA
α (tα)B
C − [ 11+β (tα)AD (tα)BC + δDA δCB]ϑD ,
ΘA
α ≡ PAαBβ FBβ , ϑA ≡ FA0 − β FBα (tα)AB .
(1.22)
Here, {tα} are the generators of the duality group G, β is a constant specific to G, P is
a projection on a certain representation, and the information of the structure constants is
contained in FA ≡ FAα tα + FA0 t0 (t0: generator of a scale symmetry R+ [49, 50]).
So far, this is the general structure of the gauge algebra for maximal gauged supergravities
(in the presence of the trombone gauging) [48]. The additional requirement specific to the
ExDA is that this Leibniz algebra contains an n-dimensional subalgebra g , [Ta, Tb] = fab
c Tc ,
that is maximally isotropic with respect to some bilinear form 〈Ta, Tb〉 = 0 . This requirement
and the consistency condition of ExFT imply that FA can be parameterized as
FA = δ
b
A
(
Fbc
dKcd + Fb
AˆRAˆ + Fa
0 t0
)
, (1.23)
where Kab is the generator of the gl(n) subalgebra and {Kab, RAˆ} is a set of non-positive-level
generators of G . Substituting this FA into Eq. (1.22), we obtain an ExDA.
If an ExDA and its maximally isotropic subalgebra g is specified, we can construct the
generalized frame fields EA
I by following the procedure known in the Poisson–Lie T -duality.
In the previous studies, it was very hard to check that the constructed EA
I indeed satisfy
the relation (1.19). However, thanks to the symbolic expression (1.22), here we can generally
show the relation for a wide class of duality groups G. Namely, we show that the ExDA always
constructs a generalized parallelizable space for an arbitrary choice of the subalgebra g . This
is one of the main results and plays an important role in the non-Abelian duality.
As known in the Drinfel’d algebra or the En(n) EDA (n ≤ 6), the Leibniz identities of the
ExDA consist of the cocycle conditions, fundamental identities, and some additional identities.
In this paper, we provide the general form of these identities. In particular, for the cocycle
conditions, we obtain the coboundary ansatz that trivially satisfies the cocycle conditions.
The coboundary ansatz is characterized by certain multi-vectors, and they are closely related
to a generalized classical r-matrix. We propose the generalized classical Yang–Baxter equation
by extending the results of [3, 4, 9]. We also discuss the Yang–Baxter deformation, which is a
specific example of the non-Abelian duality based on the classical r-matrices.
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This paper is organized as follows. In section 2, we briefly review the necessary ingredients
of ExFT. There, several non-standard notation for the duality algebra is also introduced. In
section 3, we introduce the ExDA and explain various general properties. In section 4, we
explain how to generate solutions of ExFT through the non-Abelian duality. In sections 5 and
6, we study the En(n) EDA in the M-theory picture and the type IIB picture, respectively.
Section 7 is devoted to summary and discussions.
2 Review of ExFT
In this section, we set up our notation by shortly reviewing ExFT (see [51] for a review).
The well-studied ExFTs are DFT and EFT where the duality group G is O(d, d) and En(n),
respectively. In this paper, we particularly focus on En(n) EFT with n ≤ 8 , but the extended
Drinfel’d algebra can be defined for other duality groups, where various important properties
of ExDA will be satisfied. We thus make a presentation in a way that does not depend on the
details of the duality group G, as much as possible.
In ExFT, we introduce a D-dimensional extended space with the generalized coordinates
xI (I = 1, . . . ,D). Diffeomorphisms in the extended space is generated by the generalized Lie
derivative (see [22] for details)
£ˆVW
I ≡ V J ∂JW I −W J ∂JV I + Y IKJL ∂KV LW J , (2.1)
where Y IJKL is some invariant tensor that is explained in section 2.3. For consistency, for all
fields defined on the extended space, we impose the so-called section condition
Y IJKL ∂I ⊗ ∂J = 0 . (2.2)
According to this condition, all fields are defined on a maximally isotropic subspace (called
the physical subspace) with coordinates xi (i = 1, . . . , n). After choosing such a subspace,
representations of the duality group can be decomposed into representations of the GL(n)
subgroup, which is associated with coordinates transformations on the physical space.
2.1 Decompsotions of generators
The set of generators {tα} of each duality group G can be decomposed as follows:
O(d, d) : {tα} = {Ra1a2√2! , K
a
b,
Ra1a2√
2!
} (a, b = 1, . . . , d) , (2.3)
En(n) : {tα} = {
Ra1···a8,a′√
8!
,
Ra1···a6√
6!
,
Ra1a2a3√
3!
, Kab,
Ra1a2a3√
3!
, R
a1···a6√
6!
, R
a1···a8,a
′
√
8!
}
(M-theory) (a, b = 1, . . . , n = n) , (2.4)
where the multiple indices are totally antisymmetric. For G = En(n) , this decomposition is
suitable for M-theory, but there exists another maximally isotropic subspace with n = n− 1 .
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There, the generators are decomposed into representations of GL(n− 1)× SL(2):2
En(n) : {tα} =
{R
a1···a7,a
′√
7!
,
Rαa1···a6√
6!
,
Ra1···a4√
4!
,
Rαa1a2√
2!
, Kab, R
α
β,
R
a1a2
α√
2!
, R
a1···a4√
4!
, R
a1···a6
α√
6!
, R
a1···a7,a
′
√
7!
}
(Type IIB) (a, b = 1, . . . , n = n− 1 , α = 1, 2) . (2.5)
Here, Rαβ (R
α
α = 0) are the generators of the SL(2) , which is associated with the S-duality
symmetry of type IIB theory.
For generators in each decomposition, we introduce an ordering, called the level ℓα , as
[K, tα] = σ ℓα tα (K ≡ Kaa) . (2.6)
Here, the normalization constant σ is given by σ = 2, 3, 2 for O(d, d), En(n) (M-theory), and
En(n) (type IIB), respectively. This σ is introduced such that the level coincides with the value
known in the literature [52], but it is not important in our discussion. Explicitly, the level for
each generator is given as follows:3
O(d, d)
level −1 0 1
tα R2 K
1
1 R
2
, (2.7)
M-theory
level −3 −2 −1 0 1 2 3
tα R8,1 R6 R3 K
1
1 R
3 R6 R8,1
, (2.8)
Type IIB
level −4 −3 −2 −1 0 1 2 3 4
tα R7,1 R
α
6 R4 R
α
2 K
1
1 , R
α
β R
2
α R
4 R6α R
7,1
. (2.9)
Here we have denoted the GL(n) indices schematically, for example, as R8,1 ≡ Ra1···a8,a′ . The
Jacobi identity shows that the duality algebra
[tα, tβ] = fαβ
γ tγ , (2.10)
respects the level, in the sense that the commutator of a level-p generator and a level-q
generator is a combination of level-(p + q) generators.
For later convenience, we denote the set of positive-level generators as {RA} and the
negative-level generators as {RA} . We also denote the set of level-0 generators other than Kab
as {RI} . Then, for each duality group, we have
O(d, d): {RA} = {R2} , {RA} = {R2} , {RI} = ∅ , (2.11)
M-theory: {RA} = {R3, R6, R8,1} , {RA} = {R3, R6, R8,1} , {RI} = ∅ , (2.12)
Type IIB: {RA} = {R2α, R4, R6α, R7,1} , {RA} = {Rα2 , R4, Rα6 , R7,1} ,
{RI} = {Rαβ} .
(2.13)
2We use the indices a, b in the type IIB picture, but also use a, b when no confusion arises.
3By the definition, σ ℓα coincides with (number of upper GL indices)−(number of lower GL indices).
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We note that the commutation relations among the En(n) generators both in the M-theory
and the type IIB picture are given in Appendix A. The commutation relations for the O(d, d)
algebra are given in Eq. (3.30). In each duality group, we see that the generators are repre-
sentation of the subalgebra h generated by the level-0 generators {Kab, RI}.
The properties of the duality group G that are important in the following discussion can
be summarized as follows:
1. The generators {tα} can be decomposed into the positive-level generators {RA} , negative-
level generators {RA} , and the level-0 generators {Kab, RI}.
2. {RA} and {RA} are representations of the subalgebra h generated by {Kab, RI}.
2.2 Vector representation R1
The usual momenta Pa are related to various brane central charges via duality. For example,
under T -duality, the momenta Pa are mapped to the string winding charges P
a, and under
U -duality, they are mapped to brane central charges. All of the central charges are packaged
to the generalized momenta PA and they transform in the vector representation of G which
we call the R1 representation. In each duality group, we can summarize the contents of the
generalized momenta as follows:4
O(d, d): {PA} = {P1, P 1} , (2.14)
M-theory: {PA} = {P1, P 2, P 5, P 7,1, P 8,3, P 8,6, P 8,8,1} , (2.15)
Type IIB: {PA} = {P1, P 1α , P 3, P 5α , P 6,1, P 7,2α , P 7,4, P 7,6α , P 7,7,1} . (2.16)
Since the generalized momenta are in a representation of the duality group, we have
[tα, PA] = (tα)A
B PB . (2.17)
By assuming the central charges are Abelian [PA, PB ] = 0 and using the Jacobi identities, the
explicit forms of the matrices (tα)A
B were determined in [12, 20, 53, 54] (see also [55]). They
provide the matrix representation of the generators {tα} in the R1 representation.
We can also assign the level to the central charges PA as
[K, PA] =
(
σ ℓA − 1
)
PA . (2.18)
For example, Pa has level 0 and other central charges have positive levels. Then, by considering
the level, we find important properties
(RA)a
B = 0 , (RA)A
b = 0 , (RI)Ab = 0 . (2.19)
4For G = E8(8), P
7,1 in M-theory and P 6,1 in type IIB theory are reducible. For example, P 7,1 can
be decomposed into P a1···a7,a
′
with P [a1···a7,a
′] = 0 and the totally antisymmetric part P 8 . However, this
decomposition increase the matrix size of (tα)A
B and we do not consider such a decomposition.
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The first can be understood from
[RA, Pa] = (RA)a
B PB = (sum of the central charges with negative level) = 0 , (2.20)
and the second can be also understood in a similar way. The last property follows from
the fact that Pa is a singlet under the subalgebra generated by {RI}: [Pa, RI ] = 0 . These
properties are very important in the construction of ExDA, and in the following discussion
we frequently use them implicitly. Moreover, since each component of the central charges are
representations of h , the matrices (Kcd)A
B and (RI)AB have the block-diagonal form, which
is also used frequently.
2.3 Y -tensor
Now we explain the definition of the Y -tensor Y IJKL . This is defined as [22]
Y IJKL ≡ δIK δJL + (tα)KJ (tα)LI + β δIL δJK , (2.21)
where β is given by
G = O(d, d) : β = 0 , G = En(n) : β =
1
9− n , (2.22)
and {tα} is defined as follows. For a while, we suppose that the duality group G is simple,
and define the Cartan–Killing form as
καβ ≡ − 1
α
trR1(tα tβ) , (κ
αβ) ≡ (καβ)−1 , (2.23)
where the constant α for each duality group is
G O(d, d) E4(4) E5(5) E6(6) E7(7) E8(8)
α 2 3 4 6 12 60
. (2.24)
Then we define tα as
tα ≡ καβ tβ . (2.25)
In our convention, the are found as follows:
O(n, n): {tα} = {R2, K11, R2} ,
M-theory: {tα} = {R8,1, R6, R3, K11, R3, R6, R8,1} ,
Type IIB: {tα} = {R7,1, R6α, R4, R2α, K11, Rαβ, Rα2 , R4, Rα6 , R7,1} ,
(2.26)
where K1
1 and Rα
β are defined as
O(n, n): Ka
b ≡ −Kba ,
M-theory: Ka
b ≡ −(Kba − 19 δbaK) ,
Type IIB: Ka
b ≡ −(Kba − 18 δba K) , Rαβ ≡ −Rβα .
(2.27)
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For non-simple U -duality groups En(n) (n ≤ 3), we adopt Eq. (2.26) as the definition of {tα}.
Then, we find the identities
O(d, d) : (tα)A
B (tα)C
D = −2 (Padj)ABCD , (2.28)
n = 2 : (tα)A
B (tα)C
D = −(P3)ABCD − 177 (P1)ABCD , (2.29)
n = 3 : (tα)A
B (tα)C
D = −2 (P(8,1))ABCD − 3 (P(1,3))ABCD , (2.30)
n ≥ 4 : (tα)AB (tα)CD = −α (Padj)ABCD , (2.31)
and (tα)A
B (tα)C
D is always the projector on the adjoint representation (see Table A.1). Now,
the right-hand side of (2.21) is defined and the Y -tensor is explicitly defined.
For example, when G = O(d, d), we can show
Y IJKL = δ
I
K δ
J
L + (t
α)K
J (tα)L
I = ηIJ ηKL , (2.32)
where ηIJ is the inverse matrix of ηIJ .
For the U -duality group G = En(n), the Y -tensor can be expressed as a sum of projectors
on the section-condition multiplet RSC
5 (see Table A.1) [22]
n = 2 : Y IJKL = 2 (P2)
IJ
KL ,
n = 3 : Y IJKL = 4 (P(3,1))
IJ
KL ,
n = 4 : Y IJKL = 6 (P5)
IJ
KL ,
n = 5 : Y IJKL = 8 (P10)
IJ
KL ,
n = 6 : Y IJKL = 10 (P27)
IJ
KL ,
n = 7 : Y IJKL = 12 (P133)
IJ
KL − 28 (P1)IJKL ,
n = 8 : Y IJKL = 14 (P3875)
IJ
KL − 30 (P248)IJKL + 62 (P1)IJKL .
(2.33)
For each n, the projector on the largest irreducible representation in RSC has the symme-
tries (P
···
)IJKL = (P···)
(IJ)
KL = (P···)
IJ
(KL) . Moreover, similar to the DFT case, they are
expressed as a quadratic form of the η-symbol, ηIJ
K = ηJIK [56, 57],
2 (n − 1) (P
···
)IJKL = η
IJI ηKLI . (2.34)
For the second largest irreducible representation in n = 7, 8 , the indices are antisymmetric
(P
···
)IJKL = (P···)
[IJ ]
KL = (P···)
IJ
[KL] , (2.35)
and for the smallest irreducible representation in n = 8, the indices are symmetric
(P1)
IJ
KL = (P1)
(IJ)
KL = (P1)
IJ
(KL) . (2.36)
5The representation is called the section-condition multiplet because the section condition is expressed as
(2.2) by using the Y -tensor.
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2.4 More on the generalized Lie derivative
Here we explain the generalized Lie derivative in more detail. In ExFT, all fields and gauge
parameters should satisfy the section condition (2.2). As long as the section condition is
satisfied, the algebra of the generalized Lie derivative is closed, in the sense that, for given
generalized vector fields V I1 , V
I
2 , V
I
3 , we can find a vector field V
I
12 satisfying
[£ˆV1 , £ˆV2 ]V
I
3 = £ˆV12V
I
3 . (2.37)
However, the algebra is not closed in E8(8) EFT [22]. In [26], by introducing additional gauge
parameter ΣI , the generalized Lie derivative was modified as
£ˆ(V,Σ)W
I ≡ £ˆVW I +ΣK fKIJ W J , (2.38)
where fKIJ corresponds to the structure constants of the e8(8) algebra. In this approach, by
requiring that ΣI satisfies certain conditions similar to the section condition, it was shown
that the modified algebra is closed in the following sense:
[£ˆ(V1,Σ1), £ˆ(V2,Σ2)]V
I
3 = £ˆ(V12,Σ12)V
I
3 . (2.39)
This approach has the advantage that it can be applied to any curved space. However, the
geometric meaning of ΣI is not clear. As explained in section 1, we would like to define the
structure constants XAB
C of the ExDA through the relation
£ˆEAEB
I = −XABC ECI , (2.40)
but since the meaning of ΣI is not clear, it is not obvious how to extend this relation to the
E8(8) case. We thus take another approach proposed in [58]. There, by assuming the existence
of certain generalized frame fields EA
I ∈ G × R+, the gauge parameter ΣI was chosen as
ΣI = − 1
α
fIJ
L Ω˜KL
J V K , Ω˜IJ
K ≡ ΩI α˙ (tα˙)JK , (2.41)
where Ω is the Weizenbo¨ck connection
ΩIJ
K ≡ EAK ∂IEJA ≡ ΩI α˙ (tα˙)JK +ΩI0 (t0)JK , (2.42)
and (tα˙)I
J is the matrix representation of the e8(8) generator in the “curved” indices. This
modified generalized Lie derivative
£ˆVW
I ≡ V J ∂JW I −W J ∂JV I + Y IKJL ∂KV LW J +ΣK fKIJ V J , (2.43)
was shown to be closed in the usual sense (2.37). A disadvantage of this approach is that this
requires the particular generalized frame fields EA
I , but in the discussion of the ExDA, we
have globally defined generalized frame fields EA
I . Thus we use the corresponding Weizenbo¨ck
connection and adopt the generalized Lie derivative (2.43).
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Since the expression (2.43) contains a quantity f IJK that is specific to the E8(8) EFT, we
rewrite the definition as
£ˆVW
I ≡ V J ∂JW I −W J ∂JV I + Y IKJL ∂KV LW J − Σα˙ (tα˙)J I W J(
Σα˙ ≡ χIα˙ΩI β˙ χβ˙K V K
)
,
(2.44)
where the matrix χα˙I and its inverse χ
Iα˙ are given in Appendix A.3. In the E8(8) EFT, χ
is an intertwiner connecting two representations R1 and Radj, but it vanishes in the En(n)
EFT (≤ 7). In DFT, we understand that χ is not present. This generalized Lie derivative
reproduces (2.43) by considering ΣI ≡ Σα˙ χα˙I and f IJK ≡ −χIα˙ (tα˙)KJ in the E8(8) EFT,
and reduces to the ordinary generalized Lie derivative in the En(n) EFT (≤ 7) and DFT.
By using Eq. (2.21), it is convenient to express the generalized Lie derivative as
£ˆVW
I ≡ V J ∂JW I −
[
(∂ ×ad V )α˙ +Σα˙
]
(tα˙)J
I W J − β (∂ · V ) (t0)J I W J ,
(V ×ad W )α˙ ≡ −(tα˙)LK VK WL , (V ·W ) ≡ VI W I , (t0)I J ≡ −δJI .
(2.45)
This expression clearly shows that the generalized Lie derivative generates an infinitesimal
G transformation and a scale transformation R+ generated by t0. The constant β can be
understood as the density weight of the gauge parameter V I .
For a given set of generalized frame fields EA
I satisfying the section condition, we can
expand the generalized Lie derivative as
£ˆEAEB
I = −XABC ECI , (2.46)
where the generalized fluxes XAB
C are not constant in general. By using Eq. (2.45), the
generalized fluxes can be expressed as
XAB
C = ΩAB
C + (tα)D
E (tα)B
C ΩEA
D − βΩDAD (t0)BC + χDαΩDβ χβA (tα)BC , (2.47)
where we have converted the “curved” indices I, J, α˙ to the “flat” indices A,B,α by using
the frame fields EA
I6 and, for example, the Weizenbo¨ck connection with the “flat” indices is
ΩAB
C ≡ EAI EBJ EKC ΩIJK = EAI EBK ∂IEKC . (2.48)
Using the expansion of the Weizenbo¨ck connection,
ΩAB
C = ΩA
α tα +ΩA
0 t0 , (2.49)
we find
XAB
C =
[
δDA δ
β
α + (tβ t
α)A
D + χβA χ
Dα
]
ΩD
β (tα)B
C − β ΩDAD (t0)BC
− (tα)AD ΩD0 (tα)BC +ΩA0 (t0)BC .
(2.50)
6The flat and curved adjoint indices are connected by Eα˙
α, which is defined as EA
I (tα˙)I
J EJ
B = Eα˙
α (tα)A
B
such that the matrix elements of the (tα)B
C and (tα˙)I
J are the same.
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By introducing
ϑA ≡ − 1
D
XAB
B = (1 + β)ΩA
0 − βΩDα (tα)AD , (2.51)
we can further rewrite the generalized fluxes as
XAB
C = ΘA
α (tα)B
C − [ 11+β (tα)AD (tα)BC + δDA δCB]ϑD , (2.52)
where
ΘA
α ≡ PAαBβ ΩBβ ,
PA
αB
β ≡ δBA δαβ + (tβ tα)AB − β1+β (tα tβ)AB + χβA χBα .
(2.53)
In DFT (where β = ϑ = 0), P corresponds to the projector on the multiplet of the 3-form
PA
αB
β = δ
B
A δ
α
β + (tβ t
α)A
B = 3P(2d
3
) , (2.54)
and the embedding tensor is a 3-form. Accordingly, the generalized fluxes (with the last index
lowered with ηAB) are totally antisymmetric XABC =X[ABC] .
In EFT with n ≤ 8 , PAαBβ is always a projector on the R10−n representation (see for
example the Appendix of [41] for n = 5, 6, 7)7
n = 2 : PA
αB
β = (P3)A
αB
β +
17
8 (P2)A
αB
β ,
n = 3 : PA
αB
β = 2 (P(6,2))A
αB
β +
24
7 (P(3¯,2))A
αB
β ,
n = 4 : PA
αB
β = 3 (P40)A
αB
β + 4 (P15)A
αB
β ,
n = 5 : PA
αB
β = 4 (P144)A
αB
β ,
n = 6 : PA
αB
β = 5 (P351)A
αB
β ,
n = 7 : PA
αB
β = 7 (P912)A
αB
β ,
n = 8 : PA
αB
β = 14 (P3875)A
αB
β + 62 (P1)A
αB
β .
(2.55)
Thus, the embedding tensor ΘA
α in each dimension transforms in the R10−n representation.
Before closing this section, let us provide an additional useful information. In order to
evaluate the generalized fluxes XAB
C , we need the explicit form of the matrix (tα)A
B . In
particular, the component (Kc
d)A
B frequently appears. In DFT and EFT both in the M-
theory and the type IIB picture, (Kc
d)A
B always has the following form:
Kc
d ≡

−δda δbc 0
0 ∗

 , (2.56)
where ∗ depends on the details of the ExFT.
7In [58], the modification of the generalized Lie derivative in n = 8 was motivated by this relation.
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3 General structure of ExDA
3.1 Definition of ExDA
The ExDA is a Leibniz algebra with certain structure constants XAB
C ,
TA ◦ TB = XABC TC . (3.1)
As explained in section 1.1, in order to realize the non-Abelian duality, we need a set of
generalized frame fields EA
I that satisfies the algebra
£ˆEAEB
I = −XABC ECI . (3.2)
This determine the possible forms of the structure constants XAB
C . Recalling the general
form of the generalized Lie derivative (2.52), we find that XAB
C should be of the form
XAB
C = ΘA
α (tα)B
C − [ 11+β (tα)AD (tα)BC + δDA δCB]ϑD , (3.3)
where the embedding tensors are given by the Weizenbo¨ck connection,
ΘA
α ≡ PAαBβ ΩBβ , ϑA = (1 + β)ΩA0 − βΩDα (tα)AD . (3.4)
In general, the Weizenbo¨ck connection ΩAB
C on the right-hand side is not constant, but it
turns out that the non-constant parts are canceled out on the right-hand side (see section 3.4).
Then, in order to evaluate the structure constants XAB
C , it is enough to know the value of
ΩAB
C at a certain point x0 . Namely, in the embedding tensors (3.4), we can replace ΩAB
C
with the constants
FAB
C ≡ ΩABC
∣∣
x=x0
≡ (FAα tα + FA0 t0)BC . (3.5)
In the following, we define the ExDA by requiring additional conditions on FAB
C .
3.1.1 Requirement: Exitence of maximally isotropic subalgebra
The important requirement is that the ExDA contains an n-dimensional subalgebra g
Ta ◦ Tb = fabc Tc , (3.6)
that satisfies the maximal isotropicity
〈Ta, Tb〉 = 0
[ 〈TA, TB〉 ≡ Y CDAB TC ⊗ TD ] . (3.7)
Once the subalgebra g is fixed, as explained in section 2.1, we can decompose the generators
of the duality group G such that the level-0 generators contain the GL(n) generators Kab .
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We can then decompose the R1 representation into representations of the subalgebra h (recall
section 2.2): {TA} = {Ta, TC˜} where TC˜ are called the dual generators. In general, we have
Ta ◦ Tb = Xabc Tc +XabC˜ TC˜ , (3.8)
and the requirement (3.6) is equivalent to
Xab
c = fab
c , Xab
C˜ = 0 . (3.9)
In order to consider the second condition, let us use an expression
Xab
C˜ =
[
δDa δ
β
α + (tβ t
α)a
D + χβa χ
Dα
]
FD
β (tα)b
C˜
=
[
2 δD[a| (tα)|b]
C˜ + Y C˜DEb (tα)a
E + χαa χ
Dβ (tβ)b
C˜
]
FD
α . (3.10)
In general, the constants inside the square brackets do not vanish and in order to realize
Xab
C˜ = 0 , we need to impose a condition on FA
α . By considering (RA)a
B = 0 , Y CDeb = 0
(i.e., the maximal isotropicity), and χKbca = χRIa = χRAa = 0 , the (sufficient) condition is
FA
α tα = FAb
cKbc + FA
I RI + FABRB (i.e., FAB = 0) . (3.11)
Under this condition, we find
Xab
c = 2F[ab]
c , (3.12)
and the subalgebra g is a Lie algebra
Ta ◦ Tb = −Tb ◦ Ta = fabc Tc
(
fab
c = 2F[ab]
c
)
. (3.13)
Now let us explain the consequences of the condition (3.11) on the generalized frame
fields EA
I . Initially, the generalized frame fields EA
I were supposed to be a general element
of G × R+ and then the Weizenbo¨ck connection ΩABC can be expanded as in Eq. (2.49).
However, FAB
C and ΩAB
C are related as
FA
α tα + FA
0 t0 =
[
ΩA
α tα +ΩA
0 t0
]
x=x0
= EA
J EB
I ∂JEI
C
∣∣
x=x0
, (3.14)
and Eq. (3.11) means that EA
I should be generated by non-positive generators and R+,8
EA
I = ΠA
B(e(K˜+t0)∆)B
C
EC
I , E ≡ e−hI RI e−(hR)ab K˜ab , Π ≡
∏
A
e−π
ARA , (3.15)
where K˜ ≡ K˜aa and the function ∆ is associated with the scale symmetry R+ and the
functions h and π parameterize a twist by the non-positive generators. Here, the generator
K˜ab ≡ Kab + β δab t0 , (3.16)
8Naively, it appears to be more natural to introduce ∆ as EA
I = ΠA
B(et0∆)B
C
EC
I = e−∆ ΠA
B
EB
I but
here we introduced K˜ for later convenience (by following [4]).
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satisfies the same gl(n) algebra as Kab and the matrix representation has the form
K˜cd ≡

δca δbd 0
0 ∗

 . (3.17)
The details of ∆, πA, and EA
I are explained later in section 3.3. Here, it is enough to know
that ∆ and πA vanish at a certain point x0:
∆|x=x0 = 0 , πA|x=x0 = 0 . (3.18)
According to this property, we can easily compute the constants FAB
C by using Eq. (3.14).
3.1.2 Section condition on EA
I
Another condition on FAB
C comes from the section condition of ExFT. The derivative ∂J on
the right-hand side of Eq. (3.14) should satisfy the section condition (2.2). As we explain in
section 3.3, the generalized frame fields EA
I are constructed from a group element g ≡ exa Ta
where Ta denotes the generators of the subalgebra g and x
a (= δai x
i) are the corresponding n
coordinates (which is sometime called the physical coordinates). Accordingly, here we suppose
that EA
I depends only on the physical coordinates xi, and then the section condition (2.2) is
trivially satisfied because Y ijKL = 0 . Then we find
FAB
C = EA
J EB
I ∂jEI
C
∣∣
x=x0
= EA
j
EB
I ∂jEI
C
∣∣
x=x0
= δdA FdB
C , (3.19)
where we have used that EA
j = δdA Ed
j . By using Eq. (3.15), FaB
C can be parameterized as
FaB
C =
[
kad
e K˜de + fa
I RI + faARA − Za (K˜ + t0)
]
B
C ,(
kad
e K˜de + fa
I RI
)
B
C ≡ EBI DaEIC
∣∣
x=x0
, fa
A ≡ DaπA|x=x0 , Za ≡ Da∆|x=x0 ,
(3.20)
where DA ≡ EAI ∂I . This can be equivalently expressed as
Fa
α tα = (kab
c − Za δcb)Kbc + faI RI + faARA , Fa0 = β (kabb − Za δbb)− Za . (3.21)
In the next subsection, we shall use a short-hand notation
{RAˆ} = {RI , RA} . (3.22)
3.1.3 Structure constants of ExDA
Now, using the above setup, we can write down the structure constants XAB
C of the ExDA.
By using the formula (3.4) and Eq. (3.21), the embedding tensors are obtained as
ΘA
α tα = (fAc
d − 2Z[A δdc])Kcd + (kbcd − Zb δdc )
[
(K˜cdRA)A
b + χKcdA χ
b
A
]
RA
+ fA
AˆRAˆ − fcB (RB)AdKcd + fbBˆ (RBˆRA)AbRA + fbBˆ χBˆA χbARA
+ β1+β
[
(fbc
c − 2Z[b δcc]) (tα)Ab − fbB (tαRB)Ab
]
tα ,
(3.23)
ϑA = β (fAb
b − 2Z[A δbb])− β fbA (RA)Ab − (1 + β)ZA , (3.24)
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where fAb
c ≡ δdA fdbc, fabc ≡ 2 k[ab]c, fABˆ ≡ {fAI , fAB} ≡ δcA fcBˆ, and ZA ≡ δbA Zb. Substituting
these embedding tensors into Eq. (3.3), we obtain the structure constants of the ExDA as
XAB
C = fA
Aˆ (RAˆ)B
C +
[
fAd
e − fdA (RA)Ae − ZA δed
]
(Kde)B
C
+
{
(kde
f − Zd δfe )
[
(K˜ef RA)A
d + χKefA χ
d
A
]
+ fd
Bˆ
[
(RBˆRA)A
d + χBˆA χ
d
A
]
+ (RA)A
d Zd
}
(RA)B
C
+
[
β (fAd
d − 2Z[A δdd])− β fdA (RA)Ad − (1 + β)ZA
]
(t0)B
C . (3.25)
In the second line, the constants kab
c appear without antisymmetrizing the lower indices.
However, we find a general property
(K˜ef RA)A
d + χKefA χ
d
A = (K˜
[e
f RA)A
d] + χK [efA χ
d]
A , (3.26)
and kde
f can be replaced by its antisymmetric part k[de]
f = 12 fde
f :9
XAB
C = fA
Aˆ (RAˆ)B
C +
[
fAd
e − fdA (RA)Ae
]
(K˜de)B
C
+
{
(12 fde
f − Z[d δfe])
[
(K˜ef RA)A
d + χKefA χ
d
A
]
+ fd
Bˆ
[
(RBˆRA)A
d + χBˆA χ
d
A
]
+ (RA)A
d Zd
}
(RA)B
C − ZA (K˜ + t0)BC .
(3.27)
This is the general formula for the structure constants.
For example, in DFT where β = 0 and Za = 0, Eq. (3.27) reduces to
XAB
C = 12 fA
d1d2 (Rd1d2)B
C +
[
fAd
e − 12 fdf1f2 (Rf1f2)Ae
]
(Kde)B
C
+ 14 fde
f (Kef Rg1g2)A
d (Rg1g2)B
C .
(3.28)
Using the matrix representations of the o(d, d) generators,
Kcd =

δca δbd 0
0 −δad δcb

 , Rc1c2 =

0 2 δc1c2ab
0 0

 , Rc1c2 =

 0 0
2 δabc1c2 0

 , (3.29)
which satisfy
[Kab , R
c1c2 ] = 2 δc1c2bd R
ad , [Kab , Rc1c2 ] = −2 δadc1c2 Rbd ,
[Ra1a2 , R
b1b2 ] = 4 δ
[b1
[a1
Kb2]a2] ,
(3.30)
we obtain the standard Drinfel’d algebra as TA ◦ TB = XABC TC ,
Ta ◦ Tb = fabc Tc , Ta ◦ T b = fabc Tc − facb T c = −T b ◦ Ta , T a ◦ T b = fcab T c . (3.31)
Similarly, by considering the U -duality group G = En(n), we can reproduce the EDA from
the general formula Eq. (3.27). In sections 5 and 6, this is worked out from the M-theory
and the type IIB perspective, respectively. Before getting into the details about the EDA, we
discuss a few more general aspects of ExDA.
9In n = 8, χαA is indispensable to maintain this property.
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3.2 Leibniz identities
In this section, we consider the Leibniz identity
TA ◦ (TB ◦ TC) = (TA ◦ TB) ◦ TC + TB ◦ (TA ◦ TC) . (3.32)
In terms of the structure constants XAB
C , this is equivalently expressed as
XAC
DXBD
E −XBCDXADE +XABDXDCE = 0 . (3.33)
If we define
XA ≡ Θ̂A + ϑA t0 , Θ̂A ≡ Θ̂Aα tα ≡
[
ΘA
α − 11+β (tα)AB ϑB
]
tα , (3.34)
the Leibniz identity can also be expressed as
[XA, XB ] = −XABC XC
(⇒ ZABC XC = 0) , (3.35)
where ZAB
C ≡ 2X(AB)C . Since t0 commutes with all generators, the left-hand side is an
element of the duality algebra. Then we can decompose (3.35) into the following two identities:
[Θ̂A, Θ̂B] = −XABC Θ̂C , (3.36)
XAB
C ϑC = 0 . (3.37)
As was studied in [3,4,9], the Leibniz identity consists of several types of conditions on the
structure constants fab
c, fa
I , faB, and Za. Here, we show that the identity Eq. (3.36) contains
the so-called the cocycle conditions and the fundamental identities. They are not all of the
constraints on the structure constants and, in sections 5 and 6, some of additional constraints
for the EDA are reproduced from ZAB
C XC = 0 in Eq. (3.35).
3.2.1 Cocycle conditions
Let us consider a particular component of the Leibniz identity,
[Θ̂a, Θ̂b] = −fabc Θ̂c . (3.38)
For convenience, we decompose the embedding tensor into the level-0 part Θ̂
(0)
a (that is a
linear combination of Kab and RI) and the negative-level part Θ˜a:
Θ̂a = Θ̂
(0)
a + Θ˜a . (3.39)
Then the level-0 part of Eq. (3.38) gives
[Θ̂(0)a , Θ̂
(0)
b ] = −fabc Θ̂(0)c . (3.40)
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In particular, if we consider the coefficients of Kab , we find
fac
d fbd
e − fbcd fade = −fabd fdce , fabc Zc = 0 . (3.41)
The former is the standard Bianchi identity f[ab
d fc]d
e = 0 and the latter was found in [4].
When there are additional level-0 generators {RI} (e.g., the type IIB case), we find additional
identities that come from Eq. (3.40).
If we consider the negative-level part of Eq. (3.38), we obtain
[Θ̂(0)a , Θ˜b]− [Θ̂(0)b , Θ˜a] + fabc Θ˜c + [Θ˜a, Θ˜b] = 0 . (3.42)
To clarify the meaning of Eq. (3.42), we introduce a notation that is similar to the one used in
the Lie algebra cohomology. An n-cochain of g is a skew-symmetric linear map f : gn → N−
where N− denotes the subalgebra generated by the negative-level generators RA,
f(x1, . . . , xn) = x
a1
1 · · · xann fa1···anARA , (3.43)
where xi = x
a
i Ta and fa1···an
A are certain constants satisfying fa1···anA = f[a1···an]
A . We denote
the vector space of n-cochains by Cn and define the coboundary operator δn : C
n → Cn+1 as
δ0f(x) ≡ xa (eadf −1) Θ̂(0)a = x · f + 12!
[
f,
[
f, xa Θ̂(0)a
]]
+ · · · (f ≡ fARA) , (3.44)
δ1f(x, y) ≡ x · f(y)− y · f(x)− f([x, y])− [f(x), f(y)] , (3.45)
δ2f(x, y, z) ≡ x · f(y, z) + y · f(z, x) + z · f(x, y)− f([x, y], z) − f([y, z], x) − f([z, x], y)
− [f(x), f(y, z)]− [f(y), f(z, x)]− [f(z), f(x, y)] , (3.46)
where
x · f(y1, · · · , yn) ≡
[
f(y1, · · · , yn), xa Θ̂(0)a
]
. (3.47)
We can check δn+1δn = 0 by using Eq. (3.40), namely,
x · (y · f(z1, . . . , zn))− y · (x · f(z1, . . . , zn)) = [x, y] · f(z1, . . . , zn) . (3.48)
The most non-trivial coboundary operator is δ0 , which is defined so as to satisfy δ1δ0 = 0 .
By using the above definitions, the Leibniz identity (3.42) is interpreted as the cocycle
condition [4, 9],
δ1f(x, y) = x · f(y)− y · f(x)− f([x, y])− [f(x), f(y)] = 0 , (3.49)
where we have identified the constants fa
A as the dual structure constants, and thus
f(x) = xa fa
ARA = x
a Θ˜a . (3.50)
In summary, the Leibniz identity (3.38) can be rewritten as Eqs. (3.48) and (3.49).
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In DFT, N− is Abelian and we have [f(· · · ), f(· · · )] = 0 and
[
f,
[
f, xa Θ̂
(0)
a
]]
= 0 . Then
the coboundary operators reduce to the usual ones. In particular, we have
x · f(y) = −xa yb fac[d1 fbd2]cRd1d2 , (3.51)
and the cocycle condition (3.49) becomes
2 fac
[d1 fb
d2]c − 2 fbc[d1 fad2]c + fabc fcd1d2 = 0 . (3.52)
For completeness, it may be interesting to find the definition of the coboundary operators
δn for n ≥ 3 that satisfy δn+1δn = 0. We find that the coboundary operator can be generally
defined as
δnf(x1, . . . , xn+1) ≡
∑
i
(−1)i−1xi · f(x1, . . . , xˆi, . . . , xn+1)
+
∑
i<j
(−1)i+jf([xi, xj ], x1, . . . , xˆi, . . . , xˆj , . . . , xn+1)
+
∑
i
(−1)i[f(xi), f(x1, . . . , xˆi, . . . , xn+1)] ,
(3.53)
where the hat xˆi denotes the omission of xi. By using the properties Eqs. (3.48) and (3.49), we
find that this satisfies the property δn+1δn = 0. In the Abelian case, the 1-cocycle condition
(3.49) is not necessary for the derivative of δn+1δn = 0 and f(x) can be arbitrary. However, as
we can see from the definition of δn , f(x) plays a distinguished role in the non-Abelian case,
and in order to show δn+1δn = 0 for n ≥ 2, f(x) needs to satisfy the cocycle condition (3.49).
3.2.2 Fundamental identities
Here we consider the Leibniz identity
[Θ̂
A˚
, Θ̂
B˚
] +X
A˚B˚
C Θ̂C = 0 , (3.54)
where A˚ and B˚ denotes the dual components with the same level. The fundamental identities
appear as the coefficients of Kcd in this Leibniz identity. By using the property
Θ̂A˜c
d = −fcB (RB)A˜d , (3.55)
that follow from Eq. (3.27), we obtain
fc
C fe
D
[
(RC)A˚
e (RD)B˚
d − (RC)B˚e (RD)A˚d
]
= X
A˚B˚
C (RD)C
d fc
D . (3.56)
This reproduces the so-called fundamental identities, although we need to specify the duality
group G in order to obtain the more explicit form.
For example, in DFT, the fundamental identity becomes
fc
e1e2 fe
f1f2
[
δaee1e2 δ
bd
f1f2
− δbee1e2 δadf1f2
]
= Xabe fc
ed ⇔ fce[a febd] = 0 . (3.57)
This is the familiar Bianchi identity for the dual structure constants.
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3.3 Generalized frame fields
In this section, we explain the construction of the generalized frame fields EA
I when an ExDA
and its maximally isotropic subalgebra g are given. Using the generators of the Lie algebra g,
we define a group element g ≡ exa Ta . Then we define the left-/right-invariant 1-form as
ℓ ≡ ℓai dxi Ta ≡ g−1 dg , r ≡ rai dxi Ta ≡ dg g−1 . (3.58)
We also define their dual vector fields as
va ≡ via ∂i , ea ≡ eia ∂i
(
via ℓ
b
i = δ
b
a = e
i
a r
b
i
)
, (3.59)
which satisfy the algebra
[va, vb] = fab
c vc , [ea, eb] = −fabc ec , [va, eb] = 0 . (3.60)
These can be extended to the generalized vector fields (with the natural weight) as
VˆA
I ≡ (e−(hL)cd K˜cd)AB δIB , EˆAI ≡ (e−(hR)c
d K˜cd)A
B δIB , (3.61)
where via ≡ (e−hL)ab δib and eia ≡ (e−hR)ab δib. They satisfy
£ˆ
VˆA
VˆB = XˆAB
C VˆC , £ˆEˆAEˆB = −XˆAB
C EˆC , (3.62)
where XˆAB
C is the structure constant XAB
C with vanishing dual structure constants:
XˆAB
C ≡ fAde (K˜de)BC + 12 fdef
[
(K˜ef RA)A
d + χKefA χ
d
A
]
(RA)B
C . (3.63)
Now, we consider a natural action of the group element g on the generators TA
g ⊲ TA ≡ exb Tb◦ TA = TA + xb Tb ◦ TA + 12! xb Tb ◦
(
xc Tc ◦ TA
)
+ · · · , (3.64)
and define a matrix MA
B as
g−1 ⊲ TA ≡MAB(g)TB . (3.65)
Since the left action of Ta on TA is generated by K˜
a
b, RI , RA, and t0 , the exponential action
can be parameterized as
MA
B(g) =
[
Π(x) e(K˜+t0)∆(x) A(x)
]
A
B , (3.66)
ΠA
B(x) =
(∏
A e
−πARA)
A
B , AA
B(x) =
(
e−h
I RI e−αc
d K˜cd
)
A
B . (3.67)
In the following, we define aa
b ≡ Aab = (e−α)ab by following the standard notation. By
multiplying the matrix MA
B by VˆA
I , we define the generalized frame fields as
EA
I(x) ≡MAB(g) VˆBI = ΠAB(x) (e(K˜+t0)∆(x))BC ECI , (3.68)
where EA
I = (e−hI RI )AB EˆBI and we have used an identity eia = aab vib .
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3.3.1 Important identities
Here, we explain several important properties of AA
B , πA, and ∆ . All of these properties are
straightforward extensions of the ones known in the Poisson–Lie T -duality.
Values at the unit element
The first property follows from the definition (3.65). By choosing g = e, where e is the unit
element of the physical subgroup G, we find
MA
B(e) = δBA ⇔ πA|g=e = 0 , ∆|g=e = 0 , AAB|g=e = δBA . (3.69)
They reproduce Eq. (3.18) if we denote the coordinate value of the unit element e as x0 .
Algebraic identity
The second property comes from the Leibniz identity, which shows
g ⊲ (TA ◦ TB) = (g ⊲ TA) ◦ (g ⊲ TB) . (3.70)
In terms of MA
B , this reads
(M−1)DC XABD = (M−1)AD (M−1)BE XDEC . (3.71)
From this identity, we find non-trivial algebraic identities for AA
B , πA, and ∆ .
For example, in DFT, the algebraic identity (3.71) gives
fab
c = aa
a′ ab
b′ (a−1)c′c fa′b′c
′
, fd
[ab πc]d + fde
[a πb|d| πc]e = 0 ,
fa
bc = aa
d (a−1)eb (a−1)f c fdef + 2 fad[b πc]d ,
(3.72)
which are presented in Appendix A of [59].
Differential identity
The third property follows from the identity
(hg)−1 ⊲ TA = g−1 ⊲ (h−1 ⊲ TA) , (3.73)
which can be shown as follows. Since g is a Lie algebra, for g = eg
a Ta and h = eh
a Ta , we have
hg = eh
a Ta eg
b Tb = e(hg)
a Ta , (3.74)
where (hg)a can be determined by using the Baker–Campbell–Hausdorff formula. Since Xa
satisfies the same algebra as −Ta, we find
(
e−(hg)
aXa
)
A
B TB =
(
e−h
aXa e−g
bXb
)
A
B TB , (3.75)
and this shows the identity (3.73).
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In terms of MA
B , the identity (3.73) is equivalent to
MA
B(hg) =MA
C(h)MC
B(g) . (3.76)
For example, in DFT, this relation gives
aa
b(hg) = aa
c(h) ac
b(g) , πab(hg) = πab(h) + πcd(g) (a−1)ca(h) (a−1)db(h) . (3.77)
The second equation shows that the bi-vector πij ≡ πab eia ejb is multiplicative (see e.g., [60]).
We thus consider that the relation (3.76) defines that the multi-vectors πA are multiplicative.
Now, we can derive a differential identity from the identity (3.76). Supposing h = e+ǫa Ta ,
where e is the unit element of G and ǫa are infinitesimal parameters, we have
MA
B(h) = δBA − ǫcXcAB . (3.78)
Then, since an infinitesimal left multiplication g(x) → (1 + ǫa T a) g(x) corresponds to the
infinitesimal coordinate transformation δxi = ǫa eia, we obtain the differential identity
DcMA
B(g) = lim
ǫa→0
MA
B(hg) −MAB(g)
ǫa
= −XcADMDB(g) , (3.79)
⇔ MADDc(M−1)DB = XcAB . (3.80)
Recalling the decomposition M = Π e(K˜+t0)∆A, we find that the block-diagonal components
of this relation (i.e., matrix elements (· · · )AB with A and B having the same level) give
ADcA
−1 = fcde K˜de + fcI RI , Da∆ = Za . (3.81)
The other components give the differential identity for Π as
(
ΠDcΠ
−1)
A
B = (Θ̂c)A
B − (Π Θ̂(0)c Π−1)AB . (3.82)
They determine the derivatives of AA
B , ∆, and πA. Another useful expression that follows
from (3.82) and the algebraic identity is
vka EI
A (e−K∆ ∂kΠ−1Π eK∆)AB EBJ = VˆIA
(
fa
ARA
)
A
B VˆB
J . (3.83)
In DFT, the differential identity (3.82) gives
Dcπ
ab = fc
ab − 2 fcd[a πb]d . (3.84)
This leads to the condition that π is multiplicative,
£vaπ
mn = fa
bc vmb v
n
c . (3.85)
Here, we used the identities (3.72), but Eq. (3.85) can be directly obtained from Eq. (3.83).
In the EDA, we use Eq. (3.83) when we derive the relations similar to Eq. (3.85).
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3.4 Generalized parallelizability
Now we are ready to show that the generalized fluxes EA
I defined in Eq. (3.68) indeed satisfies
the algebra
£ˆEAEB
I = −XABC EBI . (3.86)
This property for the Drinfel’d algebra was shown in [27] by using DFT, and the same property
for the En(n) EDA (n ≤ 6) was shown in [3, 4, 9]. There, the proof depends on the details
of the duality group G and the choice of the subalgebra g. Consequently, the proof becomes
more complicated as the dimension of the ExDA becomes larger. However, the general proof
to be presented here is simple and does not depend on G and the choice of g. It can be applied
even to the E8(8) EDA, both in the M-theory and the type IIB picture.
Before going into the details of the technical computation, let us explain the outline of our
proof. The point is that, as we show below, the Weizenbo¨ck connection
ΩAB
C = EA
I EB
K ∂IEK
C , (3.87)
can be expressed as a duality twist of some functions FAB
C :
ΩAB
C =MA
DMB
E (M−1)F C FDEF , (3.88)
where MA
B is the matrix defined in Eq. (3.65). Since MA
B ∈ G × R+ and the generalized
fluxesXAB
C are constructed from ΩAB
C and G-invariant tensors (recall Eqs. (3.3) and (3.4)),
this means that the generalized fluxes have the form
XAB
C =MA
DMB
E (M−1)F C XDEF , (3.89)
where XAB
C are the generalized fluxes (2.52) with ΩAB
C replaced with FAB
C .
As we show below, the non-constant part of FAB
C does not contribute to XAB
C and the
generalized fluxes XAB
C are constant. Evaluating the constants XAB
C at a particular point
x = x0 (where MA
B = δBA and XAB
C = XAB
C), we can easily see XAB
C = XAB
C . Then, the
algebraic identity (3.71) shows
XAB
C =MA
DMB
E (M−1)F C XDEF = XABC . (3.90)
By recalling the definition of the generalized fluxes, this is equivalent to the desired relation
£ˆEAEB
I = −XABC EBI = −XABC EBI . (3.91)
Thus, our remaining tasks are to derive Eq. (3.88) with some functions FAB
C and to show
that XAB
C are constant.
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Using the definition of the generalized frame fields given in Eq. (3.68), and the definition
of the Weizenbo¨ck connection (3.87), we obtain
ΩAB
C =MA
d
{
MB
E (M−1)F C ΩˆdEF + (a−1)de
(
M DeM
−1)
B
C
}
, (3.92)
ΩˆAB
C ≡ VˆAI VˆBK ∂I VˆKC . (3.93)
Here, recalling Eq. (3.61) and using VˆA
i = δbA v
i
b, we have
ΩˆAB
C = δeA kef
g K˜f g , kab
c ≡ vkb via ∂iℓck . (3.94)
In general, kab
c is non-constant, but its antisymmetric part is given by the structure constants
k[ab]
c = −12 fabc . Then, using the differential identity (3.80), we can rewrite Eq. (3.92) as
ΩAB
C =MA
d
[
kde
f (M K˜ef M
−1)BC + (a−1)deXeBC
]
. (3.95)
Then, by using k[ab]
c = −12 fabc , MAb = ΠAc acb , and the identity
(a−1)adXdBC =MBD (M−1)EC XaDE , (3.96)
which can be obtained from the algebraic identity (3.71), we obtain
ΩAB
C =MA
dMB
B′ (M−1)C′C FaBC , (3.97)
FaB
C ≡ (k(ad)e − 12 fade) (K˜de)BC +XaBC . (3.98)
Finally, by introducing
FAB
C ≡ δdA FdBC , (3.99)
the Weizenbo¨ck connection can be expressed in the desired form
ΩAB
C =MA
DMB
E (M−1)F C FDEF . (3.100)
Now, let us explain the constancy of XAB
C . The generalized fluxes XAB
C are constructed
from FAB
C but its non-constant part is coming only from the symmetric part k(ab)
c of kab
c .
Namely, the non-constant part of XAB
C becomes
XAB
C |non-constant = k(de)f
[
(K˜ef RA)A
d + χKefA χ
d
A
]
(RA)B
C . (3.101)
Using the identity (3.55), we find that this vanishes. Namely, we have shown that XAB
C is
constant, and thus XAB
C = XAB
C .
This completes the proof that for any choice of the maximally isotropic subalgebra g , the
ExDA always gives a generalized parallelizable space.
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3.4.1 Nambu–Lie structures
In ExFT, the generalized fluxes are decomposed into representations of the subgroup h. The
most familiar example is the case of DFT, where XAB
C are decomposed as
Habc ≡ Xabc , Fabc ≡ Xabc , Qabc ≡ Xabc , Rabc ≡ Xabc , (3.102)
because XABC are totally antisymmetric. Using the generalized frame fields
Ea = ea , E
a = −πab eb + ra
(
ra ≡ ram dxm
)
, (3.103)
we can compute the fluxes as
Habc = 0 , Fab
c = fab
c , Qa
bc = Daπ
bc + 2 fad
[b πc]d ,
Rabc = 3πd[aDdπ
bc] + 3 fd1d2
[a πb|d1| πc]d2 .
(3.104)
Then, the generalized parallelizability means that
Qa
bc = Daπ
bc + 2 fad
[b πc]d = fa
bc , Rabc = 3πd[aDdπ
bc] + 3 fd1d2
[a πb|d1| πc]d2 = 0 . (3.105)
Namely, the dual structure constants are identified as the Q-flux (also known as the globally
non-geometric flux) and the absence of the R-flux (called the locally non-geometric flux) gives
a differential identity for πab . For the bi-vector field πmn = πab ema e
n
b , the latter reads
πqm ∂qπ
np + πqn ∂qπ
pm + πqp ∂qπ
mn = 0 , (3.106)
which shows that πmn is a Poisson tensor.
In a general ExFT, the correspondent of the R-fluxes are X
A˚B˚
c and we observe that they
always vanish,
X
A˚B˚
c = X
A˚B˚
c = 0 . (3.107)
The computation of the flux X
A˚B˚
c is very hard in the E8(8) EFT, and we do not compute the
explicit components in this paper. Here we just show an example, a locally non-geometric flux
X
a1a2b1b2c in M-theory picture. Under some algebraic identities, this is expressed as
X
a1a2b1b2c = −πa1a2d∇dπb1b2c + 3πd[b1b2 ∇dπc]a1a2 + fd1d2 [a1 πa2]b1b2cd1d2 = 0 , (3.108)
where∇bπa1a2a3 ≡ Dbπa1a2a3− 32 fbc[a1| πc|a2a3] . This may be further simplified by using certain
relations among π and the structure constants, but it is obvious that this is a natural extension
of the R-flux. As noted in [3], at least if we assume fab
c = 0, this is precisely the condition
that the πi1i2i3 is the Nambu–Poisson tensor. Suggested by this, we regard Eq. (3.107) as
a definition that the multi-vectors π are the generalized Nambu–Poisson tensors. Moreover,
combining this with the fact that π are multiplicative, we call π the Nambu–Lie structure [61].
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3.5 Generalized classical Yang–Baxter equation
As discussed in section 3.2.1, the Leibniz identity requires that the dual structure constants
fa
A satisfy the cocycle condition (3.49), δ1f(x, y) = 0. This condition is trivially satisfied by
assuming that the cocycle f(x) is a coboundary [4, 9],
f(x) = δ0r(x) ≡ xa (eadr −1) Θ̂(0)a
(
r ≡ r˜ARA
)
. (3.109)
By recalling f(x) = xa Θ˜a and Θ̂a = Θ̂
(0)
a + Θ˜a, this coboundary ansatz corresponds to
Θ̂a = e
adr Θ̂(0)a . (3.110)
The right-hand side can be rewritten as
Θ̂a = e
adr Θ̂(0)a = R Θ̂(0)a R−1 , R ≡
∏
A
er
ARA , (3.111)
where rA is a redefinition of r˜A . By comparing this with the general expression Θ̂a = Θ̂
(0)
a +
fa
ARA, the dual structure constants fa
A can be expressed symbolically as
fa
ARA = R Θ̂(0)a R−1 − Θ̂(0)a ≡ faARA . (3.112)
For example, in DFT, we have Θ̂
(0)
a = fab
cKbc and r =
1
2! r
a1a2 Ra1a2 , and the coboundary
ansatz becomes
Θ̂a = fab
cKbc − fac[b1 rb2]cRb1b2 . (3.113)
Comparing this with the Drinfel’d algebra
Θ̂a = fab
cKbc +
1
2! fa
b1b2 Rb1b2 , (3.114)
we can identify the dual structure constants as
fa
b1b2 = 2 fac
[b1| rc|b2] ≡ fab1b2 . (3.115)
Since all of the dual structure fa
B are replaced by fa
B , we obtain an ExDA whose structure
constants XABC are characterized by fabc, faI , Za, and rA . We call this the coboundary ExDA.
The cocycle conditions are trivially satisfied but other Leibniz identities are not satisfied in
general, and we need to impose further conditions on rA . Below, following the approach
discussed in [3], we explain the procedure to find such additional conditions on rA .
Let us note that Eq. (3.111) can be expressed as
XaBC = RaDRBE (R−1)F C X(0)DEF , X(0)ABC ≡ (X r=0)ABC , (3.116)
where RAB is the matrix representation of R in the R1 representation. This suggests us to
extend this relation to define a new Leibniz algebra twisted by R,
XAB
C ≡ RADRBE (R−1)F C X(0)DEF . (3.117)
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The untwisted structure constants X
(0)
AB
C satisfy the Leibniz identity (when the Bianchi iden-
tities (3.40) are satisfied) and it is clear that XAB
C also satisfy the Leibniz identity (3.33).
However, the algebra defined by the structure constants XAB
C is not an ExDA in general.
Only the particular components, namely, XaB
C coincide with XaBC of an ExDA. Thus, to
ensure that XAB
C are the structure constants of a certain ExDA, we require
X
A˜B
C = X
A˜B
C . (3.118)
This requires certain conditions on rA and if these are satisfied, we obtain a coboundary ExDA
that automatically satisfies the Leibniz identity.
For example, in the case of DFT, using R = e 12! ra1a2 Ra1a2 we find
X aBC = 2 fdf [a re]f (Kde)BC + 12 fd1d2a (Rd1d2)BC . (3.119)
XaB
C = raf ffd
e (RKdeR−1)BC + 12 fd1d2a (RRd1d2 R−1)BC
= 2 fdf
[a re]f (Kde)B
C + 12 fd1d2
a (Rd1d2)B
C
+ 32 r
d1[a r|d2|e fd1d2
f ] (Ref )B
C . (3.120)
Then the requirement (3.118) is equivalent to the classical Yang–Baxter equation (CYBE),
rd1a rd2e fd1d2
f + rd1e rd2f fd1d2
a + rd1f rd2a fd1d2
e = 0 . (3.121)
The definition of the generalized CYBE (3.118) is very simple, but in practice, we find
that it is difficult to identify the full set of the independent conditions on rA . In general, we
can express Xr and XR as
XA˜ = · · ·︸︷︷︸
non-negative-level generators
− β fdA (RA)A˜d t0 , (3.122)
XA˜ = · · ·︸︷︷︸
non-negative-level generators
− β fdA (RA)A˜d t0 +CYBEA˜ARA +CYBEA˜0 t0 , (3.123)
where
CYBEA˜
B ≡ RA˜b fbB +RA˜B
{(
1
2 fde
f − Z[d δfe]
) [
(K˜ef RA)B
d + χKefB χ
d
A
]
+ fd
I (RI RA)Bd + χIB χdA
)
+ (RA)B
d Zd
}
[RRAR−1]B ,
(3.124)
CYBEA˜
0 ≡ β fcB (RB)A˜c +RA˜b
[
β (fbc
c − Zb δcc)− Zb
]
, (3.125)
and [· · · ]B denotes the coefficient of RB: namely, RRAR−1 = · · ·+ [RRAR−1]BRB . Then the
condition (3.118) at least requires
CYBEA˜
B = 0 , CYBEA˜
0 = 0 . (3.126)
In general, terms including the non-negative-level generators in XABC and XABC do not
coincide and we find additional conditions, but extensions of the quadratic equation (3.121)
are contained in CYBEA˜
B = 0 as we see in the case of the EDA.
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4 Non-Abelian duality
In this section, we explain the procedure of the non-Abelian duality. For a given ExDA, we
choose a maximally isotropic subalgebra g and construct the generalized frame fields EA
I as
explained in the previous section. For simplicity, if we suppose θA = 0, the generalized frame
field has unit determinant and then we define the generalized metric as
MIJ = EIAEJB MˆAB (detMˆ = 1) . (4.1)
In general, MˆAB can depend on the external coordinates (see [62] for details), but here we
suppose that it is constant for simplicity and consider only the internal part of the spacetime.
According to the flux formulation [63], the equations of motion of the ExFT are covariant
equations for the fluxes XAB
C and MˆAB .10 In our situation, the generalized fluxes are
constants XAB
C and the equations of motion are algebraic equations for XAB
C and MˆAB. If
we find a solution for MˆAB , the background (4.1) is a solution of ExFT. Since MIJ depends
only on the physical coordinates xi, it is also a solution of the standard supergravity.11
In general, the ExDA has another maximally isotropic subalgebra g′ whose generators are
denoted as T ′a . We also identify the full set of generators {T ′A} = {Ta, · · · } such that T ′A
satisfy an ExDA. This is just a redefinition of generators
T ′A = CA
B TB (CA
B : constant) , (4.2)
and the structure constants of the new algebra are
X ′AB
C = CA
A′ CB
B′ (C−1)C′C XA′B′C
′
. (4.3)
Using the new set of generators T ′A, we can construct new generalized frame fields E
′
A
I which
depend on the physical coordinates in the primed system x′i . Here, the dimension of the
physical space can be different, in which case CA
B is not an element of the duality group G .12
In general, the frame fields E′A
I are completely different from the original ones EA
I and they
are not related by CA
B : E′A
I 6= CAB EBI . However, the generalized fluxes in the original and
the dualized frame are related as in Eq. (4.3) and since the equations of motion of ExFT are
covariant equations of the fluxes and the constant matrix MˆAB, by introducing
Mˆ′AB ≡ CAA
′
CB
B′ MˆA′B′ , (4.4)
the new background
M′IJ = E′IAE′JB Mˆ′AB , (4.5)
is a solution of ExFT. This is a basic procedure to perform the non-Abelian duality.
10In DFT, we also have the dilaton and we need to consider the corresponding flux FA as well (see [62]).
11When θA does not vanish, it will be a solution of a certain gauged supergravity.
12The linear map of [64], which relates the M-theory and the type IIB picture, is such an example.
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4.1 Yang–Baxter deformation
Let us consider the Yang–Baxter deformation [65] as a particular class of non-Abelian duality.
In this case, we assume that the original ExDA is a semi-Abelian algebra, meaning that
the dual structure constants fa
A are absent.13 Then the generalized frame fields are simply
given by EA
I = e(K˜+t0)∆ EA
I . We now consider the redefinition (4.2) with CA
B = RAB
where R is the twist matrix defined in Eq. (3.111). As long as rA satisfies the generalized
CYBE, the redefined generators T ′A satisfy a coboundary ExDA. Using the ExDA, we can
straightforwardly compute the generalized frame fields E′A
I . Since fab
c, fa
I , and Za are not
deformed under the redefinition T ′A = RAB TB , we find
E′A
I = Π′A
BEB
I , (4.6)
where EA
I are the original generalized frame fields. Then we obtain a new solution of ExFT,
M′IJ ≡ E′IAE′JB Mˆ′AB = UIK UJLMKL , (4.7)
UI
J ≡ EIA (Π′−1R)AB EBJ . (4.8)
For example, in DFT, we obtain
(UI
J) ≡

 δnm 0
(π′ab + rab) ema enb δ
m
n

 . (4.9)
For a general ExDA, it is a hard task to obtain π′A because we need to compute the
exponential action (3.65). However, the usefulness of the Yang–Baxter deformation is that we
can generally express πA in terms of the classical r-matrix. For example, in DFT, we find
π′mn = rab (vma v
n
b − ema enb ) . (4.10)
Indeed, this vanishes at the unit element x = x0 and also satisfies the differential equation
(3.85). Then, the matrix UI
J is simplified as
(UI
J) ≡

 δnm 0
ρmn δmn

 , ρmn ≡ rab vma vnb . (4.11)
Thus, for a given solution rab of CYBE (3.121), we can easily obtain the deformed background
M′IJ simply by acting the coordinate-dependent matrix UIJ .
The same story can be extended to a general coboundary ExDA. In sections 5 and 6, we
find the explicit form of the Nambu–Lie structures π′ for coboundary EDAs. We then find
that the matrix UI
J has a very simple form. Again, UI
J is parameterized by the multi-vectors
ρ which is given by the classical r-matrix rA and the left-invariant vector fields via.
13Here, we suppose that the structure constants fa
I and Za can be present.
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5 Exceptional Drinfel’d algebra: M-theory section
As explained in section 2.2, the R1 representation in the M-theory picture is decomposed as
(TA) =
(
Ta,
Ta1a2√
2!
, T
a1···a5√
5!
, T
a1···a7,a
′
√
7!
, T
8,a1a2a3√
3!
, T
8,a1···a6√
6!
, T 8,8,a
)
, (5.1)
where 8 denotes eight totally antisymmetric indices 1 · · · 8, e.g., T 8,a1a2a3 = T 1···8,a1a2a3 . When
we consider the case n = 7, generators including eight indices automatically disappear, and
when we consider n = 6, T a1···a7,a′ additionally disappears because it requires seven antisym-
metric indices. Then we find that the dimension of the EDA coincides with the dimension of
the R1 representation given in Table A.1.
Using the general results given in the previous section, the embedding tensors for En(n)
EDA (n ≤ 8) in the M-theory picture are obtained as follows:
Xa =
1
3! fa
b1b1b3 Rb1b1b3 +
1
6! fa
b1···b6 Rb1···b6 +
1
8! fa
b1···b8,cRb1···b8,c
+ fab
c K˜bc − Za (K˜ + t0) , (5.2)
Xa1a2 = −fcda1a2 K˜cd − fc1c2 [a1 Ra2]c1c2 + 3ZdRda1a2 , (5.3)
Xa1···a5 = −fcda1···a5 K˜cd − 5!3! 2! fb[a1a2a3 Ra4a5]b
− 5!2! 4! fc1c2 [a1 Ra2···a5]c1c2 + 6ZbRba1···a5 , (5.4)
Xa1···a7,a
′
= −(fcda1···a7,a′ − 14 fca1···a7a′,d) K˜cd
+ 7 fb
[a1···a7 Ra7]a
′b − 14 fb[a1···a6 Ra7a′]b
+ 21 fb
a′[a1a2 Ra3···a7]b + 14 fb[a1a2a3 Ra4···a7a
′]b
− 72 fb1b2 [a1 Ra2···a7]b1b2,a
′
+ fbc
a′ Ra1···a7b,c
+ Zb
(
9Rba1···a7,a
′
+ 34 R
a1···a7a′,b) , (5.5)
Xa1···a8,a
′
1a
′
2a
′
3 = 3 fb
a1···a8,[a′1 Ra
′
2a
′
3]b − 56 fba′1a′2a′3[a1a2a3 Ra4···a8]b
+ 3 fb
[a′1a
′
2|bRa1···a8,|a
′
3] + fb
a′1a
′
2a
′
3 Ra1···a8,b , (5.6)
X8,a1···a6 = −6 fb8,[a1 Ra2···a6]b + 6 fb[a1···a5|bR8,|a6] + fba1···a6 R8,b , (5.7)
X8,8,a = 2 fd
8,aR8,d + fd
8,dR8,a . (5.8)
In particular we have
ϑa = β fab
b − (1 + β n)Za , ϑa1a2 = −β fbba1a2 , ϑa1···a5 = −β fbba1···a5 ,
ϑa1···a7,a
′
= −β (fbba1···a7,a′ − 14 fba1···a7a′,b) , ϑ8,3 = ϑ8,6 = ϑ8,8,1 = 0 . (5.9)
By using these, we can easily write down the explicit form of the EDA,
TA ◦ TB = (XA)BC TC . (5.10)
We note that the vector Za corresponds to −La/9 used in [4] (or −Za/3 of [3]).
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For simplicity, we show the explicit form of the EDA for n ≤ 7:
Ta ◦ Tb = fabc Tc ,
Ta ◦ T b1b2 = fab1b2c Tc + 2 fac[b1 T b2]c + 3Za T b1b2 ,
Ta ◦ T b1···b5 = −fab1···b5c Tc − 10 fa[b1b2b3 T b4b5] − 5 fac[b1 T b2···b5]c + 6Za T b1···b5 ,
Ta ◦ T b1···b7,b′ = 7 fa[b1···b6 T b7]b′ − 21 fab′[b1b2 T b3···b7]
− 7 fac[b1 T b2···b7]c,b′ − facb′ T b1···b7,c + 9Za T b1···b7,b′ ,
T a1a2 ◦ Tb = −fba1a2c Tc + 3 f[c1c2 [a1 δa2]b] T c1c2 − 9Zc δ
[c
b T
a1a2] ,
T a1a2 ◦ T b1b2 = −2 fca1a2[b1 T b2]c − fc1c2 [a1 T a2]b1b2c1c2 + 3Zc T a1a2b1b2c ,
T a1a2 ◦ T b1···b5 = 5 fca1a2[b1 T b2···b5]c − 3 δa1a2de fc1c2d T b1···b5[c1c2,e] + 9Zc T b1···b5[a1a2,c] ,
T a1a2 ◦ T b1···b7,b′ = 7 fca1a2[b1 T b2···b7]c,b′ + fca1a2b′ T b1···b7,c ,
T a1···a5 ◦ Tb = fba1···a5c Tc + 10 fb[a1a2a3 T a4a5] + 20 fc[a1a2a3 δa4b T a5]c (5.11)
+ 5 fbc
[a1 T a2···a5]c + 10 fc1c2
[a1 δa2b T
a3a4a5]c1c2 − 36Zc δ[cb T a1···a5] ,
T a1···a5 ◦ T b1b2 = 2 fca1···a5[b1 T b2]c − 10 fc[a1a2a3 T a4a5]b1b2c
+ 5 fc1c2
[a1 T a2···a5]c1c2[b1,b2] − 12Zc T ca1···a5[b1,b2] ,
T a1···a5 ◦ T b1···b5 = −5 fca1···a5[b1 T b2···b5]c − 30 fc[a1a2a3 δa4a5]cd1d2e T b1···b5d1d2,e ,
T a1···a5 ◦ T b1···b7,b′ = −7 fca1···a5[b1 T b2···b7]c,b′ − fca1···a5b′ T b1···b7,c ,
T a1···a7,a
′ ◦ Tb = −21 fc[a1···a6 δa7]a
′c
bd1d2
T d1d2 − 126 fca′[a1a2 δa3···a7]cbd1···d5 T d1···d5 ,
T a1···a7,a
′ ◦ T b1b2 = 7 fc[a1···a6 T a7]a′cb1b2 − 42 fca′[a1a2 T a3···a7]c[b1,b2] ,
T a1···a7,a
′ ◦ T b1···b5 = 21 fc[a1···a6 δa7]a
′c
d1d2e
T b1···b5d1d2,e ,
T a1···a7,a
′ ◦ T b1···b7,b′ = 0 .
We can easily reproduce the E6(6) EDA of [9] (up to sign convention) by a truncation.
Now, let us consider the Leibniz identities. If we define
f3(x) ≡ 13! xa fab1b2b3 Rb1b2b3 , f6(x) ≡ 16! xa fab1···b6 Rb1···b6 ,
f8,1(x) ≡ 18! xa fab1···b8,b
′
Rb1···b8,b′ ,
(5.12)
the cocycle conditions (3.49) are decomposed as follows:
df3(x, y) = 0 , (5.13)
df6(x, y)− [f3(x), f3(y)] = 0 , (5.14)
df8,1(x, y)− [f3(x), f6(y)]− [f6(x), f3(y)] = 0 , (5.15)
where
df∗(x, y) ≡ x · f∗(y)− y · f∗(x)− f∗([x, y]) ,
x · f∗(y) ≡ xa [f∗(y), fabcKbc − ZaK] .
(5.16)
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If we introduce
r
3 ≡ 13! ra1a2a3 Ra1a2a3 , r6 ≡ 16! ra1···a6 Ra1···a6 , r8,1 ≡ 18! ra1···a8,a
′
Ra1···a8,a′ , (5.17)
and define R ≡ er3 er6 er8,1 , the coboundary ansatz (3.111) are decomposed as
f3(x) = dr3(x) , (5.18)
f6(x) = dr6(x) + 12!
[
r
3, f3(x)
]
, (5.19)
f8,1(x) = dr8,1(x) +
[
r
3, f6(x)
]− 13 [r3, [r3, f3(x)]] , (5.20)
where
dr∗(x) ≡ xa [r∗, fabcKbc − ZaK] . (5.21)
More explicitly, the cocycle conditions are expressed as
0 = 6 f[a|d[c1| f|b]d|c2c3] − fabd fdc1c2c3 − 6Z[a fb]c1c2c3 , (5.22)
0 = 12 f[a|d[c1| f|b]d|c2···c6] − fabd fdc1···c6 − 20 f[a[c1c2c3 fb]c4c5c6] − 12Z[a fb]c1···c6 , (5.23)
0 = 16 f[a|d[c1| f|b]d|c2···c8],c
′
+ 2 f[a|dc
′
f|b]c1···c8,d − fabd fdc1···c8,c
′
− 112 f[a[c1c2c3 fb]c4···c8]c
′ − 18Z[a fb]c1···c8,c
′
,
(5.24)
and the coboundary ansatzes are
fa
b1b2b3 = 3 fac
[b1| rc|b2b3] − 3Za rb1b2b3 , (5.25)
fa
b1···b6 = 6 fac[b1| rc|b2···b6] − 10 fa[b1b2b3 rb4b5b6] − 6Za rb1···b6 , (5.26)
fa
b1···b8,b′ = 8 fac[b1| rc|b2···b8],b
′
+ fac
b′ rb1···b8,c + 56 r[b1b2b3 fab4···b8]b
′
− 5603 fa[b1b2b3 rb4b5b6 rb7b8]b
′ − 9Za rb1···b8,b′ .
(5.27)
To compute the fundamental identities (3.56), we need the explicit components of the
structure constants X
A˚B˚
C˜ . For simplicity, if we consider the case n ≤ 7, we find
fc
da1a2 fd
b1b2b3 − 3 fda1a2[b1 fcb2b3]d = fd1d2 [a1 fca2]b1b2b3d1d2 + 3 fca1a2b1b2b3d Zd , (5.28)
fc
da1···a5 fdb1···b6 − 6 fda1···a5[b1 fcb2···b6]d = −30 fd[a1a2a3 δa4a5]de1e2e3 fcb1···b6e1e2,e3 , (5.29)
which reduce to the known results [9] if we consider the reduction to n ≤ 6 .
As was found in [3, 4, 9], there is an additional constraint in the En(n) EDA for n ≤ 6 .
This comes from ZAB
C XC = 0 of Eq. (3.35). For example, the non-vanishing components of
Za1a2b
C are determined as
Za1a2bc1c2 = 2 fc1c2
[a1 δ
a2]
b − 12 δa1a2b[c1 Zc2] , (5.30)
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and then we find
Za1a2b
C XC =
1
2! Z
a1a2
bc1c2 X
c1c2
=
(−fe1e2f + 6Ze1 δfe2) δa1a2fb fcde1e2 K˜cd = 0 , (5.31)
where we have used the Bianchi identities f[ab
d fc]d
e = 0 and fab
c Zc = 0. This is equivalent to
fc1c2
a fb
dc1c2 − 6Zc fbadc = 0 . (5.32)
As studied in [9], when n ≤ 6 and Za = 0, this condition, the cocycle condition, the funda-
mental identities, and the usual Bianchi identity f[ab
d fc]d
e = 0 are all of the Leibniz identities.
In general, we will find additional identities, and in order to find the full set of identities,
it may be useful to employ the results of the quadratic constraints studied in the gauged
supergravity [48]. Here we do not study further on the Leibniz identities.
For a given EDA, we can compute the adjoint action (3.65) to obtain the matrixMA
B and
using that we can get the generalized frame fields EA
I . We parameterize the matrix Π as
Π = e−
1
3!
πa1a2a3 Ra1a2a3 e−
1
6!
πa1···a6 Ra1···a6 e−
1
8!
πa1···a8,a
′
Ra1···a8,a′ . (5.33)
In the E8(8) case, the matrix size of EA
I is large, so here we show the explicit form of the
generalized frame fields for n ≤ 7,
Ea = ea ,
Ea1a2 = −πba1a2 eb + e−3∆ ra1a2 ,
Ea1···a5 = −(πba1···a5 + 5π[a1a2a3 πa4a5]b) eb + 10 e−3∆ π[a1a2a3 ra4a5] + e−6∆ ra1···a5 ,
Ea1···a7,a
′
= −(21πb[a1···a5 πa6a7]a′ + 35πa′[a1a2 πa3a4a5 πa6a7]b) eb
− 7 e−3∆ π[a1···a6 ra7]a′ + 105 e−3∆ πa′[a1a2 πa3a4a5 ra6a7]
+ 21 e−6∆ r[a1···a5 πa6a7]a
′
+ e−9∆ ra1···a7 ⊗ ra′ ,
(5.34)
where ra1···ap ≡ ra1 ∧ · · · ∧ rap (ra ≡ rai dxi) and πA correspond to the Nambu–Lie structures.
To find the explicit form of the differential identities (3.82), we use the identity,
e−X Dc eX = DcX − 12! [X,DcX] + 13! [X, [X,DcX]]− 14! [X, [X, [X,DcX]]] + · · · , (5.35)
and then we obtain
Dapi
3 = fa
3 + fab
c [pi3, Kbc]− 3Za pi3 , Da∆ = Za ,
Dapi
6 = fa
6 + fab
c [pi6, Kbc] +
1
2 [pi
3, f3]− 6Za pi6 ,
Dapi
8,1 = fa
8,1 + fab
c [pi8,1, Kbc] + [pi
3, f6] + 13 [pi
3, [pi3, f3]]− 9Za pi8,1 ,
(5.36)
where fa
3 ≡ f3(Ta), fa6 ≡ f6(Ta), fa8,1 ≡ f8,1(Ta), and
pi
3 ≡ 13! πb1b2b3 Rb1b2b3 , pi6 ≡ 16! πb1···b6 Rb1···b6 , pi8,1 ≡ 18! πb1···b8,b
′
Rb1···b8,b′ . (5.37)
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In components, they are expressed as
Daπ
b1b2b3 = fa
b1b2b3 + 3 fac
[b1| πc|b2b3] − 3Za πb1b2b3 , Da∆ = Za ,
Daπ
b1···b6 = fab1···b6 + 6 fac[b1| πc|b2···b6] − 6Za πb1···b6 − 10 fa[b1b2b3 πb4b5b6] ,
Daπ
b1···b8,b′ = fab1···b8,b
′
+ 8 fac
[b1| πc|b2···b8,b
′
+ fac
b′ πb1···b8,c − 9Za πb1···b8,b′
+ 56 fa
b′[b1···b5 πb6b7b8] + 5603 fa
[b1b2b3 πb4b5b6 πb7b8]b
′
.
(5.38)
For the Nambu–Lie structures (e.g., πi1i2i3 = πa1a2a3 ei1a1 e
i2
a2
ei3a3), we find
£vaπ
i1i2i3 = e−3∆ fab1b2b3 vi1b1 v
i2
b2
vi3b3 , £va∆ = Za ,
£vaπ
i1···i6 + 10π[i1i2i3 £vaπ
i4i5i6] = e−6∆ fab1···b6 vi1b1 · · · vi6b6 ,
£vaπ
i1···i8,i′ − 56 (πi′[i1···i5 + 103! πi′[i1i2 πi3i4i5)£vaπi6i7i8] = e−9∆ fab1···b8,b′vi1b1 · · · vi8b8 vi′b′ ,
(5.39)
by using Eq. (3.83). They are the properties for a general EDA.
In particular, for a coboundary EDA, we can find a solution of the differential equations
(5.39) that satisfies π = 0 at x = x0,
πi1i2i3 = ra1a2a3
(
e−3∆ vi1a1 v
i2
a2
vi3a3 − ei1a1 ei2a2 ei3a3
)
, (5.40)
πi1···i6 = ra1···a6
(
e−6∆ vi1a1 · · · vi6a6 − ei1a1 · · · ei6a6
)− 10π[i1i2i3 ri4i5i6] , (5.41)
πi1···i8,i
′
= ra1···a8,b
′ (
e−9∆ vi1a1 · · · vi8a8 vi
′
a′ − ei1a1 · · · ei8a8 ei
′
a′
)
+ 56 e−3∆ ra1a2a3 πi
′[i1···i5 vi6a1 v
i7
a2
vi8]a3
− 2803 e−3∆ ra1a2a3 πi
′[i1i2 vi3a1 v
i4
a2
vi5a3 r
i6i7i8] + 5603 r
i′[i1i2 ri3i4i5 πi6i7i8] , (5.42)
where ri1i2i3 ≡ ra1a2a3 ei1a1 ei2a2 ei3a3 and n ≤ 8 is assumed. Namely, in this case, we can easily
get the Nambu–Lie structures without computing the adjoint action (3.65).
In order to perform the Yang–Baxter deformation, we need the matrix UI
J defined in (4.8).
Since the above expression for π is intricate, one may consider that UI
J is also complicated,
but in fact UI
J is surprisingly simple,
UI
J =
(
ee
−3∆ ρ3 ee
−6∆ ρ6 ee
−9∆ ρ8,1
)
I
J , (5.43)
where we have defined ρ3 ≡ 13! ρi1i2i3 Ri1i2i3 , ρ6 ≡ 16! ρi1···i6 Ri1···i6 , and ρ8,1 ≡ 18! ρi1···i8,i
′
Ri1···i8,i′ ,
and the multi-vectors ρ are defined, for example, as ρi1i2i3 ≡ ra1a2a3 vi1a1 vi2a2 vi3a3 .
This simple expression is not a coincidence and can be derived as follows. For convenience,
let us define a matrix UA
B ≡ E(0)A I UIJ E(0)J B = (Π−1R)AB , where E(0)A I ≡ EAI |π=0 . The
differential identity (3.80) shows
(RU−1 e(K˜+t0)∆A)ADDc(A−1 e−(K˜+t0)∆ U R−1)DB = XcAB , (5.44)
and by using the coboundary ansatz, XcA
B = (RX(0)c R−1), this becomes
(U−1 e(K˜+t0)∆A)ADDc(A−1 e−(K˜+t0)∆ U)DB = X(0)c . (5.45)
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Using the differential identities Eq. (3.81), we can easily find a solution of this differential
equation. In fact, A−1 e−(K˜+t0)∆ U should coincide with A−1 e−(K˜+t0)∆ up to the left multi-
plication by a constant matrix. The constant matrix can be found by considering UA
B = RAB ,
AA
B = δBA , and ∆ = 0 at x = x0, and then we get
A
−1 e−(K˜+t0)∆ U = RA−1 e−(K˜+t0)∆ . (5.46)
This shows that UA
B =
(
A e(K˜+t0)∆R e−(K˜+t0)∆A−1)
A
B and then we find
UI
J = (Ω∆)I
J , (Ω∆)I
J ≡ VˆIA
(
e(K˜+t0)∆R e−(K˜+t0)∆)
A
B VˆB
I . (5.47)
This generally explains the simple result (5.43).
Similar to the case of DFT, for a given solution of CYBE for ra1a2a3 , ρa1···a6 , and ρa1···a8,a
′
,
we can easily generate a new solution of EFT simply by multiplying the coordinate-dependent
twist matrix UI
J to the original generalized metric.
In the following, we consider the generalized CYBE by assuming Za = 0 for simplicity.
Using R = er3 er6 er8,1 , we can compute some components of Eq. (3.126) as
CYBEa1a2b1b2b3 = −[3 fcd[b1 r|c|b2b3] ra1a2d + fcd[a1 (ra2]cdb1b2b3 − 5 ra2][cd rb1b2b3])] , (5.48)
CYBEa1a20 = 2β fcd
[a1 ra2]cd = 0 . (5.49)
The first equation is precisely the CYBE found in [9] but the second one is weaker than the
known one
fcd
a rbcd = 0 . (5.50)
Actually, this condition comes from the non-negative-level part (coefficients of Kab) of the
relation Xa1a2 = X a1a2 and thus the conditions (3.126) are not sufficient for Eq. (3.118).
When n ≤ 6, we find fab1···b6 = 0 and Eqs. (5.48) and (5.50) will be the only constraints
on ra1a2a3 and ra1···a6 . In n ≤ 7, we obtain further conditions. Here, we do not try to find the
full set of constraints, but consider the CYBE for ra1···a6 . For simplicity, we truncate other
multi-vectors and consider R = er6 . Then, we have CYBEa1a20 = 0 , and CYBEa1a2B = 0 and
CYBEa1···a50 = 0 follow from CYBEa1a2b1b2b3 = −fcd[a1 ra2]cdb1b2b3 = 0 . The next non-trivial
component is
CYBEa1···a5 b1···b6 = −[6 fcd[b1 r|c|b2···b6] rda1···a5
+ 5 fcd
[a1
(
9 δ
a2···a5]cd
e1···e6 δ
[e1
f r
e2···e6][b1 rb2···b6]f − ra2···a5]cd rb1···b6)] = 0. (5.51)
By using fcd
[a1 ra2]cdb1b2b3 = 0 this is simplified as
CYBEa1···a5 b1···b6 = −(6 fcd[b1 r|c|b2···b6] rda1···a5 − 15 fcd[a1 ra2···a5]c[b1 rb2···b6]d) = 0 , (5.52)
and this can be regarded as the generalized CYBE for ra1···a6 . We can also do the same
computation for r8,1 but we leave further details for future work.
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6 Exceptional Drinfel’d algebra: type IIB section
In this section, we consider the case where the dimension of the subalgebra g is n− 1 . In this
case, we can decompose the generators as
(TA) =
(
Ta, T
a
α,
T a123√
3!
, T
a1···5
α√
5!
, T
a1···6,a√
6!
, T 7(α1α2),
T
7,a12
α√
2!
, T
7,a1···4√
4!
, T
7,a1···6
α√
6!
, T 7,7,a
)
, (6.1)
where 7 denotes eight totally antisymmetric indices and we also used a shorthand notation
a1···p ≡ a1 · · · ap . Similar to the case of the M-theory picture, we can check that the dimension
of the EDA coincides with the dimension of the R1 representation given in Table A.1.
Similar to the M-theory case, the embedding tensors for En(n) EDA (n ≤ 8) in the type
IIB picture are obtained as follows:
Xa = fab
c K˜bc + faβ
γ Rβγ +
1
2! fa
b1b2
β R
β
b1b2
,+ 14! fa
b1···b4 Rb1···b4
+ 16! fa
b1···b6
β R
β
b1···b6 +
1
7! fa
b1···b7,b′ Rb1···b7,b′ − Za (K˜ + t0) , (6.2)
Xaα = −fbcaα K˜bc − 12!
(
δβα fb1b2
a + 2 δa[b1 fb2]α
β
)
Rb1b2β − 2ZbRabα , (6.3)
Xa123 = −fbca1a2a3 K˜bc − 3 ǫβγ fb[a1a2β Ra3]bγ − 32 fb1b2 [a1 Ra2a3]b1b2 − 4ZbRa123b , (6.4)
Xa1···a5α = −fbca1···a5α K˜bc − 5 fb[a1···a4 Ra5]bα + 10 fb[a1a2α Ra3a4a5]b
− 52 fb1b2 [a1 Ra2···a5]b1b2α − fbαβ Ra1···a5bβ − 6ZbRa1···a5bα , (6.5)
Xa1···a6,a
′
= −(fbca1···a6,a′ − c7,1 fba1···a6a′,c) K˜bc
+ ǫβγ
(
fb
a1···a6
β R
a′b
γ − 7 c6 fb[a1···a6β Ra
′]b
γ
)
− 20 fba′[a1a2a3 Ra4a5a6]b + 35 c4 fb[a1···a4 Ra5a6a′]b
+ ǫβγ
(
6 fb
a
′[a1
β R
a2···a6]b
γ − 21 c2 fb[a1a2β Ra3···a6a
′]b
γ
)
− 3 fb1b2 [a1 Ra2···a6]b1b2,a
′ − fbca′ Ra1···a6b,c
+ 8ZbR
a1···a6b,a′ − (1 + c7,1)ZbRa1···a6a′,b , (6.6)
Xa1···7(α1α2) = −7 fb
[a1···a6
(α1
R
a7]b
α2)
+ 21 fb
a1a2
(α1
R
a3···a7]b
α2)
+ fb(α1
β ǫα2)β R
a1···a7,b , (6.7)
X
a1···7,a
′
12
α = −2 fba1···a7,[a′1 Ra
′
2]b
α − 7 fb[a1···a6α Ra7]a
′
1a
′
2b
+ 21 fb
a′1a
′
2[a1a2 Ra3···a7]bα + 2 fb
[a′1|b
α R
a1···a7,|a′2] + fb
a
′
1a
′
2
α R
a1···a7,b , (6.8)
Xa1···7,a
′
1···4 = −4 fba1···a7,[a′1 Ra′2a′3a′4]b − 7 ǫβγ fb[a1···a6β R
a7]a′1···a′4b
γ
+ 4 fb
[a′1a
′
2a
′
3|bRa1···a7,|a
′
4] + fb
a
′
1···a′4 Ra1···a7,b , (6.9)
X
a1···7,a
′
1···6
α = −6 fba1···7,[a′1 Ra
′
2···a′6]b
α + 6 fb
[a′1···a′5|b
α R
a1···7,|a′6] + fb
a
′
1···a′6
α R
a1···7,b , (6.10)
X7,7,a = fb
7,bR7,a + 2 fb
7,aR7,b , (6.11)
where ǫ12 = ǫ12 = 1 and constants c2, c4, c6, and c7,1 are defined in Appendix A.2. From this
expression, we find the vector ϑA as follows:
ϑa = β fab
b − Za (1 + β δbb) , ϑaα = −β fbbaα , ϑa123 = −β fbba123 , ϑa1···5α = −β fbba1···5α ,
ϑa1···6,a
′
= −β (fbba1···6,a′ − c7,1 fba1···6a′,b) , ϑ7αβ = ϑ7,2α = ϑ7,4 = ϑ7,6α = ϑ7,7,1 = 0 . (6.12)
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We show a more concise form of the EDA for a particular case, n ≤ 7:
Ta ◦ Tb = fabc Tc ,
Ta ◦ T bβ = facbβ Tc + faβγ T bγ − facb T cβ + 2Za T bβ ,
Ta ◦ T b1b2b3 = facb1b2b3 Tc + 3 ǫγδ fa[b1b2γ T b3]δ − 3 fac[b1 T b2b3]c + 4Za T b1b2b3 ,
Ta ◦ T b1···b5β = facb1···b5β Tc + 5 fa[b1···b4 T b5]β − 10 fa[b1b2β T b3b4b5]
+ faβ
γ T b1···b5γ − 5 fac[b1 T b2···b5]cβ + 6Za T b1···b5β ,
Ta ◦ T b1···b6,b′ = −ǫγδ fab1···b6γ T b
′
δ + 20 fa
b
′[b1b2b3 T b4b5b6] − 6 ǫγδ fab′[b1γ T b2···b6]δ
− 6 fac[b1| T c|b2···b6],b′ − facb′ T b1···b6,c + 8Za T b1···b6,b′ ,
T aα ◦ Tb = fbacα Tc + 2 δa[b fc]αγ T cγ + fbca T cα + 4Zc δ[ab T c]α ,
T aα ◦ T bβ = −fcabα T cβ − fcαγ ǫγβ T cab + 12 ǫαβ fc1c2a T c1c2b − 2 ǫαβ Zc T abc ,
T aα ◦ T b1b2b3 = −3 fca[b1α T b2b3]c − fcαγ T acb1b2b3γ − 12 fc1c2a T c1c2b1b2b3α + 2Zc T ab1b2b3cα ,
T aα ◦ T b1···b5β = −5 fca[b1α T b2···b5]cβ − ǫαβ fcda T b1···b5c,d − 2 fcαγ ǫγβ T b1···b5[a,c]
+ 4 ǫαβ Zc T
ab1···b5,c ,
T aα ◦ T b1···b6,b
′
= −6 fca[b1|α T c|b2···b6],b
′
β − fcab
′
α T
b1···b6,c
β ,
T a1a2a3 ◦ Tb = −fbca1a2a3 Tc − 6 ǫγδ f[b|[a1a2γ δa3]|c] T cδ
+ 3 fbc
[a1 T a2a3]c + 3 fc1c2
[a1 δa2
b
T a3]c1c2 + 16Zc δ
[a1
b
T a2a3c] ,
T a1a2a3 ◦ T bβ = −fca1a2a3b T cβ + 3 fc[a1a2β T a3]bc + 32 fc1c2 [a1 T a2a3]bc1c2β − 4Zc T a1a2a3bcβ ,
T a1a2a3 ◦ T b1b2b3 = −3 fca123[b1 T b23]c + 3 ǫγδ fc[a12γ T a3]b123cδ
+ 3 fd12
[a1 δa2c T
a3]b123d12,c + 3 fcd
[a1 T a23]b123c,d + 16Zc T
b123[a123,c] ,
T a1a2a3 ◦ T b1···b5β = −5 fca1a2a3[b1 T b2···b5]cβ + 6 fc[a1a2β δa3]cde T b1···b5d,e ,
T a1a2a3 ◦ T b1···b6,b′ = −6 fca1a2a3[b1| T c|b2···b6],b′ − fca1a2a3b′ T b1···b6,c ,
T a1···a5α ◦ Tb = fba1···a5cα Tc − 10 f[b[a1···a4 δa5]c] T cα − 30 fc[a1a2α δa3b T a4a5]c
+ 10 fb
[a1a2
α T
a3a4a5] + 5 fcα
γ δ
[a1
b
T a2···a5]cγ − fbαγ T a1···a5γ
+ 5 fbc
[a1 T a2···a5]cα + 10 fc1c2
[a1 δa2
b
T a3a4a5]c1c2α + 36Zc δ
[a1
b
T a2···a5c]α ,
T a1···a5α ◦ T bβ = −fca1···a5bα T cβ − 5 ǫαβ fc[a1···a4 T a5]bc + 10 fc[a1a2α T a3a4a5]bcβ
+ fcα
γ ǫγβ T
ca1···a6,b − 52 ǫαβ fc1c2 [a1 T a2···a5]c1c2,b − 6 ǫαβ Zc T a1···a5c,b ,
T a1···a5α ◦ T b1b2b3 = −3 fca1···a5[b1α T b2b3]c + 5 fc[a1···a4 T a5]b1b2b3cα
− 40 fc[a1a2α δa3a4a5]cd1d2d3e T b1b2b3d1d2d3,e ,
T a1···a5α ◦ T b1···b5β = −5 fca1···a5[b1α T b2···b5]cβ − 10 ǫαβ fc[a1···a4 δa5]cde T b1···b5d,e ,
T a1···a5 ◦ T b1···b6,b′ = −6 fca1···a5[b1|α T c|b2···b6],b
′ − fca1···a5b
′
α T
b1···b6,c ,
T a1···a6,a
′ ◦ Tb = −2 ǫγδ fca1···a6γ δ[a
′
b
T
c]
δ − 20 fba
′[a1a2a3 T a4a5a6] + 60 fc
a
′[a1a2a3 δa4
b
T a5a6]c
+ 6 ǫγδ fb
a
′[a1
γ T
a2···a6]
δ − 30 ǫγδ fca
′[a1
γ δ
a2
b
T
a3···a6]c
δ ,
T a1···a6,a
′ ◦ T bβ = −fca1···a6β T a
′
bc − 20 fca′[a1a2a3 T a4a5a6]bcβ − 6 fca
′[a1
β T
a2···a6]c,b ,
T a1···a6,a
′ ◦ T b1b2b3 = −ǫγδ fca1···a6γ T a
′
b1b2b3c
δ + 80 fc
a
′[a1a2a3 δ
a4a5a6]c
d1d2d3e
T b1b2b3d1d2d3,e ,
T a1···a6,a
′ ◦ T b1···b5β = −2 fca1···a6β T b1···b5[a
′,c] ,
T a1···a6,a
′ ◦ T b1···b6,b′ = 0 .
(6.13)
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This is complicated and it may be also useful to consider the reduction to n ≤ 6:
Ta ◦ Tb = fabc Tc ,
Ta ◦ T bβ = facbβ Tc + faβγ T bγ − facb T cβ + 2Za T bβ ,
Ta ◦ T b1b2b3 = facb1b2b3 Tc + 3 ǫγδ fa[b1b2γ T b3]δ − 3 fac[b1 T b2b3]c + 4Za T b1b2b3 ,
Ta ◦ T b1···b5β = 5 fa[b1···b4 T b5]β − 10 fa[b1b2β T b3b4b5]
+ faβ
γ T b1···b5γ − 5 fac[b1 T b2···b5]cβ + 6Za T b1···b5β ,
T aα ◦ Tb = fbacα Tc + 2 δa[b fc]αγ T cγ + fbca T cα + 4Zc δ[ab T c]α ,
T aα ◦ T bβ = −fcabα T cβ − fcαγ ǫγβ T cab + 12 ǫαβ fc1c2a T c1c2b − 2 ǫαβ Zc T abc ,
T aα ◦ T b1b2b3 = −3 fca[b1α T b2b3]c − fcαγ T acb1b2b3γ − 12 fc1c2a T c1c2b1b2b3α
+ 2Zc T
ab1b2b3c
α ,
T aα ◦ T b1···b5β = −5 fca[b1α T b2···b5]cβ ,
T a1a2a3 ◦ Tb = −fbca1a2a3 Tc − 6 ǫγδ f[b|[a1a2γ δa3]|c] T cδ
+ 3 fbc
[a1 T a2a3]c + 3 fc1c2
[a1 δa2
b
T a3]c1c2 + 16Zc δ
[a1
b
T a2a3c] ,
T a1a2a3 ◦ T bβ = −fca1a2a3b T cβ + 3 fc[a1a2β T a3]bc + 32 fc1c2 [a1 T
a2a3]bc1c2
β
− 4Zc T a1a2a3bcβ ,
T a1a2a3 ◦ T b1b2b3 = −3 fca1a2a3[b1 T b2b3]c + 3 ǫγδ fc[a1a2γ T a3]b1b2b3cδ ,
T a1a2a3 ◦ T b1···b5β = −5 fca1a2a3[b1 T b2···b5]cβ ,
T a1···a5α ◦ Tb = −10 f[b[a1···a4 δa5]c] T cα − 30 fc[a1a2α δa3b T a4a5]c
+ 10 fb
[a1a2
α T
a3a4a5] + 5 fcα
γ δ
[a1
b
T a2···a5]cγ − fbαγ T a1···a5γ
+ 5 fbc
[a1 T a2···a5]cα + 10 fc1c2
[a1 δa2
b
T a3a4a5]c1c2α + 36Zc δ
[a1
b
T a2···a5c]α ,
T a1···a5α ◦ T bβ = −5 ǫαβ fc[a1···a4 T a5]bc + 10 fc[a1a2α T a3a4a5]bcβ ,
T a1···a5α ◦ T b1b2b3 = 5 fc[a1···a4 T a5]b1b2b3cα ,
T a1···a5α ◦ T b1···b5β = 0 .
(6.14)
We can obtain the lower-dimensional EDA in a similar manner by a truncation.
In the type IIB picture, the level-0 part of the embedding tensor is
Θ̂
(0)
a = fab
cKbc + faβ
γ Rβγ − ZaK , (6.15)
and the Leibniz identity (3.40) requires
f[ab
d fc]d
e = 0 , faγ
β fbβ
δ − fbγβ faβδ + fabc fcγδ = 0 , fabc Zc = 0 . (6.16)
Then, defining
f2(x) ≡ 12! xa fab1b2β Rβb1b2 , f4(x) ≡ 14! xa fab1···b2 Rb1···b4 ,
f6(x) ≡ 16! xa fab1···b6β Rβb1···b6 , f7,1(x) ≡ 17! xa fab1···b7,b
′
Rb1···b7,b′ ,
(6.17)
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we can express the cocycle conditions as
0 = df2(x) , (6.18)
0 = df4(x)− [f2(x), f2(y)] = 0 , (6.19)
0 = df6(x)− [f2(x), f4(y)]− [f4(x), f2(y)] , (6.20)
0 = df7,1(x)− [f2(x), f6(y)]− [f4(x), f4(y)]− [f6(x), f2(y)] , (6.21)
where
df∗(x, y) ≡ x · f∗(y)− y · f∗(x)− f∗([x, y]) , x · f∗(y) ≡ xa [f∗(y), Θ̂(0)a ] . (6.22)
More explicitly, we find
0 = 4 f[a|d[c1| f|b]d|c2]γ − fabd fdc1c2γ − 2 f[a|γδ f|b]c1c2δ − 4Z[a fb]c1c2γ , (6.23)
0 = 8 f[a|d[c1| f|b]d|c2c3c4] − fabd fdc1···c4 − 6 ǫγδ fa[c1c2γ fbc3c4]δ − 8Z[a fb]c1···c4 , (6.24)
0 = 12 f[a|d[c1| f|b]d|c2···c6]γ − fabd fdc1···c6γ − 2 f[a|γδ f|b]c1···c6δ
+ 30 f[a|[c1c2α f|b]
c3···c6] − 12Z[a fb]c1···c6γ ,
(6.25)
0 = 14 f[a|d[c1| f|b]d|c2···c7],c
′
+ 2 fd[a
c
′
fb]
c1···c7,d − fabd fdc1···c7,c′
− 42 ǫαβ f[a|[c1c2α f|b]c3···c7]c
′
β + 35 f[a
[c1···c4 fb]c5c6c7]c
′ − 16Z[a fb]c1···c7,c
′
.
(6.26)
By introducing
r
2 ≡ 12! ra1a2α Rαa1a2 , r4 ≡ 14! ra1···a4 Ra1···a4 ,
r
6 ≡ 16! ra1···a6α Rαa1···a6 , r7,1 ≡ 17! ra1···a7,a
′
Ra1···a7,a′ ,
(6.27)
and defining R ≡ er2 er4 er6 er7,1 , the coboundary ansatzes are decomposed as
f2(x) = dr2(x) , (6.28)
f4(x) = dr4(x) + 12 [r
2, f2(x)] , (6.29)
f6(x) = dr6(x) + [r2, f4(x)]− 13 [r2, [r2, f2(x)]] , (6.30)
f7,1(x) = dr7,1(x) + [r2, f6(x)] + 12 [r
4, f4(x)]− 12 [r2, [r2, f4(x)]]
− 14 [r4, [r2, f2(x)]] + 18 [r2, [r2, [r2, f2(x)]]] ,
(6.31)
where dr∗(x) ≡ xa [r∗, Θ̂(0)a ] . In components, we have
fa
b1b2
β = 2 fac
[b1| rc|b2]β − faβγ rb1b2γ − 2Za rb1b2β , (6.32)
fa
b1···b4 = 4 fac[b1| rc|b2b2b4] − 4Za rb1···b4 − 3 ǫαβ fa[b1b2α rb3b4]β , (6.33)
fa
b1···b6
β = 6 fac
[b1| rc|b2···b6]β − faβγ rb1···b6γ − 6Za rb1···b6β
− 15 fa[b1···b4 rb5b6]β − 30 ǫγδ fa[b1b2γ rb3b4δ rb5b6]α ,
(6.34)
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fa
b1···b7,b′ = 7 fac[b1| rc|b2···b7],b
′
+ fac
b′ rb1···b7,c − 8Za rb1···b7,b′ + 21 ǫγδ r[b1b2γ fab3···b7]b
′
δ
− 352 r[b1···b4 fab5b6b7]b
′
+ 1052 ǫ
αβ rb
′[b1 fa
b2···b5 rb6b7]β
+ 1054 ǫ
γδ r[b1···b4
(
rb5b6γ fa
b7]b′
δ + r
b5|b′|
γ fa
b6b7]
δ
)
+ 3154 ǫ
αβ ǫγδ r[b1b2α r
|b′|b3
β r
b4b5
γ fa
b6b7]
δ .
(6.35)
For the fundamental identities, assuming n ≤ 7 for simplicity, we obtain
fc
da
α fd
b1b2
β − 2 fda[b1α fcb2]dβ = fdαγ ǫγβ fcab12d + 12 ǫαβ fd12a fcb12d12 + 2 ǫαβ fcab12d Zd , (6.36)
fc
da123 fe
b1···4 − 4 fda123[b1 fcb234]d = −3 ǫγδ fd[a12γ fca3]b1···4dδ − 3 fd12 [a1 δa2e fca3]b1···4d12,e
+ 3 fd12
[a1 fc
a2a3]b1···4[d1,d2] + 16Zd fc
b1···4[a123,d] , (6.37)
fc
da1···5
α fe
b1···6
β − 6 fda1···5[b1α fcb2···6]dβ = −10 ǫαβ fd[a1···4 δa5]de1e2 fcb1···6[e1,e2] . (6.38)
From ZAB
C XC = 0, we find additional identities, such as
Zaαb
C XC = δ
b
a
(
fd
ec
γ fcα
γ + fd
ec
α Zc
)
Kde = 0 ⇔ fabcγ fcαγ + fabcα Zc = 0 . (6.39)
Again, they are not the whole set of the Leibniz identities.
Now, let us construct the generalized frame fields. Using the level-0 generators, we define
EA
I ≡ (e−hαβ Rαβ e−(hR)ab K˜ab)
A
I . (6.40)
Here, hR is related to the right-invariant vector fields as e
m
a = (e
−(hR))am and we also define
λα
β˙ ≡ (e−h)αβ˙ . We further multiply e(K˜+t0)∆ and
Π ≡ e− 12! π
a1a2
α R
α
a1a2 e−
1
4!
πa1···a4 Ra1···a4 e−
1
6!
π
a1···a6
α R
α
a1···a6 e−
1
7!
πa1···a7,a
′
R
a1···a7,a
′ , (6.41)
to obtain the generalized frame fields EA
I . For example, when n ≤ 7 , we find
Ea = ea , E
a
α = π
ab
α eb + e
−2∆ λαα˙ ra , (6.42)
Ea1a2a3 =
(
πa1a2a3b + 32 ǫ
γδ π[a1|b|γ π
a2a3]
δ
)
eb + 3e
−2∆ ǫγδ λγα˙ π
[a1a2
δ r
a3] + e−4∆ ra1a2a3 , (6.43)
Ea1···a5α =
(
πa1···a5bα − 10πb[a1a2a3 πa4a5]α − 5 ǫγδ πb[a1γ πa2a3δ πa4a5]α
)
eb
− 5 e−2∆ λαα˙ π[a1···a4 ra5] + 15 e−2∆ ǫγδ λγα˙ π[a1a2δ πa3a4α ra5]
+ 10 e−4∆ π[a1a2α r
a3a4a5] + e−6∆ λαα˙ ra1···a5 ,
(6.44)
Ea1···6,a
′
=
(
6 ǫγδ πb[a1···a5γ π
a6]a′
δ + 30 ǫ
γδ πa
′[a1
γ π
a2a3
δ π
a4a5a6]b + 10πb[a1a2a3 πa4a5a6]a
′
− 152 ǫαβ ǫγδ πa
′[a1
α π
a2a3
β π
a4a5
γ π
a6]b
δ
)
eb
+ e−2∆ λβα˙
[−ǫβγ πa1···6γ ra′ + 30 (ǫβγ π[a1···4 + ǫγδ ǫβǫ π[a12δ πa34ǫ )π|a′|a5γ ra6]]
− 20 e−4∆ πa′[a123 ra456] + 30 e−4∆ ǫγδ πa′[a1γ πa23δ ra456]
+ 6e−6∆ λγα˙ ǫγδ π
a
′[a1
δ r
a2···6] + e−8∆ ra1···6 ⊗ ra′ ,
(6.45)
where ra1···ap ≡ ra1 ∧ · · · ∧ rap .
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In the general case, the differential identity gives
Dapi
2 = fa
2 + [pi2, Θ̂(0)] , (6.46)
Dapi
4 = fa
4 + [pi4, Θ̂(0)] + 12 [pi
2, f2a ] , (6.47)
Dapi
6 = fa
6 + [pi6, Θ̂(0)] + [pi2, f4a ] +
1
3 [pi
2, [pi2, f2a ]] , (6.48)
Dapi
7,1 = fa
7,1 + [pi7,1, Θ̂(0)] + [pi2, f6a ] +
1
2 [pi
4, f4a ]
+ 12 [pi
2, [pi2, f4a ]] +
1
4 [pi
4, [pi2, f2a ]] +
1
8 [pi
2, [pi2, [pi2, f2a ]] ,
(6.49)
Da∆ = Za , (λDaλ
−1)αβ = faαβ , (6.50)
In components, we find
Daπ
b1b2
β = fa
b1b2
β + 2 fac
[b1| πc|b2]β − faβγ πb1b2γ − 2Za πb1b2β , (6.51)
Daπ
b1···b4 = fab1···b4 + 4 fac[b1| πc|b2b3b4] − 4Za πb1···b4 − 3 ǫαβ fa[b1b2α πb3b4]β , (6.52)
Daπ
b1···b6
β = fa
b1···b6
β + 6 fac
[b1| πc|b2···b6]β − faβγ πb1···b6γ − 6Za πb1···b6β
− 15 fa[b1···b4 πb5b6]β + 30 ǫγδ fa[b1b2γ πb3b4δ πb5b6]α ,
(6.53)
Daπ
b1···7,b
′
= fa
b1···7,b
′
+ 7 fac
[b1| πc|b2···7],b
′
+ fac
b′ πb1···7,c − 8Za πb1···7,b′
+ 21 ǫγδ fa
b
′[b1···5
γ π
b67]
δ +
35
2 fa
b
′[b123 πb4···7]
− 1052 ǫαβ fa[b1···4 πb56α π
b7]b′
β +
105
4 ǫ
γδ fa
[b12
γ π
b3···6 π
b7]b′
δ
− 1054 ǫγδ fab
′[b1
γ π
b2···5 π
b67]
δ − 3154 ǫαβ ǫγδ π[b12α π
b3|b′|
β π
b45
γ fa
b67]
δ .
(6.54)
If we define the Nambu–Lie structures as
πm1m2α ≡ πb1b2α em1b1 e
m2
b2
, πm1···m4 ≡ πb1···b4 em1
b1
· · · em4
b4
,
πm1···m6α ≡ πb1···b6α em1b1 · · · e
m6
b6
, πm1···m7,m
′ ≡ πb1···b7,b′ em1
b1
· · · em7
b7
em
′
b′
,
(6.55)
we find
£vaπ
m1m2
α = e
−2∆ fab1b2α v
m1
b1
vm2
b2
, £a∆ = Za , (λ£aλ
−1)αβ = faαβ , (6.56)
£vaπ
m1···m4 + 3 ǫαβ π[m1m2α £vaπ
m3m4]
β = e
−4∆ fab1b2 vm1b1 v
m2
b2
, (6.57)
£vaπ
m1···6
α + 15
(
δγα π
[m1···4 − ǫβγ π[m12α πm34β
)
£vaπ
m56]
γ = e
−6∆ fab1···6 vm1b1 · · · v
m6
b6
, (6.58)
£vaπ
m1···7,m
′ − 21 ǫαβ πm′[m1···5 £vaπm67] − 352 π[m1···4 £vaπm567]m
′
105
2 ǫ
αβ π[m1···4 πm56α £vaπ
m7]m′
β − 1052 ǫαβ π[m1···4 πm5|m
′|
α £vaπ
m67
β
− 1054 ǫαβ ǫγδ π[m12α π
m3|m′|
β π
m45
γ £vaπ
m67
δ = e
−8∆ fab1···7,b
′
vm1
b1
· · · vm7
b7
vm
′
b′
.
(6.59)
In the case of the coboundary EDA, we can solve for the Nambu–Lie structure by means
of the classical r-matrices. Here, use the formula (5.47) for simplicity. Then we find
UI
J =
(
ee
−2∆ ρ2 ee
−4∆ ρ4 ee
−6∆ ρ6 ee
−8∆ ρ7,1
)
I
J . (6.60)
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One can obtain the Nambu–Lie structure ΠI
J ≡ EIAΠAB EBJ by computing
ΠI
J = RIK (Ω−1∆ )KJ , RIJ ≡ EIARAB EBJ . (6.61)
For example, we have
πm1m2α = r
a1a2
β
(
λα
β e−2∆ vm1a1 v
m2
a2
− δβα em1a1 em2a2
)
, (6.62)
πm1···m4 = ra1···a4
(
e−4∆ vm1a1 · · · vm4a4 − em1a1 · · · em4a4
)− 3 e−2∆ ǫγδ π[m1m2 rm3m4] , (6.63)
which are similar to the relations (5.40)–(5.42) found in the M-theory picture.
In the fully general situation, for example, we obtain the generalized CYBE for πa1a2α as
CYBEaα
b1b2
β = −
[
2 fcd
[b1 r
b2]d
β r
ca
α − fcβγ racα rb1b2γ − 2Zc racα rb1b2β
+
(
fcd
a − 4Z[c δad]
)(
1
2 ǫαβ r
cdb1b2 − rc[b1(α r
b2]d
β) − 12 rcd[α rb1b2β]
)
+ fcα
γ
(
ǫγβ r
acb1b2 − 2 ra[b1(γ r
b2]c
β) − rac[γ rb1b2β]
)]
= 0 .
(6.64)
By considering CYBE (3.118) for non-negative generators and CYBEaα
0 = 0, we find additional
conditions, such as
rabα Zb = 0 , r
bc
α fbc
a = 0 , rabα fbβ
γ = 0 . (6.65)
In particular, when (rabα ) = (r
ab
1 , r
ab
2 ) = (r
ab, 0) and fa1
2 = 0 are satisfied, we find
CYBEa1
b1b2
1 = 3 fcd
[a r|c|b1 rb2]d + 3 r[ab1 rb2]c (fc11 + 2Zc
)
= 0 , (6.66)
which reduces to the standard classical Yang–Baxter equation when the dilaton flux satisfies
fa1
1 = −2Za .14 The second requirement of Eq. (6.65) shows that the classical matrix should
be unimodular in the terminology of [66].
We can straightforwardly compute other components of the CYBE, but this is a very
hard task. Here, assuming faβ
γ = 0 and Za = 0, we show the main part of the CYBE for
multi-vectors. For simplicity, again we consider the case of a single multi-vector. Since ra1a2α
is already considered, let us consider R = er4 and R = er6 . In each case, we find
CYBEa123b1···4 = −[4 fcd[b1 r|c|b234] rda123
+ 3 fcd
[a1
(
4 δ
a23]cd
e1···4 δ
[e1
f
re234][b1 rb234]f − 12 ra23]cd rb1···4
)]
= 0 , (6.67)
CYBEa1···5α
b1···6
β = −
[
6 fcd
[b1 r|c|b234]α r
da123
β − 45 fcd[a1 δa2···5]cde1···e6 δ[e1f re2···6][b1α rb2···6]fβ
− 54 fcd[a1
(
r
a2···5]cd
β r
b1···6
α − 5 ra2···5]cdα rb1···6β
)]
= 0 . (6.68)
14From faβ
β = 0 , the dilaton flux satisfies fa1
1 = −fa2
2 .
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7 Summary and discussions
In this paper, we presented the general structure of the ExDA by using the generalized Lie
derivative in ExFT. As is known in the Poisson–Lie T -duality, if we choose a maximally
isotropic subalgebra g of the ExDA, we can systematically construct the generalized frame
fields EA
I . We have generally shown that, for any choice of the subalgebra g , the constructed
generalized frame fields EA
I satisfy the algebra
£ˆEAEB
I = −XABC ECI , (7.1)
which means that the target space can be called a generalized parallelizable space. Here, we
have considered DFT and the En(n) EFT (n ≤ 8) as particular examples of ExFT, but our
presentation does not depend on the details of the duality group G . Thus the generalized
parallelizability will be realized even for other ExFTs, such as the heterotic DFT [67]. It is
also interesting to consider the extension to the E11 EFT (see for example [68]).
Among the Leibniz identities, the particularly interesting ones are the cocycle conditions.
By using the duality algebra, we found a general definition of the coboundary operator δn .
In particular, the operator δ0 is non-trivial and the coboundary ansatz (3.111) shows that the
embedding tensor Θ̂a is twisted by the classical r-matrices. Moreover, we have provided a
general formula (6.61) of the Nambu–Lie structure π for a general coboundary ExDA.
As a particular class of the non-Abelian duality, we discussed the Yang–Baxter deforma-
tions. The explicit form of the generalized CYBE needs to be clarified in future studies, but
once a solution of the CYBE is found,15 we can easily perform the Yang–Baxter deformation,
MIJ →M′IJ =
(
Ω∆MΩT∆
)
IJ
. (7.2)
Here, the matrix (Ω∆)I
J is made of the multi-vector fields e−(p+q)∆ ρi1···ip,ip+1···ip+q where
ρi1···ip,ip+1···ip+q = ra1···ap,ap+1···ap+q vi1a1 · · · v
ip+q
ap+q , (7.3)
and r is the generalized classical r-matrix. Recently, the Yang–Baxter deformations have been
understood as the local β-transformations [69–75] which are characterized by the bi-vector
ρmn = rab vma v
n
b . As a natural extension, the tri-vector deformation in 11D supergravity has
been proposed in [76,77], and our general formula (7.2) supports the conjectural multi-vector
deformations. In this paper, we consider that the physical space is a group manifold, but
the usual Yang–Baxter deformation can be performed in more general curved spaces. It is
important future work to extend the generalized Yang–Baxter deformation to a more general
setup. It is also important to study the non-Abelian duality for non-coboundary ExDAs.
15When we consider concrete examples, we can easily check the CYBE by computing XAB
C = XAB
C (recall
Eq. (3.118)). The only difficulty is to identity the full set of independent conditions on a general rA from
XAB
C = XAB
C .
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In this paper, we have parameterized the generators of g as Ta and introduced the corre-
sponding physical coordinates xa (= δai x
i) . However, we can change this parameterization.
For example, in the M-theory picture, we may find a maximally isotropic subalgebra g that
is spanned by a mixture of Ta and T
a1a2 . In this case, we construct the group element g by
exponentiating these generators with the corresponding coordinates xa and ya1a2 . In fact,
even in this case, we can systematically construct the generalized frame fields by following the
same procedure. By construction, ExFT has the formal duality symmetry,
xI → (Λ−1)J I xJ , MIJ → ΛIK ΛJLMKL (Λ ∈ G) , (7.4)
where ΛI
J is a constant matrix. Then, for an arbitrary Leibniz algebra which is generated by
the generalized Lie derivative and contains a maximally isotropic algebra g, we can perform
the formal duality transformation (7.4) such that g is spanned by T ′a . After the duality
rotation, the Leibniz algebra will have the form of an ExDA. In other words, if a Leibniz
algebra generated by the generalized Lie derivative contains a maximally isotropic algebra, it
will be related to an ExDA through a formal duality. In this sense, EDA is very universal.
In this paper, we have defined the ExDA by using the generalized Lie derivative in ExFT. In
this case, the structure constants have the form (1.22), which has been studied in the maximal
gauged supergravities. If we consider less supersymmetric cases, the structure constants will
have a more general form. It is an interesting to study whether we can construct certain
generalized parallelizable spaces for this generalized algebras. For example, in the case of the
usual Drinfel’d double, a deformation of the structure constants XAB
C ,
XAB
C → X ′ABC ≡ XABC + 2X[A δCB] , (7.5)
was studied in [78,79]. Here, the vector XA is supposed to be a null vector η
AB XAXB = 0 .
To be more explicit, by parameterizing (XA) = (αa, β
a) and defining f ′ab
c ≡ fabc + 2α[a δcb]
and f ′cab ≡ fcab + 2β[a δc]b , this deformed Lie algebra is given by
Ta ◦ Tb = f ′abc Tc , T a ◦ T b = f ′cab T c ,
Ta ◦ T b =
(
f ′a
bc + βc δba − 2βb δca
)
Tc −
(
f ′ac
b − αc δba + 2αa δbc
)
T c = −T b ◦ Ta .
(7.6)
In [78, 79], the standard procedures of the Poisson–Lie T -duality was straightforwardly ex-
tended and the generalized duality, called the Jacobi–Lie T -duality, was discussed. Obviously,
we find X ′[ABC] 6= X ′ABC and we cannot realize this algebra by means of the generalized Lie
derivative in DFT. Deformations of the generalized Lie derivative in ExFT have been studied
in [80–82] and it is interesting to extend the ExDA by using such deformed Lie derivatives.
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A Conventions
We (anti-)symmetrize the indices as
A(a1···ap) =
1
p!
[
Aa1···ap + (permutations)
]
, A[a1···ap] =
1
p!
[
Aa1···ap ± (permutations)
]
. (A.1)
We define the antisymmetrized Kronecker delta as δ
a1···ap
b1···bp ≡ δ
[a1
[b1
· · · δap]
b1]
.
We sometimes use a short-hand notation Aa1···p ≡ Aa1···p and may simply denote it as Ap .
In this Appendix, we use a further condensed notation, such as
Aa¯pb¯q ≡ 1√p! q! Aa1···pb1···q . (A.2)
Namely, in order to reproduce the standard notation, each barred index a¯p is replaced by the
antisymmetrized indices a1···p and we additionally multiply the factor 1√p! to the expression. In
this notation, the antisymmetrized Kronecker delta δ
a1···ap
b1···bp appears with a factor p! . Namely,
for example, we have
δ
a¯p
b¯p
≡ 1√
p! p!
p! δ
a1···p
b1···p
= δ
a1···p
b1···p
, δ
ca¯p
b¯p+1
≡ 1√
p! (p+1)!
(p+ 1)! δ
ca1···p
b1···(p+1)
. (A.3)
This notation significantly simplifies various expression.
For En(n) group, we define various representations as described in Table A.1.
n R1 R2 R3 R4 R5 R6 R7 R8 R9 RSC
2
2
1
2 1 1 2
2
1
3
1
3
2
4
2× 2 2
3 (3,2) (3,1) (1,2) (3,1) (3,2)
(8,1)
(1,3)
(6,2)
(3,2)
(15,1)
(3,3)
2× (3,1)
(3,1)
4 10 5 5 10 24
40
15
70
45
5
5
5 16 10 16 45 144
320
126
10
10
6 27 27 78 351
1728
27
27
7 56 133 912
8645
133
133
1
8 248
3875
1
147250
3875
248
3875
248
1
Table A.1: Representations of En(n) group. The Rp representation is the U -duality multiplet
of p-form fields in (11 − n) dimensions [83, 84]. The adjoint representation Radj of En(n)
coincides with R9−n and the embedding tensor ΘAα transforms in the R10−n representation.
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A.1 En(n) algebra in the M-theory picture
In the M-theory picture, the non-vanishing commutators for the en(n) algebra (n ≤ 8) are
given as follows:
[Kab, K
c
d] = δ
c
b K
a
d − δad Kcb , (A.4)
[Kab, R
c¯3 ] = δc¯3
bd¯2
Rad¯2 , [Kab, Rc¯3 ] = −δad¯2c¯3 Rbd¯2 , (A.5)
[Kab, R
c¯6 ] = δc¯6
bd¯5
Rad¯5 , [Kab, Rc¯6 ] = −δad¯5c¯6 Rbd¯5 , (A.6)
[Kab, R
c¯8,c
′
] = δc¯8
bd¯7
Rad¯7,c
′
+ δc
′
b R
c¯8,a , [Kab, Rc¯8,c′ ] = −δad¯7c¯8 Rbd¯7,c′ − δac′ Rc¯8,b , (A.7)
[Ra¯3 , Rb¯3 ] = Ra¯3 b¯3 , [Ra¯3 , Rb¯6 ] = δb¯6c¯5c′ R
a¯3c¯5,c
′
, (A.8)
[Ra¯3 , Rb¯3 ] = −δa¯3e¯2c δe¯2db¯3 K
c
d +
1
3 δ
a¯3
b¯3
K , [Ra¯3 , Rb¯6 ] = −δa¯3 c¯3b¯6 Rc¯3 , (A.9)
[Ra¯3 , Rb¯8,b] = −δa¯3 c¯5b¯8 Rc¯5b , [R
a¯6 , Rb¯3 ] = δ
a¯6
b¯3 c¯3
Rc¯3 , (A.10)
[Ra¯6 , Rb¯6 ] = −δa¯6e¯5c δe¯5db¯6 K
c
d +
2
3 δ
a¯6
b¯6
K , [Ra¯6 , Rb¯8,b] = −δa¯6 c¯2b¯8 Rc¯2b , (A.11)
[Ra¯8,a, Rb¯3 ] = δ
a¯8
b¯3c¯5
Rc¯5a , [Ra¯8,a, Rb¯6 ] = δ
a¯8
b¯6c¯2
Rc¯2a , (A.12)
[Ra¯8,a, Rb¯8,b] = −δa¯8b¯8 K
a
b , [Ra¯3 , Rb¯3 ] = Ra¯3 b¯3 , [Ra¯3 , Rb¯6 ] = δ
c¯5c
′
b¯6
Ra¯3c¯5,c′ , (A.13)
where K ≡ Kaa .
The matrix representations (tα)A
B in the R1 representation are as follows:
Kcd ≡ K˜cd − βn δcd t0 , (A.14)
K˜cd ≡


δca δ
b
d 0 0 0 0 0 0
0 K2 0 0 0 0 0
0 0 K5 0 0 0 0
0 0 0 K7,1 0 0 0
0 0 0 0 K8,3 0 0
0 0 0 0 0 K8,6 0
0 0 0 0 0 0 K8,8,1


(A.15)

 Kp ≡ −δa¯pd¯e¯p−1 δc¯e¯p−1b¯p , Ks,t ≡ −δa¯sde¯s−1δce¯s−1b¯s δa¯
′
t
b¯′t
− δa¯s
b¯s
δ
a¯′t
de¯t−1
δ
ce¯t−1
b¯′t
,
K8,8,1 ≡ −δa¯8de¯7δ
ce¯7
b¯8
δ
a¯′8
b¯′8
δa
′′
b′′ − δa¯8b¯8 δ
a¯′8
de¯7
δce¯7
b¯′8
δa
′′
b′′ − δa¯8b¯8 δ
a¯′8
b¯8
δa
′′
d δ
c
b′′

 , (A.16)
Rc¯3 ≡


0 0 0 0 0 0 0
δ
ba¯2
c¯3
0 0 0 0 0 0
0 −δa¯5
b¯2 c¯3
0 0 0 0 0
0 0 −δa¯7
b¯5d¯2
δ
d¯2a
′
c¯3
+ 1
4
δ
a¯7a
′
b¯5 c¯3
0 0 0 0
0 0 0 −δa¯8
b¯7d
δ
de¯2
c¯3
δ
a¯′3
e¯2b
′ +
1
4
δ
a¯8
b¯7b
′δ
a¯′3
c¯3
0 0 0
0 0 0 0 −δa¯8
b¯8
δ
a¯′6
b¯′3 c¯3
0 0
0 0 0 0 0 −δa¯8
b¯8
δ
a¯′8
b¯′6d¯2
δ
a′′d¯2
c¯3
0


, (A.17)
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Rc¯3 ≡


0 −δc¯3
ab¯2
0 0 0 0 0
0 0 δa¯2c¯3
b¯5
0 0 0 0
0 0 0 δa¯5d¯2
b¯7
δ
c¯3
d¯2b
′ −
1
4
δ
a¯5c¯3
b¯7b
′ 0 0 0
0 0 0 0 δa¯7d
b¯8
δ
c¯3
de¯2
δ
e¯2a
′
b¯′3
−
1
4
δ
a¯7a
′
b¯8
δ
c¯3
b¯′3
0 0
0 0 0 0 0 δa¯8
b¯8
δ
a¯′3c¯3
b¯′6
0
0 0 0 0 0 0 δa¯8
b¯8
δ
a¯′6d¯2
b¯′8
δ
c¯3
b′′d¯2
0 0 0 0 0 0 0


, (A.18)
Rc¯6 ≡


0 0 0 0 0 0 0
0 0 0 0 0 0 0
δ
ba¯5
c¯6
0 0 0 0 0 0
0 −δa
′d
b¯2
δ
a¯7
c¯6d
− 1
2
δ
a¯7a
′
c¯6b¯2
0 0 0 0 0
0 0 −δa¯8
b¯5d¯3
δ
a¯′3d¯3
c¯6
0 0 0 0
0 0 0 −δa¯8
db¯7
δ
a¯′6d
c¯6b
′ −
1
2
δ
a¯8
b¯7b
′δ
a¯′6
c¯6
0 0 0
0 0 0 0 δa¯8
b¯8
δ
a¯′8
c¯6d¯2
δ
a′′d¯2
b¯′3
0 0


, (A.19)
Rc¯6 ≡


0 0 −δc¯6
ab¯5
0 0 0 0
0 0 0 δa¯2
b′dδ
c¯6d
b¯7
+ 1
2
δ
c¯6a¯2
b¯7b
′ 0 0 0
0 0 0 0 δa¯5d¯3
b¯8
δ
c¯6
b¯′2d¯3
0 0
0 0 0 0 0 δda¯7
b¯8
δ
c¯6a
′
b¯′6d
+ 1
2
δ
a¯7a
′
b¯8
δ
c¯6
b¯′6
0
0 0 0 0 0 0 −δa¯8
b¯8
δ
c¯6d¯2
b¯′8
δ
a¯′3
b′′d¯2
0 0 0 0 0 0 0
0 0 0 0 0 0 0


, (A.20)
Rc¯8,c′ ≡


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
δ
ba¯7
c¯8
δa
′
c′ −
1
4
δ
a¯7a
′
c¯8
δbc′ 0 0 0 0 0 0
0 δa¯8c¯8 δ
a¯′3
c′b¯2
0 0 0 0 0
0 0 δa¯8c¯8 δ
a¯′6
c′ b¯5
0 0 0 0
0 0 0 δa¯8c¯8 δ
a¯′8
c′b¯7
δa
′′
b′ −
1
4
δ
a¯8
c¯8
δ
a¯′8
b¯7b
′δ
a′′
c′ 0 0 0


, (A.21)
Rc¯8,c
′ ≡


0 0 0 −δc¯8
ab¯7
δc
′
b′ +
1
4
δ
c¯8
b¯7b
′δ
c′
a 0 0 0
0 0 0 0 −δc¯8
b¯8
δ
c′a¯2
b¯′3
0 0
0 0 0 0 0 −δc¯8
b¯8
δ
c′a¯5
b¯′6
0
0 0 0 0 0 0 −δc¯8
b¯8
δ
c′a¯7
b¯′8
δa
′
b′′ +
1
4
δ
c¯8
b¯8
δ
a¯7a
′
b¯′8
δc
′
b′′
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


. (A.22)
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A.2 En(n) algebra in the type IIB picture
In the type IIB picture, the non-vanishing commutators for the en(n) algebra (n ≤ 8) are given
as follows:
[Kab, K
c
d] = δ
c
bK
a
d − δadKcb , (A.23)
[Kab, R
c¯2
α ] = δ
c¯2
bd
Radα , [K
a
b, R
α
c¯2
] = −δadc¯2 Rαbd , (A.24)
[Kab, R
c¯4 ] = δc¯4
bd¯3
Rad¯3 , [Kab, Rc¯4 ] = −δad¯3c¯4 Rbd¯3 , (A.25)
[Kab, R
c¯6
α ] = δ
c¯6
bd¯5
Rad¯5α , [K
a
b, R
α
c¯6
] = −δad¯5c¯6 Rαbd¯5 , (A.26)
[Kab, R
c¯7,c
′
] = δc¯7
bd¯6
Rad¯6,c
′
+ δc
′
b R
c¯7,a , [Kab, Rc¯7,c′ ] = −δad¯6c¯7 Rbd¯6,c′ − δac′ Rc¯7,b , (A.27)
[Rαβ , R
γ
δ] = δ
γ
β R
α
δ − δαδ Rγβ , (A.28)
[Rαβ, R
c¯2
γ ] = −
(
δαγ δ
δ
β − 12 δαβ δδγ
)
Rc¯2δ , [R
α
β, R
γ
c¯2
] =
(
δαδ δ
γ
β − 12 δαβ δγδ
)
Rδc¯2 , (A.29)
[Rαβ, R
c¯6
γ ] = −
(
δαγ δ
δ
β − 12 δαβ δδγ
)
Rc¯6δ , [R
α
β, R
γ
c¯6
] =
(
δαδ δ
γ
β − 12 δαβ δγδ
)
Rδc¯6 , (A.30)
[Ra¯2α , R
b¯2
β ] = ǫαβ R
a¯2b¯2 , [Ra¯2α , R
b¯4 ] = −Ra¯2b¯4α , [Ra¯2α , Rb¯6β ] = ǫαβ δb¯6c¯5f Ra¯2c¯4,f , (A.31)
[Ra¯2α , R
β
b¯2
] = −δβα δa¯2ce δdeb¯2 K
c
d +
1
4 δ
β
α δ
a¯2
b¯2
K + δa¯2
b¯2
Rβα , (A.32)
[Ra¯2α , Rb¯4 ] = −ǫαβ δa¯2c¯2b¯4 R
β
c¯2
, [Ra¯2α , R
β
b¯6
] = δβα δ
a¯2c¯4
b¯6
Rc¯4 , (A.33)
[Ra¯2α , Rb¯7,b′ ] = −ǫαβ δa¯2c¯5b¯7 R
β
c¯5b
′ , (A.34)
[Ra¯4 , Rb¯4 ] = −δb¯4
c¯3d
Ra¯4c¯3,d , [Ra¯4 , Rα
b¯2
] = ǫαβ δa¯4
b¯2c¯2
Rc¯2β , (A.35)
[Ra¯4 , R
b¯4
] = −δa¯4ce¯3 δde¯3b¯4 K
c
d +
2
4 δ
a¯4
b¯4
K (A.36)
[Ra¯4 , Rα
b¯6
] = −δa¯4c¯2
b¯6
Rαc¯2 , [R
a¯4 , R
b¯7,b′
] = δa¯4c¯3
b¯7
Rc¯3b′ (A.37)
[Ra¯6α , R
β
b¯2
] = −δβα δa¯6b¯2c¯4 R
c¯4 , [Ra¯6α , Rb¯4 ] = δ
a¯6
b¯4 c¯2
Rc¯2α , (A.38)
[Ra¯6α , R
β
b¯6
] = −δβα δa¯6ce¯5 δde¯5b¯6 K
c
d +
3
4 δ
β
α δ
a¯6
b¯6
K + δa¯6
b¯6
Rβα , (A.39)
[Ra¯6α , Rb¯7,b] = ǫαβ δ
a¯6c
b¯7
Rβ
cb
, (A.40)
[Ra¯7,a
′
, Rα
b¯2
] = ǫαβ δa¯7
b¯2 c¯5
Rc¯5a
′
β , [R
a¯7,a
′
, R
b¯4
] = −δa¯7
b¯4c¯3
Rc¯3a
′
(A.41)
[Ra¯7,a, Rα
b¯6
] = −ǫαβ δa¯7b¯6cR
ca
β , [R
a¯7,a, R
b¯7,b
] = −δa¯7
b¯7
Kab , (A.42)
[Rαa¯2 , R
β
b¯2
] = ǫαβ R
a¯2b¯2
, [Rαa¯2 , Rb¯4 ] = −Rαa¯2b¯4 , [R
α
a¯2
, Rβ
b¯6
] = ǫαβ δc¯5d
b¯6
Ra¯2c¯5,d , (A.43)
[Ra¯4 , Rb¯4 ] = −δc¯3fb¯4 Ra¯4c¯3,f , (A.44)
where K ≡ Kaa and ǫ12 = ǫ12 = 1 .
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The matrix representation in the R1 representation are as follows:
Kcd ≡ K˜cd − βn δcd t0 , (A.45)
Kcd ≡


δc
a
δb
d
0 0 0 0 0 0 0 0 0
0 δβαK1 0 0 0 0 0 0 0 0
0 0 K3 0 0 0 0 0 0 0
0 0 0 δβαK5 0 0 0 0 0 0
0 0 0 0 K6,1 0 0 0 0 0
0 0 0 0 0 δ
(α1
(β1
δ
α2)
β2)
K7 0 0 0 0
0 0 0 0 0 0 δβαK7,2 0 0 0
0 0 0 0 0 0 0 K7,4 0 0
0 0 0 0 0 0 0 0 δβαK7,6 0
0 0 0 0 0 0 0 0 0 K7,7,1


, (A.46)

 Kp ≡ −δa¯pde¯p−1 δce¯p−1b¯p , Ks,t ≡ −δce¯s−1b¯s δa¯sde¯s−1 δa¯′tb¯′t − δa¯sb¯s δa¯′tdd¯t−1 δcd¯t−1b¯′t ,
K7,7,1 ≡ −δce¯6a¯7 δb¯7de¯6δ
b¯
′
7
a¯′7
δb
′′
a′′
− δb¯7a¯7 δce¯6a¯′7 δ
b¯
′
7
de¯6
δb
′′
a′′
− δb¯7a¯7 δ
b¯
′
7
a¯′7
δc
a′′
δb
′′
d

 , (A.47)
Rγδ ≡


0 0 0 0 0 0 0 0 0 0
0 R1 δ
a
b
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 R1 δ
a¯5
b¯5
0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 R2 δ
a¯7
b¯7
0 0 0 0
0 0 0 0 0 0 R1 δ
a¯7
b¯7
δ
a¯
′
2
b¯′2
0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 R1 δ
a¯7
b¯7
δ
a¯
′
6
b¯′6
0
0 0 0 0 0 0 0 0 0 0


, (A.48)
[
R1 ≡ δγα δβδ − 12δβαδγδ , R2 ≡ δγ(α1 δ
ǫ
α2)
δ
(β1
δ δ
β2)
ǫ − 12 δ
(β1
(α1
δ
β2)
α2)
δγδ
]
, (A.49)
Rγc¯2 ≡


0 0 0 0 0 0 0 0 0 0
−δγαδ
ab
c¯2
0 0 0 0 0 0 0 0 0
0 −ǫβγδa¯3
bc¯2
0 0 0 0 0 0 0 0
0 0 −δγαδ
a¯5
b¯3 c¯2
0 0 0 0 0 0 0
0 0 0 ǫβγ
[
−δ
a¯6
b¯5d
δa
′
d
c¯2
−c2 δ
a¯6a
′
b¯5 c¯2
]
0 0 0 0 0 0
0 0 0−δβ(α1δ
γ
α2)
δ
a¯7
b¯5 c¯2
0 0 0 0 0 0
0 0 0 0 δγα
[
−δ
a¯7
b¯6d
δde
c¯2
δ
a¯
′
2
eb′
−c2 δ
a¯7
b¯6b
′δ
a¯′
2
c¯2
]
−δ
(β1
α ǫ
β2)γδ
a¯7
b¯7
δ
a¯
′
2
c¯2
0 0 0 0
0 0 0 0 0 0 −ǫβγδa¯7
b¯7
δ
a¯
′
4
b¯′2 c¯2
0 0 0
0 0 0 0 0 0 0 −δγαδ
a¯7
b¯7
δ
a¯
′
6
b¯′4 c¯2
0 0
0 0 0 0 0 0 0 0 −ǫβγδa¯7
b¯7
δ
a¯
′
7
b¯′6d
δa
′′
d
c¯2
0


[
c2 ≡ 27 + 17√2
]
, (A.50)
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Rc¯2γ ≡


0δβγ δ
c¯2
ba
0 0 0 0 0 0 0 0
0 0 ǫαγδ
ac¯2
b¯3
0 0 0 0 0 0 0
0 0 0 δβγ δ
a¯3 c¯2
b¯5
0 0 0 0 0 0
0 0 0 0 ǫαγ
[
δ
a¯5d
b¯6
δ
c¯2
b′d
+c2 δ
a¯5 c¯2
b¯6b
′
]
δ
(β1
(α
δ
β2)
γ)
δ
a¯5 c¯2
b¯7
0 0 0 0
0 0 0 0 0 0 δβγ
[
δ
a¯6d
b¯7
δ
c¯2
de
δea
′
b¯′
2
+c2 δ
a¯6a
′
b¯7
δ
c¯2
b¯′
2
]
0 0 0
0 0 0 0 0 0 δβ(α1ǫα2)γδ
a¯7
b¯7
δ
c¯2
b¯′2
0 0 0
0 0 0 0 0 0 0 ǫαγδ
a¯7
b¯7
δ
a¯
′
2 c¯2
b¯′4
0 0
0 0 0 0 0 0 0 0 δβγ δ
a¯7
b¯7
δ
a¯
′
4 c¯2
b¯
′
6
0
0 0 0 0 0 0 0 0 0 ǫαγδ
a¯7
b¯7
δ
a¯
′
6d
b¯′7
δ
c¯2
b′′d
0 0 0 0 0 0 0 0 0 0


, (A.51)
Rc¯4 ≡


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−δ
a¯3b
c¯4
0 0 0 0 0 0 0 0 0
0 δβαδ
a¯5
bc¯4
0 0 0 0 0 0 0 0
0 0 −
[
δ
a¯6
b¯3 d¯3
δ
a
′
d¯3
c¯4
+c4 δ
a¯6a
′
b¯3 c¯4
]
0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 −δβαδ
a¯7
b¯5 d¯2
δ
d¯2 a¯
′
2
c¯4
0 0 0 0 0 0
0 0 0 0 −
[
δ
a¯7
b¯6d
δ
a¯
′
4
e¯3b
′ δ
d¯e3
c¯4
+c4 δ
a¯7
b¯6b
′δ
a¯′
4
c¯4
]
0 0 0 0 0
0 0 0 0 0 0 δβαδ
a¯7
b¯7
δ
a¯
′
6
b¯′2 c¯4
0 0 0
0 0 0 0 0 0 0 −δa¯7
b¯7
δ
a
′
d¯3
b¯′4
δ
a¯
′
7
d¯3 c¯4
0 0


[
c4 ≡ 47 + 27√2
]
, (A.52)
Rc¯4 ≡


0 0 δc¯4
b¯3a
0 0 0 0 0 0 0
0 0 0 −δβαδ
ac¯4
b¯5
0 0 0 0 0 0
0 0 0 0
[
δ
a¯3 d¯3
b¯6
δ
c¯4
b′ d¯3
+c4 δ
a¯3 c¯4
b¯6b
′
]
0 0 0 0 0
0 0 0 0 0 0 δβαδ
a¯5 d¯2
b¯7
δ
c¯4
d¯2 b¯
′
2
0 0 0
0 0 0 0 0 0 0
[
δ
a¯6d
b¯7
δ
e¯3a
′
b¯′4
δ
c¯4
d¯e3
+c4 δ
a¯6a
′
b¯7
δ
c¯4
b¯′4
]
0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −δβαδ
a¯7
b¯7
δ
a¯
′
2 c¯4
b¯′6
0
0 0 0 0 0 0 0 0 0 δa¯7
b¯7
δ
a¯
′
4
b′d¯3
δ
d¯3 c¯4
b¯′7
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


, (A.53)
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Rγc¯6 ≡


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−δγαδ
a¯5b
c¯6
0 0 0 0 0 0 0 0 0
0 ǫβγ
[
δ
a¯6
c¯6
δa
′
b
−c6 δ
a¯6a
′
b¯c6
]
0 0 0 0 0 0 0 0
0 δ
(β
(α1
δ
γ)
α2)
δ
a¯7
bc¯6
0 0 0 0 0 0 0 0
0 0 δγαδ
a¯7
c¯6d
δ
a¯
′
2d
b¯3
0 0 0 0 0 0 0
0 0 0 −ǫβγδa¯7
c¯6d
δ
a¯
′
4d
b¯5
0 0 0 0 0 0
0 0 0 0 δγα
[
−δ
a¯
′
6
b¯6
δ
a¯7
b′ c¯6
+c6 δ
a¯7
b¯6b
′δ
a¯′6
c¯6
]
−δ
(β1
α ǫ
β2)γδ
a¯7
b¯7
δ
a¯
′
6
c¯6
0 0 0 0
0 0 0 0 0 0 −ǫβγδa¯7
b¯7
δ
a¯
′
7
c¯6d
δa
′′
d
b¯′2
0 0 0


,
(A.54)
Rc¯6γ ≡


0 0 0 δβγ δ
c¯6
b¯5a
0 0 0 0 0 0
0 0 0 0 ǫαγ
[
−δ
c¯6
b¯6
δa
b′
+c6 δ
a¯c6
b¯6b
′
]
−δ
(β1
(α δ
β2)
γ) δ
ac¯6
b¯7
0 0 0 0
0 0 0 0 0 0 −δβγ δ
c¯6d
b¯7
δ
a¯3
b¯
′
2d
0 0 0
0 0 0 0 0 0 0 ǫαγδ
c¯6d
b¯7
δ
a¯5
b¯′4d
0 0
0 0 0 0 0 0 0 0 δβγ
[
δ
a¯6
b¯′6
δ
a
′
c¯6
b¯7
−c6 δ
a¯6a
′
b¯7
δ
c¯6
b¯′6
]
0
0 0 0 0 0 0 0 0 δβ(α1ǫα2)γδ
a¯7
b¯7
δ
c¯6
b¯
′
6
0
0 0 0 0 0 0 0 0 0 ǫαγδ
a¯7
b¯7
δ
c¯6d
b¯′7
δ
a¯
′
2
b′′d
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


,
(A.55)
Rc¯7,c′ ≡


0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0[
δ
b¯a6
c¯7
δa
′
c′
−c7,1 δ
a¯6a
′
c¯7
δb
c′
]
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −δβαδ
a¯7
c¯7
δ
a¯
′
2
bc′ 0 0 0 0 0 0 0 0
0 0 −δa¯7c¯7 δ
a¯
′
4
b¯3c
′ 0 0 0 0 0 0 0
0 0 0 −δβαδ
a¯7
c¯7
δ
a¯
′
6
b¯5c
′ 0 0 0 0 0 0
0 0 0 0
[
δ
a¯7
c¯7
δ
a¯
′
7
b¯6c
′δ
a
′′
b′
−c7,1 δ
a¯7
c¯7
δ
a¯′
7
b¯6b
′ δ
a′′
c′
]
0 0 0 0 0


, (A.56)
Rc¯7,c
′ ≡


0 0 0 0
[
−δ
c¯7
ab¯6
δc
′
b′
+c7,1 δ
c¯7
b¯6b
′ δc
′
a
]
0 0 0 0 0
0 0 0 0 0 0 δβαδ
c¯7
b¯7
δac
′
b¯′2
0 0 0
0 0 0 0 0 0 0 δc¯7
b¯7
δ
a¯3c
′
b¯′4
0 0
0 0 0 0 0 0 0 0 δβαδ
c¯7
b¯7
δ
a¯5c
′
b¯′6
0
0 0 0 0 0 0 0 0 0
[
−δ
c¯7
b¯7
δ
a¯6c
′
b¯′
7
δa
′
b′′
+c7,1 δ
c¯7
b¯7
δ
a¯6a
′
b¯′
7
δc
′
b′′
]
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0


[
c6 ≡ 17 − 37√2 c7,1 ≡
1
7 +
4
7
√
2
]
. (A.57)
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A.3 Explicit matrix form of χ
We here determine the explicit form of the matrices χαB and χ
Aβ by requiring
(tα)A
B = fαβ
γ χγA χ
Bβ . (A.58)
In the M-theory picture, the adjoint index α and the vector index B are decomposed as
(χαB) =
(
χαb,
χα
b12√
2!
, χα
b1···5√
5!
, χα
b1···7,b√
7!
, χα
8,b123√
3!
, χα
8,b1···6√
6!
, χα
8,8,b
)
,
(χαB) =
(
χR8,aB ,
χRa1···6B√
6!
,
χRa123B√
3!
, χKacB ,
χRa123B√
3!
,
χRa1···6B√
6!
, χR8,aB
)
.
(A.59)
Under this decomposition, components of (χαB) and (χ
Aβ) are determined as follows:
(χαB) =


0 0 0 0 0 0 δba
0 0 0 0 0 δb1···6a1···6 0
0 0 0 0 δb123a123 0 0
0 0 0
ǫab1···7δbc− 14 ǫb1···7bδac√
7!
0 0 0
0 0 −ǫ
a123b1···5√
3! 5!
0 0 0 0
0 ǫ
a1···6b12√
6! 2!
0 0 0 0 0
δab 0 0 0 0 0 0


. (A.60)
(χAβ) =


0 0 0 0 0 0 δab
0 0 0 0 0
ǫa12b1···6√
2! 6!
0
0 0 0 0
ǫa1···5b123√
5! 3!
0 0
0 0 0
ǫba1···7δ
d
a′
+ 1
12
ǫa1···7a′
δdb√
7!
0 0 0
0 0 δb123a123 0 0 0 0
0 δb1···6a1···6 0 0 0 0 0
δba 0 0 0 0 0 0


, (A.61)
where ǫ1···8 = ǫ1···8 = 1 .
In the type IIB picture, we consider the following decomposition:
(χαB) =
(
χαb, χα
b
β,
χα
b123√
3!
,
χα
b1···5
β√
5!
, χα
b1···6,b√
6!
, χα
7
β(12)
,
χα
7,b12
β√
2!
, χα
7,b1···4√
4!
,
χα
7,b1···6
β√
6!
, χα
7,7,b
)
,
(χαB) =
(
χR7,aB,
χRαa1···6B√
6!
,
χRa1···4B√
4!
,
χRαa12B√
2!
, χRα1α2B , χKcdB ,
χ
R
a12
α B√
2!
,
χRa1···4B√
4!
,
χ
R
a1···6
α B√
6!
, χR7,aB
)
.
(A.62)
Then, the matrices (χαB) and (χ
Aβ) are determined as
(χαB) =


0 0 0 0 0 0 0 0 0 δb
a
0 0 0 0 0 0 0 0 δαβ δ
b1···6
a1···6 0
0 0 0 0 0 0 0 δ
b1···4
a1···4 0 0
0 0 0 0 0 0 δαβ δ
b12
a12
0 0 0
0 0 0 0 0 δ
α1
(β1
ǫβ2)α2
0 0 0 0
0 0 0 0
ǫab1···6 δb
′
c
−c7,1 ǫb1···6bδac√
6!
0 0 0 0 0
0 0 0
−ǫαβ ǫ
a12b1···5
√
2! 5!
0 0 0 0 0 0
0 0 ǫ
a1···4b123√
4! 3!
0 0 0 0 0 0 0
0
ǫαβ ǫ
a1···6b
√
6!
0 0 0 0 0 0 0 0
δa
b
0 0 0 0 0 0 0 0 0


. (A.63)
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(χAβ) =


0 0 0 0 0 0 0 0 0 δa
b
0 0 0 0 0 0 0 0 −
ǫαβ ǫ
ab1···6√
6!
0
0 0 0 0 0 0 0
ǫ
a123b1···4√
3! 4!
0 0
0 0 0 0 0 0
ǫαβ ǫa1···5a12√
5! 2!
0 0 0
0 0 0 0 0
ǫ
a1···6bδ
d
a′−
1+ 1
2
√
2
7
ǫ
a1···6a′
δd
b√
6!
0 0 0 0
0 0 0 0 δ
(α1
β1
ǫα2)β2 0 0 0 0 0
0 0 0 δαβ δ
b12
a12
0 0 0 0 0 0
0 0 δ
b1···4
a1···4 0 0 0 0 0 0 0
0 δαβ δ
b1···6
a1···6 0 0 0 0 0 0 0 0
δb
a
0 0 0 0 0 0 0 0 0


, (A.64)
where ǫ1···7 = ǫ1···7 = 1 .
In both the M-theory and the type IIB pictures, we can clearly see that the matrix vanishes
when n ≤ 7 .
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