Abstract-This paper derives a contact-aided inertial navigation observer for a 3D bipedal robot using the theory of invariant observer design. Aided inertial navigation is fundamentally a nonlinear observer design problem; thus, current solutions are based on approximations of the system dynamics, such as an Extended Kalman Filter (EKF), which uses a system's Jacobian linearization along the current best estimate of its trajectory. On the basis of the theory of invariant observer design by Barrau and Bonnabel, and in particular, the Invariant EKF (InEKF), we show that the error dynamics of the point contact-inertial system follows a log-linear autonomous differential equation; hence, the observable state variables can be rendered convergent with a domain of attraction that is independent of the system's trajectory. Due to the log-linear form of the error dynamics, it is not necessary to perform a nonlinear observability analysis to show that when using an Inertial Measurement Unit (IMU) and contact sensors, the absolute position of the robot and a rotation about the gravity vector (yaw) are unobservable. We further augment the state of the developed InEKF with IMU biases, as the online estimation of these parameters has a crucial impact on system performance. We evaluate the convergence of the proposed system with the commonly used quaternionbased EKF observer using a Monte-Carlo simulation. In addition, our experimental evaluation using a Cassie-series bipedal robot shows that the contact-aided InEKF provides better performance in comparison with the quaternion-based EKF as a result of exploiting symmetries present in the system dynamics.
I. INTRODUCTION
Legged robots often use nonlinear observers that fuse leg odometry and Inertial Measurement Unit (IMU) measurements to infer trajectory, controller inputs such as velocity, and calibration parameters [27, 9, 15, 23] . In view of a practical solution, designing a globally convergent observer is sacrificed for one with at best local properties, such as the Extended Kalman Filter (EKF) [19, 22, 28] . Furthermore, joint encoders and IMUs provide high frequency measurements which exacerbate the challenge of meeting rigorous real-time performance requirements in legged robots that arise from their direct and time-varying contact with the environment [10, 17, 11, 16, 26] .
The theory of invariant observer design is based on the estimation error being invariant under the action of a matrix Lie group [1, 13] , which has recently led to the development of the Invariant EKF (InEKF) [12, 6, 7, 8] with successful applications and promising results in simultaneous localization and mapping [6, 31] and aided inertial navigation systems [4, 5, 6, 29] . The invariance of the estimation error with respect to a Lie group action is referred to as the symmetries of the system [5] . The main result of the InEKF is that symmetries lead to the estimation error satisfying a "loglinear" autonomous differential equation on the Lie algebra of the corresponding Lie group of system dynamics. Therefore, one can design a nonlinear observer or state estimator with strong convergence properties, which is rare.
In this article, we derive an InEKF for arbitrary matrix Lie groups acting on a system containing an IMU and contact sensor dynamics, and forward kinematics (FK) measurements. We show that the defined system satisfies the "group affine" property (log-linear error dynamics) and, therefore, can be incorporated as the process model of an InEKF. We further discuss inclusion of IMU bias into the observer which is necessary for real-world applications. This work has the following contributions:
1) Derivation of a right-invariant EKF for IMU and contact process model with a FK measurement model; the observability analysis is also presented; 2) State augmentation of above observer with IMU biases; 3) Evaluations of the derived observers in simulation and hardware experiments using a 3D bipedal robot; 4) An open-source implementation of the developed invariant observers can be found at https://github.com/ UMich-BipedLab/Contact-Aided-Invariant-EKF.
The remainder of this article is organized as follows. Background and preliminaries are given in Section II. Section III provides the derivation of a right-invariant EKF for contact-inertial navigation with a right-invariant FK measurement model. We also present simulation results of the convergence. Section IV discusses the state augmentation of the previously derived InEKF with IMU bias. The consequences of the switching contact points on the state estimator are described in Section V. Experimental evaluations on a 3D biped robot are presented in Section VI. Finally, Section VII concludes the article and suggests future directions.
II. REVIEW OF THEORETICAL BACKGROUND AND PRELIMINARIES
We assume a matrix Lie group [20, 14] denoted G and its associated Lie Algebra denoted g. If elements of G are n × n matrices, then so are elements of g. When doing calculations, it is very convenient to let
be the linear map that takes elements of the tangent space of G at the identity to the corresponding matrix representation so that the exponential map of the Lie group, exp :
where exp m (·) is the usual exponential of n × n matrices.
A process dynamics evolving on the Lie group with state at time t, X t ∈ G, is denoted by
andX t is used to denote an estimate of the state. The state estimation error is defined using right or left multiplication of X −1 t as follows.
Definition 1 (Left and Right Invariant Error).
The right-and left-invariant errors between two trajectories X t andX t are:
where L is an arbitrary element of the group.
The following two theorems are the fundamental results for deriving an InEKF and show that by correct parametrization of the error variable, a wide range of nonlinear problems can lead to linear error equations.
Theorem 1 (Autonomous Error Dynamics [7] ). A system is group affine if the dynamics, f ut (·), satisfies:
for all t > 0 and X 1 , X 2 ∈ G. Furthermore, if this condition is satisfied, the right-and left-invariant error dynamics are trajectory independent and satisfy:
In the above, I d ∈ G denotes the group identity element; to avoid confusion, we use I for a 3 × 3 identity matrix, and I n for the n × n case. In the following, for simplicity, we will use only the right-invariant error dynamics.
Define A t to be a dimg × dimg matrix satisfying
For all t ≥ 0, let ξ t be the solution of the linear differential equation
Theorem 2 (Log-Linear Property of the Error [7] ). Consider the right-invariant error, η t , between two trajectories (possibly far apart). For arbitrary initial error ξ 0 ∈ R dimg , if η 0 = exp(ξ 0 ), then for all t ≥ 0,
that is, the nonlinear estimation error η t can be exactly recovered from the time-varying linear differential equation
This theorem states that (3) is not the typical Jacobian linearization along a trajectory because the (left-or) rightinvariant error on the Lie group can be exactly recovered from its solution. This result is of major importance for the propagation (prediction) step of the InEKF [7] .
The adjoint representation plays a key role in the theory of Lie groups and through this linear map we can capture the non-commutative structure of a Lie group.
Definition 2 (The Adjoint Map, see page 63 Hall [20] ). Let G be a matrix Lie group with Lie algebra g. For any X ∈ G the adjoint map, Ad X : g → g, is a linear map defined as Ad X (L g (ξ)) = XL g (ξ) X −1 . Furthermore, we denote the matrix representation of the adjoint map by Ad X .
For more details on the material discussed above, we refer reader to Barrau [6] , Barrau and Bonnabel [7, 8] .
In this section, we derive a Right-Invariant Extended Kalman Filter (RI-EKF) using IMU and contact motion models with corrections made through forward kinematic measurements. This RI-EKF can be used to estimate the state of a robot that has an arbitrary (finite) number of points in contact with the static environment. While the filter is particularly useful for legged robots, the same theory can be applied for manipulators as long as the contact assumptions (presented in Section III-B) are verified.
In order to be consistent with the standard InEKF theory, IMU biases are neglected for now. Section IV provides a method for reintroducing the bias terms.
A. State Representation
As with typical aided inertial navigation, we wish to estimate the orientation, velocity, and position of the IMU (body) in the world frame [24, 18, 30] . These states are represented by R WB (t), W v WB (t), and W p WB (t) respectively. In addition, we append the position of all contact points (in the world frame), W p WCi (t), to the list of state variables. This is similar to the approach taken in [10, 11] .
The above collection of state variables forms a matrix Lie group, G. Specifically, for N contact points, X t ∈ SE N +2 (3) can be represented by the following matrix:
Because the process and measurements models for each contact point, W p WCi (t), are identical, without loss of generality, we will derive all further equations assuming only a single contact point. Furthermore, for the sake of readability, we introduce the following shorthand notation:
where the input u t is formed from the angular velocity and linear acceleration measurements coming from the IMU. It is important to note that these measurements are taken in the body (or IMU) frame. The Lie algebra of G, denoted by g, is an N +5 dimensional square matrix. Following [7] , define a map, L g : R 3N +9 → g, that maps a vector to the corresponding element of the Lie algebra. In the case of a single contact, for example, this function is defined by:
where (·) × denotes a 3×3 skew-symmetric matrix. The adjoint operator is given by:
B. Continuous System Dynamics
The IMU measurements are modeled as being corrupted by additive white Gaussian noise, per
these are explicit measurements coming directly from a physical sensor. In contrast, the velocity of the contact point is implicitly inferred through a contact sensor; specifically, when a binary sensor indicates contact, the position of the contact point is assumed to remain fixed in the world frame, i.e. the measured velocity is zero. In order to accommodate potential slippage, the measured velocity is assumed to be the actual velocity plus white Gaussian noise, namely
Using the IMU and contact measurements, the individual terms of the system dynamics can be written as:
where g is the gravity vector and h R (α t ), arising from forward kinematics, is the measured orientation of the contact frame with respect to the IMU frame. Therefore, R t h R (α t ) is a rotation matrix that transforms a vector from the contact frame to the world frame.
In matrix form, the dynamics can be expressed as
. The deterministic system dynamics, f ut (·), can be shown to satisfy the group affine property, (2) . Therefore, following Theorem 1, the leftand right-invariant error dynamics will evolve independently of the system's state.
Using Theorem 1, the right-invariant error dynamics is
where the second term arises from the additive noise. The derivation follows the results in [7] and is not repeated here.
Theorem 2 furthermore, specifies that the invariant error satisfies a log-linear property. Namely, if A t is defined by
, then the log of the invariant error, ξ ∈ R dimg , satisfies the linear system
To compute the matrix A t , we linearize the invariant error dynamics, g ut (·), using the first order approximation
With the above, we can express the prediction step of the RI-EKF. The state estimate,X t , is propagated though the deterministic system dynamics, while the covariance matrix, P t , is computed using the Riccati equation, namely,
where the matrices A t andQ t are obtained from (6) and (5),
Remark 1. In (8), A t is time-invariant and the time subscript could be dropped. However, in general it can be time-varying, therefore, we use A t throughout the paper.
C. Right-invariant Forward Kinematic Measurement Model
Let α t ∈ R M denote the vector of joint positions (prismatic or revolute) between the body and the contact point. We assume that the encoder measurements are corrupted by additive white Gaussian noise.
Using forward kinematics, we determine the relative position of the contact point with respect to the body,
where J v denotes the components of the geometric ("manipulator") Jacobian corresponding to linear velocity [25] . Using the state variables, the forward-kinematics position measurement becomes
Re-written in matrix form, this measurement has the rightinvariant observation structure defined in [7] ,
Therefore, the innovation depends solely on the invariant error and the update equations take the form [7, Section 3.
where exp(·) is the exponential map corresponding to the state matrix Lie group, G, L t is a gain matrix to be defined later,
Because the last three rows ofX t Y t − b are identically zero, we can express the update equations using a reduced dimensional gain, K t , and an auxiliary matrix Π I 03,3 , so that [6] .
Using the first order approximation of the exponential map,
, and dropping higher-order terms, we can linearize the update equation (12),
Therefore,
Taking L −1 g of both sides yields the linear update equation:
Finally, we can write down the full state and covariance update equations of the RI-EKF using the derived linear update equation and the theory of Kalman filtering [2, 3] aŝ
where the gain K t is computed using
and from (13), the matrices H t andN t are given by
D. Observability Analysis
Because the error dynamics are log-linear (c.f., Theorem 2), we can determine the unobservable states of the filter without having to perform a nonlinear observability analysis [6] . Noting that the linear error dynamics matrix in our case is Fig. 2: A quaternion-based EKF (Q-EKF) and the proposed right-invariant EKF (RI-EKF) were run 100 times using the same measurements, noise statistics, and initial covariance, but with random initial orientations and velocities. The noisy measurements came from a dynamic simulation of a Cassie-series biped robot where the robot walks forwards after a small drop, accelerating from 0.0 to 0.3 m / sec. The above plots show the state estimate for the first second of data, where the dashed black line represents the true state. The RI-EKF (bottom row) converges considerably faster than the Q-EKF (top row) for all observable states. The estimated yaw angle (not shown) does not converge for either filter because it is unobservable. Therefore, to compare convergence, the velocities shown are represented in the estimated IMU (body) frame.
time-invariant and nilpotent (with a degree of 3), the discretetime state transition matrix is a polynomial in A t ,
It follows that the discrete-time observability matrix is
The last six columns (i.e., two matrix columns) of the observability matrix are clearly linearly dependent, which indicates the absolute position of the robot is unobservable. In addition, since the gravity vector only has a z component, the third column of O is all zeros. Therefore, a rotation about the gravity vector (yaw) is also unobservable. This linear observability analysis agrees with the nonlinear observability results of [10] , albeit with much less computation. Furthermore, as the error dynamics do not depend on the estimated state, there is no chance of the linearization spuriously increasing the numerical rank of the observability matrix [6] . This latter effect was previously known and studied in [10] , and in order to resolve this problem, an observability-constrained EKF [21] was developed. In our proposed framework, by default, the discrete RI-EKF has the same unobservable states as the underlying nonlinear system; hence, the developed discrete RI-EKF inherently solves this problem.
E. Comparison to Quaternion-Based EKF
To investigate potential benefits or drawbacks of the proposed filter, we compare its response to initialization errors against that of a state-of-the-art quaternion-based EKF (Q-EKF), similar to those described in [10, 27] . A dynamic simulation of a Cassie-series bipedal robot (described in Section VI) was performed in which the robot slowly walked forward after a small drop, accelerating from 0.0 to 0.3 m / sec. The simulated measurements were corrupted by additive white Gaussian noise, which are specified in Table I along with the initial state covariance values. The same values were used in both simulation and experimental evaluations of the proposed filter. The IMU bias estimation was turned off for these simulations. The simulation environment models ground contact forces with a linear force law (having a stiffness and damping term) and a Coulomb friction model. To compare the convergence properties of the two filters, 100 simulations of each filter were performed using the same measurements, noise statistics, initial covariance, and various random initial orientations and velocities. The initial Euler angle estimates were sampled uniformly from −30 deg to 30 deg. The initial velocity estimates were sampled uniformly from −1.0 m / sec to 1.0 m / sec. The pitch and roll estimates as well as the (body frame) velocity estimates for both filters are shown in Figure 2 . Although both filters converge for this set of initial conditions, the proposed RI-EKF converges considerably faster than the standard quaternion-based EKF.
IV. INCLUDING IMU BIASES
Implementation of an IMU-based state estimator on hardware typically requires modeling additional states, such as gyroscope and accelerometer biases. Unfortunately, as noted in [6] , there is no Lie group that includes the bias terms while also having the dynamics satisfy the group affine property (2) . Even though many of the theoretical properties of the RI-EKF will no longer hold, it is possible to design an "Imperfect InEKF" that still outperforms the standard EKF [6] .
A. State Representation
The IMU biases are slowly varying signals that corrupt the measurements in an additive way:
These biases form a parameter vector that needs to be accurately estimated as part of the RI-EKF state,
The model's state now becomes a tuple of our original matrix Lie group and the parameter vector, (X t , θ t ) ∈ G × R 6 . The augmented right-invariant error is now defined as
Written explicitly, the right-invariant error is
while the parameter vector error is defined by
As detailed in [6] , the linearized process and measurement models will have a block structure:
B. System Dynamics The deterministic system dynamics now depend on both the inputs, u t , and the parameters, θ t :
The augmented invariant error dynamics only depends on the estimated trajectory though the noise and bias errors, ζ t (this is expected because when there are no bias errors, there is no dependence on the estimated trajectory). A linear system can now be constructed from (20) to yield,
where the noise vector is defined by
C. Forward Kinematic Measurements
The forward kinematics position measurement (11) does not depend on the IMU biases. Therefore, the H t matrix can simply be appended with zeros to account for the augmented variables. The linear update equation becomes
D. Final Continuous RI-EKF Equations
The final "Imperfect" RI-EKF equations that include IMU biases can now be written down. The estimated state tuple is predicted using the following set of differential equations:
The covariance of the augmented right invariant error dynamics is computed by solving the Riccati equation
where the matrices A t andQ t are now defined using (20) , The estimated state tuple is corrected though the update equations
where the gains K ξ t and K ζ t are computed from
t , with the following measurement, output, and noise matrices,
As indicated in [6] , the matrices A t and H t have the block structure shown in (17) .
E. Discretization
The continuous dynamics can be discretized by assuming a zero-order hold on the inputs and performing Euler integration from t k to t k+1 . The discrete dynamics for the individual state elements becomes:
where ∆t = t k+1 − t k and exp(·) is the exponential map for SO (3) . A first-order approximation can be used to simplify integration of the Riccati equation, resulting in the following discrete-time covariance propagation equation,
where the discrete-time linear process model is given by Φ exp m (A t ∆t), and the approximated discrete noise matrix is given byQ k ≈ ΦQ t Φ T ∆t.
V. SWITCHING CONTACT POINTS AND STATE AUGMENTATION
Sections III and IV derived the equations for the RI-EKF under the assumption that the contact point is unchanging with time. However, for legged robots, contacts are discrete events that are created and broken as a robot navigates through the environment. Therefore, it is important to be able to conveniently add and remove contact-point states to and from the observer.
A. Removing Contact Points
To remove a previous contact point from the state, we marginalize the corresponding state variable by simply removing the corresponding column and row from the matrix Lie group. The corresponding elements of the covariance matrix are also eliminated. This can be done through a simple linear transformation. For example, if the robot is going from one contact to zero contacts, then the newly reduced covariance would be computed by
VI. EXPERIMENTAL RESULTS ON CASSIE ROBOT
We now present an experimental evaluation of the proposed contact-aided RI-EKF observer using a 3D biped robot. The Cassie-series biped robot, shown in Figure 1 , has 20 degrees of freedom coming from the body pose, 10 actuators, and 4 springs. The robot is equipped with an IMU along with 14 joint encoders that can measure all actuator and spring angles. The proposed and baseline algorithms (along with the robot's feedback controller) are implemented in MATLAB (Simulink Real-Time). The IMU (model VN-100) is located in the robot's torso and provides angular velocity and linear acceleration measurements at 800 Hz. The encoders provide joint angle measurements at 2000 Hz. The robot has two springs on each leg that are compressed when the robot is standing on the ground. The spring deflections are measured by encoders and are thresholded to serve as a binary contact sensor.
A. Contact-aided Legged Odometry Experiment
An experiment was performed where the robot walked forwards at approximately 0.3 m / sec. The quaternion-based EKF (Q-EKF) and the proposed right-invariant EKF (RI-EKF) were run (off-line) 100 times using the same logged were run (off-line) 100 times using the same measurements, noise statistics, and initial covariance, but with random initial orientations and velocities. The black line represents the filter state estimates when initialized with a good estimate. The RI-EKF (bottom row) converges considerably faster than the Q-EKF (top row) for all observable states. Zoomed-in plots of the RI-EKF performance is provided in the top-right corner. Table I . As with the simulation comparison presented in Section III-E, the initial mean estimate for the Euler angles were uniformly sampled from −30 deg to 30 deg and the initial mean estimate for velocities were sampled uniformly from −1.0 m / sec to 1.0 m / sec. Bias estimation was turned on and the initial bias estimate was obtained from processing the IMU data when the robot was static. The pitch and roll estimates as well as the (body frame) velocity estimates for both filters are shown in Figure 3 . The experimental results for comparing filter convergence matches those of the simulation. The proposed RI-EKF converges faster and more reliably in all 100 runs than the quaternion-based EKF; therefore, due to the convenience of initialization and reliability for tracking the developed RI-EKF is the preferred observer.
B. Discussion
When the state estimate is initialized close to the true value, the RI-EKF and Q-EKF have similar performance, because the linearization of the error dynamics accurately reflects the underlying nonlinear dynamics. However, when the state estimate is far from the true value, the simulation and experimental results show that RI-EKF consistently converges faster than the Q-EKF. The relatively poor performance of the Q-EKF is due to the error dynamics being linearized around the wrong operating point; therefore, the linear system does not accurately reflect the nonlinear dynamics. In addition, when bias estimation is turned off, the invariant error dynamics of the RI-EKF do not depend on the current state estimate. As a result, the linear error dynamics can be accurately used even when the current state estimate is far from its true value, leading to better performance over the Q-EKF. Although this theoretical advantage is lost when bias estimation is turned on, the experimental results (shown in Figure 3 ) indicate that the RI-EKF still is the preferred observer due to less sensitivity to initialization.
VII. CONCLUSION
Using recent results on a group-invariant form of the extended Kalman filter (EKF), this article derived an observer for a contact-aided inertial navigation system for a 3D legged robot. Contact and IMU sensors are available on all modern bipedal robots; therefore, the developed system has the potential to become an essential part of such platforms since an observer with a large basin of attraction can improve the reliability of perception and control algorithms. We also included IMU biases in the state estimator and showed that, while some of the theoretical guarantees are lost, in real experiments, the proposed system has better performance than that of a commonly used quaternion-based EKF. Although the latter is a discrete EKF on Lie group, it does not exploit symmetries present in the system dynamics and observation models, namely, invariance of the estimation error under a group action. Future work includes integration of the observer developed in this work with a camera-based perception system for outdoor terrain mapping and navigation.
