In this paper, we discuss the structure of multivariate spline spaces on arbitrary triangulation by using the methods and results of smoothing cofactor and generator basis of modules. On the base of analyzing the algebraic and geometric results about singularity of S 1 2 ( MS ), we build the structure of triangulation and give some useful geometric conditions such that S +1 ( ) space is singular, and we obtain an algebraic condition which is necessary and sufficient for the singularity of S +1 ( ) spaces as well as their dimension formulae. Moreover, the structure matrix of spline spaces over any given partition is defined, which has been used to discuss the structure of S 1 3 ( ) and S 1 2 ( ) spaces over arbitrary triangulation and to prove the nonsingularity of S 1 3 ( ) spaces. This partially settles a conjecture on the singularity of spline spaces in Wang et al., [Multivariate Spline and its Applications, Kluwer Press, Dordrecht, 2002; Academic Press, Beijing, 1994 (in Chinese)]. Meanwhile, the dimension formulae of S 1 3 ( ), S 1 2 ( ) spaces and the dimension formulae of S +1 ( )( 1) spaces are also given in this paper.
Introduction
It is well-known that spline is an important approximation tool in computational geometry, and it is widely used in many engineering fields. The study on the univariate splines began in the thirties of last century, while the work of Collatz (1938) and Schoenberg (1946) is representative. Up to present the theory on the univariate spline has been developed to be a perfect theory system. The study on the multivariate splines has been developed well for 30 years and many results have been established. There are three methods for studying the multivariate splines: Box spline method, B-net method, and smoothing cofactor method. The second author of this paper proposed smoothing cofactor method in 1975, which links the multivariate splines equivalently to algebraic problems [21] . Under this frame, Wang and his collaborators continued to obtain a series of results on the multivariate polynomial spline spaces and in multivariate rational splines [23] . As we know that the dimension of the multivariate spline space depends not only on the topological property of its partition, but also sometimes heavily on the geometric property of its partition. So the research on multivariate splines also belongs to the constructive algebraic geometry category. Generally, there remain some unsolvable problems in the field of the multivariate splines: (1) the dimension of multivariate spline spaces, such as the singularity of S 1 3 ( ) and S 1 2 ( ) spaces over arbitrary triangulation; (2) interpolation problems by the multivariate splines. Despite of some literatures on the problems, there remain substantial gaps in solving the properly posed set of nodes for interpolation by multivariate splines on a given partition, which is equivalent to the piecewise algebraic curves theory [22, 24, 25] in algebraic geometry. The key problems are to establish the Bezout-type and Riemann-Rochtype theorems for piecewise algebraic curves. Some fundamental results such as the estimation of Bezout's number for some given spline spaces are obtained [22, 24, 25] ; (3) computation of the multivariate splines. Since general and efficient computing method of the multivariate splines over arbitrary partition is not established, the multivariate splines have certain limitation to practical application yet.
Strang [19, 20] , Morgan & Scott [13, 14] , Schumaker [4, 15, 16] , Piper [5] , Alfeld [1] [2] [3] [4] , Billera [6] , Chui [8, 9] , Chou et al. [7] , Shi [17, 18] , Wang [7] [8] [9] [21] [22] [23] [24] [25] , etc have done many researches on the dimension of the multivariate spline spaces. Alfeld et al. [4] , and Wang and Lu [27] have adopted different approaches to give the dimension of S k ( )(k 4 + 1) spaces, respectively. Alfeld et al. [4] extended this results to S 1 4 ( ) spaces. Moreover, Wang [23] conjectured the nonexistence of the singularity of S 1 3 ( ) spaces. The singularity of S 1 2 ( ) spaces over Morgan-Scott triangulation indicates that the dimension of the multivariate spline spaces depends not only on the topological property of partition, but also on the geometric property of partition. Diener [10] and Shi [17] obtained the geometric significance of necessary and sufficient condition of dim(S 1 2 ( MS )) = 7, respectively. Du [11] gave another king of the necessary and sufficient condition of singularity of S 1 2 ( MS ) from the viewpoint of the projective geometry. For the space S r 2r ( MS )(r = 2, 3), a few scholars have got the same kind of geometric conditions as in S 1 2 ( MS ) [10] . From the viewpoint of the smoothing cofactor method, the bivariate spline spaces and the multivariate rational interpolation splines over arbitrary triangulation are equivalent to extracting solution space of the corresponding conformality system of equations-the homogeneous algebraic system in polynomial ring whose solutions constitute a module over a ring. The first author of this paper gave a mechanical method to get generator bases of modules by defining a reduced criterion in modules [12] , where the generator basis obtained by this method of the conformality equations over an interior vertex are made up of some vectors of degree 1, and degree 0 in general cases, thus making it convenient to study the multivariate spline spaces. The purpose of this paper is to consider the singularity and to give the dimension formula of the multivariate splines over arbitrary triangulation.
This paper is organized as follows. In Sections 2 and 3, some known conclusions about generator basis of modules and algebraic and geometric results about singularity of S 1 2 ( MS ) are introduced. Section 4 discusses a structure of singular triangulation and an algebraic condition which is a necessary and sufficient for the singularity of S +1 ( ( ) MS ) and S 2 4 ( MS ). In Section 5, a new conception called structure matrix for spline ring with smoothness and partition is proposed, which will be vital to research spline spaces structure. From the singularity of S 1 3 ( MS ) space "eliminating" process, the structure of S 1 3 ( ) and S 1 2 ( ) spaces are analyzed and we partially prove the conjecture of the nonsingularity of S 1 3 ( ) spaces over arbitrary triangulation in Section 6. Meanwhile, the dimension formulae of S 1 3 ( ), S 1 2 ( ) and S +1 ( ) are established.
Mechanical algorithm of algebraic equations system over polynomial ring
The general problem of an algebraic equations system is put forward as follows: find extract solutions
where all a ij (X) ∈ K[X] are known polynomial functions. It is easily verified that the solutions of algebraic equations system (1) constitute a prime module over the polynomial ring K [x] , denoted by M. Winkler [28] extended the Gröbner base approach to this module, and presented an algorithm of constructing generator bases of modules. It is difficult to use this algorithm to determine the number of the generator bases of module. Moreover, the algorithm is very complicated. Luo [12] proposed a generator basis method in module over the polynomial ring K [x] , In this section we shall introduce some results in [12] that will be relevant to the discussions here.
Let 
The following algorithm is a mechanical algorithm for solving a generating basis of a given modular.
∈ M be k incredible and algebraically independent elements.
(
Let F 1 (x) := G(x) and goto step 1; else Goto 4;
The following lemma can be deduced from the above algorithm and will play an important role throughout this paper.
Lemma 4 (Luo [12] In fact, the resulting n − 1 polynomial vectors from Lemma 4 are generator basis of solutions of the following system of equations:
Lemma 4 can be proved and computed fully using the mechanical algorithm in [12] . By this method, Luo [12] established one point dimension formula and the lower bound of the multivariate spline spaces. Clearly, from Lemma 4 a generator basis of the conformality equation in an interior vertex is composed of some vectors of degree 1 and some constant vectors, which can simplify the research of the multivariate spline spaces. 
Some results on the singularity of S 1 2 ( MS ) spaces
In Morgan-Scott's manuscripts of the 70s of last century, we found that the dimension of spline spaces with degree 2 and smoothness 1 over the triangulation shown in Fig. 1 (a) heavily depends on the geometric property of the partition. Chou et al. [7] pointed out that the singularity of Morgan-Scott triangulation for S 1 2 ( MS ) need not to be a symmetric partition and they obtained a sufficient condition for the dimension to be seven. Shi [17] and Diener [10] have obtained independently that the necessary and sufficient condition of dim S 1 2 ( MS ) = 7 is that Aa, Bb, Cc are concurrent. From the algebraic geometry viewpoint, Du [11] obtained equivalent condition: if we regard l i (x, y) = 0 (i = 1, 2, . . . , 6) as points in the projective space, this 6 points will lie on an irreducible conic curve. Fig. 1(b) shows the duality partition of Morgan-Scott triangulation MS . Besides, by the Pascal's theorem, we can easily derive the geometric condition of singularity from this results (as shown in Fig. 1 
(b))
This problem may also be solved by the generator basis method. Take Fig. 1 for example, denoted by Then the corresponding conformality equations are
From Lemmas 3 and 4, a generator basis of the solution space for the first equation in (5) may be obtained as
Similarly, we have the general basis of the solution spaces for the second and the third equation in (5) . Note that the smoothing cofactor of S 1 2 ( ) spaces are constants and the constraint conditions in interior edges, we have the following conclusions.
Theorem 6 (Luo [12]). dim S 1 2 ( MS ) = 7 if and only if there exists nonzero solution of
i.e., (
The algebraic condition of singularity of S 1 2 ( MS ) mentioned above is equivalent to the geometric condition given by Shi [17] . However, the projective geometry approach adopted by Du [11] lies in constructing a one-to-one map between the smoothing cofactors over quasi-interior edges and the one over all the interior edges, which is difficult to be extended to study structure of any given spline space over general triangulation.
Singularity of S
µ µ+1 ( (µ)
MS )(µ > 1) spaces and S 2 4 ( MS )
In this section we will discuss the singularity of S +1 spaces by using the generator bases viewpoint. Denote by MS the triangulation as shown in Fig. 2 , where − 1 interior edges with different slopes in every interior vertex are added to Morgan-Scott triangulation, so that every interior vertex has + 3 interior edges with different slopes.
From Lemma 4, it is clear that a generator basis of module over the solution space of the conformality equations in each interior edge is made up of + 1 polynomial vectors of degree 1 and one constant vector.
Then using the similar method, we have the algebraic equivalent condition of singularity of spline spaces S +1 ( MS ). Taking S 2 3 ( 2 MS ) for example, we establish the necessary and sufficient condition and the determinant condition of the singularity over the triangulation 2 MS as follows:
Denoted by Ba :
, ab : l w (x, y) = 0, and suppose that
Then the global conformality equations system in interior vertices are
A generator basis of every equation in (8) is made up of 3 polynomial vectors of degree 1 and one constant vector, where each constant vector is
Using constraint condition in interior edges ab, bc and ca, we have Theorem 7 (Wang [26] ). dim S 2 3 ( 2 MS ) = 7 if and only if
Suppose k Aa , k Bb , k Cc are slopes of Aa, Bb, Cc, respectively, it turns out from (9) that
To discuss the geometric significance of (9) in Theorem 7, we analyze it using the method in [11] , denoted by l i : i x + i y + i z = 0, i = 1, 2, . . . , 9 in 2 MS partition, i (i = 1, 2, . . . , 9) the corresponding smoothing cofactors and let p i = ( i , i , i ), i = 1, 2, . . . , 9, then dim S 2 3 ( 2 MS ) = 7 if and only if there exists nonzero solution of equation
Equally,
has nonzero solution. obtain the equivalent geometric condition of Theorem 7 and Corollary 8, we should study deeply into the geometric properties of cubic curves and establish Pascal type theorem to cubic curves in P 3 space. For the spline space S 2 4 ( MS ), using the similar method to the case of S 1 2 ( MS ), we have the following conclusion.
Theorem 12. The spline space S 2 4 ( MS ) is singular, if and only if
It is easy to verify from Theorems 12 and 6 that if MS is singular to the space S 1 2 , then the MS is also singular to the space S 2 4 . It seems to be interesting that the triangulations shown in (Figs. 3a-d ) are all singular to the space S 2 4 but nonsingular to S 1 2 except the triangulation shown in Fig. 3(b) . It is well known from (13) of Theorem 12 that one of the singularity conditions for S 2 4 ( MS ) is that
Take an example, it can be verified that if (u, v) is on the segment bca of the ellipse determined by 2u 2 + 3uv + 10v 2 − 6u + 14v + 4 = 0 for the triangulation shown in Fig. 3(e) , then the spline space S 2 4 ( MS ) is singular. The necessary and sufficient condition (13) for the singularity in S 2 4 ( MS ) is equivalent to the condition obtained by Diener [10] via B-net method.
Structure matrix of spline function ring S µ ( )
To deeply study the structure of the multivariate spline functions spaces, we introduce a new concept called structure matrix which is closely relative to the structure of the multivariate spline spaces.
Given a triangulation , we introduce the following terminologies.
Boundary vertex: Boundary point of the vertices over partition, denoted by V B the number of the boundary vertices of the triangulation .
Interior vertex: Vertex but not boundary vertex over partition, denoted by V 0 the number of the interior vertices of the triangulation .
True interior edge: The vertices of the edge are interior vertices, denoted by E 0 the number of the true interior edges of the triangulation .
Quasi-interior edge: One of the vertices of the edge is a boundary vertex, denoted by E q the number of the quasi-interior edges of the triangulation .
Interior edge: True interior edge and quasi-interior edge are generally called interior edge, denoted by E 0 the number of the interior edges of the triangulation .
Boundary edge: Two vertices of this edge are boundary vertices, denoted by E B the number of the boundary edges of the triangulation .
Local cross-cut interior vertex: Edges passing through this interior vertex all penetrate this vertex and the number of cross-cut edges is n, which is called n-local cross-cut interior vertex, denoted by V (n) C the number of the local cross-cut interior vertices of the triangulation .
Global cross-cut interior edge: Two vertices of this edge are boundary points. We suppose that triangulation in this paper does not have any global cross-cut edges. Interior vertices and interior edges of a given triangulation are labelled v i (i = 1, 2, . . . , V 0 ) and e h (h = 1, 2, . . . , E 0 ), respectively. We fix a manner such as counter-clockwise manner in every interior vertex as in [23] . The signs of smoothing cofactor in each interior edge satisfying the conformality equation in two interior vertices are opposite, which is shown as follows: To simplify our discussion, we show a one-point dimension formula of spline functions.
Proposition 13 (Wang et al. [23]). Suppose that an interior vertex v has n edges with different slopes attached to it in a given partition , then
From proposition 12, we can easily verify that
Lemma 14. For an interior vertex v in a given partition , if there are n rays attached to it in the partition
, concluding n 1 local cross-cut edges, then dimension of S k at v is
Clearly, when n − n 1 − 1
Let the conformality equation in each interior vertex of S ( ) be
where Q k v i (x, y) is the smoothing cofactor in edge l k v i (x, y) = 0. When v i is taken over all interior vertices, the obtained algebraic equations system will be the global conformality equations of S ( ). By summarizing all the global conformality equations, we have
where the vertices in (15) are quasi-interior vertices, l (q) k v i (x, y) are quasi-interior edges. Clearly, the necessary condition of existing spline functions with smoothness in a given partition is that there exists nonzero solution of (16) .
Since all edges in an interior vertex are across the same interior vertex (we might as well suppose it is origin), the corresponding conformality equations (15) can be considered as homogeneous equations in CP 2 , which is equivalent to the condition of CP 1 . Assign two edges with different slopes to basic edges, then the others can be linearly combined by them. The generator bases of solution module of (15) have the following structure:
(1) If n i > + 2, the corresponding generator bases consist of + 1 polynomial vectors of degree 1 and n i − ( + 2) constant vectors. Denote them by 
where the elements consisting of letter C, L, p and q are polynomials of degree 0,1,r+1 and r, respectively. It is noticed that all polynomial vectors of not degree 0 in every generator basis can be generated by two basic edges (two polynomials of degree 1 in vertex v i , i.e. the elements of the polynomial spaces are composed of {1, l
It is trivial to see that the smoothing cofactor of degree zero in the k v i th edges across interior vertex v i can be represented as 
h = 1, 2, . . . , E 0 , for a certain v i , n i + 2, the corresponding summarization in (17) is zero. So a homogenous linear system about unknowns (7) is the structure matrix of S 1 2 ( MS ). The following system of
determined by (19) is called induced conformality equations of S +1 ( ) spaces.
The induced coformality equations of spline functions spaces can be written in different forms according to different requirements. Throughout this paper, we construct it in the following two manners which only confluences the corresponding discussion and computation, not the structure of the spline spaces.
(i) In nonlocal cross-cut vertices and local cross-cut vertices which have more than + 2 edges with different slopes (from Lemma 14, one-point dimension in those vertices can be computed by the same computation formula), according to constraint conditions of smoothing cofactors in edges through corresponding vertex, (19)-type equations are established. Noting in the local cross-cut edges through local cross-cut vertices, the sign of the smoothing cofactors in both sides edges through the vertices are opposite. Considering constraint conditions in local cross-cut edges, we have the constraint conditions of the solution of local conformality equations in two interior vertices adjacent to this cross-cut vertex.
Label the obtained equation from this G( , ).
(ii) Using only the local conformality equations in non-local cross-cut vertices in partitions by the similar method in (i), another structure matrix can be established, which is labelled G( , ).
The structure matrix of spline function ring plays an important role in the structure of the multivariate spline spaces. The results of this paper indicate that it determines not only the dimension of the spline spaces, but also the singularity of the spline spaces.
From the structure of generator bases of the solution of (15)-type, the induced conformality equations of S k ( ) have the following structure:
where G( , ) is the structure matrix of spline functions ring S ( ), X is an unknown polynomial vector in polynomial space P k− +1 , P (x, y) is a vector in P k− +1 generated by the polynomial vectors of degree 1, r and r + 1.
Assume that the row number of the structure matrix is always not greater than the column number. If the row number is greater than its column number, G( , ) can become square matrix by linear row transformations. The corresponding transformations to B in the first equation of (21) cause that the elements from the (N + 1)th term in (19) can be merged into the second of (19) . When k = + 1, the second equation in (19) will not emerge and B = 0 neither. Now the dimension of spline spaces S +1 ( ) can be determined by the following formula:
It follows from (22) that the singularity of S +1 ( ) can be fully determined by the singularity of structure matrix.
Definition 15. The number determined by
is called the singularity number of the structure matrix of S ( ). Obviously, the singularity number ( , ) is invariant to the structure matrices determined by the two manners (i) and (ii).
Proposition 16. If the structure matrix of a spline function ring S ( ) is nonsingular, i.e., the triangulation
for S +1 is nonsingular, then the dimension of a space S k ( )(k > + 1) is independent of the geometry of .
Proof. Following the above discussions, the induced conformality equations of spline spaces S k ( ) are (21), i.e.
G( , )
where X is an unknown vector in polynomial space P k−( +1) , B is a polynomial in P k−( +1) generated by generator bases of polynomials with degree 1 in interior vertices where + 2 edges pass. P (x, y) is a vector in P k−( +1) generated by the polynomial vectors of degree 1, r and r + 1. Owing to the nonsingularity of G( , ), the unknown polynomial vector X is solely determined by the right-hand vector. Moreover, from Lemma 5 P (x, y) = 0 gives the completely independent constraint condition, which completes the proof.
Obviously, from the definition of structure matrix and the matrix theory, an equivalent matrix corresponding to spline functions ring is defined for any given partition and smoothness . Therefore, it leaves an interesting problem as: does a given matrix define a partition structure relative to a given smoothness?
Structure of S 1 3 ( ) and S 1 2 ( ) spaces
In this section, we discuss the singularity of arbitrary spline functions space and prove the nonsingularity of S 1 3 ( ) spaces. Therefore, it is necessary to consider how the singularity of
Let MS be as in Fig. 1(a) . As done in the third section, we may obtain an induced conformality equation of spline space S 1 3 ( MS ) as
where L i (x, y)(i =1, 2, 3) are unknown polynomials of degree 1, A i (i =1, 2, 3, 4, 5, 6) are unknown constants. Following the basic linear algebra theory and the induced conformality equation (24) 
where a, b are known constants, the A k 's in summarization are original A k multiplied constants which are also free constants. From the first equation of (25) (25) gives 3 linearly independent constant conditions. Therefore on the condition that the structure matrix is singular, the dimension of the solution space of induced conformality system remains 6. So we have
We are now in a position to prove positively the conjecture that S 1 3 space is nonsingular for arbitrary triangulation in R 2 .
First, we state the result of Lemma 5 on a special situation that the total degree of the left-hand side (4) 
where E 0 , V 0 is defined the same as the above, V (2) c is the number of all 2-local cross-cut interior vertices in .
Proof. For any given triangulation , since the number of edges passing through interior vertices except for 2-local cross-cut interior vertices is at least 3, a generator basis of the conformality equation in this vertex is at least made up of 2 polynomial vectors of degree 1 or some constant vectors added. Noting any triangulation cannot consist of two adjacent interior vertices both with 3 edges, the induced conformality equation of spline functions ring S 1 ( ) can be represented:
where G( , 1) is a structure matrix of S 1 ( ), −−−−→ X(x, y) is an unknown polynomial vector in polynomial space P 1 , and − −−− → B(x, y) is a polynomial vector in P 1 which is the combination of generator bases of degree 1 in interior vertices with more than 3 edges. (It can also be represented by the combination of equation of two basic edge in two vertices with the same true interior edge.) Combining with Lemma 13, considering the fact that the signs of the smoothing cofactors in adjacent edges are opposite and that every equation in (27) is a constraint condition on the true interior edges, then the number of its equations is E 0 − 2V
c . (i) When the rank of G( , 1)=E 0 −2V (2) c , i.e. (27) is full rank of row, E 0 −2V (2) c unknown polynomials of degree 1 in (27) can be uniquely determined by right-side terms of (27) 
c )
c ). ( , 1) 2, denote by r the rank of G( , 1) , r= the row number of G( , 1) − and make linear transformations to (27) , then (27) becomes
where the rank of G( , 1) = r, i.e., the constant matrix G( , 1) is full rank of row, (28) gives us 3 independent constraint conditions. Therefore,
c − r)
c ).
c yet. Which completed the proof.
To discuss the structure of S 1 2 ( ) spaces over arbitrary partitions, we firstly pretreat to partition : in all interior vertices satisfying n(v i ) 3 (where n i is the number of edges with different slopes passing through interior vertex v i ), wipe off the edges except for local cross-cut edges passing through this interior vertex, then we obtain a new partition over original one (probably not triangulation); For the new partition repeats the same treatment until the obtained partition satisfies the following properties: all the edges of interior vertices are cross-cut edges relative to this vertex, or the number of edges with different slopes in this interior vertices > 3, denoted by the finally obtained partition t , which is called after-partition of the partition . Similarly, we can define interior vertex, interior edge and true interior edge in partition t , and denote the number of them by V 0 t , E 0 t and E t 0 , respectively. The processing of pretreatment can be easily understood from Fig. 4 . In fact, our discussion will be round partition t (probably not triangularity). For interior vertex where the number of edges with different slopes is not more than 3 in partition t , a generator basis of corresponding conformality equations must at least consist of a constant vector. So the induced conformality
where the number of the row vectors of structure matrix
c , X is an unknown constant vector and the number of unknowns is n(v i )>4 d 1 2 (n v i ) (where n(v i ) is the number of edges passing through interior vertex v i in partition t , but not of different edges according to Lemma 14) . So, then by computing we have 
Theorem 19. For any given triangulation
where V 0 t , E 0 t and V (2) c are the numbers of interior vertices, interior edges and 2-local cross-cut vertices in after-partition t of , respectively, ( t , 1) is the singularity number of G( t , ).
If considering the structure matrix and the induced conformality equations generated by the above second way in this paper, we have more delicate results as follows: We point out that the partition structure of figure 2.41 in the 110th page of literature [23] is not "singular structure of partition" from the view point of this paper. The singularity of spline is basically determined accordingly as the rank of corresponding structure matrix is less than its row number.
For any given triangulation, we make pretreatment to it: In all interior vertices satisfying n i + 2 (where n i is the number of edges with different slopes passing through the interior vertices), wipe off the edges except for edges passing through this interior vertices, then we obtain a new partition over original partition (probably not triangulation); For the new partition repeat the same treatment until the obtained partition satisfies the cross-cut edges relative to this vertex, or the number of edges with different slopes in this interior vertices is > + 2, denote by t the final obtained partition, which is called after-partition of partition and the interior vertex and interior edge of this partition are called true interior vertex and true interior edge of original partition, whose number is labelled V 0 and E 0 , respectively. If an interior vertex in the partition t only has s cross-cut lines, we call s-local cross-cut interior vertex in the partition t , denote by V (s) c the number of all s-local cross-cut interior vertex in the partition t . Pretreatment processing is shown in Fig. 5 (take = 2 for example). In a similar way as done in the last section, we can obtain the following theorem.
Theorem 20.
For any given triangulation and the spline space S +1 ( ), the following dimension formula holds:
where V 0 t , E 0 t and V
(i) c are the numbers of interior vertices, interior edges and i-local cross-cut vertices in the after-partition t , respectively, is the singularity number of G( t , ).
As done for S 1 2 ( ), we can obtain the following dimension formula which is equivalent to but more delicate than (30) dim S +1 ( ) = ( where V 0 t , E 0 t and V (i) c are the numbers of interior vertices, interior edges and i-local cross-cut vertices in after-partition t of , respectively, m is the maximum number of cross-cut edges at all local cross-cut vertices in t , and is the singularity number of G( t , ).
Conclusions
To sum up, the problem of the dimension of the multivariate spline spaces over arbitrary triangulation is considered via the smoothing cofactor method and the generator basis method. The conjecture for bivariate cubic spline with one smoothness over arbitrary triangulation is also partially proved in this paper. It is clear from the discussion in Sections 5 and 6 that the structure matrix plays very important role in studying of the multivariate spline spaces, which establishes an equivalent relationship between spline ring S ( ) and the corresponding matrix.
