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Abstract. In multi-objective optimization, set-based performance indicators have
become the state of the art for assessing the quality of Pareto front approxima-
tions. As a consequence, they are also more and more used within the design of
multi-objective optimization algorithms. The R2 and the Hypervolume (HV) in-
dicator represent two popular examples. In order to understand the behavior and
the approximations preferred by these indicators and algorithms, a comprehen-
sive knowledge of the indicator’s properties is required. Whereas this knowledge
is available for the HV, we presented a first approach in this direction for the R2
indicator just recently. In this paper, we build upon this knowledge and enhance
the considerations with respect to the integration of preferences into the R2 indi-
cator. More specifically, we analyze the effect of the reference point, the domain
of the weights, and the distribution of weight vectors on the optimization of µ
solutions with respect to the R2 indicator. By means of theoretical findings and
empirical evidence, we show the potentials of these three possibilities using the
optimal distribution of µ solutions for exemplary setups.
1 Introduction
Evolutionary multi-objective algorithms usually approximate the complete Pareto front
of a problem in a single run. This is in contrast to classical MCDM approaches, which
often apply sequential or hierarchical optimization runs to accomplish this task. In the
beginnings of multi-objective optimization, three requirements for the set approximat-
ing the true Pareto front were defined: minimization of the distance (convergence), cov-
erage of the extremes (spread), and a good representation of the actual shape (distribu-
tion) of the Pareto front [18]. In order to evaluate one or more of these requirements,
several performance indicators were introduced [20, 22]. In particular, the Hypervol-
ume (HV) [21] and the R2 indicator [11] are two recommended approaches which
simultaneously evaluate all these desired aspects. Whereas the HV is a set-based qual-
ity indicator by definition, the R indicator family allows Pareto front approximations to
be assessed based on a set of utility functions. Thereby, it is possible to find out which
of the sets is better for specific preferences encoded in the weight vectors of the utility
⋆ This is an author version of the EMO’2013 paper published by Springer Verlag. The final
publication is available at www.springerlink.com.
2functions. A unary set-based quality indicator utilizing the mean utility over the weight
vectors was proposed just recently [8]. In this paper, the former ideas of assessing re-
gions of specific preferences are thus transferred to the unary variant of the indicator.
Many popular optimization algorithms are based on set-based quality indicators [5,
14,17]. In order to learn about the outcome expected from these algorithms, the prefer-
ences and bias introduced by the choice of the indicator have to be understood. For the
HV indicator, empirical studies [6] and theoretical results [1, 2] do already exist. With
respect to the R2 indicator, we showed that the indicator tends to place the points more
concentrated in the central region of the Pareto front than the HV and that the optimal
placement of a point according to the R2 indicator only depends on its two neighbors
and a subset of the weight vectors in the bi-objective case [8]. Here, we use these in-
sights in order to define and analyze the preferences that can be introduced by a targeted
choice of the reference point and the set of weight vectors. For the latter, particularly
the influence of the covered domain and the density of the weight vectors on the optimal
distributions of µ solutions are assessed. Thereby, we show that it is possible to restrict
the search to a subregion and to adjust the focus of the distribution on the center or on
the extremes of the Pareto front.
The terms and concepts required for understanding the methodological contribu-
tions are provided in the following section 2. Based on these auxiliary means, methods
for integrating preferences into theR2 indicator are presented in section 3. The concep-
tual thoughts behind the methods are validated using empirical evidence. This is done
in section 4. In the final section 5, the results are summarized and an outlook on further
potentials for research on the R2 indicator is provided.
2 Foundations
Throughout the paper, we consider, without loss of generality, the simultaneous min-
imization of k objective functions fj : R
n → R (1 ≤ j ≤ k) with respect to the
Pareto-dominance relation. Since we are interested in optimal distributions of objective
vectors, we will further neglect the corresponding decision variables in Rn. Hence, we
will use the terms solutions and objective vectors interchangeably in the following. We
say a solution x ∈ Rk dominates a solution y ∈ Rk if ∀j : xj ≤ yj and ∃j : xj < yj .
The solutions that are non-dominated by any other feasible solution are called Pareto-
optimal, and we call the entire set of Pareto-optimal solutions Pareto front.
We can formulate the search for a Pareto-optimal solution as a single-objective prob-
lem, for example, by means of the achievement scalarizing function (ASF, [16])
uw(y) = max
j
wj(yj − rj)
where r = (r1, . . . , rk) is a reference point
4 and w = (w1, . . . , wk) a weight vector.
Each Pareto-optimal solution a is associated with a weight vectorwa = ( βa1−i1 , . . . ,
β
ak−ik
)
such that the minimization of the ASF with weightwa yields the solution a, with β > 0
4 Often, the ideal or a utopian point, is used as reference point, i.e., an objective vector typically
better than all feasible solutions.
3Fig. 1. Left: Illustration of the target direction (dotted line) through the reference point (cross)
corresponding to the target vector t (black arrow) as well as some lines of equal function value
u
w
t(x) = const. Lighter colors in the background indicate a smaller value of the achievement
scalarizing function. The optimal solution (tip of dash-dotted arrow) lies at the intersection of
the target direction with the Pareto front (dashed line). Right: Illustration of a target cone (gray
area), given by a set of four weight/target vectors (black arrows). The reference point is denoted
again as a cross and the attainable part of the Pareto front is depicted as the solid black part of the
gray dashed Pareto front.
being a normalization factor such that
∑
j wj = 1. In case that the reference point is
dominating a or dominated by a, the weight vector will be strictly positive. For a proof
of this case, see for example [16, Theorem 2.3.4] or [8, Lemma 2].
This result about the ASF can be interpreted also graphically. Given a so-called
target direction r +mt through the reference point r in direction of the target vector
t = (t1, . . . , tk), the minimization of the ASF uwt(y) = maxj w
t
j(yj − rj) with the
weights wt = (β/t1, . . . , β/tk) with β = 1/(
∑
j 1/tj) results in the indifference
contours shown in the lefthand plot of Fig. 1 and finally in the optimal solution that
is lying at the intersection between the target direction and the Pareto front. In the
example of Fig. 1, the target vector is t = (2, 1) with a slope of t2/t1 = 1/2 while the
corresponding normalized weight vector isw = 11/t1+1/t2 · (1/t1, 1/t2) = (1/3, 2/3).
Definition 1 Given a target vector t = (t1, . . . , tk) or its associated weight vector
w = (β/t1, . . . , β/tk) with β = 1/(
∑
j 1/tj), we call a feasible solution mapped to
the minimal value of the ASFmaxj wj(yj−rj) an optimal solution for the target vector
t.
Note that we will, in the following, use interchangeably either the weight vector
w = (w1, . . . , wk) or the target direction t = (1/w1, . . . , 1/wk) to define an ASF
problem. In the case of bi-objective problems, we also allow weight vectors of the
form (0, 1) and (1, 0) for which the corresponding target directions are (1, 0) and (0, 1)
respectively. Furthermore, to make the text more readable, we will also denote any
vector pointing in the target direction as target vector, cf. again Fig. 1.
Definition 2 Given a target direction r+mt through the reference point r, we call any
vector mt mutually different from the null vector (i.e. m > 0) a target vector for the
corresponding target direction.
In case we are interested in finding more than one Pareto-optimal solution, we have
to either perform several independent optimization runs for different weight or target
4vectors or we can optimize the achievement scalarizing function for several weight/target
vectors simultaneously. TheR2 indicator [8,11] is based exactly on this concept5. In the
following, we consider the unary R2 indicator of [8] where the weighted Tchebycheff
function is replaced by the more general ASF—later results on the optimal distribution
of µ solutions also hold for the indicator investigated in [8].
Definition 3 Given a set of N weight vectors W = {w1, . . . ,wN} ⊂ Rk and a
reference point r ∈ Rk, the unary R2 indicator assigns the following value to a set
S ⊂ Rk of solutions
R2(S,W, r) =
1
N
∑
w∈W
min
s∈S
max
j
wj(sj − rj) . (1)
Note that a smallerR2 value corresponds to a better solution set and that, following [8],
we only consider the unary R2 indicator, which does not require a reference set, here.
This indicator is popular in multi-objective optimization due to its runtime inO(Nk|S|)
which is linear in the number of weights, the objective dimension, and the number of
solutions in the set S. In this context, however, it is still unclear how many weight
vectors are required for sufficiently covering the weight space. First suggestions for
bi-objective problems can be found in [8], but the scaling with number of objectives
k is still an open issue. As the volume of the space increases exponentially with k, it
would be plausible that the same holds for N , making the indicator as expensive as
the hypervolume. In the case of the R2 indicator, and more generally, if more than
one target direction is involved in the optimization, we generalize the idea of the target
direction to target cones, see also the righthand illustration in Fig. 1.
Definition 4 The minimum cone including the target directions ti ∈ T related to all
weight vectors wi ∈W is denoted as target cone.
The target cone therefore defines the region of interest defined by the reference
point r and the set of weight vectors W (or the corresponding set of target vectors
T). For bi-objective problems, we can prove that the solution set which is optimal with
respect to theR2 indicator lies within the target cone for a suitable set of weight vectors.
In order to simplify the proof and to clarify what suitable means, we define what we
call a free target vector and prove a small technical lemma beforehand.
Definition 5 Given the R2 indicator with reference point r ∈ Rk and weight vectors
W ⊂ Rk, we call a target vector t corresponding to a weight vector wt ∈ W free
with respect to a solution set S ⊆ Rk iff S does not contain an optimal solution for t.
Lemma 1. If a solution s ∈ S of a solution set S lies outside the target cone and has
a positive contribution to the bi-objective R2 indicator defined by the reference point
r ∈ R2 and a set of weight vectorsW ⊂ R2, i.e., ifR2(S,W, r) > R2(S\{s},W, r),
then s has also a positive contribution to the closest extreme target vector.
5 Originally, the indicator was introduced as a binary indicator and for no specific utility func-
tion, see [11] for details.
5Proof. Let us assume without loss of generality that s is lying to the upper left of the
target cone and denote by t′ the leftmost target vector, defined by wt
′
∈W.
Since s lies on the top left of any target vector t defined by a weight vector wt =
(wt1, w
t
2) ∈ W, we have that w
t
1(s1 − r1) < w
t
2(s2 − r2) (I). Moreover, we know that
wt
′
1 ≥ w
t
1 and w
t
′
2 ≤ w
t
2 holds for any weight vector w
t = (wt1, w
t
2) ∈ W because t
′
is the leftmost target vector (II).
We prove the lemma by contradiction. Assume that s has a positive contribution
to a target vector t associated with wt = (wt1, w
t
2) 6= (w
t
′
1 , w
t
′
2 ), i.e., max{w
t
1(s1 −
r1), w
t
2(s2 − r2)} < max{w
t
1(x1 − r1), w
t
2(x2 − r2)} for any other solution x ∈
S. On the other hand, assume also that s has no positive contribution to the leftmost
target vector t′, i.e., that there exists a solution a ∈ S \ {s} such that max{wt
′
1 (a1 −
r1), w
t
′
2 (a2− r2)} < max{w
t
′
1 (s1− r1), w
t
′
2 (s2− r2)}. Then with (I) and (II), we can
show a contradiction to the above assumption that s has a positive contribution to the
target vector associated with the weight vector wt = (wt1, w
t
2):
max{wt
′
1 (a1 − r1), w
t
′
2 (a2 − r2)} < max{w
t
′
1 (s1 − r1), w
t
′
2 (s2 − r2)}
(I)
=⇒ max{wt
′
1 (a1 − r1), w
t
′
2 (a2 − r2)} < w
t
′
2 (s2 − r2)
=⇒ wt
′
1 (a1 − r1) < w
t
′
2 (s2 − r2) and w
t
′
2 (a2 − r2) < w
t
′
2 (s2 − r2)
(II)
=⇒ wt1(a1 − r1) < w
t
2(s2 − r2) and w
t
2(a2 − r2) < w
t
2(s2 − r2)
=⇒ max{wt1(a1 − r1), w
t
2(a2 − r2)} < w
t
2(s2 − r2)
(I)
=⇒ max{wt1(a1 − r1), w
t
2(a2 − r2)}
!
< max{wt1(s1 − r1), w
t
2(s2 − r2)}
⊓⊔
Now, we are finally able to prove that in the bi-objective case, the optimal solution
set of size µ that minimizes the R2 indicator fully lies within the target cone.
Theorem 1. Given a bi-objective optimization problem and a set of weight vectors
W ⊂ R2 for the achievement scalarization functions within the R2 indicator with
reference point r ∈ R2. Then, all objective vectors of a solution set S ⊆ Rk with
|S| = µ solutions that minimizes the R2 indicator lie within the target cone defined
by W if µ ≤ |W| and if at least µ target vectors defined by the weight vectors in W
intersect with the Pareto front.
Proof. For the case µ = |W|, we refer to the proof of Theorem 1 in [8] and prove the
case µ < |W| by contradiction. To this end, let us assume that the solution set S ⊆ Rk
minimizes the R2 indicator with respect to W and r and that the solution s ∈ S is
lying outside the target cone. We distinguish two cases: Either s has no contribution to
the R2 indicator, i.e., R2(S,W, r) = R2(S \ {s},W, r) (case 1) or s has a positive
contribution to the R2 indicator, i.e., R2(S,W, r) > R2(S \ {s},W, r) (case 2).
Case 1: If s itself has no contribution to the R2 indicator, we can replace s by an
optimal solution s∗ of a free target vector t∗ which exists due to the pigeonhole principle
(we presupposed at least as many intersections of target vectors with the Pareto front as
there are solutions in S). Then, the R2 indicator for (S \ {s}) ∪ {s∗} is larger than for
S which is a contradiction to the assumed optimality of S.
6Case 2: Let us now assume that solution s, which lies outside of the target cone,
has a positive contribution to theR2 indicator. Then, we know from Lemma 1 that s has
also a positive contribution to the closest extreme target vector t′ of the R2 indicator.
Hence, t′ must be a free target vector and we can replace s by the optimal solution
s′ with respect to t′ and improve the overall R2 indicator value which contradicts the
assumed optimality of S. ⊓⊔
Note that in case the number of points in the set S is larger than the number of target
vectors, the optimal solution sets of size µ can contain solutions outside the target cone
due to solutions with no contribution to the R2 indicator [8]. As the above theoretical
investigations do only show qualitative results, but do not allow concrete solution sets to
be proven to correspond to an optimal R2 indicator value, we investigate those optimal
solution sets of size µ, also called optimal µ-distributions [2], in the following by means
of numerical approximations while changing the location of the reference point, the
target cone, and the distribution of the target directions within the cone.
3 Integrating Preferences into theR2 Indicator
In this section, the concept of the target cone (Definition 4) is further elaborated. We will
discuss how the target cone is modified by changing the position of the reference point
and by restricting the weight space covered by the weight vectors inW. In addition, the
effect of the density of the weight vectors in W on the distribution of target directions
within the target cone is discussed to allow the preferences to be further refined.
3.1 Position of the Reference Point
In the previous section, the special role of the reference vector r as intersection of
all target directions became obvious. By moving the reference point, the target cones
are moved accordingly. This is shown in Figure 2. By changing the position of the
reference point from r = (0, 0)T (left) to r = (0.2, 0.1)T (right), the focused region on
the exemplary Pareto front f2 = 0.5− f1 (DTLZ1, [10]) is narrowed significantly.
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Fig. 2. Moving the target cone (gray area) by changing the position of the reference point from
r = (0, 0)T (left) to r = (0.2, 0.1)T (right). The dashed lines correspond to the target directions
and the Pareto front of DTLZ1 is indicated by the thick black line.
73.2 Restriction of the Weight Space
The target cone is defined as the envelope of the target directions (cf. Definition 4).
As a consequence, it can be narrowed by restricting the components of the normalized
weight vectors w ∈W to subintervals of [0, 1]. This is shown in Figure 3.
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Fig. 3. Narrowing the target cone (gray area) by restricting the first component of the normalized
weight vectors from w1 ∈ [0.1, 0.9] (left) to w1 ∈ [0.2, 0.5] (right). The dashed lines correspond
to the target directions and the Pareto front of DTLZ1 is indicated by the thick black line.
3.3 Density of the Weight Vector Distribution
So far, the standard approach is to distribute the weight vectors uniformly within [0, 1],
i.e., w1 = 0, 0.01, . . . , 0.99, 1 and w2 = 1 − w1 for 101 weight vectors, see e. g. [15].
However, the weight vector distribution influences the optimal distribution of solution
sets regarding R2. In order to obtain additional flexibility, we propose Algorithm 1 as
an exemplary method to generate weight vector distributions which express increased
preferences regarding the extremes of the front. These kinds of weight vector distri-
butions might be desired due to the fact that the optimal distributions of µ solutions
regarding R2 result in more centered point distributions than the HV indicator if the
weights are chosen uniformly in the weight space [8]. To accomplish this shifted fo-
cus, a power transformation with exponent γ is implemented. With increasing γ > 1,
the initial uniform distribution is more and more skewed. To stick with a symmetric
distribution, this skewing is only performed on weights w ≤ 0.5 which are then mir-
rored along w = 0.5 to obtain the weight components w > 0.5. This approach on the
one hand increases the effect of the transformation, but on the other hand requires a
rescaling for still covering the whole domain of weight vectors. The entire rescaling
is provided in Algorithm 1. Fig. 4 shows the weight vector distributions resulting for
exemplary values of the skewing factor γ.
4 Results
In the remainder of this paper, we investigate experimentally how the previously de-
scribed ways to incorporate preferences into the R2 indicator change its bias. More
8Algorithm 1 Generate Weight Vectors
function GENERATEWEIGHTVECTORS(γ, n)
⊲ γ: skew factor, n: number of vectors, must be odd
weights.x← sequence(0, 0.5,stepsize= 1/(n− 1)) ⊲ distribute uniformly
weights.x← 0.5−γ+1(weights.x)γ ⊲ skew and rescale weights
diffs← 1− reverse(weights.x[1, . . . , (n− 1)/2]) ⊲ Mirroring differences along w = 0.5
weights.x← concatenate(weights.x, diffs) ⊲ Build symmetric distribution
return weights.x
end function
concretely, we approximate the solution sets of µ points that minimize the R2 indica-
tor among all sets of µ points, the so-called optimal µ-distributions, see [2, 8]. Results
are obtained by means of standard numerical optimization algorithms for several well-
known bi-objective test functions. As we know from theoretical investigations [8], the
optimal µ-distributions of the R2 indicator lie on the Pareto front if at least µ target
vectors of the indicator intersect with the Pareto front. Hence, we are interested in find-
ing the positions of µ points (yi1, y
i
2) (1 ≤ i ≤ µ) on the Pareto front such that the R2
indicator of these points is minimal. It is easy to see that this optimization problem is
only of dimension µ due to the fact that the points (yi1, y
i
2) have to lie on the Pareto
front and are therefore dependent variables [2], for instance yi2 = 0.5− y
i
1 for DTLZ1.
4.1 Position of the Reference Point
For the validation of the analytical thoughts of subsection 3.1, a simple experiment
was performed. Using the experimental setup of a former study [8], the position of
the reference point was changed and a corresponding optimal µ-distribution for the R2
indicator was empirically determined by optimizing the above mentioned yi1 values with
the CMA-ES [3]. Thereby, the standard setup of the recent MATLAB implementation
was used [13]. The results of the best of ten replications on the DTLZ1 test function
featuring the linear Pareto front yi2 = 0.5 − y
i
1 are shown in Fig. 5 for solution sets of
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Fig. 4. Different weight vector distributions for eleven weight vectors: Uniform (γ = 1, left),
γ = 2 (middle) and γ = 3. The dashed lines correspond to the corresponding target directions.
The Pareto front of DTLZ1 is indicated by the solid black line.
9−0.5 0 0.5 1
−0.5
0
0.5
1
First objective y1
Se
co
nd
 o
bje
cti
ve
 y 2
−0.5 0 0.5 1
−0.5
0
0.5
1
First objective y1
Se
co
nd
 o
bje
cti
ve
 y 2
−0.5 0 0.5 1
−0.5
0
0.5
1
First objective y1
Se
co
nd
 o
bje
cti
ve
 y 2
−0.5 0 0.5 1
−0.5
0
0.5
1
First objective y1
Se
co
nd
 o
bje
cti
ve
 y 2
Fig. 5. Experimental results for moving the target cone (gray area) defined by 10 uni-
formly distributed weight vectors by changing the position of the reference point. Shown are
r = (−0.5,−0.5)T (upper left), r = (−0.25,−0.25)T (upper right), r = (−0.1,−0.1)T
(bottom left), and r = (0.1, 0.1)T (bottom right). The dashed lines correspond to the target
directions. The best result of the CMA-ES optimization for µ = 10 solutions is depicted using
black dots. The Pareto front of DTLZ1 is indicated by the thick black line.
size µ = 10 andN = 10 target directions. As the findings with respect to the movement
of the target cone and the distribution of the individuals are general, the choice of the
linear front does not represent a restriction. For other fronts with more complex shapes,
qualitatively the same results can be expected.
The optimal solutions are located at the intersections between the target directions
and the Pareto front. Although the positions of µ − N solutions are not uniquely de-
termined from a theoretical point of view in the case when less than µ target direc-
tions intersect with the Pareto front [8], the used initialization of the CMA-ES result
in clusters of solutions at the extremes. As a consequence, one can only distinguish as
many different points in the optimal µ-distributions of Fig. 5 as there are intersections
between target directions and the Pareto front. Hence, the number of inner mutual so-
lutions decreases with increasing distance to the reference point. If the reference point,
however, is moved inside the interval of component values within the front, a focus on
the respective region can be realized (bottom right plot of Fig. 5).
The fact that not all µ solutions are uniquely defined in the above examples with
N = µ = 10 target vectors, i.e., that they potentially are even dominated in the opti-
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Fig. 6. Experimental results for moving the target cone (gray area) defined by 1000 uni-
formly distributed weight vectors by changing the position of the reference point. Shown are
r = (−0.5,−0.5)T (upper left), r = (−0.25,−0.25)T (upper right), r = (−0.1,−0.1)T
(bottom left), and r = (0.1, 0.1)T (bottom right). The best result of the CMA-ES optimization
for µ = 10 solutions is depicted using black dots. The Pareto front of DTLZ1 is indicated by the
thick black line.
mal µ-distributions, is usually not desired, as in these cases, not all solutions provide
additional information about the shape of the Pareto front. In particular, if the true ideal
point of the front is not known a priori, it is hard to specify an appropriate reference
point allowing the whole front to be covered. A simple solution to this problem is to in-
crease the number of weight vectors. In this case, there are enough intersecting points to
locate all individuals on different locations of the Pareto front. This is shown in Figure 6
which only differs from Figure 5 by an increase of the number of weight vectors from
N = 10 to N = 1000. The three cases where the reference point is outside the interval
of component values within the front are now resulting in almost the same distribution
of individuals.
4.2 Density of the Weight Vector Distribution
Further experiments were conducted in order to experimentally check how the optimal
µ-distributions regarding R2 are influenced by varying the underlying weight vector
distribution. More specifically, it is probable that by shifting the density of the weight
11
vectors away from the center of the Pareto front, the optimal µ-distributions for the R2
indicator become more similar to the respective ones for the HV indicator based on
former results presented in [8]. Algorithm 1 forms the basis for generating the required
weight vector distributions using γ ∈ {1, 1.5, 2, . . . , 4.5, 5}.
The size µ of the focused solution set is chosen as 10 to be in line with preced-
ing studies and to ensure a meaningful visualization of the results. The number of
weight vectors is set to 501 as former experiments in [8] indicated this as a threshold for
generating sufficiently robust optimization results. Three different test functions repre-
senting different kinds of Pareto front shapes are addressed, i.e., ZDT1 (convex, [19]),
DTLZ1 (linear, [10]) and DTLZ2 (concave, [10]). The definitions of the Pareto fronts
are yi2 = 1−
√
yi1 (ZDT1), y
i
2 = 0.5− y
i
1 (DTLZ1), and y
i
2 =
√
1− (yi2)
2 (DTLZ2).
On each of these test problems, we approximated the optimal µ-distributions using the
reference point (0, 0)T . To accomplish this, ten CMA-ES runs with a population size
of five and an offspring size of 10 as recommended in [12] enhanced by one L-BFGS-
B [9] run were conducted. As starting population, the optimal µ-distributions regarding
R2 based on uniformly distributed weight vectors [8] were used.
The experimental results are presented in Fig. 7. In order to allow for a visual com-
parison, the optimal µ-distribution for the hypervolume indicator [1] for µ = 10 solu-
tions is depicted at the top of each figure. It can be clearly seen that the optimal positions
of the resulting solutions follow the shifts induced to the weight vectors by increasing
γ. For a coarser density of weight vectors at the center of the front, the positions of the
optimized solutions indicate movements towards the extremes of the front. Even distri-
butions similar to the HV-optimal ones result which is in line with our expectations. The
perturbations in the trends for increasing γ are due to the high problem difficulty for the
solvers which sporadically produce slightly suboptimal results, especially for DTLZ2.
4.3 Restriction of the Weight Space
Additionally, experiments were carried out to visualize the effect indicated by Theo-
rem 1 that all solutions of the optimal µ-distributions regarding R2 lie within the target
cone defined by weight vectors wi ∈ W. By restricting the weight space to prede-
fined intervals (see Sec. 3.2), the solutions yi are located in between the intersections
of the outmost weight vectors with the front. However, as general theoretical results for
more than one separate interval in weight space were not yet derived—the optimal µ-
distributions depend on the proximity of these intervals—we experimentally analyzed
this situation.
The experimental setup coincides with the respective settings of the previous sec-
tion with respect to the test functions and optimization algorithms considered. However,
in the current setup, the 501 weight vectors are uniformly distributed within predefined
intervals. Specifically, the situation of two separate intervals is addressed. Thereby, the
number of weight vectors is split equally to both intervals. Regardless of this, the initial
populations of the CMA-ES are filled by 10 uniformly spaced points on the y1-axis
within the interval defined by the two outmost weight vectors over all considered inter-
vals.
Figure 8 presents the corresponding experimental results. In line with Theorem 1,
the optimal µ-distributions regarding R2 are located within the intervals defined by
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Fig. 7. Experimental results for weight vector distributions with varying density. The best result of
the 11 optimization runs is depicted using black dots. The parameter γ of the underlying weight
vector distributions is given on the y-axes of the figures. At the top line, the corresponding optimal
µ-distribution for the HV is shown for reference. The respective weight vector distributions for
different parameter levels γ are visualized using histograms in the lower right plot.
the target cones resulting from the restriction of the weight space. Additionally, as the
two separate intervals considered are not close to each other, solutions are concentrated
within the two individual target cones in a defined way. Although the points, especially
for DTLZ2 and ZDT1, appear to be distributed quite skewed towards the edges of the
displayed intervals, the corresponding Euclidean distances in two-dimensional space
are much more homogeneous. This is due to the curvature characteristics of the respec-
tive fronts with either very small or very high gradients towards the extremes in each
dimension and the fact that the plots, as shown here, present only the projections of the
solutions onto the y1-axis of the first objective function.
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Fig. 8. Experimental results for restricted weight spaces. The best approximation regarding R2
out of 11 runs is visualized by black dots. 501 weight vectors are uniformly distributed in the
region(s) given on the y-axis of the plot. In case two intervals are considered, the number of
weight vectors is split equally to both intervals. The resulting interval(s) on the x-axis bounded
by the intersections of the outmost weight vectors with the Pareto front are visualized in orange.
5 Conclusions
In this paper, three variants for integrating preferences into the R2 indicator were in-
troduced. These variants exploit that the optimal µ-distributions for the R2-indicator
are affected by moving the reference point, by restricting the weight space, as well as
by skewing the weight vector distribution. In addition, a sound theoretical background
for the first two variants was provided by proving a theorem which relates the loca-
tion of the optimal µ distribution to the target cone of the weight vectors of the R2
indicator. Moreover, experiments were conducted to visually illustrate that the choice
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and the target cone of the weight vector distribution heavily influences the optimal µ-
distribution for the R2 indicator. This is of particular interest, as the standard approach
is still to uniformly distribute the weight vectors over their complete domain without
being aware of the resulting implications. While the results on the one hand demand
for a cautious choice of the weight vector distribution, it thereby becomes possible to
take into account preferences regarding the distribution of the points on the Pareto front
approximation.
The reference point, as a parameter of R2, was found to have an influence which is
not negligible. Especially, in case it is chosen too close to the Pareto front, i.e., in case it
does not dominate the whole Pareto front, the optimal µ-distributions regardingR2 will
never cover the whole extent of the Pareto front, independent from the number of weight
vectors. On the other hand, the number of weight vectors which intersect the Pareto
front decreases with increasing distance to the front. Thus, the recommendation is to
apply a very conservative reference point (far better than the approximated Pareto front)
and to use more weight vectors the higher the uncertainty of the location of the actual
ideal point. This increases the probability that a sufficiently high number of weight
vectors intersects the complete Pareto front.
Regarding future work, several research directions are worth to be explored. In ad-
dition to further quantitative theoretical analyses of concrete optimal µ-distributions for
the R2 indicator in the bi-objective case, it will be important to investigate the opti-
mal distributions also for problems with more than two objective functions or other
related indicator such as the one in [7]. Furthermore, the question arises how the opti-
mal µ-distributions for the (preference-based) R2 indicator can be actually obtained in
practice. A simple R2-indicator-based selection within an evolutionary multi-objective
optimization algorithm similar to known HV-indicator-based algorithms, such as [4,5],
would be a first step towards this goal.
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