Optical constants of hexagonal GaN ͑in the range 1.5-10 eV͒, InN ͑in the range 2-10 eV͒, and AlN ͑in the range 6-20 eV͒ for EЌc are modeled using a modification of Adachi's model of optical properties of semiconductors. Model parameters are determined using the acceptance-probability-controlled simulated annealing method. The employed model uses an adjustable broadening function instead of the conventional Lorentzian one. The broadening can vary over a range of functions with similar kernels but different wings. Therefore, excessive absorption inherent to Lorentzian broadening due to the large wings of a Lorentz function can be reduced, yielding better agreement with experimental data. As a result, excellent agreement with experimental data is obtained; the relative rms errors for the real part of the index of refraction are below 2% for all three materials, and, for the imaginary part, below 5% for GaN and below 3% for InN and AlN.
I. INTRODUCTION
The nitrides are characterized by their high ionicity, very short bond lengths, low compressibility and high thermal conductivity. III-V nitride semiconductors have attracted much attention because of their potential use in device applications in the visible and near ultraviolet ranges. 1 Since the fundamental band gaps of InN, GaN, and AlN are around 1.9, 3.5, and 6.2 eV respectively, their ternary systems are of interest for electroluminescence devices operating at wavelengths from orange to ultraviolet. 2 For the application of GaN, InN, and AlN in optoelectronic devices, detailed knowledge of their optical properties is necessary. Experimental studies have mostly been limited to photoluminescence and photoreflectance measurements for the investigation of the position of the fundamental band gap, while work on the determination of the optical constants in the wide spectral range has been scarce. There have been several experimental studies on the optical constants of GaN [3] [4] [5] [6] and AlN, [7] [8] [9] while for InN, data in the wide spectral range have been reported only by Guo et al. 10, 11 It is well known that the optical properties of solids can be described in terms of the complex dielectric function ⑀()ϭ⑀ 1 ()ϩi⑀ 2 (). In the design of optoelectronic devices, such as lasers and waveguide devices, interplay between the physical dimensions of the device and the index of refraction requires that the index of refraction be known as a function of the wavelength as precisely as possible. The model for the index of refraction should be simple and concise and yet comprehensive enough to account for all the relevant features of the index of refraction over the wide energy range.
Several attempts have been made to model the dielectric function of hexagonal GaN in narrow spectral range, 4, 12, 13 as well as in wide spectral range. 3, 14, 15 In the wide spectral 22 used the linear-muffintin orbital method. However, optical constants calculated in such a manner agree with experiment only in terms of the position of peaks in the absorption spectrum, while the shape of the curve is completely different ͑theoretical calculations produce sharper and stronger peaks than those observed in the experimental data͒. Therefore, the main aim of this work is to model the optical constants of hexagonal GaN, InN, and AlN for perpendicular polarization (EЌc) using relatively simple analytical expressions, giving good agreement with experimental data. This should facilitate more efficient and more reliable optoelectronic device design.
The paper is organized as follows. In Sec. II, we describe the employed model of the optical constants of hexagonal semiconductors. In Sec. III, the calculated results are presented and a discussion on the comparison between the experimental data and previous calculations for GaN is given.
II. DESCRIPTION OF THE MODEL
We shall briefly describe the employed model. The complex dielectric function as a function of energy Eϭប is described by the sum of terms corresponding to one-electron contributions at critical points E 0 and E 1␤ ͑where ␤ ϭA,B,C͒, ⑀ 0 (E) and ⑀ 1 (E), excitonic contributions at those critical points, ⑀ 0X (E) and ⑀ 1X (E), and additive constant ⑀ ϱ : a͒ Electronic mail: dalek@pppns1.phy.tu-dresden.de b͒ Electronic mail: ehli@eee.hku.hk
͑1͒
Under the parabolic band assumption, the contribution of three-dimensional M 0 critical point E 0 is given by
while A and ⌫ 0 are the strength and damping constants of the E 0 transition respectively. Normally, one should calculate the separate contributions from E 0␤ , ␤ϭA,B,C critical points, but due to very small splitting energies among these critical points, E 0␤ can be treated as a single degenerate one. 3 Exciton contributions at E 0 critical points are given by
where A 0 ex is the three-dimensional ͑3D͒ exciton strength parameter and G 0 3D is the 3D exciton binding energy. Contributions of the two-dimensional ͑2D͒ M 0 critical points E 1␤ are given by
and B 1␤ and ⌫ 1␤ are the strengths and damping constants of the E 1␤ transitions, respectively. Contributions of the Wannier type 2D excitons ͑discrete series of exciton lines at the E 1␤ critical points are given by
where B 1␤ X and G 1␤ 2D are the strengths and binding energies of the excitons at E 1␤ respectively.
One of the major shortcomings of the above described model is that it is based on the assumption of Lorentzian broadening. The fact that Lorentzian broadening does not accurately describe the absorption processes, especially in the E 0 critical point region, has already been recognized. [23] [24] [25] [26] [27] Let us address the lifetime broadening problem in greater detail. The dielectric function of a solid, with broadening described by a damping function ␥(s), is given as follows:
where subscripts c and v indicate the conduction and valence bands respectively, J cv (E) is the joint density of states, and P cv (E) is the weighted-average matrix element of the momentum operator. If a damping function ␥(s) is expanded into a power series in sϭt/ប, where t is time, ␥(s)ϭ⌫ ϩ 2 sϩ¯, one usually retains only the first term ͑Lorentz-ian broadening͒ or the second term ͑Gaussian broadening͒. In the former case, the broadening function ⌽ is given by
In the latter case, the broadening function takes the following form:
͑10͒
It has been shown that Gaussian broadening is a much better approximation for the broadening caused by electronphonon and electron-impurities scattering, 23, 24 but in this case, the integration in equation Eq. ͑8͒ cannot be performed over the energy domain in an analytically closed form. In order to overcome this problem, Kim et al. 23 have replaced the damping constant ⌫ in their model with frequency dependent damping constant ⌫Ј given by
͑11͒
where ␣ and ⌫ are adjustable model parameters, while E g is the energy of the critical point at which transition occurs. It is shown that this functional representation can closely mimic Gaussian line broadening, while the integration in Eq. ͑8͒ can be performed analytically. This is illustrated in Fig.  1 , which depicts the different broadening functions including Lorentzian and Gaussian ones as defined by the imaginary parts of equations ͑9͒ and ͑10͒ respectively. It can be observed that by varying the ␣/⌫ ratio, one can interpolate between the cases of Lorentzian and Gaussian broadening and obtain broadening function with even lower wings than Gaussian. The impact of variable broadening to the dielectric function is illustrated in Fig. 2 for the simple case of a single Lorentzian oscillator. The dielectric function of the oscillator is given by
where j is oscillator frequency, 1/⌫ j is the lifetime, while F j ϭ f j j 2 is the parameter associated with oscillator strength f j . It can be observed that narrower absorption line corresponds to a larger change in the real part of the dielectric function. The same result can be obtained by a convolution of Lorentzian and Gaussian lines, which can be determined analytically in a closed form 25 or calculated numerically. 26 Since it is difficult to determine a priori which broadening mechanism is dominant in an experimentally established absorption line, the frequency dependent damping concept proposed by Kim et al. 23 represents a simple and yet effective method to model the experimental dielectric function data accurately regardless of the broadening mechanism involved. However, their model is rather complicated, having a large number of parameters, while the equations are material dependent, thus preventing it from being widely accepted and used. On the other hand, Rakić and Majewski 24 have shown that variable broadening applies equally well to Adachi's model of dielectric function of zinc-blende semiconductors, in particular for GaAs and AlAs.
Therefore, we have incorporated the described modification into MDF for hexagonal semiconductors by replacing the damping constants ⌫ j ( jϭ0,1A,1B,1C 3 on two additional points. First, we take into account not only the ground-state excitons (mϭ1), but also excited state excitonic contributions (mϾ1). Second, we include one-electron contributions at E 1␤ critical points given by Eq. ͑5͒, which have been disregarded in the calculations of Kawashima et al. 3 These three features of our model, adjustable broadening, the summation of excitonic contributions in equations ͑4͒ and ͑7͒ until the contribution of the next excitonic state becomes less than 10 Ϫ4 , and considering the oneelectron contributions at E 1␤ critical points, enable us to obtain a significant improvement in the agreement with experimental data over the previously employed MDF.
III. RESULTS AND DISCUSSION
The model parameters are obtained by the acceptanceprobability-controlled simulated annealing algorithm, 28 through minimizing the following objective function:
where the summation is performed over the available experimental points, and n
are the experimental and calculated values of the real and imaginary parts of the index of refraction at point i respectively. The choice of the objective function can influence the obtained results, and it is imperative to take into account both real and imaginary parts of the dielectric function or the index of refraction. 27 We choose to fit the refractive index, which gives lower magnitude of change in the objective function. Since certain parameters of the employed algorithm strongly depend on the magnitude of change in the objective function, such a choice of an objective function provides improved numerical stability for the algorithm. The model parameters for the three nitride materials investigated here are given in Table I . Figure 3 shows the real and imaginary parts of the dielectric function of hexagonal GaN as a function of energy. The open circles represent the experimental data, 3 the solid line is the dielectric function calculated using our modified-MDF, while the broken line represents the results of Kawashima et al. 3 and the dotted line represents our calculations for conventional MDF. Figure 4 shows real and imaginary parts of the index of refraction of GaN vs energy. Excellent agreement between our calculations and experimental data can be observed. As an indication of accuracy with respect to experimental values, we have calculated the relative rms errors, which are, in our case, 1.7% for n and 4.1% for k, while for the results of Kawashima et al. 3 the errors equal 7.4% for n and even 22.8% for k. In our calculations for the conventional MDF, the relative rms error for the real part of the index is found to be equal to 2.9%; for the imaginary part, the relative rms error equals 29%. It can be observed from Figs. 3 and 4 that the modified-MDF is clearly superior to the conventional MDF and that our calculations for MDF have better agreement with the experiment than calculations for the same model reported in another study. 3 Therefore, disagreement with the experimental data in the study of Kawashima et al. 3 should be attributed both to the inadequacy of the employed model and an inappropriate choice of the fitting method and/or an inappropriate choice of the objective function in the minimization of discrepancies between the calculated and experimental data.
In order to obtain accurate and reliable model parameter values, global optimization routine must be employed to minimize the discrepancies for both the real and imaginary parts of the dielectric function ͑or the index of refraction͒ at the same time. It should be noted that the minimum of such a function does not coincide with the minimum of the sum of mean-square errors for either n or k. Also, all these objective functions have a number of local minima, so that conventional downhill methods, like Levenberg-Marqardt or simplex algorithms, often give poor estimates of model parameters. This is because the solution found by conventional downhill methods represents the first minimum encountered in the search from the initial point, i.e., they usually lead to a local minimum close to the given initial values. It is very difficult to provide initial estimates for all the model parameters, except for critical point energies which can be estimated from band structure calculations. Therefore, with conventional optimization methods, it is necessary to rerun the fitting routine many times with different initial parameter values before the acceptable fit is obtained. Even then, there is always a doubt as to whether the obtained solution is indeed the best one. Therefore, to determine accurately the model parameters, one should employ global optimization routine, such as simulated annealing algorithm ͑which is employed in this work͒ or genetic algorithms. Figure 5 shows the real and imaginary parts of the dielectric function of hexagonal InN as a function of energy. The open circles represent the experimental data of Guo et al., 10, 11 the solid line is the dielectric function calculated using the modified-MDF, while the broken line represents calculations for the MDF. Figure 6 shows the real and imaginary parts of the index of refraction of InN vs energy. Relative rms errors for the real and imaginary parts of the index of refraction are 1.2% and 2.5% respectively for the modified-MDF, while for the MDF, they are 1.6% and 3.1%. It can be observed that in the case of InN, the results obtained by the two models are similar; the modified-MDF agrees better with the experimental data in the low-energy region, i.e., near the fundamental band gap E 0 , as well as in higher energy regions, i.e., above 6 eV. Figure 7 shows the real and imaginary parts of the dielectric function of hexagonal AlN as a function of energy. The open circles represent experimental data derived from the reflectance data of Guo et al., 8 the solid line denotes the dielectric function calculated using the modified-MDF, while the broken line represents calculations for the MDF. Figure 8 shows the real and imaginary parts of the index of refraction of AlN vs energy. In this case, relative rms errors for the real and imaginary parts of the index of refraction are 1.5% and 1.9%, respectively, for the modified-MDF, while for the MDF, they equal 3.1% and 2.9%. It can be observed that the conventional MDF gives poor agreement with the experimental data in the region close to the fundamental band gap E 0 , while the modified-MDF does not have this problem.
The parameters ⌫ 0 and ␣ 0 given in Table I for all three nitride materials correspond to a broadening function which is closer to the Gaussian one than to the Lorentzian one, i.e., it does not have large wings characteristic for the Lorentzian broadening function, which result in the excessive absorption in ⑀ 2 . Extended absorption tail caused by Lorentzian broadening assumption in the MDF can be clearly observed in Figs. 3 and 4 , while the modified-MDF reproduces accurately the experimental data in the neighborhood and below the fundamental band gap E 0 . For the other two materials, the experimental data are measured above the E 0 , so that the difference between results obtained by the two models is smaller. The results obtained here show that broadening at the fundamental band gap E 0 should be Gaussian, which is in agreement with Kim et al.'s studies 23 for GaAs, and Rakić and Majewski's 24 for GaAs and AlAs.
IV. CONCLUSION
We have modeled the optical dielectric function of hexagonal GaN ͑in the range 1.5-10 eV͒, InN ͑in the range 2-10 eV͒ and AlN ͑in the range 6-20 eV͒. The relative rms error obtained for the real part of the index of refraction is below 2% for all three materials, and for the imaginary part, it is below 5% for GaN and below 3% for InN and AlN. For GaN, we have obtained better agreement with the experimental data than that in a previous study, 3 in which the relative rms error equals 7.4% for n and 22.8% for k. For InN and AlN, no previous attempts were made to model the experimental data. There are several reasons for the significant improvement in the accuracy of our calculations. First, our calculations include one-electron contributions at E 1␤ critical points. Second, excited state excitons (mϾ1) are taken into account. Finally, in the employed model, the type of broadening at each critical point can be varied and it represents an adjustable parameter of the model. From the obtained parameter values for all three materials, we can conclude that the assumption of Lorentzian broadening is not justified at the fundamental band gap E 0 . The excellent agreement with experimental data obtained for all three investigated materials is very encouraging and the next step would be to model their ternary alloy systems.
