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Abstract
The Earth’s inner core is one of the very few regions of our planet that is still a puz-
zle. In order to understand planetary formation and the geomagnetic field we need
to understand the structure and dynamics of the inner core. Seismology provides
us with some tools to probe into the core and understand it better, for example,
body waves traveling through the deep Earth and interacting with the propagating
medium. In this study we use body waves, specifically the PKIKP phase propa-
gating through the inner core and the PKPbc phase propagating through the outer
core to study the attenuation of seismic waves within the inner core. Because these
two phases have similar paths through the lowermost mantle and differ only within
the core, the attenuation of the PKIKP phase relative to PKPbc can tell us about
the regions of the inner core and the extent thereof of the attenuation. This in turn
sheds light on possible geodynamical scenarios of the inner core, all of which are still
subjects of heated debates. Currently the widely accepted attenuation structure of
the inner core is of hemispherical nature with quasi-eastern hemisphere more atten-
uating than the quasi-western hemisphere, with two competing theories explaining
this observation. Using a full-waveform fitting simulated annealing algorithm we
collect a dataset of t* parameter from 50 globally distributed earthquakes from past
two decades with magnitude larger than 5.8. t* parameter is directly related to
quality factor Q – measure of attenuation in the medium. We first perform a lin-
earised inversion in which we assume that the logarithm of inverse quality factor
Q is normally distributed. We connect the least-squares method with probabilistic
framework, and use optimisation techniques, in order to get the maximum pos-
terior probability solution and its uncertainties. The inversion is performed on a
fixed, coarse grid (explicit parameterisation). Regularisation, in form of damping,
and separately, smoothing, is used. The results of the inversion and their robust
estimate of uncertainty point to an attenuation heterogeneity more complex than
the hemispherical structure. While the solution obtained through linearised inver-
sion is robust, imposing a regular global grid and a fixed number of parameters
in tomographic studies will often result in introducing artefacts in regions of low
ray coverage. Furthermore, explicit regularisation methods are global in character,
making small-scale features hard to see or masking them completely. This is why we
ix
xalso perform a transdimensional Bayesian inversion for quality factor Q, in which the
complexity of the model is determined by the data and the data noise, estimated
in the inversion. Hence there is no need for a fixed parameterisation or explicit
regularisation. A more realistic estimate of the uncertainties of the solution is an
added bonus of Bayesian inversion. The results of this inversion are in agreement
with the linearised one and point to an attenuation structure more complex than
the hemispherical one. As such these results give more weight to the models that
connect the dynamics of the inner core with the heat flow in the lowermost mantle.
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Chapter 1
General introduction
The Earth’s inner core is one of the few puzzle pieces remaining in man’s knowledge
of the planet. It is not a piece that is missing, but rather a piece no one is quite sure
how or where to place. In today’s day and age, when space travel and planetary
exploration are slowly moving from science fiction to news broadcasts and possible
realities it is important more than ever to understand planetary formation and pro-
cesses thereof. A key component of understanding such processes is to understand
more about our own planet and its very centre. The giant sphere of iron that is
the inner core of the Earth is also responsible for creation and maintenance of the
geomagnetic field. This field is not only a shield from space radiation, making the
life on Earth possible and comfortable, but also a major factor in technology that we
use every day in navigation and satellite communication. These are only some of the
reasons why it is important to understand the structure, formation and processes of
the inner core. Other reasons include the fact that it is the driving force in mantle
dynamics supplying the heat flow that drives convection to the bottom side of the
mantle.
Seismology is an efficient tool we use to explore the inner core. By observing the
elastic waves due to earthquakes that traveled through the core from their source,
all the way to the other side of the world where they are recorded, we can tell
what sort of interaction those waves had with the propagation medium of the inner
core. We can specifically tell whether they traveled faster or slower than a refer-
ence model waveform, and we can tell whether the shape and amplitude of one such
wave changed relative to another, reference, waveform. In this sense we observe the
velocities and the attenuation of seismic waves propagating through the inner core.
In this particular study we focus on attenuation of seismic waves.
The quality factor Q that is used to describe attenuation is a dimensionless quantity
defined as total energy loss per oscillation, or total work done per oscillation cycle.
It describes all the energy lost due to friction and heat, or redistributed through
scattering of seismic waves. The Q of seismic waves is more sensitive than seismic
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velocities to temperature within the deep Earth. As such, it can tell us more about
thermal dynamics and possible scenarios within the inner core, and these can, in
turn, shed more light on the core’s structure both present and past.
In Chapter 2 we will define seismic wave attenuation and provide a review of previ-
ous attenuation studies. We will also talk about the motivation for this study and
list challenges of estimating attenuation of the inner core. We will see that while
seismology is an efficient tool to study the inner core of the Earth, it is not without
its shortcomings and the ray path coverage of the inner core is still a significant
obstacle in research.
Chapter 3 will show how we measure attenuation in this study and the dataset we
collected, while Chapter 4 will compare the method we use to estimate attenuation
with a slightly different approach. The purpose of this comparison is to highlight
the advantages and disadvantages of the estimation technique we use.
We will show simulations and experiments with the collected dataset for two dif-
ferent inversion techniques to perform attenuation tomography of the inner core –
linearised and transdimensional Bayesian – in Chapters 5 and 6, respectively. Both
chapters will provide a detailed explanation of the techniques and algorithms in use,
followed by examples of simulations and finally the results obtained when using the
collected dataset. In both chapters we will provide a discussion and interpretation
of the results.
Finally, at the very end we will summarise the work done in this study and provide
conclusions on inversion techniques and the results of the tomographic inversions
in Chapter 7. Main achievements and possible directions for improvement and fu-
ture work are also given. Since this study is, to the best of our knowledge, the
first accomplished attempt at attenuation tomography of the inner core it provides
a significant contribution to scientific community studying the deep Earth. More
importantly, it is a step towards resolving the puzzle piece that is the inner core, and
provides additional information and constraints to geodynamical models attempting
to explain the dynamics of the centre of the Earth.
Chapter 2
Attenuation
In this chapter we define seismic wave attenuation, discuss its frequency dependency
and relate these concepts to the attenuation parameter. We will show in Chapter 3
how we estimate this parameter. This basic theory of attenuation is then followed by
extensive literature review, presenting relevant studies in estimating of attenuation
in the inner core. At the end of this chapter we also provide the motivation to
perform attenuation tomography and some challenges in doing so.
2.1 Seismic wave attenuation
Real materials are not perfectly elastic. Stress and strain are not usually in phase
and strain is not a single-valued function of stress. Strain is also a function of time
and when a sufficiently high stress is applied, solids creep as a result of long-term
exposure to high stress. These phenomena are manifestations of anelasticity. The
response of a solid to a stress can generally be split into elastic (instantaneous) and
anelastic (time-dependent) part. The anelastic part contains information about tem-
perature, stress and the defect nature of the solid. The attenuation of seismic waves
with distance and normal modes with time are an example of anelastic behaviour,
so in principle seismic attenuation can provide us with information on temperature
and defect mobility of the propagation medium. These parameters can in turn be
used to estimate other anelastic properties such as viscosity.
Seismic waves attenuate as they propagate. The wavefront of the wave spreads in
space as the wave propagates further from the source. Initial energy that was re-
leased at the source is thus spread over a larger area as the wavefront expands and
this causes the amplitude of the wave to decay. This effect is known as geometrical
spreading.
Scattering attenuation refers to amplitude decay as the result of waves converting,
reflecting, refracting and redistributing in directions away from the receiver or into
waves arriving later at the receiver. Scattering is caused by irregularities in the
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earth usually on the scale of incident wave’s wavelength.
Intrinsic attenuation refers to energy loss due to internal friction and heat as the
wave propagates through the medium. The decay in this case results from the dis-
tribution and characteristics of the material in the earth, such as its resistive and
viscous properties, the presence of fluids between the cracks and movement thereof
etc. The distribution of the material can be described in terms of anelastic attenua-
tion, structure analogous to the elastic velocity structure. This anelastic attenuation
is what we focus on.
We follow here the theory described in Anderson (1989) and write a propagating
wave as:
A = A0 exp i (ωt− kx) , (2.1.1)
where A0 is the amplitude, ω is the oscillation frequency, k is the wave number, t
is travel time, x is distance traveled and c = ω/k is the phase velocity. If spatial
attenuation occurs then k is complex and we can write the above equation as:
A = A0 exp i (ωt− kx) · exp (−k∗x) , (2.1.2)
where k and k∗ are real and imaginary part of the wave number, respectively. The
elastic moduli, M¯ , are then also complex and we can write the specific quality factor
QM
−1 as
QM
−1 = M∗/M, (2.1.3)
where M∗ and M are imaginary and real part of the complex elastic moduli. This
quality factor is a dimensionless measure of dissipation commonly related to the
energy dissipated per oscillation cycle ∆E:
Q =
2piEmax
∆E
, (2.1.4)
where Emax is the maximum stored energy. Since phase velocity is given by
c =
ω
k
=
√
M
ρ
, (2.1.5)
where ρ is density, it follows that
Q−1 = 2
k∗
k
=
M∗
M
for Q >> 1. (2.1.6)
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In general, c(ω), M(ω) and Q(ω) are all functions of frequency. All the elastic
moduli are complex and each wave type has its own Q and velocity.
2.2 Frequency dependence of attenuation
In a perfectly elastic homogeneous body, the elastic wave velocities are independent
of frequency. In an anelastic body, the velocities are dispersive, they depend on
frequency. A number of processes contribute to seismic wave attenuation in a crys-
talline material. These processes all involve a high-frequency, or unrelaxed, modulus
and a low-frequency, or relaxed modulus. Relaxed modulus is a low value of Young’s
modulus measured in the slow-strain-rate regime. In this regime, the load or stress
is applied slowly over time to the material, and total strain is a sum of the elastic
strain and anelastic strain. Elastic strains are an instantaneous response to the ap-
plied high stress, while anelastic strains are additional strains in the material caused
by the time-dependent migration of atom lattices to favoured sites because of the
prolonged load. Unrelaxed modulus, on the other hand, is a high value of Young’s
modulus measured in the high-strain-rate regime. In this regime, the high stress is
applied rapidly, over short amount of time, and the total strain is exactly equal to
the elastic strain only. Anelastic strain in this case is equal to zero due to insufficient
time for the rise of anelastic effects.
At high frequencies, the defects in the material, which are characterised by a time
constant, do not have time to contribute and the body behaves as a perfectly elastic
body. Attenuation is low and Q is high in the high-frequency limit. At very low
frequencies the defects have enough time to respond to the applied stress and they
contribute an additional strain. Because the stress cycle time is long compared to
the defects response time, the stress and strain are in phase and attenuation is again
low (Q is high). Because of the additional relaxed strain, however, the modulus is
low and the relaxed velocity is low. When the frequency of the oscillatory stress is
comparable to the characteristic time of the defects, attenuation reaches its maxi-
mum and velocity changes rapidly with frequency.
These are the characteristics of the standard linear solid, which is analogous to a
spring and a dashpot arranged in a parallel circuit, which is then attached to another
spring. In high frequencies, only the second, or series, spring responds to the applied
force and it is this spring’s constant that is the effective modulus and controls the
total extension. At low frequencies the spring and dashpot in parallel both extend
with a time constant τ characteristic of the dashpot, the total extension is larger
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and the effective modulus is lower. This is also described as a viscoelastic solid. The
Q−1 of such a system is given by
Q−1(ω) =
k2
k1
ωτ
1 + (ωτ)2
, (2.2.1)
where k2 and k1 are spring constants of the series and parallel spring, respectively,
and τ is the relaxation time, τ = η/k2, where η is viscosity. Attenuation will be
maximum when ωτ = 1,
Q−1(ω) = 2Qmin−1
ωτ
1 + (ωτ)2
, (2.2.2)
and Q−1(ω) → 0 as ωτ when ω → 0, and as (ωτ)−1 when ω → ∞. The resulting
absorption peak is a characteristic bell-shaped curve centered at ω = (τ)−1, and
this is common for a medium with a single characteristic frequency. However, solids
in general are not characterised by a single relaxation time and a single absorption
peak. A distribution of relaxation times broadens the peak and gives rise to an ab-
sorption band. Q is only weakly dependent on frequency in such a band. Seismic Q
values are nearly constant with frequency over much of the seismic band. A possible
explanation for a relatively constant Q can be that seismic waves of different fre-
quencies traveling through Earth’s interior feel the net effect of the absorption bands
with different relaxation times thus producing a flat absorption spectrum (Figures
2.2.1 2.2.2). The absorption spectrum (or absorption band) width is governed by
the intrinsic attenuation specified by the relaxation time. In case of scattering, the
absorption spectrum has a peak at a frequency of wavelength comparable to the
size of scatterers. The presence of a flat absorption spectrum is a sign that the
distribution of scatterers is homogeneous over a particular scale range. Far from the
corners of the absorption band Q = Qmin and the attenuation is constant and equal
to Qmin
−1. Relaxation mechanisms hence lead to an internal peak of the following
form:
Q−1(ω) = ∆
∫ ∞
−∞
D(τ)
ωτ
1 + ω2τ 2
dτ, (2.2.3)
where ω is the applied frequency, τ is a characteristic time, D(τ) is the retardation
spectrum and ∆ is the modulus defect, the relative difference between the high-
frequency, unrelaxed shear modulus, and the low-frequency, relaxed modulus. The
modulus defect is also a measure of total reduction in modulus obtained in going
from low temperature to high temperature.
As we will see from the following sections and chapters, in this study we use core
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body waves to study the inner core. Their dominant frequency is between 0.5 and
2.0 Hz, which is well within the frequency band of nearly constant Q (Figure 2.2.2),
and so we will assume a frequency-independent Q model in our inversions.
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Figure 2.2.1: Relaxation spectrum for a polycrystalline material showing attenuation
peaks at different frequencies due to different microscopic mechanisms (Stein and Wyses-
sion, 2002)
Figure 2.2.2: Schematic model explaining the observation that Q is roughly constant
over a wide range of frequencies. The superposition of absorption peaks for different
compositions at different temperatures and pressures yields a flat absorption band (Stein
and Wysession, 2002)
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2.3 Attenuation parameter
Body wave attenuation is often described through attenuation parameter, the so
called t∗ parameter. It is defined as
t∗ =
∫
dt
Q
=
N∑
i=1
∆ti
Q
, (2.3.1)
integrated over a raypath. ∆ti is the total traveltime of path segment i through a
region of constant Q. The t∗ parameter is inversely proportional to Q and directly
proportional to attenuation. t∗ for P waves, related to Qp, has a value of about 1 s,
whereas for S waves, related to Qs, it is about 4 s. Its value increases with distance
and with number of passages through asthenosphere – multiple reflections will be
more attenuated than direct arrivals.
Attenuation is usually measured through amplitude of neighboring seismic phases.
This can be done either directly from a seismogram or through amplitude frequency
spectra. In order to measure attenuation we need to predict its effects from a model
and vary parameters to fit the observed shape and width of the pulse or amplitude
ratio. The effects of attenuation can be modeled by allowing the elastic moduli and
propagating velocities to become complex. To see how this works, let’s consider a
complex spectrum of a body wave propagating from a source at x0 to a receiver at
x (Cormier , 2011):
R(~x, ω) = B( ~x0, ~x, ω)S(ω)A(ω). (2.3.2)
The function S is a Fourier transform of the source-time function. Function B is a
product of all frequency-independent processes affecting the propagating wave, such
as geometrical spreading, reflection, transmission etc. Function A is the attenuation
operator, defined by
A(ω) = exp [iωT (ω)] , (2.3.3)
where T is a complex travel time obtained through integration of complex slowness
along a ray path
T (ω) =
∫
ray
s(ω)dr. (2.3.4)
In the above equation s is slowness and r is ray segment. For body waves the
dominant effect of attenuation is given by function A. The processes contained in
function B are much smaller, and unless attenuation is very large, can be neglected.
12 Attenuation
We can write function A as
A(ω) = exp
[−ωt∗(ω)
2
]
exp
{
iω
[
Re(T (∞))− H [t
∗(ω)]
2
]}
, (2.3.5)
where H is Hilbert transform. In this equation the attenuation effect is contained
in the first exponential factor, and the dispersion effect is contained in the second
exponential factor. T (∞) is the arrival time of infinite frequency component, i.e. the
first arrival of the studied seismic phase. It can be replaced by some reference time
or the predicted arrival time from a model. In the band of frequencies where Q and
t∗ are nearly constant, and far away from the corner frequencies of the relaxation
spectrum we can write
H [t∗(ω)]
2
=
1
pi
t∗ ln
(
ω
ω0
)
, (2.3.6)
where ω0 is the reference frequency contained in the band. The term exp
[
−ωt∗(ω)
2
]
is used to estimate the effect of attenuation on amplitude. An example of an at-
tenuation operator is shown in Figure 2.3.1. There are two types of methods to
measure this effect of attenuation: matching of spectral decay rates and amplitude
ratios. In the first method the spectrum of source-time function is assumed to be
flat up to a corner frequency where it starts to decay as ω−2. Additional decay at
high frequencies is taken as a measure of t∗ in the above expression. In the second
method an amplitude ratio of two neighboring phases from the same source is ob-
served. The source-time function cancels out since both phases are from one source.
If the phases are recorded at the same receiver and are incident at the same angle,
then all the crustal effects at the source and receiver will approximately cancel out,
as well as any ratios related to geometrical spreading. This latter method is the one
we use in our research.
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Figure 2.3.1: The pulse shape of an attenuation operator. t is the arrival time of the
infinite frequency component, i.e. the first arrival, that traveled the distance x at phase
velocity c∞. Taken from Stein and Wysession (2002).
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2.4 Attenuation of body waves within the inner
core
Figure 2.4.1: A schematic of core phases. PKIKP propagates through the inner core
and it is also referred to as PKP(DF). PKP(AB) and PKP(BC) propagate through the
outer core, and PKiKP, also referred to as PKP(CD), reflects off the inner core boundary
(ICB). Also shown in the figure is the core-mantle boundary (CMB).
Main core phases, used to study the inner core are shown in Figure 2.4.1.
PKIKP phase propagates through the inner core, while PKPab and PKPbc prop-
agate through the outer core. PKPbc bottoms deeper in the outer core. PKiKP
reflects off the inner core boundary.
Seismological evidence collected so far points out that the inner core structure is
complex. Tkalcˇic´ and Kennett (2008) give a detailed schematic overview of struc-
ture and processes within the inner core reproduced here in Figure ( 2.4.2). It is
well accepted that the inner core solidifies from the outer core but the details of
this process are still unknown. This process determines the texture of the inner
core which in turn determines the type of wave interaction and attenuation. The
existence of a mushy zone at the top of the inner core seems to be well established
and accepted among seismologists, with the average grain size therein on the order
of 1-2 km (Vidale and Earle, 2000). They used PKiKP waves, reflected off the inner
core boundary (ICB), to study the top of the inner core. They interpreted the coda
of PKiKP waves as scattering caused by small-scale heterogeneities in the top 300
km of the inner core. They argued that these small heterogeneities could explain
the observed attenuation of seismic waves. Their findings also support the theory of
accumulative growth of the core (Bergman, 2003), and more importantly it explains
the discrepancy in the estimation of Qp factor from normal modes and body wave
studies. If small-scale heterogeneities are present then normal modes are insensitive
to them, yielding a much larger Q value than body wave results. This insensitivity
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Figure 2.4.2: Schematic representation of processes and structures in the Earth’s inner
core. ICB marks the inner core boundary. Seismic phases associated with particular
features are indicated in square brackets. Taken from Tkalcˇic´ and Kennett (2008).
of normal modes to small-scale heterogeneities and the uneven sampling of the inner
core by body waves is a major source of discrepancy between attenuation estimates
from these two approaches. At the same time, because of the insensitivity of nor-
mal modes to smaller heterogeneities the Q values of individual normal modes can
represent a spatial average of a more complex pattern revealed by body wave stud-
ies, and they can be used to constrain radial variations of attenuation. Recently,
Ma¨kinen and Deuss (2013) used iterative spectral fitting methods to measure both
the elastic and anelastic splitting functions of 20 inner core sensitive normal modes.
They used their findings to argue for cylindrical attenuation anisotropy and in their
Table 2 they list estimated elastic and anelastic Q factors for each of the 20 modes
studied. Their elastic Q factors range between 325 and 989, and anelastic Q factors
range between 270 and 986. The values estimated from body wave studies listed in
this section fall well between these estimates. Ma¨kinen et al. (2014) have also stud-
ied inner core intrinsic attenuation anisotropy and inverted for elastic and anelastic
normal modes splitting function coefficients, and estimated attenuation anisotropy
model parameters. They took Q = 600 as a commonly reported equatorial quality
factor in body wave studies and given their attenuation anisotropy parameter α1,
their model then predicts a polar quality factor of 138. This is smaller than the
corresponding polar quality factor of 200–420 from body wave studies, and difficult
to reconcile with body wave studies but it is an indicator of potentially stronger
compressional attenuation anisotropy in the inner core.
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Poupinet and Kennett (2004) found evidence for a mechanism alternative to inner
core scattering reported by Vidale and Earle (2000). They observed PKiKP waves
recorded at Warramunga array in Australia and showed that their coda is smaller
in amplitude than the main PKiKP arrivals. This suggests that scattering is mostly
confined to the ICB possibly pointing to more complex boundary than previously
thought. Be as it may, PKP waves are without any doubt attenuated after they
enter the inner core, even though they have similar incidence angle as PKiKP which
remains much less attenuated.
Cormier and Li (2002) on the other hand, performed waveform fitting of a global
PKP dataset and showed that the pulse broadening can be equally well fit with
either totally intrinsic attenuation or totally scattering attenuation, concluding that
scattering can be an important mechanism contributing to the attenuation in the
inner core.
It is generally agreed that the inner core exhibits hemispherical heterogeneity in
velocity and attenuation in its uppermost part, first reported by Tanaka and Ham-
aguchi (1997), and later confirmed by many studies (e.g. Creager , 1999; Niu and
Wen, 2001; Cao and Romanowicz , 2004a; Cao and Romanowicz , 2004b; Yu and
Wen, 2006; Tanaka, 2012). However, differences exist between the details of atten-
uation and velocity profiles in all of these studies (see also for example Niazi and
Johnson (1992); Bhattacharyya et al. (1993); Souriau and Roudil (1995); Souriau
and Romanowicz (1997); Li and Cormier (2002)). The hemispheres were first de-
fined by Tanaka and Hamaguchi (1997): eastern hemisphere extends from 44◦ E to
177◦ E and the western hemisphere extends from 183◦ W to 43◦ E. Studies focused
on lateral variation of attenuation and velocity in the inner core often report slightly
different locations for these boundaries, as Irving and Deuss (2011) show in their
Table 1.
Our Table 2.1 summarizes some relevant studies on the attenuation of the in-
ner core. Some earlier results suggested that Qp in the inner core changes
from about 200 to 1000 going from the top of the inner core to the centre
(Doornbos , 1974, 1983; Cormier , 1981; Shearer and Masters , 1990), however this
depth dependency is not well resolved (Bhattacharyya et al., 1993). Wen and Niu
(2002) studied the attenuation structure along equatorial paths (the paths that make
an angle with Earth’s rotation axis of more than 40°) in the top 80 km of the inner
core. They found an average Qp value of 250 in the eastern hemisphere and an aver-
age Qp value of 600 in the western hemisphere. They showed that high attenuation
also correlates with high velocities and vice versa.
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Figure 2.4.3: Diagram of the hemispherical transition of seismic attenuation at the top
of the Earth’s inner core, where Qp turns from decreasing to increasing with depth. Taken
from Cao and Romanowicz (2004b) based on their PKIKP and PKiKP data.
Cao and Romanowicz (2004b) performed direct measurements of PKIKP to PKiKP
amplitude ratio in epicentral distance range of 134°to 144°. They confirmed hemi-
spherical differences in velocity and attenuation up to 85 km below ICB with higher
attenuation in the eastern hemisphere (average Qp of 160) than in the western
hemisphere (average Qp of 335). They argue for a transition zone in the eastern
hemisphere, where Q changes from decreasing with depth to increasing with depth
between ∼ 32 and ∼ 85 km below ICB (Figure 2.4.3). In the western hemisphere
this pattern is not observed, and in the same depth range Qp decreases slightly. Ac-
cording to Singh et al. (2000) Qp decreases with increasing melt fraction. This leads
to conclusion that (liquid) melt inclusions may be well isolated in the eastern hemi-
sphere, while better connected in the western hemisphere resulting also in higher
porosity. They suggest that this kind of pattern is probably caused by hemispherical
temperature differences across ICB concluding that on the cold western side a faster
freezing rate leads to higher porosity.
Yu and Wen (2006) oppose this transition zone claiming that synthetic PKIKP
amplitudes based on such complex models cannot be distinguished from a model
with a constant Qp value of 600 for western hemisphere, and a constant Qp value
of 300 for eastern hemisphere. They joint fit the observed PKIKP/PKiKP and
PKIKP/PKPbc amplitude ratios in epicentral distance range of 131◦ − 141◦ and
146◦−151◦ respectively. The amplitude ratios are consistently smaller for data sam-
pling the eastern hemisphere than those for the data sampling the western hemi-
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sphere. The data require a change of Qp with depth in the eastern hemisphere,
whereas there is no evidence of depth dependence of Qp in the western hemisphere.
Instead of a transition zone, Yu and Wen (2006) propose simple attenuation models
for both hemipheres arguing for an average Qp value of 300 in the top 300 km and
an average Qp value of 600 in the deeper portions of the eastern hemisphere. For
western hemipshere they give an average Qp value of 600 in the top 375 km. Since
high attenuation correlates with high velocities they observed, and vice versa, they
explain this behaviour by different alignments of hexagonal close packed (hcp) iron
crystals, with the hypothesis that axis of high (low) velocity corresponds to that of
high (low) attenuation. While this mechanism may readily explain the attenuation
structure in the western hemisphere it would require an alignment that would cancel
the pressure effect such that the seismic velocity does not increase in the top 235 km
in the eastern hemisphere. They state that it is possible that factors such as partial
melt may play a big role in generating this anomalous top layer in the eastern hemi-
sphere. Their results agree well with those of Tanaka (2012) who argues for 250 km
thick layer of high attenuation in the eastern hemisphere, and a layer of constant
Qp in the western hemisphere even though his Qp values for these layers are lower
(Figure 2.4.4). The most important difference between his study and the one of
Cao and Romanowicz (2004b) is the thickness of hemispherical layers for velocity
and attenuation structure, particularly for eastern hemisphere where he advocates
three to four times thicker layers. His proposed Qp structure is more complicated
too with layers of constant Qp in the western hemisphere and of lower Qp in the
thicker eastern hemisphere.
Iritani et al. (2010) have employed a waveform inversion method for attenuation pa-
rameteres based on simulated annealing, similar to this research. They obtained at-
tenuation models for northeastern Pacific region, using equatorial paths from events
concentrated in South America. Their results are generally consistent with the re-
sults of Wen and Niu (2002) and reveal a gradual increase of attenuation with depth.
They point to a moderate attenuation (Q = 370) at the top of the inner core and an
increase down to a depth of 200-250 km below the ICB where attenuation reaches
its peak (Q = 180), and a decrease to a depth of 450-500 km below the ICB where
the attenuation becomes insignificant. They propose different crystallization rates
to explain hemispherical variation in the inner core, and possible convection motion
(Cormier , 2007) to explain gradual change of attenuation with depth.
Attanayake et al. (2014) distributed their data (PKIKP and PKiKP phases in epi-
central distance range 129°- 141°) in eight longitudinal bins 45◦ wide and inverted
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Figure 2.4.4: Schematic representation of (a) a previous view on hemispherical inner
core and (b) a model proposed by Tanaka (2012)). In (a) both velocity and attenuation
structures are characterized by thin hemispheres. In (b) Tanaka presents his findings
showing thicker layers for both velocity and attenuation structures, particularly in the
eastern hemisphere where this layer is three to four times thicker. Attenuation structure is
also more complicated than in (a) with the layer of constant Qp in the western hemisphere
being thicker, and the layer of lower Qp in the eastern hemisphere also being thicker than
that of Cao and Romanowicz (2004b). Taken from Tanaka (2012).
for velocity and attenuation in the top 80 km of the inner core. They deconvolved
effective source time functions (ESTF) from the seismograms in spectral domain
and then used waveform inversion for Qp. They searched for best fitting inner core
Qp by maximizing the average cross correlation coefficient which measures goodness
of fit between the synthetics and the deconvolved waveforms. Optimal inner core Qp
ranges from 150 to 1000 (Table 2 in Attanayake et al. (2014)). Probably the most
important result of their work reveals that the uppermost part of the inner core
is more complex than the simple one-degree heterogenity observed thus far. They
showed that the zone of high attenuation extends into the central Pacific region and
has reverse (mantle-like) correlation with velocity (Figure 2.4.5) These findings are
later confirmed by Iritani et al. (2014a), who again use waveform inversion based
on simulated annealing but with global data this time. They used differential travel
times and amplitude ratios between PKIKP and PKPbc or PKPcd (PKiKP) phases
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Figure 2.4.5: Structural configuration of the uppermost inner core based on correlation
between velocity and attenuation. Attanayake et al. (2014) have shown that what was
previously thought of as the western hemisphere has more complicated structure. Using
PKIKP and PKiKP data and distributing them in eight bins they have shown that upper-
most 80 km of the inner core has a degree two heterogeneity. Instead of a low velocity and
low attenuation structure in the entire western hemisphere the zone of high attenuation
appears to extend from the eastern hemisphere all the way to central Pacific area and so
they identify three distinct regions. The numbers in each bin represent the number of
data points in corresponding bin. Taken from Attanayake et al. (2014).
covering a distance range from 135◦ to about 160◦. Their results are generally con-
sistent with those of Attanayake et al. (2014), the only difference being that their
data coves a wider range of distance, and so their models extend deeper in the inner
core. They observe that all hemispherical differences disappear 300 km below ICB.
2.5 Suggested mechanisms of inner core dynamics
There are many interpretations to hemispherical heterogenity within the inner core,
consistent with melting or freezing in both hemispheres. In either case there are
different ways of interpreting results reported by various observations, specifically
the positive correlation between seismic velocities and attenuation. Current debates
mostly concentrate on whether attenuation is mostly intrinsic or due to scattering
and the mechanisms needed to explain this. For example Leyton and Koper (2007a)
have modeled codas following precritical PKiKP in the distance range 50◦ to 90◦ us-
ing classical single-scattering theory, in order to determine the possibility of various
types of deep Earth heterogeneities creating an initially growing coda. They have
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shown that only by considering different layers within the inner core (as opposed to
various heterogeneities in the mantle, core-mantle boundary or inner-core boundary)
they can generate a smoothly growing coda followed by decay which matches the
obervations. They also showed that the growth of these codas depends on the con-
tent of small wavelengths of heterogeneities within the inner core, thus supporting
the presence of heterogeneities with scale lengths on the order of 1 to 10 km in the
uppermost 350 km of the inner core.
In their subsequent study (Leyton and Koper , 2007b) they reported the observed
PKiKP codas at 11 IMS arrays, within the same epicentral distance ranges, to ob-
tain an average value of Qp = 517± 57 as a representative value for the inner core.
In the first approximation they assign this value to instrinsic attenuation. The ob-
served attenuation is suggested to be a sum of intrinsic and scattering attenuation
(Cormier , 1982). Since most of the previous studies report the Qp of the inner core
in the range of 120 to 600 (see Table 2.1), with higher values in the quasi-western
hemisphere, and their codas sample mostly quasi-eastern hemisphere, they assumed
that the total Qp (sum of intrinsic and scattering attenuation) is 300. This way
they computed Qp due to scattering to be around 715. Even by assuming a lower
value for the observed Qp, they showed that scattering attenuation is comparable
to intrinsic attenuation.
Their results can be explained by assuming both freezing and melting in either
hemisphere. In case of stronger cooling in the western hemisphere the resulting
recrystallization (caused by faster growth of the western hemisphere) would lead
to lattice preferred orientation and anisotropy (Sumita and Yoshida, 2003). This
process should be relatively fast, so as not to allow for partial melt that could
cause scattering in this hemisphere (their observations of PKiKP coda in the west-
ern hemisphere do not show much evidence of scattering). The eastern hemisphere
in this scenario is characterized by melting and slower growing rate, thus allowing
for partial melt inclusions between randomly oriented crystals generating a clear
source of scattering. Since it is also less of a load on the deeper inner core, it will
produce smaller stress and could be responsible for a thicker isotropic layer in this
hemisphere. Alternatively differences in the strength of convection might cause dif-
ferent flow at the top of the inner core, resulting in different texture solidification.
Stronger convection (cooling) on the western hemisphere would produce a preferred
flow of liquid into the outer core, leading to perfectly aligned iron hcp crystals and
anisotropy. Eastern hemisphere, with its less vigorous convection, would be charac-
terized by anisotropic alignment of crystals.
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Alternatively, cooling in the eastern hemisphere will lead to a faster growth rate on
this side of the inner core, with the formation of dendrites in the direction of the
heat flow. Fast axes of hcp crystals will randomly lie in the plane perpendicular to
the heat flow, creating isotropic partial melt inclusions. Another explanation is that
the scattering signal would arise from anisotropic iron crystals instead of inclusions
of partial melt. In either case the western hemiphere will not have any partial melt
inclusions, and the observed anisotropy is due to alignment of crystals formed at
slower growth ratio.
Aubert et al. (2008) and Gubbins et al. (2011) propose that the inner core growth is
coupled to the core–mantle boundary thermally. By performing laboratory experi-
ments Aubert et al. (2008) showed that a single model of thermochemical convection
and dynamo action can account for the observed effects of faster, more isotropic
and more attenuating eastern hemisphere. The main feature of their model is a for-
mation of a thermochemical “wind” characterized by cyclonic circulation beneath
Asia. This phenomenon predicts extra flux release and locally faster inner core
growth beneath southeastern Asia, where this cyclone brings colder, chemically de-
pleted material from the core–mantle boundary to the inner core boundary. In this
case solidification texturing is proposed as the most likely mechanism for explaining
seismic heterogeneities below the inner core boundary. Slower freezing rate would
result in widely spaced dendrites, sensitive to the flow direction, and produce a
more textured solid through preferential fast axis orientation of iron crystals (for
more details on this and a recent review see Tkalcˇic´ (2015)). Faster freezing rate
would inhibit this effect resulting in a solid with more random dendrite orientation.
Seismic waves propagating through the inner core would thus be faster on average
and more attenuated in the less textured, fast-growing regions (the eastern hemi-
sphere), and would have more anisotropic wave speed and attenuation in the more
textured, slow growing region (the western hemisphere).
Monnereau et al. (2010) and Alboussiere et al. (2010) proposed that degree-one het-
erogenity is the consequence of differential scattering across the two hemispheres due
to convectional translation of material from western to eastern hemisphere. To ex-
plain positive correlation between velocity and attenuation Monnereau et al. (2010)
have developed a model of iron texture, in which the inner core is composed of iron
grains (cubic or hexagonal) with different sizes and orientations. The probability
distribution of grain sizes in their model yields typical grain sizes on the order of
300 to 700 m in the western hemisphere and 7 to 15 km in the eastern hemisphere.
To account for such a large contrast of grain size they proposed a gowth model that
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relies heavily on the convection within the inner core. By allowing for the inner core
boundary to become a permeable surface, a uniform velocity field within the inner
core is a straightforward solution of the Navier-Stokes equation, with the return flow
occuring in the outer core. The inner core thus becomes involved in a continuous
drift from the western hemipshere to the eastern hemiphere. Tkalcˇic´ (2015) provides
a good review of possible dynamic processes within the inner core.
These models, however, cannot predict the lateral heterogenity observed in At-
tanayake et al. (2014) and Iritani et al. (2014a). This is pointing to solidification
processes more complex than previously thought. With our attenuation tomogra-
phy we are hoping to resolve some of these ongoing debates. We hope to identify
zones of stronger and weaker attenuation and explain the results using one of the
above hypotheses, and provide better insight into the roles of intrinsic and scattering
attenuation within the inner core.
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2.6 Motivation for this study
Global attenuation tomography of any layer within the Earth can impose important
constraints on the thermal structure and dynamics of the region being studied.
While travel-time tomography is well established and often used in global seismic
studies of the mantle (Woodhouse and Dziewonski , 1984; Li and Romanowicz , 1996;
Laske and Masters , 1996; Van der Hilst et al., 1997), attenuation tomography is
generally lagging behind. The main reasons to study the anelastic structure of the
Earth is that the quality factor Q is more sensitive to the temperature than elastic
velocity (Minster and Anderson, 1981; Gueguen et al., 1989; Jackson et al., 1992),
and it has a dispersion effect on elastic velocities (Futterman, 1962), as is shown
at the beginning of Chapter 2. As such, attenuation tomography can complement
travel time tomography as it should be able to resolve hot regions (zones of high
attenuation) better. As we have seen in sections 2.4 and 2.5, these zones of high and
low attenuation are a subject of ongoing debate about the inner core. The locations
of hotter regions and the associated dynamic processes are still a source of various
interpretations of the inner core dynamics. This, in turn, impacts the answers to
many questions about the inner core of our planet - how it was formed, at what
point during the planetary formation, how fast it is growing, and how it affects the
geodynamo, among others. While these topics are beyond the scope of our research,
by performing the attenuation tomography of the inner core for the first time we
aim to identify the pattern of lateral variation of attenuation for the uppermost
inner core. This should help identify the zones of high or low attenuation and, when
combined with travel time studies of the inner core and laboratory experiments,
direct the debate of possible dynamic mechanisms.
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2.7 Challenges of estimating inner core attenua-
tion
While it is easy to see why resolving the anelastic structure of the inner core could
be useful to our understanding of the core dynamics, there are many challenges asso-
ciated with this endeavour. We will focus here on challenges related to body waves
and not talk about attenuation estimates from free oscillations. The amplitude of
seismic waves is easily affected not just by intrinsic attenuation, but also by focusing
and scattering effects due to propagation in the 3D elastic medium. These effects
can sometimes be as large as or larger than attenuation effects and they depend
on the wavelength details that are not yet well constrained. If the elastic structure
of the propagation medium was perfectly known, these effects could be corrected
for by using linear theory (Born approximation) or even include multiple scattering
effects. Presently, however, indirect methods of dealing with focusing and scattering
are used (see Romanowicz (1990) and Durek et al. (1993) for example). In addition,
Evernden (1955) brought attention to the fact that seismic waves may deviate from
the great circle path, which makes determination of Q from amplitude measure-
ments even harder. At the beginning of Chapter 2 we have seen that attenuation
affects not only the amplitude of the traveling wave but also its shape. The shape of
the waveform can also be influenced by the effects of focusing and scattering. The
SAWIB algorithm we use in this study to estimate the attenuation parameter t∗
relies on ray theory, and as such it can over-predict the amplitude around triplica-
tion distances of PKP phases, and it does not account for scattering attenuation. In
Chapter 4 we show some experiments in estimating attenuation by convolving the
attenuation operator directly with the incoming pulse, without using any theories
of propagation. We show in those experiments the difficulties of estimating attenu-
ation regardless of the approach.
In addition to inherent difficulties of estimating attenuation, there is another matter
to concern: the available data for the inner core. In order to observe the neighbouring
PKPbc and PKIKP phases that traversed the outer and the inner core respectively,
one has to collect traces at least ≈ 145◦ away from the source. Because of the natu-
ral locations of strong and deep events that can generate PKP waves, and locations
of seismic stations predominately on landmasses, this often yields very few traces
to be collected for any particular event. Related to this is the ray path coverage of
the inner core, which is far from perfect, and suffers from some considerable gaps.
One may argue that by including more core phases, such as PKPab or PKiKP,
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which bounces off of the ICB this coverage can be improved. This is correct, as
using differential travel times of neighbouring seismic phases, or in our case differ-
ential amplitudes, can reduce the bias stemming from mislocation of picked phases
and reduce or eliminate the effects of Earth structure on source and receiver side.
This is achieved through the proximity of the raypaths of these phases through the
crust and mantle (Cormier and Choy , 1986; Sylvander and A., 1996). It has been
argued however, that the effects of mantle heterogeneity influencing each raypath
separately can remain significant (e.g. Tkalcˇic´ (2010)). Source and receiver effects
will be similar for both neighbouring phases, so any remaining anomaly is ascribed
to the deep Earth structure. This is especially the case with PKPbc and PKIKP
phases, which have similar trajectories throughout the mantle, which cannot be said
about PKPab and PKIKP. In this sense, PKPbc and PKIKP are a favourable pair
for inner core studies. This pair, however, does come with a disadvantage: they only
sample the top several hundred kilometers of the inner core because PKPbc does
not exist beyond about ≈ 155◦ epicentral distance (Figure 2.7.1). For this distance,
PKIKP bottoms at the radius of about 865.0 km, which is ≈ 350 km below the ICB.
Tkalcˇic´ (2015) provides a discussion and more details on this subject.
Figure 2.7.1: Taken from Tkalcˇic´ (2015). Radii of bottoming points of PKIKP, PKPbc,
and PKPab phases as a function of epicentral distance (thick black lines). Horizontal lines
show the core-mantle boundary (CMB) and the inner core boundary (ICB). For a seismic
source at the Earth’s surface the PKPbc phase is not predicted beyond the distance of
155.5◦ by the spherically symmetric model ak135 (Kennett et al., 1995)
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Existing PKPbc-PKIKP datasets, particularly in travel-time studies of the inner
core, have admittedly improved the coverage over the years, by using shallower
events (< 100 km depth) for example. Tkalcˇic´ (2015) provided an overview of these
datasets in his Figure 5, which is reproduced here in our Figures 2.7.2 and 2.7.3.
We can see that even with the inclusion of shallower events, there are still some cov-
erage gaps in these datasets, particularly around South America. In our study we
have chosen not to filter the traces, but estimate the t∗ parameter directly from raw
seismograms in order to better capture the amplitude and the shape of the attenu-
ated PKIKP wave. With this limitation it is even harder to collect a large dataset
as many traces have high noise content, and traces from shallow events are often
contaminated with depth phases reflected from the discontinuities within the Earth.
This makes it hard sometimes to even identify the PKPbc and PKIKP phases, and
if the noise content is high the SAWIB algorithm that we use to estimate the t∗ pa-
rameter has difficulties fitting the phases. Our collected dataset is shown in Figures
2.7.4 and 2.7.5.
Because of these coverage constraints our results are obtained on a coarse grid (for
linearised inversion) and/or show high uncertainties. Uncertainties in attenuation
studies have consistently been large (see review of Romanowicz and Mitchell (2015)),
however, our uncertainty estimates are robust and our resulting attenuation models
provide not only an insight into the lateral variation of Qp in the uppermost inner
core, but they also confirm some of the more recent attenuation studies that chal-
lenge the predominant hypothesis of hemispherical attenuation model and simple
correlation between P-wave velocities and attenuation in the upper inner core.
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Figure 2.7.2: Taken from Tkalcˇic´ (2015). Tilted perspective projections of the Earth
centered on the western (left) and the eastern (right) hemisphere. Surface projections of
PKIKP (PKPdf) raypaths through the IC are shown in orange. Dark blue ellipses mark
the locations of the PKIKP bottoming points. Locations of earthquake sources are shown
with red stars. Stations that recorded PKPbc and PKIKP waves used to compile the
differential travel time datasets are shown with yellow triangles. Dataset in a) - c) are
from the indicated studies.
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Figure 2.7.3: Figure 2.7.2 continued.
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Figure 2.7.4: The ray path coverage of the PKPbc-PKIKP dataset used in this study
on a projection centered on zero-th meridian. Surface projections of PKIKP raypaths
through the IC are shown in brown. Purple filled circles mark the locations of PKIKP
bottoming points. Locations of earthquake sources are shown with red stars.
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Figure 2.7.5: Same as Figure 2.7.4 on a projection centered on the dateline.

Chapter 3
Data estimation
In our research we use the differential t∗ parameter to measure attenua-
tion. We compute this parameter using inversion based on the simulated
annealing approach (Chevrot , 2002; Garcia et al., 2004, 2006). In this Chapter
we describe how we estimate this parameter using the SAWIB algorithm. We will
briefly explain the details of the Metropolis-Hastings algorithm and Gibbs Sampler,
followed by simulated annealing algorithm itself, and how these algorithms are used
in t∗ estimation. A brief overview of the details of the SAWIB algorithm and its
advantages and limitations are given. Some of the limitations of this algorithm are
later addressed in Chapter 4. At the very end of this Chapter we show and discuss
some of the features of the estimated data for 50 globally distributed events.
3.1 Metropolis-Hastings algorithm and Gibbs
Sampler
The t∗ parameter is usually estimated from the slope of the semi-log representation
of spectral amplitude ratios of two neighbouring phases (see for example Niazi and
Johnson (1992)). In this sense, it is a differential t∗ parameter describing attenuation
of the PKIKP phase relative to PKPbc phase in our case. Since the PKIKP phase
spends time in the mantle, outer core, and the inner core, we assume average values
of Q for these regions and can write the t∗ parameter of PKIKP phase as
t∗PKIKP =
tm1
Qm
+
tc1
Qc
+
tic
Qic
, (3.1.1)
where tm, tc, tic are travel times of the PKIKP phase through the mantle, outer
core, and inner core respectively, and Qm, Qc, and Qic are average Q values of those
respective regions, and subscript 1 denotes the PKIKP phase.
The PKPbc phase spends time in the mantle and the outer core only so we can
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write its t∗ parameter as
t∗PKPbc =
tm2
Qm
+
tc2
Qc
, (3.1.2)
where the notations are as in equation 3.1.1 and subscript 2 denotes the PKPbc
phase. When a spectral amplitude ratio of PKIKP and PKPbc is taken in log
space, the two t∗ quantities above subtract yielding a differential t∗ parameter:
t∗ =
tm1 − tm2
Qm
+
tc1 − tc2
Qc
+
tic
Qic
, (3.1.3)
which is the quantity we are estimating. The expression on the right in the above
equation is largely dominated by its third term. The term involving Qm and Qc are
both smaller than the term involving Qic if we take into account that Q values in
the mantle are greater than 300, and in the outer core they are greater than 3000.
So in this approximation the differential t∗ parameter given by equation 3.1.3 is an
estimate of Qic.
Taking the amplitude ratio of two phases to estimate the t∗ parameter defined by
equation 3.1.3 requires measuring the amplitudes of these two phases at different
frequencies, and doing so for each station that recorded the event that produced the
phases. This is a slow process and prone to errors from measuring the amplitude
manually. To speed up this estimation process we use an optimisation method.
When employing optimisation, we treat the t∗ parameter as a random variable. The
t∗ parameter is a measure of attenuation of one seismic phase relative to another, an
estimate of change in amplitude and width of two neighbouring phases. Optimisation
of parameters that control the shape and width of these pulses can be particularly
useful in estimating attenuation of one phase relative to another, simultaneously for
all the phases recorded at multiple stations. This approach speeds up the estimation
considerably. In this sense we have a multi-dimensional parameter space to explore,
in order to find the optimal parameters that describe the phases. In this case, these
parameters are, among others, travel times of the phases, their amplitudes and the
attenuation of one relative to the other described by the an attenuation operator
(this is discussed later in the chapter). The information content of the parameter
space is described by a probability distribution function. In order to find the optimal
parameters that describe our phases, we need to sample that probability distribution
function by means of some iterative algorithms.
Both Metropolis-Hastings algorithm and Gibbs Sampler are Markov chain Monte
Carlo (MCMC) algorithms designed to sample probability distribution function f
over a multi-dimensional space M , and can do so even when no specific mathematical
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expression for f is given. Only values of f at particular point can be found. A
typical problem in geophysics is deriving a probability density function through
misfit function Φ (Sambridge and Mosegaard , 2002):
f(mk) = A · exp (−BΦ(mk)) , (3.1.4)
where mk is a k-dimensional model and A and B are constants. The misfit function
Φ, also called the cost function, is a function which is a subject of an optimisation
process. It is usually a measure of data misfit between observed and predicted data.
We want the discrepancy between the observed and predicted data to be as small
as possible, so an optimisation process is designed in such a way to minimize the
misfit function.
To understand the Metropolis-Hastings algorithm let’s assume we want to sample a
probability distribution function f in a discretized model space M . Sampling from
a probability distribution means that the probability of visiting model m is given
by f(m). The Metropolis-Hastings algorithm samples f according to the following
set of rules:
1. The probability of visiting a point mi in model space, given that the
algorithm is currently in point mj depends only on mj and not on other points
visited previously. This so-called Markov property ensures that the algorithm
is completely described by a transition distribution matrix Pij the elements of
which are probabilities that the algorithm will visit point mi given that it is
currently in the point mj.
2. For all points mj there exist exactly N points, including mj itself, for which
Pij is nonzero. We call these N accesible points the neighbourhood of mj.
3. It is possible that the algorithm can go from any point mj to any other point
mi, given enough steps.
One simple way of forming an algorithm that will sample the distribution f is to
take a transition probability matrix that satisfies the property of reversibilty
Pijf(mj) = Pjif(mi). (3.1.5)
This equation states that if the probability of visiting mj is f(mj), than the prob-
ability that in given iteration the algorithm will visit mi given that it is currently
in mj is given by Pijf(mj). Conversely, if the algorithm is currently in a point mi,
36 Data estimation
the probability that in a given iteration it will visit point mj is given by Pjif(mi).
Reversibility ensures that the probabilities of these two transitions are the same at
all times, and algorithm will continue to sample the distribution f once it started.
In this way each pair of points in model space M maintains mutual equilibrium,
meaning there is overall equilibrium sampling at the target distribution f .
In the Metropolis-Hastings algorithm the transition probability is given by
Pij =
1
N
min
(
1,
f(mi)
f(mj)
)
(3.1.6)
and satisifes equation (3.1.5). In practice the algorithm works in the following
fashion:
Let’s assume that the current point visited is mj. The probability of visiting one of
its N neighbours mi is
P =
1
N
. (3.1.7)
The transition to mi is accepted only with probability
Paccept = min
(
1,
f(mi)
f(mj)
)
. (3.1.8)
If mi is accepted the algorithm moves to mi in current iteration, but if mi is rejected
the algorithm stays in mj (or in other words, it visits mj again).
A typical Gibbs Sampler, operating in a k-dimensional model space, consists of k
substeps in each iteration. The neighbourhood of point mj are all points mi that
differ from mj in the kth parameter. We designate this neighbourhood with N
k
j .
Two such neighbourhoods of two points are either identical or disjoint. The kth
substep of the sampler perturbs only kth parameter, and has its own transition
probability matrix Pkij. So again, if we are currently in the point mj, we don’t
propose one of its N neighbours uniformly at random but rather choose mi from
the neighbourhood Nkj according to probability distribution
f
(
mi | Nkj
)
=
f (mi)∑
mk∈Nkj f (mk)
, (3.1.9)
without any acceptance or rejection probabilities (chosen mi is always accepted).
One parameter is perturbed in each step, so after one iteration all parameters have
been perturbed. For details and theory on modern implementation of MCMC, reader
is referred to Brooks et al. (2011).
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3.2 Simulated Annealing Algorithm
The simulated annealing algorithm uses the analogy between parameter space explo-
ration and the process of chemical annealing, where a crystalline material is slowly
cooled down resulting in forming of ordered, low-energy crystals. The slower this
physical cooling is, the more perfect resulting crystal growth is and the lower the
lattice energy is. In this analogy, our optimisation function is the energy, and the
whole annealing process is an optimisation method. Model parameters are randomly
perturbed in an iterative process which simulates the process of chemical anneal-
ing. Random perturbations simulate thermal fluctuations of the system. The whole
process is controlled by a temperature parameter T. The original simulated anneal-
ing algorithm (Kirkpatrick et al., 1983) is a variation of the Metropolis-Hastings
algorithm and runs in the following way: In each step of a given iteration model
parameters mj are randomly perturbed. The new model parameters are accepted
if the energy E decreases. However, if energy increases, new parameters may be
accepted with probability
Paccept = exp
(
−∆E
T
)
, (3.2.1)
where ∆E is the change in the cost function and T is the temperature parameter.
If the new model is rejected, a new set of perturbations is attempted at the next
iteration, and the whole process is repeated. The “temperature” parameter is given a
large starting value and gradually decreases in this iterative process, thus simulating
the cooling down of the system. It is clear from equation (3.2.1) that for a large
T the probability of acceptance will be large, and random perturbations will get
easily accepted. If, on the other hand, T is small the probability of acceptance
will decrease. If the changes in T were infinitely small this would ensure that the
random walk would not get stuck in a local minimum of a multimodal function
(Figure 3.2.1). Since infinitely small steps are not a practical reality high and low
temperatures impose, respectively, high and low probabilities of upward exploration
of the cost function.
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Figure 3.2.1: An example of cost function with multiple maxima and minima. In a sim-
ulated annealing process we wish to find model paramateres that will lead to convergence
towards a global minimum of one such function.
3.3 Simulated Annealing Waveform Inversion of
Body Waves – SAWIB algorithm
In this research we use SAWIB (Simulated Annealing Waveform Inversion of Body
Waves) algorithm (Garcia et al., 2013), based on simulated annealing approach
(Chevrot , 2002). Garcia et al. (2006) have used an older version of this algorithm to
measure travel times and estimate attenuation within the inner core using PKPab,
PKPbc and PKIKP phases. They have performed measurements of the t∗ parame-
ter on their data and compared those to the best fit predicted t∗ values. In order to
model the effect of PKPbc diffraction at the inner core boundary they have computed
full wave theory seismograms in the spherically symmetric ak135 model (Kennett
et al., 1995) including inner core attenuation. They then used those synthetic seis-
mograms and filtered and inverted them using SAWIB algorithm the same way as
they did with the real data. They obtained the best fit of PKIKP/PKPbc and
PKIKP/PKPab amplitude ratios with synthetic t∗ values for an attenuation model
with quality factor Q of 285 in the uppermost 250 km of the inner core, 330 down to
550 km radius, and a 105 below. Despite the large uncertainties of this model it is
in general agreement with the studies of Doornbos (1983), Li and Cormier (2002),
Cormier and Li (2002).
As we have shown in chapter 2 the quality factor Qp is a dimensionless physical
quantity used to measure attenuation. This factor is defined as the average energy
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loss per oscillation cycle, or alternatively as the amount of work done per oscillation
cycle, and as such it is inversely proportional to attenuation. We can define the
inverse of Qp as:
Q−1p (ω) = ∆
∫ ∞
−∞
D(τ)
ωτ
1 + ω2τ 2
dτ (3.3.1)
where ω is the oscillation frequency of the propagating wave, τ is a characteristic
relaxation time, D(τ) is the retardation spectrum and ∆ is the modulus defect. The
modulus defect is a measure of total reduction in shear modulus that is obtained
in going from low temperature to high temperature. The Qp factor is commonly
measured from the spectral amplitude ratio of two neighbouring (i.e. closely related)
phases. Presenting the logarithm of these ratios against frequency plots a line, and
the slope of this line is used to estimate Qp (see Niazi and Johnson (1992) for an
example). With this formulation the only frequency dependent part of the spectral
ratio comes from inelastic attenuation. The entire attenuation is estimated purely
from the amplitudes of the associated phases, while the broadening of the wave
pulse and distortion of its shape due to attenuation are not taken into account. A
more comprehensive approach would be to estimate attenuation from the shape and
amplitude of the waveform rather than just the amplitude.
This is why in this study we use the SAWIB, a full waveform fitting algorithm, to
measure the t∗ parameter. SAWIB uses a non-linear waveform inversion method to
perturb a number of parameters, that are components of a multi-dimensional model
space (see Garcia et al. (2013) for more details). One of these parameters is the t∗
parameter.
In general the n-th component of surface displacement associated with a teleseismic
body wave, produced by a point source can be described as
W ni (t) =
Ni∑
j=1
M0RijA
G
ijS(t) ∗ δ (t− tij) ∗ Att
(
t∗ij, t
)
pnij, (3.3.2)
where Ni is the number of body waves arriving at station i; M0 is seismic moment;
Rij = pij · M · eij is the radiation pattern of body wave j arriving at station
i depending on normalized moment tensor M and unit vectors eij and pij that
describe the ray direction at the source and the body wave polarization at the
receiver respectively; AGij, tij and t
∗
ij are, respectively, the ray theoretical amplitude,
travel time and attenuation parameters of body wave j recorded at station i. δ(t)
is Dirac delta function. Att(t∗, t) is the inverse Fourier transform of the attenuation
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operator defined by
Att(t∗, f) = exp (−pift∗) exp
[
−2if ln
(
f
f0
)
t∗
]
, (3.3.3)
with the reference frequency f0, which is a form of equation (2.3.6). In this for-
mulation the quality factor Q and t∗ do not depend on frequency. The theoretical
amplitude AGij includes geometrical spreading and the reflexion/transmission coeffi-
cients for all the model interfaces. AGij and tij are calculated using the outputs of the
tau-p algorithm (Buland and Chapman, 1983). In this research we use only PKP
phases, and thus only vertical components of the seismogram so we can drop the
superscript n. Assuming Aij = RijA
G
ijpij, we can simplify the above notation, and
write the surface displacement as
Wij(t) = M0AijS(t) ∗ δ (t− tij) ∗ Att(t∗ij, t). (3.3.4)
To model the synthetic waveform we need to have a reference phase relative to which
we will model other seismic phases. We choose PKPbc to be our reference phase as
it has similar raypath to inner core sensitive phase PKIKP. The two phases leave
the source at almost identical angles and have similar paths through the mantle.
The attenuation in the outer core is negligible compared to the inner core. We
can use PKPbc and PKIKP phases to estimate the attenuation effect of the inner
core. Due to the raypath similarity of these two phases within the mantle and the
outer core we can assume that any differential effect visible on the PKIKP phase
is strictly caused by the structure of the inner core. Furthermore, while corrections
for the lower mantle are commonly applied in travel time studies of the lowermost
mantle and the inner core, there is presently no consensus on the Qp structure of
the lowermost mantle. Hence we do not apply any corrections to our t∗ estimates
as we believe this would only contribute to the uncertainties of our models.
So we model our PKPbc phase as in equation 3.3.4 but without the attenuation
operator:
W bcij (t) = M0AijS(t) ∗ δ (t− tij) . (3.3.5)
PKIKP phase is attenutated relative to PKPbc phase (Figure 3.3.1) so W dfij is given
by equation (3.3.4). PKPab phase is not attenuated relative to PKPbc phase but
we can represent it as Hilbert operator H acting on the PKPbc phase. Taking all
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Figure 3.3.1: Three core phases generated by 2003 western Brazil earthquake recorded
by station ZSPO in China at an epicentral distance of 147.25°. Text next to a particular
waveform denotes a specific PKP phase. The zero time is theoretical arrival time of PKPab
phase.
this into account we write our synthetic seismogram Si(t) at station i as
Si(t) = W
bc
ij (t) ∗ Att(t∗ij, t) +W bcij (t) +H ·W bcij , (3.3.6)
where the first term is the PKIKP phase, the second term is PKPbc phase and the
third term is the PKPab phase. The observed records Ri recorded at station i are
normalized with respect to the amplitude of the body wave with maximum energy
on the record. In this way algorithm ensures that all records have the same weight
in the inversion process. The normalization constant is defined by (Garcia et al.,
2013)
ARi = max
1<i<Ni
(
Amij
)
, (3.3.7)
where Amij is the amplitude of the body wave j measured on the record Ri, and Ni
is the number of body waves taken into account on that record. The normalized
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records are then given by
Ri(t) =
Ri(t)
Ami
. (3.3.8)
A similar normalization is applied to synthetic seismograms. The normalization
factor of synthetic seismograms changes during the inversion because it depends on
the moment tensor.
Our cost function is now defined as
E =
NR∑
i
‖Ri(t)− Si(t)‖1 + ‖dRi(t)
dt
− dSi(t)
dt
‖1, (3.3.9)
where NR is the number of records, and ‖.‖1 is the L1 norm (sum over all the time
points of absolute values of the function). This is the function that the simulated
annealing algorithm minimizes. By perturbing the model parameters it changes the
reference waveform W bcij and with it equation (3.3.6) to find the best fit of synthetic
seismogram to the observed seismogram - thus minimizing the cost function.
The resolution of each parameter is estimated empirically by performing three runs
of the algorithm with different starting random numbers. If the parameter converges
to the same value for three runs, it is assumed that the parameter is properly re-
solved. Hence, the variance of the output parameters is a “statistical error”, which
gives an indication of the convergence of the algorithm, rather than an error esti-
mate for a given parameter. The t∗ parameter for compressional waves can assume
discreet values between 0.04 and 4.08.
One of the main advantages of SAWIB algorithm over commonly used cross-
correlation methods lies in its ability to retrieve waveforms and differential travel
times of PKP phases at epicentral distances close to the PKP triplication, where all
three arrivals interfere (Garcia et al., 2006). This, and the speed of the algorithm
in estimating parameters simultaneously for multiple records are the main reasons
that we use SAWIB, especially since most of our dataset lies within the triplication
distance range. However, the algorithm does have its limitations. The waveform
modeling is limited by ray theory and point-source approximation, and as such it
does not handle diffracted waves. Additionally, the algorithm cannot process body
waves with complex reflexion or transmission coefficients that induce phase shifts
and are not multiples of pi/2. Point source approximation is valid for earthquakes of
moment magnitude of about ≈ 7.0. At larger magnitudes P waves are affected by
directivity effects and the hypocenter and the centroid locations start to differ while
they are assumed to be identical in a point-source approximation. Garcia et al.
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(2013) caution that the method can be safely used up to a moment magnitude of
7.5. For larger magnitudes, the travel-time perturbations are more sensitive to the
centroid than the hypocenter location due to full waveform fit. We address some of
these limitations in a series of experiments shown in Chapter 4. For more details
on the SAWIB algorithm and its performance the reader is referred to Garcia et al.
(2006) and Garcia et al. (2013).
3.4 Data and measurements
The SAWIB algorithm was used on 50 globally distributed events (Table 3.4) and the
t∗ parameter has been estimated for 398 records in total. We focused on the records
that show clear PKP arrivals in displacement seismograms when unfiltered. We
avoided filtering because we are fitting the shape of the incoming waves rather than
just the amplitude and filters may affect this shape. We used events of magnitude
between 5.5 and 7, and deeper than 100 km. There are a few exceptions in the
dataset (larger and/or shallower events) that were chosen purely because of the
clear PKP arrivals with relatively simple source-time functions (which affects the
SAWIB algorithm) or unobstructed by depth phases. We decided to use strictly
PKIKP and PKPbc phases, and our dataset spans the epicentral distances between
147◦ and 155◦. The raw seismograms of PKP waves were thus used as an input for
the SAWIB algorithm. All the traces were downloaded from IRIS DMC database.
The examples of the observed waveforms and their optimal fit according to the
SAWIB algorithm are shown in Figure 3.4.1 and the estimated t∗ parameters and
the resulting coverage of the inner core are shown in Figure 3.4.2. The t∗ parameter
estimated by the SAWIB algorithm can assume discreet values between 0.04 and
4.08. Most of our t∗ estimates are in the range between 0.04 and 1.2 s. There are,
however a number of larger estimates and a few observations having values on the
order of 2 and 3 s. When these data are plotted on a scale encompassing the full
range of estimated values it is impossible to see the global variety of t∗ parameters
because of the majority of them plotting on the lower end of the colour scheme,
while a few larger values stand out in a drastically different colour. We choose then
to set the boundaries of our colour scale to represent the range of the majority of
our estimates, while those estimates that are larger than the ones shown are plotted
in gray. We point the reader to some of those gray filled circles in figure 3.4.2
showing large t∗ estimates in east Asia, Indian ocean and a few in central America
and off the west coast of North America. It is interesting to see that larger estimates
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around the Americas occur along the polar paths. This is also observed in Indian
ocean, where a few polar paths are showing larger attenuation estimates than the
equatorial ones (with two exceptions of larger estimates along equatorial paths) in
approximately the same region of the Indian ocean. While these observations may
point to anisotropy of attenuation, with polar paths seemingly more attenuated
than the equatorial ones, we do not think that our dataset provides a good enough
resolution to address this problem. We focus on the lateral variation of Qp in the
uppermost inner core instead. Anisotropy of attenuation could be the focus of future
work, using a dataset that spans a greater range of epicentral distances and thus
providing better resolution.
The top of Figure 3.4.3 shows the spread of the estimated t∗ across the observed
range of epicentral distances, while the bottom shows the same measurements as in
Figure 3.4.2 but over the entire range and transparent filled circles to better spot
the larger values.
Figures 3.4.2 and 3.4.3 show a significant scatter in estimated t∗ values and across
the epicentral distance. There could be a number of reasons contributing to this
scatter, some of which could be linked to the assumptions and approximations that
we made in order to be able to estimate t∗. For example, equation 3.1.3 shows three
terms that describe the (differential) t∗ of the PKIKP phase relative to the PKPbc
phase. We have approximated that expression only with its last term, assuming
the similarity of the two phases within the mantle, and assuming a much larger
Q factor for the mantle and the outer core. While these are good and common
approximations, they are still just approximations and any deviation from them will
cause the first and the second term of equation 3.1.3 to contribute to the value of the
t∗ estimate. Furthermore, we have not corrected for possible effects of anisotropy
which may be one of the main factors yielding large t∗ estimates along polar paths.
The entire dataset additionally lies within the epicentral distance range favourable
for diffraction of PKPbc phase and focusing of energy, and this may also cause
the observed scatter in the measurements. We will show some of the difficulties of
estimating attenuation, even without any of these assumptions, in the next chapter.
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Figure 3.4.1: Examples of waveform fit using the SAWIB algorithm for four events.
Observed traces are shown in black line and the modeled traces are shown in gray line.
The traces are centered on the theoretical PKPab arrival time.
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Figure 3.4.2: t∗ estimates obtained in this study using the events listed in Table 3.4.
Black lines are portions of raypaths propagating through the inner core, and filled circles
are t∗ estimates plotted in the locations of the bottoming points of their respective ray-
paths. The range of the colour scale has been adjusted to clearly show the majority of
estimated t∗ parameters and their variety. All estimates larger than 1.2 plot as gray filled
circles (see text for explanation).
Figure 3.4.3: Top: Spread of estimated t∗ parameters over the observed epicentral dis-
tance range. Bottom: Estimated t∗ parameters plotted at the geographical location of
their respective PKIKP bottoming point.
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Table 3.1: List of earthquakes used in this study .
Date Time Location (lat, lon) Depth (km) Magnitude
20.3.1993 09:20:34 −56.1◦, −27.8◦ 125.3 Mw 6.3
5.11.1996 09:41:31 −31.22◦, −179.96◦ 340.7 Mw 6.8
12.04.1997 09:21:47 −28.10◦, −178.32◦ 98.5 Mw 6.0
3.05.1997 16:45:55 −31.64◦, −179.34◦ 47.8 Mw 6.9
8.10.1998 04:51:40 −16.05◦, −71.35◦ 111.6 Mw 6.2
2.03.1999 17:45:54 −22.80◦, −68.49◦ 110.2 Mw 5.9
14.6.2000 02:15:28 −25.63◦, 178.06◦ 631.2 Mw 6.4
18.12.2000 01:19:21 −21.15◦, −179.12◦ 617.7 Mw 6.5
12.9.2001 08:48:37 −21.02◦, −179.10◦ 610.6 Mw 6.4
10.2.2002 01:47:07 −55.98◦, −29.15◦ 198.0 Mw 5.9
16.6.2002 06:55:13 −17.92◦, −178.65◦ 571.2 Mw 5.9
24.9.2002 03:57:20 −31.45◦, −69.14◦ 104.6 Mw 6.3
12.11.2002 01:46:49 −56.58◦, −27.72◦ 118.8 Mw 6.2
17.11.2002 04:53:55 47.8◦, 146.0◦ 483.9 Mw 7.3
27.4.2003 22:57:44 −81.68◦, −71.58◦ 553.3 Mw 6.0
21.7.2003 13:53:59 −5.50◦, 148.81◦ 196.6 Mw 6.4
17.9.2003 21:34:47 −21.43◦, −68.27◦ 126.1 Mw 5.8
25.1.2004 11:43:10 −16.85◦, −174.17◦ 129.6 Mw 6.7
10.6.2004 15:19:56 55.7◦, 160.0◦ 187.4 Mw 6.9
14.8.2005 02:39:39 −19.7◦, −69.11◦ 114.6 Mw 5.8
9.9.2005 11:26:05 −31.6◦, −69.1◦ 114.0 mb 5.8
2.1.2006 22:13:40 −19.97◦, −178.11◦ 584.1 Mw 7.1
26.2.2006 03:08:28 −23.67◦, −179.95◦ 534.3 Mw 6.4
7.3.2006 06:28:55 −14.85◦, 167.36◦ 138.9 Mw 6.2
30.4.2006 08:17:35 −15.11◦, 167.40◦ 134.1 Mw 6.1
27.6.2006 02:59:16 −19.96◦, −178.23◦ 574.9 Mb 6.0
22.9.2006 02:32:24 −26.85◦, −63.11◦ 583.0 Mw 6.0
29.4.2007 12:41:58 52.0◦, −180.0◦ 126.9 Mw 6.2
6.5.2007 21:11:53 −19.47◦, −179.32◦ 678.6 Mw 6.5
21.07.2007 13:27:03 −8.09◦, −71.21◦ 633.7 Mw 6.0
31.07.2007 02:42:49 −56.10◦, −27.73◦ 113.3 Mw 5.7
26.09.2007 04:43:18 −3.96◦, −79.22◦ 102.1 Mw 5.9
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5.10.2007 07:17:54 −25.20◦, 179.45◦ 521.3 Mw 6.5
19.11.2007 00:52:12 −21.21◦, −178.67◦ 558.9 Mw 6.3
15.12.2007 08:03:16 −7.62◦, 127.51◦ 181.0 Mw 6.0
12.2.2008 12:50:19 16.43◦, −94.24◦ 85.7 Mw 6.5
12.10.2008 20:55:41 −20.20◦, −65.0◦ 357.8 Mw 6.1
22.11.2009 07:48:21 −17.82◦, −178.37◦ 526.8 Mw 6.3
4.3.2010 22:39:25 −22.27◦, −68.46◦ 108.4 Mw 6.3
11.4.2010 22:08:11 37.0◦, −3.5◦ 619.6 Mw 6.3
23.5.2010 22:46:51 −14.00◦, −74.43◦ 102.6 Mw 6.1
24.5.2010 16:18:28 −8.12◦,−71.64◦ 582.1 Mw 6.5
17.6.2010 13:06:51 −33.19◦, 179.78◦ 211.1 Mw 6.0
30.6.2010 04:31:01 −23.29◦, 179.18◦ 572.8 Mw 6.4
12.7.2010 00:11:20 −22.28◦, −68.32◦ 109.4 Mw 6.2
16.8.2010 19:35:48 −20.84◦, −178.76◦ 600.8 Mw 6.2
25.2.2011 13:07:26 17.8◦, −95.2◦ 130.6 Mw 6.0
29.7.2011 19:35:48 −23.7◦, 179.8◦ 522.8 Mw 6.7
1.6.2012 05:07:01 −77.1◦, −148.9◦ 12.0 Mw 5.5
26.10.2015 09:09:42 −36.4◦, 70.7◦ 231.0 Mw 7.5
Chapter 4
Comparison of SAWIB estimates
with those from an independent
method
In this Chapter we address some of the limitations of the SAWIB algorithm. The
waveform modeling is limited by ray theory and point-source approximation, and
as such it does not handle diffracted waves. Additionally, the algorithm cannot
process body waves with complex reflection or transmission coefficients that induce
phase shifts and are not multiples of pi/2. Point source approximation is valid for
earthquakes of moment magnitude of about ≈ 7.0. At larger magnitudes P waves are
affected by directivity effects and the hypocenter and the centroid locations start
to differ while they are assumed to be identical in a point-source approximation.
While SAWIB can model PKP waveforms at triplication distances, the ray theory
will fail to predict a correct amplitude for diffracted waves. For this reason, we
developed an algorithm of our own, which does not rely on ray theory or point-
source approximation as its primary purpose is not full waveform modeling. It
instead takes the attenuation operator, and applies it to the reference pulse which is
then fit to the PKIKP pulse. We describe here this procedure and show a number
of examples for three events and compare the thus obtained t∗ estimates to the ones
obtained from SAWIB. This analysis eventually led us to decision to remove one
of the studied events from our dataset. At the end of the Chapter we discuss the
differences, advantages and disadvantages of both approaches and our reasons to
perform data estimation using the SAWIB algorithm.
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4.1 Grid search for the t∗ parameter using the at-
tenuation operator
t∗ estimates obtained through the SAWIB algorithm are potentially not good be-
cause the algorithm uses ray theory to compute phase amplitudes. At triplication
distances this might be a problem if the waveform fitting includes trying to match
amplitudes of all the phases, assuming geometric spreading and plane wave reflection
coefficients. In this case the PKP-B or PKP-BC amplitude can be over-predicted
because the ray theory amplitude goes to infinity. To test for this we have developed
our own code that fits only the shape of the PKIKP and PKPbc pulses using the
attenuation operator. The code fits an attenuated PKPbc waveform to observed
PKIKP waveform for a range of t∗ parameters. The purpose of this chapter is to
show that using both SAWIB (from here on called method A) and an independent
method (from here on called method B), such as fitting purely the shape and am-
plitude of the PKP pulses, results in estimates of similar quality and both methods
contribute to uncertainties and ambiguities of results, proving the difficulty of mea-
suring body wave attenuation.
The attenuation operator used in SAWIB, and in our own code is the one shown in
equation 3.3.3 and reproduced here:
Att(t∗, f) = exp (−pift∗) exp
[
−2if ln
(
f
f0
)
t∗
]
, (4.1.1)
with the reference frequency f0 set to 0.5 Hz. In this formulation the quality factor
Q and t∗ do not depend on frequency.
We will show several measurements from both methods for cases of three events
from our initial dataset:
1. Mw 6.0 Western Brazil event from 27.04.2003
2. Mw 6.7 Tonga event from 25.01.2004
3. MW 6.9 Salta Province event from 21.03.2005
It should be noted that all these events are large in magnitude and hence it can
be a problem to compute predicted seismograms (synthetics), using ray theory or
otherwise, for these events. We chose not to include examples from events with
smaller magnitudes as what is generally presented here holds for all the events that
we tested.
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We will show at the end of this chapter that the analysis we perform here led us
to exclude the Salta Province event from our dataset. The Figures in this chapter
that show the entire t∗ dataset still contain this event however, and so they slightly
differ from Figure 3.4.3. We will show the final dataset and reproduce Figure 3.4.3,
after the exclusion of said event, at the end of this chapter.
Our own code (method B) is relatively simple: we cut the PKPbc and PKIKP pulse
from the observed seismograms and then apply the attenuation operator defined
in (4.1.1) for a range of t∗ parameters to PKPbc and try fitting it to the PKIKP
pulse. The t∗ parameter varies iteratively between 0.0 and 4.08 in steps of 0.01. The
result is 408 attenuated pulses that are fit to the PKIKP pulse. Every 10-th fit is
plotted to observe the change in the pulse, and additionally the best fit according
to L2 norm is shown. We will compare these fits, and the resulting t∗ parameter for
several stations of each event to the ones obtained through SAWIB. When perform-
ing measurements using our own method, we repeated the measurements for each
station several times (2-4, depending on the case) by cutting the pulses slightly dif-
ferently, and subjectively, after a visual inspection of the observed waveform. This
accounts for any measurement errors and provides us with an estimate of a spread
for particular measurement on a given station. We will show here selected examples
for the Brazil event, as they encompass all the differences between method A and
method B well (for example, larger attenuation obtained through one method and
smaller through the other for the same station, and vice versa). We also show a few
examples for the Salta Province event. The examples of measurements for Tongan
event and the remaining examples from the Salta Province event can all be found
in Appendix A.1 and A.2.
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4.2 Western Brazil event from 27.04.2003
Table 4.1: Selected stations used to make measurement comparisons for the two methods,
with their corresponding t∗ estimate from SAWIB and epicentral distance, for the Western
Brazil event.
Station name t∗ [s] Distance [◦]
H0400 0.4 150.51
H0310 0.44 150.52
LSA 0.28 153.10
SSE 1.44 154.20
ZSPO 0.04 147.15
BJT 0.16 147.43
Table 4.1 lists a selection of stations for which we below provide detailed, descriptive
comparisons between the two methods for the Western Brazil event. t∗ estimates
obtained from SAWIB algorithm, and the epicentral distance for each station are
given.
Figure 4.2.1 shows SAWIB and independent measurements for each station used
for this event. Note that there are more stations shown here than in Table 4.1,
but we choose to show waveform fit examples only for the stations in the Table,
for the sake of brevity. There are no error estimates for data points from method
A. The data points for method B are the mean of all the measurements taken at
that particular station, obtained through slightly different cuts of the PKIKP pulse,
and the bars represent one standard deviation of those measurements. The stations
on the horiziontal axis are arranged in the order of increasing epicentral distance,
with the shortest distance being on the left hand side of the axis. The spacing be-
tween the tick-marks is not representative of the relative distances between stations
to enhance clarity of the figure. Majority of the stations are at similar distances,
which when plotted to represent the relative distances correctly, results in obscuring
station names and data points plot on top of each other.
It is obvious from the figure that measurements performed using two different meth-
ods, are different, in some cases drastically. Figures 4.2.2 and 4.2.3 show the observed
traces for stations listed in table 4.1 in black, and the fits obtained with method
A in blue. Station name and estimated t∗ parameter from this method are also
shown for every trace. Also shown in these Figures are our entire t∗ dataset plotted
against epicentral distance, with the estimates we are interested in and are looking
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54 Comparison of SAWIB estimates with those from an independent method
closer into highlighted in blue, so we can see where they sit within the dataset, and
a map showing the location of the event (yellow star), stations whose traces we are
comparing for fits (red triangles), and whose traces are plotted on the right side of
the Figures, and bottoming points of the PKIKP phases (blue filled circles). The
purpose of these Figures is not only to show the location of the event and stations, or
the fit of the synthetic waveform obtained from method A to the observed waveform,
but also to show that to perform our comparisons we didn’t simply choose only the
outliers in the dataset. This is demonstrated by highlighting the selected measure-
ments obtained through method A within the dataset. It will be clear throughout
this Chapter that some of those measurements are far from being outliers. Addi-
tionally, the map shows the bottoming points of the PKIKP phases, in an attempt
to provide the reader familiar with the subject of inner core attenuation with the
assumed location of the reported small or large attenuation measurement. This in-
formation can be used to compare it to other existing or future studies on inner core
attenuation.
Figures 4.2.4 - 4.2.6 show three repeats of measurements done with method B for
station H0400. The panels of these figures show the effect of attenuation operator
on the starting PKPbc waveform (first panel in the top left corner), for every 10-th
iteration of t∗ parameters. These attenuated waveforms are shown in yellow, while
the PKIKP waveform remains unchanged through this process and is shown in black.
In the first panel the attenuation is zero and so the PKPbc pulse in yellow is shown
as it is cut for the purpose of the measurements. The last panel, in the bottom right
corner of the figure, shows the optimal attenuated waveform in green, fit to PKIKP
and corresponding t∗ parameter, according to L2 norm. For each of these repeated
measurements, the PKP pulses were cut slightly differently and subjectively. There
are no strict parameters that determine the size of the cut window and all the cuts
were decided on the case-to-case basis after a visual inspection. We can see from
these figures that in two out of three cases the result is close to the one obtained
with method A and the fit of the attenuated PKPbc pulse to the PKIKP pulse
is good in those cases. The third case estimates larger attenuation than predicted
with method A, and the fit is not as good. All of this contributes to the mean and
standard deviation of this particular measurement shown in figure 4.2.1 and places
the measurement obtained through method A within one standard deviation of the
one obtained through method B. The same can be said for the example of station
H0310, and we show the measurements through method B in figures 4.2.7 - 4.2.9.
It is maybe interesting to point out that while two of the fits shown in these figures
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Figure 4.2.2: Top left: t∗ as a function of epicentral distance. Highlighted in blue are
estimates of t∗ we are looking closer into, corresponding to the estimates reported with
the traces on the right. Bottom left: Map showing the locations of the event (yellow star),
a number of stations from Table 4.1 that we are comparing the traces and fits for (red
triangles) corresponding to stations reported with the traces on the right, and bottoming
points of PKIKP phases for these event-station pairs (blue filled circles). Right: Traces
observed at a number of stations listed in Table 4.1 (black lines). The name of the station
for each trace is shown in upper left corner, and its epicentral distance and estimated
t∗ in lower left corner. Synthetic waveforms computed through method A and fit to the
observed ones are shown in blue.
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Figure 4.2.3: Same as Figure 4.2.2 for the rest of the stations listed in Table 4.1.
§4.2 Western Brazil event from 27.04.2003 57
are both reasonably good, they predict slightly different attenuation, depending on
how the pulses were cut. For one of these fits, t∗=0.44 (figure 4.2.9) is exactly the
same as the estimate obtained with method A. One can argue that the fit we see
for t∗=0.56 (figure 4.2.7) is equally good, while the one with t∗=0.42 (figure 4.2.8)
is close to the estimate of method A, but with worse fit than both the one from
method A, and the other two for that station from method B.
If one didn’t have any further information, one could conclude at this point that
both methods work reasonably and equally well with minor differences. However,
method B will fall apart if the PKPbc pulse is smaller and/or wider than the PKIKP
pulse to begin with. These cases are rare, but they do occur and we have examples
in our dataset. Two of them are examples from Brazil event for stations LSA and
XAN (station XAN not shown here). Only if the PKIKP waveform is cut at its
very tip, but BC is cut in full will the method yield attenuation that is larger than
zero. This is after removing the bias for both waveforms. Hence, if we do cut both
waveforms in full - PKIKP will always be larger than the BC. We show three repeats
of measurements for station LSA, to demonstrate this in figures 4.2.10 - 4.2.12. The
fits from method A for these stations are shown in figure 4.2.3.
Let’s now take a look at the example of station SSE. Here the attenuation of t∗=1.44
is estimated through method A. The fit, shown in figure 4.2.3, is not as good as the
fits shown in figure 4.2.2 but one could argue that it captures the width of the at-
tenuated PKIKP pulse well. This pulse is quite wider than the PKPbc pulse of that
trace and the estimate of high attenuation seems like a plausible one. We show the
fits and corresponding attenuation estimates obtained through method B in figures
4.2.13 - 4.2.16. We can see in them that no matter how the pulses are cut, we can’t
achieve this same level of attenuation, and our estimates are much smaller. In two
out of four cases (figures 4.2.15 and 4.2.16) one can also argue that the fit captures
the width of the PKIKP pulse reasonably well, though if a choice, based purely on
visual inspection, would have to be made - we would probably choose the fit from
method A as the better one. This choice also makes more sense intuitively - given
how much wider the PKIKP pulse is in relation to PKPbc pulse. Higher attenuation
seems like more plausible explanation in this case. In the case of stations ZSPO and
BJT - we have the opposite scenario, where attenuation estimated through method
B is larger than that estimated through method A. Visually comparing the fits from
the two methods for these stations (figures 4.2.3 and 4.2.17 - 4.2.21) again suggests
that the ones from method A are better. Just by looking at the pulses the measure-
ments from method A seem to make more sense, since the PKPbc pulse in both cases
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is almost as wide as PKIKP pulse, suggesting a relatively small effect of attenuation
on the PKIKP phase.
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Figure 4.2.4: Process of measuring attenuation using method B for station H0400 that
recorded the 2003 Brazil event. Panels show how the PKPbc pulse (yellow) is affected
by an attention operator when using the t∗ parameter displayed. L2 norm between the
PKPbc pulse and the unchanging PKIKP pulse (black) is computed at every step, and the
optimal fit according to the norm is shown in the last panel in green, with corresponding
t∗ parameter.
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Figure 4.2.5: Same as figure 4.2.4, repeated measurement.
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Figure 4.2.6: Same as figures 4.2.4 and 4.2.5, repeated measurement.
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Figure 4.2.7: Same as figure 4.2.4, but for station H0310.
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Figure 4.2.8: Same as figure 4.2.7, repeated measurement.
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Figure 4.2.9: Same as figures 4.2.7 and 4.2.8, repeated measurement.
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Figure 4.2.10: Same as figure 4.2.4, but for station LSA.
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Figure 4.2.11: Same as figure 4.2.10, repeated measurement.
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Figure 4.2.12: Same as figures 4.2.10 and 4.2.11, repeated measurement.
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Figure 4.2.13: Same as figure 4.2.4 but for station SSE.
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Figure 4.2.14: Same as figure 4.2.13, repeated measurement.
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Figure 4.2.15: Same as figure 4.2.13, repeated measurement.
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Figure 4.2.16: Same as figure 4.2.16, repeated measurement.
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Figure 4.2.17: Same as figure 4.2.4, but for station ZSPO.
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Figure 4.2.18: Same as figure 4.2.17, repeated measurement.
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Figure 4.2.19: Same as figure 4.2.17, repeated measurement.
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Figure 4.2.20: Same as figure 4.2.4, but for station BJT.
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Figure 4.2.21: Same as figure 4.2.20, repeated measurement.
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4.3 Salta Province event from 21.03.2005
Table 4.2: Selected stations used to make measurement comparisons for the two methods,
with their corresponding t∗ estimate from SAWIB and epicentral distance, for the Salta
Province event.
Station name t∗ [s] Distance [◦]
WMQ 2.08 149.90
H0800 2.92 151.96
H1150 2.96 151.98
H1030 0.92 152.41
Table 4.2 lists selected stations used to make a comparison of measurements be-
tween methods A and B for the Argentinian event. Figure 4.3.1 shows measurements
on all stations from both methods for this event. The stations on the horizontal axis
are arranged in the order of increasing epicentral distance, and ticks spacing is not
representative of relative distances between stations. The bars on measurements
from method B represent one standard deviation. Figure 4.3.2 shows the observed
traces and their synthetic fits computed with SAWIB algorithm for the stations
listed in table 4.2.
This event is the exception among the events studied here, because it is the only
one where every single estimate obtained with method B is smaller than the esti-
mates obtained with method A. Our next examples are estimates at station H0800,
which show really good fits for both method A (figure 4.3.2) and for method B (fig-
ures 4.3.3 - 4.3.5). Perhaps this is a clearer case than the ones shown for previous
events: visual inspection of the pulses does not immediately indicate an extremely
large attenuation as is predicted from method A. This particular event prompted
this whole experiment and is most likely the one to suffer from over-prediction of
attenuation due to fallacies of the ray theory. It is unclear to us why this particular
event exhibits this problem for every station, while no other event does. Whether
it is due to the magnitude or the complex source-time function or a combination
of both, or something entirely different, is beyond the scope of our research. This
over-prediction cannot be caused by particular epicentral distances of these stations,
since the entire dataset is within that same range, and we have shown here and in
Appendices A.1 and A.2 a number of examples of both good and bad estimates for
both methods within that distance range. However, this is the one event where
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method B systematically predicts lower attenuation at every station, and these pre-
dictions seemingly make more sense than the ones from method A. The remaining
examples for this event can be found in Appendix A.2.
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Figure 4.3.2: Top left: t∗ as a function of epicentral distance. Highlighted in blue are
estimates of t∗ we are looking closer into, corresponding to the estimates reported with
the traces on the right. Bottom left: Map showing the locations of the event (yellow
star), stations from Table 4.2 that we are comparing the traces and fits for (red triangles)
corresponding to stations reported with the traces on the right, and bottoming points of
PKIKP phases for these event-station pairs (blue filled circles). Right: Traces observed at
stations listed in Table 4.2 (black lines). The name of the station for each trace is shown
in upper left corner, and its epicentral distance and estimated t∗ in lower left corner.
Synthetic waveforms computed through method A and fit to the observed ones are shown
in blue.
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Figure 4.3.3: Same as figure 4.2.4 but for station H0800 that recorded the Salta Province
event.
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Figure 4.3.4: Same as figure 4.3.3, repeated measurement.
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Figure 4.3.5: Same as figure 4.3.3, repeated measurement.
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4.4 Conclusions
We have estimated t∗ parameter using two methods:
1. Method A - Computing synthetic seismograms via full waveform-fitting
SAWIB algorithm and fitting them to the observed ones.
The method relies on the ray theory and presumably over-predicts attenuation
when trying to fit amplitudes of all phases near triplication distances.
2. Method B - Applying the attenuation operator to pure PKPbc pulse and fitting
it to pure PKIKP pulse.
The method is dependent on the specifics of cutting the pulses and falls short
if/when the PKPbc pulse is wider/smaller than the PKIKP pulse to begin
with.
These methods were applied on a number of traces for three events and we have
demonstrated cases where method B predicts lower, higher, and the same attenu-
ation as method A. For these cases we have concluded that both methods can be
a useful tool to estimate the t∗ parameter. Any and all the conclusions about the
estimates were made based on visual inspection of observed traces and the accompa-
nying fits from both methods. It is not clear to us which method, other than visual
inspection, should potentially be used to justify these estimates. It is our opinion
that, based on these visual inspections, there are cases when seemingly method A
performs better, and there are cases when seemingly method B performs better, with
no apparent pattern to this behaviour. It is sometimes hard to tell which of these
methods should be considered superior - especially if both of them predict similar
t∗, but with enough difference between the estimates to, for example, classify the
resulting attenuation as either ’moderate’ or ’large’.
There is one exception to this, and that is the case of the 2005 Salta Province
event, where all the estimates obtained using method B are systematically lower
and seemingly better than those of method A. It is not clear why this happens for
this particular event, but its magnitude and complex source-time function could be
contributing to large estimates from method A. It wasn’t shown here, but we also
used method A to estimate the t∗ parameter for this event using PKPab phase as
a reference, since it bottoms in the upper outer core and is not diffracted, and the
resulting estimates were on the same order of magnitude.
Based on what was shown here, we decided that the 2005 Salta Province event should
be removed from the dataset, and the tomographic inversion should be performed
§4.4 Conclusions 85
without it. Our final dataset without this event is shown in Figure 4.4.1. The reader
will notice that this dataset lacks a cluster of data points with values of t∗ larger
than 2 that are shown in Figures 4.2.2, 4.2.3, A.1.2, A.1.3 and 4.3.2. Possibly one of
the reasons why these two methods perform so differently is because SAWIB algo-
rithm fits synthetic waveforms for multiple stations at once which more than likely
affects the resulting fit and parameter estimation. The algorithm developed here
can only fit the waveforms for one station at a time. Another possible reason for
this is that in our own developed algorithm (method B) we minimise the L2 norm
of the difference between the waveforms, whereas SAWIB algorithm minimizes the
L1 norm.
There is no reason to perform all the measurements again, using method B, to essen-
tially collect an entirely new dataset, as the estimates obtained through that method
can be as uncertain and ambiguous as the ones obtained through method A. It is
likely, though not confirmed here, that the tomographic results would be similar on
average, using data estimated from method A and method B, based on the fact that
aside for the Salta Province event, method B can estimate t∗ parameter both larger
and smaller than the estimates from method A. The only big advantage of method
B over method A is the fact that by repeating the measurements several times we
can estimate the error for each datum, something that method A does not provide
us. Simultaneously this slows down the measuring process, and we choose to use
method A, i.e. the SAWIB algorithm to estimate our data. We choose to estimate
the noise using different inversion approaches and regularisation techniques, all of
which will be shown in the following chapters.
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Figure 4.4.1: Our final t∗ dataset after removal of the Salta Province event. Top: final t∗
as a function of epicentral distance. Bottom: final t∗ estimates plotted at the bottoming
point locations of their respective PKIKP raypaths.
Chapter 5
Tomographic inversion, linearised
In this Chapter we present the equations for our tomographic problem. We describe
how we linearise this problem and how we connect the least-squares estimate to prob-
abilistic framework in order to estimate the uncertainties on the data. We describe
how we estimate the noise on the data using the L-curve test and the Discrepancy
Principle, and we discuss two regularisation methods: damping and smoothing and
show the details of both. We describe the inversion algorithm that combines all of
these approaches and show the synthetic examples, followed by the results of the
inversion for real data. Parts of this chapter have been published in Pejic´ et al.
(2017). Sections 5.1, 5.2, 5.3 and 5.5 have been shortened and restructured to ac-
commodate for the journal format, while sections 5.6, 5.7, and 5.8 are reprinted here
verbatim.
5.1 Linearising the problem
To perform attenuation tomography of the inner core we rewrite equation 2.3.1 in
matrix form: 
t∗1
t∗2
...
t∗D
 =

∆l11
v11
∆l12
v12
· · · ∆l1N
v1N
∆l21
v21
∆l22
v22
· · · ∆l1N
v2N
...
. . .
...
∆lD1
vD1
∆lD2
vD2
· · · ∆lDN
vDN
 ·

Q−1p1
Q−1p2
...
Q−1pN
 (5.1.1)
The t∗ vector on the left-hand side of equation 5.1.1 is our data vector d and the
Qp
−1 vector on the right-hand side is our unknown model vector m. The matrix
relating the two is the kernel matrix G. It is a matrix of total traveltimes through
the inner core. The core is parameterised as N blocks (parameters) 45◦ wide. ∆lDN
and vDN are the length of the D− th raypath segment through the N − th block of
the inner core, and the average velocity of the wave along that segment, respectively.
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We use ak135 velocity model (Kennett et al., 1995) to compute vDN , travel times
through the inner core, and consequently ∆lDN .
Since Qp factor is a non-negative physical quantity, inverting directly for it or its
inverse puts us in an unwelcome situation of getting an inversion solution which
might contain negative or zero values of Qp for the inner core. Another, less obvious,
problem with the attenuation tomography formulated in this way is that we expect
much bigger deviations of the Qp factor from some reference value than in the case
of, for example, velocity tomography. We use optimisation and Newton’s continuous
gradient method to find the solution vector. Iterative methods like Newton’s method
use small steps to move away from the starting guess and find a minimum of the cost
function, hence large deviations from that starting position will make it difficult, if
not impossible, for the algorithm to converge. To circumvent these two problems
we invert for the logarithm of inverse Qp. In doing so we guarantee positivity as the
logarithm of a negative number does not exist. While this transformation makes it
safer to invert for the Qp factor, it also makes the inversion problem non-linear so
we need to introduce a few approximations to linearise the problem before we can
employ optimisation to solve it.
With this transformation, the system of equations we are trying to solve becomes:
t∗1
t∗2
...
t∗D
 =

∆l11
v11
∆l12
v12
· · · ∆l1N
v1N
∆l21
v21
∆l22
v22
· · · ∆l1N
v2N
...
. . .
...
∆lD1
vD1
∆lD2
vD2
· · · ∆lDN
vDN
 ·

exp (m1)
exp (m2)
...
exp (mN)
 (5.1.2)
where mi = ln
(
Q−1pi
)
denotes a natural logarithm of i − th non-linear parameter.
We will assume now that our measurements are independent of each other and
that the knowledge of any one observation of the t∗ parameter does not affect our
knowledge about any other t∗ parameter. This is a reasonable assumption since
our measurements are obtained through the SAWIB algorithm independently for
each event. The events are distributed globally and there is no reason to believe
that one measurement is connected to another. We assume that the errors on the
measurements are described by an uncorrelated Gaussian process.
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5.2 Probabilistic framework and least squares
The approach we take here to perform the inversion is adopted from Benavente
(2016) and relies on Bayes’ theorem:
P (m|d) ∝ P (d|m)× P (m) (5.2.1)
which reads as “the probability density of the model m being true given the data
d, is proportional to the probability density of observing the data (the data is true)
given the model, times the probability density of the model”. The second factor on
the right hand side of equation 5.2.1 is called the prior probability density. It rep-
resents our a priori knowledge of the model, i.e. everything that we think we know
about the model before observing the data. This prior knowledge is modified by
the measured data through the likelihood on the right hand side of equation 5.2.1.
These two factors together combine into a posterior probability density, the factor
on the left hand side of equation 5.2.1, which represents our a posteriori knowledge
of the model in the light of the measured data.
We make simplifications for the likelihood function and assume that our measure-
ments are independent and that our knowledge about one data point has no influence
on the prediction of another. If we also assume that the noise (errors) associated
with these measurements can be reasonably represented as an uncorrelated Gaus-
sian process then the probability of one individual measurement dj can be written
as:
P (dj|m) = 1
σj
√
2pi
exp
[
−(pj − dj)
2
2σ2j
]
(5.2.2)
where pj is the prediction of j-th datum, and σj is the error of datum dj, which is
assumed to be known.
The prior P (m) is a Gaussian distribution with mean mp and standard deviation
1
α
. mp in this case is a reasonable, expected value of our parameters given by
mp = ln(Qp
−1
p), where, as we will see later, Qpp is a fixed vector of reference Qp
value for the inner core. As stated above, the prior probability density represents our
knowledge of the model before the inversion. We discussed some of the difficulties of
assembling a comprehensive dataset in Chapter 2 and showed the coverage resulting
from our dataset in Figures 2.7.4 and 2.7.5. The coverage suffers from obvious gaps
in the Pacific region and especially in the southern hemisphere. As will be shown
later in this chapter, the grid that we use for the inversion is rather coarse, as our
dataset is small. In addition, we do not have an estimate of noise on our data and
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we make assumptions about it based on the inversion process (shown later in this
chapter), but we assume in these mathematical expressions that the noise is known.
In that sense, we do not posses a lot of prior knowledge, and the only thing we know
in advance is the Qp factor reported from other studies, as listed for example in
Table 2.1. We believe it is reasonable in this case to impose a Gaussian prior for our
model. The Gaussian would be centered on a commonly reported value from other
studies, and its width dictates allowed deviations from that centre. As we will show
below, this width is controlled by the regularisation parameter α. A Gaussian prior
is a much better choice for a small, noisy dataset and a problem defined on a coarse
grid such as ours, rather than for example, a uniform prior with wide boundaries. A
uniform prior would add even more uncertainty into our inversion and would allow
more extreme values than the ones that are allowed by choosing a Gaussian prior.
With the above definition, we write the prior probability as:
P (m) =
(
2pi
α2
)−N
2
exp
[
−α
2
2
||m−mp||22
]
(5.2.3)
where N is the number of parameters.
Since we assumed a Gaussian prior, by substituting equation 5.2.2 and 5.2.3 into
equation 5.2.1, and assuming a standard deviation σ for each datum, we can express
the posterior PDF as
P (m|d) = (σ2 · 2pi)−D2 · (2pi
α2
)−N
2
· exp
[
−||p− d||
2
2
2σ2
]
· exp
[
−α
2
2
||m−mp||22
]
,
(5.2.4)
where σ represents the errors (noise) of the data, and D is the number of data. Since
the predictions p are a product of the kernel matrix G and the model parameters
m we can write the last equation as
P (m|d) = A · exp
[
−1
2
(∣∣∣∣∣∣∣∣Gm− dσ
∣∣∣∣∣∣∣∣2
2
+ α2 ||m−mp||22
)]
(5.2.5)
where
A =
(
2piσ2
)−D
2 ·
(
2pi
α2
)−N
2
(5.2.6)
is the scaling factor. From here we can take the logarithm of the posterior:
L = ln (P (m|d)) = lnA− 1
2
[∣∣∣∣∣∣∣∣Gm− dσ
∣∣∣∣∣∣∣∣2
2
+ α2 ||m−mp||22
]
. (5.2.7)
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The maximum of the posterior will occur when the expression in square brackets is
minimum. The optimal solution m is therefore called the least squares solution. To
obtain the most probable estimate of the model m we inspect the behaviour of the
posterior PDF around its maximum by differentiating it with respect to the model
vector m and expanding it into a Taylor series around the maximum m∗. Keeping
only the terms up to a quadratic order in the Taylor expansion, we can express the
posterior probability density function as (see Sivia and Skilling (2006)):
P (m|d) ∝ exp
[
1
2
(m−m∗)T ∇∇L (m∗) (m−m∗)
]
, (5.2.8)
where L is the logarithm of the posterior PDF defined by equation 5.2.7. The
multivariate Gaussian in equation 5.2.8 has a maximum given by the vector m∗.
∇∇L is the symmetric N ×N matrix of second derivatives (i.e. the Hessian) of the
posterior PDF with respect to N model parameters. The spread of the posterior
distribution is related to the inverse of the second-derivative matrix:
σ2mij = −
[
(∇∇L)−1]
ij
. (5.2.9)
σm
2
ij define the elements of the model covariance matrix. From it, we can compute
the model correlation matrix by rescaling:
Corrij =
σ2mij
σmiiσmjj
. (5.2.10)
With the assumptions of independent measurements and Gaussian uncorrelated
noise in the data we can represent any given t∗ measurement in the form of equation
5.2.2. As we have just shown, this allows us to solve the problem in the least squares
sense and using Bayesian inference. Since we assumed that our measurements are
independent and the noise on the data is caused by a Gaussian process, our inver-
sion parameters - the natural logarithm of inverse Qp - are normally distributed as
a consequence. It is straightforward to show, using principles of error propagation,
that if the logarithm of a random variable X is normally distributed with mean µ
and standard deviation σ, then the inverse of variable X is lognormally distributed
with location parameter −µ and spread σ.
Let’s take a look at a lognormal distribution of variable x:
P (x) =
1
xσ
√
2pi
exp
[
−(lnx− µ)
2
2σ2
]
, x ∈ (0,+∞) (5.2.11)
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with µ and σ the mean and standard deviation of the underlying normal distribution.
The distribution of the inverse of this variable is then given by
P
(
1
x
)
=
1
1
x
σ
√
2pi
exp
[
−
(
ln
(
1
x
)− µ)2
2σ2
]
. (5.2.12)
Let’s now take a look at the numerator of the expression in the exponential. We
can write it as: (
ln
(
1
x
)
− µ
)2
= (− ln(x)− µ)2
= ln2(x) + 2µ · ln(x) + µ2
= (ln(x) + µ)2
(5.2.13)
which shows us that the inverse of the variable also has a lognormal distribution but
with parameters −µ and σ.
With the above in mind and from the equation 5.2.11, the inversion solution will
be µi = ln(xi) for each of the N normally distributed parameters, and the diagonal
of the model covariance matrix, computed using the Hessian (equation 5.2.9), will
provide σmi for each of the normally distributed parameters. Variable x here relates
to our Qp
−1. Our Qp model is then obtained with direct conversion:
Qpi = exp(−µi), (5.2.14)
and the confidence intervals (used to plot the uncertainty maps) are computed using
the cumulative distribution function of the lognormal distribution and evaluating
where it is equal to 1σ ≈ 68%. Note that this direct conversion to Qpi is the
median of the lognormal distribution by definition. This is why in all our results we
are reporting the values of the median of the lognormal distribution, and plotting
the full distributions to show their shapes and the effect thereof on the uncertainties.
5.3 Regularisation
Without explicitly knowing the standard deviation σ of the data used in equation
5.2.7, there are many solutions that can fit the data equally well in the least squares
sense. In order to stabilise the solution we turn to two methods of regularisation.
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As shown in section 5.2 the maximum of the PDF occurs when the expression∣∣∣∣∣∣∣∣Gm− dσ
∣∣∣∣∣∣∣∣2
2
+ α2 ||m−mp||22 (5.3.1)
is minimum. G is the kernel matrix relating the data d and the model m, and α−1
is the standard deviation of the Gaussian prior and the regularisation parameter.
The terms in equation 5.3.1 are the norm of the misfit between the data and the
model, and the model norm multiplied by the regularisation factor α2, respectively.
We will refer to these two terms as the χ2 misfit and the damping norm. Note
that the damping norm does not contain the factor α2. In Bayesian terminology
we can view these two terms as the likelihood function and the prior, respectively.
As we increase α we add more weight to the model norm, or the prior mp, and
we are penalising models that deviate significantly from our prior knowledge. On
the other hand, decreasing α will add more weight to the misfit, or the likelihood
function, and the information from the data controls the inference more than the
prior knowledge. Fixing σ (in our case to a value of 1) and tracing a curve of the
model norm with respect to the data misfit for different values of the parameter α
produces a characteristically L-shaped curve, known as the L-curve (Hansen, 1992).
The corner of the curve, if it exists, defines the value of α which corresponds to a
reasonable balance between the data misfit and the variance of the model.
Second, after obtaining the solution using the L-curve, we compute the standard
deviation of the residuals between the data and the model predictions, and we use
this value as an estimation of noise σ in the data. We then use the Discrepancy
Principle (Aster et al., 2005), which can be used only if the data noise is known, to
find the best solution. In this case we assume that the uncertainties on the data are
due to a zero-mean, Gaussian process that is independent in all of the observations
and σj are standard deviations of these observations. In this Gaussian model the
expected value of the misfit (first term of equation 5.3.1) is the number of data D
and corresponds to the rms misfit of 1. The Discrepancy Principle dictates that the
regularisation parameter α must be chosen in such a way that the χ2 misfit is as
close as possible to the number of data D. To obtain the solution, µi, we optimise
and use Newton’s continuous gradient method to find the global minimum of the
expression 5.3.1. The initial model m supplied to the algorithm for its first iteration,
where the search for the optimal model starts, is called the initial guess and is set
to a constant vector of Qp = 250.
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5.3.1 Damping and Smoothing regularisation
We obtain both damped and smooth solution to our problem. To understand the
difference between these two types of solutions we can rewrite the second term, the
damping norm, of equation 5.3.1 in its matrix form:
α2 (m−mp)T LTL (m−mp) . (5.3.2)
In the case of damped solution the L matrix in the damping norm is N ×N identity
matrix, where N is the number of parameters. Damping is then applied equally
to all the parameters by multiplying this identity matrix with a scalar damping
parameter α.
To obtain a smooth solution, we use a 2D Laplacian operator, ∇2, and apply it to
every parameter. The L matrix is in that case no longer identity but rather takes
the following form:
−1.0 0.25 0 0 · · · 0 0 0
0.25 −1.0 0.25 0 0 · · · 0 0
0 0.25 −1.0 0.25 0 · · · 0 0
... · · · ...
0 0 0 · · · 0.25 −1.0 0.25 0
0 0 0 · · · 0 0.25 −1.0 0.25
0 0 0 · · · 0 0 0.25 −1.0

(5.3.3)
with N rows and N columns.
In terms of Bayesian inference this is essentially posing a slightly different prior:
any model that is “rough”, i.e. its neighbouring cells show significant deviation
from each other is penalised. With larger smoothing parameter values between
adjacent blocks will be more similar, and with increasing smoothing parameter they
will approach the value of our imposed prior. The resulting models will be smooth,
but not necessarily of minimum variance, as unsampled blocks will be interpolated
between nearby cells.We use exactly the same procedure as before to obtain the
results, and regularise using the L-curve first and then the Discrepancy Principle.
Table 5.1 summarizes different approaches we are using to solve the problem and
different regularisation techniques, i.e. damping and smoothing.
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Table 5.1: A summary of regularisation and inversion techniques used in this study. For
details on the L-curve and the Discrepancy Principle, and on the different regularisation
parameters, reader is referred to the text and chapter 5 of Aster et al. (2005).
Label Description
1 Using the L-curve and damping parameter
2 Using Discrepancy Principle and damping parameter
3 Using the L-curve and smoothing parameter
4 Using Discrepancy Principle and smoothing parameter
5.4 Implementation of the inversion algorithm
We set the starting point for the optimisation (the initial guess), i.e. m in equations
5.2.7 and 5.3.1, to a vector of constant Qp = 250. The algorithm will proceed from
that value in search of the optimal model m that will minimise expression 5.3.1.
For synthetic tests, we know the noise in the data since we add it artificially to the
data predicted from a checkerboard model, so we set the σ of data (σ in equation
5.3.1) to that value for each datum, i.e. all the data points have the same error.
The regularisation parameter α controls the width of our Gaussian prior mp as is
seen in expression 5.3.1. The mean of that Gaussian prior is set to a constant vec-
tor of Qp = 300 both for synthetic tests and real data inversions, unless otherwise
stated. Since we know the noise in the case of synthetic examples, there is no need
to compute the L-curve and we can proceed directly with the Discrepancy Principle
and search for the optimal regularisation parameter α that balances the two terms
of equation 5.3.1. Depending on whether we use damping or smoothing regular-
isation the L matrix in expression 5.3.2 will change as described in section 5.3.1.
To find the optimal regularisation parameter α we run the inversion at least 2000
times with different regularisation parameters. The optimal α that minimises the
χ2 misfit in equation 5.3.1 is then used to run the inversion one final time and to
obtain the result. In case of synthetic tests we then take the optimal solution model
and compare its t∗ predictions with the true synthetic data.
When using real data as an input we have no estimate of noise, so we perform the
L-curve test first, followed by Discrepancy Principle as described in section 5.3. For
the L-curve tests we set the σ of all data points to 1.0 and run the inversion be-
tween a 1000 and 2000 times (depending on the case) with different regularisation
parameters and then plot the two terms of equation 5.3.1 one against the other. We
subjectively choose a value of α from what appears to be the corner of the resulting
curve and then fix our regularisation parameter to that value and run the inversion
again to obtain the result. The optimal solution model provides us with t∗ predic-
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tions which are then compared to the real input data. The standard deviation of
the residuals of these predicted and observed data is then used as a noise estimate
for the Discrepancy Principle. We then fix the noise to that value and run the inver-
sion at least a 1000 times to search for the optimal regularisation parameter. The
regularisation parameter that minimises the χ2 misfit from equation 5.3.1 is then
used to run the inversion one final time to obtain the result. Newton’s continuous
graident method is used here to optimise the solution.
We use the result µ of the inversion to obtain the Qp factor by means of expres-
sion 5.2.14 and the uncertainties σm are estimated directly from the Hessian of the
likelihood function using equation 5.2.9. This same σm is used to compute the cross-
correlation matrix from equation 5.2.10. The confidence intervals are computed us-
ing parameters estimated from the inversion, i.e. taking the inversion result µ and
σm and substituting them into the formula for lognormal cumulative distribution
function.
5.5 Synthetic examples
We performed multiple synthetic tests using our inversion algorithm. We used the
checkerboard model as input. We tested the inversion with different guesses for the
initial model supplied to the optimisation algorithm. This starting guess is necessary
for the first iteration of the algorithm and it is the starting point from which the
search for the optimal solution model starts. We also experimented with different
added amounts of Gaussian, uncorrelated noise of 2%, 5% and 10% of the range
of the synthetic data. In this way we confirmed that adding 2% of the range of
synthetic data is a reasonable amount of noise, while with 5% and 10% noise the
recovery was poor or impossible. Experiments also showed that the inversion will
converge to virtually indistinguishable answers no matter the starting guess. If, for
whatever reason this guess is not good enough the algorithm will not converge. We
settled with the initial guess being a constant vector of Qp = 250 for both synthetic
tests and later for the real data inversion. Below we present synthetic tests for 45◦-
sized block parameterisation of the inner core. The blocks are 45◦ long and wide,
and they encompass one thick layer of the upper inner core down to 400 km below
the inner core boundary. These blocks, i.e. model parameters are numbered and
located as shown in Figure 5.5.1.
We do not attempt to resolve depth changes of attenuation. We have also tried
performing inversion with the 30◦ sized blocks, and while the recovery of the input
§5.5 Synthetic examples 97
Figure 5.5.1: Locations of model parameters in block parameterisation and their indices.
model looks relatively good, the underlying uncertainties seem to indicate that we
do not have the required resolution for this parameterisation.
In both the synthetic tests and the real data inversion the prior was fixed to a con-
stant Qp of 300. This is the value most commonly reported on, as discussed above
and seen in Table 2.1, we take it as a reasonable prior expectation of the Qp factor
within the inner core. This being our prior, we penalise all the models that deviate
significantly from that value. The synthetic tests were performed using the Discrep-
ancy Principle. Since all the parameters in the synthetic tests are known, including
the noise added to synthetic data, there was no need to perform the L-curve test.
However, this will be shown later in the chapter where we show the inversion results
for real data.
The first example of the synthetic tests we show is one with no noise imposed on
the synthetic data, and no regularisation (i.e. α = 0), for a checkerboard input
model of alternating Qp of 200 and 300. For numerical purposes, the noise cannot
be set to purely zero in equation 5.2.7 so it was set to a small value of ≈ 5 · 10−9.
As expected, this results in a perfect recovery of the input model. The recovered
model is shown as a black filled circles at the top of Figure 5.5.2, and we can see it
oscillates between Qp values of 200 and 300 perfectly, as it should in the case of a
checkerboard test. The parameters (blocks) are numbered as shown in Figure 5.5.1.
The confidence intervals are shown as error bars and are so small for this example
that they appear as one line in the middle of each circle. On the bottom of this
figure we show the observed data as a function of data predicted from this recovered
model and there is no deviation from the line with a 45◦ slope, whatsoever.
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Figure 5.5.2: Top: The recovered model (black filled circles) in a synthetic test for the
case with no noise and no regularisation. Parameters are numbered as shown in Figure
5.5.1. The recovered chekcerboard model oscillates perfectly between the Qp values of
200 and 300. 3σ confidence intervals (error bars) are so small that they cannot even be
observed. Bottom: The relationship between observed and predicted data shows perfect
recovery of the input model.
We proceed now to synthetic tests performed with added noise. One such example,
using approach 2 from Table 5.1 is shown in Figure 5.5.3. The upper left corner of
this figure shows how many times each of the blocks has been hit by a seismic ray. It
is a reflection of figure 3.4.2 showing a large number of hits where the ray coverage is
dense and a low number of hits where the coverage is poor. The upper right image
in Figure 5.5.3 shows the input model for this synthetic test. It is a checkerboard
model with alternating Qp factor of 200 and 300. The alternating checkerboards
are shown here as a deviation from the input model average (Qp = 250). The lower
left image shows the recovery of the input model (with added 2% noise) using the
methods described above and the Discrepancy Principle. We see that the recovery is
reasonably good everywhere except in the southern hemisphere, particularly below
45◦ south latitude. Obviously, the coverage is very poor mostly in the southern
hemisphere, and this will be reflected in the resulting model and its uncertainties.
The uncertainties in that region are therefore higher than in any other region, as
shown in the lower right corner of the figure. The uncertainties are confidence in-
tervals of 3σ (in the case of synthetic tests only!) and expressed as percentages of
the deviation from the recovered model. Also displayed in the figure is the optimal
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Figure 5.5.4: Top: The recovered model in a synthetic test using approach 2 from
Table 5.1 (black filled circles) and its 3σ confidence interval (error bars). Parameters
are numbered as shown in Figure 5.5.1. We can see larger uncertainty for the first 10
parameters, which are all in the southern hemisphere. Bottom: The relationship between
observed and predicted data shows good recovery of the input model.
damping parameter for this particular case obtained using the Discrepancy Princi-
ple.
The predicted model parameters and their 3σ confidence intervals are given in Figure
5.5.4 as black filled circles and their error bars respectively. The parameters (blocks)
are numbered as shown in Figure 5.5.1. That is why in Figure 5.5.4 approximately
the first ten parameters have larger confidence intervals - they are located in the
south of the southern hemisphere. The bottom of the figure shows linear relationship
between the observed and predicted data, with the slope of the line being 45◦. This
is a further testimony to good recovery of the input model. We show the results of
synthetic runs utilising approach 4 from Table 5.1 in Figures 5.5.5 and 5.5.6. Both
figures show similarly good recovery as the previous examples.
We would like to show what happens with the tests when we pretend we do not
know the noise and assume a high value. As in the first example we showed, we
added no noise but instead of setting the σ of data to a small value of ≈ 5 · 10−9 we
set it to 1.0. When we ran this test with no regularisation the recovered model was
zero with its uncertainties on the order of 1021 (not shown). We then tried optimis-
ing for the regularisation parameter using approach 2 from Table 5.1. Regardless of
how many times we repeated the inversion with different regularisation parameters
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Figure 5.5.6: Same as Figure 5.5.4 but using approach 4 from Table 5.1.
and regardless of the bound on the regularisation parameter, the optimal parameter
would always be the one at the upper bound. The solution is pushed towards the
prior (Qp = 300) and the uncertainties are large (Figure 5.5.7). This essentially
means that in this case data do not contain enough information to resolve the un-
derlying model. One should bear in mind that the σ of data is the error of our t∗
measurements. Given that most of the measurements are smaller than 1.0 (as shown
at the end of Chapter 3 for real data in Figures 3.4.2 and 3.4.3, and the bottom of
Figure 5.5.2 for synthetic data) assumed error of σ = 1.0 is rather high. With this
high level of noise imposed in the inversion, our perfect synthetic data just cannot
recover the checkerboard model and all we see is the prior, with high uncertainties.
A similar, but opposite, case occurs for a synthetic test where we do impose a correct
amount of noise but purposefully use a large regularisation parameter, say on the
order of 100 or 1000. We can tell from equation 5.3.1 that the prior will dominate
the inference in this case - and that is exactly what happens. The solution converges
to the prior, but the uncertainties are low (Figure 5.5.8). This is an indicator that
our data contain enough information to resolve this model but we are giving more
weight to the prior in equation 5.3.1 by imposing a large regularisation parameter
α = 1000.0.
All of this shows that the noise on the data is an important information. The syn-
thetic tests we performed, show that with the current dataset and parameterisation
we should be able to resolve an average representation of the lateral attenuation
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structure of the upper inner core reasonably well if we can correctly estimate the
noise. If we do not know the noise, and our data contain little information we should
observe only the prior. This means that when performing any inversion runs using
the regularisation parameter chosen from the L-curve we will get an average model
as a result if our data contain enough information to balance the prior in equation
5.3.1, but we will also have high uncertainties, possibly higher than they are in re-
ality. These uncertainties should theoretically be lower after estimating the noise
from the standard deviation of the t∗ residuals obtained in this way, and employing
the Discrepancy Principle.
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Figure 5.5.7: Top: The recovered model (black filled circles) and its 3σ confidence
intervals (error bars) in a synthetic test when using noiseless data but imposing σ = 1.0.
Parameters are numbered as shown in Figure 5.5.1. The recovered model is pushed towards
the prior Qp = 300. 3σ confidence intervals are large. Bottom: The relationship between
observed and predicted data shows poor recovery of the input model.
Figure 5.5.8: Top: The recovered model (black filled circles) and its 3σ confidence
intervals (error bars) in a synthetic test for the case with added noise and imposed high
regularisation parameter α = 1000.0 Parameters are numbered as shown in Figure 5.5.1.
The recovered model is pushed towards the prior with most model parameters being close
to Qp = 300. 3σ confidence intervals are low, signaling that the data contain enough
information but we are giving more weight to the prior in equation 5.3.1. Bottom: The
relationship between observed and predicted data shows poor recovery of the input model.
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5.5.1 Large values of Q and difficulties of estimating atten-
uation
In the previous examples we have shown that we can resolve an attenuation model
with our current dataset and we have shown the importance of noise estimation.
However, all our synthetic examples include a relatively small variation between
low values of Q, namely 200 and 300. Clearly, our inversion works well for these
cases and it shows that we should be able to resolve these small variations. This is
not surprising: Figure 5.5.9 shows how the logarithm of Q changes with t∗ across
the range of epicentral distances used in this study, assuming ak135 model and a
source depth of 500 km. The figure shows base 10 logarithm of Q. We can see that
large attenuation (large values of t∗, low values of log(Q)) can be relatively easily
distinguished between epicentral distances. For example, if we have an extremely
large attenuation of Q = 50, this is equivalent to ≈ 1.7 on the log scale, and Figure
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Figure 5.5.9: Quality factor Q as a function of the t∗ parameter across the range of
epicentral distances used in this study, assuming ak135 model and a source depth of 500
km.
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5.5.9 shows that t∗ for that case varies between ≈ 1.0 for the epicentral distance of
149◦ and ≈ 2.0 for the epicentral distance of 155◦. This makes sense when one is
reminded that the t∗ parameter is a function of travel time which is obviously larger
with longer travel paths over larger distances.
In the case of Q = 200 and Q = 300 on the log scale this equates to ≈ 2.3 and
≈ 2.5, respectively. We can see that in that case the difference in t∗ parameter is
much smaller across all the epicentral distances – for these values of Q t∗ is lower
than 1.0 and generally clustered around the value of 0.5. However it is still possible
to make some distinction between the two values, and we have also shown this in
the previous section.
With really low attenuation (Q equal to or larger than 1000) the value of the t∗
parameter is virtually indistinguishable between the epicentral distances, in com-
parison to larger values of attenuation (low Q). In the case of Q = 2000 and
Q = 3000, which on the log scale equates to ≈ 3.3 and ≈ 3.5, Figure 5.5.9 shows
that the t∗ across epicentral distances is so similar it is almost impossible to tell the
difference between these values of Q.
What does this mean in terms of tomography? It should be expected that the in-
version should easily discriminate between the values of Q, although this may prove
more difficult when the values of Q are large. A more concrete expectation is that
large recovered values of Q (low attenuation) will come with a larger error in com-
parison to smaller values of Q (large attenuation), when both extremes are present
in the model. We will now show two synthetic examples which will demonstrate
this.
In the first example we assume interchanging values of Q between 2000 and 2500 in
a checkerboard model as above. As Figure 5.5.9 shows this is not too big a variation
in terms of the t∗ parameter, but both values are high and implying low attenuation.
Figure 5.5.10 shows the results of this test. The noise added to the synthetic dataset
was 2% of the range of the data, and we imposed damping regularisation. At the
top of this Figure we again observe poor recovery and large errors for the first 10-12
parameters, as expected and as observed previously. The rest of the parameters
show good recovery with similar errors as in the case of Q = 200 and Q = 300
(compare with Figure 5.5.4). Note how the bottom of Figure 5.5.10 shows much
smaller t∗ values overall - they are lower than 0.1. This result is in line with one
of our expectations: the inversion discriminates between values of Q, and errors are
similar to the ones observed when the values of Q are low.
Our second example in Figure 5.5.11 shows what happens when we assume a checker-
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board model with interchanging values of Q between 2000 and 300. This is a much
larger variation between somewhat extreme values of large and low attenuation. We
again added 2% noise and imposed damping regularisation. The top of the Figure
shows us again that the inversion easily distinguishes between these values of Q,
however error estimates are different: we observe significantly larger error for large
values of Q. The value of 2000 is always within error, with the exception of poorly
covered regions (first 10-12 parameters). It is interesting to note that in those re-
gions attenuation is more than likely overestimated (lower Q).
These examples confirm two really important facts: 1) we can resolve Q variations
and 2) large values of Q come with large errors, with possible overestimation of
attenuation in poorly covered regions.
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Figure 5.5.10: Top: The recovered model (black filled circles) and its 3σ confidence
intervals (error bars) in a synthetic test assuming a checkerboard model with interchanging
values of Q = 2000 and Q = 2500. Bottom: The relationship between observed and
predicted data shows good recovery of the input model.
Figure 5.5.11: Top: The recovered model (black filled circles) and its 3σ confidence
intervals (error bars) in a synthetic test assuming a checkerboard model with interchanging
values of Q = 2000 and Q = 300. Bottom: The relationship between observed and
predicted data shows good recovery of the input model.
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5.6 Inversion of t∗ measurements – Three Solu-
tions
We do not know what the noise estimate is on the real data. Hence, we first obtain
a noise level estimate as described in section 5.3 by computing the L-curve. We run
the inversion multiple times (at least 2000 times) with different damping parameters
α and plot the two terms, the χ2 misfit and the damping norm, from equation 5.3.1
one against the other for corresponding damping parameters. We then choose the
damping parameter α in the vicinity of the corner of the resulting curve to run our
final inversion. This is approach 1 from Table 5.1. Once we obtain a model in this
way we use the standard deviation of the t∗ residuals as a noise estimate for the
data, and set the standard deviation on the diagonal of the data covariance matrix
to that value; the off-diagonal elements are set to zero. Once we have this estimate
of noise we can use the Discrepancy Principle, and we then employ approach 2 from
Table 5.1 and run the inversion again and compare the results. When employing
approach 2 we optimise for the damping parameter α by running the inversion at
least 2000 times with different damping parameters and finally choose the one for
which the χ2 misfit (first term in equation 5.3.1) is as close as possible to the number
of data. We then run our final inverion using the optimal damping paramater.
This principle is the same for approaches 3 and 4 in Table 5.1, the only difference is
in the regularisation matrix, since for approaches 3 and 4 we use smoothing rather
than damping. The details of the regularisation matrix are shown in section 5.3.1.
Figure 5.6.1 a) - c) shows the results of the inversion employing approaches 1 - 3
from Table 5.1 respectively. While solutions a) and c) are relatively stable, the op-
timal regularisation parameter for solution b) obtained the minimal possible value,
essentially providing an undamped solution, and signaling a failed Discrepancy Prin-
ciple approach. Nevertheless the acquired results are all similar, as we will discuss
shortly. The top row of Figure 5.6.1 shows the resulting attenuation models, and
the bottom row shows the 1σ confidence intervals for the respective models. The
values in this figure are all absolute values of Qp. The colour scales for the result
and the uncertainties are the same for all three approaches and are saturated for
their maximum value, so all the values larger than the maximum on the colour bars
are shown in the colour of the maximum value.
We will first provide an overview of the results shown in Figure 5.6.1 and focus on
their similarities and differences before we proceed to the smooth solution.
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5.6.1 Solution a)
This solution was obtained using approach 1 from Table 5.1, with the damping
parameter α = 0.17 chosen from the L-curve. The L-curve is shown in Figure
5.6.2. This L-curve was computed performing the inversion for a range of 2000
regularisation parameters, and every 80-th parameter is plotted at its respective
point along the curve to avoid cluttering.
Figure 5.6.3 shows the model covariance matrix (in log space), model correlation
matrix, resulting model with 1σ confidence intervals and predictions from the
model fit to the observations going from left to right and top to bottom, for the
result shown in Figure 5.6.1 a). The model covariance and correlation matrices
show some significant correlation between certain parameters (for example, the first
ten parameters, which cover the south of the southern hemisphere, and parameters
neighbouring parameter number 30) and so they show a wide error distribution, also
visible in panel c). This correlation could be a consequence of poor data coverage
in the southern hemisphere, while in the northern hemisphere it could be caused
by many raypaths having the same direction. Since this particular inversion was
performed using the L-curve, χ2 misfit in panel d) of Figure 5.6.3 is just a measure
of misfit, rather than a diagnostic of successfully chosen regularisation parameter
Figure 5.6.2: An example L-curve computed from attenuation data in this study. Num-
bers along the curve correspond to the regularisation parameter α used to compute that
particular point on the curve. In this case the inversion was performed for a range of 2000
regularisation parameters, and only every 80-th parameter is plotted along the curve.
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Figure 5.6.3: Inversion statistics corresponding to results from figure 5.6.1 a). a) Model
covariance matrix for parameters ln(Qpi) shows high covariance between 10-12 first pa-
rameters. All of these parameters are in the southern hemisphere where the ray coverage
is poor. b) Model correlation matrix computed directly from a). It shows significant cor-
relation between the first 10-12 parameters all located in the southern hemisphere, but
also for some of the parameters in the northern hemisphere. c) The recovered Qp model
(black filled circles) and its 1σ confidence interval (error bars). d) Observed data plotted
as a function of predicted data. Also shown are the selected damping parameter of 0.17
and the χ2 misfit between the observations and predictions.
like in the case of the Discrepancy Principle. For the Discrepancy Principle this
value would have to be as close as possible to the total number of data used. This
scatter plot in panel d) also shows that the predicted t∗ values generally explain
the observed ones poorly and the attenuation is under-predicted. Possible reason
for this is that our data covariance matrix does not encapsulate errors that arise
from our lack of knowledge about the model, which may include imperfections in
the core and mantle, and the fact that attenuation distribution is not perfectly
described by blocks as imposed in this linearised inversion. This under-prediction
is a feature of all linearised solutions shown here (see further solutions below)
and it may be an explanation to the estimated large data noise as we will see shortly.
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5.6.2 Solution b)
Using the data errors estimate from approach 1 we perform the inversion employing
approach 2. The standard deviation of the t∗ residuals was 0.38 for three repeats of
the inversion using three damping parameters around the corner of the L-curve, so
it is the value we assumed for the noise of the data. Performing the inversion with
that assumption and using the Discrepancy Principle to find the optimal damping
parameter forces the algorithm to choose a very high damping parameter, resulting
in a more heavily damped model. This is obvious as the majority of the parameters
in that case takes on the value of the prior (not shown) and this is especially
true for the parameters in the southern hemisphere. The confidence intervals
used to plot the uncertainty maps are in that case relatively small. While all of
this is an expected behaviour when the prior assumption dominates the inversion,
the solution is overall too smooth which is not expected when using damping
regularisation. Increasing the value for the noise amplifies this issue resulting in
an ever more damped solution. On the other hand, decreasing the noise value to
0.36 results in the solution shown in Figure 5.6.1 b). This does, however, occur for
mimimum amount of damping (note the damping parameter and the corresponding
χ2 misfit on panel d) of Figure 5.6.4), suggesting that we do cannot estimate data
noise well in this case. The panels of Figure 5.6.4 show that in this case some of the
parameters are estimated to be so large that it makes the confidence intervals hard
to see. There is significant correlation between most of the parameters in north
and south and this affects the inversion as a whole. We caution the reader that this
solution shows a failed Discrepancy Principle approach.
The solution is nevertheless similar to the one shown in Figure 5.6.1 a) so we take
them as the optimal solutions for this problem, and consider them to be the best
possible solutions we can obtain with our dataset.
Another reason to believe that these are indeed the best solutions obtained, is
the fact that we get similar optimal solutions for a significantly smaller noise
estimate. For example, reducing the noise value to 0.1 did not change the overall
optimal solution (not shown). It again was obtained with minimal amount of
damping, and the χ2 misfit was about ten times larger than it should be. The
only thing that changed in that case are the estimated confidence intervals,
which are all smaller than those shown in Figure 5.6.1 a). This makes sense,
because in the Bayesian formulation smaller noise value means less noisy data and
consequently the predictions are in that sense better resolved, with smaller variance.
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Figure 5.6.4: Inversion statistics corresponding to results from figure 5.6.1 b). a) Model
covariance matrix for parameters ln(Qpi). b) Model correlation matrix computed directly
form a). It shows significant correlation between the first 10-12 parameters all located in
the southern hemisphere, but also for some of the parameters in the northern hemisphere.
High correlation is visible for parameters neighbouring parameter number 30. c) The
recovered Qp model (black filled circles). The 1σ confidence intervals are not visible in
this plot, as they are relatively small compared to the value of recovered parameters. d)
Observed data plotted as function of predicted data. Also shown are the selected damping
parameter of 0.01 and the χ2 misfit between the observations and predictions. Since this
particular inversion was performed using the Discrepancy Principle, the χ2 misfit here is
a diagnostic of successfully chosen regularisation parameter and here it is slightly larger
than the total number of observed data (398) for the smallest value of damping.
5.6.3 Solution c)
We again computed the L-curve again, using smoothing regularisation (see section
5.3.1 for differences between damping and smoothing) and chose a smoothing pa-
rameter from that curve. The L-curve in this case looks similar to the one shown in
Figure 5.6.2 and we chose our smoothing parameter α for this case to be 0.17. Using
therefore approach 3 from Table 5.1 we obtain the solution shown in Figure 5.6.1
c). The confidence intervals for a few parameters are almost double the ones com-
puted through damping (approach 1, and solution shown in Figure 5.6.1 a)). This
is apparent through careful inspection of the covariance matrix and the confidence
intervals of the optimal model shown in figure 5.6.5.
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Figure 5.6.5: Inversion statistics corresponding to results from figure 5.6.1 c). a) Model
covariance matrix for parameters ln(Qpi) shows high covariance between 10-12 first pa-
rameters. All of these parameters are in the southern hemisphere where the ray coverage
is poor. b) Model correlation matrix computed directly from a). It shows significant cor-
relation between the first 10-12 parameters all located in the southern hemisphere, but
also for some of the parameters in the northern hemisphere. c) The recovered Qp model
(black filled circles) and its 1σ confidence interval (error bars). d) Observed data plotted
as function of predicted data. Also shown are the selected smoothing parameter of 0.17
and the χ2 misfit between the observations and predictions. Since this particular inver-
sion was performed using the L-curve χ2 misfit here is just a measure of misfit, rather
than a diagnostic of successfully chosen regularisation parameter like in the case of the
Discrepancy Principle.
5.6.4 Similarity of the solutions a) – c)
The three sets of results in Figure 5.6.1 show similar patterns. We observe high
attenuation with Qp between 200 and 300 beneath western, central and northern
Africa and central Atlantic, and down to 75 beneath India. High attenuation occurs
beneath south east Asia with Qp between 200 and 300. This high attenuation
extends through entire Pacific all the way through to central America, with Qp
values ranging between 140 and 345. We see high attenuation around Indian ocean
and Australia with Qp values between 200 and 300. Low attenuation patches occur
beneath north Atlantic and eastern part of Canada. Because of the poor coverage
in southern regions and especially around South America, we will not interpret the
attenuation model in regions south of 45◦ south latitude and regions beneath the
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continent of South America and parts of Pacific west of it.
The confidence intervals here are associated with the lognormal distribution and
the final result for the Qp model cannot therefore be represented as X ±Xσ, where
X and Xσ represent the mean and standard deviation of a Gaussian distribution
respectively, as the lognormal distribution is an asymmetric distribution. To get
a better estimate of this confidence interval and what it actually means for the
results, we used the normally distributed parameter estimates directly from the
inversion, and the diagonal terms of the model covariance matrix to construct a
lognormal distribution for each parameter. Lognormal probability distributions for
results shown in in Figure 5.6.1 a) and c) are shown in Figures 5.6.6 and 5.6.7
respectively. Due to the instability of solution b), numerical computation of the
lognormal distributions of its parameters failed and hence these distributions are
not shown. Each small diagram in figures 5.6.6 and 5.6.7 represents a probability
distribution function for each Qp parameter. The order of the diagrams corresponds
to the block locations as shown in Figure 5.5.1 and the maps in Figure 5.6.1. The
lower left diagram hence represents the lower left block, labeled with number 5 in
Figure 5.5.1, and the entire fourth row of diagrams represents the southernmost row
on the map. The upper right diagram represents the block labeled 28 in Figure 5.5.1.
From these figures it is again obvious that the blocks in the southern hemisphere
are poorly resolved. All the diagrams in the last two rows of Figures 5.6.6 and 5.6.7
show very wide distributions, slowly approaching zero. Conversely, the blocks in the
regions with better coverage are much better resolved showing narrower probability
distributions. Some of them are still quite wide or they have a small peak, pointing
to a larger uncertainty and a poorer estimate. The values of Qp given in each
little diagram correspond to the median of the associated lognormal distribution as
discussed in section 5.2.
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Figure 5.6.6: Theoretical lognormal distributions for each parameter of the solution
shown in Figure 5.6.1 a), obtained using approach 1 from Table 5.1. The diagrams are
ordered in the same manner as the blocks of Figures 5.5.1 and 5.6.1 a) and 5.5.3, and
are representative of the corresponding locations. For example, lower left diagram is
representative of the block labeled 5, while upper right diagram is representative of the
block labeled 28 in Figure 5.5.1, respectively. The value of Qp in each diagram corresponds
to the median of associated lognormal distribution.
Figure 5.6.7: Same as Figure 5.6.6 but for the solution shown in Figure 5.6.1 c), obtained
using approach 3 from Table 5.1.
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5.7 Inversion of t∗ measurements – Final Smooth
Solution
Finally, we performed the inversion using approach 4. The standard deviation of
the residuals, which we used as a noise estimate, in this case was 0.38. Using that
value for noise to perform the inversion using the Discrepancy Principle resulted
in a smooth image with a large number of blocks having the value of Qp close to
300. While a smooth image is what one would expect running an inversion using
smoothing as regularisation, this value is obvioulsy close to our imposed prior. To
check whether this is the right solution, we changed the prior to Qp = 700 and
ran the inversion again with the same value for data noise (0.38). The algorithm
converged to similar (and indistinguishable) solution, and this is our best solution
shown in figure 5.7.1. This image is somewhat different from the ones in Figure
5.6.1. As expected, it is much smoother and this effect is visible the most in the
southern regions where coverage is poor. The confidence intervals are much smaller
here too, as can be seen from the uncertainty map in the bottom row of figure 5.7.1,
from panel c in figure 5.7.2 where they are plotted as error bars on the optimal
model, and from the lognormal distributions for the parameters shown in figure 5.7.3.
It is not surprising though that both covariance and correlation matrix in Figure
5.7.2 a) and b) show correlation between more parameters than we saw previously,
since we are essentially requesting that the parameters be as similar as possible
by using smoothing. The most interesting feature of this solution for approach 4,
shown in Figures 5.7.1 - 5.7.3 is the consistency with the solutions shown in Figure
5.6.1, specifically for the areas around Africa, central and south-east Asia, Pacific,
Indian ocean and Australia. Reader should note a different scale for Qp uncertainties
in this result. We observe high attenuation beneath Africa and Middle east with
Qp between ≈ 130 and ≈ 340, high attenuation beneath south-east Asia, Indian
ocean and Australia with Qp between ≈ 187 and ≈ 270. High attenuation spreads
throughout the Pacific and beneath North America with Qp ranging between 150
and 250. Low attenuation occurs beneath north Atlantic.
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Figure 5.7.1: Preferred tomographic model of Q values obtained for the 400 km thick
layer at the top of the inner core. The upper image shows the smooth solution of the
inversion. The inversion was performed using approach 4 (see Table 5.1). The lower
image shows 1σ confidence intervals for each parameter block; note that the uncertainty
scale here is compressed relative to the one in Figure 5.6.1. Shown in these images are the
absolute values of estimated Qp and their confidence intervals.
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Figure 5.7.2: Inversion statistics corresponding to the results shown in figure 5.7.1. a)
Model covariance matrix for parameters ln(Qpi). b) Model correlation matrix computed
directly form a). c) The recovered Qp model (black filled circles) and its 1σ confidence
interval (error bars). d) Observed data plotted as function of predicted data. Also shown
are the selected smoothing parameter of 3.591 and the χ2 misfit between the observations
and predictions. Since this particular inversion was performed using the Discrepancy
Principle, the χ2 misfit here is a diagnostic of successfully chosen regularisation parameter
as it is equal to the total number of observed data (398).
Figure 5.7.3: Same as Figures 5.6.6 and 5.6.7 but for the solution shown in Figure 5.7.1
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5.7.1 Observed high attenuation beneath South America
and India
We are aware of extremely high attenuation that occurs beneath South America
and India in our results, with Qp on the order of 40 and 70, respectively. These
are two of the best resolved blocks in our inversion and it is tempting to interpret
them in that light, however we would like to warn the reader against this. While
the block covering India has a decent amount of ray hits, it is still in the area with
a relatively poor coverage. The rays passing through that block are just touching
on it around its edges. It so happens that these rays cross each other, coming from
different azimuths, and this constrains the result for that block better because the
equations governing it will be linearly independent. This is definitely influencing
the low confidence interval for this block.
The block beneath South America has exactly four hits by seismic rays and those
are on the corners of the block. It is obvious from Figure 3.4.2 that there is no
coverage in that region and hence the obtained result should not be interpreted.
The rays that are touching on this block are also coming from different azimuths
and constraining the numerical result well, but this result is not representative of
the region.
Simultaneously, the results shown in Figure 5.6.1 a) and b) are damped solutions
to the problem. It is well known that when damping is applied to the model, all
the parameters are equally damped, and it is possible that we see this effect in the
blocks in question. It should be noted that in our last solution, shown in Figure
5.7.1, which we consider the best solution to this problem, the value of Qp beneath
India shifted towards ≈ 130, while the one beneath South America hasn’t changed
much - unsurprisingly due to the poor coverage.
5.8 Discussion of linearised inversion results
We performed the inversion for one thick layer, spanning ≈ 400 km of the inner core
below the ICB, using global data of 398 t∗ measurements from 50 events. The re-
sults show fairly high attenuation beneath south-east Asia, Indian ocean and around
Australia, with this patch extending through the entire Pacific all the way to the
Americas. Patches of low attenuation are observed beneath north Atlantic, Africa
and northeastern parts of North America.
Earlier study by Wen and Niu (2002) revealed a hemispherical pattern in attenua-
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tion of the uppermost inner core (top ≈ 85 km). According to that study a possible
scenario that explains this dichotomy involves different fractions of melt inclusions
in the inner core, as described by Singh et al. (2000). Better connected liquid inclu-
sions result in higher porosity and hence lower seismic velocities and attenuation,
whilst well isolated inclusions result in lower porosity, higher velocities and higher
attenuation dominated by scattering effects. If at the same time higher porosity
is indicative of faster crystallization then, explaining seismic observations, this sce-
nario implies that the quasi-western hemisphere of the inner core is colder than
the quasi-eastern hemisphere. To support this entire mechanism a vigorous trans-
lational convection in the inner core is required, driven by the thermal anomalies
at the bottom of the outer core. This type of mechanism is a feature of models by
Monnereau et al. (2010) and Alboussiere et al. (2010). According to Deguen et al.
(2013) if the inner core is unstably stratified the translation mode dominates only if
the viscosity is large enough, with a critical value on the order of 3 · 1018Pa s. This
depends on the convection in the outer core and its potential to supply or remove
the latent heat of melting or solidification. If the viscosity is small the convection
forms in axisymmetric mode at the onset and plume convection at large Rayleigh
number. With viscosity being poorly known, either of these scenarios is possible.
Nothing about our results suggests the hemispherical dichotomy of the inner core for
this layer, however the results are in line with findings of Attanayake et al. (2014),
Iritani et al. (2014a) and Iritani et al. (2014b). Note that Attanayake et al. (2014)
also used 45◦ wide bins in their study. Our results are specifically in agreement with
Figure 4 of Iritani et al. (2014b), when one takes into account the depth extent of
our dataset, which approximately covers the middle third of the depth extent of their
models for three regions within the inner core. In all of the results shown, regardless
of regularisation technique, we observe relatively high attenuation throughout the
belt of Pacific-Atlantic-Asia. The result shown in Figure 5.7.1 is our best result and
in it we can see high attenuation beneath Asia and the entire Pacific, stretching all
the way to the Atlantic. Only beneath Atlantic and Africa we observe slightly lower
attenuation than in the rest of that belt (with Qp larger than 300 beneath Atlantic
and Africa, and generally lower than 300 beneath Pacific and Asia). It is possible
that our parameterisation of 45◦ sized blocks could affect the recovery of hemispheric
boundaries. While finer parameterisation effectively imposes more (and different)
boundaries in the model, we do not have the resolution to recover the structure using
a finer grid. Even coarser parameterisation significantly smooths out the solution
and provides a false impression of good resolution. One way to mitigate this issue
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with the boundaries would be to possibly shift the grid, however we choose not to
pursue it here, as we are currently using the same dataset to perform transdimen-
sional Bayesian inversion, where strict parameterisation and explicit regularisation
are not imposed.
The geodynamical scenario that involves convection/translation cannot explain the
type of pattern we observe here. Furthermore, some of the more recent works by
Pozzo et al. (2014) and Gomi and Hirose (2015) report on high thermal conductivity
at inner core temperatures and pressures indicating that thermal convection within
the inner core is highly unlikely, as the latent heat is being efficiently transferred
into the outer core via conduction.
The models of Aubert et al. (2008) and Gubbins et al. (2011), while illustrating
slightly different interactions between the inner core and the lowermost mantle, both
predict degree two heterogeneity (for a recent review see Tkalcˇic´ (2015)) in velocity
and attenuation, the kind that could explain the observations of Attanayake et al.
(2014), Iritani et al. (2014a) and Iritani et al. (2014b). Our attenuation pattern is
in agreement with the one shown in those studies. The uncertainties for the specific
regions interpreted here are reasonable and show that the parameters covering the
upper inner core beneath Asia, Pacific, and Africa are relatively well resolved. This
view-shift of attenuation pattern favours the geodynamical models advocating ther-
mal mapping of the lowermost mantle onto the ICB and upper inner core structure.
In the case of those models, higher attenuation in regions beneath Asia and Pacific
is a result of faster crystallization or freezing and consequent formation of many
dendrite boundaries which interact with a propagating seismic wave.
We tried splitting our dataset into two layers, however we lose resolution and the
ability to recover the attenuation structure in that case so we cannot say whether
the observed pattern is dominated by shallower or deeper structures or processes in
the inner core.
Future work on the attenuation of the inner core should include a more advanced
Bayesian approach, where we would also invert for the number of parameters (basis
functions) and the noise of the data. Bayesian transdimensional inversion makes
this possible and thus eliminates subjective choices or need for experimenting with
regularisation, and we will focus on it as our next step. As seen here, coverage of
the inner core for PKPbc-PKIKP dataset is still relatively poor, particularly when
compared to PKPab-PKIKP or PKiKP-PKIKP datasets (see Tkalcˇic´ (2015) for ex-
amples). Better coverage of the inner core for the depth layers studied here would
provide better constraints on the parameters, and include data in the regions such
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as, for example, South America - the very region which is completely uncovered in
our own study. This can hopefully be improved in the future by installing Ocean
Bottom Borehole Seismometers (OBBS) or Ocean Island Borehole Seismometers
(OIBS) as advocated recently by Tkalcˇic´ (2015).
Chapter 6
Tomographic inversion,
transdimensional Bayesian
In this chapter we first discuss why we use the transdimensional Bayesian approach
for our problem and how it should improve our inference. An overview of transdi-
mensional methods is given, followed by the description of the algorithm. This is
then followed by the synthetic examples of the inversion using the transdimensional
approach and finally we show the results of the inversion using the dataset featured
in Chapter 3.
6.1 The need for transdimensional Bayes algo-
rithm
Seismic tomography is a common tool used in exploration of deep Earth structure
and composition. Earth models are mostly parameterised as uniform cells in 2D
or layers and cubic splines in 3D, whose size and shape are fixed in advance (or as
spherical harmonics/spline functions with a fixed order). The size of the cells is a
trade-off between the resolution and the uncertainty of the model; larger cells will
yield smaller uncertainty at the expense of the resolution. The problem with seismic
tomography is that it largely depends on the locations of sources (earthquake events)
and receivers (seismic stations), both of which are unevenly distributed across the
globe. This leads to an irregular spatial distribution of information gathered in seis-
mic tomography – while some regions will be traversed by a great number of seismic
rays, others will have little or no information at all. As a consequence, imposing a
regular global grid and a fixed number of parameters in tomographic studies will of-
ten result in introducing artefacts in regions of low ray coverage, where the particular
property being investigated is poorly constrained. This effect is usually mitigated
by some form of regularisation, e.g. damping or smoothing (as is done in this study
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and shown in Chapter 5). However, these methods are global in character, i.e. they
affect the entire model, so while averaging over large scales to suppress the overall
effect of poorly covered regions they can make resolvable small-scale features hard
to see or mask them completely.
Seismologists have used irregular meshes in the past to work around this problem
(Sambridge and Rawlinson (2005) provide a good review), however in most of these
studies the number of parameters is fixed in advance, or the aspect ratio of grid cells
is fixed or limited (see for example Bijwaard et al. (1998); Tkalcˇic´ et al. (2002)).
Treating the number of unknown parameters as a parameter itself has received more
attention in Earth sciences over the past decade. The parameterisation is then deter-
mined by the data itself and the number of unknowns is a parameter being inverted
for by the tomographic algorithm.
In Chapter 5 we have used a probabilistic framework and least-squares method to
perform tomography of the upper inner core imposing a regular grid of 45◦ in size
and two separate regularisation techniques (damping and smoothing). Due to our
irregular (and sparse in some regions) coverage of the upper inner core this has,
for example, resulted in an unrealistically high attenuation beneath South America.
This is a good example of how global regularisation can affect the results in a mixed-
determined problem. Using smaller cells to better resolve the well covered regions in
our model would only amplify this problem, and the associated uncertainties would
be even higher than those reported, while using larger cells would smooth out the
results considerably and provide a false impression of the (good) resolution. Fur-
thermore, we do not have any error estimates for our data, and while our solution
did not change much for different values of assumed noise, we showed in synthetic
examples how noise assumptions can affect the solution and particularly the un-
certainties (see section 5.5). Finally we saw how different regularisation techniques
can also affect the solution and the estimated uncertainties when we showed the
results for real data in section 5.6. These are the reasons why we decided to apply
a transdimensional tomographic inversion to our problem. In the transdimensional
setting the complexity of the model is determined by the data and there is no need
for a fixed parameterisation or explicit regularisation. It is also possible to perform
the inversion with data noise as a free parameter, and have it estimated rather than
(subjectively) fixed.
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6.2 Brief summary of transdimensional methods
In Bayesian formulation the inference is based on the so called a posteriori prob-
ability distribution function of the unknown model parameters. It describes the
probability of the model parameters given the observed data. Optimisation schemes
like the one used in our linearised inversion in Chapter 5 only provide a single model
as a solution to the problem. This model is commonly an optimal set of parameters
that maximise the fit of the predicted data to the observations (i.e. the likelihood
function). Bayesian solution, on the other hand, provides a whole ensemble of mod-
els, which contains much more information than just one single model. It allows
for a better assessment of model parameters and their uncertainties as various mo-
ments such as mean, median and variance can be easily extracted from the entire
ensemble. In transdimensional tomography the solution is an ensemble of models
of differing parameterisations. It may seem that this would lead to highly complex
models (with a large number of parameters) to provide the best data fit however, a
fundamental property of Bayesian inference is the so called ’natural parsimony’, or
preference for simpler models. Given a choice between a simple and complex model
that fit the data equally well, the simpler model will be preferred. This is because
a more complex model (one with more free parameters) will be able to fit a wide
range of data, and have a lower predictive probability, after normalization, within
the data range covered by both models (Mackay , 2003; Sambridge et al., 2006). This
property is illustrated in Figure 6.2.1.
In this study we present tomographic results using a transdimensional algorithm
for the problem of attenuation in the upper inner core. Young et al. (2013) have
previously modeled the lowermost mantle using Cartesian Voronoi cells. They have
duplicated the dataset and shifted it by 360◦. The model space was defined on a
flat projection and made to range between −360◦ and +360◦, and once cropped to
the range of −180◦ to +180◦ and wrapped around, the ’seams’ of the model would
match. In this study, we use spherical Voronoi cells to form an irregular mesh that
partitions a 2D sphere. The model is defined on the sphere, rather than a flat pro-
jection, and this also prevents smearing at the poles since there are no singularities
as in the case of the Cartesian approach. This algorithm is used here both with
a fixed noise parameter and, separately, when inverting for it in what is known as
Hierarchical Bayes transdimensional algorithm (e.g. Malinverno and Briggs (2004);
Dettmer et al. (2010); Bodin et al. (2012)). When the expectations of a posterior
distribution are computed all these models with variable geometries are overlapped
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Figure 6.2.1: An illustration of natural parsimony explained in terms of predictive power
of two hypotheses, H1 and H2. The horizontal axis is the range of the data space and the
vertical axis is the value of the evidence p(d|H). The simpler theory H1 makes precise
predictions over a limited range of data (d1), while the more complex theory H2 has a
larger range in data space (d2). Because of the normalization the predictive capability of
H2 has lower amplitude in data range predicted by both theories. Taken from Sambridge
et al. (2006), after Mackay (2003).
to combine into one smooth solution with no need for an explicit regularisation (Ma-
linverno, 2002; Bodin et al., 2012). The dataset used is the same as the one shown
in Chapter 3.
6.3 Transdimensional algorithm
The transdimensional posterior probability distribution is defined by Bayes’ theorem
which combines prior knowledge on the model m and the observed data d:
p(m|d) ∝ p(d|m)× p(m). (6.3.1)
where p(m|d) is the posterior probability of having m given, or conditional on d.
The term p(m) is called the prior probability distribution of model parameters m.
It represents any knowledge that we have on the model before we measure the data.
The likelihood function p(d|m) tells us how well a given set of model parameters
explain the observed data. We assume that the errors on our t∗ parameter are
independently, normally distributed, similar to what we did in Chapter 5. We make
this assumption since our measurements are obtained through the SAWIB algorithm
independently for each event. The events are distributed globally and there is no
reason to believe that one measurement is connected to another. This assumption
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leads to a likelihood function of the following form:
L = p(d|m) = C · exp [−S(m)] , (6.3.2)
where S(m) is given by:
S(m) =
||p(m)− d||22
2σ2
, (6.3.3)
and p(m) is data predicted from model m, d is the observed data, and σ is data
noise. S(m) is measuring the deviation of the observed data from those predicted
from model m, and C is a constant. The model vector m is of variable dimension
and the complexity of the model is determined by the data, through the principle
of natural parsimony (Figure 6.2.1). This is advantageous over classic optimisation
schemes, where the complexity of the model is adjusted and fixed by the user in
advance. This advantage however, comes at the cost of a considerably longer com-
putation time.
When the noise parameter is fixed, the model that we are inverting for is given by
m = [c,Q, n], where c is a vector of Voronoi cell nodes, Q is a vector of constant
Q values assigned to each cell and n is the number of Voronoi cells, which is itself
variable. Since we are not inverting for depth layers, but rather assuming one thick
layer of attenuation between the inner core boundary (ICB) and about 400 km be-
low the ICB, vector c has two components.
The algorithm can be summarized as follows: at each iteration, for a given geometry
of ray paths, the transdimensional algorithm produces a Voronoi model m = [c,Q, n]
(with variable dimensions between iterations) from which Bayesian statistics can be
computed. Each component of m is given a wide uniform distribution. In the infer-
ence driven by the information from the data, the influence of a wide uniform prior
will be easier to recognise in the resulting models. If we haven’t learned anything
from the data, our models will assume a value from the prior everywhere. After
the new Voronoi models have been computed, the reference model is updated by
spatially averaging over the entire ensemble of models. Before the first iteration this
reference model is laterally homogeneous model of Q. In this way, the algorithm es-
sentially produces a sequence of random samples m, each of which is a perturbation
of the last, forming a chain. Assuming convergence of the chain and after discarding
a number of iterations at the beginning (a ’burn-in’ part of the chain, after which the
random walk is assumed to be stationary) these samples are distributed according to
the transdimensional posterior probability distribution p(m|d). Sampling is based
on a variation of the Metropolis-Hastings algorithm (Metropolis , 1953; Hastings ,
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1970), the reversible-jump Markov chain Monte Carlo (rj-MCMC) sampler (Green,
1995, 2003). Once the random walk is initiated, the algorithm guides the walk by
the Metropolis rule for transitions between models m. This transition proposal from
state i to state j is drawn from a proposal probability distribution q(mi|mj), such
that the proposed model mi is conditional only on the current model mj. The new
model mi drawn from distribution q(mi|mj) is accepted with probability α(mi|mj).
A uniform random deviate, r, is drawn between 0 and 1. If r ≤ α, the move is ac-
cepted, the current model mj is replaced with new model mi and the chain proceeds
to the next step. If r > α, the move is rejected and the current model is retained
for the next iteration of the chain, where the process is repeated. The acceptance
probability α(mi|mj) is given by:
α(mi|mj) = min [1,prior ratio× likelihood ratio× proposal ratio× |J|]
= min
[
1,
p(mi)
p(mj)
× p(d|mi)
p(d|mj) ×
q(mj|mi)
q(mi|mj) × |J|
]
(6.3.4)
where the matrix J is the Jacobian of the transformation from mj to mi, and it
accounts for the difference in volume between two spaces of different dimension, or
it can account for the transformation of two parameterisations with the same number
of unknowns (Green, 2003; Bodin and Sambridge, 2009). For the problem considered
here |J| = 1 and it can be ignored (see the Appendix of Bodin and Sambridge
(2009) for details). Expression 6.3.4 involves the ratio of proposal distributions
q(mj|mi)
q(mi|mj) . For symmetric proposal distributions, this ratio is one. In our case, we
use a Gaussian proposal distribution so this term drops out of the calculation. The
likelihood function and the prior only enter the algorithm through the acceptance
probability term in equation 6.3.4. If this acceptance probability is around 50%, the
algorithm is performing well. Acceptance probabilities of α << 50% or α >> 50%
are indicative of poor sampling of the parameter space. For very low values of α
the steps of the Markov chain are large, and the algorithm explores different models
and there is a possibility of missing the global maximum of the likelihood function,
whilst for very high values of α the steps of the chain are small and the algorithm
explores only similar models which may be far away from the global maximum of the
likelihood function. In the latter case the algorithm is ’stuck’ around the particular
set of models and will hardly move to different models. This is why we wish to keep
the acceptance probability around 50%. Birth/death acceptance rates (see below)
are typically much lower.
Once the model parameters are randomly initialised by drawing samples from the
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prior distribution, the algorithm proceeds iteratively. Each step of the Markov chain
has three stages:
1. Propose a new model from a proposal probability distribution q(mi|mj) such
that the proposed model mi is conditional only on the current model mj. This
involves one, randomly chosen, type of change:
(a) Change a value of Q: randomly choose a Voronoi cell from a uniform
distribution and change its assigned Q value according to a Gaussian
proposal probability distribution q(Qi|Qj) centred on the current value
Qj.
(b) Move a Voronoi node: randomly choose a Voronoi cell and perturb its
node according to a spherical Von Mises probability distribution centred
at the current position cj.
(c) Birth: create a new Voronoi cell by randomly drawing a point on the
2D sphere. The constant Q value for the new cell is sampled from
the prior as this simplifies the acceptance criterion (equation 6.3.4) for
birth/death steps and has been shown to result in better acceptance rates
for birth/death steps (Dosso et al., 2014).
(d) Death: delete a Voronoi node randomly from the current set of n cells.
2. Compute t∗ estimates for the proposed Voronoi model. These predicted es-
timates are compared to the observed ones to build the likelihood (equation
6.3.2) and the posterior value of the proposed model p(m|d).
3. Randomly accept or reject the proposed model according to the acceptance
criterion based on the Metropolis rule.
The first part of the chain is discarded as a ’burn-in’ period after which the random
walk is assumed to be stationary. The output distribution of the algorithm is made
up of the set of models at the end of a fixed number of steps. This is called ’chain
thinning’ and is used to reduce unwanted correlation between the samples from
within the chain.
When treating data noise as a variable, and running the algorithm hierarchically,
the first stage of the Markov chain iterations has an additional, fifth, sub-step which
is changing the noise parameter. In this sub-step, the value of the noise parameter
is randomly perturbed according to a Gaussian probability density centred at the
current value of noise. One might expect the algorithm to choose higher values for
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data noise, as this would reduce the misfit between the observed and predicted data.
However, because of the natural parsimony associated with Bayesian inference this
is not the case.
For more information and details on transdimensional algorithms and tomography
the reader is referred to Mosegaard and Tarantola (1995); Bodin and Sambridge
(2009); Bodin et al. (2012); Sambridge et al. (2013).
6.4 Implementation of the algorithm
6.4.1 Prior
The algorithm we use here was developed by Rhys Hawkins, a PhD Candidate at
ANU. To our knowledge this is the first application of this algorithm to a problem
in global seismology. It is possible to use the algorithm in two ways: inverting for
log(Qp) and inverting directly for Qp. We have done both to see how the models
differ for these cases. For both of these settings we chose a uniform prior on the
parameters. Obviously, the bounds of these priors will be different depending on
whether the inversion is run in log space or for Qp directly. The reason we choose
the uniform prior is because we do not know much about our data. In Chapter
5 we justified using the Gaussian prior by saying that we allow relatively small
deviations from a central, reference, value in order to reduce the uncertainties that
the lack of our prior knowledge would certainly impose in the linearised problem. In
transdimensional Bayesian approach, however we do not have a limitation of a fixed
grid (i.e. a fixed number of parameters) or an explicit regularisation technique. The
solution and its uncertainties depend entirely on the data. Setting a uniform prior
in this case essentially means that we do not have much information on our data
and we wish to see what we can learn about it from Bayesian inference. Setting
wide bounds on the uniform prior is saying we allow all the values in between those
bounds for the solution.
Since the algorithm is birthing from the prior, it will generate a cell with the value
of Qp between the lower and upper bound of the prior. For the case when our
parameters are Qp (rather than log(Qp)), we set the lower bound to 0 and the upper
bound to 1000. Both of these values are extreme for the inner core, and we expect
the estimates of Qp to lie between those two values. So when birthing from the prior
and inverting directly for Qp, the algorithm will create a cell with a Qp value chosen
randomly between 0 and 1000. A uniform prior in log space will result in a slightly
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different prior on Qp. Figure 6.4.1 shows that samples drawn from a uniform prior
in log space will be distributed lognormally. Sampling in log space is therefore likely
to be more efficient than sampling directly for Qp, as the prior proposal width in log
space will affect both low and high values of Qp equally. For example, if we sample
directly for Qp and the prior proposal width is 0.1, then for two different values of
Qp – say 0.1 and 1000 – we would get new values of 0.2 and 1000.1. While the first
value has doubled, the second has barely changed. In log space, the new proposed
values are exp[log(0.1) + 0.1] ≈ 0.11 and exp[log(1000) + 0.1] ≈ 1100, and both
values have changed by the same relative amounts. So when sampling in log space,
birthing from the prior will preferentially create a new cell with low Qp values, as we
can also see from Figure 6.4.1. For this reason, we have set the lower bound of the
uniform prior in log space to 0, and the upper bound to 8.0 which is equivalent to
Qp ≈ 3000. This is essentially a wider prior than in the case of direct Qp inversion,
as we wish to see whether the data will push the solution to values of Qp even higher
than a 1000 (as we had for some parameters in the case of the linearised inversion).
The prior proposal width was adjusted on a case-to-case basis in order to achieve
acceptance rates as close as possible to 50%.
Figure 6.4.1: A histogram of samples of Q drawn from a uniform distribution in log
space. If X = log(Qp) and X is distributed uniformly between lower and upper bounds,
then the samples of Qp are given by Qp = exp(X) and they are distributed lognormally.
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6.4.2 Noise and likelihood
Noise σN in the inversion is defined as a product of data noise σd and the scaling
hierarchical parameter λ
σN = σd · λ. (6.4.1)
With this definition we can write the likelihood, equation 6.3.2, in the following
form:
L = p(d|m) = C · exp
[
||p(m)− d||22
2σ2dλ
2
]
. (6.4.2)
We will show several examples in next sections of this chapter of how negative
logarithm of likelihood,
− log(L) = −||p(m)− d||
2
2
2σ2dλ
2
+ C, (6.4.3)
behaves over the iterations. In synthetic tests we use data predicted from the model
and add Gaussian noise to the data. For example, if we set the standard deviation
of the Gaussian to σ then any given predicted datum t∗p is decribed as t
∗
p = t
∗
i ± σ,
where t∗i is raw predicted datum from the input model. t
∗
p will hence obtain a value
from [t∗i − σ, t∗i + σ]. In synthetic tests we therefore set σd = σ. When running the
algorithm with fixed noise, σd in equation 6.4.1 is set to Gaussian standard deviation
σ, and λ is set to 1.0. σN is not a parameter of the inversion but kept fixed.
When performing synthetic tests hierarchically, i.e. when σN is a parameter of the
inversion, σd is fixed to value σ while λ is allowed to change. We can see from
equation 6.4.1 that if λ attains a value around 1.0, σN will be approximately equal
to σd, which means the data noise is properly resolved.
When using the algorithm with real data t∗, and running it with fixed noise, we
set σd to one of our estimates from linearised inversion. λ = 1.0 in that case and
σN is not a parameter of the inversion. When running the algorithm hierarchically,
we assume σd = 1.0 and allow λ to change. Equation 6.4.1 tells us then that the
estimated value of λ will be the estimate of noise in our data. We will be showing
the histograms for λ and taking its maximum as the noise estimate for hierarchically
run algorithm.
6.4.3 Inversion details
Regardless of the inversion setting (inverting for log(Qp) or directly for Qp), we ran
the algorithm for 3 million iterations on each chain. We used 9 Markov chains for
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synthetic tests, and 24 chains when inverting with real data. We performed the
inversion both with the data noise fixed to a particular value, and hierarchically,
i.e. treating the noise as a parameter of the inversion. When fixing the noise, in
the case of synthetic tests noise was Gaussian uncorrelated, with different standard
deviations (as we will show in the next section), and in the case of real data the
noise was fixed to estimates obtained from linearised inversion (Chapter 5). The
maximum number of cells allowed in the model is 200. This should be ample for our
case, as we do not have the resolution for much more than ≈ 30 cells in the model.
We discard the first 500 000 (or a million, depending on the likelihood chain history)
iterations and take every 100-th model from the chain to ensure we have independent
samples. This gives us 25 000 (or 20 000) models (samples) per chain. We can
compute the necessary statistical moments of this ensemble and we show here its
median and standard deviation. We choose to show the median of the ensemble,
rather than the mean, because as we showed in Chapter 5, the assumption is that
Qp is lognormally distributed. Median will thus make more sense than the mean
as the best solution. When we showed the results for linearised inversion in section
5.6 we also showed lognormal distributions of each parameter and reported on the
median of those distributions.
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6.5 Synthetic examples
Synthetic tests were performed using the transdimensional algorithm in two ways:
1) inverting for Qp in logarithm space and 2) inverting for Qp directly. By inverting
for Qp in logarithm space we are essentially following the same logic as in the case
of linearised inversion, described by equation 5.1.2, and our parameters are log(Qp),
where log is the natural logarithm. We assume that Qp is lognormally distributed.
When performing the inversion in these two ways, the prior distributions will be set
differently. In both cases, our prior was uniform with wide bounds. In the case of
inverting for Qp directly the lower bound of the prior was set to 0, and the upper
bound of the prior was set to 1000. In the case of inverting for log(Qp) the lower
bound of the prior was set to 0, and the upper bound of the prior was set to 8.0,
which is the equivalent of Qp ≈ 3000 in linear space, and is a slightly wider prior.
Regardless of the inversion mode, the simulations were performed using 9 Markov
chains of 3 million steps each, and we discarded the first 500 000 or a million as
burn-in steps, depending on the chain history. Every 100-th sample of one chain
was then retained for the ensemble. This leaves us with 25 000 (or 20 000) models
per chain, forming an ensemble from which we can compute the relevant moments.
We will show here the median and the standard deviation of the ensemble. Various
amounts of Gaussian uncorrelated noise were added to predicted data for these sim-
ulations. We would set a standard deviation of a Gaussian, centered on the value
of the predicted t∗ datum, and this varied between 0.05, 0.1 and 0.2.
The tests were performed both with the noise fixed to the true value and hierarchi-
cally, i.e. with noise as a free parameter and we will show the results of experiments
for both cases. The input models for the tests were set to hemispherical east-west
(EW) model and a cubed sphere model (CS) shown in Figures 6.5.1 and 6.5.2 re-
spectively. The EW model has two cells with Qp of 100 on the western side and 400
on the eastern side, and the CS model has six cells with Qp value ranging between
a 100 and 600, in steps of a 100. The effect of added noise to data predicted from
these models is shown in Figures 6.5.3 and 6.5.4. The reported σ value is the stan-
dard deviation of the Gaussian uncorrelated noise added to data points. The black
filled circles hence show the raw data predicted from the models, while the open
colour-coded circles show the predicted data with corresponding standard deviation
of added Gaussian uncorrelated noise.
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Figure 6.5.1: Hemispherical east-west (EW) input model for the synthetic tests. The
boundary of the model is set on the 0-th meridian and the east and the west hemispheres
have values of Qp = 400 and Qp = 100, respectively. The image in the middle shows the
model centered on the equator and the 0-th meridian. The images to its left and right are
centered on the longitude of 270◦ and 90◦, respectively, while the ones above it and below
it are centered at the latitude of 90◦ and −90◦ respectively. This allows to inspect the
recovered model from all angles.
Figure 6.5.2: Cubed sphere (CS) input model for the synthetic tests. The model has six
cells with Qp value ranging from 100 to 600 in steps of 100. The orientation of the images
is the same as in Figure 6.5.1.
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6.5.1 Inverting for log(Qp) with fixed noise
We show in Figures 6.5.5 and 6.5.6 the median and the standard deviation, respec-
tively, of the model ensemble for the case of inversion with CS input model and
with fixed noise. The minimum and maximum value of median Qp are 101 and 763,
respectively. The standard deviation of Gaussian noise added to predicted t∗ values
was σ = 0.1. The colour scale is saturated for the largest value shown – every value
larger than the maximum of the colour scale (Q = 700) is plotted in the colour
of that maximum, and the same is true for the colour scale showing the standard
deviation of the ensemble. The CS model is reasonably well recovered, with slightly
larger value of Qp over south-east Asia and the Indian ocean. This could be a fo-
cusing effect resulting from many raypaths in that region having a similar direction
(azimuth). The standard deviation of the ensemble is the lowest over the Pacific re-
gion and the largest around the presumed boundaries of the Voronoi cells. This can
especially be seen around the boundaries in the northern polar regions and Africa.
This is expected as the cell boundaries will vary across the chains and over the iter-
ations, and overall will produce the areas with the largest uncertainties. The chain
history for this run is shown in Figure 6.5.7. The figure shows how the negative
logarithm of likelihood (equation 6.4.3) changes with iterations for each chain. This
is similar to equation 5.2.7 where we showed the logarithm of the posterior distri-
bution, which has a maximum when the expression in the brackets of equation 5.2.7
is minimum. As the posterior probability is maximised the negative log likelihood
is minimised. Different coloured lines represent different chains. The right panel of
the figure shows a histogram of the negative log likelihood for each chain. We can
see in Figure 6.5.7 that the likelihood function is stabilised after about a million
iterations across all the chains, and the histograms for different chains are overlap-
ping, signifying that all the chains converged to a similar set of models. Figure 6.5.8
shows the histogram for the number of recovered cells in this model. The red line
shows the true number of cells in the model, and we can see that the maximum of
the histogram is slightly larger than the true number of cells.
When we reduce the standard deviation of the added Gaussian noise to σ = 0.05
we can see in Figure 6.5.9 that the algorithm has problems converging, and the
likelihood seems to stabilise around different values across the chains and this is
an undesired feature. In this particular case the histogram for number of cells had
two maxima - main maximum at 7 and the other at 10 (not shown). When we
increase the standard deviation of the Gaussian noise to σ = 0.2, all the chains are
stabilised around the same value, and the maximum of the histogram of number
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Figure 6.5.5: The ensemble median of the CS input model. The standard deviation of
added Gaussian noise to predicted t∗ values was σ = 0.1 and the inversion was run with
fixed noise and in log space. Qpmin = 101, Qpmax = 763.
Figure 6.5.6: The standard deviation of the ensemble of the CS input model with σ = 0.1
of added Gaussian noise. The inversion was run with fixed noise and in log space.
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Figure 6.5.7: Chain history of 9 chains used to recover the model shown in Figure 6.5.5,
and with standard deviation σ = 0.1 of Gaussian noise added to the data. Different
coloured lines show different chains. Iterations are shown on the horizontal axis, and
negative log-likelihood (equation 6.4.3) on the vertical axis. We can see this negative log-
likelihood being minimised as the number of iterations increases until it stabilises. The
histograms of the log likelihood functions across the chains are shown in the panel on the
right, and they are overlapping signifying that all the chains converged to a similar set of
models.
Figure 6.5.8: A histogram of recovered number of cells for the model shown in Figure
6.5.5. The true number of cells is indicated by the red line, and here the recovered number
of cells is slightly overestimated.
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of cells is centered at the true value of 6 (Figure 6.5.10), however we can see that
the recovered ensemble median shown in Figure 6.5.11, while reasonable, is not as
good as the one shown in Figure 6.5.5. The cell covering south-east Asia is seem-
ingly smaller and affected by the shapes of the surrounding cells. The minimum
and maximum median values for Qp in this case are 103 and 759, respectively. The
standard deviation of this ensemble, shown in Figure 6.5.12 is much larger than for
the case shown in Figure 6.5.6 and it helps us see that the 6 cells recovered for this
model do not follow the arrangement of the cells in the input model.
The recovered models for the case of EW input model are indistinguishable from
each other regardless of the amount of added Gaussian noise. The standard deviation
of the ensemble is the value that visibly changes, but it does not vary significantly
and the biggest uncertainties are again along the boundary between the two hemi-
spheres. We show the ensemble median and standard deviation for this test for the
case when standard deviation of added noise is σ = 0.1 in Figures 6.5.13 and 6.5.14.
The minimum and maximum median values of Qp in this case are 101 and 409,
respectively. In all cases the histogram for the number of cells has a maximum at
true value of 2 (not shown).
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Figure 6.5.9: Chain history of 9 chains for synthetic test with the CS model and with
the standard deviation σ = 0.05 of Gaussian noise added to the data. Different coloured
lines show different chains. The algorithm does not seem to converge.
Figure 6.5.10: A histogram of recovered number of cells for the CS model with σ = 0.2
of added Gaussian noise. The maximum is centered on the true number of cells in the
input model, indicated by the red line.
§6.5 Synthetic examples 145
Figure 6.5.11: The recovered ensemble median of the CS input model. The standard
deviation of added Gaussian noise to predicted t∗ values was 0.2 and the inversion was
run with fixed noise and in log space. Qpmin = 103, Qpmax = 759.
Figure 6.5.12: The recovered standard deviation of the ensemble of the CS input model
with σ = 0.2 of added Gaussian noise. The inversion was run with fixed noise and in log
space.
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Figure 6.5.13: The recovered ensemble median of the EW input model. The standard
deviation of added Gaussian noise to predicted t∗ values was σ = 0.1 and the inversion
was run with fixed noise and in log space. Qpmin = 101, Qpmax = 409.
Figure 6.5.14: The recovered standard deviation of the ensemble of the EW input model
with σ = 0.1 of added Gaussian noise. The inversion was run with fixed noise and in log
space.
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6.5.2 Inverting for log(Qp) with noise as a free parameter
For this case we used only the CS input model as it is the more complex one.
Gaussian noise added to predicted data in this case had a standard deviation of
σ = 0.1. In section 6.4.2 and equation 6.4.1 we explained how data noise and the
hierarchical parameter are related. By plotting the histogram of the hierarchical
parameter we can check whether it has a maximum around 1.0 – and if it does, it
signifies correctly recovered data noise.
We show the ensemble median and standard deviation in Figures 6.5.15 and 6.5.16.
These are very similar to solutions shown in Figures 6.5.5 and 6.5.6. The minimum
and maximum median Qp values in this case are 103 and 731, respectively. The
chain history and the histogram for number of cells are shown in Figures 6.5.17
and 6.5.18, and the histogram for the scaling hierarchical parameter is shown in
Figure 6.5.19. This last histogram shows a Gaussian distribution with a maximum
frequency at 1.03, signifying well sampled parameter space and well recovered input
noise.
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Figure 6.5.15: The recovered ensemble median of the CS input model. The standard
deviation of added Gaussian noise to predicted t∗ values was σ = 0.1 and the inversion was
performed with noise as a free parameter and in log space. Qpmin = 103, Qpmax = 731.
Figure 6.5.16: The recovered standard deviation of the ensemble of the CS input model
with σ = 0.1 of added Gaussian noise. The inversion was performed with noise as a free
parameter and in log space.
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Figure 6.5.17: Chain history of 9 chains used to recover the model shown in Figure 6.5.15,
and with standard deviation σ = 0.1 of Gaussian noise added to the data. The noise was
treated as a free parameter of the inversion. Different coloured lines show different chains.
Iterations are shown on the horizontal axis, and negative log-likelihood on the vertical
axis.
Figure 6.5.18: A histogram of recovered number of cells for the CS model when σ = 0.1
of added Gaussian noise, and noise is treated as a free parameter of the inversion. The
maximum is centered on the true number of cells in the input model, indicated by the red
line.
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6.5.3 Inverting for Qp directly, with fixed noise
In this section we won’t be showing the Markov chain history of any of the examples
for the sake of brevity as they all seem to have stabilised around the same value, for
each of the examples.
The ensemble median and standard deviation for the case of CS model when the
standard deviation of added Gaussian noise is σ = 0.1 is shown in Figures 6.5.20 and
6.5.21. The minimum and maximum median values of Qp in this case are 101 and
813, respectively. The recovery is good and we still observe over-estimation of Qp in
south-east Asia and Indian ocean. However, the standard deviation of the ensemble
is lower than when inverting for log(Qp) with same amount of noise (compare with
Figure 6.5.6). The histogram for number of cells (Figure 6.5.22) has a maximum
centered at 8 and indicates overestimation.
When we lower the standard deviation of added Gaussian noise to σ = 0.05 the
recovery is still good (Figure 6.5.23) and the standard deviation of the ensemble
is reduced (Figure 6.5.24). The minimum and maximum values of median Qp in
this case are 101 and 731, respectively. This is a different situation from the one
where we inverted for log(Qp), in which case the algorithm had troubles converg-
ing (see Figure 6.5.9). While it seems to have converged in this case, it shows a
feature of Bayesian inference where imposing less noise results in seemingly better
constrained model (with lower uncertainties) but a more complex one, as is shown
in the histogram for number of cells in Figure 6.5.25. We can see here that more
chains converged at the value of 7 or 8 cells, rather than the true number of 6 cells.
Increasing the standard deviation of added noise to σ = 0.2 results in a slightly worse
recovery of the ensemble median (Figure 6.5.26), and increased ensemble standard
deviation (Figure 6.5.27) but lower than the one estimated for the same amount of
added noise when inverting for log(Qp) (compare with Figure 6.5.12). We see in
Figure 6.5.28 that the maximum of the histogram is centered at a larger number of
cells than that of the true model. The minimum and maximum median values of
Qp in this case are 101 and 821, respectively.
As in the case of inverting for log(Qp) the recoveries of the EW models are indistin-
guishable from each other regardless of the amount of added noise, and the recovery
is as good as the one shown in Figures 6.5.13 and 6.5.14, and we do not show them
here for the sake of brevity. The only visible change occurs in the standard deviation
of the ensemble, and the recovered number of cells. To demonstrate this we show
the standard deviation of the ensemble of models and the histogram for the number
of cells when the amount of added noise is low (σ = 0.05) in Figures 6.5.29 and
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6.5.30. We can see that the standard deviation of the ensemble is relatively large.
The largest uncertainties are along the cell boundaries and Figure 6.5.29 reveals
more than just one boundary, as would be expected in the hemispherical model.
This is also clear from the histogram for the number of cells in Figure 6.5.30 which,
while showing a maximum at true number of cells, also shows a statistically relevant
number of models with 4 cells.
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Figure 6.5.20: The recovered ensemble median for the CS model. Standard deviation of
added Gaussian noise was σ = 0.1 and the inversion was performed with fixed noise and
directly for Qp. Qpmin = 101, Qpmax = 813.
Figure 6.5.21: The standard deviation of the ensemble for the CS model. Standard
deviation of added Gaussian noise was σ = 0.1 and the inversion was performed with fixed
noise and directly for Qp
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Figure 6.5.22: A histogram of recovered number of cells for the input CS model with
σ = 0.1 of added Gaussian noise. The inversion was performed with fixed noise and
directly for Qp. The true number of cells is indicated by the red line.
Figure 6.5.23: The recovered ensemble median for the CS model. Standard deviation of
added Gaussian noise was σ = 0.05 and the inversion was performed with fixed noise and
directly for Qp. Qpmin = 101, Qpmax = 731.
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Figure 6.5.24: The standard deviation of the ensemble for the CS model. Standard
deviation of added Gaussian noise was σ = 0.05 and the inversion was performed with
fixed noise and directly for Qp
Figure 6.5.25: A histogram of recovered number of cells for the input CS model when
σ = 0.05 of added Gaussian noise. The inversion was performed with fixed noise and
directly for Qp. The true number of cells is indicated by the red line.
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Figure 6.5.26: The recovered ensemble median for the CS model. Standard deviation of
added Gaussian noise was σ = 0.2 and the inversion was performed with fixed noise and
directly for Qp. Qpmin = 101, Qpmax = 821.
Figure 6.5.27: The standard deviation of the ensemble for the CS model. Standard
deviation of added Gaussian noise was σ = 0.2 and the inversion was performed with fixed
noise and directly for Qp
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Figure 6.5.28: A histogram of recovered number of cells for the input CS model with
σ = 0.2 of added Gaussian noise. The inversion was performed with fixed noise and
directly for Qp. The true number of cells is indicated by the red line.
Figure 6.5.29: The standard deviation of the ensemble for the EW model. Standard
deviation of added Gaussian noise was σ = 0.05 and the inversion was performed with
fixed noise and directly for Qp
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Figure 6.5.30: A histogram of recovered number of cells for the input EW model with
σ = 0.05 of added Gaussian noise. The inversion was performed with fixed noise and
directly for Qp. The true number of cells is indicated by the red line.
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6.5.4 Inverting for Qp directly, with noise as a free parame-
ter
Similar to when we inverted for log(Qp) we performed this test for the CS input
model only with the standard deviation of added Gaussian noise σ = 0.1, as it is
more complex than the EW one. Ensemble median and standard deviation for this
test are shown in Figures 6.5.31 and 6.5.32 respectively. We can see that the recovery
of the model is good and both of these figures are virtually indistinguishable from
Figures 6.5.20 and 6.5.21 where the noise was fixed. The minimum and maximum
values of median Qp in this case are 101 and 803, respectively. The histogram
of hierarchical parameter is statistically consistent with the true input data noise.
(Figure 6.5.33). As in previous cases, the histogram for number of cells for this model
shows a maximum that is larger than the true number of cells (Figure 6.5.34).
6.5.5 Conclusions from synthetic tests
We can conclude from all of these tests that the recovery of the underlying model
should be reasonably good regardless of whether we invert for log(Qp) or directly
for Qp. The results seem to suggest that we have enough data resolution to recover
a simple model, with a simple boundary, while at the same time the amount of
data noise affects the recovery for a more complex model. Focusing and under-
estimation of attenuation is likely in the south-east Asia region in that case, and the
standard deviation of the ensemble increases significantly. When inverting directly
for Qp, histograms for the number of cells tend to have a maximum, or the mean
at a number larger than the true number of cells, however, the true number of cells
looks statistically consistent with the histograms. We observe similar consistency
when inverting for log(Qp), even though in those cases the maximum frequency of
the histogram is more often aligned with the true number of cells. Simultaneously,
the standard deviation of the ensemble for direct Qp is lower.
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Figure 6.5.31: The recovered ensemble median for the CS model. Standard deviation
of added Gaussian noise was σ = 0.1 and the inversion was performed with noise as free
parameter and directly for Qp. Qpmin = 101, Qpmax = 803
Figure 6.5.32: The standard deviation of the ensemble for the CS model. Standard
deviation of added Gaussian noise was σ = 0.1 and the inversion was performed with
noise as free parameter and directly for Qp
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Figure 6.5.34: A histogram of recovered number of cells for the input CS model with
σ = 0.1 of added Gaussian noise. The inversion was performed with noise as free parameter
and directly for Qp. The true number of cells is indicated by the red line.
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6.6 Inversion of t∗ measurements
We will show here the results of the tomographic inversion of our dataset shown
in Chapter 3 using transdimensional Bayesian approach. We follow similar pattern
as for the synthetic tests and we show the results both for the case of fixed noise
and when noise is treated as a parameter of the inversion. We again invert in log
space and directly for Qp. In all cases we have used 24 Markov chains and 3 million
iterations on each. We discard the first million models as “burn-in” iterations and
retain every 100-th model on one chain to ensure our samples are independent. This
leaves us with 20 000 models per chain forming an ensemble from which we can then
compute relevant moments. We show the median and the standard deviation of the
ensemble.
6.6.1 Inverting for Qp directly
In cases of fixed noise in the inversion we used the values of the standard deviation
of the t∗ residuals, that we obtained from linearised inversion (Chapter 5, section
5.6), using the L-curve tests and Discrepancy Principle, as data noise. For example,
a value of data noise we chose from the L-curve was σ = 0.17, and the standard de-
viation of the residuals, which we then used for Discrepancy Principle was σ = 0.38.
In transdimensional approach we fixed the noise to these two values. We show the
chain history, negative log-likelihood as a function of iterations for the case with
σ = 0.17 in Figure 6.6.1. It is clear for this case that the algorithm has trouble con-
verging. On the other hand, the chains stabilise around a similar value for likelihood
when we set σ = 0.38 as is shown in Figure 6.6.2. We show the ensemble median
and standard deviation for this case in Figures 6.6.3 and 6.6.4. The minimum and
maximum median values obtained for this case are 33 and 669 respectively. The his-
togram for number of cells for this ensemble is shown in Figure 6.6.5 and it features
a bimodal distribution with a primary maximum at 28 cells. The second maximum
around a 150 cells points to a significant number of more complex models in the
ensemble. These models have a large number of smaller cells in certain regions. This
is not expected behaviour and it is not clear why we observe such complexity in this
histogram.
When we perform the inversion hierarchically, i.e. setting the data noise as a
parameter of the inversion, the chain history looks similar to the one for the case
of higher fixed noise (Figure 6.6.6) and we can see similar solutions and similar
estimate for number of cells in Figures 6.6.7 - 6.6.9. The minimum and maximum
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Figure 6.6.1: Negative log-likelihood as a function of iterations for 24 Markov chains
with data noise fixed to σ = 0.17 and when inverting for Qp directly. Different coloured
lines represent different chains. The algorithm doesn’t seem to converge in this case.
Figure 6.6.2: Negative log-likelihood as a function of iterations for 24 Markov chains
with data noise fixed to σ = 0.38 and when inverting for Qp directly. Different coloured
lines represent different chains. The chains are all stabilised around a similar value for
likelihood.
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Figure 6.6.3: Ensemble median of Qp for the upper inner core. The inversion was
performed with data noise fixed to σ = 0.38 and directly for Qp. Qpmin = 33, Qpmax =
669. The image in the middle shows the model centered on the equator and the 0-th
meridian. The images to its left and right are centered on the longitude of 270◦ and 90◦,
respectively, while the ones above it and below it are centered at the latitude of 90◦ and
−90◦ respectively.
Figure 6.6.4: Ensemble standard deviation of Qp for the upper inner core. The inversion
was performed with data noise fixed to σ = 0.38 and directly for Qp.
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Figure 6.6.6: Negative log-likelihood as a function of iterations for 24 Markov chains
when data noise σ is a parameter of the inversion and when inverting for Qp directly.
Different coloured lines represent different chains. The chains are all stabilised around a
similar value for likelihood.
obtained value of median Qp in this case are 13 and 675, respectively. The histogram
for number of cells shows a small maximum around 30 and then the number of cells
just keeps growing all the way to the maximum allowed number of cells. This is most
likely an indication of convergence issues for this case. Our dataset is too small to
provide a resolution for 200 cells in the model, and we have no reason to trust that
this peak is the true one. It is interesting to point out that the smaller maximum in
this histogram is at 28 cells, just like the one for the inversion performed with fixed
noise. We take this number of cells as far more likely for our model. Synthetic tests
also showed that inverting directly for Qp would result in a histogram that has a
maximum at larger number of cells than the true model, however the true number
of cells was still statistically consistent with the histogram. This hardly seems to be
the case with real data inversion.
As we showed in section 6.4.2 hierarchical parameter and estimated noise σ of the
data are equivalent in this case. We show the histogram for hierarchical parameter
for this case of hierarchical inversion in Figure 6.6.10. The histogram has a maxi-
mum at σ = 0.33 which is between our estimates of σ = 0.17 and σ = 0.38 from
linearised inversion and in good agreement with them.
The models obtained from direct Qp inversion are shown in Figures 6.6.3 and 6.6.7
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which have similar features. We observe low attenuation beneath Atlantic and
Africa, high attenuation beneath the Indian ocean and south-east Asia and Aus-
tralia. This high attenuation extends across to south-eastern Pacific all the way
to central America. The Qp in the region of central America and parts of South
America drops to an extreme value of 13, but standard deviation of the ensemble
(Figures 6.6.4 and 6.6.8) show this region to have the highest uncertainties, so we
would caution against trying to interpret this specific low Qp. We would also like
to draw attention to a similar feature shown in solutions obtained from linearised
inversion (Chapter 5), where we also obtained extremely high attenuation in this
region but with very low uncertainties. We explained then that the observed high
attenuation, seemingly well resolved, was an artifact of parameterisation and reg-
ularisation. With transdimensional inference, inverting directly for Qp, we observe
that this region has the highest uncertainties.
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Figure 6.6.7: Ensemble median of Qp for the upper inner core. The inversion was
performed with data noise σ as a free parameter and directly for Qp. Qpmin = 13, Qpmax =
675.
Figure 6.6.8: Ensemble standard deviation of Qp for the upper inner core. The inversion
was performed with data noise σ as a free parameter and directly for Qp.
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Figure 6.6.10: A histogram of hierarchical parameter, equivalent to estimated data noise
σ, shows a maximum at σ = 0.33. The inversion was performed for Qp directly.
6.6.2 Inverting for log(Qp)
Having performed the inversion directly for Qp and obtained a noise estimate in
good agreement with our linearised inversion estimates, we decided to perform the
inversion for log(Qp) hierarchically first and see whether the noise estimate would
be similar. We have seen in synthetic tests (section 6.5) that sampling in log space
tends to produce simpler models than sampling directly for Qp and we wanted to
see if this will be the case here and how that will affect the noise estimate. Figure
6.6.11 shows the chain history for this hierarchical inversion and we can see all 24
Markov chains stabilised around the same value of likelihood function. Figures 6.6.12
and 6.6.13 show the ensemble median and standard deviation respectively for this
inversion. The minimum and maximum values of obtained median Qp are 47 and
641, respectively. While it is clear from these images that the obtained solution is
definitely simpler and smoother (as is also seen in Figure 6.6.14 that shows estimated
number of cells for this ensemble) than the one obtained when inverting directly for
Qp, the uncertainties on it are extremely high. We observed this sort of behaviour
in synthetic tests as well. The histogram for hierarchical parameter (Figure 6.6.15)
has a maximum at σ = 0.36, which is in good agreement both with our estimates
from linearised inversion and the transdimensional inversion performed directly for
Qp. We performed the inversion in log space with noise fixed to σ = 0.36 and as
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expected the solution is indistinguishable from the hierarchical one (not shown).
We have mentioned in section 6.4 that the priors for the inversion in log space and
the one directly for Qp are different, with the one in log space being much wider. We
also explained that by inverting in log space the algorithm will preferentially choose
smaller Qp values. So by setting a wider prior we wanted to see if our solution will
be at all pushed towards higher values of Qp. We do not observe Qp higher than 700
with our data. However, it is worth pointing out that this wider prior also indicates
less knowledge about our data before the inversion, and this may be influencing our
inference. To investigate this, we repeated a hierarchical inversion in log space but
with narrower prior. In this case we set the upper bound of the prior to 6.9 rather
than 8.0, which is equivalent to Qp ≈ 1000, rather than 3000, and hence this prior
is more similar to the one used when inverting directly for Qp.
The chain history of negative log-likelihood across the iterations shows all 24 Markov
chains stabilised around a similar value for the likelihood function (Figure 6.6.16).
Figures 6.6.17 and 6.6.18 show the ensemble median and standard deviation for
this case. The minimum and maximum values obtained for median Qp are 47 and
643, respectively. While the median is very similar to the one obtained when using
a wider prior (compare with Figure 6.6.12), the standard deviation has changed
drastically (compare with Figure 6.6.13) and we now observe lower uncertainties
across the entire ensemble, and the highest uncertainties at cell boundaries. The
histogram of recovered number of cells for this ensemble has a maximum at 7 (Figure
6.6.19), which is close to the one obtained with wider prior where this maximum
was at 10 (compare with Figure 6.6.14). The estimated noise is almost the same
as the one estimated when using a wider prior - the histogram in Figure 6.6.20 has
a maximum at σ = 0.36. We will use this last solution to compare it to the one
obtained when inverting for Qp directly.
Perhaps unsurprising feature of the hierarchical solution obtained from this inversion
in log space is its general similarity with the hierarchical solution obtained when
inverting directly for Qp. Low attenuation is observed in the region of Atlantic and
Africa, and high attenuation is observed beneath the Indian ocean, south-east Asia
and Australia. This attenuation is only slightly lower in the western Pacific and
then increases again, and is the highest around central America. Again we observe
an anomalously high attenuation in some regions of South America. In this case, the
ensemble standard deviation for that region is not high, as it was when we inverted
directly for Qp, but low. While such a low Qp is highly unlikely in the inner core,
all these results certainly point to a significantly higher attenuation in that region
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than anywhere else in the core. Overall, the results obtained from transdimensional
inference are in a good agreement with the ones obtained from linearised inversion.
We have seen from synthetic tests that inverting both directly for Qp and for log(Qp)
seemed to have worked equally well with minor differences between them. In practice
however, the inversion for log(Qp) seems to behave much better. One only needs to
observe the differences in histograms for direct inversions and the ones in log space
to see this. We have seen in Figures 6.6.5 and 6.6.9 a large spread in the number
of cells for the ensemble when inverting for Qp, while histograms in Figures 6.6.14
and 6.6.19 are much better constrained. For these reasons we choose the solutions
from log inversion as our preferred solutions, even though they are generally similar
to the solution obtained from direct inversions.
Figure 6.6.11: Negative log-likelihood as a function of iterations for 24 Markov chains
when data noise σ is a parameter of the inversion and when inverting for log(Qp). Different
coloured lines represent different chains. The chains are all stabilised around a similar value
for likelihood.
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Figure 6.6.12: Ensemble median of Qp for the upper inner core. The inversion was
performed with data noise σ as a free parameter and for log(Qp). Qpmin = 47, Qpmax = 641.
Figure 6.6.13: Ensemble standard deviation of Qp for the upper inner core. The inversion
was performed with data noise σ as a free parameter and for log(Qp).
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Figure 6.6.15: A histogram of hierarchical parameter, equivalent to estimated data noise
σ, shows a maximum at σ = 0.36. The inversion was performed for log(Qp).
Figure 6.6.16: Negative log-likelihood as a function of iterations for 24 Markov chains
when data noise σ is a parameter of the inversion and when inverting for log(Qp). The
prior on log(Qp) was narrowed for this case. Different coloured lines represent different
chains. The chains are all stabilised around a similar value for likelihood.
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Figure 6.6.17: Ensemble median of Qp for the upper inner core. The inversion was
performed with data noise σ as a free parameter and for log(Qp). The prior on log(Qp)
was narrowed for this case. Qpmin = 47, Qpmax = 643.
Figure 6.6.18: Ensemble standard deviation of Qp for the upper inner core. The inversion
was performed with data noise σ as a free parameter and for log(Qp). The prior on log(Qp)
was narrowed for this case.
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Figure 6.6.20: A histogram of hierarchical parameter, equivalent to estimated data noise
σ, shows a maximum at σ = 0.36. The inversion was performed for log(Qp). The prior on
log(Qp) was narrowed for this case.
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6.7 Discussion and interpretation
Our results consistently show high attenuation in the region covering Asia, the In-
dian ocean, and Australia, with slightly lower attenuation extending over the Pacific
and then again reaching its peak over central America and parts of South America.
We observe low attenuation over Atlantic and most of Africa. Transdimensional in-
ference points to lower attenuation over Antarctica, and slightly higher attenuation
over the north pole, however, we refrain from interpreting these areas as we have no
data points there.
Over the past years various geodynamical scenarios have been proposed to explain
seismic observations, both in compressional velocity in the inner core and observed
attenuation. Interpretations have specifically been focused on the apparent hemi-
spherical structure observed since the early nineties. Most of these mechanisms
highlight different areas of the presumed crystallization of the inner core boundary
(ICB) and the effect of the crystallization rate on the porosity of medium forming
the topmost part of the inner core. Porosity is defined as the ratio of the volume of
void space (for example, liquid inclusions) in the material and the total bulk volume
of the material. Hence, porosity will be high for well connected liquid inclusions and
low for well isolated liquid inclusions with many boundaries between them.
According to Sumita and Olson (1999) cold and warm fronts develop in the outer
core, leading to a rapid crystallization on the cold, western, side of the inner core.
Higher porosity was argued to produce a material with lower compressional velocity.
If that scenario is true then faster crystallization rate results in higher porosity pre-
sumably trapping the liquid inclusions in their initial state and not providing enough
time for isolating boundaries to form. Higher porosity also causes lower compres-
sional velocity and lower attenuation, as the propagating waves will travel through
less dense material and slow down, and at the same time interact with fewer ma-
terial boundaries and lose less energy through scattering. In order for this scenario
to explain the seismic observation of lower velocities and lower attenuation in the
quasi-western hemisphere (qWH) and higher velocities and higher attenuation in the
quasi-eastern hemisphere (qEH) of the inner core, one must conclude that the qWH
crystallizes faster, and is colder than the qEH. In the light of this mechanism our
attenuation results point to fast crystallization over south-east Asia and Australia,
and potentially even higher rate of crystallization beneath the central America and
northern parts of south America. This would mean we have highly porous material
beneath Atlantic and Africa, and less porous material with smaller grains beneath
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the belt covering Asia-Pacific.
Aubert et al. (2008) propose a different mechanism of crystallization and grain for-
mation by coupling the ICB to the thermal anomalies of the lowermost mantle.
According to their models thermal flow through the outer core (OC) is dominated
by wide downwelling and upwelling cyclones. The centre feature of their model is a
cold, downwelling cyclone beneath south-east Asia, bringing cold fluid to the ICB.
This region is the region of fastest growth (fastest crystallization) and formation
of well isolated liquid inclusions and more randomly spaced dendrites. This is the
opposite mechanism to the one suggested by Sumita and Olson (1999). Here we
have formation of less porous material through fast crystallization while Sumita and
Olson (1999) proposed the other way around. So according to the model of Aubert
et al. (2008) it is the qEH that crystallizes faster and is colder than the qWH, which
is the opposite conclusion form the one reached following the mechanism of Sumita
and Olson (1999). The mechanisms explaining seismic observations of velocities and
attenuation are nevertheless the same, however they predict different dynamics for
the two hemispheres of the inner core. Gubbins et al. (2011) also conclude that qEH
crystallizes faster, but their models assume narrow downwellings and widespread
upwellings in the OC, and the ICB is a permeable boundary, allowing the heat flow
to go to and from the IC. This scenario explains the F-layer at the bottom of the
OC and induces partial melting in the areas affected by downwelling hot fluid, but
otherwise predicts a similar scenario in terms of the hemispheres. The big difference
is that this model does not require the ICB to be locked to the thermal anomalies
of the lowermost mantle.
It is worth noting that our results do not conform to the classic view of the hemi-
spheres. On the contrary, we observe high attenuation in the qEH and it extends all
the way through most of the qWH hemisphere. It is only a small part of the qWH,
namely beneath Atlantic and Africa where the observed attenuation is lower. In that
sense, our observations support both of the above scenarios - fast crystallization in
the qEH, beneath southeast Asia, Australia, and eastern Pacific, and potentially
even higher crystallization rate in one part of the qWH, beneath parts of the west-
ern Pacific, central and South America. What this means for grain formation and
porosity of the material is unclear and beyond the scope of this study.
Monnereau et al. (2010) and Alboussiere et al. (2010) propose an eastward transla-
tion of the material in the IC. This translation creates a positive ICB topography
in the qEH and negative topography in the qWH. qEH thus experiences melting, a
phase change acting to reduce the excess topography while qWH experiences crys-
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tallization acting to add to the reduced topography. This means the formation of
large grains (on the order of several kilometers) in the qEH and small grains (on the
order of hundreds of meters) in the qWH. This scenario is the exact opposite of the
one suggested by Aubert et al. (2008) and Gubbins et al. (2011). In that scenario our
results would mean melting and formation of large grains in the Asia-Pacific belt,
and crystallization and formation of small grains below Africa and Atlantic. The
downside of this model proposed by Monnereau et al. (2010) and Alboussiere et al.
(2010) is that convection in the IC depends entirely on its viscosity and thermal
conductivity. Convection requires an inner core viscosity of more than 1018 Pa s
(Deguen et al., 2013), which is several orders of magnitude larger than the current
reported values (Deuss (2014) and references therein). In addition, Pozzo et al.
(2014) have modeled the electrical and thermal conductivity of pure iron and two
iron-silicon solid solutions matching the seismically determined ICB density jump
at the temperature and pressure conditions of the Earth’s inner core. They found
that the thermal conductivity is almost 4 times larger than the highest values cur-
rently in use, making the thermal diffusion time comparable to estimates of the
inner core age. Their simple calculation appropriate to the early Earth shows the
inner core to be thermally stable unless a core-mantle boundary (CMB) heat-flux
3-5 times higher than present-day estimates could be sustained at the time. This
means that the convection (and translation, being a mode of convection) is highly
unlikely. Their calculations suggest that thermal convection in the inner core was
unlikely even in its earlier stages.
Gomi and Hirose (2015) reached a similar conclusion by measuring the electrical
resistivity of iron-nickel alloys in a diamond-anvil cell up to 70 GPa and 300K. They
use their calculated values to estimate the isentropic heat flow at the top of the inner
core. The heat flow at the topmost outer core was estimated to be 13.9 TW and
10.9 TW for high and low CMB temperatures, respectively, which is in line with
the CMB heat flow of 5-15 TW estimated from the mantle side (Gomi and Hirose
(2015) and references therein). In order for thermal convection to occur without
compositional bouyancy, the CMB heat flow must exceed the isentropic heat flow
at the top of the outer core mentioned above. Recognizing that ICB heat flow is
equivalent to secular cooling of the inner core, they then calculated the CMB heat
flow from energy balance of the core and found that the obtained CMB heat flow is
38.3 TW and 31.2 TW for high and low temperature cases, respectively. These val-
ues are significantly larger than recent 5-15 TW range. All of this suggests that the
thermal conduction is sufficiently strong to suppress the thermal convection in the
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present-day inner core. However, recently Gubbins et al. (2013) performed numerical
evaluations of partitioning of oxygen, sulfur and silicon in binary iron alloys, and
found that partition coefficients decrease with temperature, leading to a lowering of
the concentration of light elements with radius in the inner core. This results in an
unstable density gradient that is weak but strong enough to produce convection in
the inner core, including the translational mode.
While not studied here, seismic anisotropy is a clear observed signal which can pro-
vide us with additional constraints on possible geodynamical scenarios of the inner
core. The inner core consists of large number of crystals which can only appear
anisotropic if they are aligned in the same direction. There are two possible regimes
for this alignment to happen (see for example review by Bergman (2003) and Deuss
(2014) and references therein): solidification texturing and deformation texturing.
In the solidification texturing regime one possibility is the alignment with the mag-
netic field, however it is unclear whether this field is strong enough to produce said
alignment. The other scenario is that the solidification of the inner core creates
dendritic structures aligned with the flow in the outer core. For the fast axis of
the crystals to be aligned with the rotation axis, the outer core flow must extract
more heat at the equator, which would result in the formed dendrites aligning in the
equatorial plane. This model explains the increase in anisotropy with depth, and
the attenuation anisotropy observed with body waves.
The deformation texturing after solidification regime offers three different mecha-
nisms: 1) thermal convection, which, as we have just seen, is unlikely (Pozzo et al.,
2014; Gomi and Hirose, 2015) but possible (Gubbins et al., 2013), 2) deformation
by the Maxwell stress of the magnetic field, which aligns the fast axis parallel to
the equator and cannot explain the anisotropy where fast axis is along the rotation
axis, and 3) predominant growth of the inner core at the equator, which would re-
sult in radial anisotropy that would appear isotropic to body waves and explain the
isotropic layer at the top of the inner core, but not the deeper anisotropy of the
inner core. It is possible that some of these different mechanisms may be operating
at the same time in different regions of the inner core.
If we are, however, looking for the simplest interpretation of the results, then in
order to keep in line all of the above studies we can point out that our attenuation
observations point to solidification of the inner core structures aligned with the flow
in the outer core. This leads us back to the models proposed by Aubert et al. (2008)
and Gubbins et al. (2011), and fast rate of crystallization beneath south-east Asia
and possibly even higher rate of crystallization beneath central America and western
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Pacific. Our results agree well with those of Attanayake et al. (2014), Iritani et al.
(2014a) and Iritani et al. (2014b) who observed a similar pattern, and the assump-
tion of solidification texturing aligned with the flow in the outer core accounts for
the observed seismic anisotropy.
Chapter 7
Summary and conclusions
In this chapter we will summarise all the chapters and the main achievements of
this thesis. The thesis involves development and/or application of various inversion
algorithms to estimate attenuation in the top ≈ 400 km of the inner core. We
will talk about some advantages and disadvantages of these algorithms and the
conclusions we can draw from our inversion results. This will be followed by some
possible directions for future work and improvements.
7.1 Summary of the thesis
In Chapter 2 we presented the theory of seismic wave attenuation following the
main points form Anderson (1989), and then introduced the body wave attenuation
parameter t∗. Attenuation parameters for PKIKP waves, relative to PKPbc waves
are our data points. We followed this brief theory by an extensive literature review
on the subject of inner core attenuation and thus laid out the grounds to present
the motivation and challenges of our study.
In Chapter 3 we described the methods used to estimate the t∗ parameter. This was
achieved through the use of the SAWIB algorithm (Garcia et al., 2013), a simulated
annealing full waveform fitting algorithm that can estimate the attenuation param-
eter by fitting all the relevant observed phases using the ray theory. We mentioned
that this use of ray theory can present problems in fitting the diffracted phases,
in which case the attenuation can be overestimated. We addressed these issues by
developing our own grid-search method to measure attenuation. The specifics and
results of this code were presented in Chapter 4. The main conclusions of the experi-
ments performed using our fitting algorithm were that the difference in t∗ estimation
is overall small. More often than not, the biggest differences of estimates between
the two methods are difficult to judge. SAWIB algorithm has the advantage of being
faster to estimate the t∗, but offers no estimates of the error. Our own code, while
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being slower to use, can provide an estimate of the t∗ error simply by repeating the
same measurement several times. The main benefit of our code is having control
over all the parameters that we want to test, and we do not depend on waveform
fitting algorithm to obtain the optimal fit for all the waveforms. The final result of
these experiments was to exclude one of the events from our dataset and to continue
using SAWIB algorithm as our preferred method to measure attenuation.
Using the SAWIB algorithm we collected the dataset of t∗ parameters for PKIKP
waves from 50 globally distributed earthquakes and used these in the tomographic
inversion. We described the details of our tomographic methods and how we lin-
earised the problem and developed the code for the inversion in Chapter 5. Since
we are interested in the Qp factor for the inner core, and this factor cannot be neg-
ative, we had to invert for the logarithm of its inverse and this makes our problem
non-linear. In Chapter 5 we described our assumptions of independent t∗ estimates
and used the least squares method to solve the problem. We connected this method
to probabilistic framework so we can estimate uncertainties of our solution. The so-
lution was obtained using optimisation and Newton’s continuous gradient method,
on a fixed, coarse global grid. We used two different regularisation approaches to
stabilise the inversion. In one approach we chose the regularisation parameter from
the L curve, and we used the standard deviation of thus obtained t∗ residuals to esti-
mate the noise of our data. This estimate was then used in the second approach, the
Discrepancy Principle. Regardless of the approach the results showed high attenu-
ation in the south-east Asia, Pacific and Central and South America, and slightly
lower attenuation beneath Atlantic and Africa, with reasonable uncertainties.
In Chapter 6 we described the transdimensional Bayesian approach and performed
the inversion using the partition modeling approach in which a sphere with finite
thickness is partitioned into spherical Voronoi cells. The code has been developed
by Rhys Hawkins, a PhD candidate at ANU, and this is its first application in global
seismology. The number of parameters in this case is also a parameter of the inver-
sion and so is the noise of the data. We were able to invert for Qp directly (with
uniform prior probability density with boundaries at Qp = 0 and Qp = 1000) and
for log(Qp) and while the former produces more complex models, results for both
cases are in agreement. The noise estimates for all the inversion runs are similar and
of the same order of magnitude and in agreement with the noise estimate obtained
from our linearised inversion. The results again showed high attenuation beneath
the south-east Asia, Pacific and Central and South America, and low attenuation
beneath the Atlantic and Africa and uncertainties comparable to those obtained
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from linearised inversion. We followed this by the discussion and interpretation of
the results where we reviewed several possible geodynamic scenarios for the inner
core.
7.2 Achievements of the thesis
We have described in section 2.7 the reasons why the advances at attenuation to-
mography are lagging behind the travel tomography, and specifically focused on
problems of estimating attenuation in the inner core. One of the main issues is
the poor coverage of the inner core by body waves, due to uneven geographical dis-
tribution of earthquake events and seismic stations. At the same time, it is body
waves, rather than normal modes, that will provide us with more information on
lateral heterogeneity of attenuation. This thesis, is to the best of our knowledge,
the first accomplished attempt at attenuation tomography for the inner core. The
key achievements of this thesis are:
1. Estimation of the attenuation parameter t∗ by full body waveform inver-
sion, rather than by commonly used spectral amplitude ratios of neighbouring
phases. At the time of writing and to the best of our knowledge, this technique
has so far only been applied to t* probes of the inner core by Iritani et al.
(2010) and Iritani et al. (2014a).
2. Collection of 398 estimated t∗ parameters, through the above-mentioned full
body waveform inversion, from global, unfiltered, PKIKP waveforms.
3. Linearised attenuation tomography, on a coarse 2D grid, of the uppermost
≈ 400 km of the inner core and the uncertainties of the resulting models. The
optimisation technique used gives us the optimal model that best minimises
the difference between the observed and the predicted data.
4. Transdimensional Bayesian attenuation tomography, using spherical Voronoi
cells on a 2D sphere, of the uppermost ≈ 400 km of the inner core and the
uncertainties of the resulting models. The solution is an ensemble of models
from which we can extract all the relevant information, including an estimate
of the noise of the used t∗ data, and the inferred complexity of the model.
The last two points are a significant contribution to the scientific community
focused on the deep Earth and the inner core. Attenuation tomography of this
region has never before been performed and the results shed new light, as well as
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open up new questions on the structure and dynamics of the inner core, from the
perspective of body waves.
7.3 Concluding remarks
7.3.1 Remarks on the inversion
We have used here two inversion methods to obtain the tomographic image of the
inner core and its associated uncertainties. The linearised inversion was performed
on a fixed, coarse global grid, assuming 32 parameters. We have used an optimisa-
tion technique to minimise the misfit between observed and predicted data and we
have employed different methods of regularisation to stabilise the inversion. We have
shown how to make a connection between the least squares method and probabilistic
framework in order to get uncertainties for our results following the approach from
Benavente (2016). Obtained results differed little between different regularisation
approaches, however it seems that smoothing regularisation works better for our
problem. We have obtained a solution with robust and lowest uncertainty estimate
using the smoothing regularisation.
Rhys Hawkins kindly provided us with the code for the transdimensional Bayesian
inversion, which was performed on a 2D sphere, using spherical Voronoi cells. The
result of one such inversion is an ensemble, in our case, of 4.8 million models (20
000 samples per chain, and 24 chains) from which we obtained the relevant statis-
tical moments. Histograms for number of Voronoi cells in the model and for the
hierarchical parameter provide us with an estimate of model complexity and noise
in the data, respectively. Synthetic examples seemed to indicate that inverting both
directly for Qp and for log(Qp) work equally well with similar outcomes. However,
this is not the case in practice. Inverting directly for Qp tends to produce unrealisti-
cally complex models, for which we know we do not have adequate data resolution.
This is likely a consequence of inefficient sampling for Qp, as we have commented
on in section 6.4.1. Inverting for log(Qp) seems to work much better and results in
more realistic and simpler attenuation models.
7.3.2 Remarks on the resulting attenuation models
As we have seen in sections 5.8 and 6.7 our results could have many different impli-
cations for the structure and dynamics of the inner core. One clear observation in
obtained solutions is their difference from the widely accepted hemispherical attenu-
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ation structure with boundaries defined as in Tanaka and Hamaguchi (1997). These
well accepted boundaries for eastern hemisphere extend from 44◦ E to 177◦ E and
from 183◦ W to 43◦ E for the western hemisphere, and they were first reported for
travel-time anomalies, but later accepted for attenuation as well. We have pointed
out in our literature overview in section 2.4 that other studies have since shifted
these boundaries around. Our own results do not support these boundaries. Results
from linearised and transdimensional inversion are reproduced here using the same
projections for easier comparison in Figures 7.3.1 and 7.3.2, respectively. The colour
scales in Figure 7.3.2 are chosen so they show all the Qp values represented in the
median and the standard deviation of the ensemble. We observe a high attenuation
in what was previously considered to be the eastern hemisphere, and this is in agree-
ment with previous studies of inner core attenuation. However, what was considered
to be the western hemisphere is clearly more complex. Previously this was presented
as a region of low attenuation throughout but we can see in our results that the at-
tenuation reaches its peak over the western Pacific and parts of Central and South
America. It also reaches its low in that selfsame western hemisphere just beneath
the Atlantic and Africa. So we can divide the “western hemisphere” into two re-
gions: one with high attenuation and the other with low attenuation. This type of
pattern is in agreement with the studies of Attanayake et al. (2014), Iritani et al.
(2014a) and Iritani et al. (2014b). Our results are specifically in agreement with
Figure 4 of Iritani et al. (2014b), when one takes into account the depth extent of
our dataset, which approximately covers the middle third of the depth extent of their
models for three regions within the inner core. The results are therefore providing a
perspective on the inner core structure different from the purely hemispherical one.
We should be cautious when interpreting the extremely high attenuation beneath
South America, as the Qp factor for that region is uncharacteristically low. The un-
certainties for that region depend on the inversion method used and vary between
both high and low. It is possible that this part of the solution is influenced by a few
large t∗ estimates that then control the inversion process and that removing them
would result in lower attenuation in that region. As we have mentioned in Chapter
3 and 4, the SAWIB algorithm has its downsides because of the ray theory. We have
however visually inspected all of the waveform fits and carefully selected the ones
we used for data points, and excluded the one event that showed the highest esti-
mates of t∗ (as we showed in Chapter 4). Furthermore, transdimensional inversion
provides a more realistic estimate of the uncertainties, computed from the models
within the ensemble, and as we have seen in some cases the uncertainty for this
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particular region is low. The reader is also reminded that in section 5.5.1 we have
briefly shown that it is possible that attenuation might be overestimated in regions
of poor coverage, such as parts of South America in our case.
7.3.3 Transdimensional inversion results reproduced for
easier comparison
In Figure 7.3.3 we reproduce Figure 7.3.2 (combined from Figures 6.6.17 and 6.6.18)
using the same projection and the same colour scale boundaries as that of Figures
5.7.1 and 7.3.1. This may make the comparison of final models from different in-
versions easier, however the standard deviation of the ensemble of models appears
larger than it really is when using these boundaries and a saturated scale such as
here. In addition, it makes it harder to see the locations of the largest uncertainties
at the Voronoi cells boundaries. We would like to point out that the uncertainties
from two inversions are in fact of the same order of magnitude. The saturated scale
for uncertainties shown in Figures 5.7.1 and 7.3.1 was used to better highlight the
big contrast in uncertainties between polar regions (where highest uncertainties are
observed, because of the poorly covered blocks) and regions of mid latitudes. As
such, that scale is not particularly suitable to represent the standard deviation of
the ensemble of 4.8 million models. While the uncertainties are relatively large, they
are on the same order of magnitude as those obtained from linearised inversion and
shown in Figure 7.3.1, and are overall slightly lower.
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Figure 7.3.1: Final attenuation model (top) and its 1σ confidence intervals (bottom)
obtained from linearised inversion described in Chapter 5 and Figure 5.7.1.
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Figure 7.3.2: Median (top) and the standard deviation (bottom) of the ensemble of
models obtained from transdimensional inversion, inverting for log(Qp). These are the
same as Figures 6.6.17 and 6.6.18 reproduced here on the same projection as in Figure
7.3.1 for easier comparison.
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Figure 7.3.3: Median (top) and the standard deviation (bottom) of the ensemble of
models obtained from transdimensional inversion, inverting for log(Qp). These are the
same as Figures 6.6.17 and 6.6.18 reproduced here on the same projection and using the
same colour scale boundaries as in Figure 7.3.1 for easier comparison.
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7.4 Criticism and future work
Perhaps one of the bigger advantages of our data collection also acts as the biggest
downside of our study. We chose to use the SAWIB algorithm for its speed and
efficiency, and in making that choice we made another big one: we have no estimates
of data error. We have talked at some length about pros and cons of this algorithm in
Chapters 3 and 4 and have shown how it can apparently overestimate attenuation in
the epicentral distance range for diffracted waves. Because we use the PKPbc phase
as a reference phase, the problem we face is that most of our observations are within
the triplication distance range. While SAWIB can fit the waveforms within that
range well, there is always a potential of overestimating the attenuation parameter
when the reference phase is a diffracted PKPbc. Future work on this issue could
include using our grid search method (method B in Chapter 4) to estimate the t∗
parameter and obtain the error on those estimates. That error would then be used
both in linearised and transdimensional inversion for inference.
Another issue is the obviously poor coverage of the inner core by these specific
phases. Including PKiKP to improve the coverage and include the very top of
the inner core in the solutions would be a step in the right direction. PKPab would
allow us to investigate deeper in the inner core, however its path in the mantle differs
significantly from that of the PKIKP and hence PKPab is not as good a reference
phase as the PKPbc one. PKIPPKIKP phase, on the other hand - reflecting off the
surface a 180◦ away from the epicenter would definitely allow us to study deeper inner
core and its very centre. Overall, a dataset consisting of PKIKP, PKPbc, PKiKP
and PKIPPKIKP phases would probably considerably improve the core coverage.
The gaps would most likely still exist due to the distribution of earthquake events
and stations, and this could be mitigated by installation of Ocean Bottom Borehole
Seismometers (OBBS) or Ocean Island Borehole Seismometers (OIBS). For more
details on this issue see Tkalcˇic´ (2017).
In order to constrain the inversion results better, aside from estimating the data
error, one could also use the estimates of Q factor from normal modes sensitive
to the inner core structure. While every oscillation mode has its own Q factor,
these estimates provide a global average for the inner core. Using these estimates
as the bounds for Qp factor of body waves, in possibly a joint inversion, would
give us a better and more reliable image of attenuation pattern of the inner core.
Another good constraint would be including anisotropy terms in our equations and
seeing whether observed high attenuation is possibly a result of biased sampling
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in one preferred direction. Attenuation anisotropy in the inner core is confirmed,
with the attenuation along the polar paths being stronger than for equatorial paths
(Souriau and Romanowicz , 1996, 1997; Oreshin and Vinnik , 2004). A combination
of improved coverage and accounting for anisotropy would most likely answer the
question of biased sampling, and better constrain the uncertainties of attenuation
models. A full 3D tomography or at least parameterising in the radial direction, in
terms of layers all the way to the centre, would shed more light on the subject as an
entirely different anisotropy and attenuation pattern has been hypothesised to exist
at those depths.
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Table 1: Selected stations used to make measurement comparisons for the two methods,
with their corresponing t∗ estimate from SAWIB and epicentral distance, for the Tonga
event.
Station name t∗ [s] Distance [◦]
STU 0.04 147.94
VTS 0.6 150.27
SSB 0.88 151.53
RAVR 0.04 151.72
RSMR 0.08 152.33
VOLR 1.16 152.94
CSNR 1.28 152.96
AQU 0.28 153.67
CII 0.04 154.07
Table 1 lists a selection of stations used to make a comparison of measurements
between methods A and B for the Tongan event. Figure A.1.1 shows all the mea-
surements from both methods for this event. The stations on the horizontal axis are
arranged in the order of increasing epicentral distance, and ticks spacing is not rep-
resentative of relative distances between stations. The bars on measurements from
method B represent one standard deviation. There are a few stations for which the
t∗ estimates from method A are within one standard deviation of estimates from
method B so we are going to look into those first.
The locations of the event and the stations listed in Table 1, their corresponding
traces and their synthetic fits computed by SAWIB algorithm are shown in figures
A.1.2 and A.1.3. We show the fits and estimates for station SSB, using method B,
in Figures A.1.4 - A.1.6. We can see from these images that fits, though not per-
fect, are good, with estimates being both higher and lower than the ones predicted
with method A. The estimates and fits depend entirely on the way the PKPbc and
PKIKP pulses are cut. While the fit from method A seems better, it is hard to say
why the fit from method B predicting a t∗=0.64 would be in any way wrong. The t∗
estimates in these cases (0.88 from method A, and 0.64 from method B) are admit-
tedly different but it is hard to say which one would be “the true one”. Attenuation
is not something that one can just “eyeball”, and estimate by visual inspection -
we need quantitative way of doing this, and this is where estimating the t∗ param-
eter comes in handy. At present moment, we do not see a way around justifying a
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Figure A.1.2: Top left: t∗ as a function of epicentral distance. Highlighted in blue are
estimates of t∗ we are looking closer into, corresponding to the estimates reported with
the traces on the right. Bottom left: Map showing the locations of the event (yellow
star), a number of stations from Table 1 that we are comparing the traces and fits for (red
triangles) corresponding to stations reported with the traces on the right, and bottoming
points of PKIKP phases for these event-station pairs (blue filled circles). Right: Traces
observed at a number of stations listed in Table 1 (black lines). The name of the station
for each trace is shown in upper left corner, and its epicentral distance and estimated
t∗ in lower left corner. Synthetic waveforms computed through method A and fit to the
observed ones are shown in blue.
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Figure A.1.3: Same as Figure A.1.3 for the rest of the stations in Table 1.
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particular t∗ estimate, other than inspecting the accompanying waveforms fits. In
cases like this one, where two measurements are different, but both plausible, with
good accompanying fits, it is hard to take one as the correct one, and the other as
the wrong one.
The attenuation estimate at station CII (Figures A.1.7 and A.1.8) show the same
problem as some of the stations for the Brazil event: the starting PKPbc pulse is
already smaller and/or wider than the PKIKP pulse, resulting in seemingly no at-
tenuation, unless we cut the pulses in a specific way (tip of PKIKP and all of BC).
Coincidentally, the estimate from method A also seems to be small. The estimates
on station AQU, CSNR and VOLR suffer from the same problem (Figures A.1.9 -
A.1.17).
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Figure A.1.4: Same as Figure 4.2.4 but for station SSB that recorded the Tonga event.
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Figure A.1.5: Same as Figure A.1.4, repeated measurement.
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Figure A.1.6: Same as Figure A.1.4, repeated measurement.
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Figure A.1.7: Same as Figure A.1.4 but for station CII.
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Figure A.1.8: Same as Figure A.1.7, repeated measurement.
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Figure A.1.9: Same as Figure A.1.4 but for station AQU.
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Figure A.1.10: Same as Figure A.1.9, repeated measurement.
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Figure A.1.11: Same as Figure A.1.9, repeated measurement.
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Figure A.1.12: Same as Figure A.1.4 but for station CSNR.
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Figure A.1.13: Same as Figure A.1.12, repeated measurement.
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Figure A.1.14: Same as Figure A.1.12, repeated measurement.
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Figure A.1.15: Same as Figure A.1.4 but for station VOLR.
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Figure A.1.16: Same as Figure A.1.15, repeated measurement.
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Figure A.1.17: Same as Figure A.1.15, repeated measurement.
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With stations RAVR and RSMR the estimates from method A are much smaller
than the estimates from method B (Figure A.1.1), while the fits in all cases look
equally good (Figures A.1.3 and A.1.18 - A.1.24). One is again here faced with
the issue of quantifying attenuation: if not by accompanying fits then how? The
observed traces for these two stations show PKIKP and PKPbc pulses that are al-
most equally wide, suggesting little attenuation, and a small t∗ estimate. However,
observing the panels of Figures (A.1.18 - A.1.24) shows that, indeed these pulses
are almost as wide, but clearly we get some nice fits with t∗ of the same order of
magnitude for repeated measurements, and all of them indicating a moderate atten-
uation. Moderate attenuation doesn’t seem at all impossible just by looking at the
observed traces.
The example of estimate for station STU shows high attenuation from method B
and practically no attenuation from method A. Looking at the original trace (Figure
A.1.3) and the fits accompanying these estimates (Figures A.1.25 and A.1.26), the
argument can potentially easily go both ways: the PKP pulses seem to have some-
what equal width, but it is hard to argue with the obviously reduced amplitude and
change of shape of the PKIKP with respect to PKPbc. The fits obtained through
method B are clearly nowhere near as good as the one from method A, but one does
not need to look very closely at the panels of these figures to see that attenuation
with t∗ less than 1.0 can never properly fit the pulse.
Similar problem, if not more difficult to resolve, can be seen for estimate at station
VTS. Here we have a moderate-to-high attenuation estimated with method A, some-
thing that seems perfectly reasonable looking at the observed trace (figure A.1.3).
The estimates from method B are all larger, with fits equally good as the one from
method A (figures A.1.27 - A.1.29), and t∗ equally plausible given the shape and
size of the observed PKIKP with respect to the observed PKPbc.
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Figure A.1.18: Same as Figure A.1.4 but for station RAVR.
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Figure A.1.19: Same as Figure A.1.18, repeated measurement.
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Figure A.1.20: Same as Figure A.1.18, repeated measurement.
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Figure A.1.21: Same as Figure A.1.18, repeated measurement.
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Figure A.1.22: Same as Figure A.1.4 but for station RSMR.
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Figure A.1.23: Same as Figure A.1.22, repeated measurement.
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Figure A.1.24: Same as Figure A.1.22, repeated measurement.
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Figure A.1.25: Same as Figure A.1.4 but for station STU.
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Figure A.1.26: Same as Figure A.1.25, repeated measurement.
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Figure A.1.27: Same as Figure A.1.4 but for station VTS.
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Figure A.1.28: Same as Figure A.1.27, repeated measurement.
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Figure A.1.29: Same as Figure A.1.27, repeated measurement.
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A.2 Additional examples for Salta Province event
The estimate at station WMQ is the only one that is within one standard deviation
of the estimate from method B so we will look into it first. The first thing that
we can see immediately is that this estimate from method B has a large standard
deviation (Figure 4.3.1). The reason is clear when one observes the measurements
performed at this station in Figures A.2.1 - A.2.3. t∗ estimates in these cases are
vastly different, depending on the cut of the PKPbc and PKIKP pulses, and the
optimal fits are not good. The optimal fit from method A is clearly much better
(Figure 4.3.2).
Our next examples are estimates at stations H1150 and H1030. All of these stations
show really good fits for both method A (Figure 4.3.2) and for method B (Figures
A.2.4 - A.2.8).
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Figure A.2.1: Same as Figure 4.2.4 but for station WMQ that recorded the Salta
Province event.
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Figure A.2.2: Same as Figure A.2.1, repeated measurement.
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Figure A.2.3: Same as Figure A.2.1, repeated measurement.
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Figure A.2.4: Same as Figure A.2.1 but for station H1150.
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Figure A.2.5: Same as Figure A.2.4, repeated measurement.
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Figure A.2.6: Same as Figure A.2.4, repeated measurement.
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Figure A.2.7: Same as Figure A.2.1 but for station H1030.
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Figure A.2.8: Same as Figure A.2.7, repeated measurement.
