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GLOBAL STABILITY FOR A CLASS OF NONLINEAR PDE
WITH NON-LOCAL TERM
JOSEPH G. CONLON AND MICHAEL DABKOWSKI
Abstract. This paper is concerned with establishing global asymptotic stabil-
ity results for a class of non-linear PDE which have some similarity to the PDE
of the Lifschitz-Slyozov-Wagner model. The method of proof does not involve
a Lyapounov function. It is shown that stability for the PDE is equivalent
to stability for a differential delay equation. Stability for the delay equation
is proven by exploiting certain maximal properties. These are established by
using the methods of optimal control theory.
1. Introduction
In this paper we shall be concerned with proving global asymptotic stability
for a class of first order non-linear PDE, in which the non-linearity is non-local.
The PDE we study has similarities to the Lifschitz-Slyozov-Wagner (LSW) model
[6, 9], a well-known model of material science, in the sense that it is linear in its
derivatives, with the nonlinearity occurring as a scalar coefficient. In §3 we prove
local asymptotic stability of the the critical point for the PDE by using the theory
of Volterra integral equations [4]. Results from the theory of Volterra integral
equations were also used in Niethammer-Vela´zquez [7] to prove local asymptotic
stability for the LSW model.
Our proof of global asymptotic stability is based on the fact that the stability
problem for the PDE is equivalent to proving global stability for a scalar differential
delay equation (DDE) [5]. We derive the DDE in §4 and use the theory of Volterra
integral equations to prove local asymptotic stability. In §8 we prove global asymp-
totic stability of the DDE. Being unable to find a suitable Lyapounov function, we
resort to a different approach based on exploiting certain maximal properties of the
nonlinearity. This approach to proving stability properties of scalar DDEs seems
to have been pioneered by Yorke [10]. The proofs of the maximal properties are
contained in §7. We carry this out by using the methods of optimal control theory
[2].
We consider the evolution PDE
(1.1)
∂ξ(y, t)
∂t
−h(y)−
∂ξ(y, t)
∂y
+ρ(ξ(·, t))
[
ξ(y, t)− y
∂ξ(y, t)
∂y
]
= 0, y > 0, t > 0,
with given non-negative initial data ξ(y, 0), y > 0. We assume that the function
h : (0,∞)→ R has the properties:
(1.2) h(·) is continuous positive, lim
y→∞
h(y) = h∞ > 0, and
∫ 1
0
h(y) dy <∞ .
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Note that the condition (1.2) allows h(y) to become unbounded as y → 0. The
functional ρ(·) maps continuous nonnegative functions ζ : (0,∞) → R to R. For
an equilibrium to exist corresponding to ρ = 1/p > 0 we need the equilibrium
function ξp(y), y > 0, to satisfy
(1.3) − h(y)−
dξp(y)
dy
+
1
p
[
ξp(y)− y
dξp(y)
dy
]
= 0, lim
y→∞
ξp(y) = ph∞ .
The solution to (1.3) is given by
(1.4) ξp(y) = (p+ y)
∫ ∞
y
ph(y′)
(p+ y′)2
dy′ .
We wish to impose conditions on the functional ρ(·) so that the equilibrium ξp
is a global attractor for (1.1). To do this we assume there is a positive functional
I(·) on continuous nonnegative functions ζ : (0,∞)→ R with the property that
(1.5)
1
p
d
dt
I(ξ(·, t)) =
[
ρ(ξ(·, t))−
1
p
]
I(ξ(·, t)) for solutions ξ(·, t) of (1.1) .
From (1.5) it follows that if we can show that log I(ξ(·, t)) remains bounded as
t→∞ then ρ(ξ(·, t)) converges as t→∞ to 1/p in the averaged sense
(1.6) lim
T→∞
1
T
∫ T
0
ρ(ξ(·, t)) dt =
1
p
.
Let [·, ·] denote the Euclidean inner product on L2[(0,∞)] and dI(ζ(·)) : (0,∞)→
R the gradient of the functional I(·) at ζ(·). Then from(1.1), (1.5) we have that
(1.7) p
[
ρ(ζ(·)) −
1
p
]
I(ζ(·)) = [dI(ζ(·)), h +Dζ] + ρ(ζ(·))[dI(ζ(·)), yDζ − ζ] .
We conclude from (1.7) that
(1.8) ρ(ζ(·)) =
I(ζ(·)) + [dI(ζ(·)), h +Dζ]
pI(ζ(·)) + [dI(ζ(·)), ζ − yDζ]
.
Our goal in this paper is to prove global existence and asymptotic stability
theorems for solutions to (1.1) in the case when the functional ρ(·) is given by
(1.8), and I(·) belongs to a fairly large class of functionals. In order to do this we
define for m = 1, 2, .., norms on Cm functions ζ : (0,∞)→ R by
(1.9) ‖ζ(·)‖m,∞ = sup
0<y<∞
m∑
k=0
yk
∣∣∣∣dkζ(y)dyk
∣∣∣∣ .
We assume that I(·) has the following properties:
(a) There exists ε0 > 0 such that the functional ζ → I(ζ(·)) from nonnegative
continuous functions ζ : (0,∞)→ R+ to R+ is independent of ζ(y) when 0 < y <
ε0.
(b) For any continuous nonnegative function ζ : (0,∞) → R+ the gradient of
I(·) at ζ(·) is an integrable function. Furthermore, the mapping dI from functions
ζ : (0,∞) → R+ to L1(R+) is uniformly Lipschitz continuous in the L∞(R+)
norm. That is
(1.10) ‖dI(ζ1(·))− dI(ζ2(·))‖L1(R+) ≤ C‖ζ1(·)− ζ2(·)‖L∞(R+)
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for some constant C.
(c) For any M ≥ 0 there exists cM > 0 such that I(ζ(·)) ≥ cM if ζ(·) is non-
negative and ‖ζ(·)‖∞ ≤M .
(d) The gradient dI(ζ(·)) : R+ → R is a non-positive function for all continuous
ζ : (0,∞)→ R+ and infζ(·){I(ζ(·)) + [dI(ζ(·)), h]} > 0.
An important example of a functional I(·) which satisfies (a), (b), (c), (d) above
is given by
(1.11) I(ζ(·)) =
∫ ∞
ε0
a(y)
[b(y) + ζ(y)]q
dy ,
where q > 0 and a, b : [ε0,∞)→ R
+ are non-negative functions with the property
that y → a(y)/b(y)r, r = q, q + 1, q + 2 are integrable on (ε0,∞) and b(y) ≥
qh(y), y ≥ ε0.
It is evident that if I(·) satisfies (a), (b) and ζ : (0,∞)→ R+ satisfies ‖ζ(·)‖1,∞ <
∞ then the numerator and denominator of the RHS of (1.8) are finite, whence
ρ(ζ(·)) is finite provided
(1.12) pI(ζ(·)) + [dI(ζ(·)), ζ − yDζ] > 0 .
In §2 we prove the following existence and uniqueness theorem:
Theorem 1.1. Assume the function h(·) is C2 decreasing, satisfies (1.2) and
supy>0[y|h
′(y)| + y2|h′′(y)|] < ∞. Assume also that the functional I(·) satisfies
(a), (b), (c), (d) and in addition that the initial data ξ(·, 0) for (1.1) is C2 non-
negative decreasing, ‖ξ(·, 0)‖2,∞ < ∞ and (1.12) holds for ζ(·) = ξ(·, 0). Then
there exists a unique solution ξ(·, t), t ≥ 0, globally in time to the initial value prob-
lem for (1.1). Furthermore, supt≥0 ‖ξ(·, t)‖2,∞ < ∞ and the infimum of the LHS
of (1.12) over all ζ(·) = ξ(·, t), t ≥ 0, is strictly positive.
We require some further properties of the function h(·) in order to prove asymp-
totic stability. These are given by
(1.13) yh′′(y) + h′(y) ≥ 0 and y → y2h′′(y) decreasing for y > 0 .
Theorem 1.2. Assume that h(·), I(·) and ξ(·, 0) satisfy the conditions of Theorem
1.1, and in addition that (1.13) holds. Then for any q > p there exists a constant
Cq such that
(1.14) ‖ξ(·, t)− ξp(·)‖2,∞ ≤ Cqe
−t/q for t ≥ 0 .
In the proof of Theorem 1.2 we first show that for any ε > 0 there is a time
Tε > 0 such that ‖ξ(·, Tε) − ξp(·)‖1,∞ ≤ ε. This result is a consequence of our
stability theorem for the corresponding DDE. The exponential decay in (1.14) then
follows from the local asymptotic stability theorem proved in §3.
2. Existence and Uniqueness Theorems
In this section we prove Theorem 1.1. We begin by first studying the linear PDE
(2.1)
∂ξ(y, t)
∂t
− h(y)−
∂ξ(y, t)
∂y
+ ρ(t)
[
ξ(y, t)− y
∂ξ(y, t)
∂y
]
= 0, y > 0, t > 0,
where ρ : [0,∞)→ R is assumed to be a known continuous function. The evolution
PDE (2.1) is uniquely solvable by the method of characteristics for given initial
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data ξ(y, 0), y > 0. The characteristic y(·) defined as the solution to the terminal
value problem,
(2.2)
dy(s)
ds
= −1− ρ(s)y(s) , 0 ≤ s < t, y(t) = y ,
has the property that for y > 0 then y(s) > 0, 0 ≤ s < t. The solution to (2.2) is
evidently given by the formula
(2.3) y(s) = exp
[∫ t
s
ρ(s′) ds′
]
y +
∫ t
s
ds′ exp
[∫ s′
s
ρ(s′′) ds′′
]
.
The solution to (2.1) with the given initial data is then expressed in terms of the
characteristic (2.3) by
(2.4)
ξ(y, t) = exp
[
−
∫ t
0
ρ(s) ds
]
ξ(y(0), 0) +
∫ t
0
ds h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
.
It follows from (1.2), (2.4) that if initial data ξ(·, 0) is non-negative then the function
ξ(·, t) is non-negative for all t > 0.
We prove a local existence and uniqueness theorem for the initial value problem
for (1.1).
Lemma 2.1. Assume I(·) satisfies the conditions (a), (b) of §1, and the function
h(·) is C2 satisfying supy>0[y|h
′(y)| + y2|h′′(y)|] < ∞ and (1.2). Let ξ(·, 0) be
the initial data for (1.1) and assume it is C2 non-negative with ‖ξ(·, 0)‖2,∞ < ∞
and such that (1.12) holds with ζ(·) = ξ(·, 0). Then there exists T > 0 and a
unique solution ξ(·, t), 0 ≤ t ≤ T , to the initial value problem for (1.1) such that
‖ξ(·, t)‖2,∞ <∞, 0 ≤ t ≤ T , and (1.12) holds for ζ(·) = ξ(·, t), 0 ≤ t ≤ T .
Proof. Let ρ0 = ρ(ξ(·, 0)) and for ε, T > 0 let Eε,T be the metric space of continuous
functions ρ : [0, T ] → R such that ρ(0) = ρ0 and ‖ρ(·) − ρ0‖∞ < ε. If ρ(·) ∈ Eε,T
we define the function Kρ : [0, T ]→ R by
(2.5) Kρ(t) = ρ(ξ(·, t)) , 0 ≤ t ≤ T, where ξ(·, t) is given by (2.4).
Evidently fixed points of K correspond to solutions ξ(·, ·) of (1.1).
We first show that K maps Eε,T to itself provided ε, T > 0 are sufficiently small.
To do this we use the representation
(2.6) I(ξ(t)) − I(ξ(0)) =
∫ 1
0
[dI(λξ(t) + (1− λ)ξ(0)), ξ(t) − ξ(0)] dλ .
It follows from property (a) of I(·) and (1.10) that for 0 ≤ λ ≤ 1,
(2.7) ‖dI(λξ(t) + (1− λ)ξ(0)) − dI(ξ(0))‖L1(R+) ≤ C sup
y≥ε0
|ξ(y, t)− ξ(y, 0)| .
From (2.4) and using the inequality supy>0 y|h
′(y)| <∞, we see that
(2.8) sup
y≥ε0
|ξ(y, t)− ξ(y, 0)| ≤ C1t [ ‖ξ(·, 0)‖1,∞ + 1] , 0 ≤ t ≤ T,
for a constant C1 depending only on ρ0, ε, provided T ≤ 1. It follows now from
(2.6)-(2.8) that for any δ > 0 we may choose T > 0 sufficiently small so that
|I(ξ(t))− I(ξ(0))| < δ if ρ(·) ∈ Eε,T . Next we write
(2.9) [dI(ξ(t)), h +Dξ(t)]− [dI(ξ(0)), h +Dξ(0)]
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= [dI(ξ(t)), Dξ(t) −Dξ(0)] + [dI(ξ(t)) − dI(ξ(0)), h +Dξ(0)] .
Using the fact that supy>0 |y
2h′′(y)| <∞, we find similarly to (2.8) that
(2.10) sup
y≥ε0
|yDξ(y, t)− yDξ(y, 0)| ≤ C2t [ ‖ξ(·, 0)‖2,∞ + 1] , 0 ≤ t ≤ T,
for a constant C2 depending only on ρ0, ε, provided T ≤ 1. We conclude that
for any δ > 0 we may choose T > 0 sufficiently small so that for 0 < t ≤ T the
numerator of (1.8) evaluated at ζ = ξ(t) differs from the numerator evaluated at
ζ = ξ(0) by at most δ. Since the same holds for the denominator, we conclude that
for ρ(·) ∈ Eε,T the function Kρ(·) has ‖Kρ(·) − ρ0‖∞ < ε if T > 0 is sufficiently
small. We have therefore shown that K maps Eε,T to itself if T > 0 is sufficiently
small.
We can similarly show that for T > 0 small the mapping K is a contraction
on Eε,T . Let ξj(·, t), j = 1, 2, 0 ≤ t ≤ T, denote the functions (2.4) with ρ(·) =
ρj(·) j = 1, 2. We have that
(2.11)
sup
y≥ε0
|ξ1(y, t)− ξ2(y, t)| ≤ C3t‖ρ1(·)− ρ2(·)‖∞ [ ‖ξ(·, 0)‖1,∞ + 1] , 0 ≤ t ≤ T,
for a constant C3 depending only on ρ0, ε, provided T ≤ 1. Corresponding to (2.10)
we also have that
(2.12)
sup
y≥ε0
|yDξ1(y, t)−yDξ2(y, t)| ≤ C4t‖ρ1(·)−ρ2(·)‖∞ [ ‖ξ(·, 0)‖2,∞ + 1] , 0 ≤ t ≤ T,
for a constant C4 depending only on ρ0, ε, provided T ≤ 1. The inequalities (2.11),
(2.12) are sufficient to show that K is a contraction provided T > 0 is sufficiently
small. Now substituting the fixed point ρ(·) for K into (2.4) it is easy to see that
‖ξ(·, t)‖2,∞ <∞ for 0 ≤ t ≤ T . 
Remark 1. Observe that in (2.4) the function h(·) appears in an integral, whence
the second derivative of ξ(·, t) can be bounded in terms of the first derivative of h(·).
Therefore a condition weaker than supy>0 y
2|h′′(y)| < ∞ is sufficient to establish
a local existence and uniqueness theorem. It does not seem possible to make a
contraction mapping argument using the function ξ(·, t) and the norm ‖ · ‖1,∞. The
reason for this is that ξ(·, 0) can have oscillations of order 1 close to the origin since
Dξ(y, 0) can be unbounded for y close to 0.
The main observation in the proof of global existence of solutions to the IVP for
(1.1) is the following:
Lemma 2.2. Assume I(·) satisfies the conditions (a), (b), (c), (d) of §1 and that
h(·), in addition to satisfying the conditions of Lemma 2.1, is also a decreasing
function. Similarly assume ξ(·, 0) satisfies the conditions of Lemma 2.1 and is
decreasing. Suppose a solution ξ(·, t), 0 ≤ t < T , to the IVP for (1.1) exists in
the interval [0, T ), has ‖ξ(·, t)‖1,∞ < ∞ and (1.12) holds with ζ(·) = ξ(·, t) for all
t ∈ [0, T ). Then I(ξ(·, t)) ≥ c0, 0 ≤ t < T , for some positive constant c0 depending
only on ‖ξ(·, 0)‖2,∞ and the value of the LHS of (1.12) when ζ(·) = ξ(·, 0).
Proof. From Lemma 2.1 we may assume T > 0, and by differentiating (2.4) we see
that ξ(·, t) is a positive decreasing function for all 0 < t < T . Hence property (d)
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of I(·) implies that ρ(ξ(·, t)) ≥ 0, 0 ≤ t < T . It then follows from (2.3), (2.4) that
(2.13) ξ(y, t) ≤ exp
[
−
∫ t
0
ρ(s′) ds′
]
ξ(ε0, 0)+h(ε0)
∫ t
0
ds exp
[
−
∫ t
s
ρ(s′) ds′
]
,
for y ≥ ε0 and also that
(2.14) ξ(y, t) ≥ h∞
∫ t
0
ds exp
[
−
∫ t
s
ρ(s′) ds′
]
, y ≥ ε0 .
From Lemma 2.1 we have that for any ε > 0 there exists δ > 0, depending only
on ‖ξ(·, 0)‖2,∞ and the value of the LHS of (1.12) when ζ(·) = ξ(·, 0), such that
|ρ(ξ(·, t)) − ρ(ξ(·, 0))| < ε if 0 ≤ t < δ. We conclude from (2.13), (2.14) that there
exists a constant C > 0, depending only on ‖ξ(·, 0)‖2,∞ and the value of the LHS
of (1.12) when ζ(·) = ξ(·, 0), such that
(2.15) sup
y≥ε0
ξ(y, t) = ξ(ε0, t) ≤ Cξ(∞, t) = C inf
y≥ε0
ξ(y, t) , 0 ≤ t < T .
We choose any M > Cph(ε0) and observe from (2.15) that if ‖ξ(·, t)‖∞ ≥ M then
infy≥ε0 ξ(y, t) > ph(ε0). Using the fact that both ξ(·, t) and h(·) are decreasing
functions we see from property (d) of I(·) that ρ(ξ(·, t)) > 1/p if infy≥ε0 ξ(y, t) >
ph(ε0). Hence (1.5) implies that if ‖ξ(·, τ)‖∞ ≥M then the function t→ I(ξ(·, t))
is increasing at t = τ . We conclude that I(ξ(·, t)) ≥ min{cM , I(ξ(·, 0))} for all
0 < t < T , where cM is the constant in property (c) of I(·). 
Proof of Theorem 1.1. From property (d) of I(·) it follows that I(ζ(·)) ≤ I(0(·))
for all non-negative continuous functions ζ(·). Suppose now a solution ξ(·, t) exists
in the interval 0 < t < T satisfying the conditions of Lemma 2.2. Then we have
from (1.5) that
(2.16)
∣∣∣∣
∫ t
s
{
ρ(ξ(·, s′)) −
1
p
}
ds′
∣∣∣∣ ≤ 1p log
(
I(0(·))
c0
)
, 0 < s < t < T ,
where c0 is the lower bound for I(·) of Lemma 2.2. It follows from (2.4), (2.16)
that there is a constant C, independent of T , such that ‖ξ(·, t)‖2,∞ ≤ C for 0 ≤
t < T . Suppose now that T < ∞ and there is an increasing sequence of times
Tn, n = 1, 2, .., such that limn→∞ Tn = T and lim infn→∞ F (Tn) > 0, where
F (t) = pI(ξ(·, t)) + [dI(ξ(·, t)), ξ(·, t) − yDξ(·, t)]. Since ‖ξ(·, Tn)‖2,∞ ≤ C, n =
1, 2, .., Lemma 2.1 implies that we may extend the solution to (1.1) beyond time
T . Alternatively we have limt→T F (t) = 0, and since ‖ξ(·, t)‖2,∞ ≤ C, 0 ≤ t < T,
there is a constant C1 independent of T such that |F (t2) − F (t1)| ≤ C1(t2 − t1),
for 0 < t1 < t2 < T, t2 − t1 ≤ 1. It follows then from property (d) of I(·) that
lim inft→T (T−t)ρ(ξ(·, t)) > 0, but this contradicts (2.16). We conclude that a global
solution of (1.1) with the property supt>0 ‖ξ(·, t)‖2,∞ < ∞ exists. The strictly
positive lower bound on the infimum of the LHS of (1.12) over all ξ(·, t), t ≥ 0,
follows by a similar argument. 
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3. Local Asymptotic Stability
We first linearize (1.1) with ρ(·) given by (1.8) about the equilibrium ξp(·) and
study its stability. To do this we denote by A,B the operators
(3.1) Aζ(y) = ζ(y)− y
dζ(y)
dy
, Bζ(y) =
1
p
ζ(y)−
[
1 +
y
p
]
dζ(y)
dy
.
Observe now that the functional ρ(·) of (1.8) satisfies the identity
(3.2) ρ(ζ(·)) −
1
p
= −
[dI(ζ(·)), B{ζ(·)− ξp(·)}]
pI(ζ(·)) + [dI(ζ(·)), Aζ(·)]
.
Hence we may rewrite (1.1) as
(3.3)
∂ξ(·, t)
∂t
+B{ξ(·, t)− ξp(·)} −
[dI(ξ(·, t)), B{ξ(·, t)− ξp(·)}]
pI(ξ(·, t)) + [dI(ξ(·, t), Aξ(·, t)]
Aξ(·, t) = 0 .
Setting ξ˜(·, t) = ξ(·, t) − ξp(·), it follows from (3.3) that the linearization of (1.1)
about ξp(·) is given by
(3.4)
dξ˜(t)
dt
+Bξ˜(t)− [dI(ξp), Bξ˜(t)]
Aξp
pI(ξp) + [dI(ξp), Aξp]
= 0 .
The solution to (3.4) satisfies
(3.5) ξ˜(t) = e−Btξ˜(0) +
∫ t
0
ds [dI(ξp), Bξ˜(s)]
e−B(t−s)Aξp
pI(ξp) + [dI(ξp), Aξp]
.
Hence if we set u(t) = [dI(ξp), Bξ˜(t)] then (3.5) yields an integral equation for u,
(3.6) u(t) +
∫ t
0
K(t− s)u(s) ds = g(t) , t > 0,
where the functions K, g are given by
(3.7) K(t) = −
[dI(ξp), e
−BtBAξp]
pI(ξp) + [dI(ξp), Aξp]
, g(t) = [dI(ξp), e
−BtBξ˜(0)] t ≥ 0.
Equation (3.6) is a Volterra integral equation and it may be studied using Laplace
transform methods. Extending the functions u,K, g on R+ to R by setting them
to be zero on R−, then (3.6) is simply the convolution equation u + K ∗ u =
g. If K, g ∈ L1loc(R
+), there is by Theorem 3.5 of Chapter II of [4] a unique
solution u in L1loc(R
+) to (3.6). It is given by the formula u = g − r ∗ g, where
the resolvent r is also in L1loc(R
+). In order to prove asymptotic stability for
the linearized equation (3.4) we shall need to show that the solution u(·) of (3.6)
satisfies limt→∞ u(t) = 0. Suppose now that the function t → e
−σtK(t), t > 0, is
in L1(R+) for σ > −1/p. It then follows from Corollary 4.2 of Chapter II of [4]
that the function t→ e−ctr(t), t > 0, is also in L1(R+) for c > −1/p provided
(3.8) 1 + Kˆ(z) 6= 0 for ℜz > −1/p ,
where Kˆ is the Laplace transform of K,
(3.9) Kˆ(z) =
∫ ∞
0
K(t)e−zt dt .
If the function t → e−ctr(t) is in L1(R+) and the function t → e−ctg(t) is in
L∞(R+) for c > −1/p, then it is easy to conclude that limt→∞ e
−ctu(t) = 0 for
c > −1/p.
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Suppose now that the function K(·) has the property that t → et/pK(t) is
positive and decreasing. It is easy to see then that ℑKˆ(z) 6= 0 if ℑz 6= 0 and
ℜz > −1/p. Since Kˆ(z) > 0 for real z we conclude that (3.8) holds in this case.
In the following we obtain conditions so that the function t → et/pK(t) with K(·)
defined by (3.7) is positive decreasing.
Lemma 3.1. Assume that the function h : (0,∞) → R of (1.2) is C2, positive
decreasing convex, and in addition satisfies the inequalities
(3.10) sup
y>0
{y|h′(y)|} <∞, h′(y) +
[
1 +
y
p
]
yh′′(y) ≥ 0, y > 0.
Assume further that I(·) satisfies property (a) of the introduction, and in addition
that the gradient of I(·) at ξp is a negative integrable function on (0,∞) with pI(ξp)+
[dI(ξp), Aξp] > 0.
Then K(·) defined by (3.7) has the property that the function t→ et/pK(t), t > 0,
is positive and decreasing.
Proof. We first observe that Aξp(·) is a positive bounded function in the interval
(0,∞). In fact from (1.4) we have that
(3.11)
1
p
Aξp(y) =
∫ ∞
y
ph(y′)
(p+ y′)2
dy′ +
yh(y)
p+ y
, y > 0 ,
whence the positivity of Aξp(·) follows. To obtain the boundedness we use the
identity
(3.12)
∫ 1
y
zh′(z) dz = h(1)− yh(y)−
∫ 1
y
h(z) dz .
It follows from (1.2), (3.12) that the function y → yh(y) converges as y → 0.
Since (1.2) implies the integrability of h(·) on the interval [0, 1], we conclude that
limy→0 yh(y) = 0. Furthermore, limy→0Aξp(y) exists and is finite. Since dI(ξp)
is integrable on (0,∞) we conclude that the inner product [dI(ξp), Aξp] is well
defined. Using also the fact that h(·) is decreasing, we further see that BAξp(·) is
a non-negative function. In fact we have that
(3.13) BAξp(y) = ABξp(y) +
dξp(y)
dy
= Ah(y) +
dξp(y)
dy
=
1
p
Aξp(y)− yh
′(y) ≥ 0 .
Since h(·) is decreasing, dI(ξp) is a negative function, and pI(ξp)+[dI(ξp), Aξp] > 0,
we conclude that K(·) is a positive function and K(0) <∞.
To show that the function t→ et/pK(t) is decreasing we observe that
(3.14) (B − 1/p)BAξp(y) = B
[
1
p
Aξp(y)− yh
′(y)
]
−
1
p
BAξp(y)
= −B[yh′(y)] = h′(y) +
[
1 +
y
p
]
yh′′(y) .
Hence the result follows from (3.7), (3.10) upon using the fact that dI(ξp)(·) is a
negative function. 
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Remark 2. Note that h(·) is decreasing and satisfies the second inequality in (3.10)
if and only if there is a C1 non-negative decreasing function k : (0,∞) → R such
that h′(y) = −(1 + p/y)k(y), y > 0. Evidently h(·) satisfies the first inequality of
(3.10) if and only if limy→0 k(y) <∞. Assuming k(·) is integrable on all intervals
(y,∞), y > 0, we then have from (1.2) that
(3.15) h(y) = h∞ +
∫ ∞
y
(
1 +
p
y′
)
k(y′) dy′ , y > 0 .
Note from (3.15) that limy→0 h(y) =∞ unless h(·) is a constant function.
Next we prove an asymptotic stability result for the linearized equation (3.4).
Note from (1.4) that if h(·) is positive decreasing and satisfies the first inequality
of (3.10), then using (3.12) we see that ‖ξp(·)‖2,∞ <∞.
Proposition 3.1. Assume that h(·) and I(·) satisfy the conditions of Lemma 3.1.
Then the linear evolution equation (3.4) is asymptotically stable in the following
sense: Let the initial data ξ˜0 : (0,∞) → R satisfy ‖ξ˜0(·)‖m,∞ < ∞ for either
m = 1 or m = 2. If m = 1 there is for any q > p a constant Cq depending on q
such that
(3.16) ‖ξ˜(·, t)‖m,∞ ≤ Cqe
−t/q‖ξ˜0(·)‖m,∞ when t ≥ 0 .
If in addition to the assumptions of Lemma 3.1 the function h(·) also satisfies
sup0<y<∞ y
2h′′(y) <∞, then (3.16) holds for m = 2.
Proof. Observe from (2.3), (2.4) that the action of e−Bt on a function ζ : (0,∞)→
R is given by
(3.17) e−Btζ(y) = e−t/pζ
(
et/py + p
[
et/p − 1
] )
.
We have already shown in Lemma 3.1 that the function t→ K(t) of (3.7) is positive
and t → et/pK(t) is decreasing. To see that the function t → et/pg(t) is bounded
we first note from (3.1) that supy>ε0 |Bζ(y)| ≤ (1/p+1/ε0)‖ζ(·)‖1,∞. Since dI(ξp)
is integrable and supported in [ε0,∞) we see from (3.17) that t → e
t/pg(t) is
bounded by a constant times ‖ξ˜0(·)‖1,∞. We conclude that if u(·) is the solution
to the Volterra equation (3.6) then t → et/qu(t) is bounded by a constant times
‖ξ˜0(·)‖1,∞ for any q > p. It follows from (3.5), (3.17) and the boundedness of the
function Aξp on the interval (0,∞) that for any q > p there is a constant Cq such
that sup0<y<∞ |ξ˜(y, t)| ≤ Cqe
−t/q‖ξ˜0(·)‖1,∞ when t ≥ 0. To bound the derivative
we apply D = ∂/∂y to (3.5) and use (3.17) to obtain the equation
(3.18) Dξ˜(t) = e−(B−1/p)tDξ˜(0) +
∫ t
0
ds [dI(ξp), Bξ˜(s)]
e−(B−1/p)(t−s)DAξp
pI(ξp) + [dI(ξp), Aξp]
.
On differentiating (3.11) we see that sup0<y<∞ |yDAξp(y)| <∞. We conclude from
(3.17), (3.18) that for any q > p there is a constant Cq such that sup0<y<∞ |y∂ξ˜(y, t)/∂y| ≤
Cqe
−t/q‖ξ˜0(·)‖1,∞ when t ≥ 0. On differentiating (3.18) we have
(3.19)
D2ξ˜(t) = e−(B−2/p)tD2ξ˜(0) +
∫ t
0
ds [dI(ξp), Bξ˜(s)]
e−(B−2/p)(t−s)D2Aξp
pI(ξp) + [dI(ξp), Aξp]
.
Now sup0<y<∞ |y
2D2Aξp(y)| <∞ provided sup0<y<∞ y
2h′′(y) <∞, in addition to
the assumptions of Lemma 3.1. It follows then from (3.17), (3.19) that for any q > p
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there is a constant Cq such that sup0<y<∞ |y
2∂2ξ˜(y, t)/∂y2| ≤ Cqe
−t/q‖ξ˜0(·)‖2,∞
when t ≥ 0. The result follows. 
We generalize the result of Proposition 3.1 to apply to the non-linear PDE (3.3)
by considering (3.3) as a perturbation of (3.4) of the form
(3.20)
dξ˜(t)
dt
+[B+δ1(ξ˜(t))A]ξ˜(t)−
{
[dI(ξp), Bξ˜(t)] + δ2(ξ˜(t))
} Aξp
pI(ξp) + [dI(ξp), Aξp]
= 0 ,
where δ1(·), δ2(·) are real valued functionals of C
1 functions ζ˜ : (0,∞)→ R. If we
take
(3.21) δ1(ζ˜(·)) = −
[
dI(ξp + ζ˜), Bζ˜
]
pI(ξp + ζ˜) +
[
dI(ξp + ζ˜), A{ξp + ζ˜}
] ,
and
(3.22) δ2(ζ˜(·)) =[
dI(ξp + ζ˜), Bζ˜
] pI(ξp) + [dI(ξp), Aξp]
pI(ξp + ζ˜) +
[
dI(ξp + ζ˜), A{ξp + ζ˜}
] − [dI(ξp), Bζ˜] ,
then (3.3), (3.20) are equivalent. Next we obtain conditions on the functional I(·)
which imply that δ1(·), δ2(·) given by (3.21), (3.22) are Lipschitz continuous in the
m = 1 norm (1.9).
Lemma 3.2. Assume I(·), h(·) satisfy the conditions of Lemma 3.1, and in addi-
tion I(·) is differentiable and has the property that there exist constants C1, ε1 > 0
such that
(3.23)
‖dI(ξp + ζ˜1)− dI(ξp + ζ˜2)‖L1(R+) ≤ C1‖ζ˜1 − ζ˜2‖1,∞ for ‖ζ˜j‖1,∞ < ε1, j = 1, 2.
Then if δ1(·), δ2(·) are given by (3.21), (3.22), there exist constants C2, ε2 > 0 such
that
|δ1(ζ˜1)− δ1(ζ˜2)| ≤ C2‖ζ˜1 − ζ˜2‖1,∞ ,(3.24)
|δ2(ζ˜1)− δ2(ζ˜2)| ≤ C2{‖ζ˜1‖1,∞ + ‖ζ˜2‖1,∞}‖ζ˜1 − ζ˜2‖1,∞ ,
provided ‖ζ˜j‖1,∞ < ε2, j = 1, 2.
Proof. We have that
(3.25) I(ξp + ζ˜1)− I(ξp + ζ˜2) =
∫ 1
0
dλ
[
dI(ξp + λζ˜1 + (1− λ)ζ˜2), ζ˜1 − ζ˜2
]
.
It follows from (3.23), (3.25) that
(3.26)∣∣∣I(ξp + ζ˜1)− I(ξp + ζ˜2)∣∣∣ ≤ {‖dI(ξp)‖L1(R+) + C1ε1} ‖ζ˜1−ζ˜2‖∞ for ‖ζ˜j‖1,∞ < ε1, j = 1, 2.
The result follows from (3.23), (3.26) and the inequality supy>ε0 |Bζ(y)| ≤ (1/p+
1/ε0)‖ζ(·)‖1,∞. 
Let δ : [0,∞)→ R be a continuous function and consider the linear PDE
(3.27)
dξ˜(t)
dt
+ [B + δ(t)A]ξ˜(t)− [dI(ξp), Bξ˜(t)]
Aξp
pI(ξp) + [dI(ξp), Aξp]
= 0 .
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We show that the results of Proposition 3.1 extend to solutions of (3.27) provided
‖δ(·)‖∞ is sufficiently small.
Lemma 3.3. Assume that h(·) and I(·) satisfy the conditions of Lemma 3.1 and
also that supy>0 y
2h′′(y) <∞. Assume further that δ : [0,∞)→ R is a continuous
function and ‖δ(·)‖∞ ≤ 1/p. Then the linear evolution equation (3.27) with initial
data ξ˜0 : (0,∞) → R satisfying ‖ξ˜0(·)‖1,∞ < ∞ has a unique solution globally in
time, ξ˜(y, t; δ(·)), y, t ≥ 0, which has ‖ξ˜(·, t; δ(·))‖1,∞ < ∞ for all t ≥ 0. For any
q > p there exists Cq, εq > 0 such that if ‖δ(·)‖∞ < εq then for m = 1, 2,
(3.28) ‖ξ˜(·, t; δ(·))‖m,∞ ≤ Cqe
−t/q‖ξ˜0(·)‖m,∞ when t ≥ 0 .
We may further choose Cq, εq > 0 such that if ‖δj(·)‖∞ < εq, j = 1, 2, then
(3.29) ‖ξ˜(·, t; δ1(·))− ξ˜(·, t; δ2(·))‖1,∞ ≤
Cqte
−t/q‖ξ˜0(·)‖2,∞‖δ1(·)− δ2(·)‖∞ when t ≥ 0 .
Proof. We observe analogously to (3.5) that the solution to (3.27) satisfies
(3.30)
ξ˜(t; δ(·)) = G(t, 0; δ(·))ξ˜(0) +
∫ t
0
ds [dI(ξp), Bξ˜(s; δ(·))]
G(t, s; δ(·))Aξp
pI(ξp) + [dI(ξp), Aξp]
,
where G(t, s; δ(·)), 0 < s < t, acts on functions ζ : (0,∞)→ R as
(3.31) G(t, s; δ(·))ζ(y) = exp
[
−
∫ t
s
ρ(s′) ds′
]
ζ(yρ(·)(s)) , ρ(s
′) =
1
p
+ δ(s′) ,
and y(·) = yρ(·)(s) is given by (2.3). We set u(t) = [dI(ξp), Bξ˜(t; δ(·))], and then
(3.30) yields an integral equation for u,
(3.32) u(t; δ(·)) +
∫ t
0
K(t, s; δ(·))u(s; δ(·)) ds = g(t; δ(·)) , t > 0,
where the functions K, g are given by
(3.33)
K(t, s; δ(·)) = −
[dI(ξp), BG(t, s; δ(·))Aξp]
pI(ξp) + [dI(ξp), Aξp]
, g(t; δ(·)) = [dI(ξp), BG(t, 0; δ(·))ξ˜(0)] t ≥ 0.
Using the fact that supy>ε0 |Bζ(y)| ≤ (1/p+1/ε0)‖ζ(·)‖1,∞, it follows from (3.31),
(3.33) that g : [0,∞) → R and K : {(t, s) : 0 ≤ s ≤ t} → R are continuous
functions. In addition because the function ρ(·) in (3.31) is non-negative, there is
a constant C such that
|K(t, s; δ(·))| ≤ C exp
[
−
∫ t
s
ρ(s′) ds′
]
t ≥ s ≥ 0 ,(3.34)
|g(t; δ(·))| ≤ C exp
[
−
∫ t
0
ρ(s′) ds′
]
‖ξ˜(0)‖1,∞ t ≥ 0 .
It follows from (3.34) and the theory of Volterra integral equations (see Chapter 9
of [4]) that there is a unique continuous solution u : [0,∞)→ R to (3.32). Global
existence and the inequality ‖ξ˜(·, t; δ(·))‖1,∞ <∞ now follows as in Proposition 3.1
from the representation (3.30).
To obtain the inequality (3.28) it is sufficient to show that for any q > p there
exists Cq, εq > 0 such that if ‖δ(·)‖∞ < εq then the solution u(t; δ(·)) of (3.32)
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satisfies |u(t; δ(·))| ≤ Cqe
−t/q‖ξ˜0(·)‖1,∞, t ≥ 0. To do this we write (3.32) in
operator notation as
(3.35) u+Kδ(·)u = g , Kδ(·)u(t) =
∫ t
0
K(t, s; δ(·))u(s) ds ,
with solution
(3.36) u = g −Rδ(·)g , Rδ(·)g(t, δ(·)) =
∫ t
0
r(t, s; δ(·))g(s; δ(·)) ds .
For q > p we set gq(t, δ(·)) = e
t/qg(t, δ(·)), t ≥ 0, andKq(t, s, δ(·)) = e
(t−s)/qK(t, s, δ(·)), t ≥
s ≥ 0. Then (3.35) is equivalent to the integral equation
(3.37) uq +Kδ(·),quq = gq , Kδ(·),qu(t) =
∫ t
0
Kq(t, s, δ(·))uq(s) ds .
For ‖δ(·)‖∞ < 1/p− 1/q we have from (3.34) that supt>0
∫ t
0
|Kq(t, s, δ(·))| ds <∞,
whence the operator Kδ(·),q is bounded on L
∞(R+). The solution to (3.37) is given
by uq(t; δ(·)) = e
t/qu(t; δ(·)), t ≥ 0, where u(t; δ(·)) is the solution to (3.35), and it
can be represented as
(3.38) uq = gq −Rδ(·),qgq , Rδ(·),qgq(t, δ(·)) =
∫ t
0
rq(t, s, δ(·))gq(s, δ(·)) ds ,
where rq(t, s, δ(·)) = e
(t−s)/qr(t, s, δ(·)), t ≥ s ≥ 0.
We show that for ‖δ(·)‖∞ sufficiently small one has supt>0
∫ t
0 |rq(t, s, δ(·))| ds <
∞, whence ‖uq‖∞ ≤ Cq‖ξ˜(0)‖1,∞ for some constant Cq depending on q. To do
this we regard (3.37) as a perturbation about the δ(·) ≡ 0 integral equation when
Kδ(·),q corresponds to the kernel Kq(t, s, δ(·)) = e
(t−s)/qK(t − s) with K(·) given
by (3.7). From (3.11), (3.33) we see that for any τ, ε > 0 there exists η > 0 such
that |K(t, s, δ(·)) −K(t − s)| ≤ ε when s + τ ≥ t ≥ s ≥ 0 provided ‖δ(·)‖∞ < η.
It follows from this and (3.34) that for any q > p we can choose εq > 0 sufficiently
small so that if ‖δ(·)‖∞ < εq then
(3.39)
sup
t>0
∫ t
0
∣∣∣Kq(t, s, δ(·)) − e(t−s)/qK(t− s)∣∣∣ ds <
{
1 +
∫ ∞
0
es/q|r(s)| ds
}−1
,
where r(·) is the resolvent for K(·) of (3.7). We conclude from (3.39) that the
integral equation (3.37) is invertible in the space L∞(R+). Now we can argue
as in Proposition 3.1 to show using the representation (3.30) that the results of
Proposition 3.1 continue to hold for any q > p, provided we choose εq > 0 sufficiently
small. In particular, the inequality (3.28) holds.
Next we examine the dependence on the function δ(·) of the solution to (3.27).
Let δ1, δ2 : [0,∞) → R be two continuous functions and for 0 < λ < 1 denote by
ρλ(·) the function ρλ(·) = 1/p + λδ1(·) + (1 − λ)δ2(·). Then we have from (2.3),
(3.31) and the fundamental theorem of calculus that
(3.40) G(t, s, δ1(·))ζ(y) −G(t, s, δ2(·))ζ(y) =∫ 1
0
dλ
[∫ t
s
{δ2(s
′)− δ1(s
′)} ds′
]
exp
[
−
∫ t
s
ρλ(s
′) ds′
]
ζ(yρλ(·)(s))
+
∫ 1
0
dλ
[∫ t
s
{δ1(s
′)− δ2(s
′)} ds′
]
yDζ(yρλ(·)(s))
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+
∫ 1
0
dλ
[∫ t
s
ds′
{∫ s′
s
{δ1(s
′′)− δ2(s
′′)} ds′′
}
exp
{
−
∫ t
s′
ρλ(s
′′) ds′′
}]
Dζ(yρλ(·)(s)) .
Observe now from (2.3) that
(3.41)
∣∣∣∣
[∫ t
s
ds′ (s′ − s) exp
{
−
∫ t
s′
ρλ(s
′) ds′
}]
Dζ(yρλ(·)(s))
∣∣∣∣ ≤
exp
[
−
∫ t
s
ρλ(s
′) ds′
] [
sup
y>0
y|Dζ(y)|
]
×
∫ t
s
ds′ (s′ − s) exp
[∫ s′
s
ρλ(s
′) ds′
] /∫ t
s
ds′ exp
[∫ s′
s
ρλ(s
′′) ds′′
]
.
We conclude from (3.40), (3.41) that
(3.42) ‖G(t, s, δ1(·))ζ(·) −G(t, s, δ2(·))ζ(·)‖∞ ≤
2(t− s) sup
0<λ<1
exp
[
−
∫ t
s
ρλ(s
′) ds′
]
‖ζ(·)‖1,∞‖δ1(·)− δ2(·)‖∞ .
By differentiating (3.40) we similarly see that
(3.43) sup
y>0
|yDG(t, s, δ1(·))ζ(y) − yDG(t, s, δ2(·))ζ(y) | ≤
2(t− s) sup
0<λ<1
exp
[
−
∫ t
s
ρλ(s
′) ds′
]
‖ζ(·)‖2,∞‖δ1(·)− δ2(·)‖∞ .
Since ‖Aξp(·)‖2,∞ <∞, it follows from (3.33), (3.42), (3.43) that for some constant
C,
(3.44) |K(t, s; δ1(·)) −K(t, s; δ2(·))| ≤
C(t− s) sup
0<λ<1
exp
[
−
∫ t
s
ρλ(s
′) ds′
]
‖δ1(·)− δ2(·)‖∞ . t ≥ s ≥ 0 .
Similarly we have that
(3.45) |g(t; δ1(·))− g(t; δ2(·))| ≤
Ct sup
0<λ<1
exp
[
−
∫ t
0
ρλ(s
′) ds′
]
‖ξ˜(0)‖2,∞‖δ1(·)− δ2(·)‖∞ . t ≥ 0 ,
for some constant C.
It follows from (3.44), (3.45) that we may chooseCq, εq > 0 such that if ‖δj(·)‖∞ <
εq, j = 1, 2, then
(3.46) |u(t; δ1(·))− u(t; δ2(·))| ≤
Cqte
−t/q‖ξ˜0(·)‖2,∞‖δ1(·)− δ2(·)‖∞ when t ≥ 0 .
The inequality (3.29) then follows from the representation (3.30) and the inequali-
ties (3.42), (3.43), (3.46). 
Theorem 3.1. Assume that h(·) and I(·) satisfy the conditions of Lemma 3.1 and
also that supy>0 y
2h′′(y) <∞. Let δ1(·), δ2(·) be real valued functionals of C
1 func-
tions ζ˜ : (0,∞) → R, which satisfy δ1(0) = δ2(0) = 0 and the local Lipschitz con-
ditions (3.24). Then there exists ε > 0 such that the nonlinear evolution equation
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(3.20) with initial data ξ˜0 : (0,∞)→ R satisfying ‖ξ˜0(·)‖1,∞ < ε, ‖ξ˜0(·)‖2,∞ <∞,
has a unique solution globally in time. For any q > p there exists Cq, εq > 0 such
that for ε ≤ εq and m = 1, 2,
(3.47) ‖ξ˜(·, t)‖m,∞ ≤ Cqe
−t/q‖ξ˜0(·)‖m,∞ when t ≥ 0 .
Proof. We first use a contraction mapping argument to prove local existence and
uniqueness. Let E be the Banach space of C1 functions ζ˜ : (0,∞) → R where the
norm of ζ˜(·) is given by (1.9) with m = 1. For T, ε > 0 we denote by Eε,T the space
of continuous functions χ : [0, T ]→ E satisfying sup0≤t≤T ‖χ(t)‖1,∞ < ε. We define
the mapping on Eε,T by considering solutions ξ˜(t), t > 0, to the non-homogeneous
linear evolution equation
(3.48)
dξ˜(t)
dt
+ [B + δ1(t)A]ξ˜(t)−
{
[dI(ξp), Bξ˜(t)] + δ2(t)
} Aξp
pI(ξp) + [dI(ξp), Aξp]
= 0 ,
where δ1, δ2 : [0,∞)→ R are continuous functions with ‖δ1(·)‖∞ ≤ 1/p.
The solution to the initial value problem for (3.48) can be represented in terms
of the Green’s function for the homogeneous equation (3.27). Let δ : [0,∞) → R
be a continuous function satisfying ‖δ(·)‖∞ ≤ 1/p. We define the Green’s function
G(t, s; δ(·)) for t ≥ s > 0 as the bounded linear operator on the Banach space E
such that for ξ˜s ∈ E , the function ξ˜(t) = G(t, s; δ(·))ξ˜s, t > s, is the solution to
(3.27) with initial condition ξ˜(s) = ξ˜s. Evidently the solution to (3.48) with initial
condition ξ˜(0) = ξ˜0 ∈ E has the representation
(3.49) ξ˜(t) = G(t, 0; δ1(·))ξ˜0 +
∫ t
0
δ2(s)
G(t, s; δ1(·))Aξp
pI(ξp) + [dI(ξp), Aξp]
ds .
For χ ∈ Eε,T we define δ1(t) = δ1(χ(t)), δ2(t) = δ2(χ(t)), 0 ≤ t ≤ T . From
(3.24) we see that if ε > 0 is sufficiently small then ‖δ1(·)‖∞ ≤ 1/p. Hence we may
use the representation (3.49) to define the mapping Kχ : [0, T ] → E by Kχ(t) =
ξ˜(t), 0 ≤ t ≤ T . It follows from Lemma 3.3 inequality (3.28) with m = 1 that there
exists η, T0 > 0 such that if ‖ξ˜0(·)‖1,∞ < η and T ≤ T0 then K is a mapping on
Eε,T . Similarly we see from (3.29) that if ‖ξ˜0(·)‖2,∞ < ∞ then K is a contraction
mapping on Eε,T for T0 sufficiently small, if we define the distance function by the
uniform norm, d(χ, χ′) = sup0≤t≤T ‖χ(t) − χ
′(t)‖1,∞. The contraction mapping
theorem then implies existence of a unique solution ξ˜(t) ∈ E to (3.20) in the interval
0 < t ≤ T0.
We extend the local solution of (3.20) to all time by obtaining a-priori bounds.
Assume that for some η, T > 0 there is a solution ξ˜(t) ∈ E to (3.20) for 0 < t ≤ T
satisfying ‖ξ˜(t)‖1,∞ < η. From (3.24) we have in (3.49) that |δ1(t)| ≤ C2η, |δ2(t)| ≤
C2η‖ξ˜(t)‖1,∞ for 0 < t ≤ T . It follows then from (3.28), on choosing η sufficiently
small, that for some constants C3, C4,
(3.50) sup
0<t≤T
‖ξ˜(t)‖1,∞ ≤ C3‖ξ˜0‖1,∞ + C4η sup
0<t≤T
‖ξ˜(t)‖1,∞ .
Choosing C4η ≤ 1/2, we conclude that
(3.51) sup
0<t≤T
‖ξ˜(t)‖1,∞ ≤ 2C3‖ξ˜0‖1,∞ .
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We can use (3.51) to obtain from (3.49) an a-priori bound on ‖ξ˜(t)‖2,∞. Thus using
(3.28) we have that
(3.52) sup
0<t≤T
‖ξ˜(t)‖2,∞ ≤ C5‖ξ˜0‖2,∞ + C6‖ξ˜0‖
2
1,∞ .
Global existence of a unique solution to (3.20) follows easily from (3.51), (3.52) by
choosing ‖ξ˜0‖1,∞ sufficiently small so that the RHS of (3.51) is smaller than η. To
see this we assume that a solution ξ˜(t) satisfying ‖ξ˜(t)‖1,∞ < η exists for 0 < t ≤ T .
From (3.51), (3.52) there exists δ0 > 0 depending only on ‖ξ˜0‖1,∞ and ‖ξ˜0‖2,∞ such
that a solution exists up to time T + δ0 with ‖ξ˜(t)‖1,∞ < η for 0 < t < T + δ0.
The exponential decay estimate (3.47) follows in a similar way from (3.49). Using
(3.28) we see that for q > p there exists εq > 0 and for ‖ξ˜0‖1,∞ < εq, one has
(3.53) sup
0<t≤T
et/q‖ξ˜(t)‖1,∞ ≤ C3‖ξ˜0‖1,∞ +
1
2
sup
0<t≤T
et/q‖ξ˜(t)‖1,∞ .
Evidently (3.47) with m = 1 follows from (3.53). The inequality for m = 2 follows
similarly by introducing an exponential factor into (3.52). 
4. A Differential Delay Equation
In this section we shall give an alternative proof of Theorem 3.1 by obtaining
results on the asymptotic behavior of solutions to the differential delay equation
(DDE) satisfied by I(t) = I(ξ(·, t)), where ξ(·, t), t ≥ 0, is a solution to (1.1). To
derive the equation we first observe from (1.5) that
(4.1) exp
[∫ t
s
ρ(s′) ds′
]
= e(t−s)/p
(
I(t)
I(s)
)1/p
.
It follows now from (2.3), (2.4) that ξ(y, t) is a function of I(s), 0 ≤ s ≤ t. The
differential delay equation is therefore given from (1.5), (3.2) by
(4.2)
1
p
d
dt
log I(t) = −
[dI(ξ(·, t)), B{ξ(·, t)− ξp(·)}]
pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)]
.
Evidently I(·) ≡ Ip = I(ξp) is a solution to (4.2) in the case when ξ(·, 0) = ξp(·). We
obtain the linearization of (4.2) about the constant Ip when ξ(·, 0) = ξp(·) + ξ˜(·, 0)
by writing I(t) = [pI˜(t) + 1]Ip, whence
(4.3)
(
I(t)
I(s)
)1/p
≃ 1 + [I˜(t)− I˜(s)] .
Letting yp(s) = e
(t−s)/py + p
[
e(t−s)/p − 1
]
, s ≤ t, be the solution to (2.2) in the
case ρ(·) ≡ 1/p, we have from (4.1), (4.3) that the function y(·) of (2.3) is given to
first order in I˜(·) by
(4.4) y(s)− yp(s) ≃ e
(t−s)/p[I˜(t)− I˜(s)]y +
∫ t
s
e(s
′−s)/p[I˜(s′)− I˜(s)] ds′ .
It follows from (2.4), (4.4) that if ξ(·, 0) = ξp(·) + ξ˜(·, 0), then
(4.5) ξ˜(y, t) = ξ(y, t)− ξp(y) ≃ e
−t/pξ˜(yp(0), 0) + [I˜(0)− I˜(t)]e
−t/pξp(yp(0))+
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∫ t
0
ds h(yp(s))e
−(t−s)/p[I˜(s)− I˜(t)] +
∫ t
0
ds h′(yp(s))e
−(t−s)/p[y(s)− yp(s)] ,
where y(s) − yp(s) is given by the RHS of (4.4). Hence the linearization of (4.2)
about the constant Ip is given by
(4.6)
dI˜(t)
dt
= −
[
dI(ξp), Bξ˜(t)
]
pI(ξp)) + [dI(ξp), Aξp]
,
where ξ˜(·, t) is given by (4.5).
A linear differential delay equation for I˜(t) can be derived from the Volterra
integral equation (3.6) by observing that the solution u(t) =
[
dI(ξp), Bξ˜(t)
]
of
(3.6) is a constant times the derivative of I˜(t). From (3.6), (4.6) we have then that
(4.7)
dI˜(t)
dt
+
∫ t
0
K(t− s)
dI˜(s)
ds
ds = −
g(t)
pI(ξp)) + [dI(ξp), Aξp]
.
Integrating by parts in (4.7), we conclude that I˜(t) satisfies the delay equation
(4.8)
dI˜(t)
dt
+K(0)I˜(t) +
∫ t
0
K ′(t− s)I˜(s) ds
= K(t)I˜(0)−
g(t)
pI(ξp)) + [dI(ξp), Aξp]
.
The differential delay equation for I˜(·) obtained from (4.4), (4.5), (4.6) is the
same as (4.8) up to terms which decay exponentially at large time. To see this we
observe from (4.5) that
(4.9) Bξ˜(y, t) ≃ Be−Btξ˜(y, 0) + [I˜(0)− I˜(t)] e−Bth(y)
1
p
∫ t
0
ds h (yp(s)) e
−(t−s)/p[I˜(s)− I˜(t)]
+
1
p
∫ t
0
ds h′ (yp(s)) e
−(t−s)/p[y(s)− yp(s)]
−
(
1 +
y
p
)∫ t
0
ds h′′ (yp(s)) [y(s)− yp(s)] ,
where y(s) − yp(s) is the linear function of I˜(·) given on the RHS of (4.4). The
coefficient of −I˜(t) on the RHS of (4.9) is
(4.10) e−t/ph(yp(0)) +
1
p
∫ t
0
ds h (yp(s)) e
−(t−s)/p
−
y
p
∫ t
0
ds h′ (yp(s)) +
(
1 +
y
p
)
y
∫ t
0
ds h′′ (yp(s)) e
(t−s)/p .
After doing some integration by parts we see that (4.10) is the same as
(4.11) BAξp(y) + yh
′(yp(0)) +
ph(yp(0))
p+ yp(0)
−
∫ ∞
yp(0)
dy′
ph(y′)
(p+ y′)2
.
We similarly see that the coefficient of I˜(s), 0 < s < t on the RHS of (4.9) in the
integral over the interval (0, t) is given by
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(4.12) e−B(t−s)B2Aξp(y)−
e−(t−s)/p
[
h′(yp(0))−
h(yp(0))
p+ yp(0)
+
∫ ∞
yp(0)
dy′
h(y′)
(p+ y′)2
]
.
It follows now from (3.7), (4.11), (4.12) that the differential delay equation obtained
from (4.4), (4.5), (4.6) is the same as (4.8) modulo exponentially decaying terms.
Proposition 4.1. Assume that h(·) and I(·) satisfy the conditions of Lemma 3.1.
Then the linear DDE defined by (4.4), (4.5), (4.6) is asymptotically stable in the
following sense: Let the initial data ξ˜0 : (0,∞)→ R satisfy ‖ξ˜0(·)‖1,∞ <∞. Then
for any q > p there is a constant Cq depending on q such that
(4.13)
∣∣∣∣∣dI˜(t)dt
∣∣∣∣∣ ≤ Cqe−t/q
[
|I˜(0)|+ ‖ξ˜0(·)‖1,∞
]
when t ≥ 0 .
Proof. From (4.9) we may write (4.6) as
(4.14)
dI˜(t)
dt
+M(t)I˜(t)−
∫ t
0
m(t, s)I˜(s) ds = g(t) .
The function g(·) is given by the formula
(4.15) g(t) = −
[
dI(ξp), Be
−Btξ˜(0) + I˜(0)e−Bth
]
pI(ξp)) + [dI(ξp), Aξp]
.
It follows from the assumptions of Lemma 3.1 that there is a constant C such that
(4.16) |g(t)| ≤ Ce−t/p
[
|I˜(0)|+ ‖ξ˜0(·)‖1,∞
]
, t ≥ 0.
Similarly we see from (4.11), (4.12) that if K(·) is the function (3.7) then
(4.17)
|M(t)−K(0)| ≤ Ce−t/p , |m(t, s)+K ′(t−s)| ≤ Ce−(t−s)/p−t/p , 0 ≤ s ≤ t <∞ ,
for some constant C.
We show under the assumptions (4.16), (4.17) there is a constant C such that
the solution I˜(t) to (4.14) satisfies
(4.18) sup
t>0
|I˜(t)| ≤ C
[
|I˜(0)|+ ‖ξ˜0(·)‖1,∞
]
.
To see this we first observe that for any 0 ≤ T1 < T2 one has on integrating (4.14)
the representation
(4.19) I˜(T2) = exp
[
−
∫ T2
T1
M(s) ds
]
I˜(T1) +
∫ T2
T1
dt exp
[
−
∫ T2
t
M(s) ds
]
g(t)
+
∫ T2
T1
dt exp
[
−
∫ T2
t
M(s) ds
]∫ t
0
m(t, s)I˜(s) ds .
We assume that T > 1 and that I˜(T ) = sup0<t<T |I˜(t)| > 0. Setting T1 = T −
1, T2 = T in (4.19) and using (4.17), we see that for some constant C1 the RHS of
(4.19) is bounded above by
(4.20)
exp[−K(0)]I˜(T − 1) +
{
1− exp[−K(0)] + C1e
−T/p
}
I˜(T ) + C1
∫ T
T−1
|g(t)| dt .
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We conclude from (4.19), (4.20) that
(4.21) sup
0<t<T−1
|I˜(t)| ≥
[
1− C2e
−T/p
]
sup
0<t<T
|I˜(t)| − C2
∫ T
T−1
|g(t)| dt ,
for some constant C2. Since we can make a similar argument in the case when
I˜(T ) = − sup0<t<T |I˜(t)| < 0, we see that (4.21) holds provided |I˜(T )| = sup0<t<T |I˜(t)|.
It follows upon iterating the inequality (4.21) that there exist constants T0, C3 > 0
and
(4.22) sup
t>0
|I˜(t)| ≤ C3
[
sup
0<t<T0
|I˜(t)|+
∫ ∞
0
|g(t)| dt
]
.
Since it is easy to show that sup0<t<T0 |I˜(t)| is bounded by the RHS of (4.18), we
conclude from (4.16), (4.22) that (4.18) holds.
The inequality (4.13) easily follows from (4.18) and Theorem 3.5 of Chapter II
of [4] for the Volterra equation (3.7). Setting u(t) = dI˜(t)/dt, t > 0, we integrate
by parts as in (4.7), (4.8). We have then from (4.16), (4.17), (4.18) that u(·) is
the solution to (3.7), with g(·) on the RHS of (3.7) satisfying (4.16). The result
follows. 
We consider next the nonlinear DDE (4.2). It follows from (2.3), (2.4) that
(4.23) Bξ(y, t) =
1
p
exp
[
−
∫ t
0
ρ(s) ds
]
ξ(y(0), 0)−
(
1 +
y
p
)
Dξ(y(0), 0)+
1
p
∫ t
0
ds h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
−
(
1 +
y
p
)∫ t
0
ds h′(y(s)) ,
where ρ(·) is determined from (4.1). We define the function vt(s) = {I(s)/I(t)}
1/p, 0 <
s ≤ t. Then from (2.3), (4.1) we have that
(4.24) y(s) =
z(s)
vt(s)
, where z(s) = e(t−s)/py +
∫ t
s
ds′ e(s
′−s)/p vt(s
′) .
We define a function F (t, y, vt(·)) by
(4.25)
F (t, y, vt(·)) =
1
p
∫ t
0
ds h
(
z(s)
vt(s)
)
e−(t−s)/pvt(s)−
(
1 +
y
p
)∫ t
0
ds h′
(
z(s)
vt(s)
)
,
so Bξ(y, t) is the sum of terms depending on the initial data plus F (t, y, vt(·)).
When vt(·) ≡ 1 then z(·) = yp(·) and so
(4.26) F (t, y, 1(·)) = h(y)− e−t/ph(yp(0)) = Bξp(y)− e
−t/ph(yp(0)) .
We conclude from (4.23)-(4.26) that
(4.27) Bξ(y, t)−Bξp(y) = F (t, y, vt(·))− F (t, y, 1(·)) +G(t, y, vt(·)) ,
where the function G is given by
(4.28)
G(t, y, vt(·)) =
1
p
e−t/pvt(0)ξ
(
z(0)
vt(0)
, 0
)
−
(
1 +
y
p
)
Dξ
(
z(0)
vt(0)
, 0
)
−e−t/ph(yp(0)) .
Observe that if vt(·) is close to 1(·) then |G(t, y, vt(·))| is bounded by a constant
times e−t/p.
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The linearization (4.4)-(4.6) of (4.2) can be obtained by computing the gradient
dF (t, y, vt(·); ·) of F (t, y, vt(·)) with respect to vt(·) at vt(·) ≡ 1. To find the gradient
dΓ(vt(·); ·) of a functional Γ(vt(·)) we compute the directional derivative
(4.29)
∫ t
0
dΓ(vt(·); τ)φ(τ) dτ = [dΓ(vt(·)), φ] = lim
ε→0
Γ(vt(·) + εφ(·)) − Γ(vt(·))
ε
.
It follows from (4.24), (4.29) that
(4.30) dz(s)(vt(·); τ) = e
(τ−s)/pH(τ−s) , where H(·) is the Heaviside function.
Similarly we have that
(4.31) dF (t, y, vt(·); τ) =
1
p
h
(
z(τ)
vt(τ)
)
e−(t−τ)/p −
z(τ)
pvt(τ)
h′
(
z(τ)
vt(τ)
)
e−(t−τ)/p
+
1
p
∫ t
0
ds h′
(
z(s)
vt(s)
)
e−(t−s)/pdz(s)(vt(·); τ)+(
1 +
y
p
)
z(τ)
vt(τ)2
h′′
(
z(τ)
vt(τ)
)
−
(
1 +
y
p
)∫ t
0
ds
1
vt(s)
h′′
(
z(s)
vt(s)
)
dz(s)(vt(·); τ) .
We conclude from (4.30), (4.31) that
(4.32) dF (t, y, vt(·); τ) =
1
p
h
(
z(τ)
vt(τ)
)
e−(t−τ)/p −
z(τ)
pvt(τ)
h′
(
z(τ)
vt(τ)
)
e−(t−τ)/p
+
e(τ−t)/p
p
∫ τ
0
ds h′
(
z(s)
vt(s)
)
+(
1 +
y
p
)
z(τ)
vt(τ)2
h′′
(
z(τ)
vt(τ)
)
−
(
1 +
y
p
)∫ τ
0
ds
1
vt(s)
h′′
(
z(s)
vt(s)
)
e(τ−s)/p .
Setting vt(·) ≡ 1 in (4.32), we have that
(4.33) dF (t, y, 1(·); τ) =
1
p
h (yp(τ)) e
−(t−τ)/p −
yp(τ)
p
h′ (yp(τ)) e
−(t−τ)/p
+
e(τ−t)/p
p
∫ τ
0
ds h′ (yp(s)) +(
1 +
y
p
)
yp(τ)h
′′ (yp(τ)) −
(
1 +
y
p
)∫ τ
0
ds h′′ (yp(s)) e
(τ−s)/p .
By doing some integration by parts in the RHS of (4.33) we see that dF (t, y, 1(·); s), 0 <
s < t, is the same as (4.12).
From (2.3), (2.4), (4.27) we may rewrite the DDE equation (4.2) as
(4.34)
1
p
d
dt
log I(t) + f(t, vt(·)) = g(t, vt(·)) ,
where the functions f, g are given by the formulae
f(t, vt(·)) =
[dI(ξ(·, t)), F (t, ·, vt(·))− F (t, ·, 1(·))]
pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)]
,(4.35)
g(t, vt(·)) = −
[dI(ξ(·, t)), G(t, ·, vt(·)) ]
pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)]
.
In the following we give conditions on I(·), h(·) and the initial data for (1.1) which
imply a unique solution to the DDE (4.34), (4.35).
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Lemma 4.1. Assume that the function h : (0,∞) → R of (1.2) is C2 and
supy>0{y|h
′(y)| + y2|h′′(y)|}} < ∞. Assume further that I(·) satisfies properties
(a) and (b) of the introduction.
Let G in (4.35) be given by (4.28), where ξ(·, 0) is a non-negative function satis-
fying ‖ξ(·, 0)‖2,∞ <∞ and pI(ξ(·, 0)) + [dI(ξ(·, 0)), Aξ(·, 0)] > 0. Then the initial
value problem for (4.34), (4.35) with given I(0) > 0 has a unique positive C1 solu-
tion in some interval 0 < t < δ, δ > 0.
Suppose the positive C1 solution to (4.34), (4.35) exists up to time T and that
there are constants M,m > 0 with the property
(4.36) pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)] ≥ m, m ≤ vT (t) ≤M , for 0 ≤ t ≤ T.
Then there exists δ > 0, depending only on M,m and ‖ξ(·, 0)‖2,∞, such that the
solution can be extended to a C1 positive solution on the interval [0, T + δ].
Proof. We assume that the positive C1 solution to (4.34), (4.35) exists up to time
T ≥ 0 and that (4.36) holds. We use the standard contraction mapping argu-
ment to extend the solution to the interval [T, T + δ]. Hence we need to establish
boundedness of the functions f(t, vt(·)), g(t, vt(·)), and also Lipschitz continuity in
vt(·).
For r = 1, 2, we define a norm ‖h(·)‖∗r,∞ for h(·), similar to the norm ‖ · ‖r,∞ of
(1.9), as follows:
(4.37) ‖h(·)‖∗r,∞ =
∫ 1
0
|h(y)| dy + sup
y>1
|h(y)|+ sup
0<y<∞
r∑
k=1
yk
∣∣∣∣dkh(y)dyk
∣∣∣∣ .
We see from (2.3), (2.4), (4.1) that there is a constant C1 depending only on m,M
such that for r = 1, 2,
(4.38) ‖ξ(·, t)‖r,∞ ≤ C1(m,M)
[
e−t/p‖ξ(·, 0)‖r,∞ + ‖h‖
∗
r,∞
]
, 0 ≤ t ≤ T .
The uniform Lipschitz continuity of dI implies there is a constant γ > 0 such that
(4.39) ‖dI(ζ1(·))− dI(ζ2(·))‖L1(R+) ≤ γ‖ζ1(·)− ζ2(·)‖1,∞ ,
for any nonnegative functions ζ1, ζ2 : (0,∞) → R
+. From (4.38) with r = 1 and
(4.39) we conclude that
(4.40) ‖dI(ξ(·, t))‖L1(R+ ≤ ‖dI(0(·))‖L1(R+
+ γC1(m,M)
[
e−t/p‖ξ(·, 0)‖1,∞ + ‖h‖
∗
1,∞
]
, 0 ≤ t ≤ T .
From (4.28) we see there is a constant C2 depending only on m,M such that
(4.41)
|G(t, y, vt(·))| ≤ C2(m,M)e
−t/p
[
‖ξ(·, 0)‖1,∞ + sup
y>ε0
|h(y)|
]
, 0 < t < T, y ≥ ε0 .
It is easy to see from (4.25) there is a constant C3 depending only on m,M such
that
(4.42) |F (t, y, vt(·))| ≤ C3(m,M)‖h‖
∗
1,∞ , 0 < t < T, y ≥ ε0 .
From (4.36), (4.40)-(4.42) we conclude that the functions f(t, vt(·)), g(t, vt(·)) are
bounded on 0 < t < T by a constant which depends only on m,M and ‖ξ(·, 0)‖1,∞.
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To prove Lipschitz continuity we first observe from (4.32) there is a constant C4
depending only on m,M such that
(4.43)
|dF (t, y, vt(·); τ)| ≤ C4(m,M)e
−(t−τ)/p‖h(·)‖∗2,∞ , 0 < τ < t < T, y ≥ ε0 .
Let v1t , v
2
t : [0, t] → R
+ be two continuous functions satisfying m ≤ v1t (s), v
2
t (s) ≤
M, 0 ≤ s ≤ t. From (4.28) we see there is a constant C5 depending only on m,M
such that
(4.44)
|G(t, y, v1t (·))−G(t, y, v
2
t (·))| ≤ C5(m,M)e
−t/p‖ξ(·, 0)‖2,∞‖v
1
t (·)−v
2
t (·)‖∞ , y ≥ ε0 .
Evidently from (2.3), (2.4), (4.1), (4.24) we can consider ξ(y, t) as a function of
t, y, vt(·). One easily sees that
(4.45) |ξ(t, y, v1t (·)) − ξ(t, y, v
2
t (·))| ≤
C6(m,M)
[
e−t/p‖ξ(·, 0)‖1,∞ + ‖h‖
∗
1,∞
]
‖v1t (·)− v
2
t (·)‖∞ , y ≥ ε0 ,
for some constant C6 depending only on m,M . Similarly we have that
(4.46) |yDξ(t, y, v1t (·))− yDξ(t, y, v
2
t (·))| ≤
C7(m,M)
[
e−t/p‖ξ(·, 0)‖2,∞ + ‖h‖
∗
2,∞
]
‖v1t (·)− v
2
t (·)‖∞ , y ≥ ε0 ,
for some constant C7 depending only on m,M . The inequalities (4.39) and (4.43)-
(4.46) imply the Lipschitz continuity of the functions f(t, vt(·)), g(t, vt(·)) in vt(·).
Suppose now a solution of (4.34), (4.35) exists up to time T ≥ 0 and satisfies
(4.36) for some m,M > 0. For 0 < δ, ε < 1/2 let Eε,δ be the space of continuous
functions χ : [0, δ]→ R+ such that χ(0) = 1 and 1−ε ≤ inf χ(·) ≤ supχ(·) ≤ 1+ε.
We define a mapping K on functions in Eε,δ by
(4.47) Kχ(τ) = exp
[∫ T+τ
T
f(t, vt(·)) dt−
∫ T+τ
T
g(t, vt(·)) dt
]
, 0 < τ ≤ δ ,
where the function vt(·) is defined for any T < t < T + δ by
vt(s) = vT (s)χ(t− T ) for 0 < s < T,(4.48)
vt(s) = χ(t− T )/χ(s− T ) for T < s < t.
Evidently if I(t), 0 < t < T + δ, is a solution to (4.34), (4.35) then χ(τ) =
[I(T )/I(T + τ)]1/p, 0 < τ < δ, is a fixed point of the mapping K, so χ = Kχ.
For χ ∈ Eε,δ and T < t < T + δ, we define vt(·) by (4.48). Since m ≤ inf vT (·) ≤
sup vT (·) ≤M , we have that
(4.49) m(1− ε) ≤ inf vt(·) ≤ sup vt(·) ≤ M(1 + ε), T < t < T + δ,
provided ε < min[1− 1/M, 1/m− 1]. We also have from (2.3), (2.4), (4.1) that for
some universal constant C,
(4.50)
|ξ(y, t)− ξ(y, T )| ≤ Cδ
[
||ξ(·, T )‖1,∞ + ‖h(·)‖
∗
1,∞
]
, y ≥ ε0, T < t < T + δ.
Similarly we have that
(4.51)
|yDξ(y, t)−yDξ(y, T )| ≤ Cδ
[
||ξ(·, T )‖2,∞ + ‖h(·)‖
∗
1,∞
]
, y ≥ ε0, T < t < T+δ,
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for some universal constant C. It follows from (4.36), (4.38), (4.39), (4.50), (4.51)
that δ > 0 can be chosen sufficiently small, depending only on m, ‖ξ(·, 0)‖2,∞, with
the property
(4.52) pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)] ≥ m/2, T < t < T + δ.
From (4.41), (4.42), (4.48), (4.49), (4.52) we see that δ > 0 can be chosen sufficiently
small, depending only on m,M, ‖ξ(·, 0)‖2,∞, such that K maps Eε,δ into itself. We
similarly see from (4.43)-(4.46), that for sufficiently small δ > 0, with the same
dependence, the mapping is a contraction with respect to the metric induced by
the uniform norm. Hence by the contraction mapping theorem the solution to
(4.34) on the interval 0 < t < T can be extended to the interval T < t < T + δ. 
Next we generalize Proposition 4.1 to the non-linear DDE.
Theorem 4.1. Assume that h(·) and I(·) satisfy the conditions of Lemma 3.1,
Lemma 4.1, and also that ‖ξ(·, 0)‖2,∞ < ∞. Then there exists ε > 0 such that if
‖ξ(·, 0) − ξp(·)‖1,∞ < ε, the nonlinear DDE (4.34), (4.35) with given initial data
I(0) > 0 has a unique positive C1 solution I(t), t ≥ 0, globally in time. For any
q > p there exists Cq, εq > 0 such that if ε < εq then
(4.53)
∣∣∣∣ ddt log I(t)
∣∣∣∣ ≤ Cqe−t/q‖ξ(·, 0)− ξp(·)‖1,∞ .
Proof. We observe that the inequality (4.41) can be improved to
(4.54) |G(t, y, vt(·))| ≤ C1e
−t/p
[
‖ξ(·, 0)− ξp(·)‖1,∞
+ ‖vt(·)− 1(·)‖∞
]
if ‖vt(·)− 1(·)‖∞ ≤ 1/2, y ≥ ε0 ,
for some constant C1 depending only on ‖h(·)‖
∗
1,∞. Similarly to (4.38) there is a
constant C2 depending only on ‖h(·)‖
∗
2,∞ such that
(4.55) ‖ξ(·, t)− ξp(·)‖1,∞ ≤ C2
[
e−t/p‖ξ(·, 0)− ξp(·)‖1,∞ + ‖vt(·)− 1(·)‖∞
]
if ‖vt(·)− 1(·)‖∞ ≤ 1/2 .
It follows from (4.55) and the Lipschitz continuity of dI that there exists positive
η < 1/2 such that
(4.56) pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)] ≥
1
2
{pI(ξp)) + [dI(ξp), Aξp]}
provided ‖vt(·)− 1(·)‖∞ + ‖ξ(·, 0)− ξp(·)‖1,∞ < η .
In order to prove global existence of the solution to (4.34), (4.35) we observe
that (4.34) is equivalent to a non-linear Volterra integral equation by setting
(4.57) u(t) =
1
p
d
dt
log I(t) , whence vt(s) = exp
[
−
∫ t
s
u(s′) ds′
]
, 0 < s < t.
Hence if we show that this Volterra equation has a solution u(·) ∈ L1(R+) with
small norm then global existence follows from Lemma 4.1. The Volterra equation
can be written as
(4.58) u(t) +
∫ t
0
K(t, s, vt(·))u(s) ds = g(t, vt(·)) ,
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where the function K is given by the formula
(4.59) K(t, s, vt(·)) =
−
∫ s
0
dτ
{∫ 1
0
vt(τ)
λ dλ
} [dI(ξ(·, t)), ∫ 1
0
dλ dF (t, ·, λvt(·) + (1 − λ)1(·); τ)
]
pI(ξ(·, t)) + [dI(ξ(·, t)), Aξ(·, t)]
.
It follows from (4.55) that there exists ε0 with 0 < ε0 ≤ 1/2 such that
(4.60) pI(ξ(·, t, vt(·))) + [dI(ξ(·, t, vt(·))), Aξ(·, t, vt(·))]
≥
1
2
{pI(ξp) + [dI(ξp), Aξp]} > 0
provided
(4.61) ‖ξ(·, 0)− ξp(·)‖1,∞ + ‖vt(·)− 1(·)‖∞ ≤ ε0 .
We conclude from (4.43), (4.60) that
(4.62) |K(t, s, vt(·))| ≤ C1e
−(t−s)/p, 0 < s < t,
for some constant C if (4.61) holds. Let K(·) be the function (3.7) and C2 a suitable
constant. We have from (4.12) and the comment after (4.33) that for any τ, ε > 0
there exists η > 0 such that
(4.63) |K(t, s, vt(·))−K(t− s)| ≤ ε+ C2e
−t/p for s+ τ ≥ t ≥ s ≥ 0 ,
provided ‖vt(·)− 1(·)‖∞ ≤ η .
We show that for any T > 0 there exists δT > 0 depending on T such that a so-
lution to (4.58) exists up to time T provided ‖ξ(·, 0)−ξp(·)‖1,∞ ≤ δT . Furthermore,
one has
(4.64) ‖vT (·)− 1(·)‖∞ ≤ CT ‖ξ(·, 0)− ξp(·)‖1,∞ ,
where CT is a constant also depending on T . This follows by arguing as in Lemma
4.1. In fact let us suppose we have established (4.64) for some T ≥ 0. Hence there
exists δ˜T > 0 such that if ‖ξ(·, 0)−ξp(·)‖1,∞ ≤ δ˜T then (4.36) holds for some positive
m,M independent of T . Lemma 4.1 now implies that the solution to (4.58) exists
up to time T +δ, where δ > 0 is independent of T . We can estimate ‖vT+δ(·)−1‖∞
from (4.47), upon setting Kχ = χ. From (4.32), (4.35) we have that
(4.65) |f(t, vt(·))| ≤ C‖vt(·)− 1(·)‖∞ for some constant C ,
provided ‖vt(·)− 1(·)‖∞ ≤ 1/2. Similarly we have from (4.54) that
(4.66) |g(t, vt(·))| ≤ Ce
−t/p
[
‖ξ(·, 0)− ξp(·)‖1,∞ + ‖vt(·)− 1(·)‖∞
]
.
It follows from (4.47), (4.48), (4.65), (4.66) that
(4.67) |χ(τ) − 1| ≤ Cτ‖ξ(·, 0)− ξp(·)‖1,∞ , 0 < τ < δ ,
for some constant C. Evidently (4.48), (4.64), (4.67) imply that the inequality
(4.64) with T + δ replacing T holds provided ‖ξ(·, 0)− ξp(·)‖1,∞ ≤ δ˜T .
Next we show that the δT , CT of (4.64) can be chosen independent of T > 0. To
see this we denote for T ≥ 0 by uT (·) the function uT (t) = u(t+ T ), t ≥ 0. From
(4.58) we have that
(4.68) uT (t) +
∫ t
0
K(t+ T, s+ T, vt+T (·))uT (s) ds = g(t) ,
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where g(·) is given by
(4.69) g(t) = g(t+ T, vt+T (·))−
∫ T
0
K(t+ T, s, vt+T (·))u(s) ds .
For δ,M > 0, let Tδ,M > 0 be defined by
(4.70) Tδ,M = sup {T > 0 : ‖vT (·)− 1(·)‖∞ ≤ M‖ξ(·, 0)− ξp(·)‖1,∞ }
provided ‖ξ(·, 0)− ξp(·)‖1,∞ < δ .
From (4.64) it follows that for any T > 0, if δ = δT , M = CT then Tδ,M ≥
T . We also have from (4.62), (4.63) that there exists T∞, η∞ > 0 such that for
‖vT (·) − 1(·)‖∞ ≤ η∞, T ≥ T∞, the integral equation (4.68) with T = T∞ is
invertible in L1(R+) and ‖uT∞‖L1(R+) ≤ C∞‖g‖L1(R+) for some constant C∞.
We need to show that Tδ,M = ∞ for some δ,M > 0, so we assume for con-
tradiction that Tδ,M < ∞ for all δ,M > 0. We also have from (4.64) that
limδ→0,M→∞ Tδ,M = ∞, so we will consider δ,M with Tδ,M > T∞ and δ suffi-
ciently small so that (4.61) with t = Tδ,M holds. From the invertibility of (4.68) we
have that
(4.71)
∫ Tδ,M
T∞
|u(t)| dt ≤ C∞
∫ Tδ,M−T∞
0
|g(t)| dt .
From (4.62), (4.66) the integral on the RHS of (4.71) can be estimated as
(4.72)
∫ Tδ,M−T∞
0
|g(t)| dt ≤ C1‖ξ(·, 0)− ξp(·)‖1,∞
+ C2e
−T∞/p‖vTδ,M (·)− 1(·)‖∞ ,
for some constants C1, C2 with C2 not depending on T∞. Observe now that
(4.73) ‖vTδ,M (·)− 1(·)‖∞ ≤ C3‖ξ(·, 0)− ξp(·)‖1,∞ + C4
∫ Tδ,M
T∞
|u(t)| ds ,
where C4 is independent of T∞. It follows on choosing T∞ sufficiently large that
(4.64) holds with T = Tδ,M and a constant CT determined from the constants in
(4.71)-(4.73). Evidently if M is large this constant will be strictly less than M ,
contradicting the definition of Tδ,M .
We have shown that if ε > 0 in the statement of the lemma is sufficiently
small, then the function t → ddt log I(t) is in L
1(R+) with L1 norm bounded by
C‖ξ(·, 0)− ξp(·)‖1,∞ for some constant C. To obtain the exponential decay (4.53)
we repeat the above argument using the function t→ u(t)et/q. 
We give now an alternative proof of Theorem 3.1 with δ1(·), δ2(·) given by (3.21),
(3.22).
Proof of Theorem 3.1. From (2.4) we have that
(4.74) ξ(y, t)− ξp(y) = exp
[
−
∫ t
0
ρ(s) ds
]
{ξ(y(0), 0)− ξp(y(0))}
+
{
exp
[
−
∫ t
0
ρ(s) ds
]
ξp(y(0))− e
−t/pξp(yp(0))
}
+
∫ t
0
ds
{
h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
− h(yp(s))e
−(t−s)/p
}
.
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To estimate the RHS of (4.74) we use the inequality
(4.75)∣∣∣∣exp
[
σ
∫ t
s
ρ(s′) ds′
]
− eσ(t−s)/p
∣∣∣∣ ≤ Ceσ(t−s)/p
∫ t
s
|u(s′)| ds′ , σ = ±1 , 0 < s < t ,
which holds for some constant C. From (2.3) and (4.75) with σ = 1 it follows there
is a constant C such that
(4.76) |y(s)− yp(s)| ≤ C|yp(s)|
∫ t
s
|u(s′)| ds′ , 0 < s < t .
The inequality (4.75) with σ = −1, (4.76) and (4.53) enables us to estimate the
RHS of (4.74) and its derivatives with respect to y. This yields the inequality
(3.47). 
5. The case h(·) ≡ constant
It is well known that certain scalar differential delay equations are equivalent
to a system of ordinary differential equations (see Chapter 7 of [8]). This is the
situation for (4.34), (4.35) when h(·) ≡ h∞ > 0 is a constant. In this section we
shall use this property to prove Theorem 1.2 in the case h(·) constant. We define
[I1(t), I2(t)], t > 0, by
(5.1) I1(t) =
(
I(t)
I(0)
)1/p
, I2(t) =
1
p
∫ t
0
e−(t−s)/p
(
I(s)
I(0)
)1/p
ds .
From (4.24) we have that
(5.2) z(0) = et/py + pet/p
I2(t)
I1(t)
.
Hence (2.4) implies that
(5.3) ξ(y, t) = e−t/p
1
I1(t)
ξ (I1(t)z(0), 0) + ph∞
I2(t)
I1(t)
.
It follows from (4.34) and (5.1)-(5.3) that [I1(t), I2(t)] satisfies a system of equations
dI1(t)
dt
+ α (I1(t), I2(t), t) [I1(t)− I2(t)] = β (I1(t), I2(t), t) ,(5.4)
dI2(t)
dt
=
1
p
[I1(t)− I2(t)] ,
where the functions α(I1, I2, t), β(I1, I2, t) are determined by (4.35). Thus from
(5.2), (5.3) we define
(5.5) ξ(I1, I2, y, t) = e
−t/p 1
I1
ξ
(
et/pI1y + pe
t/pI2, 0
)
+ ph∞
I2
I1
.
Then from (4.25), (4.35), we have that
(5.6) α(I1, I2, t) = −
h∞[dI(ξ(I1, I2, ·, t)), 1(·)]
pI(ξ(I1, I2, ·, t)) + [dI(ξ(I1, I2, ·, t)), Aξ(I1, I2, ·, t)]
.
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We can obtain a formula for the function β(I1, I2, t) from (4.26), (4.28), (4.35). We
define the function γ(I1, I2, y, t) by
(5.7)
γ(I1, I2, y, t) =
1
p
e−t/pξ
(
et/pI1y + pe
t/pI2, 0
)
−
(
1 +
y
p
)
I1Dξ
(
et/pI1y + pe
t/pI2, 0
)
.
Then β(I1, I2, t) is given by the formula
(5.8) β(I1, I2, t) = −
[dI(ξ(I1, I2, ·, t)), γ(I1, I2, ·, t)]
pI(ξ(I1, I2, ·, t)) + [dI(ξ(I1, I2, ·, t)), Aξ(I1, I2, ·, t)]
.
Proof of Theorem 1.2. We have from property (d) of I(·) and Lemma 2.2 that there
exist positive constants c, C such that c ≤ I1(t), I2(t) ≤ C for all t ≥ 0. Hence from
(5.7), (5.8) and the uniform lower bound for the denominator on the RHS of (5.7)
established in Theorem 1.1, there exists a constant C1 such that
(5.9) 0 ≤ β(I1(t), I2(t), t) ≤ C1e
−t/p , t ≥ 0 .
Setting J(t) = I1(t)− I2(t) we have from (5.4) that
(5.10)
dJ(t)
dt
+m(t)J(t) = g(t) , m(t) ≥
1
p
, |g(t)| ≤ C1e
−t/p .
The solution to (5.10) is given by
(5.11) J(t) = J(0) exp
[
−
∫ t
0
m(s) ds
]
+
∫ t
0
dt′ g(t′) exp
[
−
∫ t
t′
m(s) ds
]
.
We conclude from (5.10), (5.11) that
(5.12) |J(t)| ≤ |J(0)|e−t/p + C1te
−t/p .
The result follows using (5.5) from the uniform bounds on I1(·), I2(·) and (5.12). 
6. Differential Delay Equations and Volterra Integral Equations
In this section we prove some results for linear Volterra integral equations and
their corresponding DDEs. In §8 we generalize parts of the argument used in these
proofs to obtain results for the non-linear DDE (4.2). Our first consideration is the
non-translation invariant Volterra equation
(6.1) u(t) +
∫ t
0
K(t, s)u(s) ds = g(t) , t ≥ 0 .
The solution to this equation can be formally written as
(6.2) u(t) = g(t)−
∫ t
0
r(t, s)g(s) ds , t ≥ 0,
where r(·, ·) is the resolvent kernel for the Volterra equation (see Chapter 9 of [4]).
We first summarize the proof of a beautiful result of Gripenberg (Theorem 9.1 of
Chapter 9 of [4] and Theorem 5 of [3]), which illustrates a close relationship between
methods for estimating solutions of Volterra integral equations and solutions of
DDEs:
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Proposition 6.1. Assume the kernel K(·, ·) for (6.1) is continuous non-negative
and bounded, the functions t → K(t, s) are decreasing on [s,∞) for all s ≥ 0, the
function w(t) =
∫ t
0 K(t, s) ds converges as t→∞, and that
(6.3) lim
T→∞
sup
t≥0
∫ max{t−T,0}
0
K(t, s) ds < 1 .
Then
(6.4) sup
t≥0
∫ t
0
|r(t, s)| ds < ∞ .
Proof. It will be sufficient to show there exists a constant C such that for all
g ∈ L∞(R+) the solution u(·) of (6.1) satisfies ‖u‖∞ ≤ C‖g‖∞. To do this we
observe from (6.3) that there exists γ0, 0 < γ0 < 1, and T0 > 0 such that
(6.5)
∫ max{t−T0,0}
0
K(t, s) ds ≤ γ0 < 1 for all t ≥ 0 .
Suppose now that τ > 0 is such that |u(τ)| = sup0<t<τ |u(t)|. From (6.1) we have
that
(6.6) u(τ)+
∫ τ
max{τ−T0,0}
K(τ, s)u(s) ds = −
∫ max{τ−T0,0}
0
K(τ, s)u(s) ds+g(τ) .
In the case when the function u(·) does not change sign in the interval [max{τ −
T0, 0}, τ ] we can conclude from (6.6) that |u(τ)| ≤ |g(τ)|/(1 − γ0). Alternatively,
there exists τ0 in the interval [max{τ − T0, 0}, τ ] such that u(τ0) = 0. This implies
that |u(τ)| is bounded, with the bound depending only on the maximum of |g(·)|
in the interval [max{τ − T0, 0}, τ ]. To see this we differentiate (6.1) to obtain the
DDE
(6.7)
du(t)
dt
+K(t, t)u(t) +
∫ t
0
∂K(t, s)
∂t
u(s) ds = g′(t) .
Integrating (6.7) for t > τ0 with initial condition u(τ0) = 0 we obtain the identity
(6.8) u(τ) =
∫ τ
τ0
dt exp
[
−
∫ τ
t
K(s, s) ds
]{
g′(t)−
∫ t
0
∂K(t, s)
∂t
u(s) ds
}
.
We see upon integration by parts that the integral involving g′(·) on the RHS of
(6.8) is the same as
(6.9)
g(τ)− exp
[
−
∫ τ
τ0
K(s, s) ds
]
g(τ0)−
∫ τ
τ0
dt exp
[
−
∫ τ
t
K(s, s) ds
]
K(t, t)g(t) ,
which is bounded in absolute value by 3‖g(·)‖∞. The second term on the RHS of
(6.8) is bounded in absolute value by
(6.10) |u(τ)|
∫ τ
τ0
dt exp
[
−
∫ τ
t
K(s, s) ds
] ∫ t
0
∣∣∣∣∂K(t, s)∂t
∣∣∣∣ ds .
If we can show that the coefficient of |u(τ)| in (6.10) is less than 1 then (6.8) implies
that |u(τ)| is bounded by a constant times ‖g(·)‖∞. Observe now that
(6.11)
(
−
d
dt
)[∫ τ
t
K(s, s) ds+ w(t)
]
=
∫ t
0
∣∣∣∣∂K(t, s)∂t
∣∣∣∣ ds ,
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and consequently that
(6.12)
∫ τ
τ0
dt exp
[
−
∫ τ
t
K(s, s) ds− w(t)
] ∫ t
0
∣∣∣∣∂K(t, s)∂t
∣∣∣∣ ds
= exp [−w(τ)] − exp
[
−
∫ τ
τ0
K(s, s) ds− w(τ0)
]
.
It follows from (6.12) that
(6.13)
∫ τ
τ0
dt exp
[
−
∫ τ
t
K(s, s) ds
] ∫ t
0
∣∣∣∣∂K(t, s)∂t
∣∣∣∣ ds ≤
exp
[
sup
τ0<t<τ
w(t) − w(τ0)
]{
exp [w(τ0)− w(τ)] − exp
[
−
∫ τ
τ0
K(s, s) ds
]}
.
Since limt→∞ w(t) exists, the RHS of (6.13) is strictly less than 1 for τ sufficiently
large. 
Remark 3. In the translation invariant case K(t, s) = K(t − s), Proposition 6.1
implies that r(t, s) = r(t − s) and the function r(·) is integrable on R+. This is
the result for Volterra equations which we used in §3, §4 to prove local asymptotic
stability of solutions to (1.1).
Next we consider a class of linear DDEs of the form
(6.14)
dI(t)
dt
+ a(t)I(t) +
∫ t
0
k(t, s)[I(t)− I(s)] ds = f(t) , t > 0 .
Setting u(t) = dI(t)/dt, t ≥ 0, we see from (6.14) that u(·) satisfies the Volterra
equation (6.1) with kernel K and g given by
(6.15) K(t, s) = a(t) +
∫ s
0
k(t, s′) ds′ , g(t) = f(t)− a(t)I(0) .
The DDE (4.8) is of the form (6.14) with the functions a(·), k(·, ·) given by
(6.16) a(t) = K(t) , k(t, s) = −K ′(t− s) .
Then (6.15) gives K(t, s) = K(t − s). In this case we may conclude the following
from the translation invariant results of Chapter II of [4], or Proposition 6.1 applied
to the translation invariant situation: When the function f(·) on the RHS of (6.14)
is integrable and the function t → K(t) is non-negative decreasing and integrable
then u(·) is also integrable. In particular, I(t) converges as t→∞.
We shall obtain conditions on the functions a(·), k(·, ·), in the non-translation
invariant case, for the existence of limt→∞ I(t) when f(·) is integrable. Our methods
resemble those of Yorke [10] (see also Chapter 5, section 5 of [5]), which are used
to prove asymptotic stability of solutions to a non-linear DDE. In the translation
invariant case one has limt→∞ I(t) = 0 when a(·) ≡ a > 0 and k(t, s) = k(t− s) is
non-negative and integrable (see [1] for this and related results).
Lemma 6.1. Assume the function k(·, ·) of (6.14) is non-negative, the functions
s→ k(t, s), 0 < s < t, are integrable for all t > 0, and
(6.17) sup
s>0
∫ ∞
s
k(t, s) dt < ∞ .
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Assume further that the function a−(·) = −min[a(·), 0] is in L1(R+). Then if
f(·) ∈ L1(R+) the solution I(·) of (6.14) with initial condition I(0) is bounded and
‖I(·)‖∞ ≤ C1|I(0)|+ C2‖f(·)‖L1(R+) for some constants C1, C2.
Proof. We define the function Imax(t) = sup0<s<t I(s) and set T
+
0 = sup{t > 0 :
I(s) ≤ 0, 0 ≤ s ≤ t}. If T+0 = ∞ then I(·) is non-positive. We consider the
situation T+0 < ∞, in which case I(T
+
0 ) = 0 if T
+
0 > 0. Let T > T
+
0 be such that
I(T ) = sup0<s<T I(s). Then we have that
(6.18) I(T )− I(T+0 ) =
∫
(T+
0
,T )−{T+
0
<t<T :Imax(t)>I(t)}
dI(t)
dt
dt .
It follows from (6.14), (6.18) that
(6.19) sup
0<t<T
I(t)− I(T+0 )− sup
0<t<T
|I(t)|
∫ T
T+
0
a−(t) dt ≤
∫ T
T+
0
|f(t)| dt .
Evidently (6.19) holds for all T ≥ T+0 . We can make a similar argument to estimate
min I(·). Thus we set T−0 = sup{t > 0 : I(s) ≥ 0, 0 ≤ s ≤ t}. Similarly we have
that
(6.20) inf
0<t<T
I(t)− I(T−0 ) + sup
0<t<T
|I(t)|
∫ T
T−
0
a−(t) dt ≥ −
∫ T
T−
0
|f(t)| dt .
We conclude from (6.19), (6.20) that
(6.21) sup
0<t<T
|I(t)| ≤ |I(0)|+ sup
0<t<T
|I(t)|
∫ T
0
a−(t) dt+
∫ T
0
|f(t)| dt .
From (6.21) we obtain a bound on sup0<t<T1 |I(t)| for any T1 satisfying
∫ T1
0
a−(t) dt <
1. We can extend the bound on I(t) beyond t ≤ T1 by rewriting the integral in
(6.14) as an integral over the interval (T1, t) instead of (0, t), and replacing a(·), f(·)
by a1(·), f1(·), where
(6.22) a1(t) = a(t) +
∫ T1
0
k(t, s) ds, f1(t) = f(t) +
∫ T1
0
k(t, s)I(s) ds .
Since k(·, ·) is non-negative one has a−1 (·) ≤ a
−(·). Furthermore, it follows from
(6.17) that f1(·) is integrable. Hence by repeating the previous argument, we obtain
a bound on sup0<t<T2 |I(t)| for any T2 satisfying
∫ T2
0 a
−(t) dt < 2. On continuing
this process, we obtain an increasing sequence of times T1, T2, ... where we require∫ Tn
0 a
−(t) dt < n, n = 1, 2, ... Evidently since a−(·) is integrable we can choose
Tn =∞ for some finite n, whence we obtain an upper bound on supt>0 |I(t)|. 
Proposition 6.2. Assume that k(·, ·) of (6.14) satisfies the conditions of Lemma
6.1, the function b(t) =
∫ t
0 k(t, s) ds, t ≥ 0, is bounded, and in addition that
(6.23) lim
γ→∞
sup
T>0
∫ max{T−γ,0}
0
ds
∫ ∞
T
k(t, s) dt = 0 .
Assume further that the function a(·) is integrable on R+. Then the solution I(·)
of (6.14) converges at large time i.e. limt→∞ I(t) = I∞.
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Proof. We first assume that for any ε, γ > 0, τ > γ, there exists Tε,γ,τ > τ such
that |I(t)− I(s)| < ε for t, s ∈ [Tε,γ,τ − γ, Tε,γ,τ ]. Then we can argue as in Lemma
6.1 to conclude the result. Thus for t > Tε,γ,τ we set Imax(t) = supTε,γ,τ<s<t I(s)
and consider T > Tε,γ,τ such that I(T ) = Imax(T ). Integration of (6.14), using the
identity (6.18), yields the inequality
(6.24) I(T )− I(Tε,γ,τ) ≤
∫ ∞
Tε,γ,τ
|f(t)|+ |a(t)|‖I‖∞ dt
+
∫ T
Tε,γ,τ
dt
{
ε
∫ Tε,γ,τ
Tε,γ,τ−γ
k(t, s) ds+ 2‖I(·)‖∞
∫ Tε,γ,τ−γ
0
k(t, s) ds
}
.
We have now that
(6.25)
∫ T
Tε,γ,τ
dt
∫ Tε,γ,τ
Tε,γ,τ−γ
k(t, s) ds ≤ Cγ ,
where C is an upper bound for the LHS of (6.17). It follows from (6.23)-(6.25) that
for any δ > 0 there exists Tδ > 0 such that supt>Tδ [I(t)− I(Tδ)] < δ. Since we can
obtain an analogous estimate for the infimum, we conclude that limt→∞ I(t) = I∞
exists.
Alternatively, there exists ε0, γ0 > 0, τ0 > γ0 such that sups,t∈[T−γ0,T ] |I(t) −
I(s)| ≥ ε0 for all T ≥ τ0. We integrate (6.14) to obtain for 0 < T1 < T2 the formula
(6.26) I(T2) = I(T1) exp
[
−
∫ T2
T1
b(t) dt
]
+
∫ T2
T1
exp
[
−
∫ T2
t
b(s) ds
]{
f(t)− a(t)I(t) +
∫ t
0
k(t, s)I(s) ds
}
dt .
Letting I+∞ = lim supt→∞ I(t), there exists for any δ > 0, N = 1, 2, .., a time Tδ,N >
max[τ0, N ] such that I(Tδ,N ) ≥ I
+
∞ − δ and I(t) ≤ I
+
∞ + δ for Tδ,N −N ≤ t ≤ Tδ,N .
Since the oscillation of I(·) in the interval [Tδ,N − γ0, Tδ,N ] exceeds ε0, there exists
τδ,N ∈ [Tδ,N−γ0, Tδ,N ] such that I(τδ,N ) ≤ I
+
∞+δ−ε0. We set T1 = τδ,N , T2 = Tδ,N
in (6.26) and conclude that
(6.27) I+∞ − δ ≤ [I
+
∞ + δ − ε0] exp
[
−
∫ Tδ,N
τδ,N
b(t) dt
]
+
{
1− exp
[
−
∫ Tδ,N
τδ,N
b(t) dt
]}
(I+∞ + δ)
+
∫ ∞
τδ,N
|f(t)|+ ‖I(·)‖∞
{
|a(t)|+
∫ Tδ,N−N
0
k(t, s) ds
}
dt .
Using (6.23) and the boundedness of the function b(·), we obtain a contradiction
from (6.27) by choosing δ sufficiently small and N sufficiently large. 
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7. Some Optimal Control Problems
In this section we establish some key properties of the function f(t, vt(·)) defined
by (4.35), which will enable us to obtain global asymptotic stability results for
the DDE (4.34). We shall accomplish this by obtaining global properties of the
functional F (t, y, vt(·)) defined by (4.25). We have already seen from (4.33) that
the gradient of F (t, y, vt(·)) with respect to vt(·) at vt(·) ≡ 1 is non-negative modulo
exponentially small terms, provided h(·) satisfies the conditions of Lemma 3.1. We
shall prove the following global result:
Theorem 7.1. Let h : (0,∞) → R be a C2 non-negative decreasing and con-
vex function such that yh′′(y) + h′(y) ≥ 0, y > 0, and the function y → y2h′′(y)
decreases. Then the function F (t, y, vt(·)) of (4.25) has the property that the maxi-
mum of F (t, y, vt(·)) on the set 0 < vt(·) ≤ 1 occurs at vt(·) ≡ 1, and the minimum
of F (t, y, vt(·)) on the set vt(·) ≥ 1 also occurs at vt(·) ≡ 1.
Remark 4. We compare the conditions on h(·) in Theorem 7.1 to the conditions
on h(·) in Lemma 3.1. Parallel to (3.15) we have that
(7.1) h(y) = h∞ +
∫ ∞
y
k(y′)
y′
dy′ , y > 0,
where k(·) is assumed C1 non-negative decreasing. This implies h(·) is C2 non-
negative decreasing convex and satisfies yh′′(y) + h′(y) ≥ 0, y > 0. Note that (7.1)
is the p→∞ limit of (3.15). To ensure that the the function y → y2h′′(y) decreases
we require that the function k(·) also be convex.
We carry this out by obtaining the solution to some optimal control problems
[2]. Let y > 0, T ∈ R, and consider the linear dynamics
(7.2)
dx(t)
dt
= −
1
p
x(t)− v(t) , t < T, x(T ) = y,
with terminal condition x(T ) = y and controller v(·). The solution to (7.2) is
evidently given by
(7.3) x(t) = e(T−t)/py +
∫ T
t
ds e(s−t)/p v(s) .
Let g : (0,∞) → R+ be a positive decreasing function and for y > 0, t < T,
define the function
(7.4) q(x, y, t, T ) = max
0<v(·)≤1
[∫ T
t
ds g
(
x(s)
v(s)
) ∣∣∣∣∣ x(t) = x
]
,
where x(·) satisfies (7.2) and (x, t) belongs to the reachable set of the control system.
Thus q(x, y, t, T ) is defined only for x satisfying
(7.5) e(T−t)/py < x < e(T−t)/p[y + p]− p .
Letting
(7.6) q(y, v(·), t, T ) =
∫ T
t
ds g
(
x(s)
v(s)
)
,
we have that the gradient dq of q with respect to v(·) is given by
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(7.7) dq(y, v(·), t, T ; τ) = −
x(τ)
v(τ)2
g′
(
x(τ)
v(τ)
)
+∫ τ
t
ds g′
(
x(s)
v(s)
)
1
v(s)
e(τ−s)/p , t < τ < T.
Setting v(·) ≡ 1 in (7.7) then
(7.8) dq(y, 1(·), t, T ; τ) = −xp(τ)g
′(xp(τ)) +
∫ τ
t
ds g′(xp(s))e
(τ−s)/p ,
where xp(s) = e
(T−s)/p(y + p)− p. We have now that
(7.9)
∫ τ
t
ds g′(xp(s))e
(τ−s)/p =
e−(T−τ)/p
1 + y/p
∫ τ
t
ds
(
−
d
ds
)
g(xp(s))
=
g(xp(t))− g(xp(τ))
1 + xp(τ)/p
.
From (7.8), (7.9) we have then
(7.10) dq(y, 1(·), t, T ; τ) =
−xp(τ) [1 + xp(τ)/p] g
′(xp(τ)) − g(xp(τ)) + g(xp(t))
1 + xp(τ)/p
.
It follows from (7.10) that dq is non-negative at v(·) ≡ 1 provided
(7.11) x[1 + x/p]g′(x) + g(x)− g(∞) ≤ 0 for all x > 0 .
Thus we have that
(7.12) g(x) = g(∞) +
(
1
p
+
1
x
)
k(x) , where k′(·) ≤ 0, lim
x→∞
k(x) = 0 .
We have shown that if g(·) is non-negative decreasing and satisfies (7.12) then
v(·) ≡ 1 is a local maximum of the functional (7.6) on the set {0 < v(·) ≤ 1}. We
shall show under somewhat stronger conditions on g(·), corresponding to taking
p = ∞ in (7.11), that it is also a global maximum. We do this by obtaining the
solution to the Hamilton-Jacobi (HJ) equation for (7.4), which is given by
(7.13)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ sup
0<v<1
[
−v
∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 .
Proposition 7.1. Assume g(·) is continuous non-negative decreasing, and also
that the function x→ x[g(x)− g(∞)], x > 0, is decreasing. For any y > 0, t < T,
let (x, t) satisfy (7.5) and τx,t be defined by the equation
(7.14) exp
[
τx,t
p
]
= eT/p
(
1 +
y
p
)
−
x
p
et/p .
Then t < τx,t < T and the function q(x, y, t, T ) of (7.4) is given by the formula,
(7.15) q(x, y, t, T ) = [τx,t − t]g(∞) +
∫ T
τx,t
ds g(xp(s)) ds .
Proof. As a possible solution to (7.13) we consider trajectories x(·) for (7.2) starting
at x at time t < T , with (x, t) satisfying (7.5). The control is set with v = 0 until
the trajectory hits the curve xp(·), and then the control is set at v = 1, so the
trajectory continues along xp(·) until it reaches y at time T . This is a so called
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bang-bang control mechanism, which occurs quite often [2] in solutions to control
problems where the controls are confined to a bounded convex set. Let τx,t be the
time the curve x(·) reaches xp(·). We have that
(7.16) e(t−τ)/px = e(T−τ)/p(y + p)− p , τ = τx,t ,
whence τx,t is given by (7.14). The function q of (7.15) satisfies the PDE
(7.17)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ g(∞) = 0 .
To see this observe that
∂q(x, y, t, T )
∂x
= [g(∞)− g(xp(τx,t))]
∂τx,t
∂x
,(7.18)
∂q(x, y, t, T )
∂t
= [g(∞)− g(xp(τx,t))]
∂τx,t
∂t
− g(∞) .
From (7.14) we see that
(7.19)
∂τx,t
∂t
=
x
p
∂τx,t
∂x
,
whence (7.17) follows from (7.18), (7.19). Since ∂τx,t/∂x < 0 we see also that
∂q/∂x ≥ 0. We conclude from (7.17) that the function q defined by (7.15) is a
solution of the HJ equation (7.13) provided
(7.20) g
(x
v
)
− g(∞) ≤ v
∂q(x, y, t, T )
∂x
for 0 < v ≤ 1 .
To prove (7.20) we first note from (7.14) that
(7.21)
∂τx,t
∂x
= −
pet/p
eT/p(y + p)− xet/p
.
We see from (7.21) that as x approaches xp(t) then ∂τx,t/∂x approaches −1. The
condition (7.20) on xp(·) becomes then
(7.22) g
(x
v
)
− g(∞) ≤ v[g(x)− g(∞)] , x ∈ {xp(s) : s ≤ T } , 0 < v < 1.
Evidently (7.22) holds provided the function x → x[g(x) − g(∞)] is positive de-
creasing. In that case the condition (7.20) becomes
(7.23) x[g(x) − g(∞)] ≤ x
∂q(x, y, t, T )
∂x
.
We show (7.23) holds by using the maximum principle. Observe that w(x, t) =
x∂q(x, y, t, T )/∂x is a solution to the PDE
(7.24)
∂w(x, t)
∂t
−
x
p
∂w(x, t)
∂x
= 0 .
Setting u(x, t) = w(x, t) − x[g(x)− g(∞)] we have from (7.24) that
(7.25)
∂u(x, t)
∂t
−
x
p
∂u(x, t)
∂x
≤ 0 .
We have already shown that u(x, t) = 0 for x ∈ {x∞(s) : s ≤ T }. Hence by the
method of characteristics u(x, t) ≥ 0 for all (x, t) satisfying t < T and (7.5).
We have shown that the function (7.15) is a C1 solution to the HJ equation
(7.13) for the variational problem (7.4). It follows now from the usual verification
theorem method [2] that (7.15), together with its corresponding bang-bang control
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settings, solves the variational problem. Thus let x(·) be a solution to (7.2) with
controller v(·) satisfying 0 < v(·) ≤ 1. Then from (7.13) the function q(x, y, t, T )
defined by (7.15) satisfies
(7.26) q(x(t), y, t, T ) = −
∫ T
t
ds
d
ds
q(x(s), y, s, T )
= −
∫ T
t
ds
[
∂q(x(s), y, s, T )
∂t
−
∂q(x(s), y, s, T )
∂x
{
x(s)
p
+ v(s)
} ]
≥
∫ T
t
ds g
(
x(s)
v(s)
)
= q(y, v(·), t, T ) .

Remark 5. Since the function (7.15) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows from
Proposition 7.1 that the solution of the variational problem max0<v(·)≤1 q(y, v(·), t, T )
is given by v(·) ≡ 1.
Next we consider the variational problem analogous to (7.4) given by
(7.27) q(x, y, t, T ) = min
1≤v(·)<∞
[∫ T
t
ds g
(
x(s)
v(s)
) ∣∣∣∣∣ x(t) = x
]
,
where x(·) satisfies (7.2) and (x, t) belongs to the reachable set of the control system.
Thus q(x, y, t, T ) is defined only for (x, t) satisfying
(7.28) e(T−t)/p[y + p]− p < x < ∞ .
The Hamilton-Jacobi (HJ) equation for (7.27) is given by
(7.29)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ inf
1<v<∞
[
−v
∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 .
Note that there are important differences between the HJ equations (7.13) and
(7.29). We can write both of them in the form
(7.30)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+G
(
x,
∂q(x, y, t, T )
∂x
)
= 0,
for some function G(x, ξ). In the case of (7.13) the function G(x, ξ) is convex in ξ,
whereas it is concave in ξ for (7.29).
There are also important differences in the optimal control settings for the vari-
ational problems (7.4) and (7.27). We have shown in Proposition 7.1 that the
optimum for (7.4) is given by bang-bang control. For (7.27) this is not the case.
To see why we consider the function G(x, ξ, v) defined by
(7.31) G(x, ξ, v) = −vξ + g
(x
v
)
.
We assume the function v → G(x, ξ, v) is convex, which is the case provided the
function z → −z2g′(z) decreases. The maximum of G(x, ξ, v) on the interval 0 <
v < 1 is attained at either v = 0 or v = 1, whence we expect the optimal control
setting to be bang-bang in the case of (7.4). The minimum of G(x, ξ, v) on the
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interval 1 < v < ∞ is attained at v = 1 if ξ ≤ −xg′(x). If ξ > −xg′(x) then the
minimizer of minv≥1G(x, ξ, v) is the solution to the equation
(7.32) − ξ −
x
v2
g′
(x
v
)
= 0 , whence −
x2
v2
g′
(x
v
)
= xξ = ζ .
A solution to (7.32) exists for all ξ > −xg′(x) provided limz→0 z
2g′(z) = −∞. From
(7.32) it follows that the minimizing v = vmin(x, ξ) = xh(ζ) for some function h(·).
The corresponding HJ equation has therefore the form
(7.33)
∂q(x, y, t, T )
∂t
+H
(
x
∂q(x, y, t, T )
∂x
)
= 0 ,
where
(7.34) H(ζ) = −
ζ
p
− ζh(ζ) + g
(
1
h(ζ)
)
.
Note that ζ = x∂q(x, y, t, T )/∂x is constant along characteristics for the HJ equa-
tion (7.33), whence it follows from (7.32) that v(·)/x(·) is also constant along char-
acteristics.
The considerations of the previous paragraph lead us to propose a solution to
(7.29). For s < t < T let xp(s, t) be the solution to the terminal value problem
(7.35)
dxp(s, t)
ds
= −
[
1
p
+
1
xp(t)
]
xp(s, t) , s < t < T, xp(t, t) = xp(t) .
Setting x(s) = xp(s, t)− xp(s), we see from (7.2) with v(·) ≡ 1 and (7.35) that
(7.36)
dx(s)
ds
= −
[
1
p
+
1
xp(t)
]
x(s)−
1
xp(t)
[xp(s)− xp(t)] , s < t < T, x(t) = 0 .
Since the function s→ xp(s) is decreasing, it follows from (7.36) that x(s) > 0 for
s < t. Hence the trajectory xp(s, t), s < t, lies in the reachable set (7.28) for the
variational problem (7.27). We can show similarly that the trajectories xp(·, t), t <
T , do not intersect. Thus for t1 < t2 < T let x(s) = xp(s, t2) − xp(s, t1), s < t1.
We have already seen that x(t1) > 0, and from (7.35) we also have that
(7.37)
dx(s)
ds
= −
[
1
p
+
1
xp(t1)
]
x(s)− xp(s, t2)
[
1
xp(t2)
−
1
xp(t1)
]
, s < t1 .
Since xp(t1) > xp(t2) we conclude from (7.37) that xp(s, t2) > xp(s, t1), s < t1.
Since the trajectories xp(·, t), t < T, do not entirely cover the reachable set we
complement them with a set of trajectories with terminal point y at time T . Thus
for s < T, 0 < λ < y we define yp(s, λ) as the solution to
(7.38)
dyp(s, λ)
ds
= −
[
1
p
+
1
λ
]
yp(s, λ) , s < T, yp(T, λ) = y .
If t < T and xp(t) < x < xp(t, T ) then there exists unique τ = τx,t such that
t < τ < T and xp(t, τ) = x. If x > xp(t, T ) then there exists unique λ = λx,t such
that 0 < λ < y and yp(t, λ) = x. We define now a function q(x, y, t, T ) for t < T
and (x, t) satisfying (7.28) by
(7.39)
q(x, y, t, T ) = (τx,t − t)g(xp(τx,t)) +
∫ T
τx,t
g(xp(s)) ds if xp(t) < x < xp(t, T ) ,
36 JOSEPH G. CONLON AND MICHAEL DABKOWSKI
q(x, y, t, T ) = (T − t)g(λx,t) if x > xp(t, T ) .
Proposition 7.2. Assume g(·) is C1 non-negative decreasing, and also that the
function z → −z2g′(z), z > 0, is decreasing. For any y > 0, t < T, let (x, t) satisfy
(7.28). Then the function q(x, y, t, T ) of (7.27) is given by the formula (7.39).
Proof. We first consider the case x > xp(t, T ). The partial derivatives of λx,t can
be computed by using the formula
(7.40) exp
[(
1
p
+
1
λx,t
)
(T − t)
]
y = x .
Thus we have that
(7.41)
∂λx,t
∂x
= −
λ2x,t
(T − t)x
,
∂λx,t
∂t
= −
λ2x,t
(T − t)
(
1
p
+
1
λx,t
)
.
It follows from (7.39), (7.41) that
(7.42) x
∂q(x, y, t, T )
∂x
= −g′(λx,t)λ
2
x,t ,
∂q(x, y, t, T )
∂t
= −g(λx,t)− g
′(λx,t)λ
2
x,t
(
1
p
+
1
λx,t
)
.
Hence q is a solution to the PDE
(7.43)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
− v(x, t)
∂q(x, y, t, T )
∂x
+ g
(
x
v(x, t)
)
= 0 ,
where
x
v(x, t)
= λx,t .
Note that v(x, t) > 1 since λx,t < y < x. We also have that
(7.44)
∂
∂v
[
−v
∂q(x, y, t, T )
∂x
+ g
(x
v
)]
= 0 at v = v(x, t) .
Hence, in view of the convexity requirement on g(·), we conclude that q(x, y, t, T )
satisfies the HJ equation (7.29) in the region {(x, t) : t < T, x > xp(t, T )}.
Next we consider the region {(x, t) : t < T, xp(t) < x < xp(t, T )}. In that case
we have
(7.45) exp
[(
1
p
+
1
xp(τx,t)
)
(τx,t − t)
]
xp(τx,t) = x .
Differentiating (7.45) with respect to x gives
(7.46)
∂τx,t
∂x
=
pxp(τx,t)
2
[xp(τx,t) + p](τx,t − t)x
.
Similarly we have that
(7.47)
∂τx,t
∂t
=
xp(τx,t)
(τx,t − t)
.
From (7.39), (7.46) we have that
(7.48) x
∂q(x, y, t, T )
∂x
= −(τx,t − t)g
′(xp(τx,t))
[
xp(τx,t)
p
+ 1
]
x
∂τx,t
∂x
= −xp(τx,t)
2g′(xp(τx,t)) ,
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and also from (7.47) that
(7.49)
∂q(x, y, t, T )
∂t
= −g(xp(τx,t))− (τx,t − t)g
′(xp(τx,t))
[
xp(τx,t)
p
+ 1
]
∂τx,t
∂t
= −g(xp(τx,t))− xp(τx,t)g
′(xp(τx,t))
[
xp(τx,t)
p
+ 1
]
.
It follows from (7.48), (7.49) that q is a solution to the PDE
(7.50)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
− v(x, t)
∂q(x, y, t, T )
∂x
+ g
(
x
v(x, t)
)
= 0 ,
where
x
v(x, t)
= xp(τx,t) .
Note that since x > xp(τx,t) we have v(x, t) > 1 in (7.50). Furthermore, the identity
(7.44) also holds. We therefore conclude that q is a solution to the HJ equation
(7.29). Since q is a C1 solution to the HJ equation for (x, t) in the reachable set we
can argue as in Proposition 7.1 to show that the solution to the variational problem
(7.27) is given by (7.39). 
Remark 6. Since the function (7.39) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows from
Proposition 7.2 that the solution of the variational problem min1<v(·)<∞ q(y, v(·), t, T )
is given by v(·) ≡ 1.
Let g : (0,∞)→ R+ be a non-negative decreasing function and for y > 0, t < T
define the function q(x, y, t, T ) by
(7.51) q(x, y, t, T ) = max
0≤v(·)≤1
[∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s)
∣∣∣∣∣ x(t) = x
]
,
where x(·) satisfies (7.2) and (x, t) belongs to the reachable set (7.5). Letting
(7.52) q(y, v(·), t, T ) =
∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s) ,
we have that the gradient dq of q with respect to v(·) is given by
(7.53) e(T−τ)/pdq(y, v(·), t, T ; τ) = −
x(τ)
v(τ)
g′
(
x(τ)
v(τ)
)
+ g
(
x(τ)
v(τ)
)
+
∫ τ
t
ds g′
(
x(s)
v(s)
)
, t < τ < T.
If v(·) ≡ 1 then
(7.54) e(T−τ)/pdq(y, 1(·), t, T ; τ) = −xp(τ)g
′(xp(τ))+g(xp(τ))+
∫ τ
t
ds g′(xp(s)) .
We have now that
(7.55)
∫ τ
t
ds g′(xp(s)) =
p
y + p
∫ τ
t
ds e−(T−s)/p
(
−
d
ds
)
g(xp(s))
=
1
y + p
∫ τ
t
ds e−(T−s)/pg(xp(s)) +
p
xp(t) + p
g(xp(t))−
p
xp(τ) + p
g(xp(τ)) .
Since g(·) is non-negative decreasing, it follows from (7.54), (7.55) that v(·) ≡ 1 is
a local maximum for q(y, v(·), t, T ) on the set 0 < v(·) < 1.
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The HJ equation associated with (7.51) is given by
(7.56)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ sup
0<v<1
[
−v
∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(x
v
)
v
]
= 0 .
We shall obtain the solution to the variational problem (7.51) by producing a C1
solution to the HJ equation (7.56). Just as in Proposition 7.1 our solution is given
by bang-bang control settings.
Proposition 7.3. Assume g(·) is continuous non-negative decreasing. For any
y > 0, t < T, let (x, t) satisfy (7.5) and τx,t be defined by (7.14). Then t < τx,t < T
and the function q(x, y, t, T ) of (7.51) is given by the formula,
(7.57) q(x, y, t, T ) =
∫ T
τx,t
ds g(xp(s))e
−(T−s)/p ds .
Proof. We have from (7.57) that
(7.58)
∂q(x, y, t, T )
∂x
= − exp [(T − τx,t)/p] g(xp(τx,t))
∂τx,t
∂x
,
and similarly that
(7.59)
∂q(x, y, t, T )
∂t
= − exp [(T − τx,t)/p] g(xp(τx,t))
∂τx,t
∂t
.
It follows from (7.19), (7.58), (7.59) that q is a solution to the PDE
(7.60)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
= 0 .
Since q is a solution to (7.60) we need only show that
(7.61) e−(T−t)/pg
(x
v
)
v ≤ v
∂q(x, y, t, T )
∂x
for 0 < v < 1 ,
in order to prove that q is a solution to the HJ equation (7.56). This is equivalent
to showing that
(7.62) u(x, t) =
∂q(x, y, t, T )
∂x
− e−(T−t)/pg(x) ≥ 0 .
Since ∂τx,t/∂x approaches −1 as x→ xp(t), it follows from (7.58) that u(x, t) = 0
if x = xp(t). We have now that
(7.63)
∂u(x, t)
∂t
−
x
p
∂u(x, t)
∂x
−
1
p
u(x, t) =
x
p
e−(T−t)/pg′(x) ≤ 0 .
It follows by the method of characteristics that u(x, t) ≥ 0 for all (x, t) satisfying
(7.5). Hence the function q of (7.57) is a solution to the HJ equation (7.56). Since
q is a C1 solution to the HJ equation for (x, t) in the reachable set we argue again
as in Proposition 7.1 to show that the solution to the variational problem (7.51) is
given by (7.57). 
Remark 7. Since the function (7.57) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows from
Proposition 7.3 that the solution of the variational problem max0<v(·)<1 q(y, v(·), t, T ),
with q as in (7.52), is given by v(·) ≡ 1.
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Finally we consider the variational problem analogous to (7.51) given by
(7.64) q(x, y, t, T ) = min
1≤v(·)<∞
[∫ T
t
ds g
(
x(s)
v(s)
)
e−(T−s)/pv(s)
∣∣∣∣∣ x(t) = x
]
,
where x(·) satisfies (7.2) and (x, t) belongs to the reachable set (7.28) of the control
system. The Hamilton-Jacobi (HJ) equation for (7.64) is given by
(7.65)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
+ inf
1<v<∞
[
−v
∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(x
v
)
v
]
= 0 .
The minimization problem (7.64) is trivial in the case of g(·) constant since then
the function q(y, v(·), t, T ) of (7.52) is independent of v(·). In fact if g(·) ≡ 1 we
have from (7.2) that
(7.66) q(y, v(·), t, T ) = −
∫ T
t
ds e−(T−s)/p
[
dx(s)
ds
+
x(s)
p
]
.
Evaluating the integral on the RHS of (7.66), we conclude that q(x, y, t, T ) =
e−(T−t)/px−y for (x, t) in the reachable set (7.28). Note that since ∂q(x, y, t, T )/∂x =
e−(T−t)/p, the infimum in (7.65) is now simply zero.
In order to solve the HJ equation (7.65) for more general g(·), we consider the
function
(7.67) G(x, ξ, v, t) = −vξ + e−(T−t)/pg
(x
v
)
v .
We assume the function v → G(x, ξ, v, t) is convex, which is the case provided g(·)
is convex. The minimum of G(x, ξ, v, t) on the interval 1 < v < ∞ is attained at
v = 1 if eT−t)/pξ ≤ g(x)− xg′(x). If e(T−t)/pξ > g(x)− xg′(x) then the minimizer
of minv≥1G(x, ξ, v, t) is the solution to the equation
(7.68) g
(x
v
)
−
x
v
g′
(x
v
)
= e(T−t)/pξ = ζ .
A solution to (7.68) exists for all ζ > g(x)−xg′(x) provided limz→0[g(z)−zg
′(z)] =
∞. From (7.68) it follows that the minimizing v = vmin(x, ξ) = xh(ζ) for some
function h(·). The corresponding HJ equation has therefore the form
(7.69)
∂q(x, y, t, T )
∂t
+ xe−(T−t)/pH
(
e(T−t)/p
∂q(x, y, t, T )
∂x
)
= 0 ,
where
(7.70) H(ζ) = −
ζ
p
− ζh(ζ) + g
(
1
h(ζ)
)
h(ζ) .
From the Hamiltonian equations of motion we have that ξ = ∂q(x, y, t, T )/∂x
evolves along characteristics according to the ODE
(7.71)
dξ(t)
dt
= −
∂
∂x
[
xe−(T−t)/pH
(
e(T−t)/pξ
)]
= −
[
e−(T−t)/pH
(
e(T−t)/pξ
)]
.
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Setting ζ(s) = e(T−s)/pξ(s) we have from (7.70), (7.71) that ζ(·) is a solution to
the autonomous ODE
(7.72)
dζ(s)
ds
= ζh(ζ) − g
(
1
h (ζ)
)
h (ζ) .
We can in principle construct a solution to the HJ equation (7.65) in the reachable
set (7.28) by solving (7.72). Thus at a point [xp(t), t] on the boundary of the
reachable set we set ζ at [xp(t), t] to be the solution to 1 = xp(t)h(ζ). Then we
solve (7.72) for times s < t with this value of ζ as the terminal condition. This
gives us the values of the optimal controller along the characteristic, and so we can
construct the characteristic by solving (7.2) for times s < t with terminal condition
xp(t).
We assume now that the function g(·) is non-negative decreasing and convex.
This implies for non-degenerate g(·) that (7.68) can be solved uniquely to determine
h(ζ). In order to implement our strategy for constructing a solution to the HJ
equation (7.65) we need to make some extra assumptions on g(·). To see what
these are let the function s → ζ(s, t), s < t be a solution to (7.72) with terminal
condition xp(t)h(ζ(t, t)) = 1. The corresponding characteristic equation (7.2) is
then given by
(7.73)
dx(s)
ds
= −
x(s)
p
− x(s)h(ζ(s, t)) .
We need to have that x(s)h(ζ(s, t)) > 1 for s < t in order that the optimal controller
v > 1 along the characteristic. We have that
(7.74)
d
ds
[x(s)h(ζ(s, t))] =
− x(s)h(ζ(s, t))
{
1
p
+ h(ζ(s, t)) − h′(ζ(s, t))
[
ζ(s, t)− g
(
1
h (ζ(s, t))
)]}
.
We obtain an expression for h′(ζ) by observing from (7.68) that h(·) is a solution
to the equation
(7.75) g
(
1
h(ζ)
)
−
1
h(ζ)
g′
(
1
h(ζ)
)
= ζ .
On differentiating (7.75) we obtain the relation
(7.76)
h′(ζ)
h(ζ)3
g′′
(
1
h(ζ)
)
= 1 .
It follows from (7.75), (7.76) that the RHS of (7.74) is negative provided zg′′(z) +
g′(z) > 0, z > 0. Hence we impose the extra assumption on g(·) that the non-
negative function z → −zg′(z) is decreasing.
In order to evaluate the function q(x, y, t, T ) of (7.64) we just need to know
the values z(s) = x(s)/v(s) = 1/h(ζ(s)), s < t, along the characteristics in the
reachable set (7.28) which terminate on the curve xp(·). It follows from (7.72),
(7.75), (7.76) that z(s) is a solution to the ODE
(7.77)
dz(s)
ds
=
g′(z(s))
z(s)g′′(z(s))
.
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Observing that
(7.78) −
∫ z z′g′′(z′)
g′(z′)
dz′ = F (z) + constant ,
where the function F (·) is given by
(7.79) F (z) = −z log[−g′(z)] +
∫ z
z0
log[−g′(z′)] dz′ for any z0 > 0 ,
we see that the solution to (7.77) satisfies F (z(s)) = constant− s. This enables us
to obtain z(s) just under the assumption that g(·) is C1.
Lemma 7.1. Assume the function g : R+ → R+ is C1, nonnegative decreasing,
and that the function z → −zg′(z) is also decreasing. Then g(·) is convex. Define
z∞ = sup{z > 0 : g
′(z) < 0}. Then F (·) is strictly increasing in the interval
0 < z < z∞, and F (z2) − F (z1) ≥ z2 − z1 for 0 < z1 < z2 < z∞. In addition one
has limz→z∞ F (z) =∞.
Proof. To see that g(·) is convex we show the function z → g′(z) is increasing. Thus
we have
(7.80) z1[g
′(z2)− g
′(z1)] ≥ z2g
′(z2)− z1g
′(z1) ≥ 0 , for 0 < z1 < z2 .
We also have that
(7.81)
F (z2)− F (z1) = z1 log[−z1g
′(z1)]− z2 log[−z2g
′(z2)] +
∫ z2
z1
log[−z′g′(z′)] dz′
− z1 log z1 + z2 log z2 −
∫ z2
z1
log z′ dz′ =
z1 log[−z1g
′(z1)]− z2 log[−z2g
′(z2)] +
∫ z2
z1
log[−z′g′(z′)] dz′ + (z2 − z1)
≥ z1 log[−z1g
′(z1)]− z2 log[−z2g
′(z2)] + (z2 − z1) log[−z2g
′(z2)] + (z2 − z1)
= z1{log[−z1g
′(z1)]− log[−z2g
′(z2)]} + (z2 − z1) ≥ z2 − z1 .
Evidently (7.81) implies that limz→z∞ F (z) = ∞ if z∞ = ∞. To show that
limz→z∞ F (z) = ∞ when z∞ < ∞, it will be sufficient to prove that for an in-
creasing function h : (0, z∞) → R such that limz→z∞ h(z) = ∞, then one also has
that
(7.82) lim
z→z∞
[
αh(z)−
∫ z
z0
h(z′) dz′
]
= ∞ for any α > 0 .
Once (7.82) has been established, we just set h(z) = − log[−zg′(z)] to conclude
that limz→z∞ F (z) =∞. To see (7.82) we note that the LHS of (7.82) is bounded
below by C + αh(z)/2 for some constant C, whence (7.82) follows. 
We are now in a position to construct the solution to the HJ equation (7.65)
under the assumption that g(·) satisfies the conditions of Lemma 7.1. For 0 <
λ < λ∞ = min[z∞, y] and s < T we define zp(s, λ) as the unique solution to the
equation F (zp(s, λ)) = F (λ) +T − s. Corresponding to the function zp are a set of
characteristics yp(s, λ) defined as solutions to
(7.83)
dyp(s, λ)
ds
= −
[
1
p
+
1
zp(s, λ)
]
yp(s, λ) , s < T, yp(T, λ) = y .
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We define the function q(x, y, t, T ) in the region {(x, t) : t < T, x > yp(t, λ∞)} by
(7.84)
q(x, y, t, T ) =
∫ T
t
g(zp(s, λx,t))
zp(s, λx,t)
yp(s, λx,t)e
−(T−s)/p ds , where yp(t, λx,t) = x .
Next let T∞ = T if z∞ < y, and otherwise if z∞ < ∞ the unique solution to the
equation xp(T∞) = z∞. For z∞ <∞ and (x, t) in the set
(7.85) t < T∞ ≤ T, xp(t) < x < exp
[{
1
p
+
1
z∞
}
(T∞ − t)
]
max[z∞, y] ,
we define q(x, y, t, T ) by
(7.86) q(x, y, t, T ) =
∫ T
T∞
g(xp(s))e
−(T−s)/p ds
+ g(z∞)
[
e−(T−t)/px− y − p
{
1− e−(T−T∞)/p
}]
.
If z∞ ≤ y then (7.84) and (7.86) define q(x, y, t, T ) for all (x, t) in the reachable
set (7.28). If z∞ > y then T∞ < T and the subset of the reachable set defined
by {(x, t) : T∞ < t < T, xp(t) < x < yp(t, y)} lies between the two previously
defined regions of the reachable set. For T∞ < t < T, s < t, we define the
function z˜p(s, t) as the unique solution to the equation F (z˜p(s, t)) = F (xp(t))+t−s.
Corresponding to the function z˜p are a set of characteristics xp(s, t) defined as
solutions to
(7.87)
dxp(s, t)
ds
= −
[
1
p
+
1
z˜p(s, t)
]
xp(s, t) , s < t, xp(t, t) = xp(t) .
For any (x, t) satisfying T∞ < t < T, xp(t) < x < yp(t, y), let τx,t be the unique
solution to the equation xp(t, τx,t) = x. We define the function q(x, y, t, T ) by
(7.88) q(x, y, t, T ) =
∫ τx,t
t
g(z˜p(s, τx,t))
z˜p(s, τx,t)
xp(s, τx,t)e
−(T−s)/p ds
+
∫ T
τx,t
g(xp(s))e
−(T−s)/p ds .
In order to show that q is well defined by the formulas (7.84), (7.86), (7.88) we
need to prove that the trajectories yp(·, ·), xp(·, ·) lie in the reachable set (7.28) and
do not intersect.
Lemma 7.2. Assume g(·) satisfies the conditions of Lemma 7.1. Then the trajec-
tories yp(s, λ), s < T, λ < λ∞, defined by (7.83) lie in the reachable set (7.28)
and do not intersect. If T∞ < T then the trajectories xp(s, t), s < t, T∞ < t < T,
defined by (7.87) also lie in the reachable set (7.28) and do not intersect.
Proof. In view of the monotonicity of the function F (·) defined by (7.79), it is clear
from (7.83) that the trajectories yp(·, λ), 0 < λ < λ∞, do not intersect. To prove
that yp(·, λ) lies in the reachable set we set x(s) = yp(s, λ)−xp(s) and observe that
x(·) satisfies the equation
(7.89)
dx(s)
ds
= −
[
1
p
+
1
zp(s, λ)
]
x(s)−
xp(s)
zp(s, λ)
+ 1 , s < T, x(T ) = 0 .
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Hence the function x(·) is non-negative provided zp(s, λ) < xp(s), s < T . This
follows from Lemma 7.1 since
(7.90) zp(s2, λ)− zp(s1, λ) ≤ F (zp(s2, λ)) − F (zp(s1, λ))
= s1 − s2 < xp(s2)− xp(s1) , s2 < s1 < T .
We can similarly see that the solution xp(·, t) to (7.87) lies in the reachable set
since z˜p(s, t) < xp(s), s < t. To see that the trajectories xp(·, t), T∞ < t < T,
do not intersect we consider for T∞ < t1 < t2 < T the function x(s) = xp(s, t2) −
xp(s, t1), s < t1. From (7.87) it follows that x(·) is a solution to the equation
(7.91)
dx(s)
ds
= −
[
1
p
+
1
z˜p(s, t1)
]
x(s)−
[
1
z˜p(s, t2)
−
1
z˜p(s, t1)
]
xp(s, t2) .
Since the trajectory xp(·, t2) is in the reachable set we have that x(t1) > 0. We
also have that z˜p(t1, t2) < xp(t1) = z˜p(t1, t1), whence by the monotonicity of F (·)
it follows that z˜p(s, t2) < z˜p(s, t1), s < t1. We conclude then from (7.91) that
x(s) > 0, s < t1. 
Proposition 7.4. Assume g(·) satisfies the conditions of Lemma 7.1, and in addi-
tion that g(·) is C2 on the interval (0, z∞). For any y > 0, t < T let (x, t) satisfy
(7.28). Then the function q(x, y, t, T ) of (7.64) is given by one of the formulae
(7.84), (7.86), (7.88).
Proof. We show that the function q(x, y, t, T ) defined by (7.84), (7.86), (7.88) is a C1
solution to the HJ equation (7.65). First we consider (x, t) in the region (7.85) where
q(x, y, t, T ) is defined by (7.86). Evidently ∂q(x, y, t, T )/∂x = g(z∞)e
−(T−t)/p and
q(x, y, t, T ) is a solution to the PDE (7.60). Since infx>0 g(x) = g(z∞) and x > z∞,
it follows that the infimum in (7.65) is zero. Hence q(x, y, t, T ) is a solution to the
PDE (7.65) for (x, t) in the region (7.85).
Next we consider the formula (7.84) for q(x, y, t, T ). In order to obtain formulas
for the derivatives of q we first need formulas for the derivatives of zp(s, λ) and
yp(s, λ) with respect to λ. Since the function z → −zg
′(z) is decreasing and g(·) is
C2 we have that zg′′(z) + g′(z) ≥ 0. This implies that g′′(z) > 0 for 0 < z < z∞.
From (7.79) and the definition of zp(s, λ) we have that
(7.92)
zp(s, λ)g
′′(zp(s, λ))
g′(zp(s, λ))
∂zp(s, λ)
∂λ
=
λg′′(λ)
g′(λ)
.
Hence zp(·, ·) is C
1 and the function λ → ∂zp(s, λ)/∂λ is positive for s < T, 0 <
λ < λ∞. From (7.83), (7.84) we have that
(7.93) exp
[∫ T
t
{
1
p
+
1
zp(s, λx,t)
}
ds
]
y = x .
In view of the positivity of the function (s, λ)→ ∂zp(s, λ)/∂λ, it follows from (7.93)
that the function (x, t)→ λx,t is C
1 and
(7.94)
∂λx,t
∂t
=
[
x
p
+
x
zp(t, λx,t)
]
∂λx,t
∂x
.
Hence the function (x, t) → q(x, y, t, T ) of (7.84) is C1. Furthermore, on differ-
entiating (7.84) with respect to x and t and using (7.94) we conclude that q is a
solution to the PDE
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(7.95)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
− v(x, t)
∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(
x
v(x, t)
)
v(x, t) = 0 , where
x
v(x, t)
= zp(t, λx,t) .
From (7.95) we see that in order to prove q(x, y, t, T ) is a solution to the HJ
equation (7.65) it is sufficient to show that v(x, t) of (7.95) satisfies
(7.96)
v(x, t) > 1, g(zp(t, λx,t)) − zp(t, λx,t)g
′(zp(t, λx,t)) = e
(T−t)/p ∂q(x, y, t, T )
∂x
.
Note that the identity in (7.96) is the same as (7.68). To show that v(x, t) > 1 we
proceed as in (7.74). Thus we have from the definition of zp(s, λ) and (7.83) that
(7.97)
d
ds
[
yp(s, λ)
zp(s, λ)
]
= −
yp(s, λ)
zp(s, λ)
[
1
p
+
1
zp(s, λ)
+
g′(zp(s, λ))
zp(s, λ)2g′′(zp(s, λ))
]
.
Since zg′′(z)+g′(z) ≥ 0 the RHS of (7.97) is negative and yp(T, λ)/zp(T, λ) = y/λ ≥
y/λ∞ ≥ 1. Setting λ = λx,t we conclude that v(x, t) = yp(t, λx.t)/zp(t, λx,t) > 1.
To establish the identity of (7.96) we define a function V (·, ·) by
(7.98) V (t, λ) =
∂
∂λ
q(yp(t, λ), y, t, T )− ξ(t, λ)
∂yp(t, λ)
∂λ
, t < T, 0 < λ < λ∞ ,
where q is given by (7.84) and
(7.99) ξ(t, λ) = e−(T−t)/p [g(zp(t, λ))− zp(t, λ)g
′(zp(t, λ))] .
Evidently V (T, ·) ≡ 0. We also have that
(7.100)
∂V (t, λ)
∂t
= −
∂
∂λ
[
g(zp(t, λ))
zp(t, λ)
yp(t, λ)e
−(T−t)/p
]
−
∂ξ(t, λ)
∂t
∂yp(t, λ)
∂λ
+ ξ(t, λ)
∂
∂λ
[{
1
p
+
1
zp(t, λ)
}
yp(t, λ)
]
,
where we have used (7.83). The RHS of (7.100) can be written as A(t, λ)yp(t, λ) +
B(t, λ)∂yp(t, λ)/∂λ. It is evident that A(·, ·) ≡ 0. Using the formula (7.77) for
∂zp(t, λ)/∂t and (7.99) we can also see that B(·, ·) ≡ 0. Hence V (·, ·) ≡ 0 and so
the identity of (7.96) holds.
Finally we consider the formula (7.88) for q(x, y, t, T ). Similarly to (7.93) we
have from (7.87) that
(7.101) exp
[∫ τx,t
t
{
1
p
+
1
z˜p(s, τx,t)
}
ds
]
xp(τx,t) = x .
On differentiating (7.101) with respect to x, t we see that the function (x, t)→ τx,t
is C1 provided the function (s, τ) → ∂z˜p(s, τ)/∂τ is negative. To see this we
differentiate the equation F (z˜p(s, τ)) = F (xp(τ)) + τ − s with respect to τ to
obtain the identity
(7.102) F ′(z˜p(s, τ))
∂z˜p(s, τ))
∂τ
= F ′(xp(τ))
dxp(τ))
dτ
+ 1 .
From Lemma 7.1 we have that F ′(·) ≥ 1 and from (7.2) that x′p(τ) < −1, whence
the RHS of (7.102) is strictly negative. It follows easily now on differentiation of
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(7.101) that
(7.103)
∂τx,t
∂t
=
[
x
p
+
x
z˜p(t, τx,t)
]
∂τx,t
∂x
.
Since the function (x, t)→ τx,t is C
1, it follows that the function (x, t)→ q(x, y, t, T )
of (7.88) is C1. Furthermore, on differentiating (7.88) with respect to x and t and
using (7.103) we conclude that q is a solution to the PDE
(7.104)
∂q(x, y, t, T )
∂t
−
x
p
∂q(x, y, t, T )
∂x
− v(x, t)
∂q(x, y, t, T )
∂x
+ e−(T−t)/pg
(
x
v(x, t)
)
v(x, t) = 0 , where
x
v(x, t)
= z˜p(t, τx,t) .
From (7.104) we see that in order to prove q(x, y, t, T ) is a solution to the HJ
equation (7.65) it is sufficient to show that v(x, t) of (7.104) satisfies
(7.105)
v(x, t) > 1, g(z˜p(t, τx,t))− z˜p(t, τx,t)g
′(z˜p(t, τx,t)) = e
(T−t)/p ∂q(x, y, t, T )
∂x
.
We can establish (7.105) by arguing as before, replacing yp(s, λ) by xp(s, τ) and
zp(s, λ) by z˜p(s, τ) in (7.97)-(7.100). Hence the function q(x, y, t, T ) is a C
1 solution
to the HJ equation (7.65). The fact that it is also C1 across the boundaries of the
various regions follows from (7.96), (7.105). 
Remark 8. Let q(y, v(·), t, T ) be defined by (7.52). Since the function defined by the
formulae (7.84), (7.86), (7.88) satisfies ∂q(x, y, t, T )/∂x ≥ 0, it follows from Propo-
sition 7.4 that the solution of the variational problem min1<v(·)<∞ q(y, v(·), t, T ) is
given by v(·) ≡ 1.
Proof of Theorem 7.1. We apply propositions 7.1, 7.2 with g(·) = −(1 + y/p)h′(·)
and propositions 7.3,7.4 with g(·) = p−1h(·). 
8. Global Asymptotic Stability
In this section we shall prove Theorem 1.2 by generalizing the results of §6 for the
linear DDE (6.14) to the non-linear DDE (4.2). Observe that Theorem 1.1 implies
that supt≥0 ‖ξ(·, t)‖2,∞ ≤ M for some M > 0. Hence from the properties (c),(d)
of the functional I(·), we conclude that cM ≤ I(ξ(·, t)) ≤ I(0(·)), t ≥ 0. This is
a non-linear version of the result of Lemma 6.1. Next we establish a non-linear
version of Proposition 6.2.
Proposition 8.1. Assume that h(·), ξ(·, 0) and I(·) satisfy the conditions of The-
orem 1.1, and in addition that h(·) satisfies the conditions of Theorem 7.1. Then
the initial value problem for (4.34), (4.35) with given I(0) > 0 has a unique C1
solution I(t), t ≥ 0, globally in time. Furthermore, I(t) converges as t → ∞ to
some I∞ > 0.
Proof. The global existence of a C1 solution to the DDE (4.34), (4.35) follows from
Theorem 1.1 and Lemma 4.1. Since property (d) of the functional I(·) implies that
ρ(ξ(·, t) ≥ 0, t ≥ 0, and cM ≤ I(ξ(·, t)) ≤ I(0(·)), t ≥ 0, we have that the function
G of (4.28) satisfies an inequality |G(t, y, vt(·))| ≤ C1e
−t/p, y ≥ ε0, t ≥ 0, for some
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constant C1, where ε0 > 0 is the constant occurring in property (a) of I(·). Hence
from Theorem 1.1 we conclude that the function g of (4.35) satisfies an inequality
|g(t, vt(·))| ≤ C2e
−t/p, t ≥ 0, for some constant C2.
To prove convergence of I(t) as t → ∞, we first assume that for any ε, γ >
0, τ > γ and ε < 1/2, there exists Tε,γ,τ > τ such that |I(t)/I(s) − 1| < ε for
t, s ∈ [Tε,γ,τ − γ, Tε,γ,τ ]. For t > Tε,γ,τ we set Imax(t) = supTε,γ,τ<s<t I(s) and
consider T > Tε,γ,τ such that I(T ) = Imax(T ). Using an identity similar to (6.18),
we have from (4.34) that
(8.1)
1
p
log
[
I(T )
I(Tε,γ,τ)
]
+∫
(Tε,γ,τ ,T )−{Tε,γ,τ<t<T :Imax(t)>I(t)}
f(t, vt(·)) dt ≤ C2pe
−Tε,γ,τ/p .
We can estimate the second term on the LHS of (8.1) by using Theorem 7.1. First
we write the function F of (4.25) as F = F1 + F2, where
(8.2)
F1(t, y, vt(·)) =
∫ t
Tε,γ,τ−γ
ds
{
1
p
h
(
z(s)
vt(s)
)
e−(t−s)/pvt(s)−
(
1 +
y
p
)
h′
(
z(s)
vt(s)
)}
.
It is easy to see that |F2(t, y, vt(·))| ≤ C3e
−γ/pe−(t−Tε,γ,τ )/p, y ≥ ε0, t ≥ Tε,γ,τ , for
some constant C3. Next we define the function v˜t(·) as
v˜t(s) = vt(Tε,γ,τ ), Tε,γ,τ − γ < s < Tε,γ,τ ,(8.3)
v˜t(s) = vt(s), Tε,γ,τ < s < t .
We define also the function z˜(s), Tε,γ,τ − γ < s < t, by the formula (4.24) with
v˜t(·) in place of vt(·). Defining now the function F˜1 by (8.2) with v˜t(·), z˜(·) in place
of vt(·), z(·), we have that
(8.4) F1(t, y, vt(·)) − F˜1(t, y, v˜t(·)) =
1
p
∫ Tε,γ,τ
Tε,γ,τ−γ
ds
[
h
(
z(s)
vt(s)
)
vt(s)− h
(
z˜(s)
v˜t(s)
)
v˜t(s)
]
e−(t−s)/p
−
(
1 +
y
p
)∫ Tε,γ,τ
Tε,γ,τ−γ
ds
[
h′
(
z(s)
vt(s)
)
− h′
(
z˜(s)
v˜t(s)
)]
.
It follows from (8.4) and the assumptions on the function h(·) that there is a
constant C4 such that
(8.5) |F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| ≤
C4γe
−(t−Tε,γ,τ )/p sup
Tε,γ,τ−γ<s<Tε,γ,τ
[
|vt(s)− v˜t(s)|
vt(s)
+
vt(s)
z(s)
∣∣∣∣ z(s)vt(s) −
z˜(s)
v˜t(s)
∣∣∣∣
]
,
provided y ≥ ε0. From our assumptions on I(·) in the interval [Tε,γ,τ − γ, Tε,γ,τ ],
we see that the first term in the supremum on the RHS of (8.5) is bounded above
by ε. We have also from (4.24) that |1 − z˜(s)/z(s)| < ε for s ∈ [Tε,γ,τ − γ, Tε,γ,τ ],
whence we conclude that the supremum on the RHS of (8.5) is bounded by 4ε.
To estimate the second term on the LHS of (8.1) we write f(t, vt(·)) = f1(t, vt(·))+
f2(t, vt(·)), corresponding to the decomposition F = F1 + F2. From our bound on
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F2 we see there is a constant C5 such that
(8.6)
∫ ∞
Tε,γ,τ
|f2(t, vt(·))| dt ≤ C5e
−γ/p .
Letting f˜1(t, v˜t(·)) be the function (4.35) corresponding to F˜1 in place of F , we have
from (8.5) that
(8.7)
∫ ∞
Tε,γ,τ
|f1(t, vt(·)) − f˜1(t, v˜t(·))| dt ≤ C6γε ,
for some constant C6. Observe next that by Theorem 7.1 one has F˜1(t, y, v˜t(·)) ≤
F˜1(t, y, 1(·)) for t > Tε,γ,τ such that I(t) = Imax(t), whence f˜1(t, v˜t(·)) ≥ 0. We
conclude then from (8.1), (8.6), (8.7) that
(8.8)
1
p
log
[
I(T )
I(Tε,γ,τ )
]
≤ C2pe
−τ/p + C5e
−γ/p + C6γε .
Since the constants C2, C5, C6 in (8.8) are independent of ε, γ, τ , we conclude that
for any δ > 0 there exists Tδ > 0 such that supt>Tδ [I(t)/I(Tδ)−1] < δ. Since we can
make an exactly analogous argument with the function Imin(t) = infTε,γ,τ<s<t I(s),
we conclude that limt→∞ I(t) = I∞ > 0 exists.
Alternatively there exists ε0, γ0 > 0, τ0 > γ0 such that sups,t∈[T−γ0,T ] |I(t)/I(s)−
1| ≥ ε0 for all T ≥ τ0. Letting I
+
∞ = lim supt→∞ I(t), there exists for any
δ > 0, N = 1, 2, .., a time Tδ,N > max[τ0, N ] such that I(Tδ,N) ≥ I
+
∞ − δ and
I(t) ≤ I+∞ + δ for Tδ,N − N ≤ t ≤ Tδ,N . Since the oscillation of I(·) in the in-
terval [Tδ,N − γ0, Tδ,N ] exceeds ε0, there exists τδ,N ∈ [Tδ,N − γ0, Tδ,N ] such that
I(τδ,N ) ≤ (I
+
∞+ δ)/(1+ε0). We proceed similarly to before by writing the function
F of (4.25) as F = F1+F2, where F1 is given by (8.2), but with the interval of inte-
gration now [Tδ,N −N, t] in place of [Tε,γ,τ −γ, t]. As previously, one has the bound
|F2(t, y, vt(·))| ≤ C3e
(γ0−N)/p, y ≥ ε0, t ∈ [Tδ,N−γ0, Tδ,N ]. Evidently F1(t, y, vt(·))
depends only on the values of I(s) for s ∈ [Tδ,N − N, t]. We define v˜t(s) =
I(s)/(I+∞+δ) for s ∈ [Tδ,N−N, t], and F˜1(t, y, v˜t(·)) in the same way as F1(t, y, vt(·))
but with v˜t(·) replacing vt(·). The difference F1(t, y, vt(·)) − F˜1(t, y, v˜t(·)) has the
representation (8.4), but with the interval of integration now [Tδ,N −N, t] in place
of [Tε,γ,τ − γ, Tε,γ,τ ]. Instead of (8.5) we have the estimate
(8.9) |F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| ≤
C7
∫ t
Tδ,N−N
ds e−(t−s)/p
[
|vt(s)− v˜t(s)|
vt(s)
+
vt(s)
z(s)
∣∣∣∣ z(s)vt(s) −
z˜(s)
v˜t(s)
∣∣∣∣
]
,
for some constant C7. Setting J(t) = I
+
∞+ δ− I(t), it follows from (8.9) that there
is a constant C8 such that |F1(t, y, vt(·)) − F˜1(t, y, v˜t(·))| ≤ C8J(t) for t ∈ [Tδ,N −
γ0, Tδ,N ]. We estimate the second term on the LHS of (4.34) by writing f(t, vt(·)) =
f1(t, vt(·)) + f2(t, vt(·)), corresponding to the decomposition F = F1 + F2. From
our bound on F2 we see there is a constant C9 such that |f2(t, vt(·))| ≤ C9e
−N/p
for t ∈ [Tδ,N − γ0, Tδ,N ]. Letting f˜1(t, v˜t(·)) be the function (4.35) corresponding
to F˜1 in place of F , we also have that |f1(t, vt(·)) − f˜1(t, v˜t(·))| ≤ C10J(t) for
some constant C10 if t ∈ [Tδ,N − γ0, Tδ,N ]. Furthermore, Theorem 7.1 implies that
F˜1(t, y, v˜t(·)) ≤ F˜1(t, y, 1(·)) for t ∈ [Tδ,N − γ0, Tδ,N ], whence f˜1(t, v˜t(·)) ≥ 0 if
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t ∈ [Tδ,N − γ0, Tδ,N ]. It follows now that
(8.10)
dJ(t)
dt
+ C11J(t) ≥ −C12e
−N/p − C13e
−t/p , t ∈ [Tδ,N − γ0, Tδ,N ] ,
for some positive constants C11, C12, C13. Note that in deriving (8.10) we use the
fact that the function t→ J(t) is non-negative. Integrating (8.10) over the interval
[τδ,N , Tδ,N ], we obtain the inequality
(8.11) J(Tδ,N ) ≥ e
−C11γ0J(τδ,N )− C12γ0e
−N/p − C13pe
γ0/pe−Tδ,N/p .
Observe that J(Tδ,N ) ≤ 2δ and J(τδ,N ) ≥ ε0(I
+
∞ + δ)/(1 + ε0). Since Tδ,N ≥ N ,
the inequality (8.11) yields a contradiction if δ > 0 is sufficiently small and N
sufficiently large. 
Proof of Theorem 1.2. The result follows from Theorem 3.1 once we show that for
any ε > 0 there exists Tε > 0 such that ‖ξ(·, Tε)− ξp(Tε)‖1,∞ ≤ ε. To see this first
let ξ0(·, ·) be defined as
(8.12) ξ0(y, t) =
∫ t
0
ds h(y(s)) exp
[
−
∫ t
s
ρ(s′) ds′
]
, y, t > 0 .
Note that ξ0(·, ·) is not the same as the solution to (1.1) with ξ(·, 0) ≡ 0 since
the function ρ(·) depends on the initial data. From (2.4), (4.1) and the bounds
on the function I(·) we see there is a constant C such that ‖ξ(·, t)− ξ0(·, t)‖1,∞ ≤
Ce−t/p, t ≥ 0. For any ν with 0 < ν < 1 let τν > 0 be such that |[I(s)/I(t)]
1/p−1| ≤
ν if s, t ≥ τν . We see then from (2.3) that for t > τν ,
(8.13) (1 − ν)yp(s) ≤ y(s) ≤ (1 + ν)yp(s), τν < s < t ,
where yp(·) is the solution to (2.2) corresponding to the equilibrium ρ = 1/p. For
t > τν let ξ0,ν(·, ·) be defined as in (8.12) but with the interval of integration [0, t]
replaced by the interval [τν , t]. We similarly define the functions ξ˜0(·, ·) and ξ˜0,ν(·, ·)
by replacing the function y(·) in (8.12) with yp(·) and ρ(·) with 1/p. Then there is
a constant C such that
‖ξ0,ν(·, t)− ξ0(·, t)‖1,∞ ≤ Ce
−(t−τν)/p , t > τν ,(8.14)
‖ξ˜0,ν(·, t)− ξp(t)‖1,∞ ≤ Ce
−(t−τν)/p , t > τν .
From (8.13) we also have that ‖ξ0,ν(·, t) − ξ˜0,ν(·, t)‖1,∞ ≤ Cν, t > τν , for some
constant C. Hence by choosing Cν = ε/2 and Tε > τν sufficiently large we conclude
from (8.14) that ‖ξ(·, Tε)− ξp(Tε)‖1,∞ ≤ ε. 
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