Abstract. Given a compact metric space Z with Hausdorff dimension n, let X be a metric space such that there is a distance non-increasing onto map f : Z → X. Then the Hausdorff n-volume vol (X) ≤ vol (Z). The relatively maximum volume conjecture says that if X and Z are both Alexandrov spaces and vol (X) = vol (Z), then X is isometric to a gluing space produced from Z along its boundary ∂Z and f is length preserving. We will partially verify this conjecture, and give a further classification for compact Alexandrov n-spaces with relatively maximum volume in terms of a fixed radius and space of directions. We will also give an elementary proof for a pointed version of Bishop-Gromov relative volume comparison with rigidity in Alexandrov geometry.
Introduction
Let Z be a compact metric space with Hausdorff dimension α. Consider all compact metric spaces X with Hausdorff dimension α such that there is a distance non-increasing onto map f : Z → X. We let "vol" denote the Hausdorff measure (or volume) in the top dimension. Then vol (X) ≤ vol (Z). A natural question is to determine X (in terms of Z) when vol(X) = vol(Z). We will refer this as a relatively maximum volume rigidity problem.
A possible answer to the relatively maximum volume rigidity problem is closely related to the regularity of underlying geometric and topological structures. For instance, if Z and X are closed Riemannian n-manifolds, then f is an isometry (see Corollary 0.2). On the other hand, taking any measure-zero subset S in Z (a Riemannian manifold) and identifying S with a point p ∈ S, then the projection map, Z → X = Z/(S ∼ p), is a distance non-increasing onto map, and it is hopeless to have some rigidity on Y in terms of X.
In this paper, we will study the relatively maximum volume rigidity problem in Alexandrov geometry, partly because an Alexandrov space X has a "right" geometric structure for this problem (see Conjecture 0.1 below). For instance, for p ∈ X, the gradient-exponential map, g exp p : T p X → X, becomes a distance non-increasing map, when T p X is equipped with the κ-cone metric via the cosine law on the space form S 2 κ (cf. [BGP] ). When taking Z to be a closed r-ball at the vertex (for κ > 0, r ≤ comparison holds with respect to the space form of constant curvature κ. In the rest of the paper, we will freely use basic notions on an Alexandrov space from [BGP] and [Pet2] (e.g., the space of directions, the gradient-exponential maps, (n, δ)-strained points, etc). Let Alex n (κ) denote the collection of compact Alexandrov n-spaces with curv ≥ κ.
Note that the boundary gluing will automatically yield a distance non-increasing onto (projection) map, which also preserves the volume (see Example 2.14, 2.15). We propose the following relatively maximum volume rigidity conjecture for Alexandrov spaces.
Conjecture 0.1. Let Z, X ∈ Alex n (κ), and let f : Z → X be a distance non-increasing onto map. If vol(Z) = vol(X), then X is isometric to a gluing space produced from Z along its boundary ∂Z and f is length preserving. In particular, Z is isometric to X if ∂Z = ∅ or if f is injective.
Our goal in this paper is to partially verify Conjecture 0.1, and give a classification for the boundary gluing maps in a special case (see Theorem A, Corollary 0.2 and Theorem B).
We now begin to state the main results in this paper. Throughout this paper, τ (δ) denotes a function in δ such that τ (δ) → 0 as δ → 0. Our first result verifies conjecture 0.1 for the case that f preserves non-(n, δ)-strained points up to an error τ (δ). For X ∈ Alex n (κ) and δ > 0, let X δ ⊆ X denote the set of all (n, δ)-strained points. Then a small ball centered at an (n, δ)-strained point is almost isometric to an open subset in R n ( [BGP] ).
Theorem A. Let Z, X be Alexandrov n-spaces (not necessarily complete) with curvature curv ≥ κ and vol(Z) = vol(X). Suppose that f : Z → X is a distance non-increasing onto map such that for any δ > 0, f −1 (X δ ) ⊆ Z τ (δ) . Then f is an isometry.
A point z in Z is called regular, if the space of directions Σ x is isometric to a unit sphere. Clearly, the space Z with all points regular is a topological manifold but Z may not be isometric to any Riemannian manifold (e.g., the doubling of two flat disks). Theorem A includes the following case:
Corollary 0.2. Let Z, X ∈ Alex n (κ) with vol(Z) = vol(X) and all points in Z are regular (e.g Z is a Riemannian manifold). If f : Z → X is a distance non-increasing onto map, then f is an isometry.
In Alexandrov geometry, perhaps the most natural distance non-increasing onto map is the gradient-exponential map g exp p : C κ (Σ p ) → X, p ∈ X ∈ Alex n (κ), where C κ (Σ p ) denotes the tangent cone T p X equipped with a κ-cone metric via the cosine law in S 2 κ ( [BGP] ). Since g exp p is distance non-increasing and preserves any r-ball, one immediately gets the pointed version of Bishop type volume comparison:
vol(B R (p)) ≤ vol(C R κ (Σ p )), where C R κ (Σ p ) denotes the open R-ball in C κ (Σ p ) at the vertexõ. We will show that when the equality holds, g exp p will satisfy the conditions in Theorem A (Lemma 2.4, Lemma 2.5) and thus open ball C R κ (Σ p ) is isometric to B R (p) with respect to intrinsic metrics (see Theorem 2.1). As an important case for Conjecture 0.1, one leads to classify Alexandrov spaces with relatively maximum volume: given any κ, R > 0 and Σ ∈ Alex n−1 (1), let A R κ (Σ) denote the collection of Alexandrov n-spaces X ∋ p satisfying curv ≥ κ, X =B R (p), Σ p = Σ.
Then vol(X) ≤ vol(C R κ (Σ)) = v(Σ, κ, R). When vol(X) = v(Σ, κ, R), we say that X has the relatively maximum volume.
Theorem B (Relatively maximum volume rigidity). Let
for κ > 0, where φ : Σ × {R} → Σ × {R} is an isometric involution (which can be trivial). Conversely, given any isometric involution φ on Σ,C R κ (Σ)/x ∼ φ(x) ∈ A R κ (Σ) and has the relatively maximum volume.
Theorem B verifies Conjecture 0.1 for the case f = g exp p : Z =C R κ (Σ p ) → X, together with a further classification for the boundary identification. Note that Theorem B implies that if k > 0 and
For the case that X is a limit of Riemannian manifolds, a classification was given in [GP] . A general classification is more complicated, and we wish to discuss it elsewhere.
As mentioned earlier, Theorem B extends the radius-volume rigidity theorem in [GP] , which are stated below.
) is either the antipital map, or a reflection by a totally geodesic hypersurface. Moreover, M i is homeomorphic to an n-sphere or a real projective n-space.
. By now Theorem B implies the rigidity part of Theorem 0.3 (a generalization of the homeomorphic rigidity in Theorem 0.3 will be given in Theorem C). Theorem B also implies the following extension of Theorem 0.3 by S. Shteingold.
× {r}, where φ is the reflection on a ℓ-dimensional totally geodesic subsphere, 1 ≤ ℓ ≤ n (φ is trivial for ℓ = n.)
A further problem concerning Theorem B is to determine the homeomorphic type of X. We have solved this problem for X being a topological manifold (see Theorem 0.3).
Theorem C. Given Σ ∈ Alex n−1 (1), κ and R > 0, there is a constant ǫ = ǫ(Σ, κ, R) > 0 such that if X ∈ A R κ (Σ) with vol(X) > v(Σ, κ, R) − ǫ and X is a closed topological manifold, then X is homeomorphic to S n 1 or a real projective space RP n . Note that Σ in Theorem C is not necessarily a topological manifold; for instance, X = C 1 (C 1 (N )), the twice spherical suspensions over a Poincaré sphere N , satisfies Theorem C but Σ = C 1 (N ) is not a topological manifold. However, X is homeomorphic to a 5-sphere (cf. [Ka1] ).
In the proof of Theorem B, we establish a pointed version of Bishop volume comparison with rigidity (Theorem 2.1). In general, we will prove the following pointed version of Bishop-Gromov relative volume comparison with rigidity.
For p ∈ X ∈ Alex n (κ), let A r R (p) denote the annulus {x ∈ X : r < |px| < R}, 0 ≤ r < R, and let A r R (Σ p ) denote the corresponding annulus in C κ (Σ p ).
Theorem D (Pointed Bishop-Gromov relative volume comparison). Let X ∈ Alex n (κ). Then for any p ∈ X and R 3 > R 2 > R 1 ≥ 0,
If any of the above inequalities becomes equal, then the open ball B R 3 (p) is isometric to C R 3 κ (Σ p ) with respect to intrinsic metrics.
Remark 0.5. The Riemannian version of Bishop-Gromov relative comparison for Alexandrov spaces (i.e., the model space is S n κ ) was stated in [BGP] (cf. [BBI] ). A notable difference between Theorem D and the Riemannian version is in the rigidity part: the later is the absolute maximum volume rigidity and its model space is unique, while the former may be viewed as the relatively maximum volume rigidity (relatively to Σ p ), whose model spaces are of infinitely many possibilities. Moreover, the proof of Theorem D is considerably difficult; for instance, a dimension-inductive argument (which works in the Riemannian version) does not work.
Remark 0.6. By Lemma 2.1 in [LR] , we see that
) and thus the monotonicity part of Theorem D coincides with that in the Riemannian version. We point out that our proof of the volume ratio monotonicity in Theorem D is different from one suggested by [BGP] ; we take an elementary (calculus) approach via finding a (unconventional) partition suitable for triangle comparison arguments while a proof in [BBI] relies on a co-area formula for Alexandrov spaces.
We now give some indication on our approach to Theorem A and Theorem B. In the proof of Theorem A, we shall show that f is a homeomorphism and f preserves the length of curves. Based on basic properties of an Alexandrov space (not necessarily complete), any curve c in X can be approximated by piecewise geodesics c i in
Thus, it suffices to show that when restricting to f −1 (X δ ) and X δ respectively, f is injective and f −1 preserves the length of any geodesic up to an error τ (δ) → 0 as δ → 0 respectively. We derive this with a volume formula for a tube-like ǫ-balls in X δ which can be treated as a replacement of the volume formula of a thin tube around a curve. The proof of the volume formula is a based on the fact that a small ball at an (n, δ)-strained point can be almost isometrically embedded into R n (see [BGP] ).
Our approach to Theorem B consists of two steps: first, establishing the open ball rigidity: the gradient-exponential map g exp p : C R κ (Σ p ) → B R (p) ⊂ X is an isometry with respect to the intrinsic distance. We achieve this by showing that g exp p satisfies the condition in Theorem A (see Lemma 2.4 and Lemma 2.5). Consequently, X =C R κ (Σ p )/ ∼, where ∼ is a relation on Σ p × {R}:x ∼ỹ if and only if g exp p (x) = g exp p (ỹ). Observe that ifx =ỹ ∈ Σ p × {R} withx ∼ỹ, then the g exp p -images of the two geodesics [õx ] and [õỹ ] together form a local geodesic at g exp px = g exp pỹ . Because a geodesic does not bifurcate, any equivalent class contains at most two points and thus we obtain an involution φ :
The main difficulty is to show that φ is an isometry. Our main technical lemma is to show that φ is almost 1-bi-Lipschitz up to a uniform error:
|φ(x)φ(ỹ)| |xỹ| − 1 ≤ 20|xỹ| for |xỹ| small (see Lemma 2.12). This implies that φ is continuous and preserves the length of a path, and thus φ is distance non-increasing. Consequently, φ is an isometry since φ is an involution. Note that without the curvature lower bound, this in general does not imply that the metric on X =C R κ (Σ)/x ∼ φ(x) coincides with the induced metric. For example, X =C 1 0 (S 1 1 )/(x ∼x) =B 1 (R 2 ) is equipped with the length metric coincides with the Euclidean metric when restricted to the interior, and L(γ) is a half of the Euclidean arc length for any γ ⊂ ∂X. Our proof relies on the curvature lower bound as well as the cone metric.
Let L p (X) = g exp p (Σ×{R}), which locally divides a tubular neighborhood of L p (X) into two components U 1 , U 2 . The main difficulty in proving the above inequality is that a geodesic in X connecting 2 points a, b ∈ L p (X) may intersect with L p (X) at many points other than a, b (called crossing points). We show that if a geodesic is not contained in L p (X), then the crossing points are discrete (Corollary 2.9). Thus we can reduce the proof to the case that c 1 = [ ab ] ⊂ U 1 has no crossing point. It's sufficient to construct a non-crossing piece-wise intrinsic geodesic c 2 ⊂ U 2 connecting a, b, and show that length(c 2 ) is close to length(c 1 ) = |ab| up to a second order error (Lemma 2.12).
We remark that the present proof, in an essential way, relies on the κ-cone metric structure; and we believe that establishing a similar inequality in general will be the main obstacle in Conjecture 0.1.
The rest of the paper is organized as follows:
In Section 1, we will prove Theorem A. In Section 2, we will prove Theorem B.
In Section 3, we will prove Theorem C. In Section 4, we will prove Theorem D.
(n.δ)-strained isometry
Let f : Z → X be as in Theorem A. We will establish that f is an isometry through the following properties: (i) If a distance non-increasing onto map f preserves the volume of the total spaces, then f and f −1 preserve volumes of any subsets (see Lemma 1.1).
(ii) Based on a local bi-Lipschitz embedding property (see Lemma 1.2), we show that for δ suitably small, f is injective on f −1 (X δ ) ⊆ Z τ (δ) . In particular, for any curve c ⊂ X δ , f −1 (c) ⊆ Z τ (δ) is a curve (see Lemma 1.3). (iii) Our main technical lemma is a volume formula for a 'tube' of ǫ-balls (which can be treated as a replacement for an ǫ-tube around a curve, see Lemma 1.4). Together with (i) and (ii), this formula implies that f −1 preserves the length of any geodesic in X δ up to an error τ (δ). Because for any small δ (δ < 1 8n ), X δ is dense in X (see Lemma 1.6), we are able to show that f is also distance non-decreasing and thus f is an isometry. Lemma 1.1. Let f : Z → X be a distance non-increasing onto map of two metric spaces of equal Hausdorff dimension. If vol(X) = vol(Z), then for any subset A ⊆ Z and B ⊆ X,
Proof. We argue by contradiction; assuming that vol(A) > vol(f (A)). Then
Let X δ (ρ) denote the union of points with an (n, δ)-strainer {(a i , b i )} of radius ρ > 0, where
A consequence of Lemma 1.2 is that
for any p ∈ X δ (ρ) and ǫ ≤ δρ.
Lemma 1.3. Let the assumptions be as in Theorem A.
is also a continuous curve.
Proof. We argue by contradiction; assuming
We may assume that z 1 and z 2 have τ (δ)-strainer of radius ρ > 0. Choose 4ǫ < |z 1 z 2 | and ǫ < δρ. By Lemma 1.1 and the above consequence of Lemma 1.2, we get
We now develop a formula which estimates the volume of an ǫ-ball tube with a higher order error. Let x 1 , x 2 , . . . , x N +1 be N + 1 points in X δ (ρ). We first give an estimate of the volume of the ǫ-ball tube
|x i x i+1 | and ǫ, δ with errors. Figure 1 ) satisfies:
proportional to the volumes of the following "trapezoidal balls" Γ
This allows us to reduce the calculation to the Euclidean space.
We define the trapezoidal ball Γ h r (R n ) in R n + = {(x 1 , x 2 , · · · , x n ) : x n ≥ 0} as the following. Let u ∈ R n + be a point with |ou| = h ≤ r. Then the hyper plane H passing through u and perpendicular to − → ou divides the half ball B r (R n ) ∩ R n + into two subsets. Let Γ h r (R n ) be the subset which contains the origin (see Figure 3 ). It's easy to see that vol Γ h r (R n ) depends only on h and r, but not the direction − → ou as long as
Proof. Let s = r cos t ∈ [0, h] be the parameter for the height with the corresponding angle
Proof of the volume formula, Lemma 1. 
By the construction,
Note that H ± (x i ), i = 2, · · · , N consist of all the possible intersections of any two of
which is homeomorphically and τ (δ)-almost isometrically embedded into R n , we have that
where h
Note that it's our convention that the same symbol τ (δ) may represent different functions of δ, as long as τ (δ) → 0 as δ → 0. Together with (1.3) and the fact that h
. By Lemma 1.5, we have
Plugging this into (1.4), we get (1.1). To get (1.2), we need to write 
and thus
Plugging this into (1.1), we get (1.2).
In the rest of this section we assume that f : Z → X is a distance non-increasing onto map such that f −1 (X δ ) ⊂ Z τ (δ) . By Lemma 1.3, f is homeomorphic on f −1 (X δ ). Lemma 1.6. Let the assumptions be as in Theorem A. Let x, y ∈ X δ . For δ > 0 sufficiently small, there exists a small constant c = c(ρ, δ) > 0 such that if |xy| ≤ c, then |f −1 (x)f −1 (y)| ≤ 2|xy|.
Proof. Assume that |xy| = ǫ ≪ δρ and |f −1 (x)f −1 (y)| > 2ǫ, consider the metric balls B ǫ (x) and B ǫ (y). By Lemma 1.4,
Since
Because f is distance non-increasing,
Together with that f −1 is volume preserving, we get
This leads to a contradiction for sufficiently small ǫ and δ.
In the proof of Theorem A, we will need the following result.
Lemma 1.7 ( [BGP] 10.6.1). Let X ∈ Alex n (κ). For a fixed sufficiently small δ > 0, the union of interior points which do not admit any (n, δ)-strainer has Hausdorff dimension ≤ n − 2. In particular, X δ is dense.
Proof of Theorem A. Since f is distance non-increasing, it suffices to show that f is distance non-decreasing, i.e. for anyã,b ∈ Z, |ab| ≥ |ãb|, where a = f (ã) and b = f (b). For any small ǫ 1 , by Lemma 1.7, there areã
, because the spaces of directions are isometric along the interior of a geodesic ( [Petrunin 98]) . By Lemma 1.3 (which will be frequently used without mentioning),
Let
Together with that f is distance nonincreasing, one can easily check that
Because f is distance non-increasing and volume preserving,
Let ǫ → 0, we get
Case 2. Assume that there is no minimal geodesic in X δ from a ǫ 1 to b ǫ 1 (since X may not be complete). Because spaces of directions along the interior of geodesic are isometric to each other ([Pet1]), we may assume a curve c 1 in
is a compact subset in the open set X δ , we may assume η > 0 such that an η-tube of c 1 is also contained in X δ . Consequently, we may assume a piecewise geodesic
Applying Case 1 to each geodesic segment of c, we conclude that
In either Case 1 or Case 2, we have
Let δ → 0, ǫ 1 → 0, we get |ab| ≥ |ãb|.
Relatively maximum volume
Our proof of the classification part in Theorem B is divided into the following two theorems: open ball rigidity (Theorem 2.1) and isometric involution (Theorem 2.2). Recall thatõ denotes the vertex of the coneC R κ (Σ p ) and thus g exp p (õ) = p.
Theorem 2.1. Under the assumptions of Theorem B, g exp p : C R κ (Σ) → B R (p) is an isometry with respect to the intrinsic metrics. In particular, g exp p = exp p .
κ) defined as the above, then each equivalent class contains at most 2 points. Moreover, the induced involution φ :
Recall that the induced gradient-exponential map g exp p :C R κ (Σ) →B R (p) = X is distance non-increasing and onto. Indeed, the open ball rigidity is essentially a consequence of Theorem A and a general property of exp −1 p : X → T p X: exp −1 p preserves (n, δ)-strained points up to a constant depending on δ (see Lemma 2.4). In the proof, let's recall the following property from [BGP] :
Lemma 2.3 ([BGP] Lemma 7.5 and 11.2). Let p ∈ X ∈ Alex n (κ). Then for any δ > 0, there is a small neighborhood U p of p such that for any triangle △pab with a, b ∈ U p each angle of △pab ⊂ X differs from the comparison angle of△pab ⊂ S 2 κ by less than δ.
Proof. Since q ∈ X δ , by Lemma 1.2, we may assume an (n, 2δ)-strainer {(a i , b i )} for q 1 ∈ [ pq ] and near q, such that b n = q, a n ∈ [ pq 1 ]. Because the spaces of directions are isometric along the interior of a geodesic ( [Petrunin 98 
By the same reason as the above, we can assume that
,
To conclude the open ball rigidity by applying Theorem A, we need to check that g exp −1
. We obtain this by showing g exp p = exp p when vol(X) = v(Σ p , κ, R).
, then the gradient exponential map is actually an exponential map exp p :C R κ (Σ p ) →B R (p) which preserves the distance along the radio direction.
Proof. Clearly, the map exp −1 p :B R (p) →C R κ (Σ p ) (If there is more than one image, we will pick one) is distance non-decreasing. Because
It's clear that exp p , defined as an extension of exp −1 p , is distance non-increasing. Moreover, it preserves the distance along the radio direction.
We now show that any geodesic from p = exp p (õ) to q = exp p (q) ∈ B R (p) can be extended. Therefore exp p is a bijection since geodesic does not bifurcate. Let [õq ] be the geodesic in
Proof of Theorem 2.1. For X ∈ A R κ (Σ) with vol(X) = v(Σ, κ, R), by Lemma 2.4 and Lemma 2.5 we see that exp p : C R κ (Σ) → B R (p) is a distance non-increasing onto map which satisfies the assumptions in Theorem A (note that exp p :C R κ (Σ p ) →B R (p) = X may not satisfy the assumption of Theorem A).
In the proof of Theorem 2.2, our main technique lemma is Lemma 2.12. Let φ : Σ × {R} → Σ × {R} be defined as in Theorem 2.2. We first observe that φ is an involution. Let L p (X) = exp p (Σ × {R}) = {x ∈ X : |px| = R}. 
We claim that if x 1 , x 2 are both close to q enough, the geodesic [
, it remains to show that a = q. For i = 1, 2,
Thus |x 1 q| + |x 2 q| ≤ |x 1 a| + |x 2 a| = |x 1 x 2 |, which forces both of the above inequalities to be equalities, and thus a = q.
As a corollary of Lemma 2.6, we conclude that for X ∈ A R κ (Σ), κ > 0 and
is not the optimal upper bound for vol(X) (c.f. [GP] ). Equivalently, we have
. In the second case, X = C κ (Σ) which is the k-suspension of Σ.
. Let p ∈ X such that Σ p = Σ. It's clear that rad p (X) = R. We claim that L p (X) = {q} has only one point. Then by Lemma 2.6, Σ p × {R} = exp −1 p (q) contains at most 2 points, a contradiction. Let a = b ∈ L p (X), consider the triangle △pab and the compared triangle △pab ∈ S 2 κ . Take c ∈ [ ab ] and the correspondingc ∈ [ãb ] with |ac| = | a c|. By the triangle comparison, |pc| ≥ |pc| > R, a contradiction.
Note that the case R = π √ κ follows from Theorem 2.1.
It remains to show that φ is an isometry. The following lemma plays an important role in the study of the angles in the gluing space X.
Lemma 2.8. Let a, b ∈ C κ (Σ). Then ∡apb =∡apb and ∡pab =∡pab.
Proof. The proofs are essentially same for different κ. For simplicity, we only give a proof for κ = 0. Note that ∡apb =∡apb by the definition of C κ (Σ).
To see ∡pab =∡pab, shortly extend the geodesic [ pa ] to a ′ and apply the cosine law to the triangles △aa ′ b, △pa ′ b and △pab. We get
Calculating (2.1) + (2.3) − (2.2), we get 0 = |ab| cos ∡a ′ ab + |pa| − |pb| cos ∡apb ≥ |ab| cos ∡a ′ ab + |pa| − |pb| cos ∡apb = −|ab| cos ∡pab + |pa| − |pb| cos ∡apb.
Since ∡pab ≥∡pab and ∡apb =∡apb, the above inequality implies |pa| ≤ |ab| cos ∡pab + |pb| cos ∡apb ≤ |ab| cos∡pab + |pb| cos∡apb = |pa|, which forces ∡pab =∡pab.
Corollary 2.9. Let x, y ∈ X be two points
be the accumulation point which is closest to x. Clearly a = x since x / ∈ L p (X). Thus there is a geodesic segment [ ba ] of [ xy ] with that [ ba ] − {a} ⊂ B R (p). Since |pb| < |pa| = R, by Lemma 2.8, ∡pab =∡pab < π 2 .
On the other hand, because there are a i ∈ [ xy ] ∩ L p (X) with a i → a as i → ∞ and |pa| = |pa i | = R, by the first variation formula, we get ∡pay = π 2 .
Therefore π = ∡pab + ∡pay < π, a contradiction.
As another corollary, we prove Theorem 2.2 for the special case κ > 0 and R = π 2 √ κ . Corollary 2.10. Theorem 2.2 holds for the case κ > 0 and R =
, which contradicts to Corollary 2.9.
Let Fix(φ) = {x ∈ Σ × {R} : φ(x) =x} be the fixed points set. Let
denote the points that are identified from exactly two points, i.e. for any x ∈ L 2 p (X), exp −1 (x) = {x + ,x − } contains exactly two points.
In the rest proof of Theorem 2.2, by Corollary 2.9, 2.10 and their proofs, we can always assume R < π 2 √ κ for κ > 0 and that for any x, y ∈ X, [ xy ] ∩ L p (X) is finite if it is not empty. More over, the following corollary shows that ] xy
, where ] xy [ denotes the geodesic connecting x, y without the end points.
Corollary 2.11. Let the assumption be as in Theorem 2.2. Assume R < In addition, for y ∈ L 2 p (X) and exp −1
• Let |x ± y ± | denote the length of the geodesics [ x ± y ± ];
• Let ∡x ± py ± denote the angle between [ px ± ] and [ py ± ] at p;
• Let ∡px ± y ± denote the angle between [ px ± ] and [ x ± y ± ] at x. Lemma 2.12. Let the assumption be as in Theorem 2.2. Assume R < π 2 √ κ when κ > 0. Then for anyx =ỹ ∈ Σ × {R} with |xỹ| sufficiently small,
Proof. For simplicity, we give a proof for the case κ = 0. The other cases can be carried out similarly. Throughout the proof, we will frequently use Lemma 2.6, 2.8 and Corollary 2.11 without mentioning. We will also assume that for any a, b ∈ X, [ ab ] ∩ L p (X) is finite if it is not empty. Clearly, φ preserves the distance when x and y are both in
p (X),ỹ + =ỹ − will denote the same point and the argument will still go through). Because
1 y ] is a minimal geodesic, by triangle inequality,
This implies
Applying the cosine law (the form in Lemma 4.7 (5)) in △pu 0 a 1 with the angle ∡u 0 pa + 1 = α 1 , we get that
Let a 2 ( = y) and b 2 (can be b 1 ) be the first and second intersection points in [ For each 0 ≤ i ≤ N , we have
and (2.9)
where α i = ∡a
Summing up (2.9) for i = 0, 1, · · · , N and applying (2.7), we get
Since b N → b 1 → y + when taking ǫ → 0, (2.4) follows. It remains to show (2.7). A sum of (2.8) for i = 0, 1, · · · , N indicates that the upper bound of N relies on an estimate of |u i a + i+1 | in terms of ǫ and β i+1 . Note that
] is a local geodesic at a i+1 , we have ∡pa
2 . Applying the cosine law in triangle △pu i a + i+1 , we get
Solving for |u i a + i+1 | and taking in account that ǫ > 0 is small, we have
Note that β i is decreasing, which is implied by (2.8) and |u i a
Plugging (2.10) into (2.8), we get
Summing up (2.11) for i = 0, 1, · · · , N , we get
Proof of Theorem 2.2 (Assuming R < π 2 √ κ when κ > 0). By Lemma 2.12, φ is a continuous involution and thus a homeomorphism. It reduces to show that φ : Σ × {R} → Σ × {R} preserves length of any curve c : [0, 1] → Σ × {R}. Given δ, ǫ > 0, we may assume a partition P : 0 = t 0 < t 1 < · · · < t N = 1 with |c(t i )c(t i+1 )| ≤ δ such that the length of the curves satisfy
Since ǫ > 0, δ > 0 can be chosen arbitrarily small, we conclude the desired result.
Completion of Proof of Theorem B. By Theorems 2.1 and 2.2, we identify X withC R κ (Σ p )/x ∼ φ(x). We shall show that the metric on X coincides with the metric induced from the identification x ∼ φ(x). It's equivalent to show that exp p :C R κ (Σ p ) → X preserves lengths of geodesics. Let γ ⊂C R κ (Σ p ) be a geodesic and
Because either γ ⊂ Σ × {R} or γ ∩ (Σ × {R}) has at most 2 points, we only need to check for the case γ ⊂ Σ × {R} i.e., σ ⊂ L p (X). For any ǫ > 0, let {x i }
2N +1 i=0
⊂ σ be an ǫ-partition and
and there is no crossing point in between. Not losing generality, assume y i / ∈ L p (X) and
is also a geodesic, which yields a bifurcation of geodesics.
By the claimed property, we have that
It remains to show that for Σ ∈ Alex
Case 1. Assume ∂Σ = ∅. Take two copies ofC R κ (Σ), marked asC R κ (Σ) 1 andC R κ (Σ) 2 , whose vertices are p 1 and p 2 respectively. Gluing along their boundaries by φ, we obtain a double space
Now we extend the isometric Z 2 -action by φ on Σ to an isometricẐ 2 -action on X such that X = X/Ẑ 2 , and thus
. Switching the role ofC R κ (Σ) 1 andC R κ (Σ) 2 , we extend φ to an isometric involutionφ :C R κ (Σ) 2 →C R κ (Σ) 1 . Clearly,φ :X → X is an isometric involution such that X = X/φ . Case 2. Assume ∂Σ = ∅. LetΣ = Σ + ∪ Σ − denote the double of Σ. We first extend the isometric involution φ on Σ toφ :Σ →Σ byφ(x ± ) = φ(x) ∓ , where x + = x − ∈ Σ. We then define another isometric involution ψ :Σ →Σ by the reflation on ∂Σ, ψ(
). This implies thatΣ admits an Z 2 ⊕ Z 2 -action. Clearly, the Z 2 ⊕ Z 2 -action extends uniquely to an isometric Z 2 ⊕ Z 2 -action onC r κ (Σ). By Case 1, we extends only theφ-action to X such thatC r κ (Σ)/x ∼φ(x) ∈ Alex n (κ). Then
By Theorem B, the isometric classification of X ∈ A r κ (Σ) with relatively maximum volume reduces to the isometric classification of all (n − 1)-dimensional Alexandrov spaces Σ with curv ≥ 1 and the equivariant isometric Z 2 -actions on Σ. For n = 2, one easily gets a complete list:
Corollary 2.13. Any 2-dimensional compact Alexandrov space with curv ≥ κ and relatively maximum volume is isometric to one of the following:
where S 1 θ denotes a circle of length 2θ with 0 < θ ≤ π, φ i :
is trivial, reflection or ancipital respectively for i = 1, 2 and 3 (resp. i = 1 and 2).
Example 2.14 (One-to-one Self-Gluing). This is an example for self-gluing (c.f. [GP] ). Let Z = D 2 be a 2-dimensional flat unit disk. Then ∂Z = S 1 (1) is a unit circle. Let φ : ∂Z → ∂Z be a one-to-one map and X = D 2 /x ∼ φ(x) be the glued space via identification z ∼ φ(z). By Theorem B, X is an Alexandrov space if and only if φ is a reflection, antipodal map or identity, where X is homeomorphic to S 2 , RP 2 and D 2 respectively. Example 2.15 (Three Points Glued in a Self-Gluing). Let Z be a triangle. We identify points on each side via a reflection about the mid point, i.e., i.e., [ Ab ] 
Relatively almost maximum volume
In the proof of Theorem C, we need the following result.
Theorem 3.1 (Theorem 5.5 in [Br] ). Let M be a G-manifold, G is a finite group. Assume that for a given prime p and all p-subgroups P ⊆ G satisfies that
Then H i (M/G; Z p ) = 0 for all i ≤ q. Moreover, if this holds for all prime p and
Proof of Theorem C. We first show that if X ∈ A r κ (Σ) with vol(X) = v(Σ, κ, r), then X is homeomorphic to S n or CP n .
By Theorem B, X is isometric toC R κ (Σ))/x ∼ φ(x), φ : Σ → Σ is an isometric involution. To determine the homeomorphism type of X, we consider the double space X =C R κ (Σ)) + ∪ φ C R κ (Σ)) − . As seen in the proof of Theorem B,X ∈ Alex n (κ) and φ extends an isometric
We claim thatX is a homeomorphism sphere. First,X is a topological manifold if every pointq ∈ ∂C R κ (Σ)) ֒→X is a manifold point. According to [Wu] , a point x in an Alexandrov space is a manifold point if and only if Σ x is simply connected. Because Σq is a suspension of Σq(Σ),q is a manifold point. By the Poincaré conjecture (in all dimensions), our claim reduces to thatX is an integral homotopy sphere. BecauseX is a suspension,X is simply connected, and thus it suffices to show thatX is a homology sphere. BecauseC R κ (Σ) is contractible, from Mayer-Vietoris exact sequence of (C R κ (Σ)) + ,C R κ (Σ)) − ) it is easy to see thatX is an integral homology sphere.
If the Z 2 -action is free, then X =X/Z 2 is homeomorphic to RP n . Otherwise, X is a simply connected topological manifold (the induced map, π 1 (X) → π 1 (X) is an onto map). Again, it suffices to show that X is an integral homology sphere. By Smith theorem, the Z 2 -fixed point setX Z 2 is an Z 2 -homology sphere. By now we can apply Theorem 4.1 to conclude the claim.
We then prove Theorem C by contradiction; assuming a sequence
, and none of X i is homeomorphic to S n or RP n . Without loss of generality, we may assume that (X i , p i )
Perelman's stability theorem ([Ka2] , [Pe] ), X i is homeomorphic to X for i large. In particular, X is a topological manifold. We claim that X ∈ A r κ (Σ p ) satisfies that vol(X) = v(Σ p , κ, r). By the above, we then conclude that X is homeomorphic to S n or RP n , and thus X i is homeomorphic to X for i large, a contradiction.
To see the claim,
On the other hand, we shall construct a distance non-increasing map, φ : Σ → Σ p . Consequently, vol(Σ p ) ≤ vol(Σ) and thus
(which may not be unique). We define φ(v 1 ) = w 1 . For v 2 and {f i 1 }, repeating the above we obtain w 2 ∈ Σ p and define φ(v 2 ) = w 2 . Iterating this process, we define a map φ : A → Σ p , φ(v i ) = w i . It is easy to check that φ is distance non-increasing and thus φ extends uniquely to distance non-increasing map from Σ to Σ p .
Pointed Bishop-Gromov relative volume comparison
Assuming the monotonicity in Theorem D, the rigidity part follows by Lemma 4.3 and Theorem 2.1. For p ∈ X ∈ Alex n (κ), let A r R (p) (or briefly A r R ) denote the annulus {x ∈ X : r < |px| ≤ R}, 0 ≤ r < R, and let A r R (Σ p ) (or brieflyÃ r R ) denote the corresponding annulus in C κ (Σ p ). Let B r denote A 0 r ,B r denoteÃ 0 r . Let's recall the following two lemmas from [LR] .
Then there is a constant c(n) depending only on n such that
where V rn and Haus n represent the n-dimensional rough volume and Hausdorff measure respectively.
Lemma 4.3. If the monotonicity in Theorem B holds. then
Proof. Assume vol (B R ) = vol (B R ). The desired equation follows by the monotonicity:
, for some 0 < r < R. Then for any t < r,
.
By the monotonicity, we have
. Also,
, or equivalently,
. Let t → 0, we get
By now, it remains to show the monotonicity in Theorem D. We take an elementary approach by expressing the monotonicity as a form of "Riemann sum" (see (4.5)) and using the Toponogov triangle comparison to bound each term in terms of the desired form (see Corollary 4.6). To achieve this goal, we choose a special infinite partition (see (4.5) and (4.6)).
We start the proof of Theorem D by deriving an equivalent form of the monotonicity. For 0 ≤ R 1 < R 2 < R 3 (< π √ κ when when κ > 0), and p ∈ X, by Lemma 4.1, the monotonicity has the following integral form
which is equivalent to (4.1)
Fixing a small δ > 0, let m = [
Using the Taylor expansion log 1 x) 2 ), we may rewrite the left hand side of (4.1) as:
Then the right hand side of (4.1) can be written as:
Comparing Because a geodesic in X does not branch, φ is well-defined and is injective.
In the proof of Theorem D, the following is a main technical lemma, which asserts that φ behaves like a bi-Lipschitz function. Observe that for δ → 0, {a i } will become more dense, and thus we can take N δ > 0 such that a N δ r j ≥ R 1 and a N δ r j → R 1 as δ → 0. Summing up for i = 0, 1, · · · , N δ , we get vol (A R 1 r j ) vol (A sinh r sinh R .
