A new approximation scheme is presented for the mathematical model of convectiondiffusion and adsorption. The method is based on the relaxation method and the method of characteristics. We prove the convergence of the method and present some numerical experiments in 1D. The results can be applied to the model of contaminant transport in porous media with multi-site, equilibrium and non-equilibrium type of adsorption.
Introduction
We consider the mathematical model for solute transport in porous media, introduced in [21] . This is governed by the differential equations
in (t, x) ∈ I × Ω ≡ Q T , I = (0, T ), T < ∞, and
along with the boundary conditions
(qu − D(t, x)∇u).ν = g on
(ν is the unite outward normal vector to ∂Ω) and along with the initial conditions
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Here ∂Ω 1 , ∂Ω 2 are open, non-overlapping subsets of the Lipschitz continuous boundary ∂Ω of the bounded domain Ω ⊂ R N , with mes N −1 ∂Ω 1 + mes N −1 ∂Ω 2 = mes N −1 ∂Ω. The contaminant dissoluted in the groundwater with concentration u is transported and adsorbed by the porous media skeleton. A multiple site adsorption is considered. The mass of the porous media is subdivided into two parts related to adsorption sites where the reaction is realized in equilibrium and nonequilibrium modes, respectively. The equilibrium reaction is represented by Ψ(u) with a so called adsorption isotherm Ψ. The adsorbed contaminant concentration due to the nonequilibrium reaction is represented by v = v(λ, x, t) for λ ∈ Λ, where Λ characterizes chemically qualitatively different adsorption sites at the skeleton surfaces related to a unit volume (representative control volume-REV) at the point x. The kinetics of the nonequilibrium adsorption is governed by (2) where f is nonincreasing in v (at fixed λ, u).
We assume (Λ, µ) to be a measure space with µ ≥ 0 and µ(Λ) = 1 see [13] . Equation (1) represents the conservation of the total mass of the contaminant. Here, it is implicitly assumed that the conservation of liquid mass takes place:
for the volumetric water content θ and fluxq.
The adsorption term in (1) reflects the heterogenity of the adsorbent surface grains (rescaled grain surface, e.g. REV) and is a generalization of the adsorption process considered in [11] . There, the REV is subdivided into m chemically different collections of adsorption sites, where λ i (i ∈ {1, · · · , m}) represents their relative size in the REV and v i = v(λ i , x, t) represents the adsorbed concentration of the i -th site. Then, (1), (2) . In transport models in porous media D takes the form
where D mol is the molecular diffusivity of the contaminant in the fluid and α T , α L are the transversal and longitudinal lengths, respectively -see [5] . Finally, the bulk densities ρ 1 , ρ 2 correspond to the different kinds of adsorption sites. In [21] the uniqueness of the variational solution of (1-4) has been proved under rather general assumptions:
one of the following conditions is satisfied : Ψ is strictly increasing and either ρ 1 > 0 or θ > 0 or mes N −1 ∂Ω 2 > 0; (5) is satisfied in a weak sense.
A typical example of chemical kinetics is
with a rate parameter k and adsorption isotherm ϕ(λ, u). The function ϕ has similar properties as the sorption isotherm Ψ. The equilibrium sorption process corresponds to (6) for k → ∞, i.e., v = ψ(u). The most common sorption isotherms are of Langmuir type: ψ(u) = k1u 1+k2u , or Freundlich type: Ψ(u) = k 3 u p , with 0 < p. If Ψ is of Freundlich type with 0 < p < 1 , then the parabolic term in (1) degenerates since Ψ (0) = ∞ and in this case the solutions of (1) exhibit similar properties as the solutions of the "porous medium equation". In that case the solution possesses a limited regularity at the boundary of its support (i.e., the interface). The interface propagates with finite speed. Moreover, the presence of the convective term (eventually dominant) gives rise to sharp fronts at the interface. This makes the numerical treatment very difficult.
There are many papers discussing the existence, uniqueness, regularity, asymptotic behaviour and numerical approximation of contaminant transport problems in porous media, which are special cases of (1-4), (q and θ are Lipschitz continuous, v is independent of λ, adsorption kinetics (6) is considered only, ρ 1 or ρ 2 vanishes throughout Ω). See [2-4, 7-10, 13, 15, 19, 26] , among others.
The main goal of this paper is to suggest an efficient numerical approximation based on the method of relaxation (to control the degenerated parabolic term) and on the method of characteristics (to control the eventually dominant convective term). We will prove the convergence of the suggested approximation scheme for (1) (2) (3) (4) .
For the relaxation techniques we follow [15] [16] [17] . The method of characteristics has been initiated by [26] , [12] and is then intensively developed in the last two decades. Also in contaminant transport problems the method of characteristics has been applied in [11] and [4] , where 1 ≡ 0, and in [9] , where 2 ≡ 0. There, the Lipschitz continuity of θ andq has been assumed. Here, we assume only the boundedness of θ andq and the Lipschitz continuity of θ in the t−variable. The velocity field (discharge)q and the volumetric water content θ are usually solutions of an underground water flow problem (modelled by the strongly nonlinear Richard's equation) and are not very smooth in x.
Our concept of approximation of (1-4) is as follows. We use a nonstandard time discretization where
T n (time step), will be determined from the elliptic equation (7) below. The method of characteristics will be implemented by approximated characteristics
We will take h = τ ω with a fixed parameter ω ∈ (0, 1). At the time level t = t i we approximate the transport part of the convection-diffusion-adsorption process by
, which represents the shifting of the profile u i−1 along the approximated characteristics ϕ i . We determine u i from elliptic problems (containing diffusion and adsorption) in one of the following schemes.
is a relaxation function which has to satisfy the "convergence" condition
. ∞ being the L ∞ -norm and Ψ n being a regularization of Ψ, (Ψ n → Ψ for n → ∞), which we will specify in the assumption H 2 ) (Sect. 2).
Scheme II.
along with the boundary conditions (8) and "convergence condition" (9) . This scheme is explicit with respect to the adsorption term, in contrast to Scheme I. Approximation Schemes I and II are implicit, since u i , µ i are coupled in (7, 9) and (9, 10), respectively. We can modify Schemes I and II into an explicit form by means of an iteration-relaxation process with parameter k = 1, ...
along with the boundary conditions (8) for u i,k . Then, we put
If
A simple iteration process in (10) can be taken as follows:
along with the BC's (8) and along with (12). Remark 1.1. Another, however numerically more costly, linearization can be considered when in (11) we replace f (λ,
. The adsorption term can also be included take in the iteration process, when replacing f (λ,
, and when next defining v i,k by:
This would correspond to an implicit scheme, where in (7) the term f (λ,
This type of approximation requires the Lipschitz continuity of f .
The approximations in Scheme I k and Scheme II k , respectively, reduce the original problem to solving a sequence of linear elliptic problems.
In Section 2 we introduce the underlying assumptions and the variational formulation of (1-4) and of (7) (8) . In Section 3 we discuss the convergence of the iterations in Scheme II k with respect to k. The convergence of the approximation Schemes I and II is proved in Section 4. In Section 5 some generalizations concerning the structure of f are considered. We shortly discuss the full discretization scheme of (1-4) in Section 6. Some simple numerical experiments are presented in Section 7.
Assumptions and variational formulations
In the sequel, c denotes a generic positive constant, V denotes the Sobolev space W 1 2 (Ω) and V * its dual space with duality w, u for w ∈ V * , u ∈ V . We denote (u, v) :
we denote functional spaces of abstract functions u : I → V , resp. u : I → L 2 -see [22] . We denote by . 0 , . , . * and . Γ the norms in the spaces L 2 , V, V * and L 2 (Γ), respectively. Finally, we denote
In Definition 2.1, equation (5) is implicitly assumed to take place. This is a modification of the variational solution in [21] , which allows us to assume less regularity for θ and q in (5). In our notation the identity ii) is considered in the form
) is equivalent with ii). The uniqueness result in [21] for the variational solution is very important for the numerical analysis and we shall use it. The variational formulation in Definition 1 is suitable for our concept of approximation applying the method of characteristics.
The solution in (7) is also understood in the variational form :
provided that (7) 2 holds for a.e. x ∈ Q T . When using an explicit modification in the reaction term, we take
and in (7) 
Assumptions.
To guarantee the convergence of the approximation scheme (7-9) and of the scheme (8-10) we shall assume
is continuous and bounded on Λ × R × R and
H 5 ) Ψ is nondecreasing (Ψ(0) = 0) and there exists Ψ n (s) ∈ C 1 (R) such that Ψ n (s) → Ψ(s) locally uniformly for s in a bounded set and such that
where Ω ⊃Ω is a small neighborhood of Ω, provided τ ≤ τ 0 . To apply the method of characteristics it is crucial that ϕ i and its inverse ϕ
The prolongation of u i−1 can be realized in such a way that
(c is independent on u i−1 ) -see [24] (prolongation of Nikolskij).
Lemma 2.2. If ω ∈ (0, 1) then ϕ i is one to one and it holds that
Since h = τ ω , we have
which implies our assertion.
The solution of (11) and (13), respectively, is understood in the variational sense. The existence and uniqueness of the variational solution u i,k ∈ V of (13) is guaranteed by a Lax-Millgram argument. If, additionally to
is nondecreasing in u then there exists a unique variational solution of (11) too, because of the theory of monotone operators.
Under the "optimal" variational solution of (7-9) or of (8-10) we understand
. The existence of a unique (optimal) variational solution of (8-10) with monotone Ψ n . If f is nondecreasing in u , then there exists a unique "optimal" variational solution of (7) (8) (9) .
The convergence of (12-13) to an "optimal" variational solution of (9-10) is discussed, under additional structural and regularity assumptions, in the next section.
Convergence of Scheme II k
Let us denote by P i , the Dirichlet boundary value problems (9, 10) with u i = w on ∂Ω. Likewise, P i,k is the Dirichlet problem (12, 13) with u i,k = w on ∂Ω. We consider the following restrictions:
Following [17] we can prove
. We rewrite (10) in the form
where
which is of the form (5.1) in [17] . An "optimal" solution of P i is the solution of (16) 
In our case the Lipschitz constant L λ of λ(v; z) with respect to v is estimated by L λ ≤ cτ −γ which follows from (iii). Moreover, in our case λ is regular from below, i.e. λ(v; z) ≥ θ 0 ≥ 0 and the corresponding parameter d in [17] equals zero. Then, the result follows from Theorem 5.1 in [17] . Now we prove that under the assumptions of Lemma 3.1, the estimate ∇u i 0 ≤ c, ∀n, (i = 1, . . . , n), holds from which it follows that u i C 0,α (Ω) ≤ c in the 1D-case. For simplicity we denote
Proof. We put w = u i τ in (15) where we replace f (λ,
with ω h * q i θi ∞ ≤ c. Due to the prolongation properties ofũ i−1 and of Lemma 2.2 we have
Then, we obtain
where (16), (18), the boundedness of f and the continuous imbedding
2 ) and Gronwall's argument then lead to the a priori estimate
Next, we put w = u i − u i−1 in (14) . In the surface integrals we apply Abel's summation and obtain the estimate
where we have again used the continuous imbedding V → L 2 (∂Ω). Furthermore, we have
on account of the inequality -see [24] ,
Similarly, we estimate |(g j , u j ) ∂Ω1 |. Then, we apply (19) and Gronwall's argument and obtain
since f is bounded and since (10) 2 implies that
Thus, the proof is complete. 
Convergence of the Schemes I and II
First, we derive some a priori estimates for u i , v i and then we prove the convergenceū
and similarly we definev 
Proof. We put w = u i τ in (14) and sum up for i = 1, . . . , j. We denote the corresponding terms in the form
To estimate the term J 1 we use the splitting
and in J 2 we use
with χ i ∞ ≤ c because of (11). Then using H 1 ) and the monotonicity of Ψ n and proceeding similarly as in Lemma 3.2 we get
(see [17] ). The last term in (22) is estimated by means of (16) and (18) . We get
Using the boundedness of f we find
Due to H 1 ) and (20) we have
Similarly, we obtain
Furthermore, H 2 ) leads to
Finally, H 4 ) implies that
Combining (22-29) and again invoking Gronwall's argument we arrive at the desired a priori estimates.
Additional a priori estimates are found in the following lemma.
Lemma 4.2. The estimates
hold uniformly for n.
Proof. We rewrite (14) in the form
We sum up for i = j + 1, . . . , j + k. Then we put w = (u j+k − u j )τ and sum up for j = 1, . . . , n − k. In the second term on R.H.S. we use (16) and (18) . Applying the a priori estimates of Lemma 4.1 we successively obtain the required estimate.
Corollary 4.3. As a special case of Lemma 4.2 we have
Proof. For the proof we take into account the monotonicity of Ψ n . We get
Moreover, the rearrangement
Then, from Lemmas 4.1 and 4.2 we obtain (31).
The a priori estimates in Lemma 4.1 and (31) can be rewritten in the form
where kτ ≤ z ≤ (k + 1)τ ,ū n (t + z) = 0 for t + z > T . From (32) 2 we obtain (see [24] )
Then, due to Kolmogoroff compactness argument (see [24] ) we have Lemma 4.4. There exists u ∈ L 2 (I, V ) and a subsequence of {ū n } (we denote it again by {ū
follows from Kolmogoroff's compactness argument (see [24] ). From the a priori estimate (32) 2 we have thatū (21)). Consequently, from Gronwall's argument we deduce that
The R.H.S. converges to 0 for n, m → ∞ since
and since f (λ, x, s n , ξ) → f (λ, s, ξ) uniformly with respect to ξ in bounded sets. Asv n τ is bounded and f is bounded, we obtain thatv
) because of Lebesgue dominated convergence theorem. From this fact and from ∂ t τv n χ it follows that ∂ t v = χ and Lemma 4.4 is proved. Now we can prove our main result. Let {n} denote a suitable subsequence of {n}. Proof. First we prove that u from Lemma 4.4 is a variational solution of (1-4) . By the duality argument in (30) and due to the a priori estimates (32) we obtain
Theorem 4.5. Let the assumptions H 1 ) − H 6 ) be satisfied. Then {u, v} from Lemma 4.4 is a variational solution of (1)-(4) in the sense of Definition 1. The approximate solution {ūn,vn} from (7-9), (resp. (10-9)), converges to
Due to the properties of θ and Ψ n (see H 1 ) and H 6 ) ) we obtain that Ψ n (ū n ) → Ψ(u) and consequently b n (t,ū n ) → b(t, u) for a.e. (t, x) ∈ Q T . Moreover, the following estimate holds:
which can be obtained in the same way as (4.7) in [17] . From this estimate and from
. From this fact we obtain χ ≡ ∂ t b(t, u). We rewrite (30) in the form
. . , n, and similarly forθ n ,χ n ,Ḡ n ,ḡ n ,h n ,φ n . Next we prove that A n → I (q.∇u, w) dt. For this purpose we use (16) and the convergence property ω h * q n θ n →q θ for n → ∞ in L 2 (Q T ) and also pointwise a.e. in (t, x) ∈ Q T . Moreover, we show that
as a consequence of (see (18))
and
Notice that (36) implies that ∇
. The boundedness and pointwise convergence of ω h * q [18] . Now, we can take the limit n → ∞ in (35) and obtain the identity ii) in Definition 2.1. To prove identity iii) we consider
where b(t, u(t)) ≡ b(0, u 0 ) for t ∈ (−τ, 0). Next, we take the limit τ → 0 and use
. We conclude that {u, v} from Lemma 4.4 is a variational solution of (1-4). The convergence of the original sequences {ū n ,v n } is a consequence of the uniqueness result in [21] .
In fact, we can prove a stronger convergenceū n → u than in Theorem 4.5.
Theorem 4.6. Under the assumptions of Theorem 4.5 it holds thatū
Proof. In the proof we essentially make use of the integration by parts formula -see [1, 17] 
where B(t, u) = 1 2 θu 2 + Φ(u) and ∇Φ = Ψ is from Section 3. We note that Ω Φ(u(t)) dz ≤ c < ∞ follows from a priori estimates in Lemma 4.1 and from Fatou's lemma (Φ(s) ≥ 0 is convex). Moreover, we shall use
which we obtain from the following inequality (see (22, 23) )
The last term converges to 0 for n → ∞. This is seen as follows. Firstly,
In an analogous way we obtain (38) and (39) we deduce that 
In the remaining terms of (35) we use the fact thatū
. Then, the required convergence result follows.
Some generalizations
In this section we consider a more general case of reaction-adsorption term f . Instead of H 4 ) we assume H 4 ) : f (λ, x, z, w) is continuous on Λ × R × R and satisfies: Proof. For the proof we must only include the analysis of the reactive term concerning f . In the proof of Lemma 4.1 we estimate (we omit x in f )
(see H 4 ) ). For the last term we notice that
From this recurrent inequality we obtain
We insert this estimate in (41) and obtain The same results are obtained using the implicit approximation scheme (14) , where we replace
. In the first case we shall have
with (1 + τf v (.)) ≥ 1 (without the restriction τ ≤ τ 0 ). Also in this case we obtain the estimate (42).
Remark 5.2.
The convergence results can also be extended to the more general situation where 1) in H 4 ) is replaced by 1)
where F and P are nonnegative continuous functions. Indeed, in the case of a unique variational solution (see [21] ) we can use the truncation method, since the concentrations u and v satisfy 0 ≤ u, v ≤ 1. In that case we usef instead of f , wheref
Then,f is bounded and the arguments of Section 4 can be used.
Full discretization scheme
The convergence results obtained in Sections 4 and 5 remain valid for the full discretization scheme where (7), respectively (10) , is solved in a finite dimensional space, e.g. by a FEM. Then, we shall look for u (14))
for i = 1, . . . , n , where
We assume that
Moreover, we assume that we define Rothe's functionsū
whereū α is independent on λ. Generally,v α doesn't belong to V γ . Using the arguments from Section 4 we can prove the convergencesū α → u andv α → v in corresponding functional spaces, where {u, v} is a variational solution of (1-4).
Theorem 6.1. Under the assumptions of Theorem 4.5 the assumption (45) and the convergence
V γ → V for γ → 0 (in the canonical sense) it holds thatūᾱ → u in L 2 (I, V ),vᾱ → v in L 2 (I, L 2 (Λ × Ω)) forᾱ → 0, where {u,
v} is a variational solution of (1-4) (ᾱ is a suitable subsequence of α). If f is nondecreasing in u , then the original sequences {ū
α } and {v α } are convergent.
Proof. We follow the arguments of Section 4 -see the proof of Theorem 4.5. The term
can be rewritten as
Without substantial changes we obtain similar a priori estimates as in Lemma 4.1, since we have formally the same mathematical model (just projected on V γ ). Also 
by the following definition, (see [16] )
In the reaction term we use the continuity of f in its variables and the convergencef
with respect to the product measure µ × dx dt -see [13] ).
To prove thatū α → u in L 2 (I, V ) we use (38) and (39) (where we replaceū n byū α ) and (46), such that
We can put w =ū α −w α in (35) where we replaceū n byū α and take lim inf for α → 0. We proceed as in the proof of Theorem 4.5. Due to (47) and the convergences
, which implies the required result.
Numerical implementation
Our concept of numerical approximation of (1-4) takes into account the following facts: the degeneracy of the parabolic term ∂ t Ψ(u); non-equilibrium adsorption in (2), with eventually non-Lipschitz continuity of f with respect to u; dominance of the convective term represented byq; and non-smoothness (in the space variables) of θ andq.
The crucial problem represents the dominant convective term. We treat it by the method of characteristics, which suffers with the preservation of mass balance as mentioned in the introduction. Moreover, when applying a FEM, we have to evaluate the integrals
where Φ j are the basis functions , (j = 1, . . . , K), and
Here, U j i−1 represents the value of the function u i−1 (x) at the nodal point x j . The errors in the evaluation of this inner product is a source of numerical instabilities. To evaluate the integrals (48) we follow the concept of Bermejo [6] and [7] (initiated by Morton et al., see [23] ). That concept of evaluation, based on back-tracing, is unconditionally stable -see [6, 7] .
We sketch the basic principles of the numerical implementation. The idea has emerged from noticing that the integral involving the product of two bilinear polynomials (in 2D) in different grid is equivalent to cubic spline interpolation at the knots of the displaced grid along the characteristic curves (when using C
• finite elements with affine linear basis functions). Let ϕ (48) is denoted by R. Then, as shown by Bermejo in [7] , R is the value of a bicubic spline at the point ϕ j i , which is of the form
where p and q determine j and K r (ϕ 
where A ≡ (a l,k ) is the matrix defined by
. Now we can express R(x j ) in terms of bicubic B-splines
where B j = B 1,j ⊗ B 2,j is the Cartesian product of the natural cubic splines B 1,j and B 2,j corresponding to x 1 and x 2 , respectively. The coefficients ν j i−1 can be determined from the algebraic system (50). Then, we obtain
where j ↔ (p, q). The degeneracy of the parabolic term is controlled by the relaxation scheme leading to the iterations .
Remark 7.1. In our numerical experiments we consider the non-equilibrium adsorption term in the form (6), where Λ ≡ {∅, E} with µ(∅) = 0, µ(E) = 1. We assume that
In that case we can integrate the ODE (2) and obtain
Then, we substitute ∂ t v in (1) by the expression
This expression is approximated in the following way -see [19] . In (7) we omit the non-equilibrium term (integral over λ). Moreover, in the R.H.S., G i is replaced by
This corresponds to the approximation of u(t) by the piecewise constant functionū n (t). We can also approximate the memory term by using a piecewise linear approximation, when replacingū n (t) by u n (t). In our special case of non-equilibrium adsorption we can use the recurrence relation -see [19] 
This substantially simplifies the evaluation of the memory term, since we don't need to storage u 0 , . . . , u i−1 for the evaluation of s i .
Numerical experiments in 1D
We present only 1D numerical experiments supporting our concept of approximation; however this concept can also be used in the more dimensional case. We consider For simplicity, we eliminate the kinetic equation in (51) as described in Remark 7.1 and the first governing equation of (51) is considered with the corresponding memory term.
The concentration profile u(x) at t = 1, 2 and 6 is depicted in Figures 1-3 In the last example the concentration and speed of propagation is higher then that in the cases with adsorption.
Construction of the analytic solution to a model problem
To demonstrate the effectiveness of our numerical scheme, we will compare the numerical solution with the analytical one for a problem where the latter can be constructed in an heuristic way. We shall consider the following model problem:
where ψ is a smooth increasing function with ψ(0) = 0 and ψ(t) → 1 for t → ∞. We shall specify it later. The existence of a unique solution is guaranteed in [21, 25] .
Notice that (52) is a special case of (51), where adsorption in equilibrium mode is considered only. We can expect the existence of a traveling wave type solution, since the adsorption (represented by u 1/2 ) is strong and implies the solution to have a finite support.
We are looking for the solution of the form u(x, t) = f (x − vt), where we have to find the constant v and the wave profile f = f (ξ). We expect f (ξ) to be decreasing from u 0 to 0, with f (ξ) → u 0 for ξ → −∞ and f (ξ) = 0 for ξ ∈ (L, ∞) (finite support). Then ψ(t) = 1 u0 f (−vt). For f we obtain the following ODE
We are looking for
We can put f = z 2 , z > 0, and u(z) = W (f ). Then, and, consequently,
We take C 1 = 0. From the definitions of u and W in terms of f , it follows that
and hence
Consequently,
To guarantee that f (ξ) → u 0 for ξ → −∞, we have to put v = √ u0 1+ √ u0 . To guarantee that f (ξ) has a positive root (in view of the construction of a solution with finite support), we take C 2 < 0. More specifically, we require that ψ(0) = f (0) = 0, which implies C 2 = − 2 . Since D is small, ψ(t) is very close to 1 for t > δ > 0 with small δ.
Comparison of numerical with exact solutions
For the model problem above we use approximation Scheme I k , which coincides with Scheme II k , due to the absence of an adsorption term in the non-equilibrium mode. The considered adsorption in the equilibrium mode causes the presence of sharp fronts in the solution. This is captured by means of the relaxation iterations (in k) and by the method of characteristics included in Schemes I k and II k . Our type of approximation can be seen to be efficient in the following experiments, graphically presented in Figure 4 and Figure 5 . Table 1 . In Figure 4 we present the exact and numerical solutions with the corresponding discretization parameters for t = 2 and t = 6. In this case the Courant number equals 1. example 6: We consider a more regular case with stronger diffusion. We take u 0 = 1, D = 0.1, with the discretization and iteration parameters in Table 2 . Less iteration steps have been used due to the higher regularity of the solution. The comparison with the exact solution is depicted in Figure 5 for t = 2 and t = 6. The real velocity (retarded) of contaminant transport equals The approximate solutions 2 and 3 correspond to the discretization parameters with the Courant number larger then 1.
Remark 7.2. The convergence of the relaxation scheme with respect to the iteration parameter k is analyzed in [17] , where an equilibrium type adsorption term has been considered only. A similar situation occurs when also a non-equilibrium term is present -see Scheme II k . A Newton type approximation of the equilibrium type adsorption term requires a smaller time step then in our relaxation concept. For large time steps the Newton type approximation can fail. For a sufficiently small time step the Newton type approximation converges more quickly. In our numerical experiments it was sufficient to take k between 3 and 7. Due to the used method of characteristics we observe numerical stability also for discretization parameters with Courant number larger then 1. In our numerical experiments we have approximated the non-equilibrium type adsorption term as explained in Remark 7.1. In a similar way as in Schemes I k and II k also more general adsorption terms e.g. of competitive type can be approximated . In that case in each time step (after transport and diffusion) we have to solve some algebraic nonlinear system. The convergence analysis in this case is an open question.
