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This thesis considers dynamic phenomena in transport through electronic devices
on sub-micron scale. It consists of two closely related parts, the ﬁrst considering DC
current through a quantum dot as a response to a periodic perturbation of its shape
and the second, conversely, explores a ﬁnite-frequency spin wave in a ferromagnet
due to a constant electric current. Both systems are very similar in their theoretical
treatment by scattering matrix formalism.
The Chapters 2–4 consider a charge current induced by a periodic perturbation
of an open quantum dot’s shape. A dot being mesoscopic, its transport properties
strongly ﬂuctuate from sample to sample and therefore knowledge of full sample-
to-sample distributions is essential. We consider a “quantum pumping” regime of
reservoirs in equilibrium and periodic variation of the dot’s shape by AC voltages
applied at the gates. Experimentally measurable ﬁrst several moments of mesoscopic
distribution of charge pumped in one cycle are explored.
Chapter 2 considers distributions of adiabatically pumped current ¯ I and voltage
¯ V and ﬁnds that even in a slow weak pumping regime they are not simply relatedvia time-averaged conductance ¯ G. Moreover, values of ¯ I − ¯ V ¯ G for few-channel dots
exhibit strong mesoscopic ﬂuctuations, comparable with those of ¯ I.
Chapter 3 explores mesoscopic distributions of noise and current-to-noise ratio in
a weak pumping regime in a wide region of temperatures and pumping frequencies.
Fluctuations of noise in the multi-channel limit N →∞are found to be small as
1/N. For a multi-channel system the ensemble-averaged noise is analytically found
and calculated for experimentally relevant temperatures, frequencies and pumping
strengths.
The Chapter 4 concerns the formalism of time-dependent scattering matrix the-
ory and ﬁnds correlators of matrix elements up to the fourth order. Our ﬁnd-
ings allow a systematic treatment of various transport properties, as well as their
ensemble-averaged correlations. We also compare our results with results obtained
in Hamiltonian approach of Random Matrix theory.
The second part, Chapter 5, considers magneto-transport through a single fer-
romagnetic layer. Electric current ﬂowing perpendicular to the plane of a thin layer
is shown to excite a ﬁnite frequency response in form of a spin wave. Unlike the
previously known spin-torque due to a polarized current, another mechanism able
to induce a destabilizing torque on a local magnetization is found. Spin-diﬀusion
of reﬂected spins from one point on the normal-ferromagnet boundary to another
might excite a spin wave at suﬃciently strong currents. We analytically ﬁnd the
critical current value and discuss our results for experimentally relevant parameters.Biographical Sketch
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Introduction
This thesis considers dynamical phenomena in transport through electronic devices
on sub-micron scale. Of wide variety of transport problems here we consider two
important and interesting questions, namely, of quantum pumped charge current
through an open quantum dot and of spin-wave excitation induced by electric cur-
rent through a thin magnet. Sub-micron elements of electrical circuit are of great
technological importance, with existing modern trend to miniaturize computers and
enhance their computational power. Though quite diﬀerent, these two questions
have several important issues in common.
The ﬁrst problem concerns charge transport at low temperatures through an
island (“dot”) of two-dimensional electron gas. A measurable direct electrical cur-
rent is created by periodic manipulation of the dot’s shape (“quantum pumping”).
Absent in the classical limit, this dynamical response is essentially a quantum ef-
fect, because these periodic variations in ﬁnite frequency ω adjust electronic wave
functions extended beyond the size of the dot; at small frequencies (“adiabatic
pumping”) pumped current is proportional to ω [1, 2]. Thus, a non-stationary ex-
ternal perturbation induces a stationary eﬀect (DC current) and therefore probes
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dynamical response properties of the dot.
In the second problem, a direct non-equilibrium electric current passes perpen-
dicularly to a thin ferromagnet. Unexpectedly, a vector of mono-domain magne-
tization m (stable at zero current) undergoes a transition to a dynamically stable
spin-wave, that is a periodic time-space modulation in m. This eﬀect occurs due
to interaction between the conduction electron spins and the local magnetization of
the layer. One can view such a spin-wave excitation eﬀect at ﬁnite frequency as a
probing of dynamical response properties of a ferromagnet to a stationary external
current source.
Although performed in quite diﬀerent experimental regimes of low temperatures
and small perturbations in the ﬁrst and room temperatures and strong current source
in the second case, both questions are essentially related: dynamical property of a
small scale device is measured, either in form of induced stationary or non-stationary
measured eﬀect. As demonstrated later, this is not just a coincidence. Without
knowing microscopic details of the samples (a dot or a ferromagnet) one might
expect that a limited set of measurable parameters is suﬃcient to explain these
dynamic eﬀects.
Indeed, in transport through a dot it is possible to ﬁnd a pumped current and
noise, related to the ﬁrst and second moments of a Full Counting Statistics (FCS)
of pumped charge. Without giving a full solution of FCS-problem, we can express
these measurable quantities in terms of the scattering matrix S that characterizes
probability amplitudes to scatter one state, e.g. a plane wave, into another. With
varying parameters, to ﬁnd a time-dependent scattering matrix S(t,t ) is a more
complicated problem, not yet fully addressed in the literature. However, one still can
use this formalism and consider a sample-to-sample distribution of such dynamical3
eﬀects of the system as current, noise, and current-to-noise ratio, which are of much
interest for both theorists and experimenters.
The S-matrix approach is also eﬃcient in the second case of transport through
a magnet. Interested in spin-dependent eﬀects, one introduces a time- and spin-
dependent S matrix of the layer. With reasonable assumptions about the form of the
matrix, one is not only able to connect spin-dependent currents and potentials on the
ferromagnetic boundary, but also satisfactorily explain an experimentally measured
enhancement of magnetization damping coeﬃcient [3]. S-matrix formalism allows
one to simplify theoretical treatment of magneto-transport equations and predict
new eﬀects.
The last but not least is a industrial use of the eﬀects considered. A mechanism
similar to the charge quantum pump may be also applied for a spin quantum pump.
Theoretical treatment presented in this thesis allows one to predict a time-dependent
transport phenomena in a systematic S-matrix approach. Spin-dependent transport
in layered magnetic systems has already found its application in hard disk drives
and is probably the best candidate for use in Random Access Memory (RAM), with
memory elements not only read, but also switched by electric current. Whether
spin waves are desirable in a device (GHz resonators) or not (RAM), the problem
of current-induced spin wave is of vital importance for explanation of great variety
of recent experiments.
In summary, both transport-related problems considered in this thesis concern
dynamical response of devices on ﬁnite frequencies, utilize similar theoretical treat-
ment of the scattering matrix approach and are of importance for potential indus-
trial use. Below we review several topics to introduce a reader into the problems we
present.4
The Section 1.1 explains the problem of mesoscopic quantum transport through
an open dot in general, both from experimental and theoretical point of view. Then
the scattering matrix formalism for time-independent transport and the adiabatic
approximation are introduced in Section 1.2, with generalization of the problem on
the time-dependent case. In the Section 1.3 we describe current situation with the
theory of spin-dependent transport through multilayered systems and qualitatively
explain some recent experimental results. Section 1.4 we give an overview of this
thesis.
1.1 Coherent transport through a quantum dot.
The problem of quantum transport through small devices has been extensively ex-
plored during last twenty years both theoretically and experimentally. Transport
through a sample is coherent if its size is smaller then the decoherence length Lφ
deﬁned by the interaction strength. In this mesoscopic limit, sample-to-sample ﬂuc-
tuations of physical properties might become comparable with their values averaged
over large number of samples. The term “mesoscopic physics” applies to macro-
scopically small systems, L   Lφ, with large number of electrons. In experiments
at low temperatures in clean systems the mesoscopic limit is attainable, so that a
theoretical investigation of mesoscopic, or sample-to-sample, distributions is needed
to characterize a system. This approach is in striking contrast with usual macro-
scopic treatment, when ﬂuctuations around ensemble-averaged values are small. An
example of physically interesting mesoscopic problem is coherent transport through
a quantum dot.
A typical quantum dot is usually created on top of semiconducting heterostruc-
tures GaAs/AlxGa1−xAs. Electronic motion perpendicular to the plane of het-5
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Figure 1.1: Left panel: Closed quantum dot disconnected from environment. Mean
level spacing ∆   1/τerg ensures universality. Right panel: Open dot. Two quantum
point contacts with NL,R open channels connect the dot with reservoirs
erostructures is strongly quantized, so that electrons form a two-dimensional electron
gas (2DEG). Metallic gates applied on the top form the shape of a small island in
2DEG and control the number of electrons within. If a special care is not taken to
form a regularly shaped ballistic dot (“quantum billiard”), the dynamics of electrons
inside is classically chaotic. For a closed dot of the size L and mean free path l an
electron with velocity vF = ∂E/∂p at Fermi energy EF explores the phase space of
the dot during ergodic time τerg ∼ L2/(lvF) for diﬀusive dot with a large number
of impurities, l<L ,o rτerg ∼ L/vF for irregularly shaped ballistic dot, L<l[4].
Within the energy band ETh =¯ h/τerg, the spectral properties of a non-interacting
closed quantum dot with mean level spacing ∆   ETh are well described in terms
of Hamiltonian Random Matrix Theory (RMT) in the limit N →∞ .I nR M To n e
considers random Hermitian matrices. Such N ×N random matrix H is statistically
distributed according to the Gaussian Law:
P(H) ∝ exp(−
βπ2
N∆2trH
2). (1.1)
The symmetry parameter β = 1 (2) corresponds to the presence (absence) of time-
reversal symmetry. These pure ensembles are called Gaussian Orthogonal Ensemble6
(GOE) and Gaussian Unitary Ensemble (GUE)[5]. In experiment one can make
a crossover from GOE to GUE by applying magnetic ﬁeld; the limit of GUE is
reached if the ﬂux through a dot exceeds ﬂux quantum Φ0 = πc¯ h/e. A conjecture
in good agreement with experiments, predictions of (1.1) for the spectral statistics
are independent of microscopic details of impurity conﬁguration and depends on
symmetry only.
If a quantum dot is attached to electronic reservoirs by reﬂectionless ballistic
quantum point contacts, it is called an open dot, see right panel in Fig. 1.1. Open
samples do not have well-resolved energy levels, the density of states being rather
a continuous then discrete function. Driving a charge current trough a dot one can
measure various transport properties of the system, like conductance in the linear
regime or shot noise power etc. There are two approaches in the random-matrix
theory, namely Hamiltonian and Scattering Matrix approach, that describe open
samples [4]. Both use a scattering matrix of a dot, S.
In the ﬁrst approach, the “random Hamiltonian approach”, the scattering matrix
is expressed via random Hermitian matrix H, which represents the Hamiltonian of
closed sample, see Eq. (1.1). Transport properties and their ﬂuctuations are then
calculated in terms of the known statistical distribution of the random matrix H
[6, 7]. Within the second method, the “random scattering matrix approach”, the
scattering matrix S itself is considered as a fundamental random quantity. Both
approaches were shown to be equivalent [7, 8] and in the end it is a matter of taste,
w h i c hm e t h o dt ou s e .
It was recently demonstrated by Brouwer [1] that if one periodically varies volt-
ages on the metallic gates that form the dot, a DC charge current through the
dot is created; later a related experiment was performed by Marcus’ group [2]. A7
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Figure 1.2: (A) Pumped dc voltage Vdot as a function of the phase diﬀerence φ
between two shape-distorting ac voltages and magnetic ﬁeld B. Note the sinu-
soidal dependence on φ and the symmetry about B = 0 (dashed white line). (B)
Vdot(φ) for several diﬀerent magnetic ﬁelds (solid symbols) along with ﬁts of the
form Vdot = A0 sinφ+B0 (dashed curves). (C) Schematic of the measurement setup
and micrograph of device 1. Ibias is set to 0 for pumping measurements. Picture
from Ref. [2]8
classical analogy of this electronic transport mechanism (“quantum pump”) was
drawn: variation of the dot’s shape squeezes electronic wave function in or out of
the dot, thus ’pumping’ electrons from one reservoir to another. These AC voltages
result in DC current even for the reservoirs in equilibrium. However, a nonzero net
current can be generated by at least two varying parameters, because a cycle of a
single parameter-pump does not pump any charge. A schematic of the experiment
is shown on the Fig. 1.2(C). For experimental reasons, the current was ﬁxed at
I = 0, and the voltage V was measured and found to be strongly dependent on
phase diﬀerence φ between the varying parameters, see Fig. 1.2 (A,B). The quan-
tum nature of pumped voltage is revealed in its random sign, see Fig. 1.2(B), for
diﬀerent samples.
1.2 Scattering matrix approach in transport
through a dot
For description of the dot’s transport properties we apply the aforementioned Scat-
tering matrix formalism, where the matrix S characterizing the sample is a key
quantity. Below we brieﬂy describe this approach, ﬁrst for the time-independent
transport. A more complicated time-dependent scattering problem, extensively de-
veloped by B¨ uttiker and coworkers [9], is considered later.
Take a mesoscopic sample connected to the reservoirs by several ideal reﬂec-
tionless two-dimensional leads, see Fig. 1.3. A stationary conﬁguration of im-
purities inside the dot deﬁnes the potential V (  r) that acts on the noninteracting
electrons inside the dot and vanishes inside the leads. The electronic wavefunc-
tions and spectrum are deﬁned as solutions to Schr¨ odinger equation with proper9
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Figure 1.3: Two quantum point contacts with NL,R open channels connect the dot
with reservoirs. The scattering modes of incoming a and outgoing b electrons from
both sides are related via scattering matrix S. Time-dependent perturbation of the
dot’s shape is governed via X1,2 voltages on the gates.
boundary conditions. Far from the scatterer (the dot) these wavefunctions take
their asymptotic values of incoming and outgoing plane-waves, deﬁned by the quan-
tization rules inside the leads. For the leads of width W the total momentum
p =
√
2mE =¯ h
 
k2
x + k2
y is continuous, but ky = πn/W is quantized. The number
N of the modes (“transversal channels”) is limited due to ﬁnite kinetic energy E
of electron. If the amplitudes ai,i =1 ,2,...,N of incoming waves with energy E
are deﬁned, the solution of the Schr¨ odinger equation gives amplitudes of outgoing
waves bi,i=1 ,2...,N. Hence the vector b(E)=( b1,b 2,...,bN)T can be written up
via the vector a(E)=( a1,a 2,...,aN)T as
b(E)=S(E)a(E). (1.2)
The matrix S(E) can be interpreted in a following way: the matrix element Smn
describes the scattering amplitude for the electron incoming in the channel m to
appear in outgoing channel n. For example, if m and n belong to the same (diﬀerent)
lead(s), the amplitudes Smn describe reﬂection (transmission) amplitude, and it is
common to write scattering matrix in the block form10
S =


rt
t  r 

. (1.3)
Due to ﬂux conservation, SS† = 1, so the matrix S is unitary. In addition, if
the Hamiltonian preserves time-reversal symmetry t →− t, the complex-conjugate
solution gives a(E)=S∗(E)b(E). Together with Eq. (1.2) this leads to SS∗ =1 ,
so that the scattering matrix is unitary and symmetric, S = ST.
As the matrix S describes scattering between diﬀerent channels, it is advanta-
geous to use it in description of transport properties of mesoscopic samples. For
example, famous Landauer formula expresses conductance G of a stationary meso-
scopic sample at temperature T = 0 in linear regime in terms of scattering ampli-
tudes tmn of the transmission block of S(EF) at Fermi energy [10]:
G =
2e2
h
tr
 
t
†(EF)t(EF)
 
. (1.4)
The shot noise power S can be also expressed in a similar way in terms of applied
voltage V as [10]:
S =
e3V
π¯ h
tr
 
r
†(EF)r(EF)t
†(EF)t(EF)
 
. (1.5)
Eqs. (1.4, 1.5), expressed in terms of S, allow one to ﬁnd a sample-speciﬁc conduc-
tance G or noise S, but for a mesoscopic sample they might not be representative,
especially for few-channel systems.
Statistical properties and correlations among several S- matrix elements are
necessary if one is interested in ﬂuctuations and correlation functions of physical
properties. For example, for an ensemble-averaged conductance,  G , one needs to
know pair correlators of S-matrix elements, but for its second moment a four-element
correlators are required. For chaotic quantum dot attached to the ballistic QPC’s
a uniform distribution of S-matrix over unitary group , “Dyson circular ensemble”,11
was proposed [11, 12, 13, 14, 15]:
P(S)=c o n s t . (1.6)
Its generalization for N × N matrix S of a dot with non-ideal contacts of non-zero
reﬂection probability is given by “Poisson kernel” [16, 17, 8] as
P(S) ∝ det
   
 1 −  S
† S
   
 
−βN+β−2
. (1.7)
The Eq. (1.7) reduces to Eq. (1.6) for  S  = 0. For large matrices, N →∞ ,
the correlations tend to the Gaussian form and enable analytical calculation of
transport properties using diagrammatic technique. For example, in this limit the
weak localization correction to conductance becomes quite obvious to calculate, see
Chapter 4.
In a more general situation of ﬁnite temperature, T  = 0, knowledge of scattering
matrix at diﬀerent energies is necessary, typically inside the band of order T around
Fermi energy EF. Then the Landauer formula Eq (1.4) modiﬁes to a convolution of
S matrix elements with equilibrium Fermi distribution in the leads:
G =
2e2
h
 
tr
 
t
†(E)t(E)
  
−∂fF(E)
∂E
 
dE. (1.8)
If the energy kBT is negligible compared to energy scale on which the S matrix
correlators change signiﬁcantly (typically it is N∆   ETh), then S at Fermi level
is suﬃcient. However, with time-dependent scattering one has to consider other
energy scales involved.
In experiments, transport through a dot might be aﬀected by a periodic variation
of the dot’s shape: the potential V (  r,t) is governed by time-dependent parameters
Xi(t), see Fig. 1.3 and now the S-matrix relates scattering states at diﬀerent ener-
gies:
b(E)=
 
S(E,E
 )a(E
 )dE
 . (1.9)12
In principle, if the frequency of variations ω is small enough, relevant energy diﬀer-
ences are usually of order |E − E |∼ω and one can approximate S by a ’frozen’
matrix S(E,t0) calculated at particular time moment t0, and consider corrections
as perturbations, with relevant expansion parameter in small ω. Variations are slow
if the dwell time τdwell an electron spends inside the dot is much smaller then AC
period 2π/ω.
For an open dot, the dwell time is deﬁned by the number of escape channels N
and mean level spacing ∆, so that the adiabatic approximation described above is
valid for ¯ hω   N∆. This condition is usually fulﬁlled in experiments up to Giga-
hertz frequencies ¯ hω/kB ∼ 10−2K  ∆/kB ∼ 1 K. In this approximation transport
properties are expressed in terms of S(E,t0) and its derivatives with respect to
slow perturbations, ∂S(t0)/∂X. Using the results of Brouwer et al [18, 19] where
the distribution of these derivatives was related to that of Wigner-Smith time-delay
matrix [20], a systematic approach to adiabatic transport allows one to ﬁnd such
time-dependent quantities as pumped current and its higher moments (noise etc).
Beyond the adiabatic regime, with ¯ hω ∼ N∆, one should either use the repre-
sentation of two-energy dependent matrix S(E,E ), Eq.(1.9) [21] or alternatively,
use the time-dependent representation
bα(t)=
  +∞
−∞
Sαβ(t,t
 )aβ(t
 )dt
 . (1.10)
In this thesis we apply this second approach. On one hand it allows a simple trans-
formation to the mixed time-energy representation for comparison with adiabatic
approximation results On the other, it does not give unnecessary complications for
general ω, since it does not rely upon expansion in small frequency perturbation
parameter.
The ﬁrst part of this thesis, Chapters 2–4, is devoted to calculations of various13
experimentally relevant transport properties of open quantum dots, both for adi-
abatic regime and beyond, and to the calculations of ﬁrst several matrix element
correlators. The latter are essential for the problems of noise calculations in a wide
variety of regimes. In the Overview of this thesis, Section 1.4, we describe the
problems solved in detail.
1.3 Spin-dependent transport through
nanomagnets
In the last ﬁfteen years a great attention was drawn to the spin-dependent transport
through multilayered systems, where several ferromagnetic layers, usually thinner
than 1 µm, were stacked between normal spacers. Resistance of such systems was
explored and was found to strongly depend on relative orientation of the layers’
magnetization vectors (GMR– Giant Magneto-Resistance). An electric current was
ﬂowing either in parallel to the layers’ plane (CIP – current-in plane) [22] or per-
pendicular direction (CPP–current-perpendicular- to the plane) [23], see left panel
of Fig. 1.4.
Resistance in the CIP geometry in wide ﬁlms is much larger then in the CPP,
but the CPP resistance scales as inverse area and may ﬁnally become larger then
CIP. On sub-micron scales the CPP-geometry has several advantages over CIP.
From experimental point of view, a typical resistance of an F-N-F system reaches
∼ 1Ω, comparable with usual CIP-resistance, but the eﬀect of GMR is usually 2-4
times stronger [24]. This makes CPP sets possible candidates for the technological
applications.
Theoretically, results of CPP-experiments are reasonably well explained using14
simple intuitive spin-resistor model. The fact that a layer with magnetization m
conducts electrons with spins s parallel (↑↑)t om better then antiparallel (↑↓) allows
one to explain why resistance of stacked layers with parallel magnetizations mi has
a lower resistance then other conﬁgurations.
In the spin-resistor model, any magnet F with magnetization m serves as a resis-
tor with resistivity ρ↑ and ρ↓ for spins ↑ and ↓ [22]; a normal spacer N is assumed to
have a spin-independent resistivity. Currents of both spins are considered completely
incoherent and can be fully deﬁned once resistance of each element of electrical cir-
cuit is found. For example, a circuit for CPP through two identical magnetic layers
is illustrated on the right panel of Fig. 1.4 : unequal spin-resistances R and r result
in considerable GMR eﬀect.
Although this model satisfactorily explains some experiments in GMR, its key
assumption that there is no mixing between spins restricts one to systems of the
size smaller then the spin-ﬂip length, L   lsf; corrections to this theory due to
ﬁnite L/lsf   1 were introduced by Valet and Fert [25]. Secondly, this theory deals
with magnetizations aligned on one axis, so that might be valid for collinear spin
transport only.
The ﬁrst condition is fulﬁlled in experiments on clean metals with weak spin-
orbit scattering, e.g. Al, where lsf reaches several hundred nanometers. How-
ever, a non-collinear situation requires a modiﬁed theory. In the experiments by
Johnson [26], a multi-terminal experiment with three ferromagnets demonstrated
that a noncollinear experimental set can be of interest as well. It was also rec-
ognized that for suﬃciently thin layers with dimensions L   lsf a strong GMR
eﬀect could rather come from interfacial spin-dependent resistances on the Normal-
Ferromagnetic boundary than from bulk spin-resistors.15
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Figure 1.4: Left panel: Schematics of CIP and CPP experiment. Right panel: An
example of spin-resistor circuit for CPP through a double-layered system. Spin s
channels of ↑ and ↓ electrons pass through ferromagnetic layers of magnetization m.
Resistances R and r correspond to ↑↓ (↓↑)a n d↑↑ (↓↓) conﬁgurations of s,m.I n
result, resistance of parallel conﬁguration (top) RP = Rr/(R+r) is less then that of
antiparallel (bottom) RAP =( R+r)/4. The GMR= RAP/RP−1=( R−r)2/(4Rr).16
Later this theory was modiﬁed by Brataas et al. [27] and Huertas-Hernando et
al. [28]. Brataas et al. demonstrated that a multilayered system may be modelled
by a set of resistors connecting nodes, either normal of ferromagnetic. Instead of two
spin-dependent potentials of the spin-resistor model, the electronic non-equilibrium
distribution function is characterized by charge- and three spin-dependent potentials
(µe,µ) for three spin components sx,sy,sz. Corresponding currents are deﬁned as
jα =
σ
e
∇αµe, jsα = −
¯ hσ
2e2∇αµs,α = x,y,z. (1.11)
The nodes are considered as good conductors with well deﬁned spin-dependent po-
tentials. Sum of incoming and outgoing spin currents is produced by external sources
of spins, given by relaxation of existing nonequilibrium spin potential µ. Together
with Kirchhoﬀ law for charge currents, this results in
 
α
jα =0 ,
 
α
jsα =
¯ hν
2
µs
τsf
. (1.12)
In continuous limit, the resistor model and Kirchhoﬀ law become respectively diﬀu-
sion equation for spin potential and Laplacian equation for electric potential, if the
mean free path lel   lsf remains the least of all other length scales.
The authors of Ref. [27] also considered NF interface conductance in terms of
spin-dependent scattering matrix S. Only spin currents with ↑,↓ spin directions were
assumed to exist in the Ferromagnetic node, that is spin component perpendicular to
m was ﬁltered out on the NF boundary. With spin-ﬂip on the boundary neglected,
the scattering matrix S yields an expression that relates boundary jump in potentials
µe,µ to currents on the normal side j,j .
In the end, not only conventional real conductances for two spin directions g↑↑,g ↓↓
are introduced, expected from the spin-resistor model as well, but also a complex
conductance coeﬃcient g↑↓ [27]. This new parameter relates a spin-current js⊥m of17
the spin component perpendicular to the local magnetization m on the normal side
of the boundary to the interfacial spin potential drop ∆µ :
js⊥m,x =
−¯ h
e2 (Reg↑↓m × [∆µ × m]+I mg↑↓[m × ∆µ]). (1.13)
Ab initio calculations of Ref. [29] demonstrated that for the most of experimentally
relevant N-F surfaces Reg↑↓   Img↑↓, so that the second term in Eq. (1.13) might
be neglected.
Later, in 2002, Tserkovnyak et al. [3] considered the case when the magnetization
m(t) of the layer is slowly rotating. In that case the scattering matrix approach
with adiabatically slow time-dependent matrix S(t) can be used. Analogously to
the “quantum pump” for pumped charge mechanism [1], varying components of
m(t) serve as two external perturbations to pump spin currents through the NF
boundaries into non-magnetic metal. Then the right hand side of Eq. (1.13) modiﬁes
for right (top sign) or left (bottom sign) NF surface as:
js⊥m,x =
¯ h
e2Reg↑↓
 
∆µs × m ∓
¯ h
2
∂tm
 
× m
+
¯ h
e2Img↑↓
 
∆µs × m ∓
¯ h
2
∂tm
 
. (1.14)
Before this convenient description of spin transport in terms of S-matrix was
recognized, completely diﬀerent methods allowed Slonczewski [30] and Berger [31] to
predict in 1996 a new eﬀect. They realized that for suﬃciently thin magnetic layers
the conduction electrons ﬁltered by magnets might produce an observable feedback
eﬀect– exert a “spin-transfer torque” on magnetization vectors mi. Although their
methods are somewhat diﬀerent, the key idea is similar: for a trilayer FNF system
with noncollinear magnetizations one should consider a spinor of the conduction
electron spin s instead of an incoherent combination of spin currents of the spin-
resistor model. Electrons entering the ferromagnet loose their perpendicular spin18
s
λ F m
NF
τ
Figure 1.5: An electron with spin s is a coherent superposition of ↑ and ↓ parts.
The ↑ component is transmitted and ↓ component is reﬂected. This ﬁltering occurs
on the length scales of ∼ λF and the torque τ is exerted on the magnetization m
component s⊥ when they pass through the boundary region. Since in a typical
ferromagnet (Co, Ni, Fe) the band splitting for ↑ and ↓ spins is of order ∼ eV ,t h e
Fermi wave-vector diﬀerence is large, k↑−k↓ ∼ kF. In result, on thicknesses of order
λF the perpendicular component of the electron’s spin is lost, see Fig. 1.5.
Indeed, for an electron incoming into the boundary layer a quantum-mechanical
superposition of ↑ and ↓ states looses its coherence on the distances ∼ 2π/|k↑−k↓|∼
λF, which corresponds to rotation of the spin s on a random angle around m.
Summed over conduction electron spins, a perpendicular component of the spin
curernt is randomized. Thus ﬁltered spin-current component is absorbed by the
ferromagnet as a torque acting on the vector m. Since the boundary layer is thin,
this model is called “surface spin-transfer torque”.
As a key result, two ferromagnets with non-magnetic metal spacer between them
act on each other by means of conduction electrons. If we assume spin-ﬂip length lsf
in the normal spacer much longer then its size, a spin current carried by conduction
electrons produces a torque which mainly lies inside the common plane of m1,2 and19
thus aligns m1 along m2. The authors of Refs. [30, 31] predicted a torque   τ1→2 due
to magnet with m1 on magnetization m2 in form of
  τ1→2 ∝ jp1m1 × [m2 × m1], (1.15)
the torque being proportional to the total electric current j and polarization coeﬃ-
cient p1 < 1 due to the ﬁrst magnet.
It is instructive to compare predictions of the theory by Slonczewski [30] and the
circuit-theory [27, 28]. In the ﬁrst one predicts the torque (1.15) to be completely in
plane of magnetizations m1,2 involved, as long as in the circuit theory the 2nd term
in the r.h.s. of (1.13) eﬀectively gives some out-of-plane component of the torque.
With complete randomization of spins in the boundary layer, the angular mo-
mentum lost by the spin current would lie in the common plane of m,s,w h i c hc o r -
responds to the ﬁrst term in Eq.(1.13). The presence of the 2nd term in Eq.(1.13)
means that some electrons are reﬂected from NF boundary layer before random-
ization is complete, and so their averaged spin rotates on a certain non-zero angle
around m. Theoretical assumptions of the circuit-theory [27] were substantiated by
numerics of Stiles et al. [32]. They demonstrated that ﬁltering is almost complete,
which agrees with small ratio Img↑↓/Reg↑↓   1 found by Ref. [29].
Had one considered an alternative model of Ref. [33]– interaction between the
layers in form of an eﬀective magnetic ﬁeld due to electronic build-up nearby, the
torque would have only rotated m1 around m2. Another diﬀerence is that the
spin-torque eﬀect essentially depends on the charge current direction, whereas the
eﬀective-ﬁeld eﬀect does not. Experiments in Cornell [34] substantitated the spin-
transfer theory by Slonczewski.
Qualitatively, the spin-torque induced eﬀect in an FNF trilayer can be described
as follows [35]: For simplicity, we restrict ourselves by the case when the left layer is20
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Figure 1.6: Top left panel: Electrons ﬂowing from the left are polarized by the ﬁxed
layer and thus exert a spin-torque onto the thin layer towards the ﬁxed layer mag-
netization. Top right panel: Electrons ﬂowing from the right are reﬂected from the
ﬁxed layer, so that the net torque has the opposite sign and pulls the thin layer to the
antiparallel conﬁguration. Bottom panel: Qualitative plot for dV/dI(I) of trilayer
system at ﬁxed small magnetic ﬁeld. Ramping current from negative to positive
values drives the system P → AP state by switching a free layer’s magnetization at
some value I+ > 0. The reverse process switches back AP → Pa tI− < 021
thick enough (“ﬁxed layer”) and keeps a constant magnetization M, but the right
one is so thin (“free layer”) that its magnetization m might change due to spin
torque. Once the electrons move from the left (see the top left panel of Fig.1.6),
the current in the normal spacer becomes spin polarized in the direction of M.A s
described above, a component of M perpendicular to m is absorbed by the thin
layer as a torque acting on m. In result, the torque   τ pulls m towards M,m a k i n g
the parallel conﬁguration P stable.
Reversely, if electrons are sent from the right (the top right panel of Fig.1.6) the
net torque in the free layer comes from electrons reﬂected from the ﬁxed magnet, but
now their spins are directed preferentially opposite to M. This net torque pulls m
from M, so that the anti-parallel state of magnets AP is more advantageous. There
is a certain lower bound I± for the magnitudes of these switching currents because
of Gilbert damping, which prevents any dynamics of the magnetization analogously
to friction force. When the current becomes strong enough, a switching to the stable
conﬁguration occurs, which is usually observed as a feature in dV/dI characteristics
due to GMR, see bottom panel in Fig. 1.6.
1.4 Overview of the thesis
Chapter 2: Pumped current and voltage for an adiabatic
quantum pump
In this chapter we consider adiabatic pumping of electrons through an open quantum
dot. As described in Sec. 1.1, the experiment [2] was performed at ﬁxed current
I = 0 and the averaged pumped voltage ¯ V was measured, see Fig. 1.2. On the
other hand, an experiment might be carried out with V = 0 and non-zero current22
¯ I measured. We demonstrate that, even for very slow weak pumping, ¯ I and ¯ V are
not simply related via dc conductance of the dot G as ¯ I = ¯ VG . The explanation
lies in the fact that conductance G is also time-dependent, so that the product VG
contain a rectiﬁed component due to AC components of V and G.
Therefore, we consider the statistical distribution of ¯ d = ¯ VG− ¯ I. The scattering
matrix formalism is applied to express transport properties via S matrix elements.
Numerical integration over corresponding matrix ensemble yields the mesoscopic
distribution of the voltage ¯ V or ¯ d in general case. Analytically, integrations can
be performed for a single-channel, N = 2, or multi-channel, N = ∞, geometry.
The distributions of ¯ V , ¯ d and ¯ I are of similar width for experimentally relevant
few-channel systems. In multichannel limit, N →∞ , the distribution of ¯ d is much
narrower than that of ¯ V or ¯ I.
An important point of interpretation of experimental results Ref. [2] was raised
by Brouwer [36], who proposed that the observed DC voltage was due to rectiﬁcation
of varying voltages, if they are capacitively connected to electronic reservoirs. If this
is the case, pumped voltage and current are proportional to each other, with non-
universal proportionality constant. However, an experimental exploration of ¯ d and
its distribution P(¯ d) in few-channel dots may be useful to deﬁne whether it is the
rectiﬁcation eﬀect or a true quantum pump which is observed in the experiment of
Ref. [2].
The results were published in: M. L. Polianski and P. W. Brouwer Phys. Rev.
B 64, 075304 (2001).23
Chapter 3: Noise through Quantum Pumps
First theoretical proposals and experimental realizations of the quantum pump-
ing lead to a deeper investigations of the questions related to the pumped charge
statistics (Full Counting Statistics (FCS)) of a given sample,and of pumped charge
statistical properties in an ensemble of samples for various regimes of pumping fre-
quency ω, temperature T and dwell time τdwell. Without addressing full FCS, we
concentrate here in the Chapter 3 on its second moment, pumped noise S,a n d
current-to-noise ratio I/S. We demonstrate that the noise through any mesoscopic
sample in quantum pumping regime can be separated into the well-known equilib-
rium Nyquist thermal noise SN and non-equilibrium pumping noise SP.T h i s l a s t
term, in the case of an open quantum dot, is the main subject of this Chapter.
For the experimentally relevant weak bilinear adiabatic regime ¯ hω,kBT   ¯ h/τdwell
the noise factorizes on frequency-temperature dependent coeﬃcient F(ω,T)a n da
sample-speciﬁc contribution. The mesoscopic distribution of the latter is analyzed in
detail for single- and multi-channel geometries. Full distributions P(S)a n dP(I/S)
were found by numerical integration, and the ratio I/S was found to be limited,
I/S ≤ 1. In the multi-channel limit, N →∞both distributions tended to Gaussian
form, and ﬂuctuations of noise S are analytically found small as ∼ 1/N.
For N →∞ , the noise S exhibits small ﬂuctuations around an ensemble-averaged
value, and in arbitrary pumping regime this value was found analytically. For the
ﬁrst time a pair correlator of time-dependent scattering matrix elements was found in
diagrammatic technique method. It includes Diﬀuson D and Cooperon C, analogous
to ones in Hamiltonian approach.
The leading contribution to the noise due to Diﬀuson was considered for various
regimes. Analogously to Ref. [37], a “heating temperature” T ∗ was introduced in24
terms of pumping strength and frequency. This scale corresponds to broadening
of the electron distribution function in the dot as a result of the time-dependent
perturbations. Noise for various regimes of ω,T,T∗ was considered both analytically
and numerically and compared with previously obtained results. In particular, at
strong pumping, kBT ∗   ¯ hω, the total noise was found to be dominated by either
pumping noise SP ∝ T ∗ or Nyquist noise SN ∝ T
The results were published in: M. L. Polianski and P. W. Brouwer, Phys. Rev.
B 65, 245314 (2002).
Chapter 4: Scattering matrix ensemble for time-dependent
transport through a chaotic quantum dot
Important transport properties of a mesoscopic system are most elegantly expressed
in terms of scattering matrix S,s e ee.g. Eqs. (1.4,1.5) for conductance and shot noise
of a stationary scatterer. However, a periodically perturbed sample, e.g. quantum
dot, requires a modiﬁed treatment, with S-matrix now dependent on two energy or
two time arguments, see Eqs. (1.9,1.10). Until recently, there were no systematic
attempts to ﬁnd time-dependent S matrix distribution or, less ambitiously, to ﬁnd
matrix element correlators.
An alternative Hamiltonian approach was used in Ref. [37] to explore pumped
current and noise, which invoked calculations of complicated diagrams, including
Hikami box. Choice of approach is a matter of taste, but we demonstrate in
this Chapter that the time-dependent S treatment of transport problems in multi-
channel limit is more concise and eﬃcient than the Floquet states formalism of two
energy arguments [21] or aforementioned Hamiltonian approach of [37]. This Chap-
ter establishes foundations of the scattering multi-channel matrix formalism with S25
matrix explicitly dependent on time.
First we consider a stationary scatterer and review known result for an energy-
independent S matrix. Its elements have an almost Gaussian distribution with small
non-Gaussian corrections of higher order in 1/N. The pair- and four- matrix element
correlations are suﬃcient to ﬁnd a weak localization correction to conductance and
conductance variance.
An energy-dependent stub model [10] with all energy dependence localized in
a wide stub attached to the quantum dot (see Appendix C.2 for details) allows
one to extend the S approach to single-energy argument matrices. In that case
these correlators allow one to ﬁnd, for example, a correlation of conductances at
diﬀerent energies. Their Fourier transform to time-representation gives a basis for
a time-dependent scattering formalism.
With the time-dependent stub model, where time-dependent perturbation is lo-
calized in an attached stub, a pair correlators containing Diﬀuson D and Cooperon
C of the previous chapter are derived in Appendix C.3, together with a four-element
correlator. Although quite complicated, these general expressions are ready for plug-
ging into any combination of time-dependent S(t,t ). The pair correlators are used
in examples of calculations of an ensemble-averaged weak-localization correction to
the conductance of the periodically perturbed dot [38], of the white-noise pertur-
bations [39]. The four-matrix correlator readily gives an averaged current-current
correlator [37]. In a non-equilibrium situation a full noise is factorized on the shot
noise SS, Nyquist noise SN, and pumping noise SP, modiﬁed by external voltage V
(equilibrium situation was considered in Chapter 3).
The results were published in: M. L. Polianski and P. W. Brouwer, J. Phys. A:
Math. Gen. 36, 3215 (2003).26
Chapter 5: Current-induced transverse spin wave instability
in a thin nanomagnet
The theoretical picture described in the Section 1.3 was substantiated by a series
of experiments on trilayer systems in Cornell [34]. For one layer much thicker then
the other, the spin torque rotated a thinner layer and led the system to the sta-
ble parallel (P) or anti-parallel (AP) conﬁguration, cf. bottom of Fig. 1.6. An
inﬂuence of applied magnetic ﬁeld H was also extensively explored [40]. For a
weak in-plane ﬁelds the dependence of dV/dI on current I clearly showed hysteretic
switching, but at higher ﬁelds ∼ 0.5 T the plot gained unexpected spiky and non-
hysteretic behavior. This feature was attributed to spin-wave excitations created in
a ferromagnet, and observed in computer simulations of mono-domain dynamics of
Landau-Lifshitz-Gilbert equation with spin-torque term due to Slonczewski, see Eq.
(1.15). Such spikes in dV/dI, see Fig. 1.7, upward or downward, are observed in
many experiments, but their nature is not fully understood yet.
Motivated by this question, we considered a simpler system of a single thin
ferromagnet attached to the reservoirs by normal contacts. Unlike many previous
theoretical works on magnetization reversal, where two ferromagnets were considered
as a one-dimensional system, we deal a single magnetic layer as essentially multi-
dimensional and predict a new eﬀect of transversal spin wave excitation. This is to
be contrasted with a longitudal spin wave of 1d theoretical picture. An experimental
signature of transversal vs. longitudal spin wave is a dip vs. peak in diﬀerential
resistance dV/dI curve.
We show that a usual CPP-electric current through a thin ferromagnet can excite
a spin-wave instability transverse to the current direction if source and drain contacts
are not symmetric. The instability, which is driven by the current-induced “spin-27
Figure 1.7: Diﬀerential resistance dV/dI was taken at various magnetic ﬁelds B for
trilayer F-N-F system [40]. At low ﬁelds a clear hysteretic switching was observed,
according to theoretical predictions, but at high ﬁelds a new unexpected peaks in
dV/dI are found. The latter were attributed to uniform rotations of the thin magnet.28
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Figure 1.8: Left panel: One direction of electric current stabilizes the layer’s mag-
netization. Right panel: Spin wave is excited inside the magnet if the current is
suﬃciently strong and electron ﬂow from the larger normal lead to the smaller one.
transfer torque”, exists for one current direction only, see Fig. 1.8
The excitation mechanism is based on probability for a spin, reﬂected from one
point r of NF boundary, to diﬀuse to another point r  where the local magnetization
m(r )  = m(r). Thus the spin s initially antiparallel to m(r) exerts a spin-torque
on magnetization m(r ), if lsf in normal metal is much larger then the distance
between r and r . Since both transmitted and reﬂected electrons create a torque,
the asymmetry becomes crucial: for example, if transmitted spins immediately sink
into the electron reservoir close the magnet, the net torque is completely due to
reﬂected electrons that enhance the spin-wave; in opposite situation the spin wave
will be damped by torque due to the torque of transmitted spins.
T h es p i nw a v em o d ev e c t o rq, where the solution to Landau-Lifshitz-Gilbert
equation becomes unstable, is a compromise between two competing mechanism
opposing its excitation. For very small q modes magnetization m varies on the scales
of 1/q and an electron should diﬀuse a large distance ∼ 1/q to exert a substantial
spin torque. However, spin-ﬂip processes, or ﬁnite spin-diﬀusion length lsf, strongly29
limit a probability of such processes, so that critical current for small q grows as
I(q) ∝ 1/q2.A nlsf inside Cu, fore example, is of order 100 nm, so the wavelength
should be signiﬁcantly smaller, λSW   100 nm.
On the other hand, large q are impossible because exchange energy ∝ q2 does
not allow creation of fast modulation of m inside the ferromagnet. A relevant length
scale is completely deﬁned by physical properties of the ferromagnet and is usually
referred to as “domain wall thickness”, typically of order several nanometers, so that
λSW   5n m .
Currently, experimenters work either with wide ﬁlms or nanopillars, the the
transversal dimensions of the latter are typically ∼ 70 nm. One might expect
that the spin waves we predict can be readily observed in experiment with highly
asymmetric normal leads attached to a thin magnetic ﬁlm. Indeed, this eﬀect was
recently explored in experiments in New-York University [41], and the theory of this
Chapter was found in very good agreement with experimental observations.
The results presented in this Chapter were published in: M. L. Polianski and P.
W. Brouwer, Phys. Rev. Lett. 92, 026602. (2004)30
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Pumped current and voltage for
an adiabatic quantum pump
2.1 Introduction
An electron pump is a device that converts a periodic variation of its characteris-
tics into a time-independent electric current.[1] Such characteristics can be “macro-
scopic”, like the charge on the device or the conductance of point contacts, or
“microscopic”, such as the location of a scatterer or the magnetic ﬂux threading the
sample. When there are two characteristics of the device that can be varied har-
monically with a frequency ω and phase diﬀerence φ, pumping of electrons already
occurs in the adiabatic limit ω → 0. In that case the pumped current is proportional
to ω sinφ, and changes sign when the phase relationship between the parameters is
reversed. Adiabatic electron pumps have been realized experimentally in (arrays of)
Coulomb blockaded quantum dots, using the voltages on plunger gates, and/or the
transparencies of the contacts as pumping parameters.[2, 3, 4]
In this Chapter, we consider an adiabatic electron pump that consist of a semi-
3334
conductor quantum dot coupled to two electron reservoirs by means of ballistic point
contacts.[5] Variation of two gate voltages allow for small changes of the shape of
the dot, and thus for the ﬂow of a dc current. Following a proposal by Spivak et
al.,[6] such a device has been built and investigated by Switkes et al.[7] The device
of Ref. [7] is referred to as an “adiabatic quantum pump”, because the variation of
the gate voltages predominantly aﬀects the quantum interference of the electrons
in the quantum dot, not their classical trajectories. An important property of the
quantum dot used in the experiment of Ref. [7] is that its classical dynamics is
chaotic. As a result, the magnitude and the sign of the expected pumped current ¯ I
are subject to mesoscopic ﬂuctuations. Since these ﬂuctuations are large, the mean
 ¯ I  and variance  ¯ I2  are insuﬃcient to describe the ensemble, and one needs to
know the entire probability distribution P(¯ I).
Theoretical analysis has focused on the dc current ¯ I pumped through the dot
[8, 9, 10, 11, 12, 13],
¯ I =
1
T
  T
0
dtI(t), (2.1)
T =2 π/ω being the period of the pumping cycle. However, experimentally, the pre-
ferred measurement is that of the dc voltage ¯ V that the electron pump generates,[7]
¯ V =
1
T
  T
0
dtV (t). (2.2)
Naively, one might expect that, for small pumping amplitudes, ¯ I and ¯ V are related
via the dot’s conductance G as ¯ I = ¯ VG . However, as we show in this Chapter, this
naive “Ohm’s law” is not always true, depending on whether the pumping frequency
ω is small or large compared to the charge-relaxation rate γ of the reservoirs. (For
adiabatic pumping, ω must always be small compared to the charge relaxation rate
of the quantum dot.) For ω   γ and if the number N of propagating channels in
the point contacts between the quantum dot and the electron reservoirs is small, the35
pumped current ¯ I and the diﬀerence ¯ D = ¯ VG− ¯ I can actually be of comparable
magnitude.
A qualitative explanation why the pumped voltage and current are not related
via the simple relation ¯ VG− ¯ I in the limit ω   γ follows from the observation
that both the pumped current and the pumped voltage have dc and ac components.
For slow pumping, the electron pump generates a bias voltage that counteracts
both the dc and ac currents generated in the dot. Since the conductance G itself
also varies in time, VacG has a dc component. It is this additional rectiﬁed dc
component of the current that is responsible for the diﬀerence between ¯ VGand ¯ I
for an adiabatic electron pump. When pumping is faster than the charge relaxation
rate of the reservoirs, no ac bias voltage is generated to balance the ac current, and
the diﬀerence between ¯ VGand ¯ I disappears.
The purpose of this Chapter is to ﬁnd the distribution of the diﬀerence ¯ VG− ¯ I
between pumped current and pumped voltage for adiabatic pumping of electrons
through a chaotic quantum dot and to compare it to the distributions of ¯ I and ¯ V .
For a chaotic dot, these distributions have a universal form, independent of details
of the pumping mechanism or the shape of the quantum dot. In section 2.2 we use
the scattering approach to present a quantitative theory for the pumped voltage ¯ V ,
and the diﬀerence ¯ D = ¯ VG− ¯ I. In section 2.3 we then evaluate the distribution of
¯ VG− ¯ I for an ensemble of chaotic quantum dots, using random matrix theory.
2.2 Pumped current and voltage
We consider a quantum dot coupled to two electron reservoirs via point contacts, see
Fig. 2.1. The shape of the quantum dot is varied periodically by variation of two gate
voltages, represented by dimensionless parameters X1 and X2. Alternatively, X1 or36
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Figure 2.1: Schematic of a chaotic quantum dot whose shape can be changed by
varying gate voltages X1 and X2 (left). In one cycle X1 and X2 trace out a contour
in (X1,X 2) space (right).
X2 can represent the value of an applied magnetic ﬁeld, or any other parameter that
characterizes the quantum dot.
As discussed in the introduction, the electron pump can be characterized exper-
imentally via a direct measurement of the pumped current, or via a measurement
of the voltage V (t) between the two reservoirs generated as a result of the pumping
of charge through the quantum dot.[14]
A formula for the dc current has been derived in Refs. [8, 9]. To derive a formula
for the dc voltage ¯ V , we introduce a simple model for the quantum dot and the two
electron reservoirs, see Fig. 2.2. The dot and the reservoirs 1, 2 are connected to a
screening gate via capacitances C and C1, C2. Following Refs. [15, 16], we introduce
the emissivity eδq(m)/δXj, which is the charge that exits the dot through point
contact m (m =1 ,2) when the parameter Xj (j =1 ,2) is changed adiabatically by
an amount δXj. Then the total current ﬂowing through contacts 1 and 2 reads
I1(t)=e
2  
i=1
δq(1)
δXi
dXi
dt
+[ V1(t) − V2(t)]G, (2.3)37
I2(t)=e
2  
i=1
δq(2)
δXi
dXi
dt
+[ V2(t) − V1(t)]G, (2.4)
where G is the dc cconductance of the quantum dot. Here we assume that all
variations are made slowly on the scale of the dwell time of the quantum dot.
When current is measured, the voltages of the two reservoirs are equal, V1(t)=
V2(t). Hence the dc current ¯ I can be found from integration of Eq. (2.3) or (2.4).[8]
Using Stokes’ theorem, ¯ I can be rewritten as an integral over the surface area S
enclosed by the contour of the parameters X1 and X2 in the (X1, X2)p l a n e ,
¯ I =
eω
2π
 
dX1dX2¯ i(X1,X 2), (2.5)
where
¯ i =
∂
∂X2
∂q(1)
∂X1
−
∂
∂X1
∂q(1)
∂X2
= −
∂
∂X2
∂q(2)
∂X1
+
∂
∂X1
∂q(2)
∂X2
. (2.6)
When voltage is measured, the result depends on whether variation of the parameters
X1 and X2 is fast or slow compared to the charge relaxation rates γ1,2 ∼ G/C1,2 of
the reservoirs. Combining Eq. (2.3) with I1 = C1dV1(t)/dt, I2 = C2dV2(t)/dt one
obtains
d(V1 − V2)
dt
=
2  
i=1
 
e
C1
δq(1)
δXi
−
e
C2
δq(2)
δXi
 
dXi
dt
+
  G
C1
+
G
C2
 
(V1 − V2). (2.7)
If the variation is fast compared to γ1,2 (but still slow compared to the charge
relaxation rate of the quantum dot), the voltage diﬀerence V1 − V2 is essentially
time independent and takes the value
¯ V = ¯ I/¯ G, (2.8)
where ¯ G is the conductance averaged over one cycle,
¯ G =
1
T
  T
0
dtG(X1(t),X 2(t)). (2.9)38
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Figure 2.2: Equivalent circuit for a measurement of the pumped voltage through the
dot (left) and of the pumped current (right). Ci and C are geometrical capacitances
of the i−th reservoir and the dot.
In the opposite limit ω   γ1,2, which is the case we’ll consider in the remainder
of the Chapter, the r.h.s. of Eq. (2.7), which is proportional to γ1,2, must vanish,
so that I1(t)=ηI2(t), where η = C1/C2 is a numerical coeﬃcient describing the
capacitive division between the two reservoirs. Combining this with Eq. (2.3), we
ﬁnd
V1(t) − V2(t)=
e
G(1 + η)
2  
i=1
 
δq(1)
δXi
dXi
dt
− η
δq(2)
δXi
dXi
dt
 
The dc voltage ¯ V is then found by integration over the period T, with the result
¯ V =
hω
4πe
 
dX1dX2¯ v(X1,X 2), (2.10)
¯ v =
1
1+η
 
∂
∂X2
(
1
g
∂q(1)
∂X1
) −
∂
∂X1
(
1
g
∂q(1)
∂X2
)
 
−
η
1+η
 
∂
∂X2
(
1
g
∂q(2)
∂X1
) −
∂
∂X1
(
1
g
∂q(2)
∂X2
)
 
, (2.11)
where g = hG/2e2 is the dimensionless conductance. For small harmonic variations
of the parameters, X1(t)=δX1 cos(ωt)a n dX2(t)=δX2 cos(ωt+φ), the integrations39
are trivial, and one ﬁnds
¯ I =
1
2
eωδX1δX2¯ isinφ (2.12)
for the pumped current, and
¯ V =
hω
4e
δX1δX2¯ v sinφ (2.13)
for the pumped voltage.
If the conductance G were constant in a cycle, i.e., G would not depend on X1
and X2, Eqs. (2.6) and (2.11)–(2.13) give the identity ¯ VG= ¯ I: the pumped current
measured at zero bias and the pumped voltage measured at zero current are related
by Ohm’s law. However, in general G does depend on X1 and X2, and this “Ohm’s
law” does not hold. The deviation is described by the diﬀerence
¯ D = ¯ VG− ¯ I. (2.14)
For small δX1 and δX2, we ﬁnd from Eqs. (2.6), (2.11),
¯ D =
1
2
eωδX1δX2 ¯ dsinφ, (2.15)
¯ d =
1
1+η
 
1
g
∂g
∂X1
∂q(1)
∂X2
−
1
g
∂g
∂X2
∂q(1)
∂X1
 
−
η
1+η
 
1
g
∂g
∂X1
∂q(2)
∂X2
−
1
g
∂g
∂X2
∂q(2)
∂X1
 
. (2.16)
The derivatives to X1 and X2 appearing in the above formulae are deriva-
tives taken at constant values of the electro-chemical potential µ of the reservoirs.
These are not necessarily equal to derivatives taken at a constant value of the (self-
consistent1) electrostatic potential Vsc inside the quantum dot. (The self-consistent
1Corrections to the self-consistent description are small as 1/Nch, where Nch is the total number
of channels connecting the dot to the reservoirs, including spin degeneracy, see I. L. Aleiner, P. W.
Brouwer, and L. I. Glazman, Phys. Rep. 358, 309 (2002). Even for single-channel point contacts,
one has Nch = 4, and the quantitative eﬀect of these corrections is small.40
electrostatic potential is meant in the sense of a mean-ﬁeld approximation of the
electron-electron interactions, see Refs. [14, 15, 16] for details.) Changes of Vsc occur
in a pumping cycle, because the total charge on the dot may vary during the pump-
ing cycle. For technical reasons, it is preferred to treat Vsc, or, equivalently, the
kinetic energy E = µ−Vsc, as an independent parameter, and to take derivatives at
constant E. The above equations for pumped voltage and current can be rewritten
using derivatives at constant E if we substitute the parametric derivatives ∂/∂X1
and ∂/∂X2 in Eqs. (2.6), (2.11), and (2.16) by[15, 16]
∂
∂X
         
µ
→
∂
∂X
         
E
+
∂E
∂X
∂
∂E
, (2.17)
∂E
∂Xi
= −
∂q/∂Xi
C/2e2 + ∂q/∂E
. (2.18)
Here C is the capacitance of the quantum dot. In Eq. (2.17), we abbreviated
∂q
∂Xj
=
∂q(1)
∂Xj
+
∂q(2)
∂Xj
. (2.19)
For a realistic quantum dot, the charging energy e2/C is much larger than the
mean level spacing ∆. In that limit, one ﬁnds that the dot charge remains constant
during the pumping cycle, I1(t)=−I2(t) for all time. As a consequence, the pumped
voltage ¯ V and the diﬀerence ¯ D = ¯ VG− ¯ I lose their dependence on the capacitive
division η.
In the absence of inelastic processes and for low temperatures (temperature T
below the mean level spacing ∆ in the quantum dot), the emissivities ∂q(m)/∂Xj
and the conductance G can be expressed in terms of the scattering matrix S of the
quantum dot and its derivatives to X1, X2,a n dE. The matrix S has dimension 2N,
where N is the number of propagating channels in each point contact; it is unitary
(unitary symmetric) in the presence (absence) of a time-reversal symmetry breaking
magnetic ﬁeld. The derivatives of S are parameterized via hermitian matrices R,41
Rj,d e ﬁ n e da s2
R = −i
∆
2π
∂S
∂E
S
†,R j = −i
∂S
∂Xj
S
†.
Then the emissivities ∂q(m)/∂E, ∂q(m)/∂X, m =1 ,2, are given by [16]
∂q(m)
∂E
=
1
∆
Re trPmR, (2.20)
∂q(m)
∂Xj
=
1
2π
Re trPmRj. (2.21)
Here P1 =1− P2 is a diagonal matrix with elements (P1)jj =1i fj ≤ m and zero
otherwise. The dc conductance g is given by the Landauer formula,
g =t rS
†P1SP2. (2.22)
In the next section, we shall study the distribution of the dimensionless diﬀerence
¯ d =¯ vg −¯ i for the case of a chaotic quantum dot.
2.3 Distribution of ¯ D = ¯ VG− ¯ I
For an ensemble of chaotic quantum dots, the statistical distribution of the scattering
matrix and its derivatives is known from the literature.[18] It takes its simplest form
when the derative of S is not parameterized by the matrices Rj, R, but by the
symmetrized derivatives Q, Qj,
Q = S
−1/2RS
1/2,Q j = S
−1/2RjS
1/2.
In the prensence of time-reversal symmetry (labeled by the Dyson parameter β =1 ) ,
the matrices Q, Q1,a n dQ2 are real symmetric. When time-reversal symmetry is
broken by a magnetic ﬁeld (β =2 ) ,Q,a n dQ1,a n dQ2 are hermitian. For ideal
2The matrix −i(∂S/∂E)S† =2 πR/∆ is the Wigner-Smith time-delay matrix, see [19]42
contacts, the joint distribution P(S,Q,Q1,Q 2)r e a d s[ 1 8 ]
P ∝
 
1+
2e2
C∆
trQ
 
Θ(Q)(detQ)
−N/2−2(βN+2−β)
× exp
 
−
β
2
tr
 
Q
−1
 
 
exp
 
−
β
16
tr
  
Q
−1Q1
 2
+
 
Q
−1Q2
 2  
, (2.23)
where Θ(Q) = 1 if all eigenvalues of Q are positive and Θ(Q) = 0 otherwise.
The capacitance C appears in the distribution because the ensemble is obtained by
sweeping an external gate voltage, not the self-consistent energy E.[17]
To ﬁnd the distribution P(¯ d), we ﬁrst integrate over Q1 and Q2 at ﬁxed S and
Q, and then over S and Q. The ﬁrst integration can be done analytically, since, for
ﬁxed Q, Q1 and Q2 are Gaussian random matrices, see Eq. (2.23). The result of
this integration takes a simple form,
P(¯ d)=
  1
2σ
e
−|¯ d|/σ
 
S,Q
, (2.24)
where the brackets indicate the average over S and Q that remains to be done. In
equation (2.24) σ is positive function of S and Q,g i v e nb y
σ
2 =
 
16
βg
 2  
[trA
2 +
δβ,1
2
tr(PRSPR
TS
†−
− PRPR)] trB
2 − (trAB)
2
 
, (2.25)
where we abbreviated
A = R
 
P −
trPR
C∆/2e2 +t rR
 
,
B = R
 
Λ −
trΛR
C∆/2e2 +t rR
 
,
and P =( P1 − ηP2)/(1 + η), Λ = i(P1SP2S† − SP2S†P1).
For the remaining integrations over S and Q we consider two limiting cases:
multichannel point contacts (N   1) and single channel point contacts (N =1 ) .43
2.3.1 Single-channel contacts
For N = 1 the remaining number of variables is small, and can be integrated over
numerically, using the distribution (2.23).3 Results for the (physically relevant)
limit C∆   e2 are shown in Fig. 2.3. In this limit, the distribution P(¯ d)d o e sn o t
depend on the capacitive division η between the reservoirs. The results for larger
values of C are not very diﬀerent from those shown in Fig. 2.3. This is illustrated
in the inset of Fig. 2.3, where we have shown the distribution P(¯ d) for the case of
large capacitance C∆   e2 and asymmetric reservoirs (capacitive division η =0 ) .
For ¯ d close to zero, the distribution shows a cusp with a logarithmically divergent
derivative at ¯ d =0 . F o r¯ d   1, the distribution P(¯ d) has power-law tails. For
C∆   e2 they are as follows4
P(¯ d) ∝

  
  
¯ d−3,β =1 ,
¯ d−3 log ¯ d, β =2 .
(2.26)
The tails of the distribution correspond to samples with an anomalously large eigen-
value of Q, corresponding to an anomalously large dwell time τD:[19] a value of ¯ d
in the tail of the contribution typically corresponds to a dwell time τD ∼ τH ¯ d2/β,
τH =¯ h/∆ being the Heisenberg time. Since conﬁgurations with anomalously large
dwell times are more sensitive to dephasing or thermal smearing, such perturbations
will truncate the tails for ¯ d ∼ (τφ/τH)β/2 or ¯ d ∼ (τHT)−β/2.
For comparison, we have also calculated the distribution of the pumped current
¯ i and voltage ¯ v. For single-channel contacts, the distribution again takes the form
(2.24), with σ replaced by σi and σv, respectively. Expressions for σi and σv can
3The numerical method to generate random matrices according to the distribution (2.23) is
outlined in J. N. H. J. Cremers and P. W. Brouwer, Phys. Rev. B 65, 115333 (2002).
4The tails of the distribution depend on the value of the capacitance C. In the non-interacting
limit C∆   e2 and η = 0, they read P(¯ d) ∝ ¯ d−2 for β =1a n dP(¯ d) ∝ ¯ d−3 log ¯ d for β =2 .44
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Figure 2.3: Distribution of the normalized diﬀerence ¯ d =¯ vg −¯ i between pumped
voltage ¯ v and pumped current ¯ i for single-channel point contacts, for the physically
relevant limit C∆   e2 (main ﬁgure). The opposite limit C∆   e2 is shown in
the inset for the case η = 0. Presence (absence) of time-reversal symmetry β =1
(β = 2) is shown solid (dashed).45
be found in the Appendix A. The resulting distributions are shown in Fig. 2.4.
(The distribution of the current was calculated previously in Ref. [8].) The main
conclusion upon comparison of Figs. 2.3 and 2.4 is that, for single-channel point
contacts, the distributions of ¯ i and of ¯ d =¯ vg −¯ i have comparable widths. Hence,
for N = 1, deviations from “Ohm’s law”, as characterized by ¯ d =¯ vg −¯ i are of the
same order as the pumped current ¯ i itself.
2.3.2 Multi-channel contacts
The distribution of ¯ d in the limit N   1 can be directly obtained from Eq. (2.24).
The integration over the unitary matrix U of eigenvectors of R and over the scat-
tering matrix S is performed using the method of Ref. [20]. For the remaining
integration over the eigenvalues τi,i=1 ,...,2N, of the matrix R it is suﬃcient to
know their density,[18]
ρ(τ)=
2N  
j=1
 δ(τj − τ)  =
N
πτ2
 
(τ+ − τ)(τ − τ−), (2.27)
where τ± =( 3±
√
8)/2N. The result is
 σ
2  =
4
βN4

1+
4
β
 
1 − η
1+η
 2  
∆
∆+2 e2/C
 2
. (2.28)
[The 1/N 4 prefactor in Eq. (2.28) follows from a contribution ∝ 1/N 2 from the
factor g−2 in Eq. (2.25) and a factor 1/N from each of the traces trA2 and trB2 in
that same equation; the term (tr AB)2 in Eq. (2.25) does not contribute to  σ2  to
leading order in 1/N.] Calculation of higher moments of σ shows that ﬂuctuations
of σ are small compared to the average as N →∞ . Hence, we can conclude that
the distribution of ¯ d in multi-channel limit is of the Poissonian form (2.24), with σ2
given by Eq. (2.28).46
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Figure 2.4: Distribution of normalized pumped current ¯ i and (inset) voltage ¯ v for
single-channel contacts. Presence (absence) of time-reversal symmetry β =1( β =
2) is shown solid (dashed).47
This is to be contrasted with the distribution of the pumped current ¯ i,w h i c hi s
Gaussian for large N, with zero mean and with root mean square[8, 10]
 ¯ i
2 
1/2 =
1
πN
. (2.29)
Hence we conclude that, for large N, typically ¯ d is a factor ∼ N smaller than
the pumped current, and can be neglected in a measurement. Hence, in the limit
N →∞the expectation of “Ohm’s law” ¯ vg = ¯ i holds, and one readily concludes
that the pumped voltage ¯ v has a Gaussian distribution with zero mean and with
root mean square
 ¯ v
2 
1/2 =
2
πN2. (2.30)
In summary, for adiabatic pumping of electrons through a chaotic quantum dot,
we have derived expressions of the pumped current ¯ I (in case of a current mea-
surement) or the pumped voltage ¯ V (in case of a voltage measurement) in terms
of the scattering matrix of the quantum dot. Pumped current and voltage are not
simply related by the dot’s conductance G. We have calculated the distribution of
the diﬀerence ¯ VG− ¯ I for small pumping amplitudes, which is universal for a chaotic
quantum dot. If the number N of propagating channels in the contacts between
the quantum dot and the reservoirs is one, ¯ I and ¯ VG− ¯ I can be of the same size;
if N   1, ¯ VG− ¯ I is typically a factor N smaller than ¯ I. Our results are valid in
the limit of slow pumping, where the pumping frequency ω is much smaller than
the charge relaxation rate γ of the reservoirs. If ω   γ, the diﬀerence ¯ VG− ¯ I is
suppressed.
The results obtained here are important in view of the interpretation of the ex-
periment of Ref. [7]. The observations of that experiment can also be explained if
the observed dc voltage is the result of rectiﬁcation of ac displacement currents gen-48
erated by the time-dependent gate voltages that should drive the electron pump.[21]
Therefore, it is important to identify signatures that distinguish adiabatic pumping
from mere rectiﬁcation of displacement currents. For the case of a current measure-
ment, two such signatures are the magnetic ﬁeld symmetry and the typical size of
the pumped current.[10, 21] Except for the case N = 1, our results allow to translate
these signatures to a voltage measurement as well.5 Further, the relation between
pumped voltage and pumped current provides a third signature of a adiabatic pump-
ing: For few-channel point contacts, ¯ I, ¯ VG , and the diﬀerence ¯ VG−¯ I are all random
and of comparable magnitude for a quantum pump, while, if the dc signal is due
to rectiﬁcation, there is a ﬁxed relationship ¯ I ∝ G2¯ V , the proportionality constant
being non-universal.[21]
5For single-channel contacts N =1 ,¯ v is expressed in terms of the scattering matrix S as
¯ v =
1
(1 + η)
2
|S12|4Im
 
∂S11
∂X1
∂S∗
11
∂X2
− η
∂S22
∂X1
∂S∗
22
∂X2
 
.
Since S(B)=ST(−B) under reversal of a magnetic ﬁeld B, this equation results in ¯ v(−B)=¯ v(B).
There is no such magnetic ﬁeld symmetry of the pumped voltage for N>1.49
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Noise through Quantum Pumps
3.1 Introduction
A periodic perturbation of a conﬁned electron system may produce a direct current.
The initial theoretical proposals [1, 2] and experimental realizations [3, 4, 5] for
electron pumps were for a pump where the spectrum is gapped and the charge
pumped in one cycle quantized and not subject to ﬂuctuations. Recently, attention
has shifted to pumps that are well connected to electron reservoirs, and, hence, do
not have a gapped excitation spectrum [6, 7, 8, 9]. If the pump relies on a time-
dependent perturbation that mainly aﬀects the quantum-mechanical phases of the
electrons, and not their classical trajectories, it is referred to as a “quantum electron
pump”. Such a quantum pump was fabricated by Switkes et al. [10].
The current that is pumped through a quantum electron pump is subject to
mesoscopic ﬂuctuations and to quantum or thermal ﬂuctuations (noise). Mesoscopic
ﬂuctuations of the current refer to the fact that the magnitude and direction of the
time-averaged current vary from sample to sample. For a quantum pump built from
a chaotic quantum dot, as is the case in the experiment of Ref. [10], the mesoscopic
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current ﬂuctuations were investigated for various regimes of temperature, pumping
amplitude and dot conductances [8, 9, 11, 12, 13, 14]. On the other hand, noise
— quantum and thermal ﬂuctuations of the current — is a property of the current
pumped through a particular realization of an electron pump. Noise in an electron
pump is best described by the ﬂuctuations of the charge pumped through the system
in a certain number of pumping cycles. The statistics of such charge ﬂuctuations
was studied in Refs. [15, 16, 17, 18, 19, 20, 21, 22] for temperatures and pumping
frequencies much smaller than the inverse dwell time (escape rate) of electrons in
the quantum dot.
In this Chapter, we consider the mesoscopic ﬂuctuations of the noise. We do
not impose any restrictions on the relative magnitudes of temperature T, pumping
frequency ω, escape rate γ and pumping amplitude. This is important, as in an
experimental realization of a quantum pump, T and γ are usually comparable,
while both are much larger than ω. Furthermore, the experiment of Ref. [10] has
addressed both the cases of weak pumping, where the pumped current ¯ I   eω
and strong pumping, where ¯ I   eω. Previous works by Andreev and Kamenev
[15] and Levitov [16] addressed the full counting statistics, but at temperatures
kT   ¯ hω only. The mean square charge ﬂuctuations for ¯ hω,kT   γ (but including
the case ¯ hω ≈ kT) and weak pumping were considered very recently by Moskalets
and B¨ uttiker [22].
Denoting the quantum-mechanical average with a bar ···, the quantum and
thermal ﬂuctuations of the pumped charge are described by
S =
1
τ0
 
Q
2 − (Q)
2
 
. (3.1)
Here τ0 is the observation time and Q is the total charge pumped through the dot in
the time τ0. The noise in an electron pump can be divided onto a Nyquist-Johnson53
component SN and pumping component SP. The former is the thermal equilibrium
noise due to the thermal ﬂuctuations of electrons in the leads, and depends on the
electron temperature T in the leads and the time-averaged conductance ¯ G of the
quantum dot through the ﬂuctuation-dissipation theorem,
S
N =2 kT ¯ G. (3.2)
The pumping contribution SP, in contrast, is a true non-equilibrium noise due to
the perturbation of electrons inside the dot. As we shall discuss in Sec. 3.3, this
contribution to the noise can be seen as arising due to the heating of electrons inside
the dot as a result of the time-dependent perturbation.
In the adiabatic regime ¯ hω   γ one needs to vary at least two system parameters
periodically in order to generate a direct current. Current noise, however, is already
generated if only one parameter is varied. The problem of current noise (and full
counting statistics) for a single time-dependent scatterer with frequency ¯ hω   γ was
addressed by Levitov and coworkers [19, 20]. Our results can be used to compute
the mesoscopic ﬂuctuations of the current in that case. We ﬁnd that the main eﬀect
of the second time-dependent parameter in a true electron pump is to reduce the
mesoscopic ﬂuctuations of the noise.
This Chapter is organized as follows: A formal expression for the noise in terms
of the time-dependent scattering matrix of the dot S is derived in Sec. 3.2. Section
3.3 considers the mesoscopic ﬂuctuations of the noise through a chaotic quantum dot
with two (or more) time-dependent parameters. For an adiabatic quantum pump at
temperature kT   γ we consider the full distribution of the mesoscopic ﬂuctuations
of the noise in Sec. 3.3.1. We focus on the cases of a quantum dot with single-channel
and many-channel point contacts. For a dot with many-channel point contacts, the
sample-to-sample ﬂuctuations of the noise are much smaller than the average. In54
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Figure 3.1: Schematic drawing of the quantum dot and the leads. There are NL (NR)
propagating modes in the left (right) contact. The shape of the dot is controlled by
the voltages of two shape-deﬁning gates. The vectors aL,R and bL,R of annihilation
operators for the incoming and outgoing states, respectively, in the left (L) and right
(R) leads are related by the scattering matrix S.
Sec. 3.3.2 we then present the ensemble-averaged noise for a dot with many-channel
point contacts at arbitrary temperature and pumping strength. In the Appendix B
we give some details of the
3.2 General formalism
We consider ﬂuctuations of charge transmitted the sample during the observation
time τ0. The sample is connected to electron reservoirs through two point contacts
with NL and NR open channels, respectively, see Fig. 3.1. It is subject to a periodic
perturbation at frequency ω/2π; The perturbation is described by specifying the
time-dependence of parameters X1(t), X2(t),...,Xn(t) characterizing Hamiltonian
of the sample. The electrons in the two reservoirs are held at the same chemical
potential µ and temperature T at all times during the pumping cycle.
We calculate the noise of the quantum pump using the scattering formalism
of B¨ uttiker [23]. In B¨ uttiker’s original application there are no time-dependent55
perturbations, so that the system is described by a scattering matrix that depends
on energy, but not on time. On the other hand, as long as pumping frequencies
and temperatures much smaller than the escape rate γ are considered, the system
with a time-dependent perturbation can be described using a scattering matrix that
depends on time, but not on energy [15, 16, 19, 20, 21, 22]. When kT,¯ hω and γ are
all comparable, one needs to use a scattering matrix S that depends on both time
and energy, or, equivalently, that depends on two times or two energies. Here we
shall make use of a formulation with a scattering matrix S(t,t ) that depends on two
times. This formulation was used to calculate the the time-averaged conductance
and pumped current in the Ref. [13]. The formalism is equivalent to the two-
energy scattering formalism developed by B¨ uttiker and coworkers for time-dependent
transport through mesoscopic structures [24, 25, 26, 27].
The scattering matrix S(t,t ) relates the annihilation [creation] operators aα(t)
[a†(t)] and bα(t)[ b†
α(t)] of incoming states and outgoing states in channel α =
1,...,2N of the leads (the index α includes the spin degree of freedom),
bα(t)=
  +∞
−∞
Sαβ(t,t
 )aβ(t
 )dt
 , (3.3)
b
†
α(t)=
  +∞
−∞
a
†
β(t
 )(S
†(t
 ,t))βαdt
 . (3.4)
Here the indices α and β label the propagating channels in the point contact con-
tacting the dot to the left and right reservoirs for α,β =1 ,...,2NL and α,β =
2NL +1 ,...,2N, respectively. The 2N × 2N matrices S† and S are related as
 
S
†(t
 ,t)
 
αβ = S
∗
βα(t,t
 ). (3.5)
Causality requires that S(t,t )=0i ft<t  . We restrict our attention to the case
where spin rotation invariance is preserved, and, hence, S is proportional to the
2 × 2 unit matrix in spin grading.56
The expression for the current IL in the left lead is
IL(t)=e
2NL  
α=1
 
a
†
α(t)aα(t) − b
†
α(t)bα(t)
 
. (3.6)
A similar expression holds for the current IR in the right lead. Although the currents
IL(t)a n d−IR(t) in the left and right leads do not need to be equal at every instance
of the pumping cycle, their integrals over one pumping cycle are. (The charge on
the dot is conserved after each cycle.) Hence, since we are only interested in the
time-averaged charge ¯ Q pumped through the dot and the charge noise S,w ec a n
replace the expression for the current operator by a suitable combination of IL and
IR,
I(t)=
NR
N
IL(t) −
NL
N
IR(t)=e
2N  
α,β=1
 
a
†
α(t)Λαβaβ(t) − b
†
α(t)Λαβbβ(t)
 
.(3.7)
Here Λ is a diagonal matrix with elements
Λαα =

  
  
NR/N α =1 ,...,2NL,
−NL/N α =2 NL +1 ,...,2N.
(3.8)
In terms of the current operator I, the time-averaged pumped current I reads
I =
1
τ0
  τ0
0
dtI(t), (3.9)
where the observation time τ0 is an integer number of pumping cycles. The noise S
is deﬁned as [cf. Eq. (3.1)]
S =
1
τ0
  τ0
0
dtdt
 
 
I(t)I(t ) − I(t)I(t
 )
 
. (3.10)
In the leads, the electron distribution function is given by the Fourier transform
f(t) of the Fermi function,
a
†
β(t )aα(t)=δαβf(t
  − t),
aβ(t )a
†
α(t)=δαβ ˜ f(t − t
 ), (3.11)57
where we deﬁned
˜ f(t)=δ(t) − f(t). (3.12)
Averages involving four creation/annihilation operators are calculated using Wick’s
theorem, see, e.g., Ref. [23]. Using Eq. (3.3) to eliminate the operators b(t)a n d
b†(t) from Eq. (3.7) and Eq. (3.11) to compute the quantum-mechanical expectation
values, we ﬁnd the average current
I =
1
τ0
e
  τ0
0
dt
 
dt1dt2f(t1 − t2)tr
 
S
†(t1,t)ΛS(t,t2) − δ(t − t1)Λδ(t − t2)
 
,
and the noise
S = S
N + S
P, (3.13)
where the Nyquist-Johnson and pumping contributions SN and SP read
S
N =
2e2
τ0
  τ0
0
dtdt
 
 
dt1dt2f(t1 − t
 ) ˜ f(t
  − t2)tr
 
δ(t − t1)Λ
2δ(t − t2)
−S
†(t1,t)ΛS(t,t2)Λ
 
, (3.14)
S
P =
e2
τ0
  τ0
0
dtdt
 
 
dt1dt2dt
 
1dt
 
2f(t1 − t
 
2) ˜ f(t
 
1 − t2)
× tr
 
S
†(t1,t)ΛS(t,t2)S
†(t
 
1,t
 )ΛS(t
 ,t
 
2)
−δ(t − t1)δ(t
  − t
 
1)Λ
2δ(t − t2)δ(t
  − t
 
2)
 
. (3.15)
(These equations can also be derived using the Keldysh formalism, see Ref. [28].)
Equation (3.15) coincides with the result of Andreev and Kamenev in the extreme
low-temperature adiabatic limit kT   ¯ hω   γ.[ 1 5 ]
For adiabatic pumping, ¯ hω   γ, Equation (3.13) is equivalent to the time-
averaged current of Refs. [8] and [9]. The Nyquist-Johnson contribution to the noise
is related to the time-averaged conductance ¯ G of the system at temperature T,s e e
Refs. [29, 30] and Eq. (3.2) above.58
3.2.1 Bilinear adiabatic pumping
Of particular interest is the case when the perturbation is slow compared to the
(elastic) escape rate γ of the electrons from the sample into the reservoirs. This is
the regime of the adiabatic quantum pump of Ref. [10]. In this approximation it is
advantageous to use an analog of the Wigner transform for the matrix S(t,t ):
S(ε,t)=
  +∞
−∞
dt
 e
−iε(t−t )S(t,t
 ). (3.16)
Up to corrections of order ¯ hω/γ, the matrix S(ε,t) is equal to the “instantaneous”
scattering matrix SX(ε), which is obtained by “freezing” all parameters Xj to their
values at time t [31].1
If, in addition to being adiabatic, the parameters Xj, j =1 ,...,n, undergo only
small excursions from their average value, which we set to zero, we may further
expand in Xj. To ﬁnd the noise it is suﬃcient to expand S up to the second order
in X. Arranging the parameters Xj in an n-component vector X =( X1,...,X n)T,
we thus ﬁnd
S
P =
e2
4τ0
  τ0
0
dtdt
 
  +∞
−∞
dε
2π
  +∞
−∞
dε 
2π
 
f(ε) ˜ f(ε
 )+f(ε) ˜ f(ε
 )
 
× cos[(ε − ε
 )(t − t
 )]
 
(X
T(t) −X
T(t
 ))K(ε,ε
 )(X(t
 ) −X(t))
 
, (3.17)
where ˜ f(ε)=1− f(ε)a n dt h en × n matrix K reads
Kij(ε,ε
 )=t r
 
Λ
2Ri(ε)Rj(ε)+Λ
2Rj(ε
 )Ri(ε
 ) − 2ΛRi(ε)ΛRj(ε
 )
 
, (3.18)
Rj(ε)=−i
∂SX(ε)
∂Xj
S
†
X(ε). (3.19)
For kT   γ, Eq. (3.17) coincides with the result found by Moskalets and B¨ uttiker.
[22]
1The ﬁrst order correction in an expansion in powers of ¯ hω/γ is given in Appendix C of Ref.
[13]. See also B. Wang et al.,P h y s . R e v . B65, 073306 (2002), and O. Entin-Wohlman, A.
Aharony, and Y. Levinson, Phys. Rev. B 65, 195411 (2002).59
In the bilinear regime and at zero temperature, the time-averaged current I and
the noise SP are suﬃcient to deﬁne the total counting statistics of the pump [16]:
To lowest order in the excursions of the parameters Xj, the pumping cycles are
statistically independent. A pumping cycle is characterized by quantum-mechanical
probabilities PR and PL that an electron is pumped from left to right or from
right to left, respectively. Both PR and PL are small, of order X2, and one has
I =( eω/2π)(PL − PR), SP =( e2ω/2π)(PL + PR).
For a typical quantum dot with capacitance C and mean level spacing ∆, the
charging energy e2/2C   ∆. The derivatives in Eq. (3.19) should be taken at a
constant value of the chemical potential µ, which, in the Hartree approximation, is
equal to sum of the electron’s kinetic energy and the electrostatic potential. In the
absence of electron-electron interactions all derivatives are taken at constant value of
the kinetic energy. As we prefer to take derivatives at constant kinetic energy (i.e.,
at constant ε) in both cases, we substitute the parametric derivatives as [24, 32].
∂
∂X
       
 
µ
→
∂
∂X
       
 
ε
−


1
2trRi
πC
e2 − i
2tr
∂SX
∂ε S
†
X

 ∂
∂ε
. (3.20)
Equation (3.20) diﬀers from a similar expression in Ref. [8] by factor of 1/2i nf r o n t
of the traces because of the double size of matrix S as a result of the inclusion of
spin.
3.3 Application to chaotic quantum dots
We now consider the mesoscopic ﬂuctuations of the pumping noise SP for the case of
a chaotic quantum dot. The quantum dot is characterized by a mean level spacing
∆, escape rate γ = N∆/2π, Thouless energy ETh =¯ h/τerg   ∆, and capacitance
C, with charging energy e2/2C   ∆. It is coupled to two electron reservoirs via60
ballistic point contacts with NL and NR channels each, see Fig. 3.1.
The dot is driven by periodically varying parameter(s) Xi, i =1 ,...,nwith fre-
quency ω, cf. Fig. 3.1. In the experiment of Ref. [10], the parameters Xi correspond
to the voltages on external gates that control the dot shape. The precise relation
between the parameters X used in the theory and in the experiment is not known a
priori, but can be established using independent measurements of, e.g., the deriva-
tive of the conductance [32] or the rate of change of the position of Coulomb blockade
peaks when the point contacts between the dot and the reservoirs are pinched oﬀ
[13]. Following Refs. [8, 11, 13], we will assume that the diﬀerent parameters Xi
correspond to diﬀerent perturbations of which the matrix elements between states
(of the closed dot) within a Thouless energy from the Fermi level ε = 0 are Gaussian
and independently distributed. We choose the scale for the parameters Xi such that
the mean square derivative  (∂εµ/∂Xi)(∂εµ/∂Xj)  = δij∆2/π2,w h e r e∆i st h em e a n
level spacing and εµ is an energy level in the closed dot.
The transmitted charge Q is measured during a time τ0, which we will assume
to be a large number of pumping cycles. This requirement of large observations is
discussed in detail in Ref. [20]. For short observation times boundary eﬀects related
to switching processes in the system need to be taken into account.
3.3.1 Weak adiabatic low temperature pumping
If not only the frequency ¯ hω is much smaller than the escape rate γ, but also kT   γ,
the scattering matrix S(ε,t) in Eq. (3.17) can be taken at the Fermi level ε =0 ,
and we ﬁnd the simple result
S
P =
e2
2τ0
  τ0
0
dtdt
 f(t − t
 ) ˜ f(t
  − t)(X(t) −X(t
 ))
TK(X(t
 ) −X(t)), (3.21)
Kij =t r
 
Λ
2RiRj +Λ
2RjRi − 2ΛRiΛRj
 
. (3.22)61
We now consider the case of two parameters, X(t)=( X1(t),X 2(t))T:
X1(t)=X1 cos(ωt),X 2(t)=X2 cos(ωt+ φ), (3.23)
in more detail. For this case, Eq. (3.21) is factorized into a factor F(T,ω)t h a t
depends on the relevant time and energy scales, and a sample speciﬁc contribution,
S
P = e
2F(T,ω)
 
K11X
2
1 + K22X
2
2 +2c o sφ K12X1X2
 
. (3.24)
To ﬁnd the integral F(T,ω) for the physically relevant limit of long observation
times τ0   1/T, we note that in this limit the distribution function f(t)i sg i v e nb y
Fourier transform of the equilibrium Fermi distribution function,
f(t)=
  dε
2π¯ h
eiεt/¯ h
eε/kT +1
=
ikT
2¯ hsinh(πkTt/¯ h)
. (3.25)
Substitution into Eq. (3.21) then yields
F =
ω
2π
 
coth
¯ hω
2kT
−
2kT
¯ hω
 
. (3.26)
The result (3.24) with F given by Eq. (3.26) coincides with the theory of Moskalets
and B¨ uttiker [22].
The physical meaning of the function F(T,ω) with becomes clear once it is
written in energy representation,
F =
  dε
4π¯ h
 
f(ε +
¯ hω
2
) ˜ f(ε −
¯ hω
2
) − 2f(ε) ˜ f(ε)
+ f(ε −
¯ hω
2
) ˜ f(ε +
¯ hω
2
)
 
. (3.27)
Equation (3.27) measures the change in the number of equilibrium electron-hole pairs
due to absorption and emission of the pumping ﬁeld quantum ¯ hω. At temperatures
kT   ¯ hω the Fermi distribution is sharp, and F = ω/2π.A th i g hkT   ¯ hω,t h e
Fermi distribution is smooth on the scale ∼ ω,s ot h a tF is small, F ∼ ¯ hω2/kT.62
Fluctuations of the noise are described by the second factor in Eq. (3.24), which
varies from sample to sample. To ﬁnd the mesoscopic ﬂuctuations of the noise, we
use the joint distribution of the matrices Ri (i =1 ,2) derived in Ref. [33]. The
resulting distribution of this mesoscopic contribution depends on two parameters,
Cl =
2
N
(X
2
1 + X
2
2),C c =
4
N
X1X2 sinφ. (3.28)
Equality Cc = Cl is achieved if X1 = X2 and φ = π/2, corresponding to the
circular contour in the (X1,X 2) plane. Below we consider the noise distribution for
a quantum dot with single-channel point contacts (NL = NR = 1), and for a dot
with many-channel point contacts (NL,N R   1) separately.
Two channel geometry, N =2
For small N, the full distribution of the noise can be obtained using the method of
Ref. [34] to numerically generate the matrices R1 and R2 according to the appro-
priate distribution, see Appendix B for details. Figure 3.2 shows the distribution
of the noise power SP and the current-to-noise ratio I/SP for a quantum dot with
single-channel leads (N = 2) for the case Cl = Cc. The distributions are shown with
and without time-reversal symmetry (TRS). For reference we have also included the
distributions for the case e2/C   ∆ of weak electron-electron interactions inside the
dot. The case Cc <C l (i.e., the dependence on the phase diﬀerence φ) is illustrated
in Fig. 3.3. The current-to-noise ratio shown in Figs. 3.2 and 3.3 accounts for the
pumping noise SP only. The Nyquist-Johnson noise SN presents a diﬀerent noise
source, which will dominate over the pumping noise if kT ∼ ¯ hω
√
Cl.
We note that the distributions of SP and I/SP are highly non-Gaussian. In
particular, the mean  SP  of the noise distribution is dominated by the algebraic tail
for large SP, and is not representative of the distribution itself. [For example, in the63
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Figure 3.2: Main panel: Distribution of pumping noise SP for a chaotic quantum
dot with single-channel point contacts and two time-dependent parameters X1 and
X2 given by Eq. (3.23) with Cl = Cc. [The parameters Cl and Cc are deﬁned
in Eq. (3.28).] The noise is measured in units of e2ClF. The plots are with and
without time-reversal symmetry (TRS) and for e2/C   ∆ (weak electron-electron
interactions inside the dot) or e2/C   ∆. Inset: Distribution of the current-to-noise
ratio I/SP, measured in units of ω/(2πFe). There is no divergence at I/SP → 0.64
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Figure 3.3: Distribution of the pumping noise SP (main panel) and the current-to-
noise ratio I/SP (inset) for a quantum dot with two single channel point contacts
and broken time-reversal symmetry, for various values of Cc/Cl.T h ev a l u e so fCc/Cl
shown are Cc/Cl =1 ,s i n ( π/4), sin(π/12), and 0. If the variations of the parameters
X1 and X2 have equal amplitudes, this corresponds to phase diﬀerence φ = π/2,
π/4, π/12, and 0, respectively. The noise SP is measured in units of e2ClF and the
current I is measured in units of eClω/2π.F o rCc =0 ,P(I/SP) is a delta function
at I/SP = 0 (not shown).65
absence of time-reversal symmetry and for e2/C   ∆, the mean  SP  =8 /3(e2ClF),
while the most probable value is for SP ≈ 0.5(e2ClF).] We also note that, while
the phase diﬀerence φ aﬀects the typical size of the time-averaged pumped current
I ∝ eωCc but not the form of the distribution, changing φ has a small eﬀect on the
average noise  SP , but changes the shape of the noise distribution signiﬁcantly, see
Fig. 3.3. In particular, the probability to ﬁnd small SP is signiﬁcantly higher for
φ close to zero than for φ ∼ π/2. The reason for this diﬀerence is that the case
φ ∼ π/2 corresponds to noise generated by two independent sources, while φ close
to zero corresponds to only a single noise source. Furthermore, the current-noise
ratio I/SP has a maximum at I/SP = e, as was predicted by Levitov [16]. For a
quantum dot with single-channel point contacts, there is a ﬁnite probability density
to achieve this optimum current-to-noise ratio, as is seen in the inset of Fig. 3.2.
For point contacts with more than one channel, the probability density to attain
the maximum value I/SP = e vanishes [16], see, e.g. Fig. 3.4.
Multichannel limit, N   1
For large N, the ensemble average and variance of the noise can be expressed in
terms of an integral over the unitary group and over the eigenvalues of the Wigner-
Smith time-delay matrix R = −i¯ h(∂S/∂ε)S† [35]. These integrals can be calculated
using the method of Ref. [36] and Chapter 2, together with asymptotic expressions
for the density and two-point correlations of the eigenvalues of the Wigner-Smith
time-delay matrix, see Appendix B for details.
The result is
 S
P  =2 e
2Fg
 
1+
2
N
δβ,1
 
Cl, (3.29)
var S
P =
g(2e2F)2
N
 
3
 
1+( 1+2 δβ,1)
2g
N
 
C
2
l −
 
1+( 1+4 δβ,1)
g
N
 
C
2
c
 
. (3.30)66
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Figure 3.4: The same as Fig. 3.2 for a quantum dot with NL = NR =5 . C u r v e s
with weak and strong electron-electron interaction are indistinguishable.
where we abbreviated g = NLNR/N. The factor F depends on ω and T and was
deﬁned in Eq. (3.26). Note that the ﬂuctuations of SP are a factor ∼ 1/N smaller
than the average. Higher cumulants of the noise are even smaller, so that we conclude
that, for N   1, the noise distribution becomes sharply peaked at the average  SP 
and that the remaining sample-to-sample ﬂuctuations are Gaussian.
In Fig. 3.4 we show the results of a numerical calculation of the distribution
noise SP and the current-to-noise ratio I/SP for a dot with NL = NR =5 ,N =
10. This value of N can be seen as intermediate between the small-N regime,
where the distributions are strongly non-Gaussian and the large-N regime where
the distributions are Gaussian. We note that for N = 10 the noise distribution still
has pronounced tails for large SP.67
3.3.2 Noise at arbitrary pumping for multichannel dots
In this subsection we consider a general time dependence and amplitude of the
parameters Xj. We limit ourselves to the calculation of the ensemble averaged
noise, since the mesoscopic ﬂuctuations of the noise are smaller than the average by
a factor 1/N if N   1, see Eq. (3.29).
For a calculation of the ensemble average noise  SP , we need to know the cor-
relation functions of scattering matrix elements Sαβ(t,t ) for an ensemble of chaotic
quantum dots. The indices α and β refer to the “orbital” channels as well as to
the spin of the electrons. In order to discriminate between the orbital and spin
degrees of freedom, we set α =( i,σ), where σ = ±1 refers to spin and i =1 ,...,N
denotes the orbital channels, i =1 ,...,N L for channels in the left point contact
and i = NL +1 ,...,N for channels in the right point contact. In this notation,
the scattering matrix Sαβ = So
ijδσσ  is proportional to the 2 × 2 unit matrix in spin
space. The correlator of the orbital part So
ij reads
 S
o
ij(t,t
 )S
o∗
kl (τ,τ
 )  = δ(t − t
  − τ + τ
 )
 
δikδjl D(
t + τ
2
,t
  +
τ − t
2
,τ− t)
+δilδjk C(
t + τ
2
,t
  +
τ − t
2
,τ− t)
 
, (3.31)
with D and C given by
D(t1,t 2,τ)=Θ ( t1 − t2)exp
 
−
  t1
t2
∆dξ
2π¯ h
 
Nd +2( X
T(ξ − τ/2) −X
T(ξ + τ/2))
×(X(ξ − τ/2) −X(ξ + τ/2))]}, (3.32)
C(t1,t 2,τ)=Θ ( t1 − t2)exp
 
−
  t1−τ/2
t2−τ/2
∆dη
2π¯ h
 
Nc +2( X
T(η) −X
T(t1 + t2 − η))
×(X(η) −X(t1 + t2 − η))]}. (3.33)
Here Θ(z)=1i fz>0 and 0 otherwise and we abbreviated
Nd = N, Nc = N +2 x
2, (3.34)68
where x ∝ (Φ/Φ0)(τerg∆)−1/2 is a dimensionless parameter describing the magnetic
ﬂux penetrating the quantum dot and Φ0 the ﬂux quantum [37]. The unitary ensem-
ble, when time-reversal symmetry is fully broken, corresponds to the limit x →∞ .
In the literature, two equivalent approaches have been taken to calculate cor-
relators such as Eq. (3.31) above, the Hamiltonian and scattering approaches [37].
In the Hamiltonian approach the fundamental object is the random Hamiltonian
of the closed chaotic quantum dot and the Green functions related to it. Once the
scattering matrix S is expressed in terms of Green functions, the correlator (3.31)
can be analyzed by standard diagrammatic techniques. The two terms C and D
then appear as the cooperon and diﬀuson contributions. The fundamental object
of the scattering approach is a statistical model for the scattering matrix S of an
ensemble of dots. Equivalence of both methods, including the parametric and en-
ergy dependence of S is shown in Ref. [33]. A derivation of Eq. (3.31) using the
scattering approach is given in Chapter 4. We refer to Ref. [28] for a discussion
based on the Hamiltonian approach.
Knowing the correlator (3.31), we can ﬁnd the ensemble-averaged noise  SP ,
 S
P  =
2e2g
τ0
  τ0
0
dt dt
 f(t − t
 ) ˜ f(t
  − t)
×


   ∞
0
D(
t + t 
2
,
t + t 
2
−
¯ hζ
γ
,t
  − t) dζ
 2
− 1

, (3.35)
where g = NLNR/N is the dot conductance, γ = N∆/2π the escape rate, and we
assumed τ0   1/ω,¯ h/γ. The Cooperon term C of Eq. (3.31) does not appear in
 SP  to leading order in 1/N; its contribution is a factor 1/N smaller, see, e.g., Eq.
(3.29).
Equation (3.35) gives the ensemble-averaged noise for arbitrary ω, T,a n dγ,
and for arbitrary excursions of the parameters Xj. We now investigate Eq. (3.35)69
for the case that there are two time-dependent parameters X1 and X2 with time
dependence given by Eq. (3.23). In order to distinguish regimes of “weak” (bilinear)
and “strong” pumping, we introduce the energy scale [13, 30]
kT
∗ =¯ hω
 
Cl. (3.36)
The meaning of the energy scale kT∗ becomes clear when we view the pumping
process as “diﬀusion in energy space”: carriers absorb or emit energy quanta of size
¯ hω at a rate X2∆/¯ h [13]. Weak (bilinear) pumping corresponds to the case when
the probability to absorb or emit one or more quanta is small, i.e., to the regime
X2∆   γ or kT∗   ¯ hω.F o rkT∗   ¯ hω many quanta are absorbed or emitted, so
that the carriers in the dot shift their energies by an amount ∼ ¯ hω
 
X2∆/γ ∼ T ∗.
If T ∗ exceeds the temperature T of the electrons in the leads, the time-dependent
potentials in the dot lead to signiﬁcant “heating” of the electrons inside the dot and
T ∗ can be viewed as an eﬀective electron temperature inside the dot. The latter
regime is referred to as “strong” pumping.
For weak pumping, kT∗   ¯ hω, we can expand D to ﬁrst order in X2 and we
recover the result Eq. (3.29), now without a restriction on the temperature T.F o r
strong pumping, kT∗   max{¯ hω,kT}, a simple expression for the noise power can
be obtained if pumping is adiabatic, ¯ hω   γ. In that case, we note that D in Eq.
(3.35) contains the fast decay ∼ exp(−ζ) and a slowly varying contribution from
the time-dependence of the parameters Xj.S i n c e t h e Xj vary slowly on the time
scale ¯ h/γ, the integration over ζ can be done, and the result is
 S
P  =
2e2g
τ0
  τ0
0
dt
 dtf(t
  − t) ˜ f(t − t
 )
×


 
N
N +2 ( X T(t) −XT(t ))(X(t) −X(t ))
 2
− 1

. (3.37)
In the limit of low temperatures, kT   ¯ hω (and, as before, assuming long observa-70
tion times ¯ h/τ0   kT,¯ hω), Eq. (3.37) yields
 S
P  =
e2gω
π
[1 + 6Cl(1 + Cl(1 − S2))] E(k) − [1 + 2Cl(1 − S)] K(k)
π[1 + 2Cl(1 − S)]
 
1+2 Cl(1 + S)
, (3.38)
where E(k)a n dK(k) are full elliptic integrals of the 2nd and 3rd kind, respectively,
and we abbreviated
S =
       1 −
 Cc
Cl
 2
,k
2 =
4Cl S
1+2 Cl(1 + S)
. (3.39)
In the special case that the two time-dependent parameters X1(t)a n dX2(t) have
equal amplitudes, S = |cosφ|. The dependence of the averaged noise in Eq. (3.38)
on the ratio Cc/Cl (i.e., on the phase diﬀerence φ)i sw e a k . F o rt h ec a s eCc =0
(φ = 0) we ﬁnd the asymptotes
 S
P  = e
2g
ω
π
Cl = e
2g
(kT∗)2
π¯ h
2ω
if kT∗   ¯ hω, (3.40)
 S
P  = e
2g
3ω
π2
 
Cl
2
= e
2g
3
π2¯ h
√
2
kT
∗ if kT∗   ¯ hω. (3.41)
For the case Cc = 0, but at arbitrary temperatures kT, Eq. (3.37) yields
 S
P  = e
2gω
 
2kT
¯ hω
 2   ∞
0
dζ
sinh
2(2πkTζ/¯ hω)


1 −
¯ hω
 
(¯ hω)2 +4 ( kT∗)2 sin2 ζ
+
2(kT∗)2¯ hω sin2 ζ
 
(¯ hω)2 +4 ( kT∗)2 sin2 ζ
 3/2

 
 
. (3.42)
The low temperature asymptotics can be easily obtained from this result, and re-
produce the Eqs. (3.40,3.41) for kT∗   ¯ hω or kT∗   ¯ hω. For intermediate values
of kT∗/¯ hω and kT/¯ hω, Eq. (3.42) is plotted in Fig. 3.5. As long as both ¯ hω and kT
are much smaller than kT∗, the integral (3.42) is dominated by ζ   ¯ hω/kT ∗   1,
so that the strong pumping asymptote of Eq. (3.41) is reached, irrespective of ω or
T.
An analytical expression for φ  = 0 can, in principle, be obtained from Eq. (3.37)
as well. The qualitative behavior as a function of pumping strength and temperature71
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Figure 3.5: Noise  SP  in units of e2gω, as a function of the dimensionless pumping
strength kT∗/¯ hω and for various choices kT/¯ hω.
is similar to that shown in Fig. 3.5 for the case φ = 0. The limit of strong pumping
should converge to the limit Eq. (3.38) of T = 0, similarly to the case φ = 0 studied
above.
Here we calculated the current noise generated in a quantum pump using a
scattering matrix formalism with a scattering matrix S(t,t ) that depends on two
times. With this formalism, we could consider arbitrary pumping frequency ω,
temperature T, escape rate γ, and pumping strength X. W et h e nc a l c u l a t e dt h e
average and variance of the noise for an ensemble of quantum pumps consisting of
a chaotic quantum dot.
One issue that has received considerable attention recently is the question whether
one can build a noiseless quantum pump [38]. While our results for the bilinear72
pumping regime show that there is a ﬁnite (mesoscopic) probability for zero noise,
it is not possible to have no noise and a ﬁnite pumped current at the same time
in the bilinear regime [16, 39], cf. Figs. 3.2 and 3.3. This is diﬀerent beyond the
bilinear regime, where a quantized, and, hence, noiseless pump has been proposed
using a pumping contour that encircles a resonance in an almost closed quantum
dot [40].
We note that both the equilibrium Nyquist-Johnson noise SN and the pumping
noise SP depend on the available energy window. For pumping noise, that energy
window is the heating temperature T ∗, see Eq. (3.36); for Nyquist-Johnson noise it
is the temperature T of the electron reservoirs. The results (3.29) and (3.38)–(3.42)
allow us to compare the Nyquist-Johnson and pumping contributions to the averaged
noise. In the experimentally relevant case that ¯ hω   kT, both noise contributions
are proportional to the (dimensionless) dot conductance g, but the Nyquist-Johnson
noise scales as T, while the pumping noise scales as T ∗ if T ∗   T and as T ∗2/T
if T ∗   T. The Nyquist-Johnson and pumping contributions to the noise are
comparable at T ∼ T ∗. An experiment cannot separate the two contributions to
the noise, since it measures the total noise power. The pumping contribution to the
n o i s ei sd o m i n a n ta sl o n ga sT   T ∗.73
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Scattering matrix ensemble for
time-dependent transport through
a chaotic quantum dot
Random matrix theory can be used to describe the transport properties of a chaotic
quantum dot coupled to leads. In such a description, two approaches have been
taken in the literature, considering either the Hamiltonian of the dot or its scat-
tering matrix as the fundamental random quantity of the theory. In this Chapter,
we calculate the ﬁrst four moments of the distribution of the scattering matrix of a
chaotic quantum dot with a time-dependent potential, thus establishing the foun-
dations of a “random scattering matrix approach” for time-dependent scattering.
We consider the limit that the number of channels N coupling the quantum dot
the reservoirs is large. In that limit, the scattering matrix distribution is almost
Gaussian, with small non-Gaussian corrections. Our results reproduce and unify re-
sults for conductance and pumped current previously obtained in the Hamiltonian
approach. We also discuss an application to current noise.
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4.1 Introduction
From a statistical point of view, energy levels and wavefunctions in semiconductor
quantum dots and metal grains, or eigenfrequencies and eigenmodes of microwave
cavities, share a remarkable universality. With proper normalization, correlation
functions of energy levels or wavefunctions for an ensemble of macroscopically equiv-
alent, but microscopically distinct samples depend on the fundamental symmetries
of the sample only; they do not depend on sample shape or volume, or on the impu-
rity concentration. The same universality appears for correlators of eigenvalues and
eigenfunctions of large matrices with randomly chosen elements [1, 2, 3]. Originally,
such “random matrices” were introduced by Wigner and Dyson to describe the uni-
versal features of spectral correlations in heavy nuclei [4, 5]. Theoretical predictions
from random matrix theory have been veriﬁed in experiments on semiconductor
quantum dots and chaotic microwave cavities, and with the help of numerical simu-
lations [6, 7, 8, 9]; for the case of a disordered quantum dot, the validity of random
matrix theory has been proven by ﬁeld-theoretic methods [10].
Open samples, such as semiconductor quantum dots coupled to source and drain
reservoirs by means of ballistic point contacts or microwave cavities coupled to ideal
waveguides, do not have well-resolved energy levels or wavefunctions. They are
characterized by means of a continuous density of states and by their transport
properties, such as conductance or shot noise power. Within random-matrix theory,
two approaches have been taken to describe open samples [37]. In both approaches,
transport properties are described in terms of the sample’s scattering matrix S.
The ﬁrst approach is the “random Hamiltonian approach”. In this approach, the
scattering matrix is expressed in terms of a random Hermitean matrix H,w h i c h
represents the Hamiltonian of the closed sample. Averages or ﬂuctuations of trans-78
port properties are then calculated in terms of the known statistical distribution of
the random matrix H [12, 13]. In the second approach, the “random scattering ma-
trix approach”, the scattering matrix S itself is considered the fundamental random
quantity. It is taken from Dyson’s “circular ensemble” of uniformly distributed ran-
dom unitary matrices [14, 15, 16, 17, 18], or a generalization known as the “Poisson
kernel” [2, 19, 20]. Both approaches were shown to be equivalent [13, 20]. Hence,
in the end, which method to use is a matter of taste.
Recently, there has been interest in transport through chaotic quantum dots
with a time-dependent Hamiltonian. Switkes et al. fabricated a “quantum electron
pump” consisting of a chaotic quantum dot of which the shape could be changed
by two independent parameters [10]. Periodic variation of the shape then causes
current ﬂow through the quantum dot, hence the name “electron pump”. Motivated
by theoretical predictions of Vavilov and Aleiner [22, 23], Huibers et al. looked at
the eﬀect of microwave radiation on the quantum interference corrections to the
conductance of a quantum dot [24]. The presence of a time-dependent potential
will cause the ratio of universal conductance ﬂuctuations with and without time-
reversal symmetry to be less than two if the typical frequency of the ﬂuctuations is
of the order of the electron escape rate from the quantum dot [23, 30, 26, 27]. (By
the Dyson-Mehta theorem [28], the ratio is two in the absence of a time-dependent
perturbation [37].)
A scattering matrix formalism to describe time-dependent transport was devel-
oped by B¨ uttiker and coworkers [29, 30, 31, 32, 33]. The scattering matrix for-
malism for time-dependent scattering is more complicated than the formalism for
time-independent scattering, since energy is no longer conserved upon scattering
from a cavity or quantum dot with a time-dependent potential. In the adiabatic79
limit, when the frequency ω of the time-dependent variations is small compared to
the escape rate from the quantum dot, the theory can be formulated in terms of the
scattering matrix S and its derivative to energy [32]. However, a theory that de-
scribes arbitrary frequencies ω must be formulated in terms of a scattering matrix
S(ε,ε ) that depends on two energy arguments, or, equivalently, a matrix S(t,t )
depending on two time arguments [22].
Random matrix theory can be used to describe the statistics of time-dependent
transport if the time dependence is slow on the scale of the time τerg needed for
ergodic exploration of the quantum dot. In several recent papers [22, 23, 30, 26,
27, 11, 13], the calculation of time-dependent transport properties for an ensemble
of chaotic quantum dots was done using a variation of the “random Hamiltonian
approach”: the time-dependent scattering matrix S(t,t ) is ﬁrst expressed in terms
of a time-dependent Hermitean matrix H(t), which is the sum of a time-independent
random matrix and a time-dependent matrix which does not need to be random;
the ensemble average is then calculated by integrating H over the appropriate distri-
bution of random matrices. It is the purpose of this Chapter to develop a “random
scattering matrix approach” for time-dependent scattering, using the distribution
of the scattering matrix S(t,t ), not the Hamiltonian H(t), as the starting point for
further calculations.
For time-independent scattering, the distribution of the elements of the scatter-
ing matrix is given by the circular ensembles from random matrix theory (or, for a
quantum dot with non-ideal leads, by the Poisson kernel). In the limit that the di-
mension N of the scattering matrix becomes large, the scattering matrix distribution
can be well approximated by a Gaussian, whereas non-Gaussian correlations can be
accounted for in a systematic expansion in 1/N [20]. For the calculation of transport80
properties (conductance, shot noise power), the Gaussian approximation is usually
suﬃcient; knowledge of the underlying “full” scattering matrix distribution is not
required. Here, we take a similar approach for time-dependent transport. We show
that, for large N, elements of the scattering matrix S(t,t ) are almost Gaussian
random numbers, for which non-Gaussian correlations can be taken into account by
means of a systematic expansion in 1/N. We calculate the second moment of the
distribution and the leading non-Gaussian correction.
This Chapter is organized as follows: In section 4.2 we review the scattering
matrix approach for time-independent scattering. The case of time-dependent scat-
tering is considered in section 4.3. Applications are discussed in section 4.4. Details
of the calculation and an extension to the case of quantum dots with nonideal con-
tacts can be found in the appendices. The second moment of the scattering matrix
distribution calculated here was used in reference [37] to compute the shot noise
power of a quantum electron pump.
4.2 Time-independent scattering
We ﬁrst summarize important facts about the distribution of the scattering matrix
S for time-independent scattering.
For large matrix size N, the scattering matrix elements Sij have a Gaussian
distribution with small non-Gaussian correlations. Mathematically, this is a con-
sequence of the fact that S is distributed according to the circular ensemble from
random matrix theory or, for a quantum dot with non-ideal leads, the Poisson kernel
[36]. In a semiclassical picture, the Gaussian distribution of the scattering matrix
elements follows from the central limit theorem, when Sij is written as a sum over
many paths, where the contribution of each path contains a random phase factor81
[14, 15, 16, 38, 39]. The small non-Gaussian corrections follow because the full
scattering matrix satisﬁes the constraint of unitarity, which is not imposed in the
semiclassical formulation.1
The Gaussian part of the distribution is characterized by the ﬁrst two moments.
In the main text, we focus on the case of a quantum dot coupled to the outside
world via ideal leads. In this case, the ﬁrst moment vanishes,
 Sij  =0 . (4.1)
The case of nonideal leads, for which  Sij   = 0, is discussed in the Appendix C.1.
The second moment of the scattering matrix distribution depends on the presence
or absence of time-reversal symmetry (TRS),
W
ij;kl
1 =  SijS
∗
kl  =
1
N
×

  
  
(δikδjl + δilδjk) with TRS,
δikδjl without TRS,
(4.2)
up to corrections of relative order 1/N in the presence of time-reversal symmetry.
All averages involving unequal powers of S and S∗ vanish. Equation (4.2) is for
spinless particles or for electrons with spin in the absence of spin-orbit coupling. (In
the latter case, the scattering matrix has dimension 2N and is of the form S⊗12,
where 12 is the 2 × 2 unit matrix in spin space and the N × N matrix S describes
scattering between orbital scattering channels.) We do not consider the case of
broken spin-rotation symmetry, when S is a random matrix of quaternions [1].
Non-Gaussian correlations of scattering matrices are of relative order 1/N or less.
1Averages or correlation functions of certain transport properties which, at ﬁrst sight, would
require knowledge of the fourth moment of the scattering matrix distribution, can be formulated in
terms of the second moment only, using unitarity of the scattering matrix. This way, the average
and ﬂuctuations of the conductance of a chaotic quantum dot have been calculated using the
semiclassical approach, see, e.g., references [42, 43].82
The leading non-Gaussian correlations are described by the cumulant [40, 41, 36]
W
i1j1,i2j2;k1l1,k2l2
2 =  Si1j1Si2j2S
∗
k1l1S
∗
k2l2 −  S i1j1S
∗
k1l1  Si2j2S
∗
k2l2 
−  S i1j1S
∗
k2l2  Si2j2S
∗
k1l1 . (4.3)
In the absence of time-reversal symmetry and for N   1, the cumulant W2 is given
by
W2 = −
1
N3 (δi1k1δj1l2δi2k2δj2l1 + δi1k2δj1l1δi2k1δj2l2). (4.4)
In the presence of time-reversal symmetry, W2 is found by the addition of 14 more
terms to equation (4.4), corresponding to the permutations i2 ↔ j2, k1 ↔ l1,a n d
k2 ↔ l2,
W2 = −
1
N3 (δi1k1δj1l2δi2k2δj2l1 + δi1k2δj1l1δi2k1δj2l2 + δi1k1δj1l2δj2k2δi2l1
+ δi1k2δj1l1δj2k1δi2l2 + δi1l1δj1l2δi2k2δj2k1 + δi1k2δj1k1δi2l1δj2l2
+ δi1l1δj1l2δj2k2δi2k1 + δi1k2δj1k1δj2l1δi2l2 + δi1k1δj1k2δi2l2δj2l1
+ δi1l2δj1l1δi2k1δj2k2 + δi1k1δj1k2δj2l2δi2l1 + δi1l2δj1l1δj2k1δi2k2
+ δi1l1δj1k2δi2l2δj2k1 + δi1l2δj1k1δi2l1δj2k2 + δi1l1δj1k2δj2l2δi2k1
+ δi1l2δj1k1δj2l1δi2k2). (4.5)
We refer to reference [36] for higher-order cumulants and ﬁnite-N corrections to W1
and W2.
Although equations (4.2) and (4.3) do not specify the full scattering matrix
distribution — for that one would need to know all cumulants —, they are suﬃcient
to calculate the average and variance of most transport properties. As an example,
we consider a quantum dot connected to source and drain reservoirs by means of
two ballistic point contacts with N1 and N2 propagating channels per spin direction83
at the Fermi level, with N = N1 + N2. The zero-temperature conductance is given
by the Landauer formula, which we write as [42]
G =
2e2
h
 N1N2
N
− trSΛS
†Λ
 
, (4.6)
where S is the N × N scattering matrix and Λ is an N × N diagonal matrix with
Λij =
δij
N
×

  
  
N2 if 1 ≤ i ≤ N1,
−N1 if N1 <i≤ N.
(4.7)
For large N, the second term in equation (4.6) is a small and ﬂuctuating quantum
correction to the classical conductance of the quantum dot. Using equations (4.2)
and (4.4), the average and variance of the conductance for N   1 then follow as
 G  =
2e2
h
 N1N2
N
− δβ,1
N1N2
N2
 
, (4.8)
var G =
4e4
h2
 
N2
1N2
2
N4
 
(1 + δβ,1), (4.9)
where the symmetry parameter β = 1 or 2 with or without time-reversal symmetry,
respectively.
In the derivation of equations (4.8) and (4.9) it is important that the matrix Λ is
traceless. This ensures that the non-Gaussian cumulant (4.4) does not contribute to
var G, despite the fact that calculation of varG involves an average over a product
of four scattering matrices. Similarly, the O(N−2) corrections to the second moment
W1 of equation (4.2) in the presence of time-reversal symmetry do not contribute
to the average conductance to order N0.
So far we have only considered elements of the scattering matrix at one value
of the Fermi energy ε (and of the magnetic ﬁeld, etc.). If one wants to calculate
averages involving scattering matrices at diﬀerent energies, one needs to know the
joint distribution of the scattering matrix S(ε) at diﬀerent values of ε.T o d a t e ,84
no full solution to this problem is known for N>1. However, for large N,t h e
joint distribution of scattering matrix elements Sij at diﬀerent values of the Fermi
energy or other parameters continues to be well approximated by a Gaussian, while
unitarity causes non-Gaussian corrections that are small as 1/N. As before, the
Gaussian part of the distribution is speciﬁed by its ﬁrst and second moment. The
ﬁrst moment is zero for a quantum dot with ideal leads; the second moment reads 2
W
ij;kl
1 (ε;ε
 )= Sij(ε)Skl(ε
 )
∗ 
=
1
N − i(ε − ε )
×

  
  
(δikδjl + δilδjk) with TRS,
δikδjl without TRS.
(4.10)
Here, and below, we measure energy in units of ∆/2π, where ∆ is the mean spac-
ing between the spin-degenerate energy levels in the quantum dot without the leads.
Equation (4.10) was originally derived using semiclassical methods [14, 15, 16, 38, 39]
and in the Hamiltonian approach of random-matrix theory [12, 44, 45]. A deriva-
tion using the random scattering matrix approach is given in reference [46] and in
Appendix C.2. In the absence of time-reversal symmetry, the leading non-Gaussian
correlations are described by the cumulant
W
i1j1,i2j2;k1l1,k2l2
2 (ε1,ε 2;ε
 
1,ε
 
2)= Si1j1(ε1)Si2j2(ε2)S
∗
k1l1(ε
 
1)S
∗
k2l2(ε
 
2) 
−  Si1j1(ε1)S
∗
k1l1(ε
 
1)  Si2j2(ε2)S
∗
k2l2(ε
 
2) 
−  Si1j1(ε1)S
∗
k2l2(ε
 
2)  Si2j2(ε2)S
∗
k1l1(ε
 
1) 
= −
(δi1k1δj1l2δi2k2δj2l1 + δi1k2δj1l1δi2k1δj2l2)(N − i(ε1 + ε2 − ε 
1 − ε 
2))
(N − i(ε1 − ε 
1))(N − i(ε1 − ε 
2))(N − i(ε2 − ε 
1))(N − i(ε2 − ε 
2))
. (4.11)
In the presence of time-reversal symmetry, 14 terms corresponding to the permuta-
tions i2 ↔ j2, k1 ↔ l1,a n dk2 ↔ l2 have to be added to equation (4.11), respectively,
2For the second moment, an exact solution was obtained using the supersymmetry approach,
see reference [12].85
as in equation (4.5) for the energy-independent case. A derivation of equation (4.11)
is given in Appendix C.2.
Equations (4.10) and (4.11) can be used to calculate averages and correlation
functions for transport properties that involve scattering matrices at diﬀerent ener-
gies. As an example, using equation (4.10) for the second moment of the scattering
matrix distribution, the conductance autocorrelation function is found as [44, 45]
 G(ε1)G(ε2) −  G(ε1)  G(ε2)  =
4e2N2
1N2
2
h2N2
(1 + δβ,1)
N2 +( ε1 − ε2)2. (4.12)
4.3 Time-dependent scattering
For time-dependent scattering, the energies of incoming and scattered particles do
not need to be equal. In order to describe scattering from a time-dependent scatterer,
we use a scattering matrix S(t,t ) with two time arguments. (We prefer to use
the formulation with two time arguments instead of a formulation in which S has
two energy arguments, since the former allows us to describe an arbitrary time-
dependence of the perturbations.) For a quantum dot coupled to leads with, in total,
N scattering channels, the two-time scattering matrix S(t,t ) relates the annihilation
operators ai(t)a n dbi(t) of incoming states and outgoing states in channel i =
1,...,N,
bi(t)=
N  
j=1
  +∞
−∞
Sij(t,t
 )aj(t
 )dt
 ,
b
†
i(t)=
N  
j=1
  +∞
−∞
a
†
j(t
 )(S
†(t
 ,t))jidt
 . (4.13)
Causality imposes that
S(t,t
 )=0 i ft<t  . (4.14)86
Unitarity is ensured by the condition
N  
j=1
 
dt(S
†(t
  ,t))ijSjk(t,t
 )=δ(t
   − t
 )δik,
N  
j=1
 
dtSij(t
  ,t)(S
†(t,t
 ))jk = δ(t
   − t
 )δik, (4.15)
where the Hermitian conjugate scattering matrix S†(t ,t)i sd e ﬁ n e da s
 
S
†(t
 ,t)
 
ij = S
∗
ji(t,t
 ). (4.16)
For a quantum dot without time-independent potential, the scattering matrix
S0(t,t ) depends on the diﬀerence t − t  only. (In this section, we use a superscript
“0” to indicate that S0 is a scattering matrix for time-independent scattering.) It
is related the scattering matrix in energy representation by Fourier transform,
S
0(t,t
 )=
1
2π¯ h
  ∞
−∞
dεS
0(ε)e
iε(t−t )/¯ h. (4.17)
Borrowing results from the previous section, we infer that the elements of S0(t,t )
have a distribution that is almost Gaussian — the Fourier transform of a Gaussian is
a Gaussian as well —, but with non-Gaussian correlations that are small as N →∞ .
Fourier transforming equation (4.10), we obtain the variance of the distribution [47]
 S
0
ij(t,t
 )S
0∗
kl (s,s
 )  = δ(t − t
  − s + s
 )θ(t − t
 )D
0(t − t
 )
×

  
  
(δikδjl + δilδjk) with TRS,
δikδjl without TRS.
(4.18)
Here, time is measured in units of 2π¯ h/∆ and the function D0 is given by
D
0(τ)=e
−Nτ. (4.19)
Fourier transform of equation (4.11) gives the leading non-Gaussian contribution,
W
0;i1j1,i2j2;k1l2,k2l2
2 (t1,t
 
1;t2,t
 
2;s1,s
 
1;s2,s
 
2)87
=  S
0
i1j1(t1,t
 
1)S
0
i2j2(t2,t
 
2)S
0∗
k1l1(s1,s
 
1)S
0∗
k2l2(s2,s
 
2) 
−  S
0
i1j1(t1,t
 
1)S
0∗
k1l1(s1,s
 
1)  S
0
i2j2(t2,t
 
2)S
0∗
k2l2(s2,s
 
2) 
−  S
0
i1j1(t1,t
 
1)S
0∗
k2l2(s2,s
 
2)  S
0
i2j2(t2,t
 
2)S
0∗
k1l1(s1,s
 
1)  (4.20)
=( δi1k1δj1l2δi2k2δj2l1 + δi1k2δj1l1δi2k1δj2l2)F
0(t1 − t
 
1;t2 − t
 
2;s1 − s
 
1;s2 − s
 
2)
× δ(t1 − t
 
1 + t2 − t
 
2 − s1 + s
 
1 − s2 + s
 
2)θ(t1 − t
 
1)θ(t2 − t
 
2)θ(s1 − s
 
1),
with
F
0(τ1;τ2;τ3;τ4)=[ N min(τ1,τ 2,τ 3,τ 4) − 1]e
−N(τ1+τ2). (4.21)
Note that, in view of the delta function in equation (4.20), the function F0 de-
pends on three time variables only. Despite the redundancy, we keep the four time
arguments for notational convenience. As before, in the presence of time-reversal
symmetry, the expression for the cumulant is obtained by adding terms that are
obtained after interchanging i2 ↔ j2, k1 ↔ l1,a n dk2 ↔ l2, cf. Eq. (4.5).
In order to calculate the deﬁning cumulants W1 and W2 for the case of a chaotic
quantum dot with a time-dependent potential, we need a statistical model for the
scattering matrix distribution for time-dependent scattering. Such a model can be
provided by the Hamiltonian approach [22], or, alternatively, by extending the “stub
model” of references [46, 48, 49] to the case of time-dependent scattering3.I nt h e
latter approach, the N×N scattering matrix S(t,t ) is written in terms of an M×M
random matrix U(t,t )( w i t hM   N)a n da( M −N)×(M −N) random Hermitian
matrix H,
S = PU(1 − RU)
−1P
†,R = Q
†e
−2πiH/M∆Q. (4.22)
3The stub model is similar in spirit to the “quantum graph”, the spectral statistics of which is
known to follow random-matrix theory [50].88
Here P is an N × M matrix with Pij = δi,j and Q is an (M − N) × M matrix
with Qij = δi+N,j. The scattering matrices S(t,t )a n dU(t,t ) depend on two time
indices, and the matrix products involving U(t,t ) in equation (4.22) also imply inte-
gration over intermediate times. The Hermitian matrix H depends on a single time
argument and models both time-independent and time-dependent perturbations to
the Hamiltonian of the quantum dot. The matrix U(t,t )d e p e n d so nt h et i m ed i f -
ference t−t  only and satisﬁes the constraint of unitarity, equation (4.15) above. As
the eﬀect of a time-reversal symmetry breaking magnetic ﬁeld will be included in
H, cf. equation (4.26) below, we further require that the matrix U is time-reversal
symmetric,
Uij(t − t
 )=Uji(t − t
 ). (4.23)
The statistical distribution of the matrix U is the same as that of the scattering
matrix of a chaotic quantum dot coupled to a lead with M channels, but without
magnetic ﬁeld and time-dependent potential. Hence, the ﬁrst nonvanishing moments
of the distribution are given by equations (4.18) and (4.20) above, with S0 replaced
by U and N by M.
The physical idea behind equation (4.22) is that the time-dependent part of the
potential is located in a “stub” (a closed lead), see ﬁgure 4.1. The number of channels
in the stub is M −N. The matrix U is the M ×M scattering matrix of the quantum
dot without the stub; the scattering matrix S is the scattering matrix of the entire
system consisting of the dot and the stub, taking into account the time-dependent
scattering from the stub. The matrix R represents the time-dependent scattering
matrix for scattering from the stub. The stub is chosen to be small compared to
the quantum dot, so that reﬂection from the stub can be regarded instantaneous
— that’s why the matrix R(t) depends on a single time argument only. At the89
end of the calculation, we take the limit M →∞ . This limit ensures that the
dwell time in the dot, which is proportional to 1/N, is much larger than the time
of ergodic exploration of the dot-stub system, which is proportional to 1/M.I ti s
only in this limit that the scattering matrix acquires a universal distribution which
is described by random matrix theory. Once the limit M →∞is taken, the spatial
separation of chaotic scattering (described by the M ×M scattering matrix U)a n d
the interaction with the time-dependent potential (described by the time-dependent
reﬂection matrix R) no longer aﬀects the distribution of the scattering matrix S and
the scattering matrix distribution found using the stub model becomes identical
to that with a spatially distributed time-dependent potential in the Hamiltonian
approach.
A similar model has been used to describe the parametric dependence of the
scattering matrix in the scattering matrix approach [46, 48, 51]. For the parametric
dependence of S, equivalence of the “stub” model and the Hamiltonian approach
was shown in reference [49]. The calculational advantage of the “stub” model is that,
for a quantum dot with ideal leads, the vanishing of the ﬁrst moment  Sij  =0i s
manifest throughout the calculation, while it requires ﬁne-tuning of parameters at
the end of the calculation in the Hamiltonian approach.
The matrix H in equation (4.22) can be written as a sum of three terms, de-90
cavity:
time-independent
scattering
time-dependent
scattering
stub:
R(t)
U(t-t’)
Figure 4.1: Cartoon of the picture behind equation (4.22): Scattering from the
chaotic quantum dot with the time-dependent potential is modelled as scattering
from a chaotic quantum dot with time-independent potential and a stub with time-
dependent potential.
scribing three diﬀerent perturbations to the Hamiltonian of the quantum dot4
H = V (t)1 + Hshape + Hmagn. (4.24)
The ﬁrst term in equation (4.24) represents an overall shift of the potential V (t)i n
the quantum dot. The second term represents the eﬀect of a variation of the shape
of the quantum dot,
Hshape(t)=
n  
j=1
xj(t)
Xj∆
π
(4.25)
Here the xj (j =1 ,...,n)a r en time-dependent parameters governing the shape
4In the Hamiltonian approach, the parameters x1(t), x2(t), V (t), and α(t) of equations (4.24)–
(4.27) correspond to time-dependent variations of the form
H(t)=S + V (t)1 +
i
√
2M
α(t)A +
n  
j=1
1
√
M
xj(t)Xj,
where S and Xj are real symmetric random M×M matrices, j =1 ,...,n, A is a real antisymmetric
random M×M matrix, and 1 is the M×M unit matrix. The oﬀ-diagonal elements of these random
matrices are Gaussian random numbers with zero mean and unit variance. The diagonal elements
of S and Xj have twice the variance of the oﬀ-diagonal elements.91
of the quantum dot, and the Xj are real symmetric random (M − N) × (M − N)
matrices with trXiXj = M2δij, i,j =1 ,...,n. Having more than one parameter to
characterize the dot’s shape is important for applications to quantum pumping [21,
52, 53, 54]. The third term in equation (4.24) represents the parametric dependence
of the Hamiltonian on a magnetic ﬂux Φ through the quantum dot
Hmagn(t)=i α(t)
A∆
π
√
2
, (4.26)
where A is a random antisymmetric (M −N)×(M −N) matrix with trATA = M2.
For a dot with diﬀusive electron motion (elastic mean free path l,d o ts i z eL   l)
one has
α
2 = κ
 
eΦ(t)
hc
 2 ¯ hvFl
L2∆
, (4.27)
where κ is a constant of order unity and Φ the ﬂux through the quantum dot. One
has κ =4 π/15 for a diﬀusive sphere of radius L and κ = π/2 for a diﬀusive disk of
radius L [55]. For ballistic electron motion with diﬀusive boundary scattering, the
mean free path l in equation (4.27) is replaced by 5L/8a n dπL/4 for the cases of a
sphere and a disk, respectively. (For the ballistic case, the value of α2 reported in
reference [55] is incorrect, see reference [56].) In order to ensure the validity of the
random matrix theory, the time dependence of the parameters xj and α should be
slow on the scale of the ergodic time τerg of the quantum dot.
Note that the description (4.22)–(4.27) contains the dependence on a magnetic
ﬁeld explicitly. Having the full dependence on the magnetic ﬁeld at our disposal,
we no longer need to distinguish between the cases of presence and absence of time-
reversal symmetry.
Expanding equation (4.22) in powers of R, the scattering matrix S is calculated
as a sum over “trajectories” that involve chaotic scattering in the quantum dot and
reﬂections from the stub. Since diﬀerent “trajectories” involve diﬀerent channels92
in the stub at diﬀerent times, each term in the expansion carries a random phase,
determined by the random phases of the elements of U. Hence, elements Sij will have
a distribution that is almost Gaussian for large N, since they are sums over many
contributions with random phases. Unitarity, imposed by the constraint (4.15) for
the matrix U and the form of the matrices S and R in equation (4.22) R,l e a d st o
corrections to the Gaussian distribution that are small as N becomes large.
The Gaussian part of the distribution of the time-dependent scattering matrix
S(t,t ) is speciﬁed by the second moment,
W
ij;kl
1 (t,t
 ;s,s
 )= Sij(t,t
 )S
∗
kl(s,s
 ) , (4.28)
whereas the leading non-Gaussian corrections are described by the cumulant
W
i1j1,i2j2;k1l1,k2l2
2 (t1,t
 
1;t2,t
 
2;s1,s
 
1;s2,s
 
2)
=  Si1j1(t1,t
 
1)Si2j2(t2,t
 
2)S
∗
k1l1(s1,s
 
1)S
∗
k2l2(s2,s
 
2) 
−  S i1j1(t1,t
 
1)S
∗
k1l1(s1,s
 
1)  Si2j2(t2,t
 
2)S
∗
k2l2(s2,s
 
2) 
−  S i1j1(t1,t
 
1)S
∗
k2l2(s2,s
 
2)  Si2j2(t2,t
 
2)S
∗
k1l1(s1,s
 
1) . (4.29)
The central result of this Chapter is a calculation of the cumulants W1 and W2
for time-dependent scattering. Details of the calculation are reported in Appendix
C.3. For the second moment W1 we ﬁnd
W
ij;kl
1 (t,t
 ;s,s
 )=δ(t − t
  − s + s
 )θ(t − t
 )
×[δikδjlD(t,t
 ;s,s
 )+δilδjkD(t,t
 ;s
 ,s)], (4.30)
with
D(τ,σ;τ
 ,σ
 )=e x p
 
−N|τ − σ|−
2π
∆
  |τ−σ|
0
dξ (V (σ + ηξ) − V (σ
  + η
 ξ))
+2
 
j
[xj(σ + ηξ) − xj(σ
  + η
 ξ)]
2 +[ ηα(σ + ηξ) − η
 α(σ
  + η
 ξ)]
2

, (4.31)93
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
t’ 1 t’ 1
s’ 2
s’ 2
t’ 2 t’ 2
1
1 l
j
s’ 1
t1 s1
s2 t2
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ 11 t 11 ts ’
t’ 1
s’ 2
s2 t2
1
t’ 2
st ’ 1
s’ 2
s22
1
2
t’ 1
s’ 2
11 ts ’
s22
1
2
s
s
s’
t
t’ t’
t 2
2
s
s’
2
2
s
s’
2
2
s
s’
11 t
t’ 1
t2
1
t’ 2
s
s’
11 t 11 ts ’
t’ 1
t2
1
t’ 2
st ’ 1
2
1
2
t’ 1
11 ts ’
2
1
2
s
s
s’
t
t’ t’
t 2
2
s
s’
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
*
*
*
*
1 j
2 l
s’ 1
1 l
j2
2 l
j2
1
1
t1 s
1 1 ik 1
ki 2
2
k i 2
st 2
ki 1 2
1 t
t’ 1
t2
t’ 2
s
s’
1 t 1 ts ’
t’ 1
t2
t’ 2
st ’ 1
2
2
t’ 1
1 ts ’
2
2
s
s
s’
t
t’ t’
t s
s’
1 t 1 ts ’
t’ 1
s’
st 2
t’ 2
st ’ 1
s’
s 2
2
t’ 1
s’
1 ts ’
s 2
2
s
s
s’
t
t’ t’
t
2
2
1
11
1
2
22
2
1
1 s
s’
1
1
2
2
1
1
2
22
2
s
s’
s
s’
1
1
2
2
1
1
Figure 4.2: Diagrammatic representation of the contributions to the leading non-
Gaussian correlator W2 of equation (4.29), which involves four scattering matrices.
The top left diagram has weight F(t1,t  
1; t2,t  
2; s1,s  
1; s2,s  
2), cf. equation (4.32).
The top right diagram is obtained by interchange of two scattering matrices and
has weight F(t1,t  
1; t2,t  
2; s2,s  
2; s1,s  
1). These two diagrams give all contributions
to the cumulant W2 in the absence of time-reversal symmetry. In the presence of
time-reversal symmetry, the fourteen lower diagrams, corresponding to the reversal
of one or more directions of the vertices, contribute as well.94
and η =s i g n ( τ − σ), η  =s i g n ( τ  − σ ). The ﬁrst term in equation (4.30) is the
analogue of the diﬀuson from standard diagrammatic perturbation theory, while the
second term corresponds to the cooperon. For notational convenience, both terms
are denoted by the same symbol D. (Note that the order of the time arguments s
and s  is reversed in the second term of equation (4.30).) The leading non-Gaussian
corrections are given by the cumulant W2 for which we ﬁnd
W
i1j1,i2j2;k1l1,k2l2
2 (t1,t
 
1;t2,t
 
2;s1,s
 
1;s2,s
 
2)=F(t1,t
 
1;t2,t
 
2;s1,s
 
1;s2,s
 
2)
×θ(t1 − t
 
1)θ(t2 − t
 
2)θ(s1 − s
 
1)θ(s2 − s
 
2)δ(t1 − t
 
1 + t2 − t
 
2 − s1 + s
 
1 − s2 + s
 
2)
×δi1k1δj1l2δi2k2δj2l1 + permutations. (4.32)
The “permutations” in equation (4.32) refer to one term corresponding to the per-
mutation (s1,s  
1,k 1,l 1) ↔ (s2,s  
2,k 2,l 2) of the third and fourth arguments of W2
and fourteen more terms corresponding to the interchange of incoming and out-
going channel and time arguments within the second, third, and fourth argument
of W2. A diagrammatic representation of the cumulant (4.32) and the relevant
perturbations is shown in ﬁgure 4.2. The kernel F reads
F(τ1,σ 1;τ2,σ 2;τ
 
1,σ
 
1;τ
 
2,σ
 
2)=
 
dξ D(σ1 + η1ξ,σ1;σ
 
1 + η
 
1ξ,σ
 
1)
×D(τ2 − τ
 
1 + σ
 
1 + η2ξ,σ2;τ
 
2 − τ1 + σ1 + η
 
2ξ,σ
 
2)
×D(τ1,σ 1 + η1ξ;τ
 
2,τ
 
2 − τ1 + σ1 + η
 
2ξ)
×D(τ2,τ 2 − τ
 
1 + σ
 
1 + η2ξ;τ
 
1,σ
 
1 + η
 
1ξ)
×
 
N +4
 
m
[xm(σ1 + η1ξ) − xm(τ
 
2 − τ1 + σ1 + η
 
2ξ)]
× [xm(σ
 
1 + η
 
1ξ) − xm(τ2 − τ
 
1 + σ
 
1 + η2ξ)] − δ(ξ −| τ1 − σ1|)
− δ(ξ −| τ
 
1 − σ
 
1|)+2 [ η1α(σ1 + η1ξ) − η
 
2α(τ
 
2 − τ1 − σ1 + η
 
2ξ)]
× [η
 
1α(σ
 
1 + η
 
1ξ) − η2α(τ2 − τ
 
1 + σ
 
1 + η2ξ)]
 
, (4.33)95
w h e r ew ea b b r e v i a t e dη1 =s i g n( τ1 − σ1), η2 =s i g n( τ2 − σ2), η 
1 =s i g n( τ 
1 − σ 
1),
and η 
2 =s i g n ( τ 
2 − σ 
2). Note that equations (4.30)–(4.33) cover both the cases
with and without time-reversal symmetry through the explicit dependence on the
magnetic ﬂux α. If time-reversal symmetry is fully broken, all permutations in
equation (4.32) that involve the interchange of incoming and outgoing channels,
corresponding to the fourteen lower diagrams in ﬁgure 4.2, vanish, and only the ﬁrst
two diagrams in ﬁgure 4.2 remain. Partial integration of the intermediate time ξ
allows one to rewrite terms between brackets {...} in equation (4.33), see Appendix
C.3 for details. Finally, one veriﬁes that the result (4.20) is recovered for α =0a n d
α   1, corresponding to presence and absence of time-reversal symmetry, when the
parameters xj and α do not depend on time.
4.4 Applications
In order to illustrate the use of equations (4.30)–(4.33), we return to the example of
section 4.2 and consider transport through a chaotic quantum dot coupled to two
electrons reservoirs by means of ballistic point contacts with N1 and N2 channels,
respectively. The scattering matrix of the quantum dot has dimension N = N1+N2.
The current through the dot is deﬁned as a linear combination of the of the currents
through the two point contacts,
I(t)=e
N  
i,j=1
 
a
†
i(t)Λijaj(t) − b
†
i(t)Λijbj(t)
 
, (4.34)
where the N × N matrix Λ was deﬁned in equation (4.7) and the operators ai(t)
and bi(t) are annihilation operators for incoming and outgoing states in channel i =
1,...,N in the leads, respectively, see section 4.3. The advantage of the deﬁnition
(4.34) for the current through the quantum dot, instead of a deﬁnition where the96
current through one of the contacts is used, is that it simpliﬁes the ensemble average
taken below. Both deﬁnitions of the current give the same result for the quantity
of interest, the integral of I(t) over a large time interval ti <t<t f.
The electron distribution function for the electrons entering the quantum dot
from the leads is given by the Fourier transform f(t) of the Fermi function in the
corresponding electron reservoir [57, 58, 59],
a
†
j(t )ai(t)=fij(t
  − t),
aj(t )a
†
i(t)= ˜ fij(t − t
 ), (4.35)
where we deﬁned
fij(t)=δij
  dε
2π¯ h
eiεt/¯ h
e(ε−µi)/kT +1
= δij
ikTeiµit/¯ h
2¯ hsinh(πkTt/¯ h)
,
˜ fij(t)=δijδ(t) − fij(t). (4.36)
Here µi is the chemical potential of reservoir 1 for 1 ≤ i ≤ N1 and the chemical
potential of reservoir 2 for N1 <i≤ N.
Substitution of equations (4.35) and (4.13) into equation (4.34) allows us to
calculate the time-averaged expectation value of the current through the quantum
dot for a time interval ti <t<t f,
I =
2e
tf − ti
  tf
ti
dt
 
dt1dt2f(t1 − t2)tr
 
δ(t − t1)Λδ(t − t2) −S
†(t1,t)ΛS(t,t2)
 
.(4.37)
(A factor two has been added to account for spin degeneracy. The time interval
ti <t<t f during which charge is measured is taken to be the largest time scale in
the problem.)
In the absence of a source-drain voltage, equation (4.37) describes the current97
that is “pumped” by the time-dependent potential in the dot,
Ipump = −
2e
tf − ti
  tf
ti
dt
 
dt1dt2trS
†(t1,t)ΛS(t,t2)feq(t1 − t2), (4.38)
where feq is the Fourier transform of the Fermi function. Equation (4.38) was ﬁrst
derived in reference [35]; it reduces to the current formulae of references [53] and [54]
in the adiabatic limit, where the time dependence of the potential of the quantum
dot is slow compared to the dwell time in the quantum dot. At small bias voltage,
there is a current proportional to the bias, I = GV ,w h e r eG is the (time-averaged)
conductance of the dot. The conductance G can be calculated from equation (4.37)
by setting µi =Λ iieV and then linearizing in V [22],
G =
2e2
h
 N1N2
N
−
2πi
tf − ti
  tf
ti
dt
 
dt1dt2(t1 − t2)
× trΛS(t,t1)ΛS
†(t2,t)feq(t1 − t2)
 
. (4.39)
Here feq is the Fermi function in the absence of the external bias. For time-
independent transport, equation (4.39) is equal to the Landauer formula (4.6).
Conductance. The ensemble average and the variance of the conductance G for
a quantum dot with a shape depending on a single time-dependent parameter x
was calculated by Vavilov and Aleiner using the Hamiltonian approach [22]. Using
the scattering matrix correlator (4.28), their result for  G  is easily reproduced and
generalized to arbitrary values of the (time-independent) magnetic ﬁeld,
 G  =
2e2N1N2
hN
+ δG, (4.40)
δG = −
2e2N1N2
hN(tf − ti)
  tf
ti
dt
  ∞
0
dτ
× exp
 
−(N +4 α
2)τ − 2
  τ
0
dτ1(x(t − τ + τ1) − x(t − τ1))
2
 
. (4.41)
The correction term δG of equation (4.41) is the weak localization correction; it re-
sults from the constructive interference of time-reversed trajectories. The presence of98
a time-dependent potential breaks time-reversal symmetry and suppresses the weak
localization correction. Vavilov and Aleiner investigated the case x(t)=δxcos(ωt)
of a harmonic time dependence for the parameter x in detail. In that case, the
suppression of weak localization increases with increasing frequencies and saturates
at a value
δG = −
2e2N1N2
N2h
×

  
  
 
1 −
2(δx)2
N+4α2
 
if (δx)2   N +4 α2,
 
N+4α2
4(δx)2 if (δx)2   N +4 α2,
(4.42)
for frequencies ¯ hω ∼ N∆ [22]. (Applicability of random matrix theory requires that
ω   1/τerg,w h e r eτerg is the time for ergodic exploration of the quantum dot.) If
the ﬂuctuations of the parameter x are fast and random on the scale 2π¯ h/N∆o f
the delay time in the dot, they may be considered Gaussian white noise,
 x(t)x(t
 )  =
1
4
γδ(t − t
 ). (4.43)
In that case, the exponent in equation (4.41) can be averaged separately, and one
ﬁnds the result
δG = −
2e2N1N2
hN(N +4 α2 + γ)
. (4.44)
The same suppression of weak localization was obtained previously to describe
the decohering eﬀect of the coupling to an external bath [60, 61, 62]. Note that
the strong-perturbation asymptote for white noise is diﬀerent from the strong-
perturbation asymptote for fast harmonic variations of the dot’s shape. The cause
for this diﬀerence is the existence of small time windows in which time-reversal
symmetry is not violated near times t with cos(ωt)=±1 for harmonic variations
∝ cos(ωt), while for a random time dependence of x(t) no such special times around
which time-reversal symmetry is preserved exist [25, 26].
Similarly the variance of the conductance can also be expressed in terms of the
correlator (4.28). (As in the time-independent case, the non-Gaussian correlator99
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Figure 4.3: Diagrams representing the two contributions to the variance of the
pumped current. Following the notation of reference [36], dotted lines correspond
to the scattering matrix S, thick solid lines correspond to the ﬁxed matrices Λ and
f, and thin solid lines correspond to the Kronecker delta’s in the average over the
ensemble of scattering matrices.
(4.32) does not contribute to the variance of the conductance.) We refer to reference
[23] for the detailed expression for varG and an analysis of the eﬀect of a harmonic
time dependence of the shape function x(t). Conductance ﬂuctuations for the case
when x(t) is a sum of two harmonics with diﬀerent frequencies were considered by
Kravtsov and Wang [25].
Pumped current. To ﬁrst order in the pumping frequency ω, the current in
the absence of a source-drain voltage is nonzero only if two or more parameters xj
that determine the dot’s shape are varied independently. Even then, the ensemble
average of the pumped current is zero, and the ﬁrst nonzero moment is  I2 .T h e
ensemble average  I2  was calculated in reference [53] for small pumping amplitudes
x1(t)=δx1 sin(ωt), x2 = δx2 sin(ωt+ φ),
 I
2 
1/2 =
eωδx1δx2
2πN
sinφ, (4.45)100
independent of the presence or absence of a magnetic ﬁeld. The case of pumping
amplitudes of arbitrary strength was considered in reference [34].
Beyond the adiabatic regime, one time-dependent parameter is suﬃcient to gen-
erate a ﬁnite current through the dot [63, 52]. The second moment  I2  in that
most general case was ﬁrst calculated in reference [35], using the random Hamilto-
nian approach. The second moment, which involves an average over four scattering
matrix elements, can also be obtained in the random scattering matrix approach,
using equations (4.30)–(4.33) of the previous section. We then ﬁnd that there are
two contributions to  I2
pump : one contribution with two Gaussian contractions of
scattering matrices (giving a factor W 2
1) and one contribution which involves a cor-
relator of four scattering matrices (giving a factor W2). Diagrams representing these
two contributions are shown in ﬁgure 4.3. Adding both contributions, we ﬁnd
 I
2
pump  =
8e2N1N2
N(tf − ti)2
  tf
ti
dtdt
 
  ∞
0
dτdξdξ
 
  τ
−τ
dτ
 feq(2τ
 )feq(−2τ
 )
×D(t,t − τ − τ
 ;t
 ,t
  − τ − τ
 )D(t
 ,t
  − τ + τ
 ;t,t − τ + τ
 )
×D(t − τ − τ
 ,t− τ − τ
  − ξ;t − τ + τ
 ,t− τ + τ
  − ξ)
×D(t
  − τ + τ
 ,t
  − τ + τ
  − ξ
 ;t
  − τ − τ
 ,t
  − τ − τ
  − ξ
 )
×
 
(δ(ξ) − N)(δ(ξ
 ) − N)+4
 
m
(xm(t
  − τ + τ
 ) − xm(t
  − τ − τ
 ))
× (xm(t − τ + τ
 ) − xm(t − τ − τ
 ))
 
, (4.46)
independent of the value of the magnetic ﬁeld. Using equation (C.10) of Appendix
C.3 to express the delta functions in terms of the functions xm(t) and a total deriva-
tive of D, performing partial integrations, and shifting t → t − τ, t  → t  − τ,t h i s
can be rewritten as
 I
2
pump  =
32e2N1N2
N(tf − ti)2
  ∞
0
dτdξdξ
 
  τ
−τ
dτ
 
  tf−τ
ti−τ
dtdt
 feq(2τ
 )feq(−2τ
 )
×D(t + τ,t− τ
 ;t
  + τ,t
  − τ
 )D(t − τ
 ,t− τ
  − ξ;t + τ
 ,t+ τ
  − ξ)101
×D(t
  + τ,t
  + τ
 ;t + τ,t+ τ
 )D(t
  + τ
 ,t
  + τ
  − ξ
 ;t
  − τ
 ,t
  − τ
  − ξ
 )
×


 
m,n
 
 
±
±xm(t ± τ
  − ξ)
 2  
 
±
±xn(t ± τ
  − ξ
 )
 2
+
 
m
 
 
±
±xm(t
  − τ ± τ
 )
  
 
±
±xm(t − τ ± τ
 )
  
. (4.47)
This expression agrees with the result found by Vavilov, Ambegaokar, and Aleiner
[35]. We refer to reference [35] for a detailed analysis of equation (4.47) for the
limiting cases of adiabatic pumping and high-frequency pumping with one and two
time-dependent parameters.
Noise. The current noise is deﬁned as the variance of the charge transmitted
through the quantum dot in the time interval ti <t<t f
S =
1
tf − ti
 
dtdt
 
 
I(t)I(t ) − I(t)I(t )
 
. (4.48)
As in equation (4.35), ···denotes a quantum-mechanical or thermal average, not an
ensemble average. Performing the quantum-mechanical and thermal average over
the incoming states [57, 58, 59], the noise power S can be calculated as
S =
2e2
tf − ti
  tf
ti
dtdt
 
 
dt1dt2dt
 
1dt
 
2tr
  
S
†(t1,t)ΛS(t,t2) − δ(t1 − t)Λδ(t − t2)
 
× ˜ f(t
 
1 − t2)
 
S
†(t
 
1,t
 )ΛS(t
 ,t
 
2) − δ(t
 
1 − t
 )Λδ(t
  − t
 
2)
 
f(t1 − t
 
2)
 
. (4.49)
(A factor two has been added to account for spin degeneracy.) In the absence of
a time-dependent potential, Equation (4.49) represents the sum of Nyquist noise
and shot noise [64]. With time-dependence, it contains an extra contribution to the
noise that is caused by the time dependence of the potential in the quantum dot,
see Refs. [65, 66, 67, 68, 69] and Chapter 3.
Averaging equation (4.49) for an ensemble of chaotic quantum dots, we ﬁnd
 S  = S
N + S
S + S
P,102
S
N =2 kTh G ,
S
S = eV h G 
N1N2
2πN2
 
coth
eV
2kT
−
2kT
eV
 
,
S
P =
e2N1N2(kT/¯ h)2
2N(tf − ti)
  tf
ti
dtdt
 
 
1
N2 −
   ∞
0
D(t,t − ξ;t
 ,t
  − ξ)dξ
 2 
×
N2 − 2(N2
1 + N2
2)sin 2[eV (t − t )/2¯ h]
sinh
2[πkT(t − t )/¯ h]
, (4.50)
where  G  is the average (time-dependent) conductance, see equation (4.40), and
V =( µ1 − µ2)/e the bias voltage. The above ensemble averages for the Nyquist
noise and shot noise are the same as the noise power found in the absence of a
time-dependent potential [70], up to an eventual weak localization correction. The
extra noise generated by the time-dependence of the dot shape is fully described by
the term SP. In the adiabatic regime ¯ hω   N∆, the pumping noise can be written
as
S
P =
e2N1N2(kT/¯ h)2
2N(tf − ti)
  tf
ti
dt
 dt

 1
N2 −
 
1
N +2
 
m(xm(t) − xm(t ))2
 2

×
N2 − 2(N2
1 + N2
2)sin 2[eV (t − t )/2¯ h]
sinh
2[πkT(t − t )/¯ h]
, (4.51)
In the absence of a bias voltage, eV = 0, Equation (4.51) has been analyzed in detail
in Chapter 3. For one time-dependent parameter x(t)=δxcos(ωt)i ti sf o u n dt h a t
S
P =
ωe2N1N2
π2N2

  
  
2π(δx)2
 
coth ¯ hω
2kT − 2kT
¯ hω
 
, (δx)2   N max(1,k2T 2/¯ h
2ω2),
3|δx|N1/2, (δx)2   N max(1,k2T 2/¯ h
2ω2).
An applied bias voltage has an eﬀect on the pumping noise SP only if eV ∼
max(¯ hω,kT,¯ hω|δx|/N 1/2). And even then, the eﬀect of the applied bias is lim-
ited to a reduction of SP by a numerical factor 2N1N2/N 2. In this respect, the
eﬀect of an external bias on the pumping noise is much weaker than that of tem-
perature, which tends to suppress SP as soon as kT ∼ ¯ hω max(1,|δx|/N 1/2) , see
Chapter 3.103
In summary, we have extended the scattering approach of the random-matrix the-
ory of quantum transport to the case of scattering from a chaotic quantum dot with
a time-dependent potential. We addressed the limit that the number of channels N
coupling the dot to the electron reservoirs is large. In this limit, the elements of the
scattering matrix have a distribution that is almost Gaussian, with non-Gaussian
corrections that are small as N becomes large. We calculated the second moment,
which deﬁnes the Gaussian part of the distribution, and the fourth cumulant, which
characterizes the leading non-Gaussian corrections.
The advantage of the scattering matrix approach is that, once the scattering
matrix distribution is calculated, the computation of transport properties is a matter
of mere quadrature. As an example, we calculated the conductance of a quantum
dot with a time-dependent potential or the current pumped through the dot in
the absence of an external bias, and found agreement with previous calculations of
Vavilov et al. that were based on the Hamiltonian approach [22, 23, 35]. The results
derived here were used for the calculation of the current noise generated by the time-
dependence of the potential in the quantum dot in Chapter 3 The current noise in
the presence of both a time-dependent potential in the dot and a bias voltage was
studied here.
Whereas the ﬁrst four moments of the scattering matrix distribution that we cal-
culated here are suﬃcient for the calculation of most transport properties — most
transport properties are quadratic or quartic in the scattering matrix —, we need
to point out that there are observables that cannot be calculated with the results
presented here. First, in the presence of one or more superconducting contacts,
(averaged) transport properties may still depend on higher cumulants of the dis-
tribution, despite the fact that these are small by additional factors of 1/N [11].104
Second, the results presented here fail to quantitatively describe transport proper-
ties for very small N, which can have strongly non-Gaussian distributions. Further
research in these directions is necessary.105
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Current-induced transverse spin
wave instability in a thin
nanomagnet
Ferromagnets serve as spin ﬁlters for an electrical current passing through the mag-
net: the spin of the electrons that are transmitted through a ferromagnet becomes
partially polarized parallel or antiparallel to the direction of the magnetization
whereas spin current perpendicular to the magnetization direction is absorbed. Spin
ﬁltering is the root cause for the “spin-transfer torque”, the phenomenon that a
polarized current impinging on a ferromagnet aﬀects its magnetization direction
[1, 2, 3]. The source of the spin polarized current can either be a diﬀerent ferromag-
net, or, for a thick magnet, a region of the same ferromagnet upstream or down-
stream in the current ﬂow. The “spin-transfer torque” gives rise to magnetization
reversal in ferromagnet–normal-metal–ferromagnet trilayers [1, 2], which has been
observed experimentally by several groups [4, 5, 9, 10, 6, 7, 8]. Dynamic manifesta-
tions of the spin-transfer torque include domain wall motion in bulk ferromagnets
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[11, 12, 13, 14] and the excitation of spin waves by polarized currents in ferromag-
netic multilayers or wires [2, 3, 4, 5, 6, 7, 8, 17, 15, 16]. In all these manifestations,
the current-induced spin torque can be distinguished from eﬀects arising from the
current induced magnetic ﬁeld, the main diﬀerence being that spin-transfer torque
eﬀects depend on the current direction, whereas magnetic ﬁeld induced eﬀects do
not.
In this letter, we show that an unpolarized current can also exert a spin-transfer
torque on a ferromagnet, even if the magnet is so thin that its magnetization di-
rection does not change along the current ﬂow: Although an unpolarized current
cannot exert a spin-transfer torque that changes the over-all magnetization direc-
tion, it can create a transverse spin wave instability for suﬃciently high current
densities if the source and drain contacts to the ferromagnet are not symmetric.
This spin wave instability can be identiﬁed unambiguously as a spin-torque eﬀect
because of its dependence on current direction: the spin-wave instability is present
for one current direction and absent for the other. The spin-wave instability should
lead to a non-hysteretic feature in the current-voltage characteristic of the ferro-
magnetic ﬁlm that exists for one current direction only. In thick ferromagnets, such
features have been observed in recent experiments [4, 17]. The necessary criterion
for the spin-wave instability, asymmetric contacts to source and drain, is generically
fulﬁlled in experiments on nanoscale magnets [5].
The issue of current-induced spin-wave excitation has signiﬁcant practical rel-
evance for devices based on the spin-torque eﬀect in ferromagnetic multilayers.
Whereas, experimentally, the presence of dynamical phenomena in these systems is
well established, the precise nature of the excitations is not well known. A theoret-
ical understanding of current-induced spin wave excitation in multilayer structures111
will shed light on the possibly useful application of the current-induced dynamical
excitations, e.g.,a sG H zr e s o n a t o r s ,a sw e l la so nw a y st oa v o i ds p i n - w a v ee x c i t a t i o n
in devices that are designed to exhibit magnetization reversal only. For ferromagnet–
normal-metal–ferromagnet trilayers, a comparison between theory and experiment
is obstructed by the interplay of spin wave excitations and static magnetization
reversal. Our ﬁnding that dynamical phenomena exist already in a single ferromag-
netic layer allows for a study of spin-wave excitations in a much simpler geometry
in which dynamical and static phenomena are well separated.
The geometry of the system under consideration is shown in Fig. 2.1: a nano-
magnet of thickness d, small enough to be considered as single domain, is connected
to source and drain reservoirs via diﬀusive normal-metal leads of lengths L− and L+,
respectively. The leads and the ferromagnet have width W   d. In the absence of
an electrical current through the system, the ferromagnet has a uniform magnetiza-
tion, with a direction determined by anisotropies and an external magnetic ﬁeld. A
current j ﬂows perpendicular to the ferromagnet. (Note that the electrical current
j points opposite to the electron ﬂow.)
For a qualitative explanation of the mechanism of the spin-wave instability, we
note that the passage of an electric current through a single ferromagnetic layer
creates spin accumulations of opposite signs on both sides of the ferromagnet, see
Fig. 2.1, where the sign of the spin accumulation depends on the current direction
and on the spin-ﬁltering properties of the ferromagnet. To ﬁrst order in the spin-
wave amplitude, the spin accumulation in the normal metal leads is not aﬀected by
the possible presence of spin waves in the ferromagnet, as long as their wavelengths
are much smaller than the spin diﬀusion length in the normal metal. Each spin
accumulation exerts a spin-transfer torque on the magnetization; the direction of112
j
W
z
y
F
j
+
− N
d
L
x
N
τ
τ
L
m m F
N
(r,t)
Figure 5.1: Left: Schematic picture of a thin ferromagnetic layer (F) in a “na-
nopillar” geometry. The ferromagnet is connected to source and drain reservoirs
through normal metal leads (N). Current ﬂow through the ferromagnet leads to
a spin accumulation in the normal leads, as shown by the dotted arrows. Right:
Cartoon of spin wave generation. Spin diﬀusion of reﬂected electrons (diﬀusion paths
shown full and dashed) results in a spin torque on the ferromagnet’s magnetization
that enhances the spin wave amplitude; the transmitted electrons (not shown) damp
the spin wave.113
the torque is to align the magnetization in the ferromagnet with the direction of the
accumulated spins in the leads. Depending on the sign of the spin accumulation,
such a torque either damps or enhances non-uniform spin wave excitations in the
ferromagnet. The magnitudes of the spin accumulations on each side of the ferro-
magnet are, generically, diﬀerent, since they depend on the spin diﬀusion length,
scattering properties of normal-metal–ferromagnet interface, distance to reservoirs,
etc. Therefore, an unpolarized current results, generically, in a net torque that ei-
ther suppresses or enhances non-uniform spin waves in the ferromagnet, depending
on current direction. The instability occurs when the current-induced enhancement
of a spin wave amplitude overcomes the intrinsic spin-wave damping.
For a quantitative description of the spin-wave instability, we choose the x axis
along the leads, with the origin such that the normal-metal–ferromagnet interfaces
are at x = ±d/2, see Fig. 2.1. We assume that the ferromagnet is so thin that its
magnetization direction varies with respect to the transverse coordinates y and z
only, but not with respect to x. In the diﬀusive normal-metal leads, the electron
distribution is described by potentials µe(r,t) for the electron density and µs(r,t)
for the electron spin [18, 19, 20]. The current is separated into the charge current
density jα, α = x,y,z, and the spin current density jsα. Since electrons adjust to
the changing magnetization on a time scale much faster than that of the magnetiza-
tion dynamics, current and potential are related by means of the time-independent
diﬀusion equation in the normal metal leads,
∇
2µe =0 ,j α =( σ/e)∇αµe,α = x,y,z,
l
2
sf∇
2µs = µs, jsα = −(¯ hσ/2e
2)∇αµs, (5.1)
supplemented by boundary conditions for the source and drain reservoirs µe(−L−)=
−eV , µe(L+)=0 ,µs(±L±)=0.H e r e σ is the conductivity of the normal metal114
leads and lsf the spin-diﬀusion length. At the normal-metal–ferromagnet interfaces,
the charge and spin current jx and jsx in the normal metal perpendicular to the
interface are related to the potential drop ∆µ over the interface as [19, 21]
(jsx)⊥ =( ¯ h/2e
2)Reg↑↓ (2∆µs × m ± ¯ h∂tm) × m
+( ¯ h/2e
2)Img↑↓ (2∆µs × m ± ¯ h∂tm),
(jsx)  = −(g↑↑ + g↓↓)(¯ h/2e
2)m · ∆µs − (g↑↑ − g↓↓)(¯ h/2e
2)∆µe, (5.2)
jx =( g↑↑ + g↓↓)(∆µe/e)+( g↑↑ − g↓↓)m · (∆µs/e).
Here m(r,t) is the unit vector pointing in the direction of the magnetization of the
ferromagnet, (jsx)⊥ and (jsx)  are the x-components of the spin current perpendicu-
lar and parallel to m, respectively, g↑↑ and g↓↓ are interface conductivities for spins
aligned parallel and antiparallel to m,w h e r e a sg↑↓ is the “mixing conductivity”
[19, 21], ∆µ = µ(±d/2+0 )− µ(±d/2 − 0) is the potential drop over the interface.
(We assume identical conductivities and spin-ﬂip lengths in the leads, and identi-
cal scattering properties of the ferromagnet–normal-metal interfaces, although our
results are readily generalized to unequal values of σ, lsf and gαβ.) At the normal-
metal–ferromagnet interface, (jsx)  and jx are continuous, whereas (jsx)⊥ =0i nt h e
ferromagnet. We assume that the ferromagnet is so thin that all potential drops
occur at the interfaces, so that we can neglect the x-dependence of the potentials
in the ferromagnet. Then Eqs. (5.1) and (5.2) fully determine the potentials and
currents in the normal metal and the ferromagnet, as a function of m.
For a thin ferromagnet, variations of the magnetization direction m along the
x axis will have a large energy cost and, hence, a large threshold for excitation.
Therefore, we consider transverse modulation of m only and take m independent
of x. The dynamics of m(y,z,t) is determined by the Landau-Lifschitz-Gilbert115
equation (without an applied magnetic ﬁeld 1) [2, 13],
∂tm = αm × ∂tm + JγM∇
2m × m − (γ/M)(K1m1ˆ e1 + K2m2ˆ e2) × m
+( γ/Md)[jsx(−d/2 − 0) − jsx(d/2+0 ) ] , (5.3)
where α and J are the bulk Gilbert damping coeﬃcient and spin stiﬀness (exchange
constant) respectively, γ = µBg/¯ h is the gyromagnetic ratio, M is the magnetization
per unit volume, and K1 and K2 are anisotropy constants along principal directions
ˆ e1 and ˆ e2, respectively, obtained by expanding the magnet’s free energy around a
preferred axis ˆ e3. The magnetization satisﬁes the boundary condition (ˆ n·   ∇)m =0 ,
where ˆ n is the normal to the ferromagnet’s surface. We neglect the eﬀect of the
current-induced magnetic ﬁeld on the magnetization dynamics, which is allowed if
the width W is suﬃciently small,   1 µm for typical experimental parameters. The
parameters in the Landau-Lifschitz-Gilbert equation deﬁne a length scale 1/qf and
current scale jf,
q
2
f =
K1 + K2
2JM2 ,j
2
f =
 2e
¯ h
 2
JM
2K1 + K2
2
. (5.4)
The quantities 1/qf and ¯ hjf/e are proportional to the width and energy of a domain
wall, respectively. Order-of-magnitude estimates of the various parameters involved
here are d ∼ 10 nm, W ∼ 102 nm, lsf(Cu)∼ 102 nm [5, 22]; Img↑↓   Reg↑↓ ∼
g↑↑ ∼ g↓↓ ∼ 1014 Ω−1m−2 [23, 24] for Co/Cu and Fe/Cr interfaces; σ/lsf(Cu)∼ 1015
Ω−1m−2, and typically qf ∼ 10−1 nm−1, jf ∼ 108 A/cm2 for Co, Fe or Ni 2.
1The eﬀect of a magnetic ﬁeld is mathematically equivalent to a change of the equilibrium
magnetization direction ˆ e3 and the anisotropy constants K1 and K2. A magnetic ﬁeld parallel
(antiparallel) to the easy axis increases (decreases) K1 and K2 and, hence, shifts the spin-wave
instability to higher (lower) current densities.
2See E. P. Wohlfahrt in E. P. Wohlfahrt, Ed., Ferromagnetic Materials, Vol. 1 (North-Holland,
1980) for material constants. For a thin magnet the shape anisotropy dominates over the bulk
easy axis anisotropy, K1 ≈ 4πM   K2.116
We ﬁrst solve these equations for a uniform magnetization, m independent of
the transverse coordinates y and z. The spin accumulation µs in the normal metal
leads close to the normal-metal–ferromagnet interface is
µs(±d/2) = ∓(ejx/gm)tanh(L±/lsf)m, (5.5)
where jx is the charge current density and
gm =
(σ/lsf)(g↑↑ + g↓↓)+2 g↑↑g↓↓
 
± tanh(L±/lsf)
g↑↑ − g↓↓
.
The spin accumulation is shown schematically in Fig. 2.1.
In the case of uniform magnetization, the spin accumulation µs is always parallel
to m, and no current-induced torque is applied to the magnetization. The situation
changes if m varies in the transverse direction. In this case, transverse diﬀusion of
spin in the normal-metal leads gives rise to an angle between µs and m, and, hence,
to a current-induced torque. In order to study this scenario in detail, we analyze
Eqs. (5.1)–(5.3) for a small deviation of m from the equilibrium direction ˆ e3.T h e
result can be represented in terms of an equation of motion for δm = m − ˆ e3.W e
assume a rectangular cross section of dimensions Wy and Wz in the y and z directions
and perform a Fourier transform with respect to the transverse coordinates y and
z. The allowed wavevectors are qy = πny/Wy, qz = πnz/Wz,w h e r eny and nz are
non-negative integers. Representing δm through m±(q)=δm1(q) ± iδm2(q), one
ﬁnds that, to ﬁrst order in m±, the equations of motion of diﬀerent Fourier modes
separate,
 
˜ α
γ
±
i
˜ γ
 
M∂tm± =
K2 − K1
2
m∓ −
¯ hjf(q2 + q2
f )
2eqf
m± −
¯ hjx(S2 ∓ iS1)
2ed
m±, (5.6)
Here ˜ α and ˜ γ are renormalized Gilbert damping parameter and gyromagnetic ratio,
1
˜ γ
=
1
γ
+
¯ h
2
2Mde2Im
 
±
g↑↓G±(q)
G±(q)+g↑↓
, (5.7)117
˜ α = α +
γ¯ h
2
2Mde2Re
 
±
g↑↓G±(q)
G±(q)+g↑↓
, (5.8)
whereas the dimensionless numbers S1 and S2 set the magnitude of the current-
induced torque,
S1 =
σ
gmlsf
Re
 
±
±g↑↓
G±(0)
G±(0) − G±(q)
g↑↓ + G±(q)
, (5.9)
S2 =
σ
gmlsf
Im
 
±
±g↑↓
G±(0)
G±(0) − G±(q)
g↑↓ + G±(q)
, (5.10)
where gm was deﬁned below Eq. (5.5) and
G±(q)=
σ
2
 
l
−2
sf + q2 coth
 
L±
 
l
−2
sf + q2
 
.
In the limit q → 0, Eqs. (5.7, 5.8) coincide with the enhanced Gilbert damping and
gyromagnetic ratio reported by Tserkovnyak et al. [21].
In the absence of a current, any spatial modulation of the magnetization is
damped. It is the existence of the source terms S1 and S2 in Eq. (5.6) that leads to
a spin-wave instability at suﬃciently large current density j. Note that the source
terms exist only if the normal leads are asymmetric (diﬀerent lengths, or diﬀerent
conductivities, spin-ﬂip lengths or interface conductivities), and if the ferromagnet
is a spin ﬁlter, g↑↑  = g↓↓. The source term S2 gives rise to a small change of the
ferromagnetic resonance frequency, whereas S1 increases or decreases the amplitude
of the spin wave, depending on the current direction. An instability occurs if the
current-induced enhancement of the spin-wave amplitude overcomes the damping,
i.e., if
 
γS1
˜ α˜ γ
− S2
 
(−j) >
(q2 + q2
f )d
qf
jf. (5.11)
Using the order-of-magnitude estimates listed below Eq. (5.4), the instability
criterion simpliﬁes considerably if we set Img↑↓ = 0, take the limits d → 0a n d118
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Figure 5.2: Schematic picture of the current density je required to excite a spin-wave
at wavevector q. The spin-wave instability occurs at the wavevector q for which j
is minimal.
σ/lsf   Reg↑↓, and consider the case L−   lsf   L+ of maximally asymmetric
contacts,
−j
jf
>
¯ h
2γgm
Mqfe2
q2
f + q2
1 − (1 + q2l2
sf)−1/2. (5.12)
The r.h.s. of Eq. (5.12) is shown schematically in Fig. 2.2. For large q   1/lsf,t h e
spin-wave instability is dominated by the stiﬀness of the spin wave, which leads to a
critical current density ∝ q2. For small q   1/lsf, the magnetization accumulation
in the normal metal leads tends to remain locally parallel to the magnetization, so
that the current-induced torque is strongly reduced and the critical current density
for excitations at small q is increased ∝ q−2. For a thick ferromagnet, the eﬀect
of bulk Gilbert damping becomes dominant, causing the critical current density to
increase linearly with the thickness d.
The wave-vector q which minimizes the r.h.s. of Eq. (5.12) corresponds to the
onset of a spin-wave instability. In the experimentally relevant parameter regime119
1/qf   lsf   σ/Reg↑↓, the critical current density is
jc =
¯ h
2γgmqf
Me2 jf,q c =
 
q
2
f /2lsf
 1/3
. (5.13)
For a Cu/Co/Cu geometry, we estimate ˜ α ∼ (0.1nm)/d and ¯ h
2γgmqf/Me2 ∼ 0.2, as
long as dqf < 1. We then ﬁnd jc ∼ 107 A/cm2, which is of the same order of mag-
nitude as the critical current for magnetization reversal in a ferromagnet–normal-
metal–ferromagnet trilayer[5]. The estimate (5.13) is valid as long as the width
W   1/qc. For small W, the instability occurs at the lowest possible wavenumber,
qc = π/W.
In conclusion, we have shown that an unpolarized electric current passing through
a thin ferromagnetic layer can create a spin wave instability with wavevector trans-
verse to the current. The instability occurs at one current direction only and depends
on the asymmetry of normal metal contacts. The mechanism for the instability is
the same as the one believed to cause magnetization reversal in ferromagnetic mul-
tilayers, i.e., a spin-transfer torque arising from spin accumulation in the normal
metal contacts perpendicular to the magnetization direction m and spin-ﬁltering at
the normal-metal–ferromagnet interfaces [1, 2, 13].
Current-induced excitations that occur for one current direction only have been
observed in single ferromagnetic layers [4, 16, 17]. For ferromagnets much thicker
than the inverse wavevector q−1
c ∼ 3 × 101nm for transverse spin waves, cf. Eq.
(5.13), spin wave excitations with wavevector along the current ﬂow may have a
lower threshold current than transverse excitations [13, 16]. Such thick ferromag-
netic layers are common in the point-contact geometry [4, 6, 16]. It is for the thin
layers used in the nanopillar geometry [5, 7, 8, 9, 22] that we believe the transverse
instability considered here is most signiﬁcant.120
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Results for mesoscopic
distributions in the single-channel
limit
Below we present results for the “intermediate” distributions of the normalized
current ¯ i, voltage ¯ v, and of the diﬀerence ¯ d =¯ vg − ¯ i after integration over the
matrices Q1 and Q2 at ﬁxed S and Q, but before integration over S and Q, for the
case of a chaotic quantum dot with two single-channel point contacts. For that case,
the distribution of ¯ d is given by
P(¯ d)=
  1
2σd
e
−|¯ d|/σd
 
S,Q
, (A.1)
where the brackets  ... S,Q denote the remaining average over the scattering matrix
S and the symmetrized time-delay matrix Q. The distributions for ¯ i,¯ v have the
same form with σd replaced by σi and σv, respectively. However, we should note
that, unlike for the diﬀerence ¯ d, the form (A.1) does not hold for the distributions
of ¯ i and ¯ v when N>1.
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Below we list (statistical) expressions for σd, σi and σv for N = 1 for the case
C∆   e2. We introduce the eigenvalues τ1,τ 2 of the normalized time-delay matrix
R. Their distribution can be found in Ref. [1]. Further, we introduce two indepen-
dent random variables t (uniformly distributed between 0 and 1) and φ (uniformly
distributed between 0 and 2π) that arise from the randomly distributed eigenvec-
tors of R and the phases of the scattering matrix S. Finally, the equations for σd,
σi,a n dσv contain the dimensionless conductance g ∈ [0,1], which has distribution
P(g)=( β/2)g−1+β/2. We then ﬁnd
σ
2
d,β=1 = 256
(τ1τ2)3
(τ1 + τ2)2
(1 − g)2
g
,
σ
2
i,β=1 = 256
(τ1τ2)3
(τ1 + τ2)2g,
σ
2
v,β=1 = 256
(τ1τ2)3
(τ1 + τ2)2
1
g3,
σ
2
d,β=2 =
1 − g
g
  8τ1τ2
τ1 + τ2
 2  
τ1τ2 + t(1 − t)(τ1 − τ2)
2 sin
2 φ
 
,
σ
2
i,β=2 =( 4 τ1τ2)
2
 
1 − 4t(1 − t)
 τ1 − τ2
τ1 + τ2
 2 
,
σ
2
v,β=2 =
1
g3
  8τ1τ2
τ1 + τ2
 2  
τ1τ2 +( τ1 − τ2)
2
 
2
 
(1 − g)t(1 − t)sinφ +( 1− 2t)
√
g
 2 
.Appendix B
Integration over the matrices R.
For the integration over the matrices R1 and R2 we make use of the fact that they
can be parameterized as [1]
Rj = −i
∆
2π¯ h
Uˆ τ
1/2Hjˆ τ
1/2U
† ⊗ 12,j =1 ,2, (B.1)
where U is an N × N unitary matrix, ˆ τ is a diagonal N × N matrix containing
the eigenvalues τm, m =1 ,...,N, of the Wigner-Smith time-delay matrix on the
diagonal [2], Hj is an N × N hermitian (real symmetric) matrix is time-reversal
symmetry is broken (present), and 12 is the 2 × 2 unit matrix in spin grading.
For a chaotic quantum dot, the distributions of the hermitian matrices H1 and
H2, the unitary matrix U, and the diagonal matrix ˆ τ are all independent. The
matrices Hj, j =1 ,2, have a Gaussian distribution,
P(H) ∝ exp(−βtrH
2/8), (B.2)
where β = 1 if time-reversal symmetry is present and β = 2 if time-reversal sym-
metry is broken by a magnetic ﬁeld. The matrix U is uniformly distributed in the
unitary group, and the eigenvalues τm, m =1 ,...,N of the time-delay matrix have
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distribution
P ∝
 
1+
e2
π¯ hC
N  
m=1
τm
  N  
m=1
N  
m<n
|τm − τn|
βΘ(τm)τ
−3βN/2+β−2
m e
−βπ¯ h/∆τm. (B.3)
Knowing these distributions, ﬁnding the distribution for small N becomes a
matter of mere quadrature. We have obtained the plots of the distributions of SP
and I/SP by numerically generating 107–108 matrices Rj distributed according to
the above distribution. We refer to Ref. [3] for the details of implementation of this
procedure. Moments of the noise and the current can be found by performing the
Gaussian integrations over H and the integrations over the unitary group with the
help of the technique of Ref. [4]. For small N, the remaining integration over the τm
can be done explicitly. For large N, it is suﬃcient to know the density and two-point
correlator of the τm in order to ﬁnd the ﬁrst two moments of I or SP. The density
of time-delays is [1]
ρ(τ)=
N  
m=1
 δ(τm − τ)  =
N
2πτ2
 
(τ+ − τ)(τ − τ−),
τ± =2 π¯ h(3 ±
√
8)/N∆
The pair correlation function K2(τ1,τ 2) is a universal function of the arguments
τ1 and τ2 and the “spectrum edges” τ− and τ+ [5, 6]. With the help of the pair
correlation function [6] we ﬁnd that, up to corrections of order 1/N 4,
   N  
m=1
τm
 q 
=
 
2π¯ h
∆
 q  
1+q(q − 1)
2
βN2
 
.Appendix C
Scattering matrix results
C.1 Nonideal contacts
Nonideal contacts are characterized by channels that have a transmission coeﬃcient
Γj smaller than unity, j =1 ,...,N. The imperfect transmission of the contacts is
characterized by an N × N reﬂection matrix rc(t,t ), for which we take the simple
form
rc(t,t
 )=( 1− Γ)
1/2δ(t − t
 ), (C.1)
where Γ is an N × N diagonal matrix containing the transmission coeﬃcients Γj
on the diagonal. The direct backscattering from the contacts is fast compared to
the scattering that involves ergodic exploration of the dot, hence the delta function
δ(t − t ) in equation (C.1). In order to describe time dependent scattering with
nonideal leads, we use a modiﬁcation of the stub model of equation (4.22) [7, 8],
S = rc +Γ
1/2S
ﬂΓ
1/2,S
ﬂ = PU(1 − RU)
−1P
†, (C.2)
R = Q
†e
−2πiH/M∆Q − P
†rcP. (C.3)
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The ﬁrst term in equation (C.2) takes into account the direct backscattering at
the contact for electrons coming in from the reservoirs, whereas the extra term in
equation (C.3) describes backscattering at the contact for electrons coming from the
dot. The additional factors Γ1/2 in the second term of equation (C.2) account for the
decreased transmission probability for entering or exiting the quantum dot. With
the inclusion of reﬂection in the contacts as in equation (C.2), the scattering matrix
approach for time-independent scattering was proven to be fully equivalent to the
Hamiltonian approach with arbitrary coupling to the leads [8]. The corresponding
distribution of the scattering matrix S for time-independent scattering is known as
the Poisson kernel [9].
Like in the case of ideal leads, the distribution of the elements of the scattering
matrix S for a quantum dot with nonideal leads is almost Gaussian, with non-
Gaussian corrections that are small if N   1. The main diﬀerence with the case
of an ideal contact is that, as a result of the direct reﬂection from the contact, the
average of S is nonzero for a nonideal contact. The ﬂuctuations of S around the
average are described by Sﬂ, cf. equation (C.2). In order to ﬁnd the distribution
of Sﬂ, we note that the expression (C.2) for Sﬂ is formally equivalent to the stub
model equation (4.22) used to describe time-dependent scattering from a quantum
dot with ideal contacts. Hence we conclude that the moments of Sﬂ can be obtained
directly from the results for the case of ideal contacts, see section 4.3 and appendix
C, provided we substitute equation (C.3) for the matrix R. This amounts to the
replacement S→S ﬂ in the ﬁnal results (4.30)–(4.33), N →
 
j Γj in equation
(4.31), and N →
 
j Γ2
j in equation (4.33).128
C.2 Correlators for time-independent scattering
The scattering matrix correlators for time-independent scattering serve as input
for the calculation of the correlators for time-dependent scattering. They can be
calculated using the Hamiltonian approach (see references [10, 11, 12]), or, alterna-
tively, in the scattering matrix approach, using a time-independent version of the
“stub model” of section 4.3. Following the latter method, the scattering matrix S
is written as [13]
S(ε)=PU(1 − RU)
−1P
†,R = Q
†e
2πiε/M∆Q. (C.4)
Here the matrices P and Q are as in equation (4.22), whereas U is an M×M unitary
matrix taken from the circular orthogonal ensemble or circular unitary ensemble of
random matrix theory, depending on the presence or absence of time-reversal sym-
metry. The picture underlying equation (C.4) is that a stub with M −N scattering
channels is attached to the chaotic quantum dot as in ﬁgure 4.1, such that the dwell
time in the stub is much larger than the dwell time in the dot, but much smaller than
the total dwell time in the combined dot-stub system. The ﬁrst condition implies
that the M × M scattering matrix of the chaotic dot (without stub) may be taken
energy independent, and distributed according to the appropriate circular ensemble
from random matrix theory. The total scattering matrix S then acquires its energy
dependence through the energy dependence of the (M − N) × (M − N) reﬂection
matrix R of the stub. The second condition, which requires M   N, ensures that
the dot plus stub system is explored ergodically before an electron escapes into the
lead, so that the spatial separation of the energy dependence (stub) and chaotic
scattering (dot)) does not aﬀect the correlators of the scattering matrix S.1
1Note that this version of the “stub model” is diﬀerent from that used in the main text. In time
representation, the matrix U of equation (C.4) is proportional to a delta function δ(t−t ), whereas129
Using the diagrammatic technique of reference [4] to average over the random
unitary matrix U, we ﬁnd that the second moment W1 is given by
W
ij;kl
1 (ε;ε
 )=
1
M − trR(ε)R†(ε )
×

  
  
(δikδjl + δilδjk) with TRS,
δikδjl without TRS.
(C.5)
Substitution of equation (C.4) for R gives equation (4.10) of section 4.3. Note
that equation (4.10) is valid in the semiclassical limit of large N only. Within the
diagrammatic technique this follows from the observation that for large N the only
contributions to W1 are the “ladder” and “maximally crossed” diagrams, whereas
for small N more contributions exist and a non-perturbative calculation is needed to
calculate the scattering matrix correlator [4]. The correlator W1(ε,ε ) was calculated
by Verbaarschot et al. in reference [10] for arbitrary N using the Hamiltonian
approach and the supersymmetry technique.
For the cumulant W2 we ﬁnd in the absence of time-reversal symmetry
W
i1j1,i2j2;k1l1,k2l2
2 (ε1,ε 2;ε
 
1,ε
 
2)=−(δi1k1δj1l2δi2k2δj2l1 + δi1k1δj1l2δi2k2δj2l1)
× [M − trR(ε1)R(ε2)R
†(ε
 
1)R
†(ε
 
2)][M − trR(ε1)R(ε
 
1)]
−1 (C.6)
× [M − trR(ε2)R(ε
 
1)]
−1[M − trR(ε1)R(ε
 
2)]
−1[M − trR(ε2)R(ε
 
2)]
−1.
In the presence of time-reversal symmetry, fourteen terms corresponding to the
permutations i2 ↔ j2, k1 ↔ l1,a n dk2 ↔ l2 have to be added. Equation (4.11) is
recovered upon substitution of equation (C.4) for R.
the matrix R involves a time delay with time t − t  =2 π¯ h/M∆. For the model of section 4.3 of
the main text, the time delay is described by U, whereas scattering from the stub is instantaneous.
Both versions of the “stub model” are equivalent to the Hamiltonian approach. Which one to use
is a matter of convenience.130
C.3 Correlators for time-dependent scattering
In this appendix we present the derivations of equations (4.30)–(4.33).
We ﬁrst calculate the second moment W1 of the scattering matrix distribution,
equations (4.30) and (4.31). To ﬁnd W1 we use equation (4.22) to expand S in powers
of U and R and then average over U. In the limit of large M and large N,t h a t
average can be done using the cumulants (4.18) and (4.20) and the diagrammatic
rules of reference [4]. This calculation is similar to the standard diagrammatic
perturbation theory: the matrices U, U†,a n dR(t) play the role of the unperturbed
retarded and advanced Green functions and the random potential, respectively.
Performing the average over U this way, we ﬁnd that, to leading order in M−1
and N−1,t h ec u m u l a n tW1 is dominated by two leading contributions: the “ladder
diagram” of ﬁgure C.1 and the “maximally crossed diagram” of ﬁgure C.2. Since
every factor in these two diagrams involves equal time diﬀerences for S and S∗,w e
conclude that this contribution to W1 is nonzero only if t − t  = s − s , cf. equation
(4.18). Further, we conclude that the ladder diagram gives a nonzero contribution
only if i = k and j = l, while the maximally crossed diagram contributes when i = l
and j = k.
We ﬁrst consider the contribution of the ladder diagram, which we write as
δikδjlδ(t − t
  − s + s
 )D(t,t
 ;s,s
 ), (C.7)
where the kernel D is the equivalent of the “diﬀuson” from standard diagrammatic
perturbation theory. Note that, in view of the delta function in equation (C.7), the
kernel D depends on three arguments, not on four. For notational convenience, we
prefer, however, to continue to use the two initial times t  and s  and the two ﬁnal
times t and s to denote the time-arguments of D.131
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿
t1
j
l
j
l
s1 s1
j
l
s1 s1
t
*
t
ij
* δ = ij U (t,t )= U (t,t )=
ij i jj i i j
R= R = *
*
+...
tt t 1
ji i
(a)
(b)
(c)
=
t t
j i
k
s’ s
l
=
j
l
i
k
t’=t
s’=s
=
*
tt 1 tt 1
j i
lk k
t’ t’
+
+
+ =
t
j i
k
s’ s
l
(d)
** * * s’ s s’ s
t
i
k
* s s’
t’
i
kk l
** * s’ s s’ s
*
*
* *
t’ t’
t’ t’ t’
Figure C.1: (a) Notations, following reference [36]. (b) Calculation of the ker-
nel D(t,t ;s,s ). (c) Diagrammatic representation of the Dyson equation (C.8) for
D(t,t−τ;s,s−τ), with t  = t−τ, t1 = t−τ1, s  = s−τ,a n ds1 = s−τ1. (d) Dia-
grammatic representation of the diﬀerential equation (C.10) for D(t,t−τ;s,s−τ).
Left hand side: (M + ∂τ)D(t,t − τ;s,s − τ); Right hand side:
δ(τ)+t rR(t − τ)R†(s − τ)D(t,t − τ;s,s − τ).132
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Figure C.2: Diagram representing the kernel C(t,t ;s,s ) of equation (C.12).
Considering the ladder diagrams to all orders, the diﬀuson D is found to obey
the Dyson equation
D(t,t − τ;s,s − τ)=θ(τ)e
−Mτ + θ(τ)
  τ
0
dτ1D(t,t − τ1;s,s − τ1)
× trR(t − τ1)R
†(s − τ1)e
−M(τ−τ1). (C.8)
The solution of equation (C.8) is
D(t
  + τ,t
 ;s
  + τ,s
 )=θ(τ)e
−
  τ
0 dτ1(M−trR(t +τ1)R†(s +τ1)), (C.9)
where we used that D =0i fτ<0. Substitution of R =e x p ( 2 πH/∆) reproduces
the ﬁrst term in the result (4.30). For future use, we note that the function D of
equation (C.9) obeys the diﬀerential equations
 
∂
∂τ
+ M − trR(t − τ)R
†(s − τ)
 
D(t,t − τ;s,s − τ)=δ(τ), (C.10)
 
∂
∂τ
+ M − trR(t
  + τ)R
†(s
  + τ)
 
D(t
  + τ,t
 ;s
  + τ,s
 )=δ(τ).
Calculation of the contribution of the maximally crossed diagram proceeds in an
analogous way. This contribution reads
δ(t − t
  − s + s
 )δilδjkC(t,t
 ;s,s
 ), (C.11)
where the analogue of the Cooperon is given by
C(t
  + τ,t
 ;s
  + τ,s
 )=θ(τ)e
  τ
0 dτ1(M−trR(t +τ1)R†(s +τ−τ1)). (C.12)133
Substitution of R =e x p ( 2 πH/∆) gives the second term of equation (4.30).
We now turn to the four scattering-matrix correlator (4.29), which is the equiv-
alent of the Hikami box in standard diagrammatic perturbation theory. We ﬁrst
calculate the ﬁrst term of equation (4.32). It is represented diagrammatically in
ﬁgure C.3. There are two contributions: One contribution involving Gaussian con-
tractions with the cumulant (4.18) only, which is depicted as the ﬁrst term on the
r.h.s. of ﬁgure C.3, and one contribution that involves the non-Gaussian contraction
of equation (4.20) once and otherwise Gaussian contractions, see the second term
on the r.h.s. of ﬁgure C.3. Adding those two contributions, the function F is found
to be
F(t1,t
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1;s2,s
 
2)=
 
dτD(t
 
1 + τ,t
 
1;s
 
1 + τ,s
 
1)D(t2 − s1 + s
 
1 + τ,t
 
2;s2 − t1 + t
 
1 + τ,s
 
2)
× D(t1,t
 
1 + τ;s2,s 2 − t1 + t
 
1 + τ)D(t2,t 2 − s1 + s
 
1 + τ;s1,s
 
1 + τ)
× trR(t
 
1 + τ)R
†(s2 − t1 + t
 
1 + τ)R(t2 − s1 + s
 
1 + τ)R
†(s
 
1 + τ)
−
 
dτ1dτ2dτ3dτ4(M + ∂τ1)D(t
 
1 + τ1,t
 
1;s
 
1 + τ1,s
 
1)
× (M + ∂τ2)D(t1,t 1 − τ2;s2,s 2 − τ2)(M + ∂τ3)D(t
 
2 + τ3,t
 
2;s
 
2 + τ3,s
 
2)
× (M + ∂τ4)D(t2,t 2 − τ4;s1,s 1 − τ4)θ(t1 − t
 
1 − τ1 − τ2)θ(t2 − t
 
2 − τ3 − τ4)
× θ(s1 − s
 
1 − τ1 − τ4)θ(s2 − s
 
2 − τ2 − τ3)F
0(t1 − t
 
1 − τ1 − τ2;
t2 − t
 
2 − τ3 − τ4;s1 − s
 
1 − τ1 − τ4;s2 − s
 
2 − τ2 − τ3). (C.13)
Here we used equation (C.11) to express the four legs of the diagrams of ﬁgure C.3b
in terms of the diﬀuson D and its derivative. The second term in equation (C.13) can
be simpliﬁed noting that the time integration is dominated by all four arguments of
F0 being of order 1/M. Using the smallness of these time arguments, the diﬀusons
can be expanded around t1 − t 
1 − τ1 − τ2 = t2 − t 
2 − τ3 − τ4 = s1 − s 
1 − τ1 − τ4 =134
￿
￿
￿
￿
￿
￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿￿￿
￿
￿
￿
￿
￿
￿ =+
t’ 1 s’ 2
t’ 2
1 st 2
t’
s’
1
1
t’
s’
1
1 t’
s’
2
2
t’
s’
2
2
*
*
s’ 1
*
*
*
*
*
*
*
*
*
*
*
*
τ s’+ 1 τ s’+ 1
τ 1
1
4
τ 2
τ
τ
τ s’+ 3
3 t’+
4
2
2
2
2
t1 s2
s -t +t’+ 21 1 τ
21 1 τ t -s +s’+
1 st 2
t1 s2
1 τ
1 t’+ 1 τ
1 s 2
t1 s2
t’+ 1 τ
2
t
t  - s  -
t  - s  -
Figure C.3: Diagrams representing the two contributions to the correlator
F(t1,t  
1;t2,t  
2;s1,s  
1;s2,s  
2) (l.h.s.). The ﬁrst diagram on the r.h.s. contains Gaussian
contractions only; the shaded blocks in denote the kernel D. The second diagram
on the r.h.s. contains one non-Gaussian contraction, which is in the center of the
diagram; the shaded blocks represent factors of the form (M + ∂τ)D, see equation
(C.13) and ﬁgure C.1d.
s2 − s 
2 − τ2 − τ3 = 0 and three of four time integrations can be done. The result is
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1 + τ)Γ(t1,t
 
1;t2,t
 
2;s1,s
 
1;s2,s
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where we abbreviated
Γ = M − trR(t
 
1 + τ)R
†(s2 − t1 + t
 
1 + τ) − trR(t2 − s1 + s
 
1 + τ)R
†(s
 
1 + τ)
+t rR(t
 
1 + τ)R
†(s2 − t1 + t
 
1 + τ)R(t2 − s1 + s
 
1 + τ)R
†(s
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− δ(t1 − t
 
1 − τ) − δ(s1 − s
 
1 − τ). (C.15)
We used equations (C.11) and (C.10) to calculate time derivatives of the diﬀusons.
Alternatively, using a partial integration, the function F can be expressed by equa-
tion (C.14) with
Γ = M − trR(t
 
1 + τ)R
†(s
 
1 + τ) − trR(t2 − s1 + s
 
1 + τ)R
†(s2 − t1 + t
 
1 + τ)135
+t rR(t
 
1 + τ)R
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1 + τ)R(t2 − s1 + s
 
1 + τ)R
†(s
 
1 + τ)
− δ(τ) − δ(τ − t1 + t
 
1 + s2 − s
 
2). (C.16)
or with Γ given by a convenient linear combination of equations (C.15) and (C.16)
with coeﬃcients C1,C 2 satisfying the condition C1 + C2 =1 .
Finally, using equation (4.22) for R, the ﬁrst term of equation (4.32) is obtained.
The other contributions to equation (4.32) can be found after permutation of the
channel indices and time-variables as indicated in ﬁgure 4.2.136
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