er, the resulting maximum likelihood (RM) can be misleading in the presence of interactions. We therefore propose an adaptively weighted approach (AW) that captures the efficiency of RM but is robust to the occasional SNP that might interact with the secondary phenotype to affect the risk of the primary disease. We study the robustness of FM, WL, RM and AW to misspecification of P ( D = 1). In principle, one should be able to estimate ␤ 1 without external information on P ( D = 1) under the reduced model. However, our simulations show that the resulting inference is unreliable. Therefore, in practice one needs to introduce external information on P ( D = 1), even in the absence of interactions between X and G .
Introduction
Genome-wide association studies (GWAS) usually measure hundreds of thousands of single nucleotide polymorphisms (SNPs) on thousands of subjects with a primary disease (cases) and without the primary disease (controls). Often, data on other characteristics ('secondary phenotypes') of cases and controls are available, and researchers wish to study the association between a secondary phenotype and SNPs by taking advantage of the valuable data already collected for the primary disease. However, the case-control study sample is not representative of the entire population, for which the associations between the secondary phenotype and SNPs are desired. Ignoring the ascertainment in the case-control study design in the secondary analysis can induce biased estimates of association and false-positive significance tests, as described in Jiang et al. [1] , Lin and Zeng [2] , Richardson et al. [3] , Monsees et al. [4] and Wang and Shete [5] .
Li et al. [6] studied methods of testing for associations between a SNP from a case-control GWAS and a secondary phenotype in the special case that the primary disease in the GWAS was rare. They assumed that the secondary phenotype ( X = 0 or 1) and SNP genotype ( G = 0 or 1) were binary (as for dominant or recessive genetic models) and the primary disease status indicator D was 0 or 1, according as the primary disease was absent or present. The aim was to estimate the log odds ratio relating X and G in the general population based on
To take account of the case-control sampling, one must consider the model 
For a rare primary disease, the denominator of equation (2) disappears from the likelihoods, simplifying the analysis. Li et al. [6] showed that under the general model (2) and for a rare primary disease, the maximum likelihood estimation of ␤ 1 is equivalent to analyzing data from the controls alone. If one assumes, as in Lin and Zeng [2] , that ␦ 12 = 0 in equation (2) , then a much more efficient estimate of ␤ 1 is obtained, whose variance is only very slightly smaller than obtained by taking a weighted average of estimates from cases and controls, which we call the efficient weighted estimate (see [6] ). However, these estimates were biased and led to the above nominal hypothesis test sizes if in fact ␦ 12 0 0. Therefore, Li et al. [6] proposed an adaptively weighted estimator that put more weight on the control-only estimate when the data suggested ␦ 12 0 0 and put more weight on the efficient weighted estimate when there was little evidence that ␦ 12 0 0.
We now consider the case when the primary disease condition is not rare, as might arise in GWAS of visual acuity or elevated blood pressure. Such data might arise, for example, from a hospital-based case-control study. In a hypertension clinic, a sample of cases might be selected for genome-wide scanning and compared to a sample of patients without hypertension. Such a study would not yield information on the probability of hypertension in the general population. A cohort study might yield a large number of subjects with diminished visual acuity. Genome scans might be performed on some members of the cohort with diminished visual acuity and some members without diminished visual acuity. In this context, the probability of diminished visual acuity, P ( D = 1), could be estimated from the cohort information. We compare the adaptively weighted model to other methods for a disease that is not rare, and we treat both dichotomous models for G and additive models in which G represents the number of minor alleles.
For a disease that is not rare, estimates of the other parameters in models (1) and (2) apart from ␤ 1 can be very unstable and lead to invalid inferences for secondary phenotypes unless the disease prevalence is known [2] . Thus, one needs to assume that P ( D = 1) is known, in which case ␤ 1 can be estimated by maximum likelihood under equations (1) and (2) to yield ␤ ˆ 1 FM . Here, FM stands for full model. Under this assumption, or assuming that the sampling fractions for cases and controls are known, an apparently simpler estimate can be obtained by reweighting the log-likelihood corresponding to equation (1) to obtain a weighted estimate ␤ ˆ 1 WL [4] . This estimate had been obtained earlier as a consequence of weighted logistic regression [3] . We prove in this paper that ␤ ˆ 1 WL is in fact the maximum likelihood estimate (MLE) ␤ ˆ 1 FM under the dichotomous genetic model. In simulations, we find that ␤ ˆ 1 WL is numerically very near but not equal to ␤ ˆ 1 FM for the additive genetic model. Efficiency can be improved over ␤ ˆ 1 FM if one is willing to assume ␦ 12 = 0 and known P ( D = 1). In fact, Lin and Zeng [2] studied this case. We denote the corresponding MLE ␤ ˆ 1 RM , which is more efficient than ␤ ˆ 1 FM . Here, RM stands for reduced model. However, ␤ ˆ 1 RM can be misleading if ␦ 12 0 0. Therefore, we developed an adaptive estimate, ␤ ˆ 1 AW , that puts more weight on ␤ ˆ 1 FM when there is evidence that ␦ 12 0 0 and more weight on ␤ ˆ 1 RM when there is less evidence that ␦ 12 0 0.
In principle, one should be able to estimate ␤ 1 when ␦ 12 = 0 by MLE without knowing P ( D = 1), as discussed in Lin and Zeng [2] . The corresponding estimate is denoted as ␤ ˆ 1 RMU in this paper. A potential advantage of ␤ ˆ 1 RMU is that it does not require specification of P ( D = 1), whereas ␤ ˆ 1 WL , ␤ ˆ 1 FM , ␤ ˆ 1 RM and ␤ ˆ 1 AW do. Our numerical studies show that for ␦ 12 = 0 ␤ ˆ 1 RMU yields unbiased estimates of ␤ 1 , but estimates of the variance of ␤ ˆ 1 RMU from the information matrix can be too small, which leads to hypothesis tests with sizes above nominal levels. More-over, when ␦ 12 0 0, ␤ ˆ 1 RMU can be seriously misleading, just as can ␤ ˆ 1 RM . Therefore, methods based on external knowledge of P ( D = 1) are needed in practice, and we study the robustness of the estimators ␤ ˆ 1 WL , ␤ ˆ 1 FM , ␤ ˆ 1 RM and ␤ ˆ 1 AW to misspecification of P ( D = 1). We compare these estimators for studying associations with a pre-selected candidate SNP and for discovering a SNP associated with X among all the SNPs studied in the GWAS data.
In the next section, we describe the methods in more details for a common primary disease. Then, we present results of analyses and numerical studies and, finally, we discuss these results. Most technical details are presented in the Appendices.
Methods
We first consider the important scenario of an unmatched case-control study with a dichotomous genotype G and a secondary phenotype X , but where the primary disease is not rare. We extend all the methods to the additive genetic model at the end of this section. The data for the dichotomous G can be represented as a 2-by-4 array ( table 1 ). Let r 0 = ( r 000 , r 001 , r 010 , r 011 ) and r 1 = ( r 100 , r 101 , r 110 , r 111 ) denote the case and control cell frequency vectors, respectively, and let n 0 and n 1 be the numbers of controls and cases selected, respectively . In the table, r dgx represents the cell counts for D = d , G = g and X = x .
Weighted Logistic Regression Method
Jiang et al. [1] and Richardson et al. [3] proposed a weighted logistic regression method that can be used to estimate the association between genotype and secondary phenotype. Monsees et al. [4] studied this method through simulations in GWAS that assumed ␦ 12 = 0. Defining weights that are inversely proportional to the sampling fractions w i = P ( D = i )/ n i for cases ( i = 1) and controls ( i = 0), one can construct a weighted pseudo-log-likelihood from the data in table 1 as 
The justification for equation (4) is that the corresponding score equations obtained by differentiation of equation (3) with respect to ␤ 0 and ␤ 1 have expectation zero in the entire population, even though the data were obtained from a stratified (on D ) random sample from the population. Thus, equation (4) is unbiased for ␤ 1 . This approach requires no modeling of the primary disease probability as in equation (2) and is therefore robust to a possible nonzero interaction ␦ 12 between X and G (see Results section). We address how efficient ␤ ˆ 1 WL is compared to maximum likelihood when the weights are known, which we assume hereafter. Because we usually need to estimate P ( D = 1) from external data, we also study the sensitivity of various estimates to misspecification of P ( D = 1).
Maximum Likelihood
Jiang et al. [1] discussed efficient semi-parametric likelihood methods for secondary phenotype analysis in case-control studies. Lin and Zeng [2] investigated this method for secondary phenotypes in GWAS. Their method is based on the retrospective likelihood
where i = 0, 1 indexes the primary disease status and j = 1, ..., n i indexes the subjects with D = i . For binary genotypes and secondary phenotypes as in table 1 , equation (5) can be rewritten as
In most of this paper, we assume that the disease prevalence P ( D = 1) is known, and we let PG 0 = P ( G = 0) and PG 1 = P ( G = 1) = 1 -PG 0 . Maximizing equation (6) is equivalent to maximizing
subject to the constraint Table 1 . Data for an unmatched case-control study with dichotomous genotype and phenotype
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Depending on which disease model is used, one can obtain two different MLEs of ␤ 1 from equation (7). If model (2) is used, there will be seven unknown parameters FM = { ␤ 0 , ␤ 1 , ␦ 0 , ␦ 1 , ␦ 2 , ␦ 12 , PG 0 } in the likelihood (7) . Their MLEs are denoted as ˆ FM . If ␦ 12 = 0 is assumed in model (2), there will be six unknown param- (7), and we denote the corresponding MLEs by ˆ RM . One might anticipate that ␤ ˆ 1 RM is more efficient than ␤ ˆ 1 FM , and numerical studies discussed in the Results section confirm this hypothesis. Lin and Zeng [2] also estimated ␤ 1 from equation (6) without assuming that P ( D = 1) is known by setting ␦ 12 = 0. We study the properties of their estimator and denote it by ␤ ˆ 1 RMU .
Adaptively Weighted Estimate
To capture the efficiency of ␤ ˆ 1 RM while avoiding the bias in this estimate that results when ␦ 12 0 0, we propose an estimator, as in Li et al. [6] , that adaptively combines ␤ ˆ 1 FM and ␤ ˆ 1 RM as
12 FM is the MLE of interaction in the full model, and ˆ 2 FM is the estimated variance of ␤ ˆ 1 FM . This new method strikes a balance between bias and efficiency. It puts more weight on the efficient
12 FM is small compared to ˆ 2 FM and more weight on the less efficient
12 FM is large compared to ˆ 2 FM , which indicates that there is an interaction between the effects of secondary phenotypes and genotypes on the risk of the primary disease.
Additive Genetic Model
When an additive genetic model is assumed for the genotype G, we use G = {0, 1, 2} to denote the number of minor alleles in the SNP genotype. The data can be represented in a 2-by-6 array in which controls with frequency vector r 0 = (r 000 , r 001 , r 010 , r 011, r 020 , r 021 ) and cases with frequency vector r 1 = (r 100 , r 101 , r 110 , r 111 , r 120 , r 121 ) are in separate rows, similar to table 1 . We assume HardyWeinberg equilibrium and express
where p is the unknown minor allele frequency. From these data, one can obtain the pseudo-log-likelihood for the weighted logistic regression method as in equation (3) and the retrospective likelihood for the maximum likelihood methods as in equations (5), (6) and (7) where the disease prevalence is assumed known. The adaptively weighted estimate ␤ ˆ 1 AW is computed from the MLEs
Under the additive genetic model, ␤ ˆ 1 WL cannot be written explicitly, and iterative numerical methods are needed. We used SAS PROC SURVEYLOGISTIC, which also yields a correct variance estimate. Under model (2), seven unknown parameters
, p } appear in the likelihood (7), and the corresponding MLE is ˆ FM . If ␦ 12 = 0 in model (2) , there are six unknown parameters RM = { ␤ 0 , ␤ 1 , ␦ 0 , ␦ 1 , ␦ 2 , p }, and we denote the corresponding MLE by ˆ RM .
Results

Analytic Findings
For dichotomous G , the MLE ␤ ˆ 1 FM can be expressed in closed form as a function of r ijk and P ( D = 1) (see Appendices). This proves ␤ ˆ 1 FM = ␤ ˆ 1 WL . Thus, the weighted logistic estimate is fully efficient under the full disease model (2) . However, numerical calculations based on the Fisher information and simulation studies described later show that ␤ ˆ 1 FM is considerably less efficient than ␤ ˆ 1 RM , which is based on the additional assumption ␦ 12 = 0. If (4) reduces to the log odds ratio in control subjects only. Li et al. [6] had previously shown that for a rare primary disease, ␤ ˆ 1 FM is the log odds ratio in controls only, but the new results show that 
Simulations to Compare Estimates and Tests for a
Pre-Selected SNP First, we consider the case of a pre-selected SNP, as might arise in a candidate gene study. We used Monte Carlo simulation to evaluate the performance of different estimators and procedures for a pre-selected SNP under the dichotomous genetic model. The simulation results for the additive genetic model are quite similar to those for the dichotomous genetic model and are briefly summarized at the end of this section. For dichotomous G, we fixed the probabilities in the general population of carrying one or two alleles of interest ( G = 1) as P ( G = 1) = 0.3. We set ␤ 0 = 0 and let ␤ 1 = 0 and 0.25 under the null and alternative hypotheses, respectively. For the disease model, we set ␦ 1 = 0 and ␦ 2 = log(1.5), varied the value ␦ 12 from -1.5 to 1.5 and choose the value of ␦ 0 to yield a disease prevalence P ( D = 1) of 0.10 or 0.30. For each set of simu-lation parameters, the conditional distributions of X and G given D were determined, and we generated 10,000 datasets with 1,000 cases and 1,000 controls from two independent quadrinomial distributions, [ X , G ͉ D ], corresponding to the case ( D = 1) and control ( D = 0) populations. We obtained estimates Figure 1 gives the sizes of the various procedures for testing H 0 : ␤ 1 = 0 for true primary disease probability 10% ( fig. 1 a-c) and 30% ( fig. 1 d-f) for the dichotomous genetic model. Correct specification of the primary disease probability corresponds to figure 1 a, d , and the effects of misspecification are shown in the middle and right columns. Consider first the case where P ( D = 1) is correctly specified. Then the FM and AW tests have nominal size across the range of values of ␦ 12 both for P ( D = 1) values of 10 and 30%. As expected, the RM test has nominal size when ␦ 12 = 0, but not otherwise. The RMU procedure, which does not require specifying P ( D = 1), has above nominal size not only when ␦ 12 0 0, as expected, but also when ␦ 12 = 0. This is because estimates of the standard error of variance of ␤ ˆ 1 RMU are skewed, and many are very small ( fig. 2 b) , leading to many rejections even for small values of ␤ ˆ 1 RMU , as shown by the red dots in figure 2 d. In contrast, at ␦ 12 = 0, the size of the RM procedure is nominal ( fig. 1 a, d ) and the corresponding estimates of the standard errors of estimates of ␤ ˆ 1 RM are not skewed ( fig. 2 a, c) . These findings are confirmed by table 2 , where the size of the RMU procedure is seen to be near 0.10 at ␦ 12 = 0. We conclude that only the FM and AW procedures should be used in general, but that the RM procedure has proper size at ␦ 12 = 0. The RMU procedure should not be used because it does not control size, even for a pre-selected SNP. Therefore, we do not present results for the RMU method in the following simulations. Separate simulations show that, even with only 200 cases and 200 controls, FM and AW tests have nominal size (unreported data). Other simulations yielded similar results with ␦ 1 = log(1.5) and P ( X = 1) = 0.5 (unreported data). The previous conclusions are robust to misspecification of P ( D = 1) when the true probability is 10% ( fig. 1 b, c) . When P ( D = 1) = 30%, the FM and AW procedures have near nominal size with misspecified values of P ( D = 1) for values of ␦ 12 in the range from -0.5 to 0.5. Outside this range, overestimating P ( D = 1) results in some elevation in size above nominal levels ( fig. 1 e, f) . Figure 3 presents the power for the FM and AW procedures. Results are also given for the RM procedure, although the power should be ignored for RM except when ␦ 12 = 0, because the size is otherwise not controlled for the RM procedure. At ␦ 12 = 0, the RM procedure has higher power than the AW procedure, which has higher power than the FM procedure, both for P ( D = 1) = 10% and P ( D = 1) = 30% ( fig. 3 a, d) . These relationships are shown clearly in table 2 . This is not surprising since RM and, to a lesser extent, AW take advantage of the assumption that ␦ 12 = 0. For P( D = 1) = 10%, the power of AW exceeds that of FM for ␦ 12 1 -0.2, but is less than that of FM for ␦ 12 ! -0.2 ( fig. 3 a) . Note that AW is more efficient than FM in the region ͉ ␦ 12 ͉ ! 0.2 that surrounds ␦ 12 = 0. This property of AW leads to higher power for AW than FM in simulations for GWAS in the next section.
For P ( D = 1) = 30%, a similar pattern is seen, but the absolute difference in power between the FM and AW procedures is small ( fig. 3 d) . For P ( D = 1) = 10%, the powers of the FM and AW procedures are not greatly changed by misspecification of P ( D = 1) ( fig. 3 b, c) . In contrast, for P ( D = 1) = 30%, overestimation of P ( D = 1) changes the power appreciably for values of ␦ 12 away from 0 ( fig. 3 e, f); in part, these changes reflect increases in size above nominal levels ( fig. 1 e, f) . fig. 4 a, d, g, 5 a, d, g ), the estimates ␤ ˆ 1 FM and ␤ ˆ 1 AW are unbiased, have the same small MSE and are associated with nominal confidence interval coverage across the range of values of ␦ 12 , both for P ( D = 1) = 10% ( fig. 4 ) and 30% ( fig. 5 ). In contrast, ␤ ˆ 1 RM is severely biased and has sub-nominal confidence interval coverage and inflated MSE for values of ␦ 12 away from 0. The good performance of the FM and AW procedures persists in the presence of misspecification of P ( D = 1) when P ( D = 1) = 10% ( fig. 4 b, c, e, f, h, i) . However, when P ( D = 1) = 30%, the FM and AW procedures yield slightly biased estimates of ␤ 1 and slightly sub-nominal coverage of confidence intervals for large or small values of ␦ 12 if P ( D = 1) is misspecified ( fig. 5 c, f) . For the additive genetic model, we fixed the minor allele frequency at p = 0.4, from which we have P ( G = 0) = 0.36, P ( G = 1) = 0.48 and P ( G = 2) = 0.16. We set ␤ 0 = 0.1 and let ␤ 1 = 0 and 0.1 under the null and alternative hypotheses, respectively. For the disease model, we set ␦ 1 = log(2) and ␦ 2 = log(1.5), varied the value of ␦ 12 from -0.5 to 0.5 and choose the value of ␦ 0 to yield a disease prevalence P ( D = 1) of 0.10 or 0.30. The comparisons among the FM, RM and AW methods were very similar to those for dichotomous G with respect to estimation and testing for a pre-selected SNP (data not shown).
Genome-Wide Size and Power
In this section, we investigate the size and power of different methods to discover SNPs associated with the secondary phenotype in a GWAS. Assuming there were N = 500,000 independent SNP genotypes, we controlled the experiment-wise significance by setting ␣ = 0.05/(5 ! . It may be reasonable to suppose that ␦ 12 = 0 for a large proportion of SNPs. As in Li et al. [6] , we assume that 99% of SNPs have ␦ 12 = 0, and 1% of SNPs have ␦ 12 independently distributed as N (0, (log(2)/2) 2 ), which implies that about 95% of non-zero ␦ 12 values are in the interval [-log(2), log(2)]. We analytically evaluated the genome-wide type I error and power ( ␤ 1 = 0 and 0.25 for dichotomous G and ␤ 1 = 0 and 0.1 for the additive genetic model) of Wald tests by averaging over the mixture distribution of ␦ 12 (see [6] ). Briefly, we computed the conditional power given ␦ 12 from the non-central 2 distribution with non-centrality determined by { ␤ 0 , ␤ 0 , ␦ 1 , ␦ 12 , PG 1 (or p ), P ( D = 1)} with the same parameter values as in the simulations for pre-selected SNPs. We then averaged this conditional power over the distribution of ␦ 12 .
For dichotomous G, the genome-wide type I error and power for different methods are presented in table 3 for numbers of cases ( n 1 ) and controls ( n 0 ) each equal to 1,000, 5,000 or 10,000. The genome-wide type I error is always above the nominal level of 0.05 and usually equals 1.0 for the RM procedure, indicating that this test should not be used even if only a small proportion of SNPs have ␦ 12 0 0. Both FM and AW procedures have near nominal genome-wide type I error. However, for sample sizes n 1 = n 0 = 5,000 or 10,000, the power of AW greatly exceeds that of FM when the true primary disease rate is 10%. For example, when n 1 = n 0 = 5,000, the power of AW is 70%, while that of FM is only 20%. Thus, substantial power gains can be achieved with the AW procedure. This power difference is smaller, but not negligible, when the primary disease probability is 30% ( table 3 ) . Misspecification of the primary disease probability has little effect on the size and power of the AW and FM procedures.
Qualitatively similar conclusions hold for the additive genetic model ( table 4 ) , which also shows that FM and WL perform very similarly. In particular, the size of RM greatly exceeds nominal levels and should be avoided. AW, FM and WL have nominal size, but AW is more powerful than FM or WL, especially for P ( D = 1) = 10%, but also for P ( D = 1) = 30%. Data in table 4 also indicate that these conclusions are robust to moderate misspecification of P ( D = 1), where the relative error is around 10%. Primary disease probability = 10% P rimary disease probability = 30% Ana lyses use the correct primary disease probability. * Based on 10,000 independent simulations for each column of four estimates.
Discussion
In this paper, we studied analyses of secondary dichotomous phenotypes for data from a case-control study of a primary disease that is not rare. We treated both dichotomous (dominant or recessive) and additive genetic models. Using external information on the probability of the primary disease in the population, we developed an adaptive procedure, AW, and compared it with the previously published FM, WL, RM and RMU methods to analyze secondary phenotypes. We found that, when the primary disease is fairly common (10%), AW has good prop- Fig. 4 . Bias, coverage probabilities (CP) of 95% confidence intervals and MSE for different estimators with assumed primary disease probilities 1 = 10, 11 and 12%. The true primary disease probability is 10% and ␤ 1 = 0.25.
Color version available online erties both for inference on a pre-specified SNP and for discovery of SNP associations in a GWAS. In particular, it is more powerful in a GWAS than its chief competitors FM and WL, which perform similarly. AM performs well whether or not an interaction ␦ 12 between the secondary phenotype and the SNP genotype affects the risk of the primary disease. AW is also robust to misspecification of the probability of the primary disease in the general population, except when P ( D = 1) is large and ͉ ␦ 12 ͉ is large. When the primary disease is common (30%), the performance of AW is similar to that of FM and WL, although AW still has a slight power advantage in GWAS. With a n 0 = n 1 c 1,000 5,000 10,000 1,000 5,000 10,000 1,000 5,000 10,000 1, 000 5,000 10,000
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