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The study of stability of time-dependent systems is very complicated. So 
far no general method has been developed to solve the problem. For- 
tunately, the stability of time-independent systems has been well solved at 
least in theory. That leads to the possibility of describing the stability of 
some time-dependent systems with the help of the stability of time-indepen- 
dent systems. For example, the stability of asymptotically time-dependent 
systems is obtained with that of the corresponding “limit” systems; the 
stability of “freezed” systems guarantees that of its original system when its 
coefficients are slowly varying, and the stability of the “averaged” system 
implies that of its original system if some hypotheses are satisfied. 
In this paper, introducing a linear operator L,, we discuss conditions 
under which the asymptotic stability of the “averaged” system implies that 
of its original system and obtain more general results than those included 
in papers [ 1, 51. The stability criteria are easily checked for some second- 
order systems. 
I 
Let E be the set of all n x n real continuous function matrices defined on 
[t,, 00 ). For any A(t) E E, we introduce an operator L 4 : E + E, defined by 
L,c(~)=~rA(u)du.C(t)-C(I).S’A(u)du, C(I)E E. (1.1) 
10 10 
Let 
LlAk-I(f)=Ak(t)> k = 1, 2,... 
(1.2) 
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The infinite matrix sequence jAk( t) j is called the matrix sequence 
generated by the operator L, on A(r) or briefly the sequence generated by 
A(t). 
LEMMA 1.1. For the sequence {AJt)}, the following equalities hold, 
where the Cf, denote the binomial coefficients: 
(1) (jrAW+4,(t)= i C:A,,,(r)(j~:A(u)du)~-: 
10 I=0 
k=O, l,...; (1.3) 
k = 0, l,...; (1.4) 
(3) ~(j~:A(u)du)~=:F1:C:i’Ai(l)(j,:A(u)du)il-’-’, (1.5) 
(4) $(expj’A(u)du)=,~o~(expj’A(u)du); 
r0 10 
(1.6) 
on the condition that the series on the right side of equalities (1.4), (1.6) are 
uniformly convergent. 
Proof Write D = j;, A(u) du. 
(1) We show this by induction. From the definition, for n = 1, (1.3) 
holds. Suppose (1.3) is true for n = m. Now we have 
~“+‘(W&)=D(t) 2 C;A,+,(t)D” -l(t) 
/=O 
= f C;,,Ak+,(t)D” l+‘(t)+ 2 C~A,+,+,(t)D”‘p’(t) 
I=0 /=O 
=AJt)D”‘+’ (t)+ f (CI,+Cf,-‘)Ax+,(r)D’” ‘+‘(t)+Ak+,+,(t) 
I= I 
ITIf1 
= c Cf,+,A,+,(t)D”+‘~‘(t), 
I=0 
thus (1.3) is also true. 
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(2) By equality (1.3), 
209 
(exp D(t))Ak(t)= f 7 
n=O * 
AJl)= f $ f C;Ak+[(t) D”-‘(t) 
??=O . I=0 
=,~o*~,~=,~o~(expD(i)). 
(3) Apparently, (d/dt) D”(t) = C:=,’ D’(t) A(t) Dn-‘-‘(t). So 
; D”(t) = nf’ A,(t) D”-‘- l(t) = nf CL+ ‘A,(t) D---l(t). 
/=O 
(4) According to (1.5), 
f (exp D(O) = 
I 
/=O 
cc , n-1 
,T, $ ,;. C: ‘A,(t) D”-‘- ‘Cl) 
2z A,(t) m D”-‘-‘(t) 
=,;o(I+l)!n=,+,(n-l-*)! -1 
= ,zo $$ (exp DO)). 
The proof of Lemma 1.1 is completed. 
For second-order systems, Ak(f) can be expressed with evident forms. By 
direct calculation, it is easy to obtain 
LEMMA 1.2. Consider 
A(t)= all(r) a,z(t) 
%1(f) > a*,(t) . 
Set 
D(t)= (d,(t))= (J’ a,(u) du) (i, j= 1,2), 
f0 
d(f) = d&f)- d,,(t), T(t) = Q,,(f) -4f). 
H(f) = an(f) dn(l) -4,(f) a,,(t), 
s(t) = a,,(t) d,,(t) + 42(f) a,,(t), 
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we have 
A*k(t)= (A2+4d,2d*,)k-’ 
SA + 2d,* d2, T 
’ a,, A2+dzlTA+2d2,H ( 
a,2 A’ + d,* TA - 2d,? H 
-SA-2d,,d,*T 
k = 1, 2,..., 
A 2k+,(f)=(A2+4d,2d21)k 
a21 A + d2, T 
k = 0, l,... . (1.7) 
II 
Consider the linear system 
8= A(t) X, Ash’. (A) 
According to expression ( 1.1 ), introduce the operator L, , and generate 
the matrix sequence { Ak(t) ) by (1.2). We have 
THEOREM 2.1. If the system (A) satisfies the hypotheses 
(Hl) A,(t) uniformly tends to zero for all I> 1, as t -+ ~xl; 
1 ’ 
(H2) lim - 
I + ‘I t - t, I 
A(u)du=G, L,G-0, Vtbt,, 
,O 
(H3) ReJ(G)d --a<O; 
then the system (A) is asvmptotically stable. 
ProoJ: Write 
A*(t)= f A,(r). 
,=” (I+ 111’ 
A**(t)= _ f A’(t) -=A(t)-A*(t). 
,=1 (I+ 1v 
By (Hl), both A* and A** are defined and continuous on [t,, a). So (A) 
can be written in the.form 
8= A*X+ A**x. (2.1) 
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Let &t, to) be a transition matrix of system p= A*(t) Y. From (1.6) in 
Lemma 1.1, we have 
$(t, t,)=exp 1’ A*(u) du. 
WI 
(2.2) 
It follows that, for TL t,, 
x(t) =&t, T) x(T) + 1’ #(t, u) A**(u) x(u) du 
T  
=~(I,ro)l-‘(T,~o)x(T)+S:((~,fo)~-’(~,10)A**(U)X(~)d~, (2.3) 
which is the solution with initial value x(T) of the system (A) on [T, co). 
Consider q5 - ‘(~4, to) A**(U), still writing D = j;,, A(U) du, by definition, 
4 ~ ‘(4 to) A**(u) 
= -exp( -D(u)) ,!l $f$= - f C-1)” -.-D”(u) f A,(u) 
n=O . ,=, v+ l)! 
=- 
,!, (I+l)!n=o . 
1 f yico C;A,+,(u) D”-‘(u) 
=- 
,2,(z+1)!z;o . 
1 f +$) F,E D”-‘(u) 
=- A,+,(u) exp( -D(u)) 
- ,!l (I+ l)! k=, (k-i)! l- If (-1Y MU) exp( -D(u)) 
= kz, s 444 exp( -D(u)). 
Let J(t)=C,“=, ((-l)kk/(k+l)!)A,(t). Then 
d-1(24, to)A**(u)=a(u)&l(u, to). 
By substituting (2.4) into (2.3), we see that 
(2.4) 
x(t) = 4(c to) 4 - ‘(T, to) x(T) + j; d(f, to) A”(u) 4 - ‘(~9 to) x(u) du, 
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so that 
ll# - ‘(t, to) x(t)11 6 114 ~ ‘(T, to)11 . llx(T)lI + j~ll&dl . II4 - ‘(u, to) x(u)ll du. 
By Gronwall’s inequality, 
llx(f)ll 6 IM-‘CT ~o)ll . Ilx(U . II&t, b)ll exp 11 Il&u)ll du. (2.5) 
We estimate Ilx(t)Il: 
(1) By (H2), j’A(u)du=G.(t-t,))+R(t).(t-to). 
10 
Since lim, _ r R(t)=O, and S:,A(u)du.G=G.j:,A(u)du, it follows that 
R(t).G=G.R(t), 
#(t, b) =exp(G. (t-to) + R(t)+ (t - to)), 
Ili(C kdl G Ilexp(G. (f - G)ll . llexp(Nt). (t- t,))ll. 
By (H3), Re 1(G)< --c( ~0. Let 6 >O such that -(a-36)<0. When t is 
sufficiently large, such as t 2 T*, 
II&~, b)ll ~N.exp(-(a-26)(f-f,)), (2.6) 
where N > 0 is a constant. 
(2) According to (Hl ), VI >, 1, llA1( t)/ uniformly tends to zero, as 
t + m. From L’Hospital’s rule, it follows that 
lim l\ft,(t)ll = lim “:fidU=O. 
I - ,T. , - I’ 
Without loss of generality, assume, for t > T*, 
I $u)lldu< -f ~j’ll~*(u)lldu4a(t-T). k=, (k+ l)! 7- (2.7) 
Substituting (2.5) with (2.6) and (2.7), we obtain 
II-ill GM. 114 ‘(T, b)ll. Il4T)ll *ev(-(a-3~)fh 
where A4 > 0 is a constant. Therefore lim, _ ~, x(t) = 0. That is, the system 
(A) is asymptotically stable. 
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Remarks. It follows from (2.5) and (2.6) that 
IIx(t)ll ~A~exp(-(a-26)r).exp(~~lld(u)ll du), 
where &l> 0 is a constant. So we have the following results: 
(23) 
(1) If there exists a number (r > 0, such that 
Ih(~)ll 6 a - 4 Vt>t,,, Vk> 1, 
and (H2), (H3) also hold, then the system (A) is asymptotically stable. 
(2) If there exists a constant b >O with b < In(a + l), such that 
II Adt)ll 6 bk, ‘itat,,, ‘#k> 1, 
and (H2), (H3) still hold, then the system (A) is asymptotically stable. 
Using Lemma 1.2 and Theorem 2.1, we can obtain the direct stability 
criteria for some particular second-order systems. 
Consider 
Y(t) = ( 
all(t) a,*(t) 
a*,(t) a**(t) ) X(t), t,<t<co. (A’) 
Again we use the notations: 
D(r)-o,(t))=(~‘ulodu), (Lj=l,2), 
10 
T(t)=~,,(t)-4,(tL 
d(t)=d,,(t)-d,,(t). 
CRITERION I. Suppose the system (A’) satisfies the hypotheses (H2) and 
(H3) of Theorem 2.1 and 
a,,(t) -a,,(t) 4 cl(t) -+ 0; 42(t) - d21(t) i e*(t) -, 0; 
IA*(t)+4d;,(t)( <a< 1, for t large; T is bounded; 
lim Ql(t) 4 lim (u21(t)d(t)+d,,(t). T(t))=O. 
I - 7T f - cn 
Then the system (A’) is asymptotically stable. 
Proof It can be obtained from Lemma 1.2 directly. 
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EXAMPLE 1. 
A(t) = 
where c( > 0 is a constant and t > 0. 
as t-tco, 
d,, = jr (24’5 sin u2 - fi emu) du + 0, as t-03. 
0 
It is obvious that Q,(t) --f 0, cl(t) -+ 0 e,(t) + 0, as t + co. So the system is 
asymptotically stable. 
It is easy to obtain 
CRITERION II. Let (A’) satisfy the conditions (H2) and (H3) of 
Theorem 2.1 and a,,(t) - a,,(t) + 0, us t + 00. Suppose that d12(t) and d,,(t) 
are bounded, and 1 d12(t) d,,(t)1 < 6 < 4, 6 is a constant, for all t > to, and 
lim Q=(t) !? lim (u21(t)d,2(t)+d2,(t)u,2(t))=0. 
,-CC I-cc 
Then the system (A’) is asymptotically stable. 
EXAMPLE 2. 
A(t)= 
( 
1 
-ct+$sinwtcoswt+ycos*c0t+; cl cos cot - c2 sin cot cos ut l-t 
(t+1)3 i 
-cc+/?sinwtcoswt+ycos20t 
where ~1, B, y, cl, c2, o are constants. 
d,,(t) = 2 sin ox 2 sin’ ot is bounded. 
d,,(t)= (t+tl)2 is bounded. 
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It is obvious that Id12(t)d21(t)l <6<f and lim,,, Q*(t)=O, 
all(t)-azz(t)+O, as t+ co. 
G= 
So, when IX > y/2, the system is asymptotically stable. 
Now let us return to the &h-order system (A). Evidently, if there exists 
an n 2 1, such that A,(t) s 0 and A,(t) + 0, for 1 d 16 n - 1, as t + co, then 
the following conclusion is immediately obtained. 
COROLLARY 2.1. Zf the system (A) satisfies conditions (H2) and (H3) of 
Theorem 2.1 and it is true that 
(HI’) Inal, A,(t)=O, Vt>t,; lim A,(t)=O, 1=1,2 ,..., n-l; 
,-CC 
then the system (A) is asymptotically stable. 
The theorem in [l] and the theorem in [S] are particular cases of this 
corollary when n = 1 and n = 2, respectively. 
THEOREM 2.2. Assume the system (A) satisfies 
(1) 3n> 1, such that A,(t)rO, Vt>tO; 
(2) lim,,, (l/t - to) j:,, A,(u) du = G,, L,,G,= 0, that is, si, A,(u) du . 
G,=G,.j:,Al(u)du, l=O, l,..., n-l; 
(3) L,,A,+,(t)=O, l= 1, 2 ,..., n- 1, k=O, l,..., n-l- 1; 
(4) ,I+ 1;:: C,,I, < 0, where I, 1, represent, respectively, the maxima 
of the real parts of the eigenvulues of the matrices G, G, (I= 1, 2,..., n - l), 
and the C, satisfy the equalities 
1 
“=-(n+l)! ~- 
(-1 c 
,C,(n’ 1 = 1, 2 ,..., n - 1, C, = 0. 
Then the system (A) is asymptotically stable. 
Proof It can be proved that the transition matrix of the system (A) is 
d(t, to) =exp 1’ A( ) d ( ta u u)~exp(C,~~A,(vW) 
. (2.9) 
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In fact, 
f&t, o) = 1;; gf+ y n -f- ’ ckA;;k(f)) fj(t,lo) 
' k=l /=O 
n-l 
=A(t)&t, to)+ 1 
,=1 
= A(t) I(& to). 
Under the above hypotheses, 
Ild(t, t0)ll ~M.exp(l+6)(t-t,).exp(C,(1,+6)(2-t,)) 
. ..exp(C.~,(i,~,+6)(t-t,)) 
=M.exp A+ C CA (t--t )exp 1+ 1 C @t-t,). 
( :r: ’ 9 O ( :r: 11 
If 6 > 0 is sufficiently small, then we have lim, _ %, qQ t, to) = 0. 
Remark. From (2.9), Theorem 2.2 shows the solvability of certain 
systems. 
III 
Consider the system 
k= (A(t) + B(t))X, A(f), B(t) E E. (P) 
As is well known, if the system Y= A(t) Y is uniformly asymptotically 
stable, then the system (P) is also uniformly asymptotically stable under a 
small perturbation B(t). But if the “uniformly” hypothesis is not con- 
sidered, it is possible (see, for example, [7]) that the system (P) may be 
unstable, even if the solutions of the system Y= A(t) Y approach zero 
exponentially and there is a constant 7 > 0 such that jlB(t)ll < exp( -vt). 
On the other hand, based on Theorem 2.1, we obtain the following con- 
clusions. 
THEOREM 3.1. For the system (P), if the matrix A(t) satisfies the con- 
ditions (H 1) to (H3) of Theorem 2.1, the matrix B(t) satisfies the conditions 
(i) LAB(t)=O, Vt>t,; 
(ii) lim, _ ~ B(t) = 0; 
then the system (P) is asymptotically stable. 
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Proof By (i), the solution of the system (P) is 
x(t)=d(t, to) 6’V, ~,)xV)+j)h to) A”(u) 6’k hJ 4~) du 
thus 
IIQW~, kJx(t)ll G h-‘(r 4I)x(T)II +\;w)ll + IP(u)ll) 
x II4 - ‘(~3 to) x(u)ll da 
A proof analogous to that of Theorem 2.1 will yield the result immediately. 
THEOREM 3.2. Suppose the matrix A(t) in the system (P) satisfies the 
hypotheses (Hl ) to (H3) of Theorem 2.1. Zf the maximum and the minimum 
of the real parts of eigenvalues of matrix G are -A, and -A,, respectively, 
and if there is a T and p > A, - II, such that 
IIWt)ll <exp(-Bt), for lb T, 
then the system (P) is asymptotically stable. 
Proof: By hypotheses, there exists T* > to, such that, for t > T*, 
II&t, kdll < N* exp( - (1, - 53)(t - kJh 
lld-‘(6 kJll < Ilevt-G(t- b))ll . Ilexpt-R(t)(t- hJ)ll 
< N.exp(1, +26)(t- to), 
II~WII G fw( -PO 
(3.1) 
(3.2) 
(3.3) 
Vt > T> T*, the solution with initial value x(T) of (P) is 
x(t)=#(t, T)x(T)+j’~(t,u)A**(u)x(u)du 
r 
+ j)(r, ~1 B(u) 4~) du. (3.4) 
Thus 
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+ lld ‘(~7 h,)ll . II B(u)ll . Il4u)ll du 
+ j; Il~(~)ll . lid --- ‘(K to) x(u)ll du. 
By Gronwall’s inequality, 
II4 - ‘(c b) x(t)ll 
< llF’(T h4l. IIx(T)lI exp 1’ II&u)ll du 
( T  
Il4Ws, kill . II~(~)ll . Ilx(~)ll ds 
<N*exp((l, +26)(T-t,)) Ilx(T)IJ .exp(b(t- T)) 
SO 
+ N j’ exp(b(r - u)) exp((l, + 26)(u - to)) exp( -flu) Ilx(u)ll du. 
T  
Ilx(~)ll GN*ex~((&,-&-46) t,+(&+d) T). Ilx(T)(l .exp(-(+36)t) 
+ N* exp((&, - ;1, - 46) t, - (A, - 36) t) 
x ‘exp((l,-P+S)u).Ilx(u)lldu s (3.5) T  
If 
then 
M,=N*exp((l,-A,-46)?,+(1,+6)T), 
M, = N* exp( (A, - 1, - 46) to), 
exp(bL - 36) 4 IIWII 
6 MI Ilx(T)ll + M2 j’ exp((& - 1, -/I+ 46) U) + (A., - 36) t) Ilx(u)ll du 
T  
and 
II -$t)ll G MI llx(T)Il . exp( - (A, - 36) t + M, 
. ‘exp((/l,--A,,--/?+46)u)du). s T  (3.6) 
Since P>A,-A,, it is possible to choose 6>0 so that A,-I,-p+46<0. 
Therefore, 
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Ilx(t)ll GM, exp 
( 
-M2 
&-I,-/?+46 
exp((A,-A,-p+46) T) 
) 
x ILWII exp( - (& - 36) t) 
and lim,,, x(t)=O. 
Following the same methods as the proof of Theorem 3.2, we have 
THEOREM 3.3. Consider the system 
f= A(t) iY+f(t, x), (B) 
where A(t) E E, f: [to, 00) x [(-H, -H] + R” is continuous in t and has 
continuousfirst partial derivatives with respect to x. Let A(t) satisfy the con- 
ditions (Hl ) to (H3) of Theorem 2.1. Write the maximum and the minimum 
of the real parts of eigenvalues of matrix G as - 1, and -AI, respectively. If 
where /I> Iz, -I,, for sufficiently large t, then the zero solution of (B) is 
asymptotically stable. 
THEOREM 3.4. Consider the system 
J?(t) = A(t) X(t) + B(t) X(r - z), (Cl 
where A(t) and B(t) belong to E, 5 > 0 is a constant. Zf A(t), B(t) satisfy all 
conditions of Theorem 3.2, then the zero solution of the system (C) is 
asymptotically stable. 
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