Abstract-Modern cognitive radar networks incorporating intelligent and cognitive support-modules can actively adjust the radar-target geometry and optimally select a subset of radars to track the target of interest. Based on the theories of dynamic graphical models (DGM) and recursive Bayesian state estimation (RBSE), we propose a framework for single target tracking in mobile and cooperative radar networks, jointly considering path planning and radar selection. We formulate the tracking procedure as two iterative steps: (i) solving a combinatorial problem based on the expected cross-entropy measure to select the optimal subset of radars and their locations, and (ii) tracking the target using RBSE technique. We simulate the proposed framework using an illustrative example in 2-D space and demonstrate the tracking performance.
I. INTRODUCTION
Target tracking in complicated environments and in the presence of stealthy targets is becoming one of the most challenging problems in radar systems. The goal of target tracking is to extract the target state information (e.g., position and velocity) from received measurements, which are often corrupted by unwanted clutter and noise, and assumed target kinematic models. With remarkable advances in sensor techniques [1] , it is much more prevalent nowadays to deploy radars on mobile platforms, such as self-controlled and selftasked unmanned aerial vehicles (UAVs), to form a mobile radar network and cooperatively track the target. This type of radar networks provide additional degrees of freedom for the radars to interrogate the target from different perspectives.
To achieve great tracking accuracy, it is imperative for radar networks to incorporate intelligent and cognition cycles to fully extract and exploit the environmental information, and
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optimally manage the available resources [2] , [3] . Therefore, a cognitive radar network should be extended to incorporate two key components: (i) radar selection, and (ii) path planning. In other words, the network can actively select a subset of radars according to certain resource constraints, and plan their trajectories to receive the most informative measurements, which are then used to update the target state with high accuracy.
In existing literature, several radar (sensor) selection methods are proposed to assign radars to operate in a geometryfixed network [4] - [10] . As radar selection is a combinatorial optimization problem, which is NP-hard in the most scenarios, relaxations are usually applied to obtain a sub-optimal solution. For example, the work in [4] relaxes the problem to a convex optimization problem and uses a heuristic searching method to achieve a feasible solution. The radar selection problem is also cast as a submodular set optimization problem [5] , which can be solved by a greedy method with a guaranteed performance. Further, linear programming and semi-definite programming (SDP) approximations are proposed in [8] to reformulate the problems with generalized information measure.
Path planning is a fundamental and relevant topic in automatic control and robotics [11] . For radars (sensors) installed on mobile platforms, it is of great interest to steer the radars to the optimal locations to collect the most informative measurements and gain accurate localization and tracking performance [12] - [19] . To design non-myopic path planning algorithms, several papers investigate the policies based on maximizing the determinant of the Fisher information matrix [12] , [14] , [18] , while the work in [16] and [11] adopts information-theoretic objective functions. A partially observable Markov decision process (POMDP) framework is developed in [17] to take into account the expected cumulative cost from the future. However, it remains a challenging issue to find an optimal and efficient policy that can fully explore and exploit the environmental information.
Thus, radar selection and path planning are separately addressed in the existing work, as mentioned above. However, in cognitive radar network, we are motivated to jointly consider these two techniques, incorporate them into the cognition cycle, and benefit from this extension. In this paper, we propose a framework for single target tracking based on the theories of dynamic graphical models (DGM) and recursive Bayesian state estimation (RBSE), while jointly considering radar selection and path planning. We formulate the tracking procedure as two iterative steps: (i) solving a combinatorial problem based on the expected negative cross-entropy measure to select the optimal subset of radars and their locations, and (ii) tracking the target using RBSE technique. We demonstrate the proposed method via an illustrative example in 2-D space and achieve a good tracking performance.
The rest of paper is organized as follows. In Section II, we introduce the proposed framework of single target tracking in cognitive radar networks. The simulation setup of an illustrative example and the tracking results are described in Section III. Finally, in Section IV, our contributions are summarized and the future work is discussed.
II. TARGET TRACKING FRAMEWORK IN COGNITIVE RADAR NETWORKS
The target tracking framework with a radar network consisting of UAVs is illustrated in Fig. 1 . The cooperative radar system decides the optimal subset of radars to operate and their locations at every tracking step, according to some predefined resource management constraints and a well-designed objective function.
The evolution of the target state and its dependence on the kinematic model and on the history information is shown in Fig. 2 . The notations are defined as follows:
• Target state at time k is denoted by x k (e.g., target positions and velocities). The state evolves according to a kinematic model, which is modeled as an order-1 Markov process. The estimation of the state x k is also dependent on the received measurements at time k and those in history.
the possible radars in use in the network (i.e., D s ), and all the discretized positions that radars can arrive in the surveillance region (i.e., D p ) for time k.
• Index set U k = {U s k , U p k } indicates the selected radars and the planned positions for radars in the network.
• Noisy measurements of the hidden state x k at time k are denoted by Z k , when D(U k ) is applied. The graphical model can be expanded to include statistical environmental information, such as a pre-learned geographical model that affects the evolving procedure from x k−1 to x k . In this paper, we consider only the effects of the assumed kinematic model.
A. Kinematic Model
In this paper, we consider a 2-D case and use a nearly constant velocity model [20] , i.e.,
where the target state is
, with x k and y k are target positions of x and y directions, respectively, anḋ x k andẏ k are velocities; and the process noise v k is modeled as white Gaussian noise. Further, the transition matrix A k is given by
where I 2 is a 2 × 2 identity matrix; ⊗ is the Kronecker product; and T in,k is the time interval between two consecutive tracking steps. For the process noise, which models the small perturbations on target velocities, we have
where δ kj is the Kronecker delta function; and the noise covariance matrix is
with q 1 and q 2 denoting the process noise intensities of the x and y directions, respectively.
B. Measurement Model
For simplicity, we consider a linear measurement model. For i th selected radar, we have
where n k is the zero mean white Gaussian measurement noise; and z k is the noisy measurement. In addition, the observation matrix is defined as
where scenario 1 indicates that the i th radar can see the target or the beam of the radar covers the target; while scenario 2 indicates that the radar does not receive any echo scattered back from the target. The scenario is determined by the selected radar and its geometry with respect to the target, i.e., D(U k ). Further, as can be seen from (8), only positions are measured by radars for scenario 1.
The measurements available for the radar network can be expressed as
where vec operator lumps the elements in a set into a vector; and U s k is the index set that indicates the selected radars. Further, for the measurement noise, we have
C. Recursive Bayesian Estimation
As the linear models are considered for the kinematic model and the measurement model, we apply the Kalman filter [20] to recursively estimate the target state. When the Kalman filter is used, we assume that it does not have the knowledge whether the measurements are echos from the target or not. Thus, the filter assumes that the selected radars can always see the target, i.e., scenario 1 is always the case, and H k (D(U k )) degenerates to H k . The procedures for the Kalman filter are summarized as follows:
wherex k|k−1 is the predicted state; P k|k−1 is the corresponding predicted covariance matrix;x k|k is the updated state; and P k|k is the corresponding updated covariance matrix. In this case, P (x k |Z 1:k−1 ) is Gaussian with meanx k|k−1 and covariance matrix P k|k−1 ; while P (x k |Z 1:k ) is Gaussian with mean x k|k and covariance matrix P k|k , where Z 1:k = {Z 1 , . . . , Z k } is the collection of the received measurements up to time k.
D. Cognitive Target Tracking Framework
We formulate the target tracking procedure as two iterative steps, i.e.,
(ii)x k = arg max
where step (i) solves a combinatorial optimization problem to select the optimal subset of radars U s k from the feasible set Π k defined by resource constraints, and choose their locations U p k within the feasible set L k restricted by the kinematic capabilities of radars. For example, Π k can be the set that total c radars are used to track the target, and U p k can be the set that each radar moves within its predefined region.
Step (ii) uses the RBSE technique (e.g., Kalman filter in this work) to update the state using the solution suggested by the step (i).
The function f (·) represents a well-designed objective function, and in this paper, we formulate f (·) as the expected negative cross-entropy, which measures the similarity between the predicted state distribution and the updated state distribution, i.e.,
where the cross-entropy is computed at the output of the Kalman filter as
k|k (x k|k −x k|k−1 ). (20) Note that the expectation in (19) is nontrivial since two scenarios in (8) should be taken into account. Here we apply an approximation by dividing the continuous state space into finite discrete 4-D grids, i.e.,
wherex j k denotes the center of a discretized grid; C is a normalizing constant for the discrete probability distribution q j ; and
where L(x j k ) is the grid having the centerx j k . We further assume that the velocity of the target does not significantly
change; thus the predicted velocity can be used for x k in (22), and the space of L(x j k ) degenerates to a 2-D state space. Substituting (21) into (19), we have (23) as the objective function.
E. Compensation Rules
We introduce an intelligent rule to compensate for any imperfectness of the objective function. The objective function could be myopic or excessively rely on the current knowledge, resulting in an improper choice of the subset of radars and their locations. To avoid such issues we apply a compensation rule based on two distance metrics d 1 and d 2 . At time k − 1, we denote d 1 as the distance between positions of the updated statê x k−1|k−1 and the positions of the predicted statex k|k−1 ; and denote d 2 as the distance between the positions ofx k−1|k−1 and the positions of the assumed updated statex k|k−1 of time k. This assumed updated statex k|k−1 is computed using the RBSE technique and an assumed set of collected measurements of time k if the solution of the combinatorial optimization problem is applied at time k. If d 2 is within some predefined thresholds, i.e., γ 1 d 1 < d 2 < γ 2 d 1 , where 0 < γ 1 < 1 < γ 2 , then we accept the solution of the combinatorial optimization problem and apply it at time k. Otherwise, we randomly select a subset of radars and some locations where radars can see the target in the predicted state to replace the optimal solution.
In addition, we consider another rule to avoid the case in which received measurements contain only noise when the beams of selected radars do not cover the target (i.e., scenario 2 in (8)). After the radars receive the measurements at time k, we denote the distance between the positions ofx k|k and the positions ofx k|k−1 as d p , and the range resolution of radars as R res . If d p > γ p R res , where γ p > 0, then the tracking filter gets a feedback that the beams of selected radars do not cover the target, and replace the output of step (ii) with the predicted statex k|k−1 .
III. NUMERICAL RESULTS
In this section, an illustrative example of the proposed framework in 2-D space is shown by Fig. 3 , and the target tracking performance is demonstrated based on this example.
A. Simulation Setup
As shown in Fig. 3 , there are J radars moving on the x and y axes, and all of them are sharing the same rangeresolution R res . The surveillance region is divided into several lattices by range resolutions. Each radar transmits the signal orthogonal to its moving direction, and its beam can cover only one row or column of the lattices. We assign each radar Fig. 3 . Simulation setup of the illustrative example of the framework its own predefined surveillance space which consists of three contiguous columns or rows, and the assigned surveillance spaces of different radars are not overlapped if they are moving in the same direction. The path planning constraint L k here is that radars cannot leave the regions corresponding to their assigned surveillance space. In addition, the union of the assigned surveillance regions of the radars moving in the same direction covers the entire workspace. In every tracking step, we set the radar selection constraint Π k as that one radar on x axis and one radar on y axis are selected to track the target. The measurement collecting procedures are assumed to be independent.
In our simulation, we set the range resolution R res = 15m, and the measurement noise covariance matrix R k = diag (1, 1, 1, 1) . The initialization of the Kalman filter is considered asx 0|0 = [645, 150, 645, 150] T , and P 0|0 = diag(1, 0.1, 1, 0.1). For every Monte Carlo run, the initial true state is randomly sampled from a Gaussian distribution N (x 0|0 , P 0|0 ), and total 30 runs with 60 tracking steps are used to compute the root-mean-squared error (RMSE) in the tracking performance. In (21), 5 × 5 grids (2-D) are used for the approximation. The parameters for compensation rules are given as γ 1 = 0.75, γ 2 = 1.25, and γ p = 2. A grid searching method is used to solve the combinatorial optimization problem in the proposed framework.
B. Tracking Results
The target tracking performance is shown in Fig.4 , with tracking time interval T in = 0.1s and process noise intensities q 1 = q 2 = 0.1. We observe that the proposed framework is capable of robustly tracking a single target in the mobile radar network. In Fig. 4(a) , the true trajectory of one Monte Carlo 
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a framework of single target tracking via a radar network, jointly considering radar selection and path planning. Based on the dynamic graphical models and recursive Bayesian state estimation techniques, we formulated the tracking procedure as alternately solving a combinatorial optimization problem and recursively estimating the target state. We demonstrated the proposed framework using an illustrative example, and achieved a good target tracking performance on the simulation. However, in this work, only expected negative cross-entropy was considered for the objective function, which may lead to an incomplete exploration and exploitation of the environmental information. Therefore, in our future work, we will extend the framework to investigate other objective functions, to balance the strengths and weaknesses of them, and to solve a multi-objective optimization problem for building up non-myopic policies. In addition, we will testify the proposed framework on more complicated and practical scenarios.
