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Abstract
In curve and surface design it is often desirable to have a planar transition curve, composed of at most
two spiral segments, between two circles. The purpose may be practical, e.g., in highway design, or aesthetic.
Cubic B'ezier curves are commonly used in curve and surface design because they are of low degree, are
easily evaluated, and allow in5ection points. This paper generalizes earlier results on planar cubic B'ezier spiral
segments which were proposed as transition curve elements, and examines techniques for curve design using
the new results.
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1. Introduction
Curves with no undesirable curvature extrema are referred to as fair curves. According to Farin
[3] curvature extrema of a fair curve “should only occur where explicitly desired by the designer.”
Fair curves are important in practical applications such as highway design [2], boat or canoe building
[4,7], and for aesthetic reasons. Control of curvature is also desirable in many CAD and CAGD
applications [8].
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Spiral segments have no interior curvature extrema and are thus suitable for the design of fair
curves. Cornu spiral segments, also known as clothoids, have been traditionally used in highway
design. Algorithms have been developed for their use in a CAD environment [6]. They are however
nonpolynomial and not very 5exible. As an alternative, a planar cubic B'ezier spiral was developed
[9]. A G2 transition (or blending) curve between two circles can be composed of two such spirals.
However, the curve designer is not free to specify the points where the transition curve meets the
circles. The purpose of this paper is to present results on the generalization of the above cubic
B'ezier spiral, which allows the curve designer to specify the points where the transition curve meets
the circles, under certain conditions. Specifying points in this manner is equivalent to specifying G2
Hermite conditions.
2. Notation and conventions
The usual Cartesian coordinate system with x- and y-axes is presumed. Positive angles are mea-
sured counter clockwise. Points and vectors are shown as, for example V˜ . Points and vectors may
also be indicated using the ordered pair notation, e.g., (x; y). In particular, the components of a
vector A˜ may be denoted as (Ax; Ay), or in the case of a subscripted vector, e.g., V˜ 0 as (V0; x; V0;y)
or (Vb;0; x; Vb;0;y) for a doubly subscripted vector, V˜ b;0. The dot product of two vectors, A˜ and B˜ is
denoted as A˜ · B˜. The norm or length of a vector A˜ is denoted as ‖A˜‖=
√
A˜ · A˜. The derivative of
a function (scalar or vector valued) is denoted with a prime, e.g., X ′(t) or Q˜′(t).
A planar parametric curve is deJned by the set of points Q˜(t) = (X (t); Y (t)) for real t. To aid
concise writing of mathematical expressions, the symbol × is used to denote the signed z-component
of the usual three-dimensional cross-product of two vectors in the x–y plane, i.e., A˜×B˜=AxBy−AyBx.
The tangent vector of a plane parametric curve Q˜(t) is given by Q˜′(t) = (X ′(t); Y ′(t)). If Q˜′(t) =
0˜ = (0; 0), then the signed curvature of Q˜(t) is deJned as [3]
c(t) =
Q˜′(t)× Q˜′′(t)
‖Q˜′(t)‖3 : (1)
DiKerentiation of Eq. (1) yields
c′(t) =
v(t)
‖Q˜′(t)‖5 ; (2)
where
v(t) = {Q˜′(t) · Q˜′(t)}{Q˜′(t)× Q˜′′′(t)}
− 3{Q˜′(t)× Q˜′′(t)}{Q˜′(t) · Q˜′′(t)}: (3)
3. Background
A cubic B'ezier curve is given by [3] as
Q˜(t) = B˜0(1− t)3 + 3B˜1(1− t)2t + 3B˜2(1− t)t2 + B˜3t3; 06 t6 1: (4)
D.J. Walton et al. / Journal of Computational and Applied Mathematics 157 (2003) 453–476 455
θ
g
(a)
B0 B1
B2
B3
h
k
φ
(b)
B0 B1 B2
B3
g h
k
φ
Fig. 1. (a) Cubic B'ezier and (b) cubic B'ezier spiral.
Assume the control points B˜0; B˜1; B˜2 and B˜3 are distinct. Without loss of generality, translate, rotate,
and if necessary, re5ect the curve such that B˜0 is at the origin, B˜1 is on the positive x-axis and B˜3
is above the x-axis. Eq. (4) may now be written as
Q˜(t) = (X (t); Y (t)); (5)
where
X (t) = 3g(1− t)2t + 3(g+ h cos )(1− t)t2
+ {g+ h cos + k cos(+ )}t3; (6)
Y (t) = (3h sin )(1− t)t2 + {h sin + k sin(+ )}t3;
g= ‖B˜1 − B˜0‖¿ 0;
h= ‖B˜2 − B˜1‖¿ 0;
k = ‖B˜3 − B˜2‖¿ 0; (7)
where  is the angle from B˜1 − B˜0 to B˜2 − B˜1 and  is the angle from B˜2 − B˜1 to B˜3 − B˜2 as
illustrated in Fig. 1(a).
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The curvatures at t = 0 and 1 are from (1)
c(0) =
2h sin 
3g2
and
c(1) =
2h sin
3k2
:
The planar cubic B'ezier curve (4) has eight degrees of freedom. After the above translation and
rotation there are Jve remaining degrees of freedom. They are g; h; k; , and  in Eqs. (6) and
(7); they determine the shape of the curve. The cubic B'ezier spiral segment in [9] is obtained by
imposing the restrictions = 0; g= h; k = 65h cos and 0¡¡
1
2. By using only the restrictions
= 0 and 0¡¡ 12, as illustrated in Fig. 1(b), (6) and (7) become
X (t) = 3g(1− t)2t + 3(g+ h)(1− t)t2 + {g+ h+ k cos}t3 (8)
and
Y (t) = (k sin)t3: (9)
From Eqs. (8) and (9) and their derivatives
Q˜′(t) · Q˜′(t) = 9{g2(1− t)4 + 4gh(1− t)3t + (4h2 + 2gk cos)(1− t)2t2
+ 4hk(cos)(1− t)t3 + k2t4}; (10)
Q˜′(t) · Q˜′′(t) = 18{(gh− g2)(1− t)3 + (gk cos+ 2h2 − 3gh)(1− t)2t
+(3hk cos− 2h2 − gk cos)(1− t)t2 + (k2 − hk cos)t3}; (11)
Q˜′(t)× Q˜′′(t) = 18{g(1− t)t + ht2}k sin (12)
and
Q˜′(t)× Q˜′′′(t) = 18{g(1− t) + (2h− g)t}k sin: (13)
Substitution of Eqs. (10)–(13) into (3) followed by some algebraic manipulation yields v(t) =
162f(t)k sin where
f(t) =
5∑
i=0
fi(1− t)5−iti; 06 t6 1; (14)
with
f0 = g3; (15)
f1 = 5g3; (16)
f2 = 2g(10gh− 3h2 − 2gk cos); (17)
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f3 = 2h2(13g− 2h) + 4gk(g− 4h) cos; (18)
f4 = 12h3 − 5gk2 + 2hk(4g− 5h) cos (19)
and
f5 = k(−4hk − gk + 6h2 cos): (20)
4. A more general cubic Bezier spiral
It is convenient to deJne the ratios  = g=h and  = k=h. The following theorem gives suMcient
conditions for a spiral more general than that in [9].
Theorem 1. If
¿ 25 (−1 +
√
6); which is true if ¿ 0:58; (21)
0¡¡

2
(22)
and
6
6
+ 4
cos (23)
then (8) and (9) de7ne a spiral segment of increasing curvature for 06 t6 1. Note that (22) is
necessary for (23) to be sensible.
Proof. From (3), if v(t)¿ 0 for 0¡t¡ 1 then the curve deJned by (8) and (9) has no interior
curvature extrema. The sign of v(t) is the same as the sign of f(t) in (14). Clearly, from (15) and
(16), f0 ¿ 0 and f1 ¿ 0. It remains to Jnd conditions for f2; f3; f4; f5¿ 0: Replacement of g and
k by  and  in (17)–(20) yields
f2 = 2h3(10− 3− 2 cos);
f3 = 2h3{13− 2 + 2(− 4) cos};
f4 = h3{12− 52 + 2(4− 5) cos}
and
f5 = h3(−4 −  + 6 cos):
Conditions for f2; f3; f4; f5¿ 0 are now detailed.
f2: If (23) holds, then
f2¿ 2h3
(
10− 3− 12
+ 4
cos2 
)
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¿ 2h3
(
10− 3− 12
+ 4
)
=
2h3
+ 4
(102 + 25− 12)
¿ 0 for ¿ (−25 +
√
1105)=20 ≈ 0:412:
f3: If ¿ 4 then f3 ¿ 0, otherwise
f3¿ 2h3
(
13− 2− 12(4− )
+ 4
cos2 
)
¿ 2h3
(
13− 2− 12(4− )
+ 4
)
=
2h3
+ 4
(252 + 2− 8)
¿ 0 for ¿ (−1 +
√
201)=25 ≈ 0:527:
f4: Note that
f4¿ h3
(
12− 30
+ 4
cos+ 2(4− 5) cos
)
=
4h3
+ 4
(3(+ 4) + 2(2 − − 5) cos);
if 2 − − 5¿ 0 then f4 ¿ 0, otherwise
f4 =
4h3
+ 4
(3(+ 4)− 2(−2 + + 5) cos)
¿
4h3
+ 4
(
3(+ 4)− 12(−
2 + + 5)
(+ 4)
cos2 
)
¿
4h3
+ 4
(
3(+ 4)− 12(−
2 + + 5)
(+ 4)
)
=
12h3
(+ 4)2
(52 + 4− 4)¿ 0 for ¿ 2
5
(−1 +
√
6) ≈ 0:58:
f5: If (23) holds, then
f5 = h3[6 cos− (+ 4)]¿ 0:
Hence if (21)–(23) hold then f(t)¿ 0 for 06 t ¡ 1 and f(1)¿ 0.
Remark 1. If the equality in (23) holds, then the curve has a local curvature extremum at t = 1.
When drawing curves interactively it is often desirable to know the valid regions for placing
control vertices to ensure required features. The following two theorems determine regions in which
to place an endpoint for the more general cubic B'ezier spiral.
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Fig. 2. Region described by Theorem 2.
Theorem 2. Let = 0 and c0 = c(0)¿ 0 be given for the cubic B:ezier de7ned by (6) and (7). If
B˜3 = (x; y) satisfy
x¿ 0; 0¡y6 0:4869c0x2 (24)
then a cubic B:ezier spiral of decreasing curvature can be found.
Proof. The corresponding conditions of Theorem 1 for this case are
¿ 0:58; (25)
0¡¡

2
(26)
and
6
6
 + 4
cos : (27)
Now x; y and c0, as shown in Fig. 2, are given as
x = g+ (h+ k) cos = h+ ( + 1)h cos ; (28)
y = (h+ k) sin = ( + 1)h sin  (29)
and
c0 =
2
3
h sin 
(h)2
: (30)
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The proof is based on the elimination of ; h and  from (27) to (30) to obtain a single inequality
in ;  is then eliminated from this inequality by using (25). Elimination of  from (29) and (30)
yields
y = 32(h)
2( + 1)c0: (31)
Elimination of  from (27) and (28) yields
x¿ h+ ( + 1)h
 + 4
6
:
Therefore
x¿
h
6
(2 + 5 + 10) =
h
6
((
 +
5
2
)2
+
15
4
)
¿ 0 (32)
and hence
h6
6x
2 + 5 + 10
:
Elimination of  from (28) and (29) yields
(x − h)2 + y2 = [h( + 1)]2: (33)
Now (31)–(33) are free of ; (32) and (33) can be used in (31) to eliminate  and h to give a
single inequality in , i.e.
y6
3
2
36x2
(2 + 5 + 10)2
( + 1)c0 = 54c0x2a();
where
a() =
 + 1
(2 + 5 + 10)2
:
Now
d
d
a() =− 3( + 3)
(2 + 5 + 10)3
:
It thus follows that a() has a local maximum at  = 0 and is monotone decreasing, but always
positive for ¿ 0. So a value of  that satisJes (25) can always be found if y6 0:4869c0x2 ¡
54c0x2a(0:58).
Theorem 3. If B˜3 = (x; y) satisfy
0¡x; 0¡y6 0:293x (34)
then a cubic B:ezier spiral de7ned by (8) and (9) satisfying the conditions of Theorem 1 can be
found.
Proof. The point B˜3, as shown in Fig. 3, is given by
x = g+ h+ k cos= (+ 1)h+ h cos
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and
y = k sin= h sin:
Applying condition (23) of Theorem 1 to eliminate ,
y6
6 cos
+ 4
h sin=
3h
+ 4
sin 2
and
x6 (+ 1)h+
6 cos
+ 4
h cos= (+ 1)h+
6h
+ 4
cos2 :
Therefore
x6 (+ 1)h+
3h
+ 4
+
3h
+ 4
cos 2:
Hence(
x − (+ 1)h− 3h
+ 4
)2
+ y26
9h2
(+ 4)2
;
which, for each value of , deJnes the boundary and interior of a semi-circle centred at ((+1)h+
3h=( + 4); 0) with radius 3h=( + 4). For any given  consider a diameter, of the circle, which is
parallel to the y-axis. All the points on the part of the diameter which falls within the semi-circle
satisfy the conditions of Theorem 1. These points are given by
x = (+ 1)h+
3h
+ 4
=
h
+ 4
(2 + 5+ 7)
and
y6
3h
+ 4
= 3xa();
where
a() =
1
2 + 5+ 7
=
1
(+ 52)
2 + 34
:
It thus follows that a() is monotone decreasing, but always positive for ¿ 0. So a value of
¿ 0:58 (i.e., satisfying Theorem 1 for this case) can always be found if y6 3xa(0:58)=0:293x.
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5. Drawing G 2 curves with cubic Bezier spiral segments
There are several ways to draw G2 curves with cubic B'ezier spiral segments. One way, discussed
in [10], uses a one-sided approach, i.e., an initial point is placed followed by subsequent control
points, or points on the curve, deJning cubic B'ezier spiral segments in the order in which they
occur along the curve. The more general spiral segments developed here allow more 5exible ways
of drawing such curvature controlled curves and also allow editing of an already designed curve.
They are based on drawing one or two cubic B'ezier spiral segments from a given beginning point
to a given ending point. This may be formulated in terms of G2 Hermite data as follows. Let T˜b
be the unit tangent vector and cb¿ 0 the curvature at the beginning point, P˜b; let T˜e be the unit
tangent vector and ce the curvature at the ending point, P˜e. An attempt is made to draw a curve
that matches some given subsets of these data by using at most two spiral segments. The following
cases are discussed:
(1) P˜b; T˜b; cb ¿ 0 and ce = 0 are given,
(2) P˜b; T˜b; cb ¿ 0; P˜e; T˜e and ce are given where ce ¡ 0 for an S-shaped transition from P˜b to P˜e
and ce ¿ 0 for a C-shaped transition from P˜b to P˜e,
(3) P˜b; T˜b and cb = 0 are given, and
(4) P˜b; T˜b; cb = 0; P˜e; T˜e and ce = 0 are given.
DeJne
D˜ = P˜e − P˜b; (35)
(= the angle from T˜b to T˜e (36)
and
) = the angle from T˜b to D˜; (37)
where 0¡)¡(¡ 12 for ce ¿ 0 and 0¡(6 )¡
1
2 for ce ¡ 0 as illustrated in Fig. 4.
For notational convenience, let N˜ i be the unit normal vector at P˜i; i=b; e; pointing in the direction
of the centre of curvature. It is assumed without loss of generality that the data have been transformed
so that P˜b is at the origin, T˜b is parallel to and of the same orientation as the positive x-axis, and
N˜ b is parallel to and of the same orientation as the positive y-axis. The given data cannot always
be matched by using at most two spiral segments. Theorems used to determine when the matching
can be done, and which determine the positions of interior control points when matching is possible,
are now presented.
Case 1: A single spiral segment suMces in this case. A region, based on Theorem 2 shows where
B˜3 can be placed. The spiral segment for this case is drawn by positioning B˜1 to satisfy Theorem 4
below. As an example, Fig. 5 shows the range, along the positive x-axis, in which B˜1 may be placed,
as a thick black line segment. Now g = ‖B˜1 − B˜0‖; sin  = y=‖B˜3 − B˜1‖ and h = (3g2c0)=(2 sin ),
can be used to determine B˜2.
Theorem 4. If B˜3 = (x; y) satis7es x¿ 0 and y6 0:4869c0x2 then values 06 g06 g16 x can be
found such that B˜(t) is a spiral for g06 g6 g1.
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Fig. 4. Hermite data.
Fig. 5. Case 1.
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Proof. The conditions for B˜(t) to be a spiral are (25)–(27) as in the proof of Theorem 2. Now
x = g+ (h+ k) cos ;
y = (h+ k) sin 
and
cb =
2h sin 
3g2
:
The above three relations allow ; h and k to be expressed in terms of g and the known quantities
x; y and cb, i.e.
tan =
y
x − g ;
h=
3cbg2
√
y2 + (x − g)2
2y
and
k =
(2y − 3cbg2)
√
y2 + (x − g)2
2y
:
Condition (27) is equivalent to
g
h
6
6h cos 
k + 4h
;
or upon substitution of h; k and cos  in terms of g with subsequent simpliJcation, a(g)6 0 where
a(g) = 27c2bg
4 − 27c2bxg3 + 9cbyg2 + 2y2: (38)
Eq. (38) may be re-written as a(g) = 27c2bx
4b(+) where
b(+) = +4 − +3 + s+2 + 23c2;
+= gx and 06 s=
y
3cbx2
6 0:1623.
From b′(+)=+(4+2−3++2s) it follows that b(+) has three zeros, so a(g) has three extrema. They
are a minimum at +=0 (correspondingly g=0) followed by a maximum and a minimum. The latter
two occur at the positive zeros of b′(+) which are
+0 = 18(3−
√
9− 32s)∈ [0; 0:132)
and
+1 = 18(3 +
√
9− 32s)∈ (0:62; 0:75]: (39)
Since a(0)¿ 0, there can be at most one interval on which a(g)¡ 0. If such an interval exists, then
it must contain +1. At += +1 it follows from
b′(+) = +(4+2 − 3++ 2s) = 0
that s=−2+2 + 32+. Substitution of this value for s into b(+) yields
b(+) = 53+
4 − 72+3 + 32+2 =
+2
6
(5+− 3)(2+− 3)¡ 0
for the values of +1 in (39). Thus, there is always an interval of + for which b(+)¡ 0.
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Fig. 6. Case 2—S-shaped transition.
It remains to show that (25), i.e., =k=h¿ 0:58, holds on part of the interval on which a(g)¡ 0.
Substitution of k and h in terms of g into this relation gives the equivalent relation g6 ,1 where
,1 =
√
2y
4:74cb
: (40)
Evaluation of (38) using the right-hand side of (40) yields
a(,1) =
y
(4:74)2
(
238:2552y − 255:96cbx
√
2y
4:74cb
)
¡ 0;
for y6 0:48698c0x2. It thus follows that if Theorem 2 holds then a spiral exists for g in the interval
(g0; g1) where g0 = x,0; g1 = ,1 and ,0 is that zero of b(+) which lies between +0 and ,1; it can be
found by bracketing (or Newton’s method).
Remark 2. The value g= ,1 corresponds to k = 0:58h.
Case 2: The transition curve drawn is S-shaped for ce ¡ 0 and C-shaped for ce ¿ 0. Note that
P˜e and the centre of curvature at P˜b are on the same side of the x-axis. Two spiral segments are
required for this case. Denote the B'ezier control vertices of the Jrst segment as B˜b; i; i = 0; : : : ; 3
where B˜b;0 = P˜b and those of the second segment as B˜e; i; i = 0; : : : ; 3 where B˜e;0 = P˜e. Two regions,
each analogous to the region of the previous case, can now be displayed, one for the placement
of B˜b;3 and the other for the placement of B˜e;3. To ensure positional continuity it is required that
B˜b;3 = B˜e;3 = P˜ = (x; y) be placed in the intersection of the two regions, as shown in Fig. 6 for an
S-shaped transition, and Fig. 7 for a C-shaped transition. Analogous to the previous case, ranges
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Fig. 7. Case 2—C-shaped transition.
along rays from B˜b;0 and B˜e;0 in the directions T˜b and −T˜e, respectively, may be displayed for the
placement of B˜b;1 and B˜e;1. To ensure G1 continuity at P˜; B˜b;1; P˜ and B˜e;1 must be collinear. One
way to accomplish this is to place B˜b;1 in the range displayed for it and check the intersection
of the line through B˜b;1 and P˜ with the line through B˜e;0 parallel to −T˜e. If the intersection is
inside the acceptable range, then let B˜e;1 be the point of intersection; if not, move B˜b;1 along its
acceptable range until B˜e;1 is within a valid range. Since the curvatures of both segments are zero
at P˜; G2 continuity is automatic once G1 continuity is achieved. The positions of B˜b;2 and B˜e;2 are
now determined analogous to the previous case.
Simply placing P˜ in the intersection of the two regions as described above unfortunately does not
guarantee that B˜b;1 can be moved to a position which ensures that B˜e;1 is within a valid range. The
following theorem describes a way to Jnd the locus for P˜ such that if a curve corresponding to the
locus exists, then for P˜ on the curve, the ranges of B˜b;1 and B˜e;1 are such that a straight line can
be drawn through P˜ and those points of the these ranges which are furthest from the corresponding
points P˜b and P˜e. This curve (Eq. (41) in Theorem 5) is shown as a solid black line in Figs. 6 and 7.
Theorem 5. Consider two B:ezier curves, B˜b; i; i = 0; : : : ; 3 and B˜e; i; i = 0; : : : ; 3 with respective be-
ginning control vertices B˜b;0 = P˜b and B˜e;0 = P˜e, tangential directions T˜b and −T˜e, and beginning
curvatures cb ¿ 0 and |ce|. Let D˜=(Dx; Dy)= P˜e− P˜b and let P˜=(x; y)= B˜b;3 = B˜e;3 be the ending
control vertex for both B:ezier curves. If the curve
x−
√
y
2:37cb
− y
[
(Dx − x)
√
2:37ce −
√
(Dx − x) sin (− (Dy − y) cos ( cos (
(Dy − y)
√
2:37ce −
√
(Dx − x) sin (− (Dy − y) cos ( sin (
]
= 0 (41)
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exists, then for P˜ on this curve and within the regions (24) for both B:ezier curves, values
gb;0; gb;1; ge;0 and ge;1 can be found such that B˜b;0 + gb;1T˜b; P˜ and B˜e;0 − ge;1T˜e are collinear
and the two B:ezier curves are spirals if their second control points, B˜b;1 and B˜e;1 are, respectively,
in the ranges B˜b;0 + gbT˜0 and B˜e;0 − geT˜1 of the lines through P˜b and P˜e, parallel to T˜b and T˜e,
respectively, where gb;06 gb6 gb;1 and ge;06 ge6 ge;1 provided gb; ge ¿ 0.
Proof. To ensure that the intervals gb;06 gb6 gb;1 and ge;06 ge6 ge;1, if found, respectively guar-
antee placement of B˜b;1 on the line segment joining B˜b;0 + gb;0T˜b to B˜b;0 + gb;1T˜b and placement of
B˜e;1 on the line segment joining B˜e;0 + ge;0T˜b to B˜e;0 + ge;1T˜b such that B˜b;1; P˜ and B˜e;1 are collinear,
the largest allowable values of gb and ge, i.e., gb;1 and ge;1, respectively, are used. Let  be the
angle from T˜b to the line segment joining B˜b;0 + gb;1T˜b to B˜e;0 − ge;1T˜e. Let hi = ‖B˜i;2 − B˜i;1‖ and
ki = ‖B˜i;3 − B˜i;2‖; i = b; e, as in the conditions of Theorem 2. It follows from deJnitions (35)–(37)
that tan )=Dy=Dx, and that the collinearity of B˜b;0 + gb;1T˜b; P˜ and B˜e;0− ge;1T˜e may be expressed as
x = gb;1 + (hb + kb) cos ; (42)
y = (hb + kb) sin ; (43)
Dx − x = ge;1 cos (+ (he + ke) cos  (44)
and
Dy − y = ge;1 sin (+ (he + ke) sin : (45)
Since the curvature of both B'ezier curves is zero at P˜, the above equations ensure that the joint is
G2. The curvatures at P˜i; i = b; e, satisfy
cb =
2hb sin 
3g2b;1
(46)
and
ce =
2he sin((− )
3g2e;1
: (47)
It follows from Remark 2 (after Theorem 4) that gb=gb;1 and ge=ge;1 correspond to the conditions
kb = 0:58hb (48)
and
ke = 0:58he; (49)
respectively.
Use of (46)–(49) to express kb and hb in terms of gb;1 and , and ke and he in terms of ge;1 and
, respectively, allows (42)–(45) to be written as
x = gb;1 +
2:37g2b;1cb
tan 
; (50)
y = 2:37g2b;1cb; (51)
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Dx − x = ge;1 cos (+
2:37g2e;1ce cos 
sin((− ) (52)
and
Dy − y = ge;1 sin (+
2:37g2e;1ce sin 
sin((− ) : (53)
Elimination of gb;1 from (50) and (51) yields
x −
√
y
2:37cb
− y
tan 
= 0: (54)
Multiplication of (52) by sin ( and (53) by cos ( followed by subtraction and rearrangement gives
g2e;1 =
1
2:37ce
[(Dx − x) sin (− (Dy − y) cos (]: (55)
Also, from (52) and (53)
tan =
Dy − y − ge;1 sin (
Dx − x − ge;1 cos ( ; (56)
which, using (55) can be expressed in terms of x and y. Now  can be eliminated from (54) and
(56) to get the relation (41) between x and y.
Since (41) deJnes the curve implicitly, it is not convenient for drawing. A simpler way to draw
part of the curve is now developed. Elimination of x and y from (50) to (53) yields
gb;1 +
2:37g2b;1cb
tan 
= Dx − ge;1 cos (−
2:37g2e;1ce cos 
sin((− )
and
2:37g2b;1cb = Dy − ge;1 sin (−
2:37g2e;1ce sin 
sin((− ) (57)
from which it follows that
gb;1 =
1
tan 
[Dx tan − Dy + ge;1(tan (− tan ) cos (]: (58)
Use of (58) allows (57) to be expressed as a quadratic in ge;1, namely
a2()g2e;1 + a1()ge;1 + a0() = 0 (59)
with coeMcients
a2() = 2:37
[
ce sin 
sin((− ) +
cb(tan (− tan )2 cos2 (
tan2 
]
;
a1() =
2× 2:37cb
tan2 
(Dx tan − Dy)(tan (− tan ) cos (+ sin (
and
a0() =
2:37cb
tan2 
(Dx tan − Dy)2 − Dy:
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Fig. 8. Case 3.
Eq. (59) has solutions
ge;1 =
−a1()±
√
-
2a2()
(60)
where
-= a21 − 4a2a0: (61)
Observe that a2 ¿ 0 since ¡(¡ 12 and if
Dy
Dx
¡ tan ¡
Dy
Dx −
√
Dy=2:37cb
then a0 ¡ 0 in which case -¿a21; to avoid ge;1 ¡ 0, the positive sign is chosen in (60). Part of
(41) can be drawn by using values of  in the range (0; () for a C-shaped transition and in the range
[); 12) for an S-shaped transition. For each value of  compute ge;1 from (60) (using the positive
sign) and gb;1 from (58). Now (x; y), used in drawing (41), can be computed from (50) and (51).
The drawing is restricted to the part of (41) for which ge;1; gb;1 ¿ 0.
Case 3: Let the given beginning point and tangential direction be B˜0 and T˜0. One spiral segment
suMces for this case. A region (34) can be displayed for the placement of B˜3 as illustrated in
Fig. 8. Theorem 6 below describes a range for placing B˜2 along the ray from B˜0 in the direction
T˜0 as indicated by the gray thickened part of the base of the triangle in Fig. 8. This determines the
ending tangential direction. Once B˜2 is placed, Theorem 6 can again be used to determine a range
for placing B˜1 as indicated by the black thickened part of the horizontal line in Fig. 8. Note that
although a two-parameter family of spirals is deJned in this case, the restrictions on the parameters
are such that it is hard to choose values that satisfy those restrictions.
Theorem 6. Let B˜3=(x; y) be given for the cubic B:ezier B˜(t) de7ned by (8) and (9). If B˜3 satis7es
y6 0:293x, then values 06 h06 h16 x can be found such that B˜(t) is a spiral for
0:16x6 k cos6 0:29x (62)
and h06 h6 h1.
Proof. From (8) and (9)
x = g+ h+ k cos
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and
y = k sin:
The proof is based on the replacement of k cos by , and expressing g and  in terms of x and y.
Let , = k cos = x − g − h. Now k =
√
y2 + ,2 and g = x − h − ,. Substitution of g; k and 
into ;  and conditions (21) and (23) of Theorem 1 allows (21) and (23), after some algebraic
manipulation, to be written as h6 h1 and h¿ h0 where, from (21)
h1 =
x − ,
1:58
¡x
and from (23)
h0 =
1
12,
(
3(y2 + ,2) +
√
3(y2 + ,2)(3y2 − 5,2 + 8x,)
)
:
Observe that the expression under the root sign is clearly positive for ,¡x. For (h0; h1) to be a
valid interval, it is required that (h06 h1). This condition may be written as
1:58
√
3(y2 + ,2)(3y2 − 5,2 + 8x,)6 12,(x − ,)− 3× 1:58(y2 + ,2): (63)
It remains to establish the conditions on , for which (63) is true. The right-hand side of (63) may
be expressed as the quadratic −3(5:58,2 − 4x,+ 1:58y2) which is nonnegative for
1
5:58
(
2x −
√
4x2 − 5:58× 1:58y2
)
6 ,6
1
5:58
(
2x +
√
4x2 − 5:58× 1:58y2
)
: (64)
If y6 0:293x then the lower bound in (64) is less than 0:036x and the upper bound in (64) is
greater than 0:68x. So if (62) holds then (64) is satisJed. By squaring both sides, the condition (63)
may be expressed as 6:6182,2 − 3x,+ 3:6182y26 0 which is satisJed for
1
13:2364
(
3x −
√
9x2 − 4× 6:6182× 3:6182y2
)
6 ,
6
1
13:2364
(
3x +
√
9x2 − 4× 6:6182× 3:6182y2
)
: (65)
If y6 0:293x then the left-hand side of (65) is less than 0:16x and the right-hand side of (65) is
greater than 0:29x. So if (62) holds then (65) is satisJed.
Case 4: Two spiral segments forming a C-shaped curve are required for this case. Now (34) shows
two regions, one for the placement of B˜b;3=(xb; yb) and the other for the placement of B˜e;3=(xe; ye)
where xb is along the positive direction of T˜b; yb is along the positive direction of N˜b; xe is along
the negative direction of T˜e and ye is along the positive direction of N˜ e as shown in Fig. 9. Denote
the B'ezier control vertices of the Jrst segment as B˜b; i; i = 0; : : : ; 3 where B˜b;0 = P˜b and those of the
second segment as B˜b; i; i=0; : : : ; 3 where B˜e;0 = P˜e. To ensure positional continuity it is required that
B˜b;3 = B˜e;3 = P˜ = (x; y) be placed in the intersection of the two regions. Using Theorem 6, ranges
for placing B˜b;2 and B˜e;2 along rays from B˜b;0 and B˜e;0 in the directions T˜b;0 and −T˜e;0, respectively,
may now be displayed. As in the previous case, to ensure G1 continuity at P˜, the points B˜b;2; B˜e;2
and P˜ must be collinear. One way to accomplish this is to place B˜b;2 in the range displayed for it
and check the intersection of the line through B˜b;2 and P˜ with the line through B˜e;0 parallel to −T˜e.
If the intersection is inside the acceptable range, then let B˜e;2 be the point of intersection; if not,
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Fig. 9. Case 4.
move B˜b;2 along its acceptable range until B˜e;2 is within a valid range. Let i; i = b; e be the angle
from B˜i;2 − B˜i;1 to B˜i;3 − B˜i;2. Values kb; ke; kb cosb and ke cose, corresponding to k and k cos
in (8) and (9) can now be determined since kj = ‖B˜j;3− B˜j;2‖; j= b; e. It remains to place B˜b;1 and
B˜e;1 such that G2 continuity at P˜ is assured.
Equating the curvatures of the two segments at P˜ yields
he sine
hb sinb
=
(
ke
kb
)2
; (66)
where hj = ‖B˜j;2− B˜j;1‖; j= b; e. Theorem 6 determines ranges along B˜j;2− B˜j;0; j= b; e for placing
B˜j;1. One way to ensure G2 continuity is to place B˜b;1 in the range displayed for it, use (66) to
calculate the position of B˜e;1 and check its position on the line through P˜e parallel to −T˜e. If it is in
the required range then accept it, otherwise move B˜b;1 along its required range until B˜e;1 is within
a valid range.
As in a previous case, simply placing P˜ in the intersection of the two regions as described above
unfortunately does not guarantee that B˜b;1 or B˜b;2 can be moved to positions which ensure that B˜e;1
or B˜e;2 are within valid ranges. Fig. 9 illustrates placement of B˜b;1 and B˜b;2 such that G1 conditions
cannot be satisJed at P˜ while maintaining the spiral conditions for both B'ezier curves.
Observe that the two B'ezier curves have 14 degrees of freedom altogether. The given beginning
and ending positions combined with the beginning and ending tangential directions impose six con-
straints. The G2 conditions at the joint impose four more constraints. There are thus four remaining
degrees of freedom which can be used to ensure that each of the two B'ezier curves is a spiral. Ob-
serve that in Theorem 1, if the beginning and ending points as well as the ending curvature are Jxed,
then the cubic B'ezier spiral is 5attest when  has its smallest allowable value, and  has its largest al-
lowable value resulting in a more even distribution of the increase in curvature, hence a fairer spiral.
The remaining four degrees can be used to impose these conditions to obtain a transition (blending)
curve composed of two spirals, as illustrated in Fig. 10, according to the following theorem.
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Fig. 10. Transition curve of Theorem 7.
Theorem 7. Consider two cubic B:ezier curves B˜b; i; i = 0; : : : ; 3 and B˜e; i; i = 0; : : : ; 3 with respective
beginning control vertices B˜b;0 = P˜b and B˜e;0 = P˜e and for the other control vertices, B˜b;1 = P˜b +
gbT˜b; B˜b;2 = B˜b;1 + hbT˜b; B˜b;3 = B˜b;2 + kbT˜ ; B˜e;1 = P˜e − geT˜e; B˜e;2 = B˜e;1 − heT˜e; B˜e;3 = B˜e;2 − keT˜ ,
where T˜ = (cos; sin); 0¡¡ 12. Let
gb = 0:58hb; (67)
kb =
6
4:58
hb cos; (68)
ge = 0:58he (69)
and
ke =
6
4:58
he cos((− ): (70)
If 126 (¡ then (− 12¡¡ 12 can be found, or if 0¡(¡ 12 and
1:8291
Dy
Dx
¡ tan (¡
(
6 +
7:2364
cos2(()
)
Dy
Dx
(71)
then 0¡¡( can be found, such that the two B:eziers are spirals with a G2 joint.
Proof. The two B'eziers are spirals by (67)–(70) and Theorem 1. They also share a common unit
tangent vector, T˜ at their joint. It remains to establish conditions for positional and curvature conti-
nuity. Now
B˜b;3; x = gb + hb + kb cos;
B˜b;3;y = kb sin;
B˜e;3; x = Dx − (ge + he) cos (− ke cos
and
B˜e;3;y = Dy − (ge + he) sin (− ke sin:
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Positional continuity requires B˜e;3 = B˜b;3, i.e.
gb + hb + kb cos= Dx − (ge + he) cos (− ke cos
and
kb sin= Dy − (ge + he) sin (− ke sin
or, using (67)–(70),
hb
(
1:58 +
6
4:58
cos2 
)
+ he
[
1:58 cos (+
6
4:58
cos((− ) cos
]
= Dx (72)
and
hb
6
4:58
cos sin+ he
[
1:58 sin (+
6
4:58
cos((− ) sin
]
= Dy: (73)
The curvature continuity condition (66) with b=; e=(−, and using (68) and (70) to express
kb and ke in terms of hb and he, can be written as
hb cos2  sin((− ) = he cos2((− ) sin: (74)
Now (72)–(74) is a system of three equations in the three unknowns hb; he and . Elimination of
he from (73) and (74) allows hb to be expressed in terms of  as
hb =
4:58Dy cos2((− ) sin
[1:2364 cos sin((− ) + 6 sin (] cos sin ( : (75)
Elimination of hb and he produces the single nonlinear equation
F() = 0; (76)
where
F() = cos2((− ) sin[(7:2364 + 6 cos2 )Dy − 6Dx cos sin]
+ cos2  sin((− )[7:2364(Dy cos (− Dx sin ()
+ 6 cos((− )(Dy cos− Dx sin)]:
If 126 (¡ then F((− 12)=7:2364[Dy cos(()−Dx sin (] sin2 (¡ 0 and F( 12)=7:2364Dy sin2 (¿ 0
so there is at least one solution.
If 0¡(¡ 12 then
F(0) =−sin ( cos ((7:2364Dx tan (− 13:2364Dy)
and
F(() = sin ( cos2 (
[(
7:2364
cos2 (
+ 6
)
Dy − Dx tan (
]
;
if (71) holds then F(0)¡ 0 and F(()¿ 0 so there is at least one solution.
It is diMcult to determine if the solution found to (76) is unique, however, in practice the solution
found by bisection [5] works well. Once  is known, hb and he can be computed using (75) and
(74), respectively. The control points of the two B'ezier spirals are then determined by (67)–(70).
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6. Comparison with the Cornu spiral
It is of interest to compare the more general cubic B'ezier spiral with the Cornu spiral (clothoid)
since the latter have been traditionally used in highway design. The main advantage of the former
is the additional degrees of freedom, i.e., a total of seven versus Jve for a clothoid segment. So
the clothoid is less 5exible in matching conditions placed at the endpoints of a transition curve. For
example, when using a pair of clothoid segments to form a transition curve between two circles,
the resulting number of degrees of freedom is 10 minus the number of continuity conditions at their
joint, which is not suMcient to specify the points as well as tangent directions and curvatures at the
endpoints of the transition curve. Another example is the transition from a straight line to a circle
as in the design of a highway intersection. This example is somewhat simpler and is now examined
in more detail.
It is assumed that the change in tangent vector angle will not exceed 12 radians. Assume that the
designer wishes to specify a Jxed beginning point on the straight line and a Jxed ending point on
the circle with the 5exibility of adjusting the circle while keeping the ending point Jxed. Without
loss of generality let the straight line be the x-axis, let the beginning point of the clothoid be at the
origin, and let the ending point be positioned in the Jrst quadrant; this puts the clothoid in standard
form. The following theorem shows that these data deJne a unique clothoid segment, hence it does
not have enough 5exibility for adjusting the curvature and tangent vector angle at the ending point.
Theorem 8. Given the point (0; 1) in the 7rst quadrant where
16 0:56290: (77)
The clothoid which passes through (0; 1) and is de7ned by (x(t); y(t)); 06 t6 1 (see [6]) where
x(t) = )C(t);
y(t) = )S(t);
C(t); S(t) are the Fresnel integrals
C(t) =
∫ t
0
cos 124
2 d4;
S(t) =
∫ t
0
sin 124
2 d4
and )¿ 0 is a scaling factor, is unique.
Proof. The proof is based on Jnding a unique pair (); t) that satisfy the system of two equations
0= )C(t); 1= )S(t) which, upon elimination of ), may be written as
 (t) = 0 (78)
where
 (t) = 0S(t)− 1C(t):
It suMces to Jnd a unique 0¡t6 1 that satisJes (78) since the corresponding unique ) is then
0=C(t). Now
 ′(t) = 0 sin 12t
2 − 1 cos 12t2;
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Fig. 11. Cubic B'ezier spiral and clothoid.
which has a single zero namely at t = t0 =
√
2= arctan 1=0, for 0¡t6 1. Furthermore,
 ′′(t) = t(0 cos 12t
2 + 1 sin 12t
2)¿ 0 for 0¡t6 1;
 (0) = 0;
 ′(0)¡ 0
and
 (1) = 0S(1)− 1C(1) = 0:43870− 0:77931¿ 0 for (77):
Values for S(1) and C(1) were obtained from approximations in [1]. It thus follows that if the
conditions in the statement of the theorem are satisJed, then in the interval [0,1],  (t) starts at the
origin, decreases until t= t0, then increases and crosses the x-axis and ends at t=1. Since it crosses
the x-axis once in (0,1], (78) has a unique solution in this interval.
As a speciJc example, consider drawing a spiral from a given beginning point P˜b to a given
ending point P˜e, as illustrated in Fig. 11. A curvature of zero and a direction in the positive x-axis
is speciJed at P˜b. When using a Cornu segment there is no remaining 5exibility to adjust the curve.
The Cornu segment is shown as a solid black line in Fig. 11. In contrast, when a cubic B'ezier
spiral segment is used, some adjustment can be made to the curve by moving the interior control
points B˜1 and B˜2 within their ranges as shown in the Jgure. Two cubic B'ezier spiral segments are
drawn in Fig. 11 using dashed lines, one when B˜1 and B˜2 are both at their lower limits, and the
other when they are both at their upper limits; the former is almost indistinguishable from the Cornu
spiral segment.
Another signiJcant beneJt of using cubic B'ezier spiral segments is computational cost. The cu-
bic B'ezier spiral is a polynomial of low degree, whereas evaluation of the Fresnel integrals, or
approximations of them, are required when drawing Cornu spiral segments.
Finally, the cubic B'ezier spiral segment is polynomial so it is easily cast as a NURBS which
can be conveniently incorporated when using popular CAD packages for curve or surface design,
whereas the Cornu spiral is nonrational.
7. Conclusion
Curve design with spiral segments allows some control of the location of extreme curvature
values. The price paid for this control is some loss of 5exibility of the curve elements used. The
cubic B'ezier spiral of [9] has Jve degrees of freedom. The Cornu spiral (or clothoid), traditionally
used in highway and railway design, also has Jve degrees of freedom. Using such spirals pairwise
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allows the construction of G2 transition (or blending) curves between circles, but does not allow the
contact points on the circles to be speciJed. The more general cubic B'ezier spiral presented here has
seven degrees of freedom. The results presented can be used in an interactive graphics environment
to draw composite cubic B'ezier curves that match G2 Hermite data, and adjust the control points of
the curves so that each segment is a spiral. The restrictions imposed result in a drawing environment
which is not as 5exible as when using the usual cubic B'ezier curves, however, it is a tool which
can be used when control of curvature is important.
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