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Abstract
We study the semantics of fuzzy if-then rules called fuzzy attribute implications parameterized by
systems of isotone Galois connections. The rules express dependencies between fuzzy attributes
in object-attribute incidence data. The proposed parameterizations are general and include as
special cases the parameterizations by linguistic hedges used in earlier approaches. We formalize
the general parameterizations, propose bivalent and graded notions of semantic entailment of
fuzzy attribute implications, show their characterization in terms of least models and complete
axiomatization, and provide characterization of bases of fuzzy attribute implications derived from
data.
Keywords: attribute implication, complete axiomatization, data dependency, formal concept anal-
ysis, fuzzy logic, if-then rule, non-redundant base, residuated lattice
1 Introduction
Fuzzy if-then rules play a central role in many diverse applications of fuzzy logic ranging from fuzzy
controllers [35, 41] to data analysis [14, 22] and their applications. In fuzzy controllers, graded if-then
rules which involve linguistic variables constitute the core of the underlying approximate inference
systems. It is often the case that knowledge bases consisting of if-then rules used for the approxi-
mate inference are prescribed by experts based on their knowledge of a particular problem domain
where the need for automated control arises. The success of fuzzy controllers is often attributed to
the easiness for non-technically oriented experts to formulate control rules as simple fuzzy if-then
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rules [66]. From the viewpoint of data analysis, various types of if-then rules are used to describe
dependencies between attribute values in data collections and, in contrast to their role in controllers,
the rules are often inferred from object-attribute incidence data by specialized algorithms. We are
interested primarily in the data-analytical role of the rules.
In our paper, we consider rules which are syntactically similar to rules which have been studied
earlier in formal concept analysis [28] of data with graded attributes [9] as fuzzy attribute implications
and similarity-based relational database systems [12] as similarity-based functional dependencies.
The principal difference compared to the earlier approaches is how we interpret the rules. Namely,
the present paper shows a general approach to define semantics of such rules which encompasses the
earlier approaches and, in addition, allows to consider new types of semantics which have not been
captured by any previous approaches. Even if our approach attains a high level of generality, we show
that most relevant laws regarding the if-then rules are preserved in the general setting. The rules we
consider can be described as formalizations of data dependencies saying
“if A (is contained in M ), then B (is contained in M ),” (1)
where A,B and M are fuzzy sets in a universe Y . The elements of Y are called attributes and we
consider them as symbolic names. The fuzzy sets A and B in (1) are called the antecedent and
consequent of the rule, respectively. For given A and B, the rule is abbreviated by A ⇒ B and can
be seen as a formula in the narrow sense. Strictly speaking, the fuzzy set M in (1) is not a part of the
formula—it represents a semantic component using which we evaluate the formula A⇒ B.
Obviously, by stating that the formulas under consideration (and their informal interpretation)
can be understood as expressions (1) we do not define their formal semantics. As a matter of fact,
formal semantics of (1) may be introduced in many ways and depend on factors like the choice
of the interpretation of the graded material implication (the if-then connective) and the notion of
containment. Also, we may introduce a bivalent notion of satisfaction of the rule (given M ), i.e.,
the rule either is satisfied or not satisfied (given M ), or a graded notion of satisfaction expressed by
degrees to which the rule is satisfied (given M ). Moreover, the satisfaction of (1) may be defined
in terms of a partiality of truth or a partiality of confidence—these two entirely different concepts
should not be mixed or confused (cf. “the frequentist’s temptation” in [35, 37]). All these factors, and
possibly more, may be viewed as parameterizations of semantics of rules like (1).
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In our paper, we deal with if-then rules like (1) with general semantics admitting a graded notion
of satisfaction and partiality of truth (i.e., we consider purely truth-functional approach, cf. also the
related notion of a veristic constraint in [65]). We assume that the degrees of truth come from com-
plete residuated lattices [26, 48, 57] which include widely-used structures, including linear residuated
lattices defined on the real unit-interval by left-continuous triangular norms or their finite substruc-
tures [20, 40]. From the perspective of general parameterizations, the choice of a complete residuated
lattice represents a choice of one particular parameter of the semantics of (1). Namely, a chosen com-
plete residuated lattice determines the set of degrees used to express partial truth and truth functions
of logical connectives, most notably the truth function of “fuzzy implication” which serves as the
interpretation of the “if . . . then . . . ” connective in (1) and, together with general infima, defines the
notion of a graded containment [32]. The first systematic study of the role of fuzzy if-then rules in the
analysis of fuzzy object-attribute data with this particular type of parameterization goes back to [52].
Later, the approach was extended and substantially developed in [9, 14] by considering linguistic
hedges [61] as additional parameters of the semantics.
The introduction of linguistic hedges as additional parameters brought several benefits. The
hedges allow to put additional emphasis on the antecedent of (1). In practice, this means that by
a choice of a hedge, we can consider rules with different types of containment, e.g., we may require
that “A is almost fully contained in M”. The approach via hedges allows us to handle the cases of
graded and crisp containment by a single theory. This aspect is important since some desirable proper-
ties of the rules (like the uniqueness of bases given by pseudo-intents [14]) hold only if one considers
a particular hedge. As a result, the approach via hedges simplifies the analysis of properties of the
rules and brings a broader perspective. Let us note that parameterizations by hedges are not limited
only to if-then rules. In [8] which was later extended in [13], we have shown that various approaches
to constrained fuzzy concept lattices [7, 42, 59] can be seen as approaches to reducing the size of
concept lattices by hedges.
In this paper, we focus on parameterizations which are considerably more general than the linguis-
tic hedges used so far. We show that reasonable parameterizations may be introduced by considering
systems of isotone Galois connections on fuzzy sets. We prove that most properties which are known
for the if-then rules parameterized by hedges [14] are preserved in the general setting. In addition,
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we show several non-trivial parameterizations which can be described by systems of isotone Galois
connections and cannot be expressed by hedges. The generality of our approach brings more versa-
tility into the applications of the if-then rules in data analysis. Indeed, data analysis is inherently an
interactive process where experts tune parameters of algorithms in order to infer information from
data in a desirable form. More often than not, a reasonable output is derived only after several itera-
tions during which different parameters are used. The present paper offers a formalism which allows
experts to specify parameterizations of if-then rules from a rich family of parameterizations which
supports this interactive process. For instance, in case of the inference of if-then rules from data, by a
choice of different parameterizations, one influences the number and meaning of the rules which are
extracted from data.
The following main results are shown in our paper: We formalize the parameterizations by systems
of isotone Galois connections and show that if-then rules with this type of parameterization have two
notions of entailment: a semantic entailment based on validation in models and a syntactic entailment
based on provability using a system of inference rules. We prove a completeness theorem showing
that both types of entailment coincide. Moreover, we introduce the entailments as crisp notions as
well as graded notions and prove that degrees of entailment are expressible by the crisp entailment.
In addition, we characterize the degrees of entailment as degrees of containment in least models. By
all these observations we demonstrate that there is a reasonable logic behind the if-then rules with the
considered general parameterizations. Further results are directly connected to issues of describing
dependencies in given data. We introduce bases of if-then rules which represent non-redundant sets
of if-then rules which convey the information about all if-then rules valid in given data and provide
a characterization of bases using operators on fuzzy sets induced by data. Let us note that the results
we obtain are interesting not only for the graded rules but also for the classic if-then rules which
can be seen as a particular case of the graded ones when the structure of degrees is the two-element
Boolean algebra. In this setting, the entailment of the graded rules is equivalent to the entailment
of attribute implications [28] and functional dependencies [45]. Even in this borderline case, the
parameterizations by systems of isotone Galois connections brings new types of semantics of the
(classic) if-then rules. This is in contrast with the earlier approaches by hedges which yield no non-
trivial parameterization in the crisp setting.
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Our paper is organized as follows. In Section 2, we recall preliminary notions from structures
of degrees and outline the existing approaches to parameterizations of if-then rules by hedges. In
Section 3, we introduce the general parameterizations and provide characterization of semantic en-
tailment of the rules in terms of least models. In Section 4, we present a description of non-redundant
sets of if-then rules inferred from data. In addition, in Section 5, we discuss the axiomatization of the
semantic entailment and the relationship of graded vs. crisp notions of entailment. Finally, Section 6
shows illustrative examples of parameterizations and their influence on the rules inferred from data.
2 Preliminaries
This section contains preliminaries from general structures of truth degrees we use in our approach,
fuzzy attribute implications parameterized by linguistic hedges which are the starting point of our
generalized view of semantic parameterizations, and closure structures which play a key role in the
semantic parameterizations.
2.1 Structures of Truth Degrees
We use general structures of truth degrees which include the most widely-used structures of degrees in
fuzzy logics based on left-continuous triangular norms [40]. Instead of focusing solely on structures
defined on the real unit interval, we consider general complete lattices, optionally equipped with
additional operations, as the basic structures. Recall that an ordered set L = 〈L,≤〉 is called a
complete lattice whenever ≤ is a partial order such that any K ⊆ L has its greatest lower bound (an
infimum) in L denoted
∧
K and its least upper bound (a supremum) in L denoted
∨
K. The least
and the greatest elements in L, which always exist in a complete lattice, are denoted by 0 and 1,
respectively. Alternatively, complete lattices are considered as algebras L = 〈L,∧,∨, 0, 1〉 where
a ≤ b iff a ∧ b = a (or, equivalently, a ∨ b = b), see [15].
In the paper, we consider additional operations on complete lattices—multiplications which gen-
eralize left-continuous triangular norms and serve as (truth functions of) fuzzy conjunctions and their
residua which serve as (truth functions of) fuzzy implications. Let L = 〈L,∧,∨, 0, 1〉 be a com-
plete lattice. A binary operation ⊗ in L is called a multiplication if it is commutative, associative, 1
(the greatest element in L) is its neutral element (i.e., a ⊗ 1 = a), and it is distributive over general
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suprema [31], i.e., ∨
i∈I(a⊗ bi) = a⊗
∨
i∈I bi (2)
holds for all a ∈ L and bi ∈ L (i ∈ I). For such ⊗, we can consider a binary operation → (a
residuum [32, 40, 57]) which is given by
a→ b = ∨{c ∈ L; a⊗ c ≤ b}. (3)
It is well known that ⊗ and→ satisfy the following condition called the adjointness property:
a⊗ b ≤ c iff a ≤ b→ c (4)
for all a, b, c ∈ L. In fact, it can be shown that under the assumption of ⊗ being commutative,
associative, and neutral with respect to 1, postulating (2) is equivalent to requiring the existence of
→ satisfying (4), cf. [3, 26]. Altogether, L = 〈L,∧,∨,⊗,→, 0, 1〉 is called a complete residuated
lattice. Let us note that residuated lattices were proposed in [21, 57] and their importance to fuzzy
logic and the theory of fuzzy sets was discovered by J. A. Goguen [31, 32]. Subclasses of residuated
lattices are widely used in applications and constitute a basis for investigation of mathematical fuzzy
logics [23, 30, 33, 35], see also monographs [16, 17] devoted to recent results.
The class of complete residuated lattices is rich and it includes infinite as well as finite structures.
Frequently used infinite structures include linearly ordered complete residuated lattices defined on
the real unit interval with ∧ and ∨ being minimum and maximum, ⊗ being a left-continuous (or a
continuous) triangular norm with the corresponding →, see [40]. Three most important continuous
triangular norms and their residua are the Łukasiewicz, Go¨del (or minimum), and Goguen (or product)
adjoint operations:
a⊗ b = max(a + b− 1, 0), a⊗ b = min(a, b), a⊗ b = a · b, (5)
a→ b = min(1− a + b, 1), a→ b =
 1, if a ≤ b,b, otherwise, a→ b =
 1, if a ≤ b,b
a
, otherwise.
(6)
In the paper we utilize addtional operations on L called idempotent truth-stressing linguistic
hedges [61, 62, 63, 64] which have been used to parameterize the semantics of fuzzy attribute im-
plications in earlier approaches [13, 14]. An idempotent truth-stressing linguistic hedge (shortly, a
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hedge) on L is a map ∗ : L→ L such that
1∗ = 1, (7)
a∗ ≤ a, (8)
(a→ b)∗ ≤ a∗ → b∗, (9)
a∗∗ = a∗ (10)
for all a, b ∈ L. Operations on L satisfying (7)–(10) may be seen as truth functions of logical con-
nectives “very true”. Technically, the hedges we consider are generalizations of Baaz’s ∆ opera-
tion [2, 35] and they have been studied in fuzzy logics in the narrow sense [33] by Ha´jek in [36], see
also [25] for a recent general approach. Every L admits two borderline hedges: (i) the identity (i.e.,
a∗ = a for any a ∈ L), and (ii) the so-called globalization [53]:
a∗ =
 1, if a = 1,0, otherwise. (11)
Using complete residuated lattices as the structures of truth degrees, we consider the usual notions
of L-sets (fuzzy sets) and L-relations (fuzzy relations), see [3, 31, 41]. That is, for a non-empty set Y
(call it a universe), we may consider a map A : Y → L, assigning to each y ∈ Y a degree A(y) ∈ L.
Such a map is called an L-set in Y . The system of all L-sets in Y is denoted by LY . For Y and c ∈ L,
we consider a constant L-set cY ∈ LY defined by
cY (y) = c (12)
for all y ∈ Y . In particular, 0Y satisfies 0Y (y) = 0 (y ∈ Y ) and is called the empty L-set in Y .
If Y is a Cartesian product of sets (say Y1, . . . , Yn), we may call an L-set A in Y an L-relation
(between Y1, . . . , Yn). In particular, a binary L-relation R between X and Y is a map R : X×Y → L
assigning to each x ∈ X and each y ∈ Y the degree R(x, y) ∈ L to which x and y are related by R.
If Y = {y1, . . . , yn}, we use the usual convention for writing L-sets A ∈ LY as {a1/y1, . . . , an/yn}
meaning that A(yi) = ai for all i = 1, . . . , n. In addition, we omit ai/yi if ai = 0 and write yi if
ai = 1.
For L-sets (and L-relations), we may consider two basic subsethood relations. First, for A,B ∈
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LY , we write
A ⊆ B whenever A(y) ≤ B(y) holds for each y ∈ Y (13)
and say that A is (fully) contained in B. Second, for A,B ∈ Y , we put
S(A,B) =
∧
y∈Y
(
A(y)→ B(y)) (14)
and call S(A,B) the subsethood degree ofA inB, i.e., S(A,B) ∈ L is a degree to whichA is included
in B [32]. We have S(A,B) = 1 iff A ⊆ B, see [3, Theorem 3.12]. We further utilize operations with
L-sets (and L-relations) defined componentwise using operations in L. That is, for Ai ∈ LY (i ∈ I),
we put (⋂
i∈I Ai
)
(y) =
∧
i∈I Ai(y), (15)(⋃
i∈I Ai
)
(y) =
∨
i∈I Ai(y), (16)
for all y ∈ Y and call ⋂i∈I Ai and ⋂i∈I Ai the (idempotent) intersection and union of Ai’s, respec-
tively. For A,B ∈ LY , we use the usual infix notation A∩B and A∪B. Analogously, we may define
operations componentwise based on ⊗ and→ in L as follows:
(A⊗B)(y) = A(y)⊗B(y), (17)
(A→ B)(y) = A(y)→ B(y). (18)
Note that ⊗ and → on the left-hand sides of (17) and (18) denote operations with L-sets while the
symbols of the right-hand sides of the equalities denote the operations in L. As a particular cases
of (17) and (18) which utilize constant L-sets, for every c ∈ L and A ∈ LY , we introduce
c⊗ A = cY ⊗ A, (19)
c→ A = cY → A, (20)
and call c ⊗ A and c → A the c-multiple and the c-shift of A, respectively. Recall that cY which is
used here is defined by (12).
Remark 1. Our system does not have a negation as a fundamental operation. This is in contrast with
approaches which use 1 − a as the (truth function of) negation of a ∈ [0, 1], see [60]. In our case,
1 − a does not make sense because we work with general structures of truth degrees which may not
be defined on the real unit interval. More importantly, the negation is not essential for the presented
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results. Nevertheless, reasonable truth functions of negations may be defined using→ in L as a→ 0
for all a ∈ L, see [23, 24, 35, 38] for details.
In the rest of the paper, L always denotes a complete (residuated) lattice. Moreover, we use the
fact that for a universe set Y , the collection LY of all L-sets in Y together with the full containment
relation ⊆ defined by (13) is also a complete lattice and we denote it by 〈L,⊆〉. In addition, 〈L,⊆〉
equipped with ⊗ and → defined componentwise using the operations in L as in (17) and (18) is a
complete residuated lattice, cf. [3, Theorem 3.6].
2.2 Fuzzy Attribute Implications
Let L be a complete residuated lattice and Y be a non-empty set of symbols called attributes. A fuzzy
attribute implication (or a graded attribute implication, shortly a FAI) in Y is an expression A⇒ B,
where A,B ∈ LY . The intended meaning of A ⇒ B is to express data dependency saying that if
each attribute y ∈ Y is present at least to degree A(y), then each y ∈ Y is present at least to degree
B(y). Considering M ∈ LY as an L-set representing the presence of attributes (i.e., M(y) is a degree
to which y ∈ Y is present), we define the degree ||A⇒ B||∗M to which A⇒ B is true in M ∈ LY by
||A⇒ B||∗M = S(A,M)∗ → S(B,M), (21)
where S is the graded subsethood (14), → is the residuum (a fuzzy implication) in L, and ∗ is a
truth-stressing hedge which serves as an additional parameter of the interpretation of A⇒ B.
Remark 2. The first approach to fuzzy attribute implications and investigation of their role in formal
concept analysis of graded incidence data goes back to Pollandt [52]. The parameterization of FAIs
by hedges (21) was proposed later, see [14] for a survey of results. Using hedges, we encapsulate
different possible interpretations of FAIs and can approach them by a single theory. The following
cases which result by two borderline choices of hedges are especially important:
1. When ∗ is globalization (11), then ||A ⇒ B||∗M = 1 means that A ⊆ M implies B ⊆ M ,
where ⊆ is the full containment of L-sets defined by (13). Therefore, A,B ∈ LY can be seen
as prescribing threshold for each attribute y ∈ Y . If A * M , i.e., the attributes (in M ) are
not present to the prescribed threshold degrees, we get S(A,M) < 1 and so S(A,M)∗ = 0,
meaning that ||A ⇒ B||∗M = 1. If A ⊆ M , then ||A ⇒ B||∗M = S(B,M), i.e., A ⇒ B is true
to the degree to which B is contained in M .
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2. When ∗ is identity, then ||A ⇒ B||∗M = 1 means that S(A,M) → S(B,M) = 1 which is true
iff S(A,M) ≤ S(B,M). Put in words, ||A ⇒ B||∗M = 1 iff the degree to which the attributes
in B are present (in M ) is at least as high as the degree to which the attributes in A are present
(in M ).
Therefore, setting ∗ to globalization and identity represents two possible (and both reasonable) inter-
pretations of FAIs. The cases of other hedges can be seen as transitions between these two borderline
semantics. More detailed explanation can be found in [14, Remark 3.3].
Let Σ be a set of FAIs in Y . An L-set M ∈ LY is called a model of Σ if ||A ⇒ B||∗M = 1 for all
A⇒ B ∈ Σ. Let Mod∗(Σ) denote the set of all models of Σ. That is,
Mod∗(Σ) =
{
M ∈ LY; ||A⇒ B||∗M = 1 for all A⇒ B ∈ Σ
}
. (22)
Let A⇒ B be a FAI in Y . The degree ||A⇒ B||∗Σ to which A⇒ B is semantically entailed by Σ is
defined by
||A⇒ B||∗Σ =
∧
M∈Mod∗(Σ) ||A⇒ B||∗M . (23)
Put in words, ||A⇒ B||∗Σ is a degree to which A⇒ B is true in all models of Σ, i.e., it is the greatest
lower bound of truth degrees to which A⇒ B is true in all models.
The semantic entailment has a complete axiomatization [14] which is based on a system of axioms
and two inference rules and resembles the classic Armstrong axiomatic system [1] for functional
dependencies. Namely, each FAI of the form A∪B ⇒ A (A,B ∈ LY ) is an axiom. In addition, we
introduce an inference rule
A⇒ B, B ∪ C ⇒ D
A ∪ C ⇒ D for all A,B,C,D ∈ L
Y , (24)
which is called a cut (or pseudo-transitivity, see [39, 45]) and an inference rule
A⇒ B
c∗⊗A⇒ c∗⊗B for all A,B ∈ L
Y and c ∈ L, (25)
which is called a c∗-multiplication. As it is usual, the inference rules should be read “from A ⇒ B
and B∪C ⇒ D infer A∪C ⇒ D” in case of (24) and “from A ⇒ B infer c∗⊗A ⇒ c∗⊗B” in case
of (25). Note that in (25), c∗⊗A and c∗⊗B are defined by (19). A notion of provability by Σ is defined
the usual way based on the existence of a finite sequence of formulas which are either assumptions
from Σ, axioms, or are inferred from some preceding formulas in the sequence by (24) or (25). Let
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us stress at this point that analogously as in the case of semantic entailment, the hedge ∗ serves as
a parameter of the provability because it appears explicitly in (25). As a consequence, considering
different hedges changes the inference system.
2.3 Galois Connections and Closure Structures
Let L be a complete (residuated) lattice and let 〈LY ,⊆〉 be the complete lattice of L-sets in Y . A pair
〈f , g〉 of operators f : LY → LY and g : LY → LY is called an isotone Galois connection [19] in
〈LY ,⊆〉 whenever
f(A) ⊆ B iff A ⊆ g(B) (26)
for all A,B ∈ LY ; f is called the lower adjoint of g and, dually, g is called the upper adjoint of f .
In an isotone Galois connection 〈f , g〉, f uniquely determines g and vice versa. In particular,
f(A) =
⋂{B ∈ LY; A ⊆ g(B)}, (27)
g(B) =
⋃{A ∈ LY; f(A) ⊆ B}. (28)
In our paper, we utilize the following properties which follow by (26). For any A,B ∈ LY , Ai ∈ LY
(i ∈ I), and Bi ∈ LY (i ∈ I), the following properties hold:
A ⊆ g(f(A)), (29)
f(g(B)) ⊆ B (30)
A ⊆ B implies f(A) ⊆ f(B), (31)
A ⊆ B implies g(A) ⊆ g(B), (32)
f
(⋃
i∈I Ai
)
=
⋃
i∈I f
(
Ai
)
, (33)
g
(⋂
i∈I Bi
)
=
⋂
i∈I g
(
Bi
)
. (34)
We also utilize composition of isotone Galois connections. That is, for isotone Galois connections
〈f1, g1〉 and 〈f2, g2〉 in 〈LY ,⊆〉, we put
〈f1, g1〉 ◦ 〈f2, g2〉 = 〈f1f2, g2g1〉, (35)
where f1f2 is a composed operator such that f1f2(A) = f1(f2(A)) for all A ∈ LY and analogously
for g2g1. It is easy to see that the composition is again an isotone Galois connection in 〈LY ,⊆〉.
Furthermore, we denote by 1 the operator in LY such that 1(A) = A for any A ∈ LY . Then, 〈1,1〉 is
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trivially an isotone Galois connection in 〈LY ,⊆〉. All isotone Galois connections in 〈LY ,⊆〉 together
with ◦ defined by (35) and 〈1,1〉 form a monoid (i.e., an algebra with associative binary operation ◦
with a neutral element 〈1,1〉).
An operator c : LY → LY is called an L∗-closure operator [6] in 〈LY ,⊆〉 whenever
A ⊆ c(A), (36)
S(A,B)∗ ≤ S(c(A), c(B)), (37)
c(c(A)) ⊆ c(A), (38)
for all A,B ∈ LY (recall that ∗ is a hedge on L). A system S ⊆ LY is called an L∗-closure system in
〈LY ,⊆〉 whenever it is closed under arbitrary intersections and
M ∈ S implies a∗ →M ∈ S, (39)
for each M ∈ S and a ∈ L. There is a one-to-one correspondence between L∗-closure systems
and operators [6]. The structures play an important role in analysis on object-attribute data with
fuzzy attributes, see [13]. In our case, it is important to note that Mod∗(Σ) (for any Σ) is an L∗-
closure system and the corresponding L∗-closure operator maps any M ∈ LY to the least model of Σ
containingM . In fact, in terms of their expressive power, the systems of models of FAIs parameterized
by hedges are exactly the L∗-closure systems, cf. [56].
3 Parameterizations of FAIs
In this section, we first formalize the notion of a parameterization and then we use it to define the
notions of truth, models, and semantic entailment of FAIs. Note that in the case of the parameteri-
zations by hedges outlined in Section 2.2, the parameterization is given by the chosen hedge. As we
shall see in this section, the essence of the parameterization by hedges is captured just by considering
the fixed points of hedges (here, by a fixed point of ∗ we mean any a ∈ L such that a∗∗ = a∗) which
induce particular isotone Galois connection. This motivates us to consider general parameterizations
as systems of isotone Galois connections. The following definition summarizes our requirements on
such systems.
Definition 1. Let S be a set of isotone Galois connections in 〈LY ,⊆〉 which contains 〈1,1〉 and is
closed under composition. The algebra S = 〈S, ◦, 〈1,1〉〉 is called a parameterization of FAIs.
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According to Definition 1, the parameterizations are exactly the submonoids of the monoid of all
isotone Galois connections in 〈LY ,⊆〉. In our paper, we assume this to be the weakest reasonable
condition which is used to define interpretation of FAIs with reasonably strong properties as we shall
see later. Given S, we introduce notions related to the semantic entailment as follows.
Definition 2. Let A,B,M ∈ LY and let S be a parameterization of FAIs. We say that A⇒ B is true
in M under S, written M |=S A⇒ B, whenever
f(A) * M or f(B) ⊆M (40)
holds for all 〈f , g〉 ∈ S. Otherwise, we write M 6|=S A ⇒ B. Let Σ be a set of FAIs in Y . We
say that M ∈ LY is an S-model of Σ whenever M |=S C ⇒ D for all C ⇒ D ∈ Σ. The set of all
S-models of Σ is denoted by ModS(Σ). Furthermore, A⇒ B is semantically entailed by Σ under S,
written Σ |=S A⇒ B, whenever ModS(Σ) ⊆ ModS({A⇒ B}).
Remark 3. (a) Let us note that using the standard relationship between the material implication, nega-
tion, and disjunction, we can restate condition (40) as
if f(A) ⊆M , then f(B) ⊆M. (41)
Furthermore, taking into account the fact that 〈f , g〉 ∈ S is an isotone Galois connection, using (26),
the previous condition is equivalent to
if A ⊆ g(M), then B ⊆ g(M). (42)
Thus, the notion of A ⇒ B being true in M under S may be equivalently defined using the upper
adjoints in S instead of the lower adjoints in S.
(b) The notions of an S-model and semantic entailment under S are defined using the notion of
truth in a standard way but they both depend on chosen S. Note that Definition 2 defines the truth of
FAIs and the semantic entailment as bivalent notions. In Section 5, we show that reasonable graded
notions can also be introduced and, in addition, they are expressible by the bivalent ones. Considering
this important fact, we investigate properties of the bivalent notions and later show how they can be
used to reason about their graded counterparts.
It is important to show that parameterizations by hedges may be viewed as parameterizations
by some systems of isotone Galois connections and thus the proposed notions constitute a proper
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generalization of the parametrization by hedges. This is shown in the following example. It also
shows examples of other non-trivial parameterizations which can be handled in our approach.
Example 1. (a) Let us first consider a parameterization S such that S = {〈1,1〉}. Trivially, S is closed
under composition and contains 〈1,1〉 so it is indeed a parameterization according to Definition 1.
Inspecting (40), M |=S A⇒ B means that A = 1(A) ⊆M implies B = 1(B) ⊆M which holds iff
||A ⇒ B||∗M = 1 where ∗ is (11). Therefore, the case of S = {〈1,1〉} covers the semantics of FAIs
parameterized by globalization, cf. Remark 2.
(b) For each c ∈ L and A,B ∈ LY , we may consider the following operators:
fc⊗(A) = c⊗ A, (43)
gc→(B) = c→ B. (44)
In fact, fc⊗ and gc→ represent c-multiples and c-shifts of L-sets, see (19) and (20). Clearly, (4) yields
that 〈fc⊗, gc→〉 is an isotone Galois connection. Now, let ∗ be a general idempotent truth-stressing
hedge on L and put
S∗ = {〈fc∗⊗, gc∗→〉; c ∈ L}. (45)
For c = 1, we get 〈1,1〉 ∈ S∗. In addition, S∗ is closed under compositions because for any a, b ∈ L
and c = a∗ ⊗ b∗, we have fa∗⊗fb∗⊗ = fc∗⊗ and gb∗→ga∗→ = gc∗→. This is a direct consequence of
the fact that a∗ ⊗ b∗ = (a∗ ⊗ b∗)∗ for all a, b ∈ L, see [11, Lemma 2]. Therefore, S∗ may be used
as a parameterization of the semantics of FAIs. Then, M |=S A ⇒ B means that, for any c ∈ L, we
have that c∗⊗A ⊆ M implies c∗⊗B ⊆ M . Using [14, Lemma 3.13], the last condition is equivalent
to stating that ||A ⇒ B||∗M = 1. Therefore, parameterizations by hedges are indeed a special case of
our general approach.
(c) As a particular case of (b), we may consider S = {〈fc⊗, gc→〉; c ∈ L} which coincides
with the parameterization by ∗ considered as the identity on L which corresponds to the approach by
Pollandt [52]. Therefore, M |=S A⇒ B iff S(A,M) ≤ S(B,M), cf. Remark 2.
(d) A more general approach than using a single hedge is to introduce a hedge for any attribute.
Concept lattices constrained by hedges in this sense are studied in [13]. In our setting, we may
consider FAIs with an analogous type of a parameterization. In general, we may start by considering
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an I-indexed system of L-sets Ci ∈ LY (i ∈ I) and put
S ′ = {〈fCi⊗, gCi→〉; i ∈ I}, (46)
where fCi⊗ is defined by fCi⊗(A) = Ci ⊗ A for all A ∈ LY as in (17) and analogously for gCi→
as in (18). In general, S ′ is not closed under ◦ nor 〈1,1〉 belongs to S ′ but we can consider S
which is generated by S ′, see [58, page 11]. That is S = 〈S, ◦, 〈1,1〉〉 is the least monoid which
contains S ′. We then have M |=S A ⇒ B iff for every sequence i1, . . . , in (including n = 0) such
that fCi1⊗···⊗Cin⊗(A) ⊆ M we have fCi1⊗···⊗Cin⊗(B) ⊆ M considering f⊗ = g→ = 1. Now, if
each attribute has its hedge ∗y as in [13] and if Fy ⊆ L is the set of all its fixed points, then for
I =
∏
y∈Y Fy, we may put Ci(y) = i(y) for all i ∈ I and y ∈ Y . In this particular case, (46) is
already closed under ◦ and contains 〈1,1〉, i.e., S′ = 〈S ′, ◦, 〈1,1〉〉 follows Definition 1.
(e) Further parameterizations may be obtained analogously as in case of (c) using⊕ (a generaliza-
tion of a triangular co-norm [40]) which is adjoint to 	. Namely, we may consider binary operations
⊕ (called an addition) and 	 (called a difference) in L such that ⊕ is commutative, associative, and
has 0 as its neutral element, and
a	 b ≤ c iff a ≤ b⊕ c (47)
for all a, b, c ∈ L, see [26, 48]. For any C ∈ LY , we put
(f	C(A))(y) = A(y)	 C(y), (48)
(gC⊕(B))(y) = C(y)⊕B(y), (49)
for all A,B ∈ LY and y ∈ Y . Clearly, (47) yields that 〈f	C , gC⊕〉 is an isotone Galois connection
and we may consider parameterizations generated by collections of such connections as in (d). Note
that for L defined on the real unit interval by a left-continuous t-norm ⊗, we can consider ⊕ defined
by a ⊕ b = 1 − ((1 − a) ⊗ (1 − b)) for all a, b ∈ [0, 1] and the adjoint operation 	 is then a 	 b =
1− ((1−b)→ (1−a)) for all a, b ∈ [0, 1]. For illustration, Figure 1 depicts fc⊗, gc→, f	c, and gc⊕ in
case of c = 1
3
for the three most important pairs 〈⊗,→〉 of adjoint operations and the corresponding
duals 〈⊕,	〉. The bold contour shows the result of these operators applied to the bell-shaped L-set
drawn by the dotted line. The dashed horizontal line marks the degree c = 1
3
.
(f) So far, the parameterizations have been generated by isotone Galois connections arising by
adjoint operations in L but our approach is far more general than that. For instance, let Y =
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fc⊗
0
1
0
1
0
1
gc→
0
1
0
1
0
1
f	c
0
1
0
1
0
1
gc⊕
0
1
0
1
0
1
Łukasiewicz Go¨del Goguen
Figure 1: Examples of operators from Example 1 for Łukasiewicz, Go¨del, and Goguen operations.
{0, 1, . . . , n− 1} and consider S = {〈f+i, g−i〉; i = 1, . . . , n}, where
(f+i(A))(y) = A((y + i) mod n), (50)
(g−i(B))(y) = B((y − i) mod n) (51)
for all i = 1, . . . , n, A,B ∈ LY , and y ∈ Y with x mod n denoting the result of the usual modulo
operation. Clearly, 〈f+n, g−n〉 = 〈1,1〉 ∈ S and S is closed under ◦. Hence, S may be viewed as a
parameterization which formalizes requirement on “rotation of attributes”. Indeed, M |=S A ⇒ B
iff, for every i: If A rotated by i (modulo n) is a subset of M , then B rotated by i (modulo n) is a
subset of M . This particular parameterization represents a non-trivial modification of the semantics
of if-then rules even in the crisp case, i.e., when L is a two-element Boolean algebra.
(g) All the methods (a)–(f) can be combined. In general, one can take existing parameterizations
S1,S2, . . . and consider a parameterization which is generated by the union of sets of isotone Galois
connections in all S1,S2, . . . Further possibilities of obtaining parameterizations is to generate them
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from existing object-attribute data with graded attributes [29].
In the rest of this section, we study the structure of models of FAIs with general parameterizations
and properties of the semantic entailment under S. We first show that systems of models of FAIs
parameterized by S are exactly closure systems which are in addition closed under applications of all
upper adjoints in S.
Definition 3. An operator c : LY → LY is called an S-closure operator in 〈LY ,⊆〉 whenever
A ⊆ c(A), (52)
A ⊆ B implies c(A) ⊆ c(B), (53)
c(g(c(A))) ⊆ g(c(A)), (54)
are satisfied for all A,B ∈ LY and all 〈f , g〉 ∈ S. A system S ⊆ LY is called an S-closure system in
〈LY ,⊆〉 whenever it is closed under arbitrary intersections and
M ∈ S implies g(M) ∈ S (55)
for each M ∈ S and all 〈f , g〉 ∈ S.
Note that S-closure operators are indeed closure operators because the idempotency condition
c(c(A)) ⊆ c(A) is a special case of (54) for g = 1.
Theorem 4. Let c and S be an S-closure operator and an S-closure system in 〈LY ,⊆〉, respectively.
Then, Sc = {A ∈ LY ; A = c(A)} and cS where cS(A) =
⋂{B ∈ S; A ⊆ B} for all A ∈ LY are
an S-closure system and an S-closure operator in 〈LY ,⊆〉, respectively. In addition to that, c = cSc
and S = ScS .
Proof. TakeA ∈ Sc. Using (54), c(g(A)) = c(g(c(A))) ⊆ g(c(A)) = g(A). The converse inclusion
follows by (52), i.e., c(g(A)) = g(A), showing g(A) ∈ Sc. Also, cS(A) ∈ S and thus g(cS(A)) ∈ S
which gives g(cS(A)) = cS(g(cS(A))), proving (54). The rest is clear.
Theorem 5. Let Σ be a set of FAIs. Then ModS(Σ) is an S-closure system.
Proof. The fact that ModS(Σ) is closed under arbitrary intersections follows by standard arguments.
We show that ModS(Σ) is closed under all g’s. That is, for any M ∈ ModS(Σ) and A⇒ B ∈ Σ, we
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prove that g(M) |= A⇒ B for all g in S. We utilize the fact that S is closed under composition. Let
〈g1,f1〉 ∈ S and 〈g2,f2〉 ∈ S. If f2(A) ⊆ g1(M), then using (26), we get f1f2(A) = f1(f2(A)) ⊆
M and so f1f2(B) = f1(f2(B)) ⊆M because f1f2 is a composed operator in S and M |= A⇒ B.
Therefore, (26) used once again yields f2(B) ⊆ g1(M), meaning that g1(M) |= A ⇒ B and so
g1(M) ∈ ModS(Σ).
Theorem 6. Let S be an S-closure system in 〈LY ,⊆〉. Then, for
ΣS = {A⇒ cS(A); A ∈ LY }, (56)
we have S = ModS(ΣS).
Proof. Recall that cS is the S-closure operator induced by S, see Theorem 4. We prove the assertion
by showing that both inclusions of S = ModS(ΣS) hold.
Let M ∈ S and A ∈ LY . That is, M = cS(M) and A ⇒ cS(A) ∈ ΣS . Furthermore, consider
any 〈f , g〉 ∈ S. If f(A) ⊆ M , then f(A) ⊆ cS(M) and so A ⊆ g(cS(M)). Using the isotony of
cS , we further get cS(A) ⊆ cS(g(cS(M))) and so (54) yields cS(A) ⊆ g(cS(M)), i.e., f(cS(A)) ⊆
cS(M) = M . Therefore, for an operator f , we have shown that, for any A ∈ LY , f(A) ⊆M implies
f(cS(A)) ⊆M , i.e., M ∈ ModS(ΣS).
Conversely, assume that M ∈ ModS(ΣS). It suffices to show that M is a fixed point of cS . This
is easy to see since from M ⇒ cS(M) ∈ ΣS and considering f = g = 1, it follows that 1(M) ⊆M
and so cS(M) = 1(cS(M)) ⊆M , proving that M = cS(M).
The following assertion characterizes the semantic entailment under S in terms of least models.
Since ModS(Σ) is an S-closure system, Theorem 4 allows us to consider the corresponding S-closure
operator cModS(Σ). For brevity, we denote the operator cModS(Σ) simply by [· · ·]SΣ, i.e., [A]SΣ is the least
S-model of Σ containing A.
Theorem 7. For each set Σ of FAIs and each A⇒ B, the following conditions are equivalent:
(i) Σ |=S A⇒ B,
(ii) [M ]SΣ |=S A⇒ B for all M ∈ LY ,
(iii) [A]SΣ |=S A⇒ B,
(iv) B ⊆ [A]SΣ,
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Proof. If (i) holds, then (ii) is satisfied because [M ]SΣ ∈ ModS(Σ) for all M ∈ LY . In addition to
that, (ii) implies (iii) trivially. Furthermore, for f = g = 1, we have f(A) = A ⊆ [A]SΣ and by (iii) it
follows that B = f(B) ⊆ [A]SΣ, showing (iv). So, it suffices to check that (iv) implies (i).
Take M ∈ ModS(Σ) and let f(A) ⊆ M for 〈f , g〉 ∈ S. As a consequence, A ⊆ g(M) and thus
[A]SΣ ⊆ [g(M)]SΣ because of the isotony of [· · ·]SΣ. Now, (iv) yields B ⊆ [g(M)]SΣ. In addition to that,
Theorem 5 shows that g(M) ∈ ModS(Σ) and so [g(M)]SΣ = g(M), showing B ⊆ g(M) and thus
f(B) ⊆M , proving M |=S A⇒ B which establishes (i).
The semantic entailment of FAIs parameterized by hedges has the following property: For any
set Σ of FAIs and any A,B ∈ LY , ||A ⇒ B||∗Σ = 1 if and only if ||0Y ⇒ B||∗Σ∪{0Y⇒A} = 1. This
property can be seen as a semantic counterpart to the classic deduction theorem of propositional logic.
The following assertion shows that the property holds for the general semantics if all f ’s are intensive,
i.e., f(M) ⊆M for all f and M .
Theorem 8. Let f(M) ⊆ M for all 〈f , g〉 ∈ S and M ∈ LY . Then, for any Σ and A,B ∈ LY , we
have Σ |=S A⇒ B iff Σ ∪ {0Y ⇒ A} |=S 0Y ⇒ B.
Proof. The only-if part follows by the monotony of |=S. In order to prove the if-part of the assertion,
assume that Σ ∪ {0Y ⇒ A} |=S 0Y ⇒ B and take any M ∈ ModS(Σ). Furthermore, suppose that
f1(A) ⊆ M for 〈f1, g1〉 ∈ S. It follows that A ⊆ g1(M). In addition, for any 〈f2, g2〉 ∈ S, f2
is isotone and so f2(A) ⊆ f2(g1(M)). Using the assumption of intensivity of f2, the last inequality
yields f2(A) ⊆ g1(M). That is, g1(M) |=S 0Y ⇒ A because f2 has been taken arbitrarily. Moreover,
Theorem 5 shows that g1(M) ∈ ModS(Σ) and so g1(M) ∈ ModS(Σ ∪ {0Y ⇒ A}) which further
gives g1(M) |=S 0Y ⇒ B because Σ ∪ {0Y ⇒ A} |=S 0Y ⇒ B. Hence, for f = 1, g1(M) |=S
0Y ⇒ B yields B ⊆ g1(M). Therefore, we have shown that f1(A) ⊆ M implies f1(B) ⊆ M for all
〈f1, g1〉 ∈ S and M ∈ ModS(Σ), proving Σ |=S A⇒ B.
According to Theorem 7, in order to check Σ |=S A⇒ B, it suffices to determine [A]SΣ and check
whether the inclusion B ⊆ [A]SΣ is satisfied. Constructive methods to compute fixed points of [· · ·]SΣ
can be introduced based on computing fixed points of immediate consequence operators [54, 55]. For
any Σ and S, we define an operator tSΣ : L
Y → LY by
tSΣ(M) = M ∪
⋃{f(B); A⇒ B ∈ Σ, 〈f , g〉 ∈ S, and f(A) ⊆M}. (57)
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for all M ∈ LY . The operator is isotone and extensive and by standard arguments it follows that
fixed points of [· · ·]SΣ may be obtained as fixed points of an iterated closure operator based on (57).
In particular, if both Y and L are finite, then there is N such that N = tSΣ(t
S
Σ(· · · (M) · · · )) with tSΣ
applied at most |L|× |Y | times for which we have tSΣ(N) = N and thus [M ]SΣ = N , see also [18, 44].
This observation allows to use a simple modification of the well-known algorithm CLOSURE [45,
Algorithm 4.2] to compute the fixed points of [· · ·]SΣ, cf. also [28].
4 Description of Dependencies in Data
In this section, we describe FAIs which are true in given object-attribute data with fuzzy attributes and
characterize non-redundant sets of FAIs which describe all FAIs true in given data. The input data
can be seen as two-dimensional tables with rows corresponding to objects, columns corresponding to
attributes, and table entries being degrees in L, incidating degrees to which objects have do/not have
attributes, i.e., we work with the same type of input data as in [13] and related approaches. The input
data is formalized as follows.
For a non-empty set X of objects and set Y of attributes (as before), an L-context (a fuzzy context
with degrees in L, see [3, 13, 52]) is a triplet 〈X, Y, I〉 where I : X × Y → L, i.e., I is a binary
L-relation between X and Y ; I(x, y) ∈ L is interpreted as a degree to which the object x ∈ X has
the attribute y ∈ Y . In order to simplify notation, for any x ∈ X we consider Ix ∈ LY such that
Ix(y) = I(x, y) for all y ∈ Y . Under this notation, we define the notion of A ⇒ B being true in
〈X, Y, I〉 under S as follows.
Definition 9. Let 〈X, Y, I〉 be an L-context and let A,B ∈ LY . We say that A ⇒ B is true in
〈X, Y, I〉, written I |=S A⇒ B, whenever Ix |=S A⇒ B for all x ∈ X .
Our goal is to characterize, in a concise way, all FAIs which are true in given 〈X, Y, I〉 considering
S. The description we offer here utilizes a couple of operators I : 2X×Sg → LY and I : LY → 2X×Sg
where Sg = {g; 〈f , g〉 ∈ S} such that
F I = ⋂{g(Ix); 〈x, g〉 ∈ F}, (58)
GI = {〈x, g〉; G ⊆ g(Ix)}, (59)
for all F ⊆ X×Sg andG ∈ LY . It is easy to see that 〈I , I 〉 forms an antitone Galois connection [28],
i.e., F ⊆ GI iff G ⊆ F I for all F ⊆ X×Sg and G ∈ LY . As a consequence, the composed operator
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II : LY → LY , i.e.
GII = ⋂{g(Ix); G ⊆ g(Ix)}, (60)
for all G ∈ LY , is a closure operator. The following assertion shows that GII can be seen as an L-set
of attributes which are implied by G and can be used to characterize FAIs which are true in 〈X, Y, I〉
under S.
Theorem 10. For each I : X × Y → L and each A⇒ B, the following conditions are equivalent:
(i) I |=S A⇒ B,
(ii) MII |=S A⇒ B for all M ∈ LY ,
(iii) AII |=S A⇒ B,
(iv) B ⊆ AII ,
(v) AI ⊆ BI .
Proof. First, observe that “(ii)⇒ (iii)” is trivial, “(iii)⇒ (iv)” follows immediately for f = 1, and
“(iv)⇒ (v)” is a consequence of the fact that 〈I , I 〉 is an antitone Galois connection. Hence, it
remains to prove that (i) implies (ii) and that (v) implies (i).
Suppose that (i) is satisfied. Take 〈f1, g1〉 ∈ S andM ∈ LY such that f1(A) ⊆MII . Using (60),
the last inclusion means that f1(A) ⊆ g2(Ix) for all x ∈ X and 〈f2, g2〉 ∈ S such that M ⊆ g2(Ix).
Since I |=S A ⇒ B, it then follows that f1(B) ⊆ g2(Ix) for all x ∈ X and 〈f2, g2〉 ∈ S such that
M ⊆ g2(Ix). Hence, (60) gives f1(B) ⊆MII , proving (ii).
Finally, suppose that (v) is satisfied. Using (59), AI ⊆ BI yields that for all x ∈ X and
〈f , g〉 ∈ S: A ⊆ g(Ix) implies B ⊆ g(Ix), i.e., f(A) ⊆ Ix implies f(B) ⊆ Ix, proving (i).
The rest of this section is devoted to determining bases of FAIs. That is, given 〈X, Y, I〉, we wish
to find non-redudnant sets of FAIs which entail exactly all FAIs which are true in 〈X, Y, I〉 under
S. In a similar way as in the case of parameterizations by hedges [14, Section 5], we show that all
properties necessary to determine bases hold for any parameterization S.
Definition 11. Let 〈X, Y, I〉 be an L-context. A set Σ of FAIs is called S-complete in 〈X, Y, I〉
whenever, for all A,B ∈ LY , Σ |=S A⇒ B iff I |=S A⇒ B. Furthermore, Σ is called an S-base of
〈X, Y, I〉 if it is S-complete in 〈X, Y, I〉 and no Σ′ ⊂ Σ is S-complete in 〈X, Y, I〉.
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Theorem 12. Let 〈X, Y, I〉 be anL-context and Σ be a set of FAIs in Y . Then, the following conditions
are equivalent:
(i) Σ is S-complete in 〈X, Y, I〉,
(ii) ModS(Σ) = SII ,
(iii) [M ]SΣ = M
II for all M ∈ LY .
Proof. Clearly, (ii) and (iii) are equivalent because ModS(Σ) and SII (the set of all fixed points of
the closure operator II ) coincide if and only if the fixed points generated by any M ∈ LY coincide.
Furthermore, (iii) implies (i). Indeed, for any A ⇒ B, using Theorem 7, we have Σ |=S A ⇒ B iff
B ⊆ [A]SΣ = AII which is according to Theorem 10 true iff I |=S A ⇒ B, proving (i). Therefore,
it suffices to prove that (i) implies (iii). Take any M ∈ LY . Since MII ⊆MII , Theorem 10 gives
I |=S M ⇒MII and so Σ |=S M ⇒MII , showingMII ⊆ [M ]SΣ on account of Theorem 7. The
converse inclusion can be proved in much the same way: [M ]SΣ ⊆ [M ]SΣ gives Σ |=S M ⇒ [M ]SΣ by
Theorem 7 and so we have I |=S M ⇒ [M ]SΣ which yields [M ]SΣ ⊆MII owing to Theorem 10.
Theorem 13. Let 〈X, Y, I〉 be an L-context and Σ be a set of FAIs which is S-complete in 〈X, Y, I〉.
Then, the following conditions are equivalent:
(i) Σ is an S-base of 〈X, Y, I〉,
(ii) Σ \ {A⇒ B} 6|=S A⇒ B for all A⇒ B ∈ Σ,
(iii) [A]SΣ\{A⇒B} ⊂ [A]SΣ for all A⇒ B ∈ Σ.
Proof. In order to see that (i) implies (ii), take any A⇒ B ∈ Σ and observe that Σ \ {A⇒ B} is not
S-complete in 〈X, Y, I〉. Hence, ModS(Σ) ⊂ ModS(Σ \ {A⇒ B}) on account of Theorem 12. Take
M ∈ ModS(Σ \ {A ⇒ B}) such that M 6∈ ModS(Σ). We have M 6|=S A ⇒ B because otherwise
we would obtain M ∈ ModS(Σ). Therefore, Σ \ {A⇒ B} 6|=S A⇒ B.
Now, assume that (ii) is satisfied. The fact Σ \ {A ⇒ B} 6|=S A ⇒ B means B * [A]SΣ\{A⇒B}
owing to Theorem 7. Since Σ |=S A ⇒ B trivially because A ⇒ B ∈ Σ, we get B ⊆ [A]SΣ.
Moreover, [A]SΣ\{A⇒B} ⊆ [A]SΣ together with B ⊆ [A]SΣ and B * [A]SΣ\{A⇒B} yield [A]SΣ\{A⇒B} ⊂
[A]SΣ, proving (iii).
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Finally, assume that (iii) is satisfied and let any Σ′ ⊂ Σ. Take A⇒ B ∈ Σ such that A⇒ B 6∈ Σ′.
We have Σ |=S A ⇒ [A]SΣ on account of Theorem 7. On the other hand, [A]SΣ\{A⇒B} ⊂ [A]SΣ means
[A]SΣ * [A]SΣ\{A⇒B} and so Σ \ {A ⇒ B} 6|=S A ⇒ [A]SΣ by Theorem 7. As a consequence,
Σ′ 6|=S A⇒ [A]SΣ. Therefore, Σ′ is not S-complete in 〈X, Y, I〉, proving (i).
Particular sets of FAIs which are S-complete in given data and can be used to find bases by
removing redundant formulas are given by systems ofL-sets which are based on a generalized concept
of a pseudo-intent [34].
Definition 14. An L-set P ∈ LY is an S-pseudo intent of 〈X, Y, I〉 whenever P ⊂ P II and for each
S-pseudo intent Q ⊂ P of 〈X, Y, I〉, we have QII ⊆ P .
Theorem 15. If L and Y are finite, then ΣI = {P ⇒ P II ; P is S-pseudo intent of 〈X, Y, I〉} is
S-complete in 〈X, Y, I〉.
Proof. As in the case of bivalent attribute implications [28, 34], the finiteness of L and Y ensures that
S-pseudo intents are well defined. Owing to Theorem 12, it suffices to check that ModS(ΣI) = SII .
Evidently, we have SII ⊆ ModS(ΣI) on account of Theorem 6. Thus, it suffices to prove the
converse inclusion. Let M ∈ ModS(ΣI), i.e., M |=S P ⇒ P II for each S-pseudo intent P of
〈X, Y, I〉. Now, if M were an S-pseudo intent of 〈X, Y, I〉, we would get M 6∈ ModS(ΣI) since
M 6|=S M ⇒ MII . Therefore, M is not an S-pseudo intent of 〈X, Y, I〉. In addition, for every
S-pseudo intent P ⊂M , M |=S P ⇒ P II yields P II = f(P II ) ⊆M for f = 1. Therefore, by
Definition 14, we must have M = MII , i.e., M ∈ SII .
Based on Theorem 15, we may determine an S-base of 〈X, Y, I〉 by first computing all S-pseudo
intents. This can be done by any algorithm for computing fixed points of fuzzy closure operators [4]
in lectical order [27]. Then, Theorem 15 yields that ΣI is complete. In case of S = {〈1,1〉}, it can
be shown that it is in addition non-redundant and minimal in the number of formulas [14, Theorem
5.20]. This is a consequence of the fact that for such S, the semantics of FAIs corresponds to the
parameterization by globalization, see Example 1 (a). In general, ΣI is not an S-base but applying
Theorem 13 (ii) and Theorem 7 (iv), we can determine its subset which is an S-base by removing all
P ⇒ P II ∈ ΣI which are redundant in ΣI .
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Remark 4. We have shown that the fixed points of II are useful in describing S-bases of data. In
addition, the fixed points may be seen as (fuzzy) clusters of attributes present in 〈X, Y, I〉. Indeed,
following the usual interpretation of fixed points of concept-forming operators in formal concept
analysis [28], MII is a (fuzzy) cluster of attributes (so-called intent generated by M ) shared by all
objects x ∈ X which have all the attributes in M ; MII (y) is interpreted as the degree to which
y ∈ Y belongs to the cluster. When ordered by ⊆ defined by (13), the set of all clusters in 〈X, Y, I〉
forms a complete lattice.
5 Complete Axiomatization and Approximate Inference
The semantic entailment under S is axiomatizable. Indeed, in this section, we present a complete
inference system and a particular notion of provability which coincides with the semantic entailment
under S. Furthermore, in addition to the bivalent notion of a semantic entailment under S, we intro-
duce its graded counterpart. That is, instead of just considering Σ |=S A ⇒ B or Σ 6|=S A ⇒ B, we
show there is a reasonable notion of a degree to which A ⇒ B follows by Σ under S. Interestingly,
the degrees of semantic entailment can also be characterized by a suitable notion of provability which
can be derived from the bivalent provability. In the following definition we utilize axioms and the
inference rule (24) as they were presented in Section 2.2.
Definition 16. Let Σ be a set of FAIs in Y and S be a parameterization. An S-proof of A ⇒ B by
Σ is a sequence ϕ1, . . . , ϕn of FAIs such that ϕn is A ⇒ B and, for every i ∈ I , ϕi is an axiom or
ϕi ∈ Σ or ϕi results from some ϕ1, . . . , ϕi−1 using (24) or using
A⇒ B
f(A)⇒ f(B) (61)
for some 〈f , g〉 ∈ S. If there is an S-proof of A ⇒ B by Σ, we say that A ⇒ B is S-provable by Σ
and denote the fact by Σ `S A⇒ B.
The following soundness and completeness theorems are established.
Theorem 17. If Σ `S A⇒ B, then Σ |=S A⇒ B.
Proof. Observe we have M |=S A∪B ⇒ B for any M ∈ LY . Indeed, if f(A∪B) ⊆ M for
〈f , g〉 ∈ S then owing to the isotony of f and transitivity of ⊆, we get f(B) ⊆ f(A∪B) ⊆M .
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We show that (24) is a sound inference rule. Let M |=S A⇒ B and M |=S B∪C ⇒ D. Suppose
that for 〈f , g〉 ∈ S, we have f(A∪C) ⊆M . Then, we also have f(A) ⊆M and f(C) ⊆M because
f is isotone. Hence, f(A) ⊆ M and M |=S A ⇒ B yield f(B) ⊆ M . Now, f(B) ⊆ M together
with f(C) ⊆ M give B ⊆ g(M) and C ⊆ g(M) and thus B ∪ C ⊆ g(M), i.e., f(B∪C) ⊆ M .
Using f(B∪C) ⊆ M , we get f(D) ⊆ M because M |=S B∪C ⇒ D. As a consequence, if
M |=S A⇒ B and M |=S B∪C ⇒ D, then M |=S A∪C ⇒ D.
Moreover, (61) is sound: Let M |=S A ⇒ B, 〈f1, g1〉 ∈ S, and 〈f2, g2〉 ∈ S. Clearly, if
f1(f2(A)) = f1f2(A) ⊆M , then f1(f2(B)) = f1f2(B) ⊆M because M |=S A⇒ B and f1f2 is a
composed operator in S. Therefore, M |=S f(A)⇒ f(B) for any 〈f , g〉 ∈ S.
The rest follows by induction on the length of an S-proof.
Theorem 18. Let Y and L be finite. If Σ |=S A⇒ B, then Σ `S A⇒ B.
Proof. Suppose that Σ 0S A ⇒ B, we show that Σ 6|=S A ⇒ B. In order to see that, we find an
S-model of Σ in which A⇒ B is not true. Put SA = {C ∈ LY ; Σ `S A⇒ C} and take A+ =
⋃SA.
Since SA is finite, using additivity [14, Lemma 4.2] which is a consequence of having (24) as our
inference rule, we get that A+ ∈ SA and so Σ `S A ⇒ A+. Take any E ⇒ F ∈ Σ and suppose that
f(E) ⊆ A+ for 〈f , g〉 ∈ S. By projectivity [14, Lemma 4.2], we get Σ `S A ⇒ f(E). Moreover,
using Σ `S E ⇒ F , we get Σ `S f(E) ⇒ f(F ) by (61). By (24), Σ `S A ⇒ f(F ) which means
f(F ) ⊆ A+. Therefore, A+ ∈ ModS(Σ).
In addition to that, we have A+ 6|=S A ⇒ B. Indeed, by contradiction, A+ |=S A ⇒ B would
yield A = 1(A) ⊆ A+ and so B = 1(B) ⊆ A+, i.e., Σ `S A⇒ B by projectivity which contradicts
the fact that Σ 0S A⇒ B.
Remark 5. Theorem 18 is limited to finite Y and L. If one wishes to have a complete axiomatization
for any Y and L, it can be done by introducing an infinitary cut, see [43] and [10] for details. Also
note that there are several other inference systems which are equivalent to the system we use in this
section. For instance, the inference rules (24) and (61) can equivalently be replaced by a single rule
of the form
A⇒ f(B), B ∪ C ⇒ D
A ∪ f(C)⇒ f(D) (62)
for all A,B,C,D ∈ LY and 〈f , g〉 ∈ S. This is easy to see using (33) and f(0Y ) = 0Y .
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Another equivalent inference system may be introduced by considering normalized proofs using
inference rules of reflexivity, accumulation, and projectivity together with (61) analogously as it is
shown in [11]. In fact, in order to adopt the approach in [11] to our setting, it suffices to prove
that (61) is idempotent and commutes with axioms and (24) in the following sense.
Lemma 19. Each FAI which is derived using (61) from an axiom is an axiom. If a FAI is derived
first by using (24) and then by using (61), it can also be derived first by using (61) twice and then by
using (24).
Proof. Both claims follow by (33). Indeed, the first claim is immediate and the second one can be
shown as follows. If a formula is derived first by (24) from A⇒ B and B∪C ⇒ D and then by (61),
then it must be of the form f(A∪C)⇒ f(D). Observe that (61) used with A⇒ B and B ∪C ⇒ D
yields f(A) ⇒ f(B) and f(B ∪ C) ⇒ f(D) which is equal to f(B) ∪ f(C) ⇒ f(D). Therefore,
we may use (24) to infer f(A) ∪ f(C)⇒ f(D) which equals f(A ∪ C)⇒ f(D).
As a consequence of Lemma 19, each S-proof by Σ can be transformed into an S-proof of the same
formula in which all applications of (61) appear before all applications of (24). In the transformed
proof, (61) is applied only to formulas in Σ. We therefore have the following consequence.
Corollary 20. Σ `S A⇒ B iff there is
ΣS ⊆ {f(A)⇒ f(B); A⇒ B ∈ Σ and 〈f , g〉 ∈ S} (63)
such that A⇒ B is provable by ΣS using axioms and (24) as the only inference rule.
In the rest of this section, we deal with graded notions of semantic entailment and provability
using general parameterization S. Recall that |=S introduced in Definition 2 is a bivalent notion. A
formula either is true in M (or entailed by Σ) or not. In contrast, the notions of truth and entailment
of FAIs parameterized by hedges [14], i.e., (21) and (23), are introduced as graded notions. We now
show that our general approach also admits such graded notions. Interestingly, the introduced notions
are fully expressible by the bivalent ones.
Definition 21. Let A,B,M ∈ LY and let S be a parameterization of FAIs. The degree to which
A⇒ B is true in M under S, written ||A⇒ B||SM , is defined by
||A⇒ B||SM =
∨{c ∈ L; M |=S A⇒ c⊗B}. (64)
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Let Σ be a set of FAIs. The degree to which A ⇒ B is semantically entailed by Σ under S, written
||A⇒ B||SΣ, is defined by
||A⇒ B||SΣ =
∧
M∈ModS(Σ) ||A⇒ B||SM . (65)
Remark 6. Two remarks are in order. First, ||A ⇒ B||SM ∈ L is not only a supremum of degrees
but also the greatest degree among all c ∈ L such that M |=S A ⇒ c⊗B. Indeed, put K =
{c ∈ L; M |=S A ⇒ c⊗B} and observe that trivially 0 ∈ K. Moreover, if ci ∈ K (i ∈ I),
then f(ci⊗B) ⊆ M for all i ∈ I yields ci⊗B ⊆ g(M) for all i ∈ I and so c⊗B ⊆ g(M) for
c =
∨
i∈I ci owing to (2) and so c ∈ K, proving ||A ⇒ B||SM ∈ K. Second, if S∗ corresponds to
a parameterization given by hedge ∗ as in Example 1 (b), then ||A ⇒ B||S∗M = ||A ⇒ B||∗M for all
A,B,M ∈ LY and the same applies to (65) and (23). This shows that graded entailment under S is a
proper generalization of the graded entailment parameterized by hedges [14].
The following assertion shows that the least S-model [A]SΣ containing A can be used to express
the degrees of semantic entailment under S. Therefore, the assertion extends Theorem 7 in that it
characterizes arbitrary degrees of entailment and is not restricted just to the “full entailment’, i.e, the
entailment to degree 1.
Theorem 22. Let Σ be a set of FAIs in Y , S be a parameterization. Then, for any A,B ∈ LY ,
||A⇒ B||SΣ =
∨{c ∈ L; Σ |=S A⇒ c⊗B} = S(B, [A]SΣ). (66)
Proof. Using (65), [A]SΣ ∈ ModS(Σ), (64), and Theorem 7 (iii), we have
||A⇒ B||SΣ =
∧
M∈ModS(Σ) ||A⇒ B||SM ≤ ||A⇒ B||S[A]SΣ
=
∨{c ∈ L; [A]SΣ |=S A⇒ c⊗B} = ∨{c ∈ L; Σ |=S A⇒ c⊗B}.
Using Theorem 7 (iv), it follows that∨{c ∈ L; Σ |=S A⇒ c⊗B} = ∨{c ∈ L; c⊗B ⊆ [A]SΣ}
=
∨{c ∈ L; c ≤ S(B, [A]SΣ)} = S(B, [A]SΣ).
In order to prove that S(B, [A]SΣ) ≤ ||A ⇒ B||SΣ, we show S(B, [A]SΣ) ≤ ||A ⇒ B||SM for any
M ∈ ModS(Σ). By (64), it means showing S(B, [A]SΣ) ≤
∨{c ∈ L; M |=S A ⇒ c⊗B} for any
M ∈ ModS(Σ). For every M ∈ ModS(Σ), it suffices to prove M |=S A⇒ c⊗B for c = S(B, [A]SΣ)
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happy kids low cost happy adults easy travel
walking holiday 0.25 0.75 1 0.75
cruise holiday 0.5 0.25 0.5 0.5
beach holiday 0.75 0.25 0.75 0.25
stay at home 0.25 1 0.5 1
holiday camp 1 0.25 0.25 0.25
Figure 2: Input data: Leisure activities and their properties expressed by degrees.
which is indeed the case: Assume that f(A) ⊆M for 〈f , g〉 ∈ S. Then,A ⊆ g(M) and the isotony of
[· · ·]SΣ yields [A]SΣ ⊆ [g(M)]SΣ = g(M) because g(M) ∈ ModS(Σ) owing to Theorem 5. Therefore,
S(B, [A]SΣ) ≤ S(B, g(M)) which holds iff S(B, [A]SΣ)⊗B ⊆ g(M), i.e., iff f(S(B, [A]SΣ)⊗B) ⊆M ,
proving M |=S A⇒ c⊗B for c = S(B, [A]SΣ).
The previous observation allows us to define a degree |A ⇒ B|SΣ to which A ⇒ B is S-provable
by Σ by |A ⇒ B|SΣ =
∨{c ∈ L; Σ `S A ⇒ c⊗B} for which Theorem 18 yields that |A ⇒ B|SΣ =
||A ⇒ B||SΣ provided that L and Y are finite (otherwise we may introduce an infinitary cut or its
equivalent [10, 43]). Recall that in the terminology of [35, Section 9.2], this shows that our logic
is Pavelka-style [49, 50, 51] complete which means that degrees of semantic entailment (under S)
are exactly the degrees of S-provability. Readers interested in fuzzy logics admitting this style of
completeness are referred to [30, 47].
6 Illustrative Examples
In this section, we show examples of concrete parameterizations of FAIs and show their influence on
the number of dependencies derived from object-attribute data using methods described in Section 4.
We take the table in Fig. 2 as the input data1.
Note that in the terminology of formal concept analysis [28] of data with fuzzy attributes [3, 46,
52], the table in Fig. 2 represents an L-context with the set X of object being the types of leisure activ-
ities, the set Y of attributes being properties/features of the activities, and theL-relation I representing
1http://www.mycoted.com/Comparison_tables
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Figure 3: Systems of fixed points of II from Example 2.
the presence of properties by degrees taken from the real unit interval, e.g.,
I(beach holiday, happy adults) = 0.75
means “beach holiday makes adults happy at least to degree 0.75.” In the examples below, we assume
that L (our structure of degrees) is a complete residuated lattice on L = {0, 0.25, 0.5, 0.75, 1} with
the Go¨del operations, i.e., ∧ and ⊗ coincide with the minimum, ∨ coincides with the maximum, and
a→ b = b for a > b and a→ b = 1 for a ≤ b, cf. (5) and (6).
Given this data, we may be interested in discovering dependencies between the presence of at-
tributes to be able to answer questions like “Does a low cost holiday make parents happy (and to
what degree)?” We show by examples that non-redundant bases which describe all such dependen-
cies present in data as well as their systems of models, which can be seen as systems of clusters found
in the data [28], are directly influenced by the choice of a parameterization.
Example 2. (a) Consider S1 = {〈1,1〉, 〈f0.5⊗, g0.5→〉} where f0.5⊗ and g0.5→ are defined by (43) and
(44), respectively. This parameterization agrees with a parameterization by a hedge with fixed points
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0, 0.5, and 1. In this case, the set of FAIs given by Theorem 15 which is S1-complete in 〈X, Y, I〉 is
also an S1-base and consists of 11 formulas:
ΣI = {{k, 0.25/l, 0.75/a, 0.25/e}⇒{k, 0.25/l, a, 0.25/e},
{0.75/k, 0.25/l, a, 0.25/e}⇒{k, 0.25/l, a, 0.25/e},
{0.75/k, 0.25/l, 0.5/a, 0.25/e}⇒{0.75/k, 0.25/l, 0.75/a, 0.25/e},
{0.5/k, 0.25/l, 0.75/a, 0.25/e}⇒{0.75/k, 0.25/l, 0.75/a, 0.25/e},
{0.5/k, 0.25/l, 0.5/a, 0.75/e}⇒{k, 0.25/l, a, e},
{0.25/k, l, 0.5/a, 0.75/e}⇒{0.25/k, l, 0.5/a, e},
{0.25/k, 0.75/l, 0.5/a, e}⇒{0.25/k, l, 0.5/a, e},
{0.25/k, 0.5/l, 0.25/a, 0.25/e}⇒{0.25/k, 0.75/l, 0.5/a, 0.75/e},
{0.25/k, 0.25/l, 0.75/a, 0.5/e}⇒{0.25/k, 0.25/l, a, 0.75/e},
{0.25/k, 0.25/l, 0.25/a, 0.5/e}⇒{0.25/k, 0.25/l, 0.5/a, 0.5/e},
0Y ⇒{0.25/k, 0.25/l, 0.25/a, 0.25/e}}.
The S1-base can be presented in a more compact way by removing superfluous attributes from an-
tecedents and consequents of formulas. That is, for each A ⇒ B in ΣI , we may take minimal
A′, B′ ∈ LY such that A′ ⊆ A and B′ ⊆ B and Σ′I = {A′ ⇒ B′;A ⇒ B ∈ ΣI} is S1-complete in
〈X, Y, I〉. For instance,
Σ′I = {{k, 0.5/a}⇒{a}, {0.5/k, a}⇒{k}, {0.75/k, 0.5/a}⇒{0.75/a}, {0.5/k, 0.75/a}⇒{0.75/k},
{0.5/k, 0.75/e}⇒{0.75/a, e}, {l}⇒{e}, {0.5/l, e}⇒{l}, {0.5/l}⇒{0.75/l, 0.75/e},
{0.75/a, 0.5/e}⇒{a, 0.75/e}, {0.5/e}⇒{0.5/a}, 0Y ⇒{0.25/k, 0.25/l, 0.25/a, 0.25/e}}
is an S1-base obtained from ΣI this way. Let us note that according to Theorem 12, in order to check
that Σ′I is an S1-base, it suffices to check that [· · ·]S1Σ′I and
II have the same fixed points. This can be
done by enumerating the fixed points by algorithms as in [5]. Recall that the fixed points are L-sets of
attributes and play the role of conceptual clusters found in the data, see Remark 4. For this particular
〈X, Y, I〉, L, and S1, there are 22 distinct fixed points (clusters) of II . Fig. 3 (upper left) depicts the
clusters by a Hasse diagram (circled vertices and bold edges) drawn in the space 〈LY ,⊆〉 of all L-sets
(a hypercube with |L||Y | = 54 = 625 nodes drawn in gray).
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(b) By taking S2 = {〈1,1〉, 〈fC⊗, gC→〉} for C = {k, 0.5/a, 0.5/e}, we introduce a parameteri-
zation which can be seen as a refinement of that in (a). Described verbally, I |=S1 A ⇒ B means
that, for each activity x, if the activity has all the properties in A (fully or at least to degree 0.5),
then it has all the properties in B (fully or at least to degree 0.5). In contrast, S2 puts more emphasis
on “happy kids” (attribute k) because C(k) = 1 > 0.5 and disregards the cost (attribute l) because
C(l) = 0 < 0.5. Thus, by using such a constraint, a user puts more/less emphasis on certain attributes.
An S2-base obtained as in (a) has 15 FAIs, and II has 28 fixed points, see Fig. 3 (upper middle).
(c) Considering S3 as in (b) for C = {k, 0.75/a, 0.25/e}, we put more emphasis on “happy adults”
and less emphasis on “easy travel” than in case of (b). In this setting, an S3-base consists of 12 FAIs
and II has 24 fixed points, see Fig. 3 (upper right).
(d) Parameterizations with completely different semantics than in (a)–(c) result by considering
permutations of attributes. For example, take S4 = {〈1,1〉, 〈f	, g	〉} where (f	(A))(k) = A(a),
(f	(A))(l) = A(e), (f	(A))(a) = A(k), (f	(A))(e) = A(l) for all A ∈ LY , and g	 = f	 (notice
that f	 is an involution). Clearly, 〈f	, g	〉 coincide with (50) and (51) provided that we renumber
the attributes k, l, a, and e as 0, 1, 2, and 3, respectively. Put in words, I |=S1 A ⇒ B means that,
for each activity x, if the activity has all the properties in A (including situations with “happy adults”
and “happy kids” interchanged and “low cost” and “easy travel” interchanged), then it has all the
properties in B (on the same condition of attibutes being interchanged). In this case, the S4-complete
set given by Theorem 15 consists of 17 implications but unlike the previous cases, the set is redundant.
Indeed, 7 formulas can be removed using Theorem 13 (ii) and Theorem 7 (iv); II has 26 fixed points,
see Fig. 3 (upper left).
(e) By taking S5 = {〈1,1〉, 〈f	C , gC⊕} for C = {k, 0.5/a, 0.5/e} with f	C and gC⊕ defined by
(48) and (49), respectively, we introduce a parameterization S5 which is conceptually similar to S2
but has a different meaning. Indeed, observe that the condition C ⊗ A ⊆ M which appears in the
definition of I |=S2 A ⇒ B reads: For each activity x and each property y, x has the property y at
least to the degree to which y is in A and y is prescribed by C. Analogously for C ⊗ B ⊆ M . In
case of I |=S5 A ⇒ B, condition A 	 C ⊆ M reads: For each activity x and each property y, x
has the property y at most to the degree to which y is in A and y is not prescribed by C. It can be
shown that if L is the Łukasiewicz structure of degrees, both types of parameterizations are mutually
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reducible but not for general L. An S5-base determined by Theorem 15 has 13 FAIs and II has 21
fixed points, see Fig. 3 (lower middle).
(f) Finally, we consider S6 which is generated by S4 ∪ S5, i.e., S6 is a parameterization which
combines the constraints on the semantics of FAIs from (d) and (e). Note that in this case, the universe
of S6 is not the union of S4 and S5 because the union is not closed under compositions. One may
check that |S6| = 8. An S6-complete set given by Theorem 15 can be reduced to an S6-base consisting
of the following formulas (with superfluous attributes removed):
ΣI = {0Y ⇒{0.25/a, 0.25/e}, {0.75/l}⇒{0.75/e}, {l, 0.75/a}⇒{0.5/k, e}, {0.75/k, 0.5/e}⇒{k}}.
In this case, II has 65 fixed points, cf. Fig. 3 (lower right). We conclude the examples by showing
that {0.75/a, e} ⇒ {0.5/k, l, a} is semantically entailed by ΣI under S6. According to Theorem 18, it
suffices to show that ΣI `S6 {0.75/a, e} ⇒ {0.5/k, l, a} which is indeed the case:
1. {l, 0.75/a}⇒{0.5/k, e} formula in ΣI ,
2. {e, 0.75/k}⇒{l, 0.5/a} (61) for f	 applied to 1,
3. {e}⇒{l} (61) for f	C with C = {k, 0.5/a, 0.5/e} applied to 2,
4. {0.75/a, e}⇒{l, 0.75/a, e} (24) applied to 3 and axiom {l, 0.75/a, e}⇒{l, 0.75/a, e},
5. {l, 0.75/a}⇒{0.5/k, e} formula in ΣI ,
6. {l, 0.75/a, e}⇒{0.5/k, l, 0.75/a, e} (24) applied to 5 and {0.5/k, l, 0.75/a, e}⇒{0.5/k, l, 0.75/a, e},
7. {0.75/a, e}⇒{0.5/k, l, 0.75/a, e} (24) applied to 4 and 6,
8. {0.75/k, 0.5/e}⇒{k} formula in ΣI ,
9. {0.5/l, 0.75/a}⇒{a} (61) for f	 applied to 8,
10. {0.5/k, l, 0.75/a, e}⇒{0.5/k, l, a, e} (24) applied to 9 and {0.5/k, l, a, e}⇒{0.5/k, l, a, e},
11. {0.75/a, e}⇒{0.5/k, l, a, e} (24) applied to 7 and 10,
12. {0.75/a, e}⇒{0.5/k, l, a} (24) applied to 11 and {0.5/k, l, a, e} ⇒ {0.5/k, l, a}.
7 Conclusion
General family of if-then rules parameterized by systems of isotone Galois connections has been
investigated. Bivalent and graded notions of semantic entailment of if-then rules have been character-
ized in terms of least models and complete axiomatization has been provided. Non-redundant bases
of if-then rules derived from object-attribute data with fuzzy attributes have been characterized using
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operators on fuzzy sets induced by data. Several examples of parameterizations have been shown. Fu-
ture research will focus on applications of the parameterizations in formal concept analysis, metods
for data dimensionality reduction, and related areas where the earlier parameterizations by hedges
have been successfully applied.
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