(e.g., through a WSDL file or a Semantic Web description). These combinations, which are usually referred to as compositions, allow for services that are part of different applications, reside on different platforms, are developed using diverse programming languages and are possibly owned by different business partners to cooperate smoothly. The need for composition arises as usually a single service cannot fulfill the requirements of a user. Web service composition provides a mechanism to combine different services to handle a complex business process. Automated Web service composition allows to combine services without human involvement in the planning and is valuable in many domains, e-commerce is a typical example. However, with the rapid increase of Web services, increasingly complex requirement of business process in the real world automatic service composition requires a flexible mechanism to deal with changing service availability. AI planning has often been adopted for automated Web services composition, as exemplified by the methods presented in for example Sirin, Wu, Hendler, and Nau (2004) , Schuschel and Weske (2004) , Paik, Maruyama, and Huhns (2006) , and Akkiraju, Srivastava, Ivan, Goodwin, and Syeda-Mahmood (2006) to handle this issue.
In Sirin et al. (2004) , an HTN planning method has been suggested to handle automatic Web services composition. This method translates OWL-S Web service descriptions to a SHOP2 domain and then a given business plan is achieved by decomposing complex tasks using operators from the SHOP2 domain. Considering the procedure of task decomposition, this method mainly is concerned with the feasibility of task decomposition; that is can one plan be found? However, a plan may fail for various reasons, service instances may no longer exists when they are about to be invoked, feature interaction in Web services (Weiss, Esfandiari, & Luo, 2007 ) may lead to undesired behavior or the specific plan might simply not be the best available for a user. There usually are several possible plans which can solve one specific high-level business process, so there is a natural redundancy to avoid these problems, one only needs to go a step further than just finding one plan. For example, if a user wants to attend an exhibition in another city in a few days. On the condition of satisfying user's requirements, he can make a choice of taking a flight or a train to the city and then attend the exhibition. In this situation, the user always wants to know what options he has and which is of the best quality (that is satisfying his non-functional criteria such as cost considerations or time saving). This paper addresses the aspect of finding multiple composition plans and then selecting the most appropriate for a user. We propose an enhanced approach for Web services composition based on the combination of HTN planning and a Markov decision process model. With this approach, several highly suitable Web service plans will be obtained providing different solutions to a business process using Web services composition and hence offering much more flexible solution to the customer. To make sure these plans are indeed some of the best solutions available we use an evaluation mechanism to illustrate the optimal solution amongst those multiple solutions using a Markovian decision process. In this way, the optimal solution not only meets the requirements of the business process in its functional aspects, but also satisfied the expectations that the solution is of the best quality based on requirements considering the non-functional aspects.
This paper is an extension of our work presented at ICWS 2009 (Chen, Xu, & ReiffMarganiec, 2009 ). The paper extends the previous work by addressing a number of issues queried at the conference as well as on some aspects which were planned as future work. Specifically we present a more (1) realistic case study with a more complete (2) analysis of the approach in terms of its complexity. We have also enhanced the (3) method to evaluate the nonfunctional (or QoS) properties and addressed the issue of choosing appropriate (4) values for the threshold used in the control strategy.
The rest of the paper is organized as follows: in the next section, an overview of Web services composition using HTN planning is provided. The following sections describe Markov Decision Process with Logic Scoring for Preference model for HTN Web services composition and detail the process of model solving. A case study is introduced and experi-mental results are presented. Finally, we discuss related work, conclude and provide an outline of further research.
An overvIeW of Web ServICeS CompoSItIon uSInG htn plAnnInG
HTN (Hierarchical Task Network) is a technique of AI planning based on control knowledge with a closed world assumption (informally, that means that all "building blocks" are known a-priori). HTN planning provides hierarchical abstraction with a powerful strategy to deal with the complexity of large and complicated real world planning domains. The purpose of an HTN planner is to produce a sequence of actions that perform some activity or task.
As with any planning approach, there is a need to express the terms of the application domain in the language understood for the planner. In order to adopt HTN planning as an approach to web service composition the planning domain, planning problem and the process of planning need to be married to the relevant concepts of the web service domain. The description of a planning domain includes a set of operators (which will be web service operations), and also a set of methods, each of which is a prescription for how to decompose a task into its subtasks (smaller tasks). The description of a planning problem will contain an initial state which in classical planning is a goal formula but here it will be the problem specification. The problem specification is expressed as a partially ordered set of tasks to accomplish.
The process of HTN planning proceeds by using the methods to decompose tasks recursively into smaller and smaller subtasks, until the planner reaches primitive tasks that can be performed directly using the planning operators. For each non-primitive task, the planner chooses an applicable method, instantiates it to decompose the task into subtasks, and then chooses and instantiates methods to decompose the subtasks even further. When the constraints on the subtasks or the interactions among them prevent the plan from being feasible, the planning system will backtrack and try alternative methods. More details on HTN planning can be found in Nau, Au, Ilghami, Kuter, Murdock, Wu, and Yaman (2003) . OWL-S (World Wide Web Consortium, 2004 ) is a set of ontologies for describing the properties and capabilities of Web services. Currently, OWL-S is used to describe web services since it supports effective automation of various web services related activities including service discovery, composition, execution, and monitoring (it provides a richer framework than WSDL). Especially, the structure of OWL-S is propitious to exploit AI planning techniques for automatic service composition by treating service composition as a planning problem. In OWL-S, services can be described as composite or atomic processes with preconditions and effects. The concept of composite process decomposition in OWL-S process ontology is very similar to the concept of task decomposition in HTN planning. Hierarchical modelling is the core of the OWL-S process model to the point where the OWL-S process model constructs can be directly mapped to HTN methods and operators. Thus, HTN planning is especially promising for OWL-S Web services composition, which has been shown in Sirin et al. (2004) , Kuter, Sirin, Parsia, Nau, and Hendler (2005) , and Lin, Kuter, and Hendler (2007) .
formAl mdp-lSp model for htn Web ServICeS CompoSItIon
Current automatic web services composition techniques including those based on HTN planning are usually concerned with finding one solution that functionally fulfills the demands. However, with many functionally equivalent services being available work in other areas has considered selecting the best service for a given situation based on non-functional properties. Furthermore, having a choice also means that there is normally more than one possible solution to address given requirements. Our approach addresses these, but requires extensions to the composition model used by SHOP2 in Sirin et al. (2004) • T is the task list, which contains the tasks that the user needs to solve.
• D is the description of a planning domain including a set of operators and a set of decomposition methods, and D can be derived from a collection of OWL-S process models.
• Q is the context information about services quality, which covers a wide range of non-functional properties.
• P is a set of optimal solutions which are available in the solution space.
On the basis of the above definition, solving the 5-tuple can return an optimal plan P optimal = (o 1 o 2 …o n ), that is a sequence of instantiated operators that will achieve T from S in D, with the best quality with respect to the nonfunctional aspects Q.
The model solving consists of three main steps. First, the initialization of the description of the planning domain; second, the search for the best plans in the solution space based on HTN planning and thirdly, the evaluation of the optimality of the found plans. The next section will describe these in detail.
the ApproACh for SolvInG the mdp-lSp model
This section describes the approach of finding optimal plans, which in technical terms can be seen as finding solutions to the models presented in the previous section. As this section is quite lengthy due to describing all 5 major steps in the process, we want to present an overview first before going into the details. The first step is to initialize the planning domain and is based on work by Sirin et al. (2004) . Essentially the knowledge about available operators and methods is extracted from the OWL-S service descriptions to create a model of the planning domain. While this step does need to be repeated frequently to obtain the latest available service methods, it does not have to be executed before each planning process, or even as part of each planning process. The next three steps are concerned with finding several plans, calculating the quality of a branch (its immediate reward) and controlling how much of the state space should be explored. The respective sections describe the approach for planning with multi-decomposition, the method for evaluating non-functional properties and the control strategy. Finally we turn our attention to finding the best plan.
Initialization of the description of the planning domain
As stated earlier, we will be using HTN planning which has proven successful in earlier work (Sirin et al., 2004) . The first step in the approach is to translate the description of OWL-S services to a description of the planning domain.
There are many planning domain description languages, examples are PDDL (Gerevini & Long, 2005) and SHOP2 (Nau, Muñoz-Avila, Cao, Lotem, & Mitchell, 2001 ) descriptions. PDDL is used by many classical planers as standard description language, but for HTN SHOP2 is more suitable because the control knowledge base for HTN planning consists of operators and methods, which are naturally expressed in the SHOP2 domain description (Nau et al., 2003; Sirin et al., 2004) .
Recall that operators are basic building blocks out of which the final plan would be build, while methods describe possible decompositions of larger tasks. The definitions of operators and methods are equivalent to what was defined in Sirin et al. (2004) Before using HTN planning to compose Web services, we need to translate all OWL-S Web services descriptions into SHOP2 descriptions. In order to achieve this, the profile description of each service is translated to an element in the task ontology 1 and the service process model is translated to a set of methods and operators.
In the OWL-S process ontology, operations are modeled as processes, which can have two sorts of non-exclusive effects. First, an operation can generate and return some new information based on information it is given and the world state; Information production is described by the inputs and outputs of the process. Second, it can produce a change in the world; this transition is described by the preconditions and effects of the process.
There are three types of processes in OWL-S, including atomic processes, composite processes and simple processes. An atomic process is a model of a single-step Web service that can be executed to accomplish some task directly. A composite process is a compound Web service which can be decomposed into other atomic processes, composite processes or simple processes. The decomposition of a composite process is specified through its control constructs. A simple process is not invocable and not associated with a service grounding --simple processes are used as elements of abstraction. They may be used either to provide a view of (a specialized way of using) some atomic process, or a simplified representation of some composite process (World Wide Web Consortium, 2004) . The following will give an introduction to the translation algorithm as introduced in Sirin et al. (2004) .
Let K = {K 1 , K 2 , …, K m } be a collection of OWL-S process models. Then, we define the description of the planning domain D to be the results of the TRANSLATE_PRO-CESS_MODEL(K) operation defined by Sirin et al. (2004) . Details of the translation and assumptions the translation based on are all kept unchanged and we will not describe the translation algorithm in detail here. Briefly, the process translates atomic processes into operators and translates composite processes or simple processes into domain methods respectively. Especially, the composite processes are translated according to their control constructs like Sequence, If-Then-Else, Repeat-While and so on. Each control construct corresponds to a sub-translating algorithm.
After the completion of this process, the element D needed for our model is complete and provides us with the needed set of operators and decomposition methods. Each operator is a description of what needs to be done to accomplish some primitive task, and each method tells us how to decompose some compound task into a set of partially ordered subtasks.
Clearly this initialization phase does not have to be executed every time a solution is sought -in general we can assume that the set of available services changes much less frequently then there is a need to find a new plan for a specific problem. Note that the initialization phase does need to be executed regularly to ensure that any change in the OWL-S process models and also new service arrivals are reflected in the domain description.
planning with multidecomposition for tasks
In this paper, the process of HTN planning is improved in the second step, which is searching for plans. Initial ideas for this have been presented in Chen et al. (2009) . This enhancement means that we are able to produce more than one good solution within the available solution space. Specific details of the improvement focus on decomposition for non-primitive tasks when a task can be decomposed by more than one method.
The improved decomposition method changes the way of decomposing when a task can be decomposed by multiple methods. The method chooses each method to decompose a non-primitive task instead of choosing any one of the ones applicable in the current state. Also, a control strategy is embedded into the planning process to decide whether a branch will be decomposed further. Figure 1 presents an overview of the improved non-primitive tasks decomposition.
The improved decomposition is superior to the decomposition presented in Sirin et al. (2004) on the strategy of searching for solutions as it does not just find one solution but finds many already pre-filtering for quality with a view to allowing to finally choose the best solution. For decomposing a non-primitive task with every available method, the current state (S) and task list (T) must be copied, and the number of the replications is the same as the number of available methods. After this, every branch can be considered by the planning method. If one branch cannot be decomposed further, that is all the subtasks are primitive tasks, the found plan will be added to the set of plans (P). In the subsequent recursive process, a similar situation that a subtask may have more than one available method to be decomposed will occur. With the number of such situations increasing, the solution space that will be searched is growing and the planning process will be more and more complex. So, we apply Figure 1 . Decomposing a non-primitive task a control strategy to decide whether a branch will be decomposed further.
Before the definition of the control strategy, the concept of immediate reward needs to be introduced.
An immediate reward is a utility value to measure the quality of a decomposition method. A method decomposes a task into primitive subtasks or non-primitive subtasks. A primitive task can be performed directly using a service operation (or planning operator in planning terms). Clearly, operations suggested by a decomposition method have a direct impact on the overall quality of the solution. On the basis of this, the immediate reward of a decomposition method can be calculated by using the service QoS details (Q), and the corresponding Web services are mapped into operators produced on the certainty branch, which does not have a subtask that can be decomposed by more than one method in the remaining decomposition process until planning is completed.
A method for Calculating Immediate reward
In our former work (Chen et al., 2009 ), we used a fitness function using an average weight mechanism to calculate the immediate reward based on standard QoS criteria including cost, response time, availability and reliability (Canfora, Di Penta, Esposito, & Villani, 2005) . However, a UDDI repository usually does not contain the information about standard QoS data. Even if it does, the data is stored for human consideration rather than in the machine readable form required for automatic services selection. In any approach where decisions have to be made in decomposition whether to include a particular service into the set of solutions we clearly encounter a service selection problem.
As we said before, in our previous work we relied on a simplified QoS model assuming data for these to be available, however one of the significant extensions in this paper is the adoption of a service selection method (Reiff-Marganiec, Yu, & Tilly, 2009; Yu & Reiff-Marganiec, 2008) used to obtain data about non-functional properties automatically considering user context information. We use the scores provided through this framework and then calculate the immediate reward for choosing which branches to extend.
The development of the selection method was motivated by the fact that the complexity of business processes and the dynamic nature of the co-operations make it difficult for the business modeler or planner to select appropriate services, manage the compositions efficiently and understand requirements within a dynamic context correctly. The method considers that a service's suitability depends largely on the user's context and does change over time with changes to the user's context as well as the currently available services. For this paper, choosing this selection method is mainly based on three merits. Firstly, it combines evaluation and selection activities, which is consistent with the purpose of choosing a decomposition branch. Secondly, it can deal with a wider range of non-functional attributes than the basic QoS non-functional attributes, in fact it is open so that any non-functional aspect that makes sense for a group of services can be included and not all services need to have the same non-functional properties. Thirdly, this method incorporates the Logic Scoring of Preferences (LSP) method (Dujmovic & Larsen, 2004) which captures the logic relations between criteria rather than just simply using an average weight mechanism thus ensuring that even if large numbers of criteria are considered critical criteria are never overruled by high scores of others and the like (these are termed simultaneity and replacability).
The process using the enhanced selection method to calculate immediate rewards involves 4 steps and is as follows:
Step 1: Obtain relevant non-functional properties The first step is concerned with gaining values for the relevant non-functional properties. These values are gained from the context information and which non-functional properties are relevant is based on details about the service operations. This had been discussed in detail in (ICWS09). What is relevant here is to understand that all non-functional criteria are defined through a tuple {Name, Type, Weight, Value}, where Name is a unique string for identifying the criteria, Type is the data type of the criterion (e.g., Boolean, Integer, Set) and is crucial in automatically selecting the right evaluation function (see step 2). The Weight reflects the importance of the criterion and has an initial value created at the same time as the criteria, but the actual value might have been modified by the end-users. The Value is the current evaluation value of the service. Values are obtained from the context information (or in some cases can be directly queried from the service, in which case a query expression would be given here) and might be more or less static (e.g., for a printing service the fact that it is "black and white" is quite static, while the length of the print queue is highly dynamic).
Step 2: Metrics for non-functional properties Having obtained the current values for each non-functional criterion, we need to calculate the evaluation score E for each criterion for every service. Because there may be many types of values there is a number of evaluation functions dependent on the data type of the criterion.
For example, if the type of the criterion is numerical the evaluation function shown in formula (1) is used. 
In formula (1), v min and v max are the minimum and maximum value of all services which are options based on the values gathered in step 1, v is the value for the current service and w is the weight of the current criterion. A negative weight would mean that a smaller value is desirable (e.g., for cost).
If the criterion is of Boolean type, then an exact match will be used as seen in formula (2):
If the criterion is a set type, then the size of the overlapping subset is of interest (see formula (3)):
Step 3: Calculate all aspects of criteria After step 2 we have scores for all criteria of all services. These need to be aggregated into a score for each service, which is achieved using a global preference calculation function L:
In this formula each E i is one of the individual scores obtained in step 2 (with 1 < i < n, and n being the total number criteria for this service). w is the weight of each criteria. r is the logic power value adopted from the LSP method and obtained automatically by a method introduced in Yu and Reiff-Marganiec (2008) -r captures the logical relations between the criteria.
Step 4: Calculate the reward value for each decomposition method
The fourth and final step calculates the immediate reward for evaluating the quality of a decomposition method which is determined by the services coming out in a plan. The immediate reward function is shown as formula (5):
In formula (5), L(S i ) is a global evaluation value for a service S i as obtained in step 3. S 1 , S 2 … S n are the services which are options for decomposition at the current point in the plan. As R captures a normalized score for all services involved in the decomposition, a higher value of R reflects that all services are more desirable and hence the overall solution involving these services is more desirable.
Control Strategy for planning process
Because of the complexity of business process, especially the availability and suitability of services, planning processes to find feasible composition plans may do much unnecessary work. One of the extremes is to find just one plan (as in most traditional approaches). The other extreme would be to compute all plans -that is to fully extend all decomposition methods. However, this does not benefit the user as many plans might not be suitable for the current situation, or at least not of sufficient quality and in addition the process to finding them takes possibly quite long. So, it is crucial to get a balance between the number of plans found and the computational effort of finding them by introducing a control strategy.
In our former work, we used a control strategy by comparing a threshold value λ (with λ ≥ 0) to the immediate reward value R of a decomposition method. If R ≥ λ, the planner uses the method to decompose further, else if R < λ the planner stops to decompose this branch. This approach requires the user to set the value for λ, allowing them to control how many plans would be retrieved. The case of λ = 0 would mean that all the branches will be fully extended and hence all possible plans would be found. If a too large value is chosen, it might be that no plans are found.
One of the difficulties with that approach was choosing an appropriate value for λ. Furthermore, choosing the right value for λ in dynamic settings, such as the one proposed here where the reward function is based on dynamic data and context information becomes even more difficult, as it involves a rich reward calculation. We are proposing a reviewed strategy here and will later on discuss choosing good values for λ.
Definition 4 (Control Strategy). There is a threshold value λ with λ ∈ N which determines the number of decomposition branches that can be extended at a specific decomposition point.
At every decomposition point, that is a node in the tree which has to be decomposed further, a decision has to be made as to how many of the possible methods we wish to decompose. At each such point the planer calculates the immediate reward value for all feasible decomposition methods and ranks them in descending order of immediate reward values. The ranks will be indexed starting from 1. If a decomposition method rank index is i and i ≤ λ the planner will decompose the method further. Otherwise, that is if i > λ, the planner will not decompose the branch further. More colloquially, the first λ branches will be decomposed. Figure 2 shows an example search tree for a planning problem. Let us assume λ = 2. Now, let's consider node 2, where we identify 3 possible methods to decompose the node: m 21 , m 22 and m 23 . These are already conveniently ranked by their immediate reward, that is R(m 21 ) ≥ R(m 22 ) ≥ R(m 23 ). As λ = 2 we will only decompose the first two, which equal to the best two choices at this point. m 23 will not be decomposed further. A similar situation arises at node 4, where again there are 4 methods for further decomposition, and this time m 43 and m 44 will not be decomposed further. Node 3 is another case: there are two options here and both would be decomposed further (albeit details are not shown in the figure) .
The control strategy ensures that we reduce the size of the solution space that is searched in such a way that the explored solutions will be better suited to demands of the users. In the control strategy previously proposed λ was directly compared to the immediate reward of a method, which meant that it was difficult (if not impossible) to judge what a good value of λ was without knowing the values of the immediate reward calculations. Furthermore, the immediate reward might vary from method to method so that some nodes might have had a many methods further expanded while other might have had very few expanded, leading to a very unbalanced situation. This is even more critical if the immediate rewards are calculated using a framework such as the one presented in this paper where the reward values are much more dynamically gathered.
In Figure 2 methods are shown as labels on branches and nodes are labeled with both a number and a text at the side n = (T, π). The number is for convenience, the term in brackets is the list of tasks T which needs to be solved and π is the current partial plan (essentially a sequence of operators) -note that once T is empty, π is a feasible solution and hence a final plan. A node can be reached from the initial state S following the operators in the current (partial) plan π. The algorithm for HTN planning used is as shown in Figure 3 .
The new strategy provides greater transparency to the user in that it is clear how many methods will be expanded at each place (assuming that at least that number exists, otherwise all options will be explored). However, it still ensures that the best options are expanded further, as the explored branches will be those with the highest value to the user due to the ranking by immediate reward gained. It may be possible that branches which could lead to better utility further down the line will be cut away prematurely, but that has little consequence to the better quality plans found. In view of the reliability of plans during actual execution, the partial plan composed of the operators which are found on an anterior branch is more important than the one found on the posterior branch. Consequently the plans produced by the HTN planning algorithm for complete decomposition are ensuring best quality.
Since the immediate reward value R measures the quality of a decomposition method, it can also be used to evaluate the quality of plans, and we will come back to this in the next step when we decide on best plans.
optimality evaluation using mdp
After the completion of the HTN planning step, several good plans can be provided to the user, but it is the optimal plan that users are most concerned about. Hence, we proposed Figure 2 . A search tree for a planning problem a method to evaluate the optimality using a Markov decision process (MDP) is proposed. MDPs provide a mathematical framework for modeling decision-making in situations where outcomes are partly random and partly under the control of the decision maker. MDPs are useful for solving a wide range of optimization problems.
In the process of HTN planning, the choice of multiple decomposition methods can be seen as a decision-making process and the decisionmaking only connects with the current state. So we construct an MDP model by introducing the probability and reward value for choosing a decomposition method and solve the model to find the optimal plan. The time to choose a method is at decision-making time in the planning process, such as the nodes ( , , , ) 1 2 3 4 in Figure 2 . First, a list of four objects in MDP should be described as (S, A, P a (·,·), R a (·,·)), where:
• S is the state space, • A is the available action set (which is identical to the available decomposition methods set), • P a (s,s' ) is the probability that action a in state s will lead to state s'.
Figure 3. HTN planning algorithm for complete decomposition
• R a (s,s' ) is the immediate reward received after transition to state s' from state s.
Calculation of transition probability and reward
In the MDP process, the calculation of the transition probability and reward is core. The probability for choosing a decomposition method in HTN planning is related to the preconditions of the method. Fewer constraints in terms of fewer preconditions will lead to a smaller risk of failure in the actual execution process. Hence, a less restrictive method has a higher probability of being selected.
Assume that a task can be decomposed by k methods M. Each method m i ∈ M (with 1 < i < k) has n i parameters in its set of preconditions Pre i . Then, the transition probability from s to s' is defined by formula (6): (6) Obviously considering non-functional properties helps in selecting among services with the same functionality and allows for evaluation of alternative execution paths for process adaptation. Moreover, non-functional properties can be used as a basis for cost models that drive process optimization (Garcia & de Toledo, 2006) . This motivates us to use the same immediate reward function introduced earlier, (formula (1)) here. This comes with the added advantage that we do not calculate yet a different value.
Solving the mdp by Way of policy Iteration
The solution to a Markov Decision Process can be expressed as a policy π, a function from states to actions. The standard family of algorithms to calculate the policy calculates two variables repeatedly: one is value V, the utility value of state s, and the other is the policy π which contains actions A. s' is the next state achieved by executing an action a ∈ A from the current state s. The two variables are calculated by formulae (7) and (8):
After completing the second step of the HTN planning process, the plan set P has n plans. In this stage policies, the set of available actions A and state space S required for the MDP can be determined. To obtain the policies, we simply assume each plan to be a policy. For example the plan p1 from Figure 2 can be expressed as a policy π 1 :{(s 1 ,m11),(s 2 ,m21)}, and the expected utility of a policy reflects the quality of the plan, and is calculated by formula (9):
where s is the state in policy π1. Formula (9) calculates all the rewards on non-primitive tasks decompositions during the production of a whole plan. As each layered decomposition is considered, the high layers gain more impact for the plan than the low ones.
The policy iteration algorithm is used to find the optimal policy, details are shown in Figure 4 . The process is known to converge in a finite number of iterations and ends with the optimal policy (for a proof, we refer to Ke, 2004) .
Policy Iteration:
start with an arbitrary policy πfor i=1,2,… compute E s s ð ( ) for every s:
A Reality-Based Scenario
To demonstrate the feasibility of our composition approach, we use a reality-based scenario which illustrates an online shopping process.
Supposed that a customer wants to buy a digital camera online and he has several requirements which are: the brand and model (Canon IXUS85), the price (it should be lower than 1400￥) and the place of delivery (the Economic Development Zone of Qingdao, China). There will clearly be many feasible plans after services composition as we expect many shops to sell and deliver cameras. The number of plans will immediately reduced, because the reward function will not explore options where the specific model is not stocked, where it is too expensive or where carriers to not deliver to Qingdao.
Looking at the case study from a more technical level, we have a several items. First of all we have the definition of the goal and initial state, with the first two elements being the initial state and buy camera being the initial task in the task list:
(defproblem problem shopping ((toHasGood camera) (hasMoney 2500)) ((buy camera 2500)))
The first step of the planning process was concerned with extracting domain knowledge from the service descriptions; recall that we distinguished between operators (mapping Operators have a name, a precondition and if that is fulfilled an effect on the environment. For example the operator using_TaoBao has the precondition (toHasGood ?x), and if the precondition is satisfied, it will add the (environment ?z) into the state .
Methods similarly do have a name, a precondition and a list of subtasks. So for example (buy ?x ?y) can decompose the task named 'buy' if the conditions (toHasGood ?x) and (hasMoney ?y) are satisfied into the subtasks (chooseEnvirionment ?x ?y), (deliver ?x ?y) and (!evaluate ?x).
The final piece of domain description available is the information about the non-functional properties of the services. Examples are: While in a real operating environment these might be obtained in a more dynamic fashion, we provide these as a description file for our experiments. The file, of which the above is an extract, contains two lines per service: the first line is the service name(operator), the second line contains the non-functional attributes formulated as name value pairs. So for example the operator using_TaoBao has non-functional attributes 'time', 'availability', 'cost' and 'language' with respective values of '25', '0.9', '1.5' and 'English,Chinese'.
We have design a system to simulate the services composition by using our method. Using the system involves three steps. First, before planning starts we initialize the system by providing the SHOP2 domain description and the services quality context information (an example was shown above). After that, users submit their requirements and the planning begins which is the core process for services composition. This stage includes the planning, service evaluation and the expected utility calculation. As this system is intended for experimental use, the plans are shown when planning has finished and the expected utility value and execution sequence for each plan can be viewed. Obviously the plan with the highest utility value is the best plan. An example of services composition plans based on the case study is shown in Figure 5 , and we can see that there are six plans satisfying the customer's requirements.The whole planning process is shown in Figure 6 .
Analysis
There are a number of areas to be analyzed. Of course there is the issue of gathering and evaluating the criteria value for the non-functional properties: The actual calculations are quite straight forward, but of course for each service each criteria needs to be looked at. However, this has been shown to be quite feasible and efficient in Yu (2009) . Furthermore, for this specific aspect it can be commented that taking a little longer but identifying the right services will still be much faster than executing services which form part of process, especially if we realize during execution that a chosen service is simply not suitable.
More crucially, and much closer related to the key aspect of this paper is the complexity of the planning task. It is obvious that tasks with different complexity have different sizes of solution space. Users would expect that sufficient and better plans can be provided -naively assuming that all possible solutions would be considered. However a task might be so complex that the search time will be extremely long and there will be many redundant plans. We can control the search space by adjusting the threshold value λ which by allowing or hindering decomposition of certain branches controls the maximum number of extended decomposition branches and hence the overall search space.
We have conducted some experiments to show the effect of control strategy and gain an understanding of the complexity involvedwhile this could be done theoretically we have chosen the more practical approach as we feel that it provides a good understanding and is more aligned with the aim of the overall work: to be suitable for us in reality.
The hardware environment for the experiment was a standard PC with a Pentium 4 CPU running at 2.8 GHZ with 512MB Memory. The setup was such that we have searched the whole solution space as a reference value and then gradually reduced the threshold value λ.
The results for the shopping example presented earlier can be found in Table 1 . Obviously, the threshold value λ is directly proportional to the planning time t and the number of found plans n. In each set of plans found, we had indicated the optimal plan according to its expected utility value. We observed that each set contained the same optimal plan both in terms of services selected and their ordering (note that kept the environment stable, that is the non-functional properties are always evaluated to the same scores; changing that would obviously lead to different plans). The optimal plan is the service sequence: To identify suitable values for λ, we need to consider the tradeoff between finding sufficient plans and being economical on the time used. Figure 7 shows two lines depicting these issues. One line indicates the relation between threshold λ and the number n of plans found; the other indicates the relation between threshold λ and the reciprocal of the planning time 1/t. Clearly these two lines will intersect (one will always increase, the other decrease) and the intersection point will fall into an interval [λ i ,λ i+1 ]. In the given scenario the interval is [2, 3] . Manually analyzing the result sets, we determined that setting λ to a boundary value of the interval determined by the interaction point, a good number of plans with little redundancy is found while maintaining a good search time. We conclude that the intersection point of the two graphs determines good values for λ. In general we found from this and a number of other case studies that values of 2 or 3 are generally best for λ.
relAted Work Kuter et al. (2005) present an HTN planning algorithm, ENQUIRER, designed for planning domains and in which the information about the initial state of the world may not be complete. By using ENQUIRER, information is discoverable through planning-time information gathering queries. In ENQUIRER, some limitations in their previous work (Sirin et al., 2004) are overcome, which makes service composition sound and complete. Our work is based on that presented by Sirin et al. (2004) . Our approach improves the composition method to provide multiple plans and also to consider the nonfunctional properties of Web services in the planning process in addition to provide the best solution for each user in their given situation.
The work by Lécué (2009) and Lécué, Delteil, and Leger (2008) focuses on casual links, that is the functional dependencies between services. This is formulated as an Integer Programming problem and the solver is entrusted with finding a sequence of operations, that is one plan. The work presented here uses HTN planning rather than a constraint based solution, but more crucially enhances on two aspects: we are looking for the best plan in that the planning part of our work searches for multiple plans, not just one and furthermore does not consider non-functional properties at all.
Further, Zhang, Zhang, Cao, and Mou (2004) propose an enhanced HTN planning method combined with partial-order planning (POP) for service composition in which action decompositions are used as plan refinements in POP. Compared to the pure HTN planning, their approach can solve certain tasks, which are novel conjunctive goals. In our approach, we also focus on the decomposition in HTN planning, improving the decomposition for Paik et al. (2006) suggest a combined architecture, which consists of HTN planning and Constraint Satisfaction Problem (CSP) as an underlying problem-solving engine to automate Web service composition, especially for composition problems with many parameters. In the architecture, a complete semantic concept for CSP is defined using OWL, which allows for solver agents to automatically solve a given problem with greater flexibility and more intelligently. This work focuses using CSP for the semantic web. The CSP solver is part of the combined architecture, but not tightly integrated into the HTN planning. Doshi, Goodwin, Akkiraju, and Verma (2004) model the workflow composition problem as an MDP, which handles non-deterministic behaviors of Web services in dynamic environments during the plan execution phase. A policy computed by MDP for generating workflows is capable of optimally recovering from Web service failures. MDPs have been used by other for related problems as well, for example for the selection of single services (Cai, Luo, Qian, & Gao, 2005) . We use MDP to evaluate optimality of plans when selecting among multiple available plans. Thiagarajan and Stumptner (2007) consider service composition as configuration tasks, assuming an abstract workflow (that is the structure of a composition). In their work they use constraint based generation of the plans representing the composition problem as a constraint based meta model. They also discuss the inclusion of cost-based optimisation and preferences. Similar efforts are presented by Hassine, Matsubara, and Ishida (2006) use a CSP solver to find a solution of instantiating an abstract workflow with concrete ones with the goal of satisfying the users' requirements at a global level. User requirements are expressed as constraints. Our work differs from these efforts in that we do not require an abstract workflow.
ConCluSIon And future Work
In this paper, a novel composition model based on HTN planning with MDP-LSP has been proposed. With this model, more than one plan is found and the evaluation mechanism in the model provides the optimal plan based on nonfunctional aspects.
MDP is an efficient method to solve optimization problems, like choosing the best plan in service composition. In order to demonstrate the feasibility and validity for using MDP in conjunction with HTN to find the optimal plan, we experimented on an e-travel composition example with random QoS data in our former work (Chen et al., 2009) . In that experiment, we have found that while this returned the right result and worked well, there were some aspects that could be improved. In this paper, we presented a new immediate reward function to adjust to dynamic context information for service evaluation. The general problem with identifying a cut-off threshold in the reward function and the further complication of that matter due to the more dynamic utility values led to the consideration of a new control strategy. This has been presented in this paper and has been applied to a larger, more realistic case study.
With a choice of Web services composition plans, users can be more flexible in accomplishing their tasks in the most suitable way. They can adopt the optimal plan that our method provides, but they can also choose freely according to their own preference from a number of alternatives. Moreover, when executing the selected plan results in failure, candidate plans can ensure the tasks will be completed without constraints slacking or premises increasing.
While our method can provide multiple plans for users, we will explore a re-planning mechanism to be used when plan execution results in failure. Using this mechanism, a process of plan execution can be continued automatically from an appropriate service node and the negative impact of a failure will be minimized.
