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Abstract
We present a stochastic optimization method that uses a fourth-order regularized model to
find local minima of smooth and potentially non-convex objective functions. This algorithm
uses sub-sampled derivatives instead of exact quantities and its implementation relies on tensor-
vector products only. The proposed approach is shown to find an (ǫ1, ǫ2)-second-order critical
point in at most O
(
max
(
ǫ
−4/3
1
, ǫ−2
2
))
iterations, thereby matching the rate of deterministic
approaches. Furthermore, we discuss a practical implementation of this approach for objective
functions with a finite-sum structure, as well as characterize the total computational complexity,
for both sampling with and without replacement. Finally, we identify promising directions of
future research to further improve the complexity of the discussed algorithm.
1 Introduction
We consider the problem of optimizing an objective function of the form
x∗ = arg min
x∈Rd
[
f(x) :=
1
n
n∑
i=1
fi(x)
]
, (1)
where f(x) ∈ C3(Rd,R) is a not necessarily convex loss function defined over n datapoints.
Our setting is one where access to the exact function gradient ∇f is computationally expen-
sive (e.g. large-scale setting where n is large) and one therefore wants to access only stochastic
evaluations ∇fi, potentially over a mini-batch. In such settings, stochastic gradient descent (SGD)
has long been the method of choice in the field of machine learning. Despite the uncontested
empirical success of SGD to solve difficult optimization problems – including training deep neu-
ral networks – the convergence speed of SGD is known to slow down close to saddle points or in
ill-conditioned landscapes [38, 23]. While gradient descent requires O(ǫ−2) oracle evaluations1 to
reach an ǫ-approximate first-order critical point, the complexity worsens to O(ǫ−4) for SGD. In
contrast, high-order methods – including e.g. regularized Newton methods and trust-region meth-
ods – exploit curvature information, allowing them to enjoy faster convergence to a second-order
critical point.
In this work, we focus our attention on regularized high-order methods to optimize Eq. (1),
which construct and optimize a local Taylor model of the objective in each iteration with an
additional step length penalty term that depends on how well the model approximates the real
objective. This paradigm goes back to Trust-Region and Cubic Regularization methods, which also
1In ”oracle evaluations” we include the number of function and gradient evaluations as well as evaluations of
higher-order derivatives.
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make use of regularized models to compute their update step [20, 40, 16]. For the class of second-
order Lipschitz smooth functions, [40] showed that the Cubic Regularization framework finds an
(ǫ1, ǫ2)-approximate second-order critical point in at most max
(
O(ǫ−3/21 ),O(ǫ−22 )
)
iterations2, thus
achieving the best possible rate in this setting [14]. Recently, stochastic extensions of these methods
have appeared in the literature such as [19, 34, 46, 51]. These will be discussed in further details
in Section 2.
Since the use of second derivatives can provide significant theoretical speed-ups, a natural
question is whether higher-order derivatives can result in further improvements. This questions
was answered affirmatively in [8] who showed that using derivatives up to order p ≥ 1 allows
convergence to an ǫ1-approximate first-order critical point in at most O(ǫ−(p+1)/p1 ) evaluations. This
result was extended to ǫ2-second-order stationarity in [18], which proves an O(ǫ−(p+1)/(p−1)2 ) rate.
Yet, these results assume a deterministic setting where access to exact evaluations of the function
derivatives is needed and – to the best of our knowledge – the question of using high-order (p ≥ 3)
derivatives in a stochastic setting has received little consideration in the literature so far. We focus
our attention on the case of computing derivative information of up to order p = 3. It has recently
been shown in [39] that, while optimizing degree four polynomials is NP-hard in general [31], the
specific models that arise from a third-order Taylor expansion with a quartic regularizer can still
be optimized efficiently.
The main contribution of this work (Thm. 6) is to demonstrate that a stochastic fourth-order
regularized method finds an (ǫ1, ǫ2) second-order stationary point in max
(
O(ǫ−3/21 ),O(ǫ−22 )
)
iter-
ations . Therefore, it matches the results obtained by deterministic methods while relying only on
inexact derivative information. In order to prove this result, we develop a novel tensor concentra-
tion inequality (Thm. 7) for sums of tensors of any order and make explicit use of the finite-sum
structure given in Eq. (1). Together with existing matrix and vector concentration bounds [48],
this allows us to define a sufficient amount of samples needed for convergence. We thereby provide
theoretically motivated sampling schemes for the derivatives of the objective – for both sampling
with and without replacement – and discuss a practical implementation of the resulting approach,
which we name STM (Stochastic Tensor Method). We also compute the total computational com-
plexity of this algorithm (including the complexity of optimizing the model at each iteration) and
find that the complexity in terms of ǫ is superior to other state-of-the-art stochastic algorithms
such as [52, 46, 3]. Importantly, the implementation of this approach does not require comput-
ing high-order derivatives directly, which would potentially render it as too computationally and
memory expensive. Instead, the necessary derivative information is accessed only indirectly via
tensor-vector and matrix-vector products.
2 Related work
Sampling techniques for first-order methods. In large-scale learning (n ≫ d) most of the
computational cost of traditional deterministic optimization methods is spent in computing the
exact gradient information. A common technique to address this issue is to use sub-sampling to
compute an unbiased estimate of the gradient. The simplest instance is SGD whose convergence
does not depend on the number of datapoints n. However, the variance in the stochastic gradient
estimates slows its convergence down. The work of [26] explored a sub-sampling technique in the
2The max
(
O(ǫ
−3/2
1 ),O(ǫ
−2
2 )
)
complexity ignores the cost of optimizing the model at each iteration. This is an
issue we will revisit later on.
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case of convex functions, showing that it is possible to maintain the same convergence rate as full-
gradient descent by carefully increasing the sample size over time. Another way to recover a linear
rate of convergence for strongly-convex functions is to use variance reduction [33, 24, 43, 32, 22].
The convergence of SGD and its variance-reduced counterpart has also been extended to non-
convex functions [28, 42] but the guarantees these methods provide are only in terms of first-order
stationarity. However, the work of [27, 44, 21] among others showed that SGD can achieve stronger
guarantees in the case of strict-saddle functions. Yet, the convergence rate has a polynomial
dependency to the dimension d and the smallest eigenvalue of the Hessian which can make this
method fairly impractical.
Second-order methods. For second-order methods that are not regularized or that make use
of positive definite Hessian approximations (e.g. Gauss-Newton), the problem of avoiding saddle
points is even worse as they might be attracted by saddle points or even local maximima [23].
Another predominant issue is the computation (and storage) of the Hessian matrix, which can be
partially addressed by Quasi-Newton methods such as (L-)BFGS. An increasingly popular alter-
native is to use sub-sampling techniques to approximate the Hessian matrix, such as in [10] and
[25]. The latter method uses a low-rank approximation of the Hessian to reduce the complexity
per iteration. However, this yields a composite convergence rate: quadratic at first but only linear
near the minimizer.
Cubic regularization and trust region methods. Trust region methods are among the most
effective algorithmic frameworks to avoid pitfalls such as local saddle points in non-convex opti-
mization. Classical versions iteratively construct a local quadratic model and minimize it within a
certain radius wherein the model is trusted to be sufficiently similar to the actual objective function.
This is equivalent to minimizing the model function with a suitable quadratic penalty term on the
stepsize. Thus, a natural extension is the cubic regularization method introduced by [40] that uses
a cubic over-estimator of the objective function as a regularization technique for the computation
of a step to minimize the objective function. The drawback of their method is that it requires
computing the exact minimizer of the cubic model, thus requiring the exact gradient and Hessian
matrix. However finding a global minimizer of the cubic model mk(s) may not be essential in
practice and doing so might be prohibitively expensive from a computational point of view. [16]
introduced a method named ARC which relaxed this requirement by letting sk = argminsmk(s)
be an approximation to the minimizer. The model defined by the adaptive cubic regularization
method introduced two further changes. First, instead of computing the exact Hessian Hk it allows
for a symmetric approximation Bk. Second, it introduces a dynamic step-length penalty parame-
ter σk instead of using the global Lipschitz constant. Our approach relies on the same adaptive
framework.
There have been efforts to further reduce the computational complexity of optimizing the model.
For example, [2] refined the approach of [40] to return an approximate local minimum in time which
is linear in the input. Similar improvements have been made by [11] and [30]. These methods
provide alternatives to minimize the cubic model and can thus be seen as complementary to our
approach. Finally, [9] proposed a stochastic trust region method but their analysis does not specify
any accuracy level required for the estimation of the stochastic Hessian. [19] also analyzed a
probabilistic cubic regularization variant that allows for approximate second-order models. [34]
provided an explicit derivation of sampling conditions to preserve the worst-case complexity of
ARC. Other works also derived similar stochastic extensions to cubic regularization, including [51]
and [46]. The worst-case rate derived in the latter includes the complexity of a specific model solver
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introduced in [11].
High-order models. A hybrid algorithm suggested in [4] adds occasional third-order steps to a
cubic regularization method, thereby obtaining provable convergence to some type of third-order
local minima. Yet, high-order derivatives can also directly be applied within the regularized Newton
framework, as done e.g. by [8] that extended cubic regularization to a p-th high-order model (Taylor
approximation of order p) with a (p + 1)-th order regularization, proving iteration complexities of
order O(ǫ−(p+1)/p ) for first-order stationarity. These convergence guarantees are extended to the
case of inexact derivatives in [7] but the latter only discusses a practical implementation for the case
p = 2. The convergence guarantees of p-th order models are extended to second-order stationarity
in [18]. Notably, all these approaches require optimizing a (p + 1)-th order polynomial, which is
known to be a difficult problem. Recently, [39, 29] introduced an implementable method for the
case p = 3 in the deterministic case and for convex functions. We are not aware of any work that
relies on high-order derivatives (p ≥ 4) to construct a model to optimize smooth functions and we
therefore focus our work on the case p = 3.
Finally, another line of works [3, 52] considers methods that do not use high-order derivatives
explicitly within a regularized Newton framework but rather rely on other routines – such as Oja’s
algorithm – to explicitly find negative curvature directions and couple those with SGD steps.
3 Formulation
3.1 Notation & Assumptions
First, we lay out some standard assumptions regarding the function f as well as the required
approximation quality of the high-order derivatives.
Assumption 1 (Continuity). The functions fi ∈ C3(Rd,R), ∇fi,∇2fi, ∇3fi are Lipschitz contin-
uous for all i, with Lipschitz constants Lf , Lg, Lb and Lt respectively.
In the following, we will denote the directional derivative of the function f at x along the
directions hj ∈ Rd, j = 1 . . . p as
∇pf(x)[h1, . . .hp]. (2)
For instance, ∇f(x)[h] = ∇f(x)⊤h and ∇2f(x)[h]2 = h⊤∇2f(x)h.
Assumption 1 implies that for each p = 0 . . . 3,
‖∇pfi(x)−∇pfi(y)‖[p] ≤ Lp‖x− y‖ (3)
for all x,y ∈ Rd and where L0 = Lf , L1 = Lg, L2 = Lb, L3 = Lt.
As in [18], ‖ · ‖[p] is the tensor norm recursively induced by the Euclidean norm ‖ · ‖ on the
space of p-th order tensors.
3.2 Stochastic surrogate model
We construct a surrogate model to optimize f based on a truncated Taylor approximation as well
as a power prox function weighted by a sequence {σk}k that is controlled adaptively according to
the fit of the model to the function f . Since the full Taylor expansion of f requires computing
4
high-order derivatives that are expensive, we instead use an inexact model defined as
mk(s) = φk(s) +
σk
4
‖s‖42 ,
φk(s) = f(xk) + g
⊤
k s+
1
2
s⊤Bks+
1
6
Tk[s]
3 (4)
where gk,Bk and Tk approximate the derivatives ∇f(xk),∇2f(xk) and ∇3f(xk) through sampling
as follows. Three sample sets Sg,Sb and St are drawn and the derivatives are then estimated as
gk =
1
|Sg|
∑
i∈Sg
∇fi(xk),Bk = 1|Sb|
∑
i∈Sb
∇2fi(xk),
Tk =
1
|St|
∑
i∈St
∇3fi(xk). (5)
We will later see that the implementation of the algorithm we analyze does not require the
computation of the Hessian or the third-order tensor – both of which would require significant
computational resources – but instead directly compute Tensor-vector products with a complexity
of order O(d).
We will make use of the following condition in order to reach an ǫ-critical point:
Condition 1. For a given ǫ accuracy, one can choose the size of the sample sets Sg,Sb,St for
sufficiently small κg, κb, κt > 0 such that:
‖gk −∇f(xk)‖ ≤ κgǫ (6)
‖(Bk −∇2f(xk))s‖ ≤ κbǫ2/3‖s‖, ∀s ∈ Rd (7)
‖Tk[s]2 −∇3f(xk)[s]2‖ ≤ κtǫ1/3‖s‖2, ∀s ∈ Rd. (8)
In Lemma 8, we prove that we can choose the size of each sample set Sg,Sb and St to satisfy
the conditions above, without requiring knowledge of the length of the step ‖sk‖. We will present
a convergence analysis of STM, proving that the convergence properties of the deterministic meth-
ods [8, 39] can be retained by a sub-sampled version at the price of slightly worse constants.
3.3 Algorithm
The optimization algorithm we consider is detailed in Algorithm 1. At iteration step k, we
sample three sets of datapoints from which we compute stochastic estimates of the derivatives of f
so as to satisfy Cond. 1. We then obtain the step sk by solving the problem
sk = arg min
s∈Rd
mk(s), (12)
either exactly or approximately (details will follow shortly) and update the regularization parameter
σk depending on ρk, which measures how well the model approximates the real objective. This
is accomplished by differentiating between different types of iterations. Successful iterations (for
which ρk ≥ η1) indicate that the model is, at least locally, an adequate approximation of the
objective such that the penalty parameter is decreased in order to allow for longer steps. We
denote the index set of all successful iterations between 0 and k by Sk = {0 ≤ j ≤ k|ρj ≥ η1}. We
also denote by Uk its complement in {0, . . . k} which corresponds to the index set of unsuccessful
iterations.
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Algorithm 1 Stochastic Tensor Method (STM)
1: Input:
Starting point x0 ∈ Rd (e.g x0 = 0)
0 < γ1 < 1 < γ2 < γ3, 1 > η2 > η1 > 0, and σ0 > 0, σmin > 0
2: for k = 0, 1, . . . ,until convergence do
3: Sample gradient gk, Hessian Bk and Tk such that Eq. (6), Eq. (7) & Eq. (8) hold.
4: Obtain sk by solving mk(sk) (Eq. (4)) such that Condition 2 holds.
5: Compute f(xk + sk) and
ρk =
f(xk)− f(xk + sk)
f(xk)− φk(sk)
. (9)
6: Set
xk+1 =
{
xk + sk if ρk ≥ η1
xk otherwise.
(10)
7: Set
σk+1 =


[max{σmin, γ1σk}, σk] if ρk > η2 (very successful iteration)
[σk, γ2σk] if η2 ≥ ρk ≥ η1 (successful iteration)
[γ2σk, γ3σk] otherwise (unsuccessful iteration).
(11)
8: end for
Exact model minimization Solving Eq. (4) requires minimizing a nonconvex multivariate poly-
nomials. As pointed out in [39, 5], this problem is computationally expensive to solve in general and
further research is needed to establish whether one could design a practical minimization method.
In [39], the authors demonstrated that an appropriately regularized Taylor approximation of convex
functions is a convex multivariate polynomial, which can be solved using the framework of relatively
smooth functions developed in [35]. As long as the involved models are convex, this solver could
be used in Algorithm 1 but it is unclear how to generalize this method to the non-convex case.
Fortunately, we will see next that exact model minimizers is not even needed to establish global
convergence guarantees for our method.
Approximate model minimization Exact minimization of the model in Eq. (4) is often compu-
tationally expensive, especially given that it is required for every parameter update in Algorithm 1.
In the following, we explore an approach to approximately minimize the model while retaining
the convergence guarantees of the exact minimization. Instead of requiring the exact optimality
conditions to hold, we use weaker conditions that were also used in prior work [8, 18]. First, we
define two criticality measures based on first- and second-order information:
χf,1(xk) := ‖∇f(xk)‖,
χf,2(xk) := max
(
0,−λmin(∇2f(xk))
)
, (13)
where λmin(∇2f(x)) is the minimum eigenvalue of the Hessian matrix ∇2f(x).
The same criticality measures are defined for the model mk(s),
χm,1(xk, s) := ‖∇smk(s)‖,
χm,2(xk, s) := max
(
0,−λmin(∇2smk(s))
)
. (14)
Finally, we state the approximate optimality condition required to find the step sk.
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Condition 2. For each outer iteration k, the step sk is computed so as to approximately minimize
the model mk(sk) in the sense that the following conditions hold:
mk(sk) < mk(0)
χm,i(xk, sk) ≤ θ‖sk‖4−i, θ > 0, for i = 1, 2. (15)
Practical implementation In Section 4.3, we will discuss how a gradient-based method can be
used to approximately optimize the model defined in Eq. (4). Such an algorithm only needs to
access the first derivative of the model w.r.t. s, defined as
∇smk(s) = gk +Bks+ 1
2
Tk[s]
2 + σks‖s‖2, (16)
and it therefore has a low computational complexity per-iteration.
4 Analysis
4.1 Worst-case complexity
In the following, we provide a proof of convergence of STM to a second-order critical point, i.e. a
point x∗ such that
χf,i(x
∗) ≤ ǫi for i = 1, 2. (17)
The high-level idea of the analysis is to first show that the model decreases proportionally to the
criticality measures at each iteration and then relate the model decrease to the function decrease.
Since the function f is lower bounded, it can only decrease a finite number of times, which therefore
implies convergence. We start with a bound on the model decrease in terms of the step length ‖s‖.
Lemma 2. For any xk ∈ Rd, the step sk (satisfying Cond. 2) is such that
φk(0)− φk(sk) > σk
4
‖sk‖4. (18)
In order to complete our claim of model decrease, we prove that the length of the step sk can
not be arbitrarily small compared to the gradient and the Hessian of the objective function.
Lemma 3. Suppose that Condition 1 holds with the choice κg =
1
4 , κb =
1
4 , κt =
1
2 . For any
xk ∈ Rd, the length of the step sk (satisfying Cond. 2) is such that
‖sk‖ ≥ κ−1/3k
(
χf,1(xk + sk)− 1
2
ǫ1
)1/3
, (19)
where κk =
(
σk +
Lt
2 + θ +
1
4
)
.
Lemma 4. Suppose that Condition 1 holds with the choice κg =
1
4 , κb =
1
4 , κt =
1
2 . For any
xk ∈ Rd, the length of the step sk (satisfying Cond. 2) is such that
‖sk‖ ≥ κ−1/2k,2
(
χf,2(xk + sk)− 1
2
ǫ2
)1/2
, (20)
where κk,2 =
(
3σk +
Lt
2 + θ +
1
4
)
.
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A key lemma to derive a worst-case complexity bound on the total number of iterations required
to reach a second-order critical point is to bound the number of unsuccessful iterations |Uk| as a
function of the number of successful ones |Sk|, that have occurred up to some iteration k > 0.
Lemma 5. The steps produced by Algorithm 1 guarantee that if σk ≤ σmax for σmax > 0, then
k ≤ C(γ1, γ2, σmax, σ0) where
C(γ1, γ2, σmax, σ0) :=
(
1 +
| log γ1|
log γ2
)
|Sk|+ 1
log γ2
log
(
σmax
σ0
)
.
The proof of this Lemma can be found in [16] (Theorem 2.1) and is also restated in the Appendix.
A closed-form expression for σmax is provided in Lemma 16 in Appendix.
We are now ready to state the main result of this section that provides a bound on the number
of iterations required to reach a second-order critical point.
Theorem 6 (Outer worst-case complexity). Let flow be a lower bound on f and assume Con-
ditions 1 and 2 hold. Let κs =
(
σmax +
Lt
2 + θ +
1
4
)
, κs,2 =
(
3σmax +
Lt
2 + θ +
1
4
)
and κmax =
max( 3
√
2κ
4/3
s , 2κ2s,2). Then, given ǫ1, ǫ2 > 0, Algorithm 1 needs at most⌈
Ksucc(ǫ) := 8κmax(f(x0)− flow)
η1σmin
max(ǫ
−4/3
1 , ǫ
−2
2 )
⌉
successful iterations and
Kouter(ǫ) := ⌈C(γ1, γ2, σmax, σ0) · Ksucc(ǫ)⌉. (21)
total outer iterations to reach an iterate x∗ such that both ‖∇f(x∗)‖ ≤ ǫ1 and λmin(∇2f(x∗)) ≥ −ǫ2.
As in [18], we obtain a worst-complexity bound of the order O(max(ǫ−
4
3
1 , ǫ
−2
2 )), except that we
do not require the exact computation of the function derivatives but instead rely on approximate
sampled quantities. By using third-order derivatives, STM also obtains a faster rate (in terms of
outer iterations) than the one achieved by a sampled variant of cubic regularization [34] (at most
O(ǫ−3/2) iterations for ‖∇f(x∗)‖ ≤ ǫ and O(ǫ−3) to reach approximate nonnegative curvature).
The worst-case complexity bound stated in Theorem 6 does not take into account the complexity
of the subsolver used to find the (approximate) solution of sk = argminsmk(s). This is discussed
in detail in Section 4.3.
4.2 Sampling conditions
We now show that one can use random sampling without replacement and choose the size of the
sample sets in order to satisfy Cond. 1 with high probability. The complete proof is available in
Appendix B.1. The case of sampling with replacement is also discussed in Appendix B.2.
First, we need to develop a new concentration bound for tensors based on the spectral norm.
Existing tensor concentration bounds are not applicable to our setting. Indeed, [36] relies on a
different norm which can not be translated to the spectral norm required in our analysis while the
bound derived in [49] relies on a specific form of the input tensor.
Formally, let (Ω,F , P ) be a probability space and let X be a real (m,d) random tensor, i.e. a
measurable map from Ω to Tm,d (the space of real tensors of order m and dimension d).
Our goal is to derive a concentration bound for a sum of n identically distributed tensors
sampled without replacement, i.e. we consider
X =
n∑
i=1
Yi,
8
where each tensor Yi is sampled from a population A of size N > n.
The concentration result derived in the next theorem is based on the proof technique introduced
in [45] which we adapt for sums of random variables.
Theorem 7 (Tensor Hoeffding-Serfling Inequality). Let X be a sum of n tensors Yi ∈ Rd1×···×dk
sampled without replacement from a finite population A of size N . Let u1, . . .uk be such that
‖ui‖ = 1 and assume that for each tensor i, a ≤ Yi(u1, . . . ,uk) ≤ b. Let σ := (b− a), then we have
P ( ‖X − EX‖ ≥ t) ≤ k(
∑k
i=1 di)
0 · 2 exp
(
− t
2n2
2σ2(n+ 1)(1 − n/N)
)
,
where k0 =
(
2k
log(3/2)
)
.
Based on Theorem 7 as well as standard concentration bounds for vectors and matrices (see
e.g. [48]), we prove the required sampling conditions of Cond. 1 hold for the specific sample sizes
given in the next lemma.
Lemma 8. Consider the sub-sampled gradient, Hessian and third-order tensor defined in Eq. (5).
Under Assumption 1, the sampling conditions in Eqs. (6), (7) and (8) are satisfied with probability
1− δ, δ ∈ (0, 1) for the following choice of the size of the sample sets Sg,Sb and St:
ng = O˜
(
κ2gǫ
2
/
L2f + 1/N
)−1
,
nb = O˜
(
κ2bǫ
4/3
/
L2g + 1/N
)−1
,
nt = O˜
(
κ2t ǫ
2/3
/
L2b + 1/N
)−1
,
where O˜ hides poly-logarithmic factors and a polynomial dependency to d.
4.3 Complexity subproblem
First-order guarantees We first discuss the scenario where we only require an ǫ-first-order
critical point. In the next theorem, we state the total complexity of Algorithm 1, including the
sampling complexities given in Lemma 8 as well as the subsolver complexity, which we denote by
K(ǫ).
Theorem 9 (Total worst-case complexity). Let flow be a lower bound on f . Denote by Kouter(ǫ)
the number of outer iterations defined in Eq. (21) and by K(ǫ) the complexity of the model subsolver,
both specialized to the case of first-order criticality. Assume Condition 1 holds. Then, given ǫ > 0,
Algorithm 1 needs at most
Kouter(ǫ) · (ng + nbK(ǫ) + ntK(ǫ))
(stochastic) oracle calls to reach an iterate x∗ such that ‖∇f(x∗)‖ ≤ ǫ.
We now derive a corollary for the case where the desired accuracy is high, i.e. ǫ≪ 1N . We sup-
pose the subsolver is a non-convex version of AGD whose worst-case complexity under Assumption 1
is proven to be O(ǫ−5/3) in [13].
Corollary 10 (Total worst-case complexity - first-order stationarity). Under the same assumptions
as in Theorem 9, Algorithm 1 with the non-convex AGD variant presented in [13] as subsolver needs
at most O˜(Nǫ−3) (stochastic) oracle calls to reach an iterate x∗ such that ‖∇f(x∗)‖ ≤ ǫ and ǫ≪ 1N .
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The final total complexity in terms of ǫ is an improvement over state-of-the-art methods such
as NEON + SCSG [52] (O(ǫ−3.33)), SCR [46] and Natasha2 [3] (O(ǫ−3.5)). We expect that the
dependency on N could be further reduced using the variance reduction technique introduced in [50].
Furthermore, we want to point out that the use of a specialized subproblem solver instead of AGD –
as was done in [11] for the cubic model – could significantly improve the rate. For comparison, while
the rate of AGD to reach ‖∇f(x)‖ ≤ ǫ is O(ǫ−5/3), the cubic solver from [11] achieves O(ǫ−1).3
Second-order guarantees Unlike the first-order guarantees, the condition imposed on the sub-
problem solver now requires finding a second-order stationary point. A common solver used for
trust-region methods and ARC is to apply a Lanczos method to build up evolving Krylov spaces,
which can be constructed in a Hessian-free manner, i.e. by accessing the Hessians only indirectly
via matrix-vector products. We are however not aware of any existing work analyzing the worst-
case complexity of (a generalization of) this approach for higher-order polynomials. Instead, we
suggest using the solver presented in [15] which is an accelerated gradient method for non-convex
optimization that requires O˜(ǫ−7/4) to find a point x∗ such that χf,2(x∗) ≤ √ǫ2.
Corollary 11 (Total worst-case complexity – second-order stationarity). Under the same assump-
tions as in Theorem 9, Algorithm 1 with the non-convex AGD variant presented in [15] as subsolver
needs at most O˜(Nǫ−15/4) (stochastic) oracle calls to reach an iterate x∗ such that χf,2(x∗) ≤ ǫ2
and ǫ2 ≪ 1N .
As for the first-order guarantees, an interesting direction to improve the total complexity would
be a subproblem solver specialized to the specific characteristics of the fourth-order model.
5 Conclusion
We presented a stochastic fourth-order optimization algorithm that preserves the guarantees of
its deterministic counterpart for finding an approximate second-order critical point. There are
numerous extensions that could follow from this work, including the following.
Algorithmic improvements. Prior work such as [3, 52] has relied on using variance reduction to
achieve faster rates. A variance-reduced variant of cubic regularization has also been shown in [50]
to reduce the per-iteration sample complexity and one would therefore except similar improvements
can be made to the quartic model. Finally, one could incorporate acceleration as in [37].
Model solver Perhaps the most promising direction for future work is to design efficient algo-
rithms to solve high-order polynomial models. While there has been some significant work pub-
lished for cubic models [11, 12], the problem has been relatively unexplored for higher-order models.
Finally, one relevant application for the type of high-order algorithms we developed is training
deep neural networks as in [46, 1]. An interesting direction for future research would therefore
be to design a practical implementation of STM for training neural networks based on efficient
tensor-vector products similarly to the fast Hessian-vector products proposed in [41].
3 [11] reports a rate in terms of function suboptimality, which we here naively convert using smoothness.
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Appendix
A Main analysis
In the following section, we provide detailed proofs for all the lemmas and theorems presented in
the main paper. First, we present some basic results regarding the surrogate model that will be
handy throughout the proofs.
Surrogate model Recall that we use the following surrogate model:
mk(s) = φk(s) +
σk
4
‖s‖42 ,
φk(s) = f(xk) + g
⊤
k s+
1
2
s⊤Bks+
1
6
Tk[s]
3 (22)
The first derivative of the model w.r.t. s is
∇smk(s) = gk +Bks+ 1
2
Tk[s]
2 + σks‖s‖2. (23)
For the second-order derivative ∇2
s
mk(s), we get:
∇2
s
mk(s) = Bk +Tk[s] +
σk
4
∇2
s
‖s‖4, (24)
where
1
4
∇2
s
‖s‖4 = ∇s s‖s‖2 = ‖s‖2I+ 2ss⊤ < ‖s‖2 (25)
We now start with a bound on the model decrease in terms of the step length ‖s‖.
Lemma 12 (Lemma 4.1 restated). For any xk ∈ Rd, the step sk (satisfying Cond. 2) is such that
φk(0)− φk(sk) > σk
4
‖sk‖4. (26)
Proof. Note that mk(0) = f(xk). Using the optimality conditions introduced in Condition 2, we
get
0 < mk(0)−mk(sk) = φk(0)− φk(sk)− σk
4
‖sk‖4, (27)
which directly implies the desired result.
In order to complete our claim of model decrease started in Lemma 2, we prove that the length
of the step sk can not be arbitrarily small compared to the gradient of the objective function.
Lemma 13 (Lemma 4.2 restated). Suppose that Condition 1 holds with the choice κg =
1
4 , κb =
1
4 ,
κt =
1
2 . For any xk ∈ Rd, the length of the step sk (satisfying Cond. 2) is such that
‖sk‖ ≥ κ−1/3k
(
χf,1(xk + sk)− 1
2
ǫ1
)1/3
, (28)
where κk =
(
σk +
Lt
2 + θ +
1
4
)
.
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Proof. We start with the following bound,
‖∇f(xk + sk)‖ ≤ ‖∇f(xk + sk)−∇φk(sk)‖+ ‖∇φk(sk)‖. (29)
We bound the second term in the RHS of Eq. (29) using the termination condition presented
in Eq. (15). We get
‖∇φk(sk)‖ ≤
∥∥∇φk(sk) + σksk‖sk‖2∥∥+ σk‖sk‖3
= ‖∇mk(sk)‖+ σk‖sk‖3
≤ θ‖sk‖3 + σk‖sk‖3
≤ (θ + σk) ‖sk‖3. (30)
For the first term in the RHS of Eq. (29) , we have
‖∇f(xk + sk)−∇φk(sk)‖ =
∥∥∥∥∇f(xk + sk)− gk −Bksk − 12Tk[sk]2
∥∥∥∥
≤
∥∥∥∥∇f(xk + sk)−∇f(xk)−∇2f(xk)sk − 12∇3f(xk)[sk]2
∥∥∥∥
+ ‖gk −∇f(xk)‖+ ‖(Bk −∇2f(xk))sk‖
+
1
2
‖Tk[sk]2 −∇3f(xk)[sk]2‖
≤ Lt
2
‖sk‖3 + κgǫ+ κbǫ2/3‖sk‖+ 1
2
κtǫ
1/3‖sk‖2, (31)
where the last inequality uses Lemma 32 and Condition 1 where we set ǫ1 = ǫ.
Next, we apply the Young’s inequality for products which states that if a, b ∈ R≥0 and p, q ∈ R>1
such that 1/p + 1/q = 1 then
ab ≤ a
p
p
+
bq
q
. (32)
We obtain
‖∇f(xk + sk)‖ ≤ (θ + σk) ‖sk‖3 + Lt
2
‖sk‖3 + κgǫ
+
κb
3
(
2ǫ+ ‖sk‖3
)
+
κt
6
(
ǫ+ 2‖sk‖3
)
=
(
σk + θ +
Lt
2
+
κb
3
+
κt
3
)
‖sk‖3 +
(
κg +
2κb
3
+
κt
6
)
ǫ, (33)
therefore(
σk + θ +
Lt
2
+
κb
3
+
κt
3
)−1(
‖∇f(xk + sk)‖ −
(
κg +
2κb
3
+
κt
6
)
ǫ
)
≤ ‖sk‖3. (34)
Choosing κg =
1
4 , κb =
1
4 , κt =
1
2 ,(
σk + θ +
Lt
2
+
1
4
)−1(
‖∇f(xk + sk)‖ − 1
2
ǫ
)
≤ ‖sk‖3. (35)
16
We now prove that the length of the step sk can not be arbitrarily small compared to χf,2. We
first need an additional lemma that relates the step length sk to the second criticality measure χf,2.
Proving such result requires the following auxiliary lemma.
Lemma 14. Suppose that Condition 1 holds. For all xk, s ∈ Rd,
‖∇2f(xk + s)−∇2sφk(s)‖ ≤
(
Lt
2
+
κt
2
)
‖s‖2 +
(
κb +
κt
2
)
ǫ2. (36)
Proof. Recall that
∇2
s
φk(s) = Bk +Tk[s], (37)
therefore
‖∇2f(xk + s)−∇2sφk(s)‖
= ‖∇2f(xk + s)−Bk −Tk[s]‖
≤ ‖∇2f(xk + s)−∇2f(xk)−∇3f(xk)[s]‖+ ‖∇2f(xk)−Bk‖
+ ‖∇3f(xk)[s]−Tk[s]‖
≤ Lt
2
‖s‖2 + κbǫ2 + κtǫ1/22 ‖s‖, (38)
where the last inequality uses Lemma 32 and Condition 1 with ǫ2 = ǫ
2/3.
We again apply the Young’s inequality for products stated in Eq. 32 which yields
‖∇2f(xk + s)−∇2sφk(s)‖ ≤
Lt
2
‖s‖2 + κbǫ2 + κt
2
‖s‖2 + κt
2
ǫ2. (39)
Lemma 15 (Lemma 4.3 restated). Suppose that Condition 1 holds with the choice κg =
1
4 , κb =
1
4 ,
κt =
1
2 . For any xk ∈ Rd, the length of the step sk (satisfying Cond. 2) is such that
‖sk‖ ≥ κ−1/2k,2
(
χf,2(xk + sk)− 1
2
ǫ2
)1/2
, (40)
where κk,2 =
(
3σk +
Lt
2 + θ +
1
4
)
.
Proof. Using the definition of the model in Eq. (4) and the fact that minz[a(z)+b(z)] ≥ minz[a(z)]+
minz[b(z)], we find that
λmin(∇2f(xk + sk)) = min
‖y‖=1
∇2f(xk + sk)[y]2
= min
‖y‖=1
(
∇2f(xk + sk)−∇2sφk(sk)−
σk
4
∇2
s
‖sk‖4 +∇2smk(sk)
)
[y]2
≥ min
‖y‖=1
(∇2f(xk + sk)−∇2sφk(sk)) [y]2 + σk4 min‖y‖=1 (−∇2s‖sk‖4) [y]2
+ min
‖y‖=1
∇2
s
mk(sk)[y]
2 (41)
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Considering each term in turn, and using Lemma 14, we see that
min
‖y‖=1
(∇2f(xk + sk)−∇2sφk(sk)) [y]2
≥ min
‖y1‖=‖y2‖=1
(∇2f(xk + sk)−∇2sφk(sk)) [y1,y2]
≥ − max
‖y1‖=‖y2‖=1
∣∣(∇2f(xk + sk)−∇2sφk(sk)) [y1,y2]∣∣
= −‖∇2f(xk + sk)−∇2sφk(sk)‖[2]
(36)
≥ −
(
Lt
2
+
κt
2
)
‖sk‖2 −
(
κb +
κt
2
)
ǫ2. (42)
Using Eq. (25), we get that 14∇2s
(‖sk‖4) [y]2 = 2(s⊤k y)2 + ‖sk‖2‖y‖2, therefore
min
‖y‖=1
(−∇2
s
(‖sk‖4)
)
[y]2
= − max
‖y‖=1
∇2
s
(‖sk‖4)[y]2
= −12‖sk‖2. (43)
From Eq. (14), we have min‖y‖=1∇2smk(sk)[y]2 = λmin(∇2smk(sk)). Combined with the last
two equations, we get that
−λmin(∇2f(xk + sk)) ≤
(
Lt
2
+
κt
2
)
‖sk‖2
+
(
κb +
κt
2
)
ǫ2 + 3σk‖sk‖2 −min[0, λmin(∇2smk(sk))]. (44)
As the right hand side of the above equation is non-negative, we can rewrite Eq. (44) as
max[0,−λmin(∇2f(xk + sk))] ≤
(
Lt
2
+
κt
2
+ 3σk
)
‖sk‖2 +
(
κb +
κt
2
)
ǫ2
+max[0,−λmin(∇2smk(sk))]. (45)
Combining the above with Eq. (13) and Eq. (14), and with Eq. (15) for i = 2, we conclude
χf,2(xk + sk) ≤
(
Lt
2
+
κt
2
+ 3σk
)
‖sk‖2 +
(
κb +
κt
2
)
ǫ2 + χm,2(xk, sk)
≤
(
Lt
2
+
κt
2
+ 3σk + θ
)
‖sk‖2 +
(
κb +
κt
2
)
ǫ2, (46)
which implies (
Lt
2
+
κt
2
+ 3σk + θ
)
‖sk‖2 ≥ χf,2(xk + sk)−
(
κb +
κt
2
)
ǫ2. (47)
Choosing κb =
1
4 , κt =
1
2 , we conclude
‖sk‖2 ≥
(
3σk +
Lt
2
+ θ +
1
4
)−1(
χf,2(xk + sk)− 1
2
ǫ2
)
. (48)
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We now derive an upper bound on the regularization parameter σk. The proof is conceptually
similar to Lemma 3.3 in [17].
Lemma 16. Let Assumption 1 hold and assume Condition 2 holds. Also assume that
σk > σˆsup := max
(
4ξ
(1− η2) ,
ξ (4Lt + 2 + 8θ)
(1− η2) ǫ− 8ξ
)
, (49)
where ξ :=
(
ǫκg +
ǫ2/3κb
2 +
ǫ1/3κt+Lt
6
)
. Then iteration k is very successful and consequently σk ≤
γ3σˆsup := σmax for all k.
Proof. First, note that
ρk > η2 ⇐⇒ rk := f(xk + sk)− f(xk)− η2(φk(sk)− f(xk)) < 0. (50)
We rewrite rk as
rk = f(xk + sk)− φk(sk) + (1− η2)(φk(sk)− f(xk)). (51)
From the mean value theorem,
f(xk + sk) = f(xk) +∇f(xk)⊤sk + 1
2
s
⊺
k∇2f(xk)sk +
1
6
∇3f(xk + αsk)[sk]3 (52)
for some α ∈ (0, 1). Therefore we can bound the first term in rk as
f(xk + sk)− φk(sk) = (∇f(xk)− gk)⊺ sk + 1
2
s
⊺
k
(∇2f(xk)−Bk) sk
+
1
6
(∇3f(xk + αsk)−Tk) [sk]3
=(∇f(xk)− gk)⊺ sk + 1
2
s
⊺
k
(∇2f(xk)−Bk) sk
+
1
6
(∇3f(xk)−Tk) [sk]3 + 1
6
(∇3f(xk + αsk)−∇3f(xk)) [sk]3
≤κgǫ‖sk‖+ 1
2
κbǫ
2/3‖sk‖2 + 1
6
(
κtǫ
1/3
)
‖sk‖3 + Lt
6
‖sk‖4
≤
(
ǫκg +
ǫ2/3κb
2
+
ǫ1/3κt + Lt
6
)
︸ ︷︷ ︸
:=ξ
max(‖sk‖, ‖sk‖4)
Given that Condition 2 holds per assumption, we can combine Eq. (18) from Lemma 2 with
the above Eq. (53) to derive the upper bound σsup as follows.
Case I: If ‖sk‖ ≥ 1 we have
rk < 0 ⇐⇒ σk > 4ξ
(1− η2) . (53)
Case II: If ‖sk‖ < 1 we have
rk < 0 ⇐⇒ σk > 4ξ
(1− η2)‖sk‖3 . (54)
We need to further simplify the RHS in the equation above that contains the term ‖sk‖3. To
do so, we first use Lemma 3 to upper bound the right hand side as
4ξ
(1− η2)‖sk‖3 ≤
4ξκk
(1− η2)(‖∇f(xk + sk)‖ − 12ǫ)
≤ 2 · 4ξ
(
σk +
Lt
2 + θ +
1
4
)
(1− η2)ǫ . (55)
If σk is greater than the upper bound in Eq. (55), it is also greater than the RHS in Eq. (54).
Consequently ρk > η2 as soon as
σk >
ξ (4Lt + 2 + 8θ)
(1− η2) ǫ− 8ξ (56)
As a result, we conclude that if σ0 < σˆsup, then σk ≤ γ3σˆsup for all k, where
σˆsup := max
(
4ξ
(1− η2) ,
ξ (4Lt + 2 + 8θ)
(1− η2) ǫ− 8ξ
)
(57)
Lemma 17 (Lemma 4.4 restated). The steps produced by Algorithm 1 guarantee that if σk ≤ σmax
for σmax > 0, then k ≤ C(γ1, γ2, σmax, σ0) where
C(γ1, γ2, σmax, σ0) :=(
1 +
| log γ1|
log γ2
)
|Sk|+ 1
log γ2
log
(
σmax
σ0
)
.
Proof. From the updates in Eq. (11), we get that for each two consecutive iterations
γ1σj ≤ max(γ1σj, σmin) ≤ σj+1, j ∈ Sk
γ2σj ≤ σj+1, j ∈ Uk, (58)
where σmin ≤ σk ∀k.
Thus we deduce inductively that
σ0γ
|Sk|
1 γ
|Uk|
2 ≤ σk. (59)
We therefore obtain, using the bound σk ≤ σmax. that
|Sk| log γ1 + |Uk| log γ2 ≤ log
(
σmax
σ0
)
, (60)
which then implies that
|Uk| ≤ −|Sk| log γ1
log γ2
+
1
log γ2
log
(
σmax
σ0
)
(61)
Finally using the equality k = |Sk| + |Uk| and the fact that log γ1 < 0 since γ1 < 1 concludes
the proof.
Finally, we are ready to state the main result in this section that establishes a worst-case com-
plexity rate to reach an (ǫ1, ǫ2)-second-order critical point.
20
Theorem 18 (Worst-case complexity, Theorem 4.5 restated). Let flow be a lower bound on f and
assume Conditions 1 and 2 hold. Let κs =
(
σmax +
Lt
2 + θ +
1
4
)
, κs,2 =
(
3σmax +
Lt
2 + θ +
1
4
)
and
κmax = max(
3
√
2κ
4/3
s , 2κ2s,2). Then, given ǫ1, ǫ2 > 0, Algorithm 1 needs at most⌈
Ksucc(ǫ) := 8κmax(f(x0)− flow)
η1σmin
max(ǫ
−4/3
1 , ǫ
−2
2 )
⌉
successful iterations and
Kouter(ǫ) := ⌈C(γ1, γ2, σmax, σ0) · Ksucc(ǫ)⌉. (62)
total outer iterations to reach an iterate x∗ such that both ‖∇f(x∗)‖ ≤ ǫ1 and λmin(∇2f(x∗)) ≥ −ǫ2.
Proof. First, let κs =
(
σmax +
Lt
2 + θ +
1
4
)
. For each successful iteration k, the function decrease
in terms of the first-order criticality measure is
f(xk)− f(xk+1) ≥ η1(f(xk)− φk(sk))
(18)
≥ 1
4
η1σmin ‖sk‖42
(19)
≥ 1
4
η1σminκ
−4/3
k
(
‖∇f(xk + sk)‖ − 1
2
ǫ1
)4/3
≥ 1
4
η1σminκ
−4/3
s
(
1
2
ǫ1
)4/3
≥ 1
8 3
√
2
η1σminκ
−4/3
s ǫ
4/3
1 (63)
where the fourth inequality uses the fact that ‖∇f(xk + sk)‖ ≥ ǫ1 before termination.
Let’s now consider the function decrease in terms of the second-order criticality measure. First,
let κs,2 =
(
3σmax
Lt
2 +
1
4
)
. For each successful iteration k, we have
f(xk)− f(xk+1) ≥ η1(f(xk)− φk(sk))
(18)
≥ 1
4
η1σmin ‖sk‖42
(20)
≥ 1
4
η1σminκ
−2
k,2
(
χf,2(xk + sk)− 1
2
ǫ2
)2
≥ 1
4
η1σminκ
−2
k,2
(
ǫ2 − 1
2
ǫ2
)2
≥ 1
42
η1σminκ
−2
s,2ǫ
2
2 (64)
where the fourth inequality uses the fact that χf,2(xk + sk) ≥ ǫ2 before termination.
Thus on any successful iteration until termination we can guarantee the minimal of the two
decreases in Eqs. (63) and (64), and hence,
f(x0)− f(xk+1) ≥ 1
8
η1σminmin
(
κ
−4/3
s
3
√
2
,
κ−2s,2
2
)
min(ǫ
4/3
1 , ǫ
2
2)|Sk| (65)
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Using that f is bounded below by flow, we conclude
|Sk| ≤
8max( 3
√
2κ
4/3
s , 2κ2s,2)(f(x0)− flow)
η1σmin
max(ǫ
−4/3
1 , ǫ
−2
2 ). (66)
Finally, we can use Lemma 5 to get a bound on the total number of iterations.
B Sampling conditions
In this section, we prove how to ensure that the sampling conditions in Eqs. (6)-(8) are satisfied.
We discuss two cases: i) random sampling without replacement, and ii) sampling with replace-
ment. Since sampling without replacement yields a lower sample complexity, we directly use the
corresponding results in the main part of the paper.
B.1 Sampling without replacement
We prove that one can choose the size of the sample sets in order to satisfy the three sampling
conditions presented in Eqs. (6)-(8). The proof consists in using concentration inequalities to prove
that there exists a sample size such that the sampled quantity is close enough to the expected value.
We will rely on two key results: the first one is the Matrix Hoeffding-Serfling Inequality derived
in [50] while the second result is a tensor inequality which we name Tensor Hoeffding-Serfling
inequality (see Theorem 19 below). To the best of our knowledge, the latter result is new and is
based on an adaption of a result derived in [45].
B.1.1 Existing results
Theorem 19 (Matrix Hoeffding-Serfling Inequality [50]). Let A := {A1, · · · ,AN} be a collection
of real-valued matrices in Rd1×d2 with bounded spectral norm, i.e., ‖Ai‖ 6 σ for all i = 1, . . . , N and
some σ > 0. Let X1, · · · ,Xn be n < N samples from A under the sampling without replacement.
Denote µ := 1N
∑N
i=1Ai. Then, for any t > 0,
P
(∥∥∥∥ 1n
n∑
i=1
Xi − µ
∥∥∥∥ > t
)
≤ (d1 + d2) exp
(
− nt
2
8σ2(1 + 1/n)(1 − n/N)
)
.
We will also need the following lemma which is derived in [6].
Lemma 20 ( [6]). Let A := {y1, . . . yN} be a finite population of N points in R and Y1, . . . , Yn
be a random sample drawn without replacement from A. Define Xn = 1n
∑n
k=1(Yk − µ) where
µ = 1N
∑N
i=1 yi. Assume that a ≤ Yk ≤ b, then or any s > 0, it holds that
logE exp(sXn) ≤ (b− a)
2
8
s2
n2
(n+ 1)
(
1− n
N
)
.
B.1.2 Concentration bound for sum of i.i.d. tensors
We now extend Theorem 19 to the more general case where we consider a collection of real-valued
tensors instead of matrices. Formally, let (Ω,F , P ) be a probability space and let X be a real (m,d)
random tensor, i.e. a measurable map from Ω to Tm,d (the space of real tensors of order m and
dimension d).
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Our goal is to derive a concentration bound for a sum of n tensors
X =
n∑
i=1
Yi,
where each Yi is sampled without replacement from a population A of size N .
The concentration result derived in this section is based on the proof technique introduced
in [45] which we adapt for sums of random variables. Formally, we consider a tensor X ∈ Rd1×···×dk
of order k whose spectral norm is defined as
‖X‖ = sup
u1,...uk
‖ui‖=1
X (u1, . . .uk). (67)
Note that for symmetric tensors, the spectral norm is simply equal to ‖X‖ = sup
u|‖u‖=1 X (u, . . . u) [4].
Proof idea In the following, we first provide a concentration bound for a fixed set of unit-length
vectors u1, . . . ,uk. (Lemma 21). We then extend this result to arbitrary vectors on the unit sphere
in order to obtain a concentration bound for the tensor X by using a covering argument similar
to [45].
Lemma 21. Let X be a sum of n i.i.d. tensors Yi ∈ Rd1×···×dk sampled without replacement from
a finite population A of size N . Consider a fixed set of vectors u1, . . .uk such that ‖ui‖ = 1 and
assume that for each tensor i, a ≤ Yi(u1, . . . ,uk) ≤ b. Let σ := (b− a), then we have
P (|X (u1, . . . ,uk)− E[X (u1, . . . ,uk)]| ≥ t) ≤ 2 exp
(
− 2t
2n2
σ2(n+ 1)(1 − n/N)
)
.
Proof. By Markov’s inequality and Hoeffding’s lemma, we have
P (X (u1, . . . ,uk)− E[X (u1, . . . ,uk)] ≥ t) = P
(
es(X (u1,...,uk)−E[X (u1,...,uk)]) ≥ est
)
≤ e−stE
[
e(s(X (u1,...,uk)−E[X (u1,...,uk)])
]
= e−stE
[
e(s(
∑
i Yi(u1,...,uk)−E[
∑
i Yi(u1,...,uk)])
]
(i)
≤ exp
(
−st+ σ
2
8
s2
n2
(n + 1)
(
1− n
N
))
,
where (i) follows from Lemma 20.
After minimizing over s, we obtain
P (X (u1, . . . ,uk)− E[X (u1, . . . ,uk)] ≥ t) ≤ exp
(
− 2t
2n2
σ2(n+ 1)(1 − n/N)
)
.
By symmetry, one can easily show that
P (X (u1, . . . ,uk) ≤ −t) ≤ exp
(
− 2t
2n2
σ2(n+ 1)(1 − n/N)
)
.
We then complete the proof by taking the union of both cases.
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Theorem 22 (Theorem 4.6 restated). Let X be a sum of n tensors Yi ∈ Rd1×···×dk sampled without
replacement from a finite population A of size N . Let u1, . . .uk be such that ‖ui‖ = 1 and assume
that for each tensor i, a ≤ Yi(u1, . . . ,uk) ≤ b. Let σ := (b− a), then we have
P ( ‖X − EX‖ ≥ t) ≤ k(
∑k
i=1 di)
0 · 2 exp
(
− t
2n2
2σ2(n+ 1)(1 − n/N)
)
,
where k0 =
(
2k
log(3/2)
)
.
Proof. We use the same covering number argument as in [45]. The main idea is to create an ǫ-
net of countable size to cover the space Sd1−1, . . . , Sdk−1. Formally, let C1, . . . , Ck be ǫ-covers of
Sd1−1, . . . , Sdk−1. Then since Sd1−1× · · · ×Sdk−1 is compact, there exists a maximizer (u∗1, . . . ,u∗k)
of (67). Using the ǫ-covers, we have
‖X‖ = X (u¯1 + δ1, . . . , u¯k + δk),
where u¯i ∈ Ci and ‖δi‖ ≤ ǫ for i = 1, . . . , k.
Now
‖X‖ ≤ X (u¯1, . . . , u¯k) +
(
ǫk + ǫ2
(
k
2
)
+ · · · ǫk
(
k
k
))
‖X‖ .
Take ǫ = log(3/2)k then the sum inside the parenthesis can be bounded as follows:
ǫk + ǫ2
(
k
2
)
+ · · · ǫk
(
k
k
)
≤ ǫk + (ǫk)
2
2!
+ · · · (ǫk)
k
k!
≤ eǫk − 1 = 1
2
.
Thus we have
‖X‖ ≤ 2 max
u¯1∈C1,...,u¯k∈Ck
X (u¯1, . . . , u¯k).
So far, all the steps have been identical to the proof in [45]. We conclude the proof with one
last step that is a simple adaptation of the proof in [45], combined with the result of Lemma 21.
Since the ǫ-covering number |Ck| can be bounded by ǫ/2-packing number, which can be bounded
by (2/ǫ)dk , using the union bound. Therefore,
P ( ‖X − EX‖ ≥ t) ≤
∑
u¯1∈C1,...,u¯k∈Ck
P
(
X (u¯1, . . . , u¯k)− E[X (u¯1, . . . , u¯k]) ≥ t
2
)
≤ k
∑k
i=1 di
0 · 2 exp
(
− t
2n2
2σ2(n+ 1)(1 − n/N)
)
.
Lemma 23 (Lemma 4.7 restated). Consider the sub-sampled gradient, Hessian and third-order
tensor defined in Eq. (5). Under Assumption 1, the sampling conditions in Eqs. (6), (7) and (8)
are satisfied with probability 1 − δ, δ ∈ (0, 1) for the following choice of the size of the sample sets
Sg,Sb and St:
ng = O˜
(
κ2gǫ
2
/
L2f + 1/N
)−1
,
nb = O˜
(
κ2bǫ
4/3
/
L2g + 1/N
)−1
,
nt = O˜
(
κ2t ǫ
2/3
/
L2b + 1/N
)−1
,
where O˜ hides poly-logarithmic factors and a polynomial dependency to d.
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Proof. Gradient
Let ng := |Sg| and note that by the triangle inequality as well as Lipschitz continuity of ∇f
(Assumption 1) we have
‖g(x)‖ = 1
ng
∑
i∈Sg
‖∇fi(x)‖ ≤ Lg := σg (68)
We then apply Theorem 19 on the gradient vector and require the probability of a deviation
larger or equal to t to be lower than some δ ∈ (0, 1].
P ( ‖g(x)−∇f(x)‖ > t) ≤ 2d exp
(
− ngt
2
8σ2g(1 + 1/ng)(1− ng/N)
)
!≤ δ (69)
Taking the log on both side, we get
− ngt
2
8σ2g(1 + 1/ng)(1 − ng/N)
!≤ log δ
2d
, (70)
which implies
ngt
2
!≥ log 2d
δ
(
8σ2g(1 + 1/ng)(1 − ng/N)
)
= log
2d
δ
(
8σ2g (1 + 1/ng − ng/N − 1/N)
)
(71)
Since 1ng − 1N < 1, we instead require the following simpler condition,
ngt
2 ≥ log 2d
δ
(
8σ2g (2− ng/N)
)
=⇒ ng ·
(
t2 + log
2d
δ
8σ2g
N
)
≥ log 2d
δ
(
16σ2g
)
=⇒ ng ≥
16σ2g log
2d
δ(
t2 +
8σ2g
N log
2d
δ
) (72)
Finally, we can simply choose t = κgǫ in order to satisfy Eq. (6).
Hessian
Again, let nb := |Sb| and note that by the triangle inequality as well as Lipschitz continuity of
∇2f (Assumption 1) we have
‖B(x)‖ ≤ 1
nb
∑
i∈Sb
‖∇2fi(x)‖ ≤ Lg := σb
Now we apply the matrix Hoeffding’s inequality stated in Theorem 19 on the Hessian and
require the probability of a deviation larger or equal to t to be lower than some δ ∈ (0, 1].
P
( ∥∥B(x) −∇2f(x)∥∥ > t) ≤ 2d exp(− nbt2
8σ2b (1 + 1/nb)(1 − nb/N)
)
!≤ δ (73)
Taking the log on both side, we get
− nbt
2
8σ2b (1 + 1/nb)(1 − nb/N)
≤ log δ
2d
, (74)
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which implies
nbt
2 ≥ log 2d
δ
(8σ2b (1 + 1/nb)(1− nb/N))
= log
2d
δ
(
8σ2b (1 + 1/nb − nb/N − 1/N)
)
(75)
Since 1nb −
1
N < 1, we instead require the following simpler condition,
nbt
2 ≥ log 2d
δ
(
8σ2b (2− nb/N)
)
=⇒ nb ·
(
t2 + log
2d
δ
8σ2b
N
)
≥ log 2d
δ
(
16σ2b
)
=⇒ nb ≥
16σ2b log
2d
δ(
t2 +
8σ2b
N log
2d
δ
) (76)
Finally, we can simply choose t = κbǫ
2/3 in order to satisfy Eq. (7) since ∀s ∈ Rd,
‖(B(x) −∇2f(x))s‖ ≤ ‖(B(x) −∇2f(x))‖ · ‖s‖ ≤ κbǫ2/3‖s‖, (77)
Third-order derivative Let nt := |St| and assume that a ≤ ∇3fi(u1, . . . ,uk) ≤ b for all
i ∈ {1, . . . , n} and (u1, . . . ,uk) ∈ Rd1×···×dk . Define σt = (b− a).
We apply Theorem 7 and require the probability of a deviation larger or equal to t to be lower
than some δ ∈ (0, 1].
P
( ∥∥T(x)−∇3f(x)∥∥ > t) ≤ k3d0 · 2 exp
(
− n
2
t t
2
2σ2t (nt + 1)(1 − nt/N)
)
!≤ δ (78)
Taking the log on both side, we get
− n
2
t t
2
2σ2t (nt + 1)(1 − nt/N)
≤ log δ
2k3d0
, (79)
which implies
n2t t
2 ≥ log 2k
3d
0
δ
(2σ2t (nt + 1)(1− nt/N))
= log
2k3d0
δ
(
2σ2t
(
nt + 1− n2t/N − nt/N
))
=⇒ ntt2 ≥ log 2k
3d
0
δ
(
2σ2t (1 + 1/nt − nt/N − 1/N)
)
(80)
Since 1nt − 1N < 1, we instead require the following simpler condition,
ntt
2 ≥ log 2k
3d
0
δ
(
2σ2t (2− nt/N)
)
=⇒ nt ·
(
t2 + log
2k3d0
δ
2σ2t
N
)
≥ log 2k
3d
0
δ
4σ2t
=⇒ nt ≥
4σ2t log
2k3d0
δ(
t2 +
2σ2t
N log
2k3d0
δ
) . (81)
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Finally, we can simply choose t = κtǫ
1/3 in order to satisfy Eq. (8) since ∀s ∈ Rd,
‖T[s]2 −∇3f(x)[s]2‖ ≤ ‖T[s]−∇3f(x)[s]‖‖s‖
≤ ‖T −∇3f(x)‖‖s‖2
≤ κtǫ1/3‖s‖2. (82)
B.2 Sampling with replacement
Similarly to the previous case of sampling without replacement, we prove that one can use random
sampling with replacement in order to satisfy the three sampling conditions presented in Eqs. (6), (7)
and (8).
First, we introduce some known results and then derive a concentration bound for a sum of i.i.d.
tensors usually a similar proof technique as in the previous subsection.
B.2.1 Existing results
The following results can for instance be found in [47, 48].
Theorem 24 (Matrix Hoeffding). Consider a finite sequence {Xk} of independent, random, self-
adjoint matrices with dimension d, and let {Ak} be a sequence of fixed self-adjoint matrices. Assume
that each random matrix satisfies
EXk = 0 and X
2
k 4 A
2
k almost surely.
Then, for all t ≥ 0,
P
(
λmax
(∑
k
Xk
)
≥ t ≤ d · e−t2/8σ2
)
where σ2 := ‖
∑
k
A2k‖.
Lemma 25 (Hoeffding’s lemma). Let Z be any real-valued bounded random variable such that
a ≤ Z ≤ b. Then, for all s ∈ R,
E
[
es(Z−E(Z))
]
≤ exp
(
s2(b− a)2
8
)
. (83)
B.2.2 Concentration bound for sum of i.i.d. tensors
In the following, we provide a concentration bound for sampling with replacement for tensors. This
result is based on the proof technique introduced in [45] which we adapt for sums of independent
random variables.
Proof idea In the following, we first provide a concentration bound for each entry in the tensor
X (Lemma 26). We then use Lemma 26 to obtain a concentration bound for the tensor X by using
a covering argument similar to [45].
Lemma 26. Let X be a sum of n i.i.d. tensors Yi ∈ Rd1×···×dk . Let u1, . . .uk be such that ‖ui‖ = 1
and assume that for each tensor i, a ≤ Yi(u1, . . . ,uk) ≤ b. Let σ := (b− a), then we have
P (|X (u1, . . . ,uk)− E[X (u1, . . . ,uk)]| ≥ t) ≤ 2 exp
(
− 2t
2
nσ2
)
.
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Proof. By Markov’s inequality and Hoeffding’s lemma, we have
P
(X (u1, . . . ,uk)− E[X (u1, . . . ,uk)] ≥ t)
= P
(
es(X (u1,...,uk)−E[X (u1,...,uk)]) ≥ est
)
≤ e−stE
[
e(s(X (u1,...,uk)−E[X (u1,...,uk)])
]
= e−stE
[
e(s(
∑
i Yi(u1,...,uk)−E[
∑
i Yi(u1,...,uk)])
]
(i)
= e−st
n∏
i=1
E
[
e(s(Yi(u1,...,uk)−E[Yi(u1,...,uk)])
]
(ii)
≤ exp
(
−st+ nσ
2s2
8
)
,
where (i) follows by independence of the Yi’s and (ii) follows from Lemma 25.
After minimizing over s, we obtain
P (X (u1, . . . ,uk)− E[X (u1, . . . ,uk)] ≥ t) ≤ e−2t2/(nσ2).
Similarly one can show that P (X (u1, . . . ,uk) ≤ −t) ≤ e−2t2/(nσ2). We then complete the proof
by taking the union of both cases.
Theorem 27 (Tensor Hoeffding Inequality). Let X be a sum of n i.i.d. tensors Yi ∈ Rd1×···×dk .
Let u1, . . .uk be such that ‖ui‖ = 1 and assume that for each tensor i, a ≤ Yi(u1, . . . ,uk) ≤ b. Let
σ := (b− a), then we have
P ( ‖X − EX‖ ≥ t) ≤ k(
∑k
i=1 di)
0 · 2 exp
(
− t
2
2nσ2
)
,
where k0 =
(
2k
log(3/2)
)
.
Proof. We use the same covering number argument as in [45]. Let C1, . . . , Ck be ǫ-covers of
Sd1−1, . . . , Sdk−1. Then since Sd1−1× · · · ×Sdk−1 is compact, there exists a maximizer (u∗1, . . . ,u∗k)
of (67). Using the ǫ-covers, we have
‖X‖ = X (u¯1 + δ1, . . . , u¯k + δk),
where u¯i ∈ Ci and ‖δi‖ ≤ ǫ for i = 1, . . . , k.
Now
‖X‖ ≤ X (u¯1, . . . , u¯k) +
(
ǫk + ǫ2
(
k
2
)
+ · · · ǫk
(
k
k
))
‖X‖ .
Take ǫ = log(3/2)k then the sum inside the parenthesis can be bounded as follows:
ǫk + ǫ2
(
k
2
)
+ · · · ǫk
(
k
k
)
≤ ǫk + (ǫk)
2
2!
+ · · · (ǫk)
k
k!
≤ eǫk − 1 = 1
2
.
Thus we have
‖X‖ ≤ 2 max
u¯1∈C1,...,u¯k∈Ck
X (u¯1, . . . , u¯k).
So far, all the steps have been identical to the proof in [45]. We conclude the proof with one
last step that is a simple adaptation of the proof in [45], combined with the result of Lemma 26.
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Since the ǫ-covering number |Ck| can be bounded by ǫ/2-packing number, which can be bounded
by (2/ǫ)dk , using the union bound. Therefore, by Lemma 26
P ( ‖X − EX‖ ≥ t) ≤
∑
u¯1∈C1,...,u¯k∈Ck
P
(
X (u¯1, . . . , u¯k)− E[X (u¯1, . . . , u¯k]) ≥ t
2
)
≤ k
∑k
i=1 di
0 · 2 exp
(
− t
2
2nσ2
)
.
Lemma 28. Consider the sub-sampled gradient, Hessian and third-order tensor defined in Eq. (5).
The sampling conditions in Eqs. (6), (7) and (8) are satisfied with probability 1 − δ, δ ∈ (0, 1) for
the following choice of the size of the sample sets Sg,Sb and St:
ng = O˜
(
L2f
κ2gǫ
2
)
, nb = O˜
(
L2g
κ2bǫ
4/3
)
, nt = O˜
(
L2b
κ2t ǫ
2/3
)
, (84)
where O˜ hides poly-logarithmic factors and a polynomial dependency to d.
Proof. The proof consists in using concentration inequalities to prove that there exists a sample
size such that the sampled quantity is close enough to the expected value.
Gradient
Let ng := |Sg| and note that by the triangle inequality as well as Lipschitz continuity of ∇f
(Assumption 1) we have
‖g(x)‖ = 1
ng
∑
i∈Sg
‖∇fi(x)‖ ≤ Lg := σg (85)
We then apply Theorem 24 on the gradient vector and require the probability of a deviation
larger or equal to t to be lower than some δ ∈ (0, 1].
P ( ‖g(x) −∇f(x)‖ > t) ≤ d exp
( −t2
8σ2g/ng
)
!≤ δ (86)
Taking the log on both side, we get
−t2
8σ2g/ng
=
−t2 · ng
8σ2g
≤ log δ
d
, (87)
which implies
t2 · ng ≥ (8σ2g) log
d
δ
=⇒ ng ≥
8σ2g
t2
log
d
δ
. (88)
Finally, we can simply choose t = κgǫ in order to satisfy Eq. (6).
Hessian
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Again, let nb := |Sb| and note that by the triangle inequality as well as Lipschitz continuity of
∇2f (Assumption 1) we have
‖B(x)‖ ≤ 1
nb
∑
i∈Sb
‖∇2fi(x)‖ ≤ Lg := σb
Now we apply Theorem 24 on the Hessian and require the probability of a deviation larger or
equal to t to be lower than some δ ∈ (0, 1].
P
( ∥∥B(x)−∇2f(x)∥∥ > t) ≤ d exp( −t2
8σ2b/nb
)
!≤ δ (89)
Taking the log on both side, we get
−t2
8σ2b/nb
=
−t2 · nb
8σ2b
≤ log δ
d
, (90)
which implies
t2 · nb ≥ (8σ2b ) log
d
δ
=⇒ nb ≥
8σ2b
t2
log
d
δ
. (91)
Finally, we can simply choose t = κbǫ
2/3 in order to satisfy Eq. (7) since ∀s ∈ Rd,
‖(B(x) −∇2f(x))s‖ ≤ ‖(B(x) −∇2f(x))‖ · ‖s‖ ≤ κbǫ2/3‖s‖, (92)
Third-order derivative
We apply Theorem 27 on the normalized 4 third-order derivative. Let nt := |St| and define
Z = 1
nt
∑
i∈St
∇3fi(x)−∇3f(x) = T(x)−∇3f(x). (93)
We then require the probability of a deviation larger or equal to t to be lower than some
δ ∈ (0, 1].
P
( ∥∥T(x)−∇3f(x)∥∥ > t) ≤ k3d0 · 2 exp
(
− t
2nt
2σ2t
)
!≤ δ (94)
Taking the log on both side, we get
− t
2nt
2σ2t
≤ log δ
2k3d0
, (95)
which implies
nt ≥ 2σ
2
t
t2
log
2k3d0
δ
. (96)
4Note that we here consider the normalized sum. The reader can verify that the bound of Theorem 27 becomes
P ( ‖X − EX‖ ≥ t) ≤ k
(
∑
k
i=1
di)
0 · 2 exp
(
− t
2n
2σ2
)
.
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Finally, we can simply choose t = κtǫ
1/3 in order to satisfy Eq. (8) since ∀s ∈ Rd,
‖T[s]2 −∇3f(x)[s]2‖ ≤ ‖T[s]−∇3f(x)[s]‖‖s‖
≤ ‖T −∇3f(x)‖‖s‖2
≤ κtǫ1/3‖s‖2. (97)
C Total worst-case complexity
C.1 First-order guarantees
In this section, we analyze the total worst-case complexity of Algorithm 1 to obtain an ǫ-first-order
critical point.
Theorem 29 (Theorem 4.8 restated). Let flow be a lower bound on f . Denote by Kouter(ǫ) the
number of outer iterations defined in Eq. (21) and by K(ǫ) the complexity of the model subsolver,
both specialized to the case of first-order criticality. Assume Condition 1 holds. Then, given ǫ > 0,
Algorithm 1 needs at most
Kouter(ǫ) · (ng + nbK(ǫ) + ntK(ǫ))
(stochastic) oracle calls to reach an iterate x∗ such that ‖∇f(x∗)‖ ≤ ǫ.
Proof. According to Theorem 6, the total number of outer iterations to reach an iterate x∗ such
that ‖∇f(x∗)‖ ≤ ǫ is Kouter(ǫ) which is equal to⌈(
8 3
√
2κ
4/3
s (f(x0)− flow)
η1σmin
ǫ−4/3
)(
1 +
| log γ1|
log γ2
)
+
1
log γ2
log
(
σmax
σ0
)⌉
. (98)
We denote the complexity of the model subsolver by K(ǫ). Since the model sub-solver is a
gradient-based approach,it only requires computing the gradient at xk once, but it needs to recom-
pute the Hessian-vector products and Tensor-vector products at each sub-iteration. Therefore, the
gradient complexity is
Kg(ǫ) ≤ ng · Kouter(ǫ). (99)
The complexity of the Hessian-vector products is
Kb(ǫ) ≤ nb · Kouter(ǫ) · K(ǫ) (100)
while the complexity of the Tensor-vector products is
Kt(ǫ) ≤ nt · Kouter(ǫ) · K(ǫ) (101)
We conclude by combining Eqs. (99), (100) and (101).
Corollary 30 (Corollary 4.9 restated). Under the same assumptions as in Theorem 9, Algorithm 1
with the non-convex AGD variant presented in [13] as subsolver needs at most O˜(Nǫ−3) (stochastic)
oracle calls to reach an iterate x∗ such that ‖∇f(x∗)‖ ≤ ǫ and ǫ≪ 1N .
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Proof. In the first-order case, the termination criterion in Condition 2 is
‖∇mk(sk)‖ ≤ θ‖sk‖3.
Employing the non-convex AGD variant presented in [13] as subproblem solver, we reach ‖∇mk(sk)‖ ≤
θ‖sk‖3 in O((θ‖sk‖3)−5/3) iterations. Now, given the lower bound on the stepnorm developed in
Lemma 3 (‖sk‖ ≥ O(ǫ1/3)), we get that the required complexity for solving the subproblem is
K(ǫ) = O(ǫ−5/3).
By Theorem 9 and Lemma 8, we therefore get that Algorithm 1 needs at most
Ktotal(ǫ) = Kouter(ǫ) · (ng + nbK(ǫ) + ntK(ǫ))
= Kouter(ǫ) ·
(O˜ (κ2gǫ2 /L2f + 1/N )−1 + O˜ (κ2bǫ4/3/L2g + 1/N )−1K(ǫ)
+ O˜
(
κ2t ǫ
2/3
/
L2b + 1/N
)−1
K(ǫ))
oracle calls to reach an iterate x∗ such that ‖∇f(x∗)‖ ≤ ǫ.
Since we assumed ǫ≪ 1N , the term 1/N dominates in each O˜ in the equation above and thus:
Ktotal(ǫ) = Kouter(ǫ) ·
(
O˜(N) + O˜(N)K(ǫ) + O˜(N)K(ǫ)
)
= Kouter(ǫ) ·
(
O˜(N) + 2O˜(Nǫ−5/3)
)
.
Finally, we obtain the total complexity by using the result established in Theorem 6 stating
that Kouter(ǫ1) = O(ǫ−4/31 ).
C.2 Second-order guarantees
We now analyze the total worst-case complexity of Algorithm 1 to obtain an approximate second-
order critical point x∗. To compute each update step, we solve the current model mk with the
algorithm presented in [15] which is an accelerated gradient method for non-convex optimization
that requires O˜(ǫ−7/42 ) to find a point x∗ such that χm,2(x∗) ≤
√
ǫ2.
Corollary 31 (Corollary 4.10 restated). Under the same assumptions as in Theorem 9, Algo-
rithm 1 with the non-convex AGD variant presented in [15] as subsolver needs at most O˜(Nǫ−15/4)
(stochastic) oracle calls to reach an iterate x∗ such that χf,2(x
∗) ≤ ǫ2 and ǫ2 ≪ 1N .
Proof. We start from the statement of Theorem 9 where Kouter(ǫ2) and K(ǫ2) are now specialized
to the case of second-order criticality. Then, given ǫ2 > 0, Algorithm 1 needs at most
Ktotal(ǫ2) = Kouter(ǫ2) ·
(O˜
(
κ2gǫ
2
2
L2f
+
1
N
)−1
+ O˜
(
κ2bǫ
4/3
2
L2g
+
1
N
)−1
K(ǫ2)
+ O˜
(
κ2t ǫ
2/3
2
L2b
+
1
N
)−1
K(ǫ2)
)
oracle calls to reach an iterate x∗ such that χf,2(x
∗) ≤ ǫ2.
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Since we assumed ǫ≪ 1N , the term 1/N dominates in each O˜ in the equation above and thus:
Ktotal(ǫ2) = Kouter(ǫ2) ·
(
O˜(N) + O˜(N)K(ǫ2) + O˜(N)K(ǫ2)
)
(102)
In the second-order case, the termination criterion in Condition 2 is
χm,2(xk, sk) ≤ θ‖sk‖2. (103)
Employing the non-convex AGD variant presented in [15] as subproblem solver, we reach
‖χm,2(xk, sk)mk(sk)‖ ≤ θ‖sk‖2 in O((θ‖sk‖2)−7/4) iterations. Now, given the lower bound on the
step norm developed in Lemma 4 (‖sk‖ ≥ O(ǫ1/22 )), we get that the required complexity for solving
the subproblem is K(ǫ2) = O(ǫ−7/42 ). Plugging this in Eq. (102), we get
Kouter(ǫ2) ·
[
O˜(N) + 2O˜(Nǫ7/42 )
]
. (104)
Finally, we obtain the total complexity by using the result established in Theorem 6 stating
that Kouter(ǫ2) = O(ǫ−22 ).
D Additional Lemmas
D.1 Lipschitz bounds
Lemma 32. If f has an L-Lipschitz-continuous third-order derivatives, then ∀x,y ∈ Rd
‖∇2f(y)−∇2f(x)−∇3f(x)(y − x)‖ ≤ L
2
‖y − x‖2 (105)
‖∇f(y) −∇f(x)−∇2f(x)(y − x)−∇3f(x)[y − x]2‖ ≤ L
2
‖y − x‖3
Proof.
∇2f(y) = ∇2f(x) +
∫ 1
0
∇3f(x+ τ(y − x))(y − x)dτ
= ∇2f(x) +∇3f(x)(y − x) +
∫ 1
0
(∇3f(x+ τ(y − x))−∇3f(x)) (y − x)dτ
Therefore,
‖∇2f(y)−∇2f(x)−∇3f(x)(y − x)‖
=
∥∥∥∥
∫ 1
0
(∇3f(x+ τ(y − x))−∇3f(x)) (y − x)dτ∥∥∥∥
≤
∫ 1
0
∥∥(∇3f(x+ τ(y − x))−∇3f(x)) (y − x)∥∥ dτ
≤ ‖y − x‖
∫ 1
0
∥∥(∇3f(x+ τ(y − x))−∇3f(x))∥∥ dτ
≤ L‖y − x‖2
∫ 1
0
τdτ =
L
2
‖y − x‖2 (106)
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For the second inequality,
‖∇f(y)−∇f(x)−∇2f(x)(y − x)−∇3f(x)[y − x]2‖
=
∥∥∥∥
∫ 1
0
〈∇2f(x+ τ(y − x))−∇2f(x)−∇3f(x)[y − x]2〉dτ
∥∥∥∥
≤ ‖y − x‖
∫ 1
0
∥∥∇2f(x+ τ(y − x))−∇2f(x)−∇3f(x)(y − x)∥∥ dτ
≤ L
2
‖y − x‖3, (107)
where the last inequality is simply due to the inequality proven first.
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