Abstract. Let X S n be a subset of the symmetric group S n and let Q X IR n 2 be the convex hull of the set of permutation matrices representing the elements of X in IR n 2 . We present some formulas relating the cardinality of X and the maximal value of a typical linear function on Q X . Applications to the average case analysis of Combinatorial Optimization problems and to e cient counting are discussed.
Introduction
In this paper we address the question of how combinatorially interesting polytopes, such as the Birkho Polytope and the Traveling Salesman Polytope look like from the Banach Geometry point of view. Connections between optimization problems and the combinatorial structure of underlying polytopes have long been studied (see, for example, 3]). In 1] the rst author considered the problem of optimizing an \average" linear function on a given polytope. It was shown that the famous \measure concentration phenomenon" (see 5] ) implies that as the dimension grows the optimal value of almost any linear function sharply concentrates around certain \most popular" value. Some bounds for this value for the Birkho , the Traveling Salesman and other related polytopes were provided. In this paper we give an asymptotic formula for this most popular optimal value using the technique developed in 1]. Furthermore, we show that the optimal value of a typical optimization problem on a set of permutations roughly depends on the cardinality of the set alone. This observation suggests a new approach to e cient counting: a rough estimate of the cardinality of a set can be derived from the optimal value in a typical optimization problem on the set.
(1.1) De nitions and notation. Let S n be the symmetric group, that is the set of permutations of f1; : : : ; ng. For a 2 S n we denote by ( ) the permutation matrix ij ( ) = 1 if (i) = j, 0 if (i) 6 = j.
We consider ( ) as a point in IR n 2 . Our main object is the convex hull Q X = convf ( ) : 2 Xg;
where X S n is a subset. For example, if X = S n then Q X is the Birkho Polytope and if X is the subset consisting of (n ? 1 We denote by jXj the cardinality of a nite set X.
In this paper we prove the following main result.
(1.2) Theorem. Let X S n be a subset of S n and let Q X = convf ( ) : 2 Xg be the convex hull of permutation matrices for the permutations from X.
( which allows us to compute (Q) from (P) where Q is a subpolytope of P and P has a large symmetry group. This allows us to relate (Q X ) and (P n ), where P n IR n 2 is the Minkowski sum of n regular (n ? 1)-dimensional coordinate simplices. In Section 4 we estimate ( ) for the coordinate simplex in IR n . In Section 5 we complete the proof of Theorem 1.2. Finally, in Section 6 we discuss connections between approximate counting and random optimization.
Measure Concentration
We de ne an inner metric on 
Group Action
In this section we review some results from 1]. For the sake of completeness we present full proofs here. 
Coordinate Simplex
In this section we estimate the average value of the support function for the coordinate simplex. Using such simplices as building blocks, we'll prove our main result in the next section. Let us choose a = a n = (1 + ) r ln n . 
Proof of the Main Result
In this section we complete the proof of Theorem 1.2. Our plan is the following. Let us introduce a polytope P n IR n 2 as the set of solutions x = (x ij ) to the system of n linear equations and n 2 inequalities Proof of Theorem 1.2. Let us prove (1.2.1). Let V n IR n 2 be the vertex set of P n . We observe that V n consists of 0-1 matrices x ij such that each row contains precisely one 1. Therefore jV n j = n n and for every two vertices x; y 2 V n there exists an orthogonal transformation g x;y of IR n 2 such that g x;y (x) = y (one can choose g x;y to be a permutation of the coordinates in IR n 2 ). Let U X = f ( ) : 2 Xg be the vertex set of Q X . Then U X V n and we may apply Theorem 3.2 with R = p n and = n n =jXj = exp (X)n ln n . 6. Approximate Counting and Random Optimization Theorem 1.2 has obvious applications to the average case analysis of Combinatorial Optimization problems (cf. Example 1.3). What seems to be more interesting is that Theorem 1.2 can be used for estimating the cardinality of an implicitly given subset X S n by solving an optimization problem on X with a randomly chosen goal function. We are going to describe a randomized algorithm for approximate enumeration. Our algorithm uses a procedure that samples a random point from the uniform distribution on the unit sphere in Euclidean space. It is known that there is a polynomial time algorithm for simulating this distribution from the standard Bernoulli distribution, see, for example, 4]. By introducing randomness, we allow a certain probability that our algorithm does not produce the correct answer. However, we'll make sure that this probability quickly fades to 0 as n ?! +1.
Our algorithm is the following. We sample a random point u 2 S n 2 ?1 from the uniform distribution on the sphere, solve the optimization problem As above, \o(1)" stands for a function depending on n alone which tends to 0 as n grows to in nity. Indeed, from (1. p +o(1) weight (such a circuit exists almost surely as n ?! +1). Of course, to nd such a proof is di cult but its very existence seems to be of interest.
