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Abstract
We apply semigroup theory and other operator-theoretic methods to prove Hölder-continuous dependence
on modeling for the inhomogeneous ill-posed Cauchy problem in Banach space. The inhomogeneous ill-
posed Cauchy problem is given by du
dt
= Au(t)+ h(t), u(0) = χ , 0 t < T ; where −A is the infinitesimal
generator of a holomorphic semigroup on a Banach space X, χ ∈ X, and h : [0, T ) → X. For a suitable
function f , the approximate problem is given by dv
dt
= f (A)v(t) + h(t), v(0) = χ . Under certain stabi-
lizing conditions, we prove that ‖u(t) − v(t)‖ C˜β1−ω(t)Mω(t) for a related norm, where C˜ and M are
computable constants independent of β, 0 < β < 1, and ω(t) is a harmonic function. These results extend
earlier work of Ames and Hughes on the homogeneous ill-posed problem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Continuous dependence results for ill-posed problems in Banach space were obtained by
Ames and Hughes in [6,7]. Using C-semigroup theory and other operator-theoretic methods,
that work extends to Banach space continuous dependence on modeling results previously ob-
tained by Ames [3], Lattes and Lions [16], Miller [18], and Showalter [23]. In this paper, we
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B.M. Campbell Hetrick, R.J. Hughes / J. Math. Anal. Appl. 331 (2007) 342–357 343develop new techniques to extend the results of [7] to the inhomogeneous case, and we prove
continuous dependence on modeling for the inhomogeneous ill-posed Cauchy problem.
Consider the abstract Cauchy problem
du(t)
dt
= Au(t),
u(0) = χ, (1)
where t  0, A is a densely-defined linear operator in a Banach space X, and χ ∈ Dom(A).
In the event −A is the infinitesimal generator of a holomorphic semigroup, the Cauchy prob-
lem is ill-posed. We define an approximate problem that is well-posed. For example, we may
approximate A by
f (A) = A − A2
(cf. [3,16,18]). We want to ensure that a solution of the original problem, if it exists, will be
appropriately close to the solution of the approximate problem. Using logarithmic convexity
and stabilizing conditions, results have been obtained in Hilbert space by Ames [3], Ames and
Cobb [5], Miller [18], Adelson [1], and others. Some work has been done in Banach space also,
as found in [17]. We extend these results to the inhomogeneous problem in Banach space.
In Sections 2 and 3, we examine the inhomogeneous abstract Cauchy problem in Banach
space. Our key idea is to regularize the data using C-semigroups. Section 2 provides the nec-
essary background on holomorphic semigroups and C-semigroups, and in Section 3 we prove
continuous dependence on modeling. In a Banach space X, the inhomogeneous ill-posed prob-
lem is given by
du
dt
= Au(t) + h(t),
u(0) = χ,
where the operator −A is the infinitesimal generator of a holomorphic semigroup in X, χ ∈ X,
and h : [0, T ) → X. We assume that h is differentiable on (0, T ) and that h′ ∈ L1((0, T );X). We
approximate this problem with
dv
dt
= f (A)v(t) + h(t),
v(0) = χ, (2)
where f is a real-valued Borel function bounded above such that f (A) approximates A in a
suitable sense. For A = −, the choice of f (A) = A − A2 yields the approximate well-posed
problem
∂v
∂t
= − ∂
2v
∂x2
−  ∂
4v
∂x4
+ h(t), where 0 < t < T,
v(x,0) = ψ(x).
As  → 0, this approximate problem approaches the original one. Generally speaking, we prove
that ∥∥u(t) − v(t)∥∥ C˜β1−ω(t)Mω(t)
for a suitable norm, where u and v are solutions of the ill-posed and approximate problems,
respectively, C˜ is a constant, β comes from the restriction on the “distance” between A and
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obtain our results by defining a function following [7] and using the approach in [2]. Extending
to a bent complex strip, we apply Carleman’s Inequality to obtain∥∥u(t) − v(t)∥∥ C˜β1−ω(t)Mω(t),
where∥∥(−A + f (A))ψ∥∥ β∥∥A1+δψ∥∥
for all ψ ∈ Dom(A1+δ), with some additional restrictions on f .
In Section 4 we consider some applications of our results to problems in Lp spaces. We note
that in future work, we intend to extend our results to nonlinear problems (cf. [16,18]).
2. Background
We note that general background on the abstract Cauchy problem can be found in [13], while
background on ill-posed problems can be found in [4,20,21]. In order to obtain results in Ba-
nach space, we introduce C-semigroups and holomorphic semigroups, following work done by
deLaubenfels (cf. [11,12]). Recall the following:
Definition 1. [12] Let C be a bounded, injective linear operator on a Banach space X. A family
{W(t)}t0 of bounded operators on X is a C-semigroup if
(1) W(t) is strongly continuous, i.e. for all x ∈ X, W(t)x : [0,∞) → X is continuous,
(2) W(t)W(s) = CW(t + s) for all t, s  0, and
(3) W(0) = C.
For the relevant background on holomorphic semigroups, their infinitesimal generators, and
C-semigroups, refer to [7]. For general background on semigroups and linear operators, see
[14,15].
Now we state deLaubenfels’ theorem:
Theorem 2. [11] Suppose −A is the infinitesimal generator of a holomorphic semigroup of
angle θ , θ ∈ (0,π/2]. Then there exist k ∈ R, α > 0, such that for all  > 0, λ ∈ C, λA generates
an entire C -group {W(z)}, where C ≡ e−(A−k)α .
This theorem is crucial to our work as it defines conditions under which the homogeneous
Cauchy problem (1) is well-posed. Following [11] and [7], we have this representation:
W(z) = e
λkz
2π i
∫
Γφ
e−wαeλzw(w + k − A)−1 dw (3)
for a suitable contour Γφ in ρ(A) with α satisfying π2α > φ >
π
2 − θ . For θ ∈ (π4 , π2 ], we may
choose α > 2. Formally, W(z) = CeλzA = eλzAe−(A−k)α .
In Banach space, we assume that the operator −A is the generator of a holomorphic semi-
group. To use the above results, we need to ensure that f (A) generates a holomorphic semigroup
so that the approximate problem (2) is well-posed. In order to do this, we introduce the following
sets.
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f (z) = az + b +
∞∫
0
z
z + t dμ(t), z ∈ C \ (−∞,0],
where a, b 0 are constants, and μ is a nondecreasing function on [0,∞) such that
∞∫
0
dμ(t)
1 + t < ∞.
For f ∈ S , define f (A) to be the closure of the closable operator defined by
f (A)x = aAx + bx +
∞∫
0
(t + A)−1Ax dμ(t),
for x ∈ Dom(A).
Theorem 4. [9, cf. Theorem 6.1] Suppose f ∈ S , θ ∈ [0, π2 ), and −A generates a holomorphic
semigroup of angle θ . Then −f (A) also generates a holomorphic semigroup of angle θ .
Theorem 5. [10] Let Pn denote the collection of nth degree polynomials p with positive leading
coefficient. Suppose −A generates a holomorphic semigroup of angle θ , p ∈Pn, and
n
(
π
2
− θ
)
<
π
2
. (4)
Then −p(A) generates a holomorphic semigroup of angle π2 − n(π2 − θ).
To ensure that f (A) generates a holomorphic semigroup, we consider functions f such that
−f ∈ S ∪Pn, where n satisfies (4).
3. Continuous dependence results in Banach space
As stated above, the inhomogeneous ill-posed problem in Banach space is given by
du
dt
= Au(t) + h(t),
u(0) = χ, (5)
where the operator −A is the infinitesimal generator of a holomorphic semigroup in X, χ ∈ X,
and h : [0, T ) → X. A solution for this problem is defined as follows:
Definition 6. [22, Definition 4.2.1] A function u : [0, T ) → X is a solution of (5) on [0, T ) if u is
continuous on [0, T ), continuously differentiable on (0, T ), u(t) ∈ Dom(A) for 0 < t < T , and
(5) is satisfied on [0, T ).
The following theorem states conditions under which such a solution exists:
Theorem 7. [22, Corollary 4.2.10] Let X be a Banach space and let A be the infinitesimal
generator of a C0-semigroup T (t) on X. If h : [0, T ) → X is differentiable on (0, T ) and h′ ∈
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[0, T ) given by
u(t) = T (t)χ +
t∫
0
T (t − s)h(s) ds. (6)
If A is an unbounded operator, it is not defined everywhere and thus solutions may not exist
for all χ . If solutions do exist, they may not be continuously dependent on the data. In either of
these cases, the problem is ill-posed. Formally, the solution of (5) has the form
u(t) = etAχ +
t∫
0
e(t−s)Ah(s) ds,
following [22].
We approximate the ill-posed problem (5) with
dv
dt
= f (A)v(t) + h(t),
v(0) = χ, (7)
where f is a real-valued Borel function bounded above that satisfies Condition (A), defined as
follows:
Definition 8. [7] Let −A be the infinitesimal generator of a holomorphic semigroup of angle θ
in a Banach space X. Let −f ∈ S ∪ Pn. Then f satisfies Condition (A) if there exist positive
constants β and δ, with 0 < β < 1, for which Dom(A1+δ) ⊆ Dom(f (A)) and∥∥(−A + f (A))ψ∥∥ β∥∥A1+δψ∥∥
for ψ ∈ Dom(A1+δ).
Note that the fractional power A1+δ is defined following Balakrishnan [8]. Set
g(λ) = −λ + f (λ).
Lemma 9. [7, Lemma 1] For all t  0,
etg(A) = e−tAetf (A).
We will use this repeatedly in our proofs, together with the fact that this relationship holds for
all α ∈ C:
eαg(A) = e−αAeαf (A).
Using the theory outlined above (cf. Theorem 7), we can show that this approximate problem is
well-posed if f (A) generates a holomorphic semigroup and h : [0, T ) → X is differentiable on
(0, T ) with h′ ∈ L1(0, T ).
Set g(A)x = −Ax + f (A)x for x ∈ Dom(A) ∩ Dom(f (A)). If −A is the infinitesimal gen-
erator of a holomorphic semigroup of angle θ and −f ∈ S ∪ Pn, then f (A) also generates a
holomorphic semigroup of some possibly different angle. We can choose an appropriate angle
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in [7], e−ζA and eζf (A) commute for ζ ∈ Sθ ′ because the resolvents of their generators commute.
Thus for ζ ∈ Sθ ′ , e−ζAeζf (A) defines a holomorphic semigroup of angle θ ′. This semigroup has
generator g(A), the closure of −A + f (A). Following [7], denote this semigroup by eζg(A).
Assume u(t) and v(t) are solutions of (5) and (7), respectively, with u(0) = v(0) = χ , and
consider the C -semigroup {W(z)}, with C = e−Aα . Choose θ ′ so that both −A and f (A)
generate holomorphic semigroups of angle θ ′, as discussed above. For ζ ∈ Sθ ′ , ζ = s + reiθ , set
u(ζ ) = W
(
reiθ
)
u(s),
v(ζ ) = ereiθ f (A)Cv(s),
and set
h(s) = Ch(s).
Lemma 10. For  > 0 and t  0,
u(t) = Cu(t).
Proof. By definition,
u(t) = W(0)u(t) = Cu(t). 
Lemma 11. For  > 0 and t  0,
v(t) = Cv(t).
Proof. Again, for ζ = t we have r = 0 and so by definition
v(t) = Cv(t). 
Lemma 12. [7, cf. Lemma 4] For  > 0 and ζ ∈ Sθ ′ ,
W
(
reiθ
)
χ = W
2
(
reiθ
)
C
2
χ.
Proof. First, note that C
2
commutes with W
2
(ζ ), as discussed above. Next, we show that
W
2
(ζ )C 
2
is a C -semigroup with generator A. Let ζ1, ζ2 ∈ Sθ ′ .
W
2
(ζ1)C 2 W

2
(ζ2)C 2 =
[
W
2
(ζ1 + ζ2)C 2
]
C
2
C
2
= C
[
W
2
(ζ1 + ζ2)C 2
]
and W
2
(0)C 
2
= C
2
C
2
= C , so by definition W2 (ζ )C 2 is a C -semigroup. We know W(ζ ) is a
C -semigroup with generator A and both W(ζ ) and W2 (ζ ) solve the same differential equation,
so we must have W
2
(ζ )C 
2
χ = W(ζ )χ . 
Lemma 13. [7, cf. Lemma 5] For  > 0 and ζ ∈ Sθ ′ ,
ere
iθ f (A)Cχ = ereiθ g(A)W
(
reiθ
)
χ.
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Dom(A) and ζ = reiθ
d
dζ
[
e−ζAW(ζ )χ
]= e−reiθAAW(reiθ )χ + (−Ae−reiθA)W(reiθ )χ = 0.
Since W(0) = C , we must have
e−reiθAW
(
reiθ
)
χ = Cχ.
Recall that e−ζA and eζf (A) commute, and thus
ere
iθ g(A)W
(
reiθ
)
χ = ereiθ f (A)e−reiθAW
(
reiθ
)
χ = ereiθ f (A)Cχ. 
Lemma 14. [7] Let −A be the generator of a holomorphic semigroup of angle θ in a Banach
space X, where θ ∈ (π4 , π2 ). Let θ ′ = min{θ, π2 − n(π2 − θ)}. Consider the bent strip S = {ζ =
s + reiθ ′ | 0 s  T , r  0}, and replace θ ′ with θ for simplicity. Set α > 2, and without loss of
generality let k = 0 in the definition of W(ζ ). Then
rerγ e−2sr cos θ−r2
∥∥W
2
(
s + reiθ )∥∥ C,
where γ is a constant and C is a constant that depends on  but is independent of r  0,
0 s  T .
Proof. Let λ ∈ Γφ as in the definition of W(ζ ). λ = |λ|e±iφ . rerγ e− r
2
2 is bounded for r  0, so
consider∥∥e−2sr cos θ− r22 W
2
(
s + reiθ )∥∥.
Taking α > 2 and, without loss of generality, k = 0 in the definition of W(ζ ), the above quantity
can be written as∥∥∥∥e−2sr cos θ− r22 ( 12π i
)∫
Γφ
e−

2 λ
α
e(s+reiθ )λR(λ;A)dλ
∥∥∥∥,
and ∥∥∥∥e−2sr cos θ− r22 ( 12π i
)∫
Γφ
e−

2 λ
α
e(s+reiθ )λR(λ;A)dλ
∥∥∥∥
 Ce−2sr cos θ− r
2
2
∫
Γφ
∣∣e− 2 λαe(s+reiθ )λ∣∣∥∥R(λ;A)∥∥ |dλ|
 Ce−2sr cos θ− r
2
2
∫
Γφ
∣∣e− 2 |λ|αeiαφ e(s+reiθ )|λ|eiφ ∣∣∥∥R(λ;A)∥∥ |dλ|
 Ce−2sr cos θ− r
2
2
∫
Γφ
e−

2 |λ|α cos(αφ)
∣∣e(s+r cos θ+ri sin θ)|λ|(cosφ+i sinφ)∣∣∥∥R(λ;A)∥∥ |dλ|
 Ce−2sr cos θ− r
2
2
∫
Γ
e−

2 |λ|α cos(αφ)es|λ| cosφer|λ| cos(θ+φ)
∥∥R(λ;A)∥∥ |dλ|
φ
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∫
Γφ
[
e−
r2
2 e−2sr cos θer|λ| cos(θ+φ)
]
e−

2 |λ|α cos(αφ)es|λ| cosφ
∥∥R(λ;A)∥∥ |dλ|
= C
∫
Γφ
[
e−
r2
2 −r(2s cos θ−|λ| cos(θ+φ))]e− 2 |λ|α cos(αφ)es|λ| cosφ∥∥R(λ;A)∥∥ |dλ|.
Since − r22 − kr  k
2
2 , the above expression is bounded by
C
∫
Γφ
e
(2s cos θ−|λ| cos(θ+φ))2
2 es|λ| cosφe−

2 |λ|α cos(αφ)
∥∥R(λ;A)∥∥ |dλ|.
Recall that 0 s  T . Using this, we have
C
∫
Γφ
e
(2s cos θ−|λ| cos(θ+φ))2
2 es|λ| cosφe−

2 |λ|α cos(αφ)
∥∥R(λ;A)∥∥ |dλ|
C
∫
Γφ
e
4T 2−4T |λ|+|λ|2
2 eT |λ|e−

2 |λ|α cos(αφ)
∥∥R(λ;A)∥∥ |dλ|
Ce2T 2
∫
Γφ
e
|λ|2
2 e−T |λ|e−

2 |λ|α cos(αφ)
∥∥R(λ;A)∥∥ |dλ|.
From the definition of W
2
(s + reiθ ), α satisfies π2α > φ > π2 − θ . Recall that π2 − θ  0 and
α > 2, so we have π2 > αφ > 0 and so cos(αφ) > 0. Then − 2 |λ|α cos(αφ) < 0, and again since
α > 2 we have
e
|λ|2
2 e−T |λ|e−

2 |λ|α cos(αφ) Ke−ω|λ|γ , where ω,γ > 0.
Using this, we have that the above integral converges absolutely since ‖R(λ;A)‖ M1
λ
for λ > 0
and ‖R(λ;A)‖ is bounded near the origin. Further, the bound on the integral is independent of
r  0 and s ∈ [0, T ]. 
Our main proof uses the following function, motivated by work in [2]:
Φ(ζ ) = − 1
π
∫ ∫
S
e−e−2iφz2 ∂¯φ(z)
(
1
z − ζ +
1
z¯ + 1 + ζ
)
dξ dη,
where z = ξ + ηeiφ , ζ ∈ S, and ∂¯ is the Cauchy–Riemann operator
∂¯ = 1
2i sin θ
(
eiθ
∂
∂s
− ∂
∂r
)
,
where ζ = s + reiθ . We require the following technical facts:
Lemma 15. [2] Let ψ(z) be a complex function with z = ξ + ηeiφ . Assume ψ(z) is continuous
and bounded on the strip S = {ζ = s + reiθ | 0 s  T , r  0}. Define
Φ(ζ) = − 1
π
∫ ∫
ψ(z)
(
1
z − ζ +
1
z¯ + 1 + ζ
)
dξ dη.S
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∞∫
−∞
∣∣∣∣ 1z − ζ + 1z¯ + 1 + ζ
∣∣∣∣dηK(1 + log 1|ξ − s|
)
(8)
if ξ = s.
Now we state our result.
Theorem 16. Suppose −A is the infinitesimal generator of a holomorphic semigroup of an-
gle θ , θ ∈ (π4 , π2 ] on a Banach space X. Let f be a function for which −f ∈ S ∪ Pn, where
n(π2 − θ) < π2 , and assume that f satisfies Condition (A). Assume there exists a constant γ ,
independent of β and ω, such that ‖eζg(A)‖ eγ |ζ | for ζ ∈ Sθ ′ , θ ′ = min{θ, π2 − n(π2 − θ)}.
Assume in addition that h : [0, T ) → H is continuously differentiable with h′(t) ∈ L1(0, T )
and h(t) ∈ Dom(A1+δ) for all t ∈ [0, T ). Let u(t) and v(t) be solutions of (5) and (7), respec-
tively, with u(0) = v(0) = χ , and assume ‖u(T )‖M1, ‖A1+δχ‖M2, and ‖A1+δh(t)‖M3.
Then there exist constants C˜ and M , independent of β , such that for 0 t < T ,∥∥u(t) − v(t)∥∥1  C˜β1−ω(t)Mω(t),
where ‖ · ‖1 = ‖C · ‖ and ω(τ) is a harmonic function on the bent strip S = {ζ = s + re±iθ ′ |
0 s  T , r  0}.
Proof. Here, our goal is to define an analytic function and apply Carleman’s Inequality (cf. [19]).
For ζ ∈ S, set
φ(ζ ) = u(ζ ) − v(ζ ).
Apply the Cauchy–Riemann operator ∂¯ to φ(ζ ), where
∂¯ = 1
2i sin θ
(
eiθ
∂
∂s
− ∂
∂r
)
.
We have
∂¯φ(ζ ) = 12i sin θ
(
eiθ
∂
∂s
φ(ζ ) − ∂
∂r
φ(ζ )
)
= 1
2i sin θ
[
eiθ
∂
∂s
(
u(ζ ) − v(ζ )
)− ∂
∂r
(
u(ζ ) − v(ζ )
)]
= 1
2i sin θ
[
eiθ
∂
∂s
(
W
(
reiθ
)
u(s) − ereiθ f (A)Cv(s)
)
− ∂
∂r
(
W
(
reiθ
)
u(s) − ereiθ f (A)Cv(s)
)]
= 1
2i sin θ
[
eiθ
(
W
(
reiθ
)(
Au(s) + h(s))− ereiθ f (A)C(f (A)v(s) + h(s)))
− (eiθAW(reiθ )u(s) − eiθf (A)ereiθ f (A)Cv(s))]
= 1 [eiθ (W(reiθ )h(s) − ereiθ f (A)Ch(s))].2i sin θ
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Φ(ζ ) = − 1
π
∫ ∫
S
e−e−2iφz2 ∂¯φ(z)
(
1
z − ζ +
1
z¯ + 1 + ζ
)
dξ dη,
where z = ξ + ηeiφ . Note that the results of Lemma 15 hold for Φ . For ζ ∈ S and x∗ ∈ X∗, the
dual space of X, define a new function w as follows:
w(ζ ) = e−e−2iθ ζ 2x∗φ(ζ ) − x∗Φ(ζ ),
with α > 2 and without loss of generality, k = 0 in the definition of W(ζ ). We claim that w is
holomorphic on the interior of the bent strip S and bounded and continuous on S, and hence that
w meets the criteria of Carleman’s Inequality. Again, we use the Cauchy–Riemann operator ∂¯ .
From Lemma 15, ∂¯Φ(ζ ) = e−e−2iθ ζ 2 ∂¯φ(ζ ). Then for ζ in the interior of S,
∂¯w(ζ ) = ∂¯
(
e−e−2iθ ζ 2x∗φ(ζ ) − x∗Φ(ζ )
)
= ∂¯(e−e−2iθ ζ 2x∗φ(ζ ))− ∂¯(x∗Φ(ζ ))
= x∗(e−e−2iθ ζ 2 ∂¯(φ(ζ ))+ [∂¯(e−e−2iθ ζ 2)]φ(ζ ) − e−e−2iθ ζ 2 ∂¯φ(ζ ))
= 0,
so w is holomorphic on S.
For ζ = s + reiθ ,∣∣e−e−2iθ ζ 2 ∣∣= e−s2 cos 2θ−2sr cos θ−r2,
so we have∣∣w(ζ )∣∣= ∣∣e−e−2iθ ζ 2x∗φ(ζ ) − x∗Φ(ζ )∣∣
 e−s2 cos 2θ−2sr cos θ−r2‖x∗‖∥∥φ(s + reiθ )∥∥+ ‖x∗‖∥∥Φ(s + reiθ )∥∥.
Note that
A1+δW
(
reiθ
)
u(s) = A1+δW
2
(
reiθ
)
C
2
u(s)
= A1+δW
2
(
reiθ
)
u 
2
(s)
= W
2
(
reiθ
)
A1+δu 
2
(s),
using the definition of W(ζ ), the fact that A1+δ is closed, and the fact that u 2 (s) ∈ Dom(A1+δ)
since W(ζ ) is an entire C -semigroup.
We need to show that w(ζ ) is bounded on the bent strip S. First, consider
e−s2 cos 2θ−2sr cos θ−r2‖φ(ζ )‖ on the sides of the strip. When s = 0 we have ζ = reiθ , and so∥∥φ(ζ )∥∥= ∥∥u(reiθ )− v(reiθ )∥∥
= ∥∥W(reiθ )u(0) − ereiθ f (A)Cv(0)∥∥
= ∥∥W(reiθ )χ − ereiθ f (A)Cχ∥∥
= ∥∥W(reiθ )χ − ereiθ g(A)W(reiθ )χ∥∥
= ∥∥[I − ereiθ g(A)]W(reiθ )χ∥∥
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∥∥∥∥∥
r∫
0
ete
iθ g(A)g(A)W
(
reiθ
)
χ dt
∥∥∥∥∥
 erγ
r∫
0
∥∥g(A)W(reiθ )χ∥∥dt
 rerγ β
∥∥A1+δW(reiθ )χ∥∥
 rerγ β
∥∥W
2
(
reiθ
)∥∥∥∥A1+δC 
2
χ
∥∥,
using Condition (A), Lemma 13, and the assumption on ‖eζg(A)‖. Combining this result with
Lemma 14, we have∣∣e−e−2iθ (reiθ )2 ∣∣∥∥φ(reiθ )∥∥ e−r2rerγ β∥∥W2 (reiθ )∥∥∥∥A1+δC 2 χ∥∥
 Cβ
∥∥A1+δC 
2
χ
∥∥,
which is bounded as a function of ζ .
On the right-hand side of the strip, s = T and thus ζ = T + reiθ , so we have∥∥φ(ζ )∥∥= ∥∥u(T + reiθ )− v(T + reiθ )∥∥
= ∥∥W(reiθ )u(T ) − ereiθ f (A)Cv(T )∥∥
= ∥∥W(reiθ )u(T ) − ereiθ g(A)W(reiθ )v(T )∥∥

∥∥W(reiθ )∥∥∥∥u(T ) − ereiθ g(A)v(T )∥∥

∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥].
From our stabilizing conditions and the fact that (g(A)ψ,ψ) γ (ψ,ψ), we have that ‖v(T )‖ is
bounded since
∥∥v(T )∥∥= ∥∥∥∥∥eTf (A)χ +
T∫
0
e(T−s)f (A)h(s) ds
∥∥∥∥∥

∥∥eTg(A)eTAχ∥∥+ T∫
0
∥∥e(T−s)g(A)e(T−s)Ah(s)∥∥ds
 eT γ
∥∥eTAχ∥∥+ T∫
0
e(T−s)γ
∥∥e(T−s)Ah(s)∥∥ds
 eT γ L + eT γ T N˜. (9)
Thus ∣∣e−e−2iθ (T+reiθ )2 ∣∣∥∥φ(T + reiθ )∥∥
 e−T 2 cos 2θ−2T r cos θ−r2
∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥],
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in (9). So, on the sides of the strip, we have∥∥e−e−2iθ ζ 2φ(ζ )∥∥ Cβ∥∥A1+δC 2 χ∥∥+ ∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥].
To show that Φ is bounded on the strip, we will examine ‖∂φ(ζ )‖.∥∥∂φ(ζ )∥∥= ∥∥∥∥ 12 sin θ [W(reiθ )h(s) − ereiθ f (A)Ch(s)]
∥∥∥∥
=
∥∥∥∥ 12 sin θ [W(reiθ )h(s) − ereiθ g(A)W(reiθ )h(s)]
∥∥∥∥
=
∥∥∥∥ 12 sin θ [I − ereiθ g(A)]W(reiθ )h(s)
∥∥∥∥
=
∣∣∣∣ 12 sin θ
∣∣∣∣
∥∥∥∥∥
r∫
0
ete
iθ g(A)g(A)W
(
reiθ
)
h(s) dt
∥∥∥∥∥
 1√
2
eγ r
r∫
0
∥∥g(A)W(reiθ )h(s)∥∥dt
 1√
2
reγ rβ
∥∥A1+δW(reiθ )h(s)∥∥
 1√
2
reγ rβ
∥∥W
2
(
reiθ
)∥∥∥∥A1+δh 
2
(s)
∥∥.
Again using Lemma 14, we obtain∥∥e−e−2iθ ζ 2 ∂¯φ(ζ )∥∥ ∣∣e−e−2iθ ζ 2 ∣∣∥∥∂¯φ(ζ )∥∥

(
e−s2 cos 2θ−2sr cos θ−r2
) 1√
2
reγ rβ
∥∥W
2
(
reiθ
)∥∥∥∥A1+δh 
2
(s)
∥∥
 1√
2
e−s2 cos 2θβreγ re−2sr cos θ−r2
∥∥W
2
(
reiθ
)∥∥∥∥A1+δh 
2
(s)
∥∥
 1√
2
e−s2 cos 2θβC
∥∥A1+δh 
2
(s)
∥∥.
Therefore, for z = ξ + ηeiφ ,∥∥Φ(ζ )∥∥= ∥∥∥∥− 1π
∫ ∫
S
e−e−2iφz2 ∂¯φ(z)
(
1
z − ζ +
1
z¯ + 1 + ζ
)
dξ dη
∥∥∥∥
K
T∫
0
∥∥e−e−2iφz2 ∂¯φ(z)∥∥(1 + log 1|ξ − s|
)
dξ
K
T∫ 1√
2
e−ξ2 cos 2φβC′
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ − s|
)
dξ0
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[
K˜
T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ − s|
)
dξ
]
.
Note that h(ξ) ∈ Dom(A1+δ), so ‖A1+δh 
2
(ξ)‖ = ‖W
2
A1+δh(ξ)‖  C‖A1+δh(s)‖. From our
stability conditions we have ‖A1+δh(s)‖ M3, so the above integral is bounded. Then by the
maximum modulus principle, w is bounded on S. We can also show that w is continuous on S,
so we have met the conditions for Carleman’s Inequality.
Using Carleman’s Inequality on w , we obtain∣∣w(s)∣∣ C˜M(0)1−ω(s)M(T )ω(s),
where M(s) = supr0 |w(s + reiθ )|, and ω(s) is a harmonic function on S. We have
M(0) = sup
r0
∣∣w(reiθ )∣∣
 e−r2‖x∗‖∥∥φ(reiθ )∥∥+ ‖x∗‖∥∥Φ(reiθ )∥∥
 Cβ
∥∥A1+δC 
2
χ
∥∥‖x∗‖ + β[K˜ T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ |
)
dξ
]
‖x∗‖
 β
[
C
∥∥A1+δC 
2
χ
∥∥+ K˜ T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ |
)
dξ
]
‖x∗‖
and
M(T ) = sup
r0
∣∣w(T + reiθ )∣∣
 e−T 2 cos 2θ−2T r cos θ−r2‖x∗‖∥∥φ(T + reiθ )∥∥+ ‖x∗‖∥∥Φ(T + reiθ )∥∥
 e−T 2 cos 2θ−2T r cos θ−r2
∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥]‖x∗‖.
Thus for  > 0,
∣∣w(s)∣∣ C˜‖x∗‖
{
β
[
C
∥∥A1+δC 
2
χ
∥∥+ K˜ T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ |
)
dξ
]}1−ω(s)
× {e−T 2 cos 2θ−2T r cos θ−r2∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥]}ω(s).
Taking the supremum over x∗ ∈ X∗, ‖x∗‖ 1, we obtain
∥∥w(s)∥∥ C˜
{
β
[
C
∥∥A1+δC 
2
χ
∥∥+ K˜ T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ |
)
dξ
]}1−ω(s)
× {e−T 2 cos 2θ−2T r cos θ−r2∥∥W(reiθ )∥∥[∥∥u(T )∥∥+ eγ r∥∥v(T )∥∥]}ω(s).
Note that χ ∈ Dom(A1+δ), and so ‖A1+δCχ‖ = ‖CA1+δχ‖  C‖A1+δχ‖. As discussed
above, ‖v(T )‖ is bounded, say by K , and h(ξ) ∈ Dom(A1+δ), so ‖A1+δh 
2
(ξ)‖  M3. Thus
we have
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{
β
[
C1
∥∥A1+δχ∥∥+ K˜ T∫
0
CM3
(
1 + log 1|ξ |
)
dξ
]}1−ω(s)
× {e−T 2 cos 2θ−2T r cos θ−r2∥∥W(reiθ )∥∥[M1 + eγ rK]}ω(s)
 C˜
{
β
[
C1
∥∥A1+δχ∥∥+ C2]}1−ω(s)
× {e−T 2 cos 2θ−2T r cos θ−r2∥∥W(reiθ )∥∥[M1 + eγ rK]}ω(s)
 C˜β1−ω(s)
{
e−T 2 cos 2θ−2T r cos θ−r2
∥∥W(reiθ )∥∥[M1 + eγ rK]}ω(s)
 C˜β1−ω(s)Mω(s)
for a possibly different value of C˜. It remains to show that ‖u(t) − v(t)‖1  Cβ1−ω(t)Mω(t).
Recall that
∥∥Φ(ζ )∥∥ β
[
K˜
T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ − s|
)
dξ
]
.
We have∥∥e−e−2iθ ζ 2φ(t)∥∥= ∥∥w(t) − Φ(t)∥∥
 C˜β1−ω(t)Mω(t) + β
[
K˜
T∫
0
∥∥A1+δh 
2
(ξ)
∥∥(1 + log 1|ξ − s|
)
dξ
]
 C˜β1−ω(t)Mω(t) + β
[
K˜
T∫
0
CM3
(
1 + log 1|ξ − s|
)
dξ
]
 C˜β1−ω(t)Mω(t) + βC2
 C˜β1−ω(t)Mω(t)
for a possibly different value of C˜ since β < 1. Hence we have∥∥u(t) − v(t)∥∥ C˜β1−ω(t)Mω(t),
or ∥∥u(t) − v(t)∥∥1  C˜β1−ω(t)Mω(t). 
4. Examples and applications
Consider the following example:
∂u
∂t
= −∂
2u
∂x2
+ h(t), where 0 < x < c, 0 < t < T,
u(0, t) = u(c, t) = 0, 0 < t < T,
u(x,0) = k(x), 0 < x < c, (10)
the initial-boundary value problem for the backwards heat equation on the Banach space
Lp(0, c), where 1  p < ∞. Here, A is given by −, where  is the Laplace operator, and
356 B.M. Campbell Hetrick, R.J. Hughes / J. Math. Anal. Appl. 331 (2007) 342–357k(x) is the initial data. Dom(A) is the Sobolev space W 2,p(0, c) with the added condition that
for w ∈ Dom(A), w(0, t) = w(c, t) = 0. In [3,7,16,18], this ill-posed problem is compared to the
following well-posed problem:
∂v
∂t
= − ∂
2v
∂x2
−  ∂
4v
∂x4
+ h(t), where 0 < x < c, 0 < t < T,
v(0, t) = v(c, t) = 0 for 0 < t < T, and
v(x,0) = k(x) for 0 < x < c,
for  > 0. Following [7], let f (λ) = λ − λ2 for 0 <  < 1. Note that f is continuous and thus
f is a Borel function. We want to show f satisfies Condition (A), so we need to show there
exists ω ∈ R such that f (λ) ω for all λ ∈ [0,∞), and there exist positive constants β , δ, with
0 < β < 1, for which Dom(A1+δ) ⊆ Dom(f (A)) and∥∥(−A + f (A))ψ∥∥ β∥∥A1+δψ∥∥
for all ψ ∈ Dom(A1+δ).
Note that f satisfies Condition (A) with ω = 14 , β = , and δ = 1. We also need −f ∈ S∪Pn
for f to satisfy Condition (A). For f (λ) = λ− λ2, it is clear that −f ∈ P2. Also, g(A) = −A2
generates a semigroup of contractions, so we may choose some γ  0 such that (g(A)ψ,ψ)
γ (ψ,ψ).
Following [23], we also may use
∂v
∂t
= − ∂
2v
∂x2
+ 
(
∂2v
∂x2
)(
∂v
∂t
)
+ h(t), where 0 < x < c, 0 < t < T,
v(0, t) = v(c, t) = 0 for 0 < t < T, and
v(x,0) = k(x) for 0 < x < c
as our approximate problem. Again, we have A = − on the Banach space Lp(0, c). Since
∂v
∂t
= − ∂
2v
∂x2
+ 
(
∂2v
∂x2
)(
∂v
∂t
)
+ h(t)
is equivalent to
∂v
∂t
=
(
− ∂
2
∂x2
)[(
I −  ∂
2
∂x2
)−1]
v(t) + h(t),
let f (λ) = λ(1 + λ)−1 (cf. [7]), where  > 0. f satisfies Condition (A) with ω = 1

, β = ,
and δ = 1 and −f ∈ S . Again, g(A) generates a semigroup of contractions, so we can choose
γ  0. Hence for both f (λ) = λ − λ2 and f (λ) = λ(1 + λ)−1, f meets Condition (A) and so
by Theorem 16 we have∥∥u(t) − v(t)∥∥1  C˜β1−ω(t)Mω(t),
where ω(t) is a harmonic function.
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