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Abstract
Consider the nonparametric regression model Yni = g(xni) + ni for i = 1, . . . , n, where g is
unknown, xni are ﬁxed design points, and ni are negatively associated random errors. Nonparametric
estimator gn(x) of g(x)will be introduced and its asymptotic properties are studied. In particular, the
pointwise and uniform convergence of gn(x) and its asymptotic normality will be investigated. This
extends the earlier work on independent random errors (e.g. see J. Multivariate Anal. 25(1) (1988)
100).
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1. Introduction
Consider the nonparametric regression model
Yni = g(xni)+ ni, i = 1, . . . , n,
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where g is an unknown regression function, xni are known ﬁxed design points, and ni
are random errors. As an estimate of g, we consider the following weighted regression
estimator:
gn(x) =
n∑
i=1
Wni(x)Yni,
whereWni(x) are weight functions.
The above estimator was ﬁrst proposed by Georgiev [6] and subsequently have been
studied bymany authors. For instance, when ni are assumed to be independent, consistency
and asymptotic normality have been studied by Georgiev and Greblicki [8], Georgiev [7]
and Müller [12] among others. Results for the case when ni are dependent have also been
studied by various authors in recent years. Fan [5] extended the work of Georgiev [7]
and Müller [12] in the estimation of the regression model to the case where {ni} form
an Lq -mixingale sequence for some 1q2. Roussas [13] discussed strong consistency
and quadratic mean consistency for gn(x) under mixing conditions. Roussas and Tran
[16] established asymptotic normality of gn(x) assuming that the errors are from a strictly
stationary stochastic process and satisfying the strong mixing condition. Tran et al. [19]
discussed again asymptotic normality of gn(x) assuming that the errors form a linear time
series, more precisely, a weakly stationary linear process based on a martingale difference
sequence.
In this paper, we shall study the above nonparametric regression problem under negative
association. A ﬁnite family of random variables {Xi, 1 in} is said to be negatively
associated (NA) if, for every pair of disjoint subsets A and B of {1, 2, . . . , n}, we have
Cov(f1(Xi, i ∈ A), f2(Xj , j ∈ B))0,
whenever f1 and f2 are coordinatewise increasing and such that the covariance exists. An
inﬁnite family of random variables is NA if every ﬁnite subfamily is NA.
The notion of negative associationwas ﬁrst introduced byAlam and Saxena [1]. Joag-Dev
and Proschan [9] showed that many well-known multivariate distributions possess the NA
property. Some examples include (a) multinomial, (b) convolution of unlike multinomial,
(c) multivariate hypergeometric, (d) Dirichlet, (e) Dirichlet compoundmultinomial, (f) neg-
atively correlated normal distribution, (g) permutation distribution, (h) random sampling
without replacement, and (i) joint distribution of ranks. Perhaps, the signiﬁcance of NA
may lie, however, in the perception that NA is the appropriate modeling for several species
competing for the same limited resources. Because of its wide applications in multivariate
statistical analysis and systems reliability, the notion of NA has received considerable at-
tention recently.We refer to Joag-Dev and Proschan [9] for fundamental properties, Matula
[11] for the three series theorem, Shao and Su [18] for the law of the iterated logarithm,
Liang [10] for complete convergence, Roussas [14] for the central limit theorem of random
ﬁelds. Asymptotic properties of estimates related to NA samples have also been studied
extensively. Cai and Roussas [3] gave uniformly strong consistency and convergence rates
and asymptotic distribution of Kaplan–Meier estimator of distributed function with random
censored failure times. Cai and Roussas [4] established Berry–Esseen bounds for smooth
estimate of distribution function under association. Roussas [15] derived asymptotic nor-
mality of the kernal estimate of a probability density function.
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The layout of the paper is as follows. The main results will be presented in Section
2, which deals with various modes of consistency, uniform consistency, and asymptotic
normality, respectively. The proof of the main results will be given in Section 3.
2. Main results
2.1. Basic assumptions
Unless otherwise speciﬁed, we assume throughout the paper that the sample (xni, Yni)
for 1 in come from the regression model
Yni = g(xni)+ ni, i = 1, . . . , n, (2.1)
where g is an unknown real valued regression function and assumed to be bounded on a
compact set A in Rp (p is a positive integer), xni are known ﬁxed design points from A,
and {ni, i1} form a sequence of zero mean NA random errors (except in Theorem 2.8).
We shall consider the following weighted regression estimator of g:
gn(x) =
n∑
i=1
Wni(x)Yni, x ∈ A ⊂ Rp, (2.2)
where the weight functionWni(x) are of the formWni(x) = Wni(x; xn1, . . . , xnn).
For any function g(x), we use c(g) to denote all continuity points of the function g on
A. The norm ||x|| is the Eucledean norm. Finally we use C to denote a generic positive
constants in the sequel, which could take different values at different places.
2.2. Results on pointwise convergence
We shall establish several different modes of pointwise convergence of the nonparametric
regression estimate gn(x) at a ﬁxed point x. The following assumptions on weight function
Wni(x) will be used:
(a) ∑ni=1Wni(x)→ 1 as n→∞;
(b) ∑ni=1 |Wni(x)|C for all n;
(c) ∑ni=1 |Wni(x)|I (‖xni − x‖ > a)→ 0 as n→∞ for all a > 0.
We point out that these conditions can be easily satisﬁed by the most commonly adopted
weights used in practice.
We have the following results.
Theorem 2.1 (Mean convergence). Assume that conditions (a)–(c) holds. If supi E|ni |p
<∞ for some p > 1 and there exist 1 < s min{2, p} such that∑ni=1 |Wni(x)|s → 0 as
n→∞, then ∀x ∈ c(g),
E|gn(x)− g(x)|p → 0 as n→∞.
Theorem 2.2 (Almost sure convergence). Assume that conditions (a)–(c) holds. If supi E
|ni |p <∞ for somep > 1 and there exist s ∈ (1/p, 1) such that supi |Wni(x)| = O(n−s),
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then ∀x ∈ c(g),
gn(x)→ g(x) a.s. as n→∞.
Theorem 2.3 (Complete convergence). Assume that conditions (a)–(c) holds. Assume that
{ni, i1} satisfy supi P (|ni | t) = O(1)P (|| t),∀t > 0. If E||1+1/s < ∞ for some
s > 0 and supi |Wni(x)| = O(n−s), then ∀x ∈ c(g),
gn(x)→ g(x) almost completely as n→∞.
Theorem 2.4 (Complete convergence). Assume that conditions (a)–(c) holds. If supi |ni |
<∞ a.s. and supi |Wni(x)| log n→ 0 as n→∞, then ∀x ∈ c(g),
gn(x)→ g(x) almost completely as n→∞.
Remark 2.1. Since independent random variables are a special case of NA random vari-
ables, Theorems 2.1–2.4 extend and generalize Georgiev’s [7] results on independent error
case to the NA error setting.
2.3. Results on uniform convergence
We shall give some results on uniform convergence of the nonparametric regression
estimate gn(x) over the set A. Instead of conditions (a)–(c) in the last subsection, we shall
use their uniform version.
(a′) supx∈A |
∑n
i=1Wni(x)− 1| = o(1); (b′) supx∈A
∑n
i=1 |Wni(x)|C for all n;
(c′) supx∈A
∑n
i=1 |Wni(x)|I (‖xni − x‖ > a) = o(1) for all a > 0.
(d′) there exists > 0 andapartitionof the setA:A(n)1 , A(n)2 , . . . , A(n)c1n+c2 , such that for any
u, v ∈ A(n)k , 1kc1n + c2, when n is large enough,Wni(u) = Wni(v), 1 in.
We have the following theorem.
Theorem 2.5. Assume that conditions (a′)–(d′) holds, and that supi E|ni |p <∞ for some
p > 1.
(1) (Mean convergence) If there exist 1 < s min{2, p} such that supx∈A
∑n
i=1 |Wni(x)|s→ 0 as n→∞, then
lim
n→∞ supx∈c(g)
E|gn(x)− g(x)|p = 0.
(2) (Almost sure convergence) If there exist s ∈ (1/p, 1) such that supx∈A supi |Wni(x)| =
O(n−s), then
lim
n→∞ supx∈c(g)
|gn(x)− g(x)| = 0 a.s.
As an application of Theorem 2.5, we give the uniform consistency for the nearest neigh-
bor estimator of g(x). Without loss of generality, put A = [0, 1], taking xni = i/n, i =
1, 2, . . . , n, for any x ∈ A, let |xn,R1(x) − x|, . . . , |xn,Rn(x) − x| be a permutation of
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|xn1 − x|, . . . , |xnn − x| such that
|xn,R1(x) − x| |xn,R2(x) − x| · · ·  |xn,Rn(x) − x|,
if |xni − x| = |xnj − x|, |xni − x| is permuted before |xnj − x| when xni < xnj .
Let 1knn, deﬁne the nearest neighbor weight function estimator of g(x) in model
(2.1):
g˜n(x) =
n∑
i=1
W˜ni(x)Yni,
where
W˜ni(x) =
{
1/kn if |xni − x| |xn,Rkn (x) − x|,
0 otherwise. (2.3)
Theorem 2.6. Assume that supi E|ni |p <∞ for some p > 1, and let kn = O(n).
(1) (Mean convergence) If 0 <  < 1, then
lim
n→∞ supx∈c(g)
E |˜gn(x)− g(x)|p = 0.
(2) (Almost sure convergence) If  ∈ (1/p, 1), then
lim
n→∞ supx∈c(g)
|˜gn(x)− g(x)| = 0 a.s.
2.4. Asymptotic normality
Now we shall derive the asymptotic normality of the nonparametric regression estimates
gn(x) under negative association. Taking the bias term into account, these theorems could
be used to construct pointwise conﬁdence intervals for the regression function g(x). In this
subsection, set 2n(x) = var[gn(x)].
Here, we shall use the following assumptions:
(A1) {ni, i1} are uniformly integrable in L2 and satisﬁes
v(u) := supk1
∑
j :|k−j |u |cov(nk, nj )| → 0 as u→∞.
(A2) The weights satisfy∑n
i=1W 2ni(x) = O(2n(x)) and max1 in |Wni(x)| = o(n(x)).
Theorem 2.7. Under the assumptions (A1)–(A2), we have
gn(x)− Egn(x)
n(x)
D−→ N (0, 1).
Remark 2.2. (a) v(u)→ 0 is easily satisﬁed. For example:
(i) If v(1) < ∞ (which is usually the case, such as Roussas [17]), then v(u) → 0 as
u→∞.
232 H.-Y. Liang, B.-Y. Jing / Journal of Multivariate Analysis 95 (2005) 227–245
(ii) For stationary sequence, Cai and Roussas [4] use the covariance coefﬁcient: v′(n) :=∑∞
j=n |cov(n1, n,j+1)|1/3 and v′(1) < ∞. In this a case, we have |cov(n1, n,j+1)| =
o(j−3). Hence
v(u) :=
∞∑
j=u
|cov(n1, n,j+1)| = O(
∞∑
j=u
|cov(n1, n,j+1)|1/3j−2) = O(u−2).
(b) In [18], the weights are required to satisfy the conditions: ∑ni=1 |Wni(x)|C,
max1 in |Wni(x)| = O(∑ni=1W 2ni(x)), ∑ni=1W 2ni(x) = O(2n(x)).
Comparedwith the conditions ofRoussas et al. [18], our conditionmax1 in |Wni(x)| =
o(n(x)) in (A2) seems strict, but, if we choose
Wni(x) = xn,i − xn,i−1
hn
K(
x − xn,i
hn
),
which {hn} is a sequence of positive constants convergence to 0 and nhn → ∞, and the
design points satisfy 0 = xn,0xn,1 · · · xn,n = 1, this weight also was used by Tran
et al. [22]. Assume that
(i) there exist positive constants c1 and c2 such that c1n−1xn,i − xn,i−1c2n−1, for
i = 1, 2, . . . , n,
(ii) K(x) is nonnegative, bounded and continuous almost everywhere on R and has a
majorant; that is,K(x)H(x), all x ∈ R, where H is symmetric, bounded, nonincreasing
on [0,∞) with ∫ H(y) dy <∞, where the integral is over R.
(iii) {ni} are stationary with Eni = 0 and its spectral density function f (w) is bounded
away from zero and inﬁnity, i.e., 0 < c1f (w) <∞, for w ∈ (,].
Note that (iii) implies that
2n(x) = E[
n∑
i=1
Wni(x)ni]2 =
∫ 
−
f (w)|
n∑
k=1
Wnk(x)e
−ikw|2dwc3
n∑
i=1
W 2ni(x).
While, by using Lemma 3.1 in [19], (i) and (ii) imply max1 in |Wni(x)|C/nhn,∑n
i=1Wni(x)C and
1
hn
n∑
i=1
(xn,i − xn,i−1)K2(x − xn,i
hn
)→
∫ ∞
−∞
K2(u) du > 0.
Thus 2n(x)c3
∑n
i=1W 2ni(x)
c4
nhn
. Hence max1 in |Wni(x)|=o(n(x)), which shows
that our condition max1 in |Wni(x)| = o(n(x)) in Theorem 2.7 is mild.
Remark 2.3. When {ni, i1} are independent errors, Georgiev’s [7] obtained Theorem
2.7 under the following conditions:
sup
i
E|ni |2+t <∞ for some t > 0 and
∑n
i=1 |Wni(x)|2+t
[∑ni=1W 2ni(x)]1+t/2 → 0 as n→∞.
We note that the moment condition on {ni} is stronger than that in Theorem 2.7.
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As an application of Theorem 2.7, we shall give the asymptotic normality of gn(x) under
random errors are stationary linear process based on NA random variables. Here we shall
need the following assumptions:
(B1) Let {Zt } be a sequence of zero mean NA random variables and satisfy
uniformly integrable in L2 and supk1
∑
j :|k−j |u |cov(Zk, Zj )| → 0 as
u→∞.
(B2) For each n, {ni, 1 in} have the same distribution as 1, . . . , n, where t =∑∞
j=0 cjZt−j . Here {cj } is a sequence of real numbers with
∑∞
j=0 |cj | <∞.
(B3) The weights satisfy ∑ni=1 |Wni(x)|C, max1 in |Wni(x)| = O(∑ni=1W 2ni(x)),∑n
i=1W 2ni(x) = O(2n(x)) and max1 in |Wni(x)| = o(n(x)).
Theorem 2.8. Under assumptions (B1)–(B3), if −1n (x)
∑∞
j>n |cj | → 0, then
gn(x)− Egn(x)
n(x)
D−→ N (0, 1).
Remark 2.4. Assuming that {Zt ,Ft } is a martingale difference sequence, Tran et al. [19]
discussed Theorem 2.8 for the weight kernel estimate of g(·), with the weight functions
chosen to be of the form Wni(x) = h−1n (xni − xn,i−1)K((x − xni)/hn), where K is a
kernel function and {hn} is a sequence of bandwidths tending to 0. For {Zt }, they re-
stricted E(Z2t |Ft−1) = 2, a.s. for every t and sup−∞<t<∞ E(|Zt |2+|Ft−1) = M, a.s.
for some  > 0 and M < ∞. We feel their restriction for {Zt } may be slightly stronger
than necessary. The proof of Theorem 2.8 differs very much from that of Tran et al. [19]
due to the many differences in their treatments between NA variables and martingale
differences.
Remark 2.5. Under some regularity conditions, the assumption −1n (x)
∑∞
j>n |cj | → 0
in Theorem 2.8 holds with the usual AR, MA and ARMA processes which are extensively
used to model serially correlated data.
3. Proof of main results
Throughout this section, denote A  B iff |A/B|C < ∞ for some constant C. Also
we write a+ = a ∨ 0, a− = (−a) ∨ 0. First we list several lemmas useful in the proofs of
our main results.
Lemma 3.1 (Shao [17]). Let {Xi, i1}bea sequenceofNArandomvariableswithEXi =
0 and E|Xi |p < ∞ for some p1. Then, there exist constants Cp > 0 and Dp > 0 such
that Emax1kn |∑ki=1Xi |pCp∑ni=1 E|Xi |p for 1p < 2.
E max
1kn
|
k∑
i=1
Xi |pDp{(
n∑
i=1
EX2i )
p/2 +
n∑
i=1
E|Xi |p} for p2.
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Lemma 3.2 (Yang and Wang [20]). Let {Xni, 1 in, n1} be a sequence of NA random
variables with EXni = 0. If
max
i
|Xni | = o((log n)−1) a.s. and
n∑
i=1
EX2ni = o((log n)−1),
then, for any  > 0 and  > 0, when n large enough, P(|∑ni=1Xni | > )2n−.
Lemma 3.3 (Cai and Roussas [4]). LetA andB be disjoint subsets ofN , and let {Xj , j ∈
A ∪ B} be NA.
(i) Let f : R#A → R and g : R#B → R be partially differentiable with bounded partial
derivatives, and let ‖f/ti‖∞ denote the sup norm. Then
|Cov{f (Xi; i ∈ A), g(Xj ; j ∈ B)}|
∑
i∈A
∑
j∈B
‖f
ti
‖∞ · ‖ gtj ‖∞|Cov(Xi,Xj )|.
(ii) If q : R→ R is a bounded differentiable function with bounded derivative, then
|Cov{
∏
i∈A
q(Xi),
∏
j∈B
q(Xj )}|‖q‖#A+#B−2∞ ‖q ′‖2∞
∑
i∈A
∑
j∈B
|Cov(Xi,Xj )|.
Proof of Theorem 2.1. Note that
|gn(x)− g(x)|p  |gn(x)− Egn(x)|p + |Egn(x)− g(x)|p. (3.4)
Since
|Egn(x)− g(x)| 
n∑
i=1
|Wni(x)||g(xni)− g(x)|[I (‖xni − x‖ > a)
+I (‖xni − x‖a)]| + g(x)||
n∑
i=1
Wni(x)− 1|,
then conditions (a)–(c) imply
|Egn(x)− g(x)| → 0. (3.5)
Note that (
∑n
i=1 |ai |)1/(
∑n
i=1 |ai |)1/ for any real number sequence {ai} and 1
. Therefore, if 1 < p2, from Lemma 3.1, we have
E|gn(x)− Egn(x)|p = E|
n∑
i=1
Wni(x)ni |p 
n∑
i=1
|Wni(x)|p
 (
n∑
i=1
|Wni(x)|s)p/s → 0. (3.6)
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If p > 2, again from Lemma 3.1, we have
E|gn(x)− Egn(x)|p 
n∑
i=1
E|Wni(x)ni |p + [
n∑
i=1
E(Wni(x)ni)2]p/2

n∑
i=1
|Wni(x)|p + [
n∑
i=1
(Wni(x))
2]p/2
 (
n∑
i=1
|Wni(x)|s)p/s + [
n∑
i=1
|Wni(x)|s]p/s
→ 0. (3.7)
The proof follows from (3.4)–(3.7).
Proof of Theorem 2.2. For notational simplicity, we introduce
Rni = Wni(x)ni, i = 1, . . . , n. (3.8)
Denote A B iff |A/B|C <∞ for some constant C. where the dependence of Rni on
x has been suppressed. By (3.5), it sufﬁces to show that
n∑
i=1
Rni =
n∑
i=1
Wni(x)ni → 0 a.s. as n→∞.
Since Wni(x) = Wni(x)+ −Wni(x)−, without loss of generality, we assume Wni(x) > 0.
For any  > 0, choose 1/p <  < s and some large N1 (to be specialized latter). Let
Qni(1) = −n−I (Rni < −n−)+ RniI (|Rni |n−)+ n−I (Rni > n−),
Qni(2) = (Rni − n−)I (n− < Rni < 
N
)
Qni(3) = (Rni + n−)I (−n− > Rni > − 
N
)
Qni(4) = (Rni − n−)I (Rni 
N
)+ (Rni + n−)I (Rni − 
N
)
Sn(l) =
n∑
i=1
Qni(l), l = 1, 2, 3, 4.
Then
∑n
i=1 Rni = Sn(1)+ Sn(2)+ Sn(3)+ Sn(4). It is easy to see that {Qni(1), 1 in}
is still a NA sequence by deﬁnition.
By Eni = 0, supi E|ni |p <∞, and noticing  < s, p > 1, we have
|ESn(1)| 
n∑
i=1
[n−P(|Rni | > n−)E|Rni |I (|Rni | > n−)]
 n−(p−1)(s−) → 0 as n→∞.
Thus, to prove Sn(1)→ 0, a.s., we need only to prove
∞∑
n=1
P(|Sn(1)− ESn(1)| > ) <∞.
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Applying Lemma 3.1, taking q > max{p, s+1+p(−s) , 2(2−p)+s(p−1) , 2s }, we have
∞∑
n=1
P(|Sn(1)− ESn(1)| > ) 
∞∑
n=1
[
n∑
i=1
E|Qni(1)|q + (
n∑
i=1
E|Qni(1)|2)q/2]
=: I1 + I2.
For I1, we have
I1 
∞∑
n=1
n∑
i=1
[n−qP(|Rni | > n−)+ E|Rni |qI (|Rni |n−)]

∞∑
n=1
n∑
i=1
[n−q · npE|Rni |p + E|Rni |p · |Rni |q−pI (|Rni |n−)]

∞∑
n=1
n−[(q−p)+s(p−1)]
< ∞.
If 1 < p2,
I2 
∞∑
n=1
{
n∑
i=1
[n−2P(|Rni | > n−)+ E|Rni |2I (|Rni |n−)]}q/2

∞∑
n=1
n−[(2−p)+s(p−1)]q/2
< ∞.
If p > 2, noticing supi E|ni |2 <∞,
I2 
∞∑
n=1
{
n∑
i=1
[n−2P(|Rni | > n−)+ |Wni(x)|2]}q/2

∞∑
n=1
n−[(2−p)+s(p−1)]q/2 +
∞∑
n=1
n−qs/2
< ∞.
As to Sn(2), from the deﬁnition ofQni(2), we know that Sn(2)0, and hence, using NA
property, we have
P(Sn(2) > )  P(there are at least N i′s such that Qni(2) = 0)

∑
1 i1<i2<···<iN n
P (Rni1(x) > n
−, . . . , RniN (x) > n−)
 [
n∑
i=1
P(Rni > n
−)]N
 n−[(s−)p+s]N,
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by taking N1 such that [(s− )p+ s]N > 1 we get Sn(2)→ 0 a.s. Similarly, we have
Sn(3) < 0 and Sn(3)→ 0 a.s.
About Sn(4). Note that
|Sn(4)| 
n∑
i=1
|Rni |I (|Rni | 
N
)+ n−
n∑
i=1
I (|Rni | 
N
)
 n−s
n∑
i=1
|ni |I (|ni |Cis)+ n−
n∑
i=1
I (|ni |Cis)
=: J1 + J2.
We now prove
∞∑
i=1
i−s |ni |I (|ni |Cis) <∞,
∞∑
i=1
i−I (|ni |Cis) <∞. (3.9)
Put J 1n =
n∑
i=1
i−s |ni |I (|ni |Cis). Then for mn1 we have
E|J 1m − J 1n | =
m∑
i=n+1
i−sE|ni |I (|ni |Cis)

m∑
i=n+1
i−ps  n−ps+1 → 0 as n→∞.
So, {J 1n , n1} is a Cauchy sequence in L1, and hence there exists random variable J 1 such
that E|J 1| <∞ and E|J 1n − J 1| → 0. By supi E|ni |p <∞ we have
P(|J 12k − J 1| > )  E|J 12k − J 1| lim supn→∞E|J 12k − J 1n |

∞∑
i=2k+1
i−ps  2−k(ps−1). (3.10)
P( max
2k−1<n2k
|J 1n − J 12k−1 | > )  P(
2k∑
i=2k−1+1
i−s |ni |I (|ni |Cis) > )

2k∑
i=2k−1+1
i−ps  2−k(ps−1). (3.11)
By (3.10) and (3.11) we get J 1n → J 1 a.s. Therefore, the ﬁrst part of (3.9) is proved.
Similarly, we can verify the second part of (3.9). Thus, by the Kronecker lemma we get
J1 → 0 a.s. and J2 → 0 a.s.
Proof of Theorem 2.3. Deﬁne Rni , and Sn(k) for 1k4 to be the same as the proof of
Theorem 2.2, except now we choose  in the deﬁnition of Sn(k) such that 0 <  < s
2
1+s .
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By (3.5), it sufﬁces to show that
gn(x)− Egn(x) =
n∑
i=1
Rni → 0 almost completely as n→∞.
By Eni = 0, E||1+1/s <∞, we have
|ESn(1)| 
n∑
i=1
[n−P(|Rni | > n−)+ E|Rni |I (|Rni | > n−)]

n∑
i=1
[n−P(|| > ns−)+
∫ ∞
n−
P(|Rni | > x) dx]
 n−(s−/s) → 0 as n→∞.
Thus, to prove Sn(1)→ 0 almost completely, we need only to prove
∞∑
n=1
P(|Sn(1)− ESn(1)| > ) <∞ ∀ > 0.
Applying Lemma 3.1, taking q > max{1+ 1
s
+ 1−s , 2s , 2+s−/s }, we have
∞∑
n=1
P(|Sn(1)− ESn(1)| > )

∞∑
n=1
[
n∑
i=1
E|Qni(1)|q + (
n∑
i=1
E|Qni(1)|2)q/2]
=: L1 + L2.
For L1, we have
L1 
∞∑
n=1
n∑
i=1
[n−qP(|Rni | > n−)+ E|Rni |qI (|Rni |n−)]

∞∑
n=1
n∑
i=1
[n−qP(|| > ns−)+ q
∫ n−
0
xq−1P(|Rni | > x)dx]

∞∑
n=1
n−[q+(s−)−/s]
< ∞.
Now let us look at L2. If s > 1, then similarly to the proof of J1, we have
L2 
∞∑
n=1
{
n∑
i=1
[n−2P(|Rni | > n−)+ E|Rni |2I (|Rni |n−)]
}q/2

∞∑
n=1
(
n−(+s−/s) + n−s
∫ n−
0
x−1/sdx
)q/2

∞∑
n=1
n−(+s−/s)q/2
< ∞.
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If s1, noticing supi E|ni |2  E||2 <∞, we have
L2 
∞∑
n=1
(
n1−2P(|| > cns−)+
n∑
i=1
|Wni(x)|2
)q/2

∞∑
n=1
n−(s+−/s)q/2 +
∞∑
n=1
n−qs/2
< ∞.
Similarly to the proof in Theorem 2.2, we can verify
Sn(2)→ 0 and Sn(3)→ 0 almost completely as n→∞.
Next, we prove Sn(4) → 0 almost completely as n → ∞. In fact, noticing s1. If
s < 1, then for any  > 0, we have
∞∑
n=1
P(|Sn(4)| > ) 
∞∑
n=1
n∑
i=1
P(|Rni | 
N
)

∞∑
n=1
n∑
i=1
|Wni(x)|2E|ni |2I (|Rni | 
N
)

∞∑
n=1
n−sE2I (||cns)

∞∑
k=1
k1−sE2I (cks || < c(k + 1)s) E||1+1/s
< ∞.
Similarly, if s = 1, choosing 0 <  < 1, then we have
∞∑
n=1
P(|Sn(4)| > ) 
∞∑
n=1
n∑
i=1
P(|Rni | 
N
)

∞∑
n=1
n∑
i=1
|Wni(x)|1+E||1+I (||cns)
 E||1+1/s
< ∞.
Proof of Theorem 2.4. Deﬁne Rni to be the same as the proof of Theorem 2.2. By (3.5), it
sufﬁces to show that
n∑
i=1
Rni → 0 almost completely as n→∞.
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From the assumptions, we have maxi |Rni | = o((log n)−1) a.s. and∑ni=1 ER2ni = o((log
n)−1). Hence, by Lemma 3.2, for any  > 0 and  > 0, when n is large enough,
P(|∑ni=1 Rni | > )2n−. The proof can be completed by taking  > 1. 
Proof of Theorem 2.5. The proof is similar to those of Theorems 2.1 and 2.2, so is omitted
here. 
Proof of Theorem 2.6. It sufﬁces to show that the conditions in Theorem 2.5 are satisﬁed.
If follows from the deﬁnition of W˜ni(x) that
W˜ni(x)0,
n∑
i=1
W˜ni(x) = 1, max
1 in
W˜ni(x) = 1/kn
and that
n∑
i=1
W˜ni(x)I (|xni − x| > a)
n∑
i=1
(xni − x)2W˜ni(x)/a2

kn∑
i=1
(xn,Ri(x) − x)2/(kna2)
kn∑
i=1
(
i
n
)2
/kna
2
(
kn
na
)2
,
which implies supx∈A
∑n
i=1 W˜ni(x)I (|xni − x| > a) = o(1) from kn = o(n).
Next we check condition (d’). Divide the interval (0, 1) into 2n’s open interval: I (n)1 , I (n)2 ,
. . . , I
(n)
2n . By the deﬁnitionRi(x), we know that if x and x′ belong to the same small interval,
then
Ri(x) = Ri(x′), i = 1, 2, . . . , n. (3.12)
For example, when x, x′ ∈ I (n)1 = (0, 1/2n), we have Ri(x) = Ri(x′), i = 1, 2, . . . , n;
DenoteA B iff |A/B|C <∞ for some constantC. when x, x′ ∈ I (n)5 =(4/2n, 5/2n),
we have
|xn2 − x| |xn3 − x| |xn1 − x| |xn4 − x| |xn5 − x| · · ·  |xnn − x|,
|xn2 − x′| |xn3 − x′| |xn3 − x′| |xn4 − x′| |xn5 − x′| · · ·  |xnn − x′|.
Therefore
R1(x) = R1(x′) = 2, R2(x) = R2(x′) = 3, R3(x) = R3(x′) = 1,
R4(x) = R4(x′) = 4, R5(x) = R5(x′) = 5, · · · , Rn(x) = Rn(x′) = n,
i.e. (3.12) holds. Other cases are analogous. From (2.3) we have
W˜nRi(x)(x) =
{
1/kn if 1 ikn,
0 otherwise.
Since Ri(x) ∈ {1, 2, · · · , n}, from (3.12) we get for any l ∈ {1, 2, · · · , 2n},
W˜ni(x) = W˜ni(x′), i = 1, 2, . . . , n, ∀x, x′ ∈ I (n)l .
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Hence, the assumptions of Theorem 2.5 are satisﬁed, thus Theorem 2.6 is proved from
Theorem 2.5. 
Proof of Theorem 2.7.We observe that
gn(x)− Egn(x)
n(x)
=
n∑
i=1
Wni(x)
n(x)
ni =:
n∑
i=1
anini .
Obviously, from assumption (A2) of Theorem 2.7, we get
n∑
i=1
a2ni = O(1) and max1 in |ani | → 0 as n→∞. (3.13)
Without loss of generality, we assume that ani = 0 for all i > n. Note that |Cov(ni, nj )| =
−Cov(ni, nj ) for i = j . So, for 1un− 1,
n∑
i,j=1,|i−j |u
|anianjCov(ni, nj )|

n−u∑
i=1
n∑
j=i+u
(a2ni + a2nj )|Cov(ni, nj )|
=
n−u∑
i=1
a2ni
n∑
j=i+u
|Cov(ni, nj )| +
n∑
j=1+u
a2nj
j−u∑
i=1
|Cov(ni, nj )|
2
n∑
i=1
a2ni
∑
j−iu
|Cov(ni, nj )| =
n∑
i=1
a2ni
∑
|j−i|u
|Cov(ni, nj )|
 sup
i
∣∣∣∣∣∣
∑
j,|i−j |u
Cov(ni, nj )
∣∣∣∣∣∣
(
n∑
i=1
a2ni
)
.
Hence, by assumption (A1) of Theorem 2.7 and (3.13), for a ﬁxed small  > 0, we can ﬁnd
a positive integer u = u such that
0
∑
i,j=1,|i−j |u
|anianjCov(ni, nj )|.
Denote by [x] the integer part of x and deﬁne
K =
[
1

]
, Ynj =
u(j+1)∑
i=uj+1
anini, j = 0, 1, 2, . . . ,
Aj = {i : 2Kj i < 2Kj +K, |Cov(Yni, Yn,i+1)| 2
K
2Kj+K∑
i=2Kj
Var(Yni)}.
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Since there exist index i with 2Kj i < 2Kj +K such that
|Cov(Yni, Yn,i+1)|2 · 1
K
2Kj+K−1∑
l=2Kj
|Cov(Ynl, Yn,l+1)|
and
2Kj+K−1∑
i=2Kj
|Cov(Yni, Yn,i+1)|
 1
2
2Kj+K−1∑
i=2Kj
{Var(Yni)+ Var(Yn,i+1)}

2Kj+K∑
i=2Kj
Var(Yni),
we get that the setAj is not empty for every j . Now we deﬁne the integersm1,m2, . . . , mn
recurrently by m0 = 0 and
mj+1 = min{m : m > mj ,m ∈ Aj }
and put
Znj =
mj+1∑
i=mj+1
Yni, j = 0, 1, 2, . . . ,
j = {u(mj + 1)+ 1, . . . , u(mj+1 + 1)}.
We observe that
Znj =
∑
k∈j
anknk, j = 0, 1 · · · .
Now let us show that {Zni, 1 in, n1} satisﬁes the Lindeberg’s condition. Let B2n =∑n
j=1 EZ2nj . Assumptions (A1) and (A2) ensure that 0 < C1B2nC2 < ∞. Then for
any 1 > 0, we have
1
B2n
n∑
j=1
EZ2nj I {|Znj |1Bn}

n∑
j=1
∑
k∈	j
a2nk
max
k∈	j
E2nkI {
∑
k∈	j
|nk|  1/max
k∈	j
|ank|}

 n∑
j=1
a2nj
 max
1 jn
E2nkI
∑
k∈	j
2nk  21/
(
max
1 jn
|ank|
)2

 n∑
j=1
a2nj
 max
1 jn
E
∑
k∈	j
2nkI
∑
k∈	j
2nk  21/
(
max
1 jn
|ank|
)2 .
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It is easy to see that every set j contains no more than 3Ku elements. Therefore, the
uniform integrability of {2ni, i1} implies the uniform integrability of {
∑
k∈	j 
2
nk, j1}.
From this and (3.13), we see that {Zni, 1 in, n1} indeed satisﬁes the Lindeberg’s
condition.
Finally, by Lemma 3.3, we get, for any real number t ,
|E exp(it
n∑
j=1
Znj )−
n∏
j=1
E exp(itZnj )|
 |Cov(exp(it
n−1∑
j=1
Znj ), exp(itZnn))|
+|E exp(itZnn)||E exp(it
n−1∑
j=1
Znj )−
n−1∏
j=1
E exp(itZnj )|
 t2
∑
1 i<jn
|Cov(Zni, Znj )|
= t2[
∑
1 i<jn,|i−j |=1
|Cov(Zni, Znj )| +
∑
1 i<jn,|i−j |>1
|Cov(Zni, Znj )|]
 t2[
∑
1 i<jn,|i−j |u
|anianj ||Cov(ni, nj )| +
n∑
j=1
|Cov(Ynmj , Yn,mj+1)|]
 t2[+ O(1)
K
n∑
i=1
Var(Yni)]  t2.
Now, Theorem 2.7 is proved by Theorem 4.2 in [2].
Proof of Theorem 2.8. Clearly, we have
gn(x)− Egn(x)
n(x)
D= 1
n(x)
n∑
k=1
Wnk(x)k
= 1
n(x)
n∑
k=1
Wnk(x)
n∑
j=0
cjZk−j + 1n(x)
n∑
k=1
Wnk(x)
∞∑
j=n+1
cjZk−j
=: Tn + Un. (3.14)
Since
∑n
k=1 |Wnk(x)| = O(1) and −1n (x)
∑∞
j>n |cj | → 0, for any  > 0, we have
P(|Un|)  12n(x)
E|
n∑
k=1
Wnk(x)
∞∑
j=n+1
cjZk−j |2
 1
2n(x)
E{
n∑
k1=1
|Wnk1(x)|
n∑
k2=1
|Wnk2(x)|
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|
∞∑
j1=n+1
cj1Zk1−j1 ·
∞∑
j2=n+1
cj2Zk2−j2 |}
 (−1n (x)
∞∑
j=n+1
|cj |)2 → 0 as n→∞, (3.15)
which implies that Un = op(1), and also shows that
var(Un)→ 0 as n→∞. (3.16)
We observe that
Tn = 1n(x)
n∑
l=1−n
(
min(n,n+l)∑
k=max(1,l)
Wnk(x)ck−l )Zl =: 1n(x)
n∑
l=1−n
bnl(x)Zl.
According to Lemma 3.1 and (B3), we have
var(Tn) = 12n(x)
E{
n∑
l=1−n
(
min(n,n+l)∑
k=max(1,l)
Wnk(x)ck−l )Zl}2
 1
2n(x)
n∑
l=1−n
(
min(n,n+l)∑
k=max(1,l)
Wnk(x)ck−l )2
 1
2n(x)
n∑
k=1
W 2nk(x)(
n∑
j=0
c2j )+
max1 in |Wni(x)|
2n(x)
n∑
k=1
|Wnk(x)|(
n∑
j=0
|cj |)2 <∞. (3.17)
Note that 1 = var(Tn + Un) = var(Tn) + var(Un) + 2cov(Tn, Un), which, together with
(3.16) and (3.17), follows that var(Tn)→ 1 as n→∞.
We know from assumptions that
max
1−n ln |bnl(x)| = max1−n ln |
min(n,n+l)∑
k=max(1,l)
Wnk(x)ck−l |
 max
1kn
|Wnk(x)| ·
∞∑
j=0
|cj | = o(n(x))
and
n∑
l=1−n
b2nl(x) = O(2n(x)).
So, according to Theorem 2.7, we obtain that Tn
D→ N(0, 1). Thus the proof of Theorem
2.8 is completed. 
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