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Abstract. We derive characteristic functions to determine the number and
stability of relaxation oscillations for a class of planar systems. Applying our
criterion, we give conditions under which the chemostat predator-prey system
has a globally orbitally asymptotically stable limit cycle. Also we demonstrate
that a prescribed number of relaxation oscillations can be constructed by vary-
ing the perturbation for an epidemic model studied by Li et al. [SIAM J. Appl.
Math, 2016].
1. Introduction
Periodic orbits in ecological models are important because they can be used to
explain oscillatory phenomena observed in real-world data. Relaxation oscillations
are periodic orbits formed from slow and fast sections. In this paper, we extend the
criterion for the existence of relaxation oscillations given by Hsu [11] to a class of
planar systems. We apply our criterion to two ecological models: a predator-prey
system in a chemostat, and an epidemic model. Both systems are three-dimensional,
and have two-dimensional invariant manifolds.
Predator-prey interaction in a well-stirred chemostat (see e.g. [23]) can be mod-
eled by the following ordinary differential equations:
9S “ pS0 ´ Sq´ ρmSx,
9x “ x`´ `mS˘´ cyppxq,
9y “ y`´ ` ppxq˘, (1)
where ¨ denotes ddt , Sptq is the concentration of the nutrient in the growth chamber
at time t, xptq and yptq are the density of prey (which feeds off this nutrient)
and predator populations, respectively; S0 denotes the concentration of the input
nutrient, and ρ and c are constants related to the consumption of the nutrient by
the prey population and the consumption of the prey by the predators, respectively.
Date: June 20, 2019.
1991 Mathematics Subject Classification. Primary: 34C26; Secondary: 92D25.
Key words and phrases. relaxation oscillations, limit cycles, chemostat predator-prey models,
epidemic models, periodicity in disease incidence.
1
ar
X
iv
:1
81
1.
08
30
7v
2 
 [m
ath
.D
S]
  1
9 J
un
 20
19
2 T.-H. HSU AND G.S.K. WOLKOWICZ
To ensure that the volume of this vessel remains constant,  denotes both the rate
of inflow from the nutrient reservoir to the growth chamber, as well as the rate of
outflow from the growth chamber. The functional response ppxq, which describes the
change in the density of the prey attacked per unit time per predator, is continuously
differentiable and satisfies
pp0q “ 0, p1p0q ą 0, and ppxq ą 0 @ x ą 0. (2)
It can be verified that system (1) under assumption (2) has a unique positive equi-
librium for all small  ą 0. From the equations in (1),
d
dt
pS ` ρx` cρyq “ ´ `S ` ρx` cρy ´ S0˘ , (3)
so system (1) has an invariant simplex
Λ “ tpS, x, yq P R3` : S ` ρx` cρy “ S0u (4)
that attracts all points in R3`. For system (1) with  “ 0, there is a continuous family
of heteroclinic orbits on Λ as illustrated in Figure 1 (see equation (51) in Section 3
and its succeeding paragraph for the limiting system on Λ). Each heteroclinic orbit
connects two points on the boundary of Λ, where x “ 0. On the other hand, the
restriction of system (1) on the plane tx “ 0u is
9S “ pS0 ´ Sq, 9x “ 0, 9y “ ´y. (5)
Hence the segment Λ X tx “ 0u is a trajectory of system (1) approaching the
positive S-axis. The heteroclinic orbits for the limiting system and the trajectory
for (5), forms a continuous family of closed loops. In Section 3, we use these loops
to construct periodic orbits for the full system (see Theorem 3.1). Under certain
conditions, we show that (1) has a globally asymptotically periodic orbit in R3` for
all sufficiently small  ą 0. Moreover, the minimal period of the periodic orbit is of
order 1{ as Ñ 0, and the trajectory converges to one of the closed loops described
above. That is, this family of periodic orbits forms a relaxation oscillation.
Figure 1. System (1) with  “ 0 exhibits a family of heteroclinic
orbits on Λ. The dynamics on the segment ΛXtx “ 0u is governed
by system (5).
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We also study the epidemic model
9S “ bpNq ´ gpS,NqI ´ pD ` pqS,
9I “ gpS,NqI ´ pd` γ ` αqI,
9R “ pS ` γI ´DR,
(6)
which was proposed and investigated by Graef et al. [8] and Li et al. [17]. Here
N “ S ` I `R and bpNq “ DN ` fpNq, with
fpNq “ rN
ˆ
1´ N
Nmax
˙
, (7)
and
BNgpS,Nq ą 0 and BNgpS,Nq ą 0 @ S ě 0, N ě 0.
Let a “ d` γ ` α. System (6) is equivalent to
9S “ DN ` fpNq ´ gpS,NqI ´ pD ` pqS,
9I “ gpS,NqI ´ aI,
9N “ fpNq ´ αI.
(8)
Setting  “ 0 in (8), we obtain the limiting system
9S “ DN ` gpS,NqI ´ pD ` pqS,
9I “ gpS,NqI ´ aI,
9N “ ´αI.
(9)
Note that the line Z0 ” tpS, I,Nq : I “ 0, S “ DD`pNu is a set of equilibria of (8) in
the invariant plane tI “ 0u. It is known [8, 17] that Z0 consists of the endpoints of
a family of heteroclinic orbits (see Figure 2). The existence of periodic orbits of (8)
was proved by Li et. al [17]. In Section 4, we demonstrate that a prescribed number
of relaxation oscillations for system (8) can be obtained by varying the perturbation
term fpNq.
Figure 2. Trajectories for the limiting system (9) of (8) with  “ 0.
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Singular perturbations in predator-prey systems were studied in various contexts.
For a model of two predators competing for the same prey, when the prey population
grows much faster than the predator populations, the existence of a relaxation
oscillation was proved by Liu, Xiao and Yi [19]. For predator-prey systems with
Holling type III or IV, when the death and the yield rates of the predator are small
and proportional to each other, the canard phenomenon and the cyclicity of limit
cycles were investigated by Li and Zhu [16]. For a class of the Holling-Tanner model,
when the intrinsic growth rate of the predator is sufficiently small, the existence
of a relaxation oscillation was proved by Ghazaryan, Manukian and Schecter [7].
For predator-prey models with eco-evolutionary dynamics in which ecological and
evolutionary interactions occur on different time scales, relaxation oscillations were
investigated by Piltz et al. [21] and Shen et al. [22]. For the classical predator-prey
model with Monod functional response and small predator death rates, the unique
periodic orbit, which was proved to exist by Liou and Cheng [18] (who corrected a
flaw in the original proof of Cheng [3]) and Kuang and Freedman [14], was proved to
form a relaxation oscillation by Hsu and Shi [9], Wang et al. [24], and Lundstro¨m and
So¨derbacka [20], and the cyclicity of the limit cycle was investigated by Huzak [12].
For general functional responses, the number of relaxation oscillations depending
on the number of local extrema of the prey-isocline was studied by Hsu [11].
This paper is organized as follows. In Section 2, we state and prove criteria
for the location and stability of relaxation oscillations in a class of planar systems.
In Section 3 we investigate our criterion for the chemostat predator-prey system
(1), and give conditions under which the system has exactly one or two periodic
orbits. The epidemic model (8) is studied in Section 4, in which we compute the
characteristic functions in terms of a parametrization of the center manifold, and
we use numerical simulation to find the number of relaxation oscillations.
2. A Criterion for Relaxation Oscillations in Planar Systems
To determine the location and stability of relaxation oscillations for predator-prey
systems with small predator death, a criterion was given in [11]. In this section we
extend that criteria by considering planar systems of the form
9a “ fpa, b, q ` b hpa, b, q,
9b “ b gpa, b, q, (10)
where f , g and h are smooth functions satisfying, for some numbers ´8 ď amin ă
a¯ ă amax ď 8,
fpa, 0, 0q ą 0 @ a P pamin, amaxq, (11)
hpa, b, 0q ă 0 @ a P pamin, amaxq, b ě 0, (12)
and
gpa, 0, 0q
#
ă 0, if a P pamin, a¯q,
ą 0, if a P pa¯, amaxq. (13)
Setting  “ 0 in (10), we obtain the limiting system
9a “ b hpa, b, 0q,
9b “ b gpa, b, 0q. (14)
We assume the following condition (see Figure 3):
A CRITERION FOR THE EXISTENCE OF RELAXATION OSCILLATIONS 5
(H) There exists a nonempty open interval I and smooth functions aα : I Ñ
pa¯, amaxq and aω : I Ñ pamin, a¯q, such that, for each s P I, the points
paαpsq, 0q and paωpsq, 0q are the alpha- and omega-limit points, respectively,
of a trajectory of (14).
Figure 3. A family of heteroclinic orbits, parameterized by γpsq,
of limiting system (14).
Our approach is to use geometric singular perturbation theory [6, 13, 15] to con-
struct periodic orbits. The idea is that solutions of the full system can potentially be
obtained by joining trajectories of the limiting systems. Under assumption pHq for
each s P I, we denote γpsq the trajectory of (10) connecting paαpsqq and paωpsqq, and
denote σpsq the segment in the a-axis that starts at paωpsq, 0q and ends paαpsq, 0q.
Then Γpsq “ γpsq Y σpsq forms a closed loop. Hence each Γpsq is potentially the
limiting configuration of a relaxation oscillation. Using a variation of bifurcation
delay (see [5, 10] and the references therein), in the following theorem we are able
to show that only certain Γpsq correspond to relaxation oscillations.
Theorem 2.1. Assume (11)–(13) and pHq. Set
χpsq “
ż aαpsq
aωpsq
gpa, 0, 0q
fpa, 0, 0q da (15)
and
λpsq “ ln fpaαpsq, 0, 0q
fpaωpsq, 0, 0q `
ż
γpsq
Bahpa, b, 0q
hpa, b, 0q da`
ż
γpsq
Bbgpa, b, 0q
gpa, b, 0q db. (16)
If s0 P I satisfies χps0q “ 0 and λps0q ‰ 0, then for all sufficiently small  ą 0,
there is a periodic orbit ` of (10) in a Opq-neighborhood of Γps0q. The minimal
period of `, denoted by T, satisfies
T “ 1

˜ż aαps0q
aωps0q
1
fpa, 0, 0q da` op1q
¸
as Ñ 0. (17)
Moreover, ` is locally orbitally asymptotically stable if λps0q ă 0, and is orbitally
unstable if λps0q ą 0. Conversely, if χps0q ‰ 0, then for any point z1 in the interior
of the trajectory γps0q, there is a neighborhood U of z1 such that no periodic orbit
of (10) intersects U for any sufficiently small  ą 0.
Remark 1. Condition (12) is not essential and was only provided for convenience.
Without assuming the positivity of h, the results in Theorem 2.1 still hold with λ
defined using integrals in terms of the time variable t. Also note that all integrals
in (15) and (16) exist and are finite under the assumption that f and h remain
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nonzero. To see that the last integral of (16), one way is to use the relation db{da “
gpa, b, 0q{hpa, b, 0q from (14) to obtainż
γpsq
Bbgpa, b, 0q
gpa, b, 0q db “
ż
γpsq
Bbgpa, b, 0q
hpa, b, 0q da. (18)
This integral is finite since the integrand in the last expression is bounded.
Remark 2. The function χ defined by (15) is related to the slow divergence in-
tegral studied by De Maesschalck and Dumortier [4]. In their work, the cyclicity
of a relaxation oscillation near γps0q is bounded by an algebraic expression of the
the multiplicity of s0 as a zero of χpsq. The function λpsq in the present work is
not necessarily equivalent to χ1psq (in the sense of multiplication by a positive func-
tion). When χps0q “ 0, it can be shown that λps0q and χ1ps0q have the same sign.
Therefore, the function λ provides an essentially different approach than that in [4]
for determining the sign of χ1ps0q.
Remark 3. The function χpsq defined by (15) can be expressed in terms of integrals
on γpsq: For any fixed s P I, let pa, bq “ pAptq, Bptqq be a solution of (14) with
trajectory γpsq. Then the relations Ap8q “ aωpsq and Ap´8q “ aαpsq yieldż aαpsq
aωpsq
gpa, 0, 0q
fpa, 0, 0q da “
ż 8
´8
gpa, 0, 0q
fpa, 0, 0q A
1ptq dt “
ż 8
´8
gpa, 0, 0q
fpa, 0, 0q
A1ptq
B1ptqB
1ptq dt,
and therefore
χpsq “
ż
γpsq
gpa, 0, 0q
fpa, 0, 0q da “
ż
γpsq
gpa, 0, 0q
fpa, 0, 0q
gpa, b, 0q
hpa, b, 0q db.
These last two identities sometimes can be advantageous for determining the sign
of χpsq (see Theorem 3.3).
Remark 4. For the perspective of modeling, if a planar system of the form (14)
possesses a line of equilibria and a family of heteroclinic orbits connecting points
on this line, then by a suitable choice of gpa, bq to control the signs of χ and λ
in (15) and (16), the perturbed system (10) can have a relaxation oscillation at a
prescribed location with a prescribed local stability (see Example 4.2).
Remark 5. In the case that χps0q “ 0 and λps0q “ 0, Theorem 2.1 does not
guarantee the existence of a periodic orbit near γps0q. However, in the region filled
by the family of heteroclinic orbits given in pHq, by Theorem 2.1 all possible periodic
orbits must lie in an arbitrarily small neighborhood of
Ť
ts0:χps0q“0u γps0q regardless
of the sign of λps0q for all sufficiently small  ą 0.
Proposition 2.2. Assume the functions fpa, b, q and hpa, b, q in (10) are separable
functions of the form
fpa, b, q “ a f˜pb, q and hpa, b, q “ a h˜pb, q. (19)
Then λpsq defined in (16) equals
λpsq “
ż
γpsq
Bbgpa, b, 0q
gpa, b, 0q db. (20)
Proof. Under condition (19),
ln
fpaαpsq, 0, 0q
fpaωpsq, 0, 0q “ ln
aαpsq
aωpsq (21)
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and ż
γpsq
Bahpa, b, 0q
hpa, b, 0q da “
ż
γpsq
1
a
da “ ln aωpsq
aαpsq . (22)
Substitute (21) and (22) into (16), we obtain (20). 
Remark 6. Proposition 2.2 is the case considered in [11].
Proposition 2.3. Assume that the function hpa, b, q in (10) is independent of a,
that is,
hpa, b, q “ h˜pb, q. (23)
Then λpsq defined in (16) equals
λpa0q “ ln fpaαpsq, 0, 0q
fpaωpsq, 0, 0q `
ż
γpa0q
Bbgpa, b, 0q
gpa, b, 0q db. (24)
Proof. The partial derivative Bah is identically zero under assumption (23). Hence
the second integral in (16) is zero. 
Proposition 2.4. If gpa, b, q “ ϕpbqGpa, b, q for some smooth function ϕ and G
with ϕp0q ‰ 0, then λ defined in (16) is equal to
λpsq “ ln fpaαpsq, 0, 0q
fpaωpsq, 0, 0q `
ż
γpsq
Bahpa, b, 0q
hpa, b, 0q da`
ż
γpsq
BbGpa, b, 0q
Gpa, b, 0qq db. (25)
Proof. From the condition gpa, b, q “ ϕpbqGpa, b, q,ż
γpsq
Bbgpa, b, 0q
gpa, b, 0q db “
ż
γpsq
BbrϕpbqGpa, b, 0qs
ϕpbqGpa, b, 0q db
“
ż
γpsq
ϕ1pbqGpa, b, 0q ` ϕpbqBbGpa, b, 0q
ϕpbqGpa, b, 0q db
“
ż
γpsq
ϕ1pbq
ϕpbq db`
ż
γpsq
BbGpa, b, 0q
Gpa, b, 0q db
Note that the b-coordinates of the endpoints of γpsq are 0. Since ϕp0q ‰ 0,ş
γpsq
ϕ1pbq
ϕpbq db “ lnϕpbq
ˇˇ0
b“0 “ 0 and consequentlyż
γpsq
Bbgpa, b, 0q
gpa, b, 0q db “
ż
γpsq
BbGpa, b, 0q
Gpa, b, 0q db.
Therefore (16) yields (25). 
To prove Theorem 2.1, we recall the following two theorems from [11].
Theorem 2.5 (Theorem 5.1 in [11]). Consider system (10), where f , g and h are
Cr`1 functions, r P N, that satisfy (11)–(13). Assume that a0 ă 0 ă a1 satisfies
relation ż a0
a1
gpa, 0, 0q
fpa, 0, 0q da “ 0 (26)
and that there exist trajectories γ1 and γ2 of the limiting system
9a “ b hpa, b, 0q, 9b “ b gpa, b, 0q, (27)
such that pa1, 0q is the omega-limit point of γ1 and pa2, 0q is the alpha-limit point
of γ2. Then for all sufficiently small δ1 ą 0 and δ2 ą 0, there exists 0 ą 0 such
that the following holds. Let
pain, δ1q “ γ1 X tb “ δ1u and paout, δ1q “ γ2 X tb “ δ1u. (28)
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Let
Σin “ tpa, δ1q : |a´ ain| ă δ2u and Σout “ tpa, δ1q : |a´ aout| ă |a1|
2
u. (29)
Then the transition mapping from Σin to Σout of (10) is well-defined for  P p0, 0s,
and is Cr up to  “ 0. That is, there exists a Cr function
pipzq : Σin ˆ r0, 0s Ñ Σout
such that, for each z P Σin and  P p0, 0s, z and pipzq are connected by a trajectory
of (10), and
pi0pz0q “ pi0pz1q for z0 “ pa0, δq and z1 “ pa1, δq satisfies (26).
The time span T,δ1 of the trajectory σ connecting z P Σin and pipzq satisfies
T,δ1 “ 1
ˆż a1
a0
1
fpa, 0, 0q da` op1q
˙
as Ñ 0. (30)
Moreover, there exists M ą 0 such that for each ∆ P p0, δ1s, if we parameterize
σ X tb ă ∆u by paptq, bptqq, t P r0, T,∆s, then there exists ∆ ą 0 satisfyingż T,∆
0
bptq dt ďM∆ @  P p0, ∆s. (31)
The next theorem is the variation of Floquet Theory.
Theorem 2.6 (Theorem 5.2 in [11]). Consider systems in RN , N ě 2, of the form
9z “ hpzq, (32)
where hpzq “ hpz, q is a C2 function of pz, q P RN ˆ r0, 0s. Let z0 P RN with
hpz0, 0q ‰ 0, and let Σ be a cross section of z0 transversal to h0pz0q. Assume that
there exist 0 ą 0 and a neighborhood Σp1q Ă Σ of z0 such that the return map from
Σp1q to Σ is well-defined for  P p0, 0s and is C1 up to  “ 0. That is, there is a C1
function
Ppzq : Σp1q ˆ r0, 0s Ñ Σ
such that for any z P Σp1q and  P p0, 0s there is a trajectory of (32) that starts at
z P Σp1q and returns to Σ at Ppzq.
Let ζptq, 0 ď t ď T, be a trajectory of (32) that starts at z0 and ends at Ppz0q.
Assume that ż T
0
divphpζptqqq dtÑ λ0 as Ñ 0
for some λ0 P R. Then
det
`
DP0pu0q
˘ “ exppλ0q, (33)
where DPpu0q is regarded as a linear transform on the tangent space Tz0Σ.
Now we use Theorems 2.5 and 2.6 to prove Theorem 2.1.
Proof of Theorem 2.1. The proof for the case with χps0q ‰ 0 is similar to that in
[11, Theorem 2.1], so we omit it here. In this case, there is a neighborhood U of z1
such that no periodic orbit of (10) intersects U for any sufficiently small  ą 0,
Assume χps0q “ 0 and λps0q ‰ 0. Let a0 “ aωps0q and a1 “ aαps0q. The
condition χpa0q “ 0 means that (26) holds. Let pain, δ1q, paout, δ1q, Σin and Σout be
the points and segments defined in (28) and (29). By Theorem 2.5, The transition
map pi
p1q
 : Σin Ñ Σout,  P p0, 0s is well defined and is C1 up to  “ 0. LetrΣin “ tpa, δ1q : a P p´8, a¯qu .
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Since (10) is a regular perturbation of (14) in the region tpa, bq : b ě δ1u, the
transition map pi
p2q
 : Σout Ñ rΣin for system (10) is well-defined and is smooth for
 P r0, 0s. Since pain, δq, paout, δq P γps0q, we have pip2q0 paout, δ1q “ pain, δ1q.
Let P “ pip2q ˝pip1q . Then P0pain, δ1q “ pip2q0 paout, δ1q “ pain, δ1q. That is, pain, δ1q
is a fixed point of P0. To show that this fixed point persists for small  ą 0, by the
implicit function theorem it suffices to show that the Jacobian matrix of the return
map P0 evaluated at pain, δq is non-singular. Let
µ ”
ż
ζ
div
ˆ
fpa, b, q ` b hpa, b, q
b gpa, b, q
˙
dt, (34)
where ζ is the trajectory of (10) that starts at pain, δq and ends at Ppain, δq. By
Theorem 2.6, it suffices to show that µ approaches a nonzero value as Ñ 0.
Using the equation for 9a in (10),ż
ζ
Ba
`
fpa, b, q ` b hpa, b, q˘ dt “ ż
ζ
Ba
`
fpa, b, q ` b hpa, b, q˘
fpa, b, q ` b hpa, b, q da. (35)
For any fixed ∆ P p0, δ1q, since b hpa, b, 0q is bounded away from zero on ζ X tb ą ∆u,
by regular perturbation theory we have
lim
Ñ0
ż
ζXtbą∆u
Ba
`
fpa, b, q ` b hpa, b, q˘
fpa, b, q ` b hpa, b, q da “
ż
γps0qXtbą∆u
Bahpa, b, 0q
hpa, b, 0q da.
Hence
lim
Ñ0
ˇˇˇˇ
ˇ
ż
ζXtbą∆u
Ba
`
fpa, b, q ` b hpa, b, q˘
fpa, b, q ` b hpa, b, q da´
ż
γps0q
Bahpa, b, 0q
hpa, b, 0q da
ˇˇˇˇ
ˇ ď C∆. (36)
Here and in the rest of the proof we use C to denote constants independent of 
and ∆. Next we claim that
lim sup
Ñ0
ˇˇˇˇ
ˇ
ż
ζXtbă∆u
 Bafpa, b, q
fpa, b, q ` b hpa, b, q da´ ln
fpa1, 0, 0q
fpa0, 0, 0q
ˇˇˇˇ
ˇ ď C∆ (37)
and that
lim sup
Ñ0
ˇˇˇˇ
ˇ
ż
ζXtbă∆u
b Bahpa, b, q
fpa, b, q ` b hpa, b, q da
ˇˇˇˇ
ˇ ď C∆. (38)
We write ζ X tb ă ∆u “ ζp1q,∆ Y ζp2q,∆ Y ζp3q,∆ by
ζ
p1q
,∆ “ ζ X tb ă ∆u X ta ă a0 `∆u,
ζ
p2q
,∆ “ ζ X tb ă ∆u X ta0 `∆ ă a ă a1 `∆u,
ζ
p3q
,∆ “ ζ X tb ă ∆u X ta ą a1 ´∆u.
It can be shown (from the proof of [11, Theorem 2.1]) that, for some K “ Kp∆q ą 0
independent of ,
b ă e´K{ on ζp2q,∆. (39)
10 T.-H. HSU AND G.S.K. WOLKOWICZ
Since fpa, 0, 0q is bounded away from zero, (39) gives
lim
Ñ0
ż
ζ
p2q
,∆
 Bafpa, b, q
fpa, b, q ` b hpa, b, q da “ limÑ0
ż
ζ
p2q
,∆
Bafpa, b, q
fpa, b, q `Ope´K{{q da
“
ż a1´∆
a0`∆
Bafpa, 0, 0q
fpa, 0, 0q da “ ln
fpa1 ´∆, 0, 0q
fpa0 `∆, 0, 0q .
Hence
lim
Ñ0
ˇˇˇˇ
ˇ
ż
ζ
p2q
,∆
 Bafpa, b, q
fpa, b, q ` b hpa, b, q da´ ln
fpa1, 0, 0q
fpa0, 0, 0q
ˇˇˇˇ
ˇ ď C∆. (40)
On the other hand, since gpa0, 0, 0q ă 0 and ζp1q,∆ lies in a neighborhood of pa0, 0q,
for any fixed positive number β ă |gpa0, 0, 0q| we have bptq ď Ce´βt on ζp1q,∆ if
pap0q, bp0qq is the entry point of ζp1q,∆. Since fpa, 0, 0q is bounded away from zero,
the equation 9a “ f ` b h and the estimate bptq ď Ce´βt imply that the time span
T
p1q
 of ζ
p1q
,∆ satisfies T
p1q
 ď C∆{. Thereforeˇˇˇˇ
ˇ
ż
ζ
p1q
,∆
 Bafpa, b, q
fpa, b, q ` b hpa, b, q da
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ
ż T p1q
0
 Bafpa, b, q dt
ˇˇˇˇ
ˇ ď C∆. (41)
Similarly, ˇˇˇˇ
ˇ
ż
ζ
p3q
,∆
 Bafpa, b, q
fpa, b, q ` b hpa, b, q da
ˇˇˇˇ
ˇ ď C∆. (42)
Combining estimates (40), (41) and (42), we obtain (37).
Since fpa, 0, 0q is bounded away from zero, (39) givesż
ζ
p2q
,∆
b Bahpa, b, q
fpa, b, q ` b hpa, b, q da “
ż
ζ
p2q
,∆
Ope´K{{q
fpa, b, q `Ope´K{{q daÑ 0 (43)
as Ñ 0. On the other hand, by the equations for 9a and 9b in (14),ż
ζ
p1q
,∆
b Bahpa, b, q
fpa, b, q ` b hpa, b, q da “
ż
ζ
p1q
,∆
b Bahpa, b, q
b gpa, b, q db “
ż
ζ
p1q
,∆
Bahpa, b, q
gpa, b, q db.
Since gpa0, 0, 0q ‰ 0 and length
`
ζ
p1q
,∆
˘ ď C∆, it follows thatˇˇˇˇ
ˇ
ż
ζ
p1q
,∆
b Bahpa, b, q
fpa, b, q ` b hpa, b, q da
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ
ż
ζ
p1q
,∆
Bahpa, b, q
gpa, b, q db
ˇˇˇˇ
ˇ ď C∆. (44)
Similarly, from gpa1, 0, 0q ‰ 0,ˇˇˇˇ
ˇ
ż
ζ
p3q
,∆
b Bahpa, b, q
fpa, b, q ` b hpa, b, q da
ˇˇˇˇ
ˇ ď C∆. (45)
Combining (43), (44) and (45), we obtain (38).
By (36), (37) and (38),
lim sup
Ñ0
ˇˇˇˇ
ˇ
ż
ζ
Ba
`
f ` b h˘ dt´ ln fpa1, 0, 0q
fpa0, 0, 0q ´
ż
γps0q
Bahpa, b, 0q
hpa, b, 0q da
ˇˇˇˇ
ˇ ď C∆,
where pf ` b hq is evaluated at pa, b, q. Since ∆ can be arbitrarily small, we obtain
lim
Ñ0
ż
ζ
Ba
`
fpa, b, q ` b hpa, b, q˘ dt “ ln fpa1, 0, 0q
fpa0, 0, 0q `
ż
γps0q
Bahpa, b, 0q
hpa, b, 0q da. (46)
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A similar calculation gives
lim
Ñ0
ż
ζ
Bb
`
b gpa, b, q˘ dt “ ż
γps0q
Bbgpa, b, 0q
hpa, b, 0q da. (47)
By (46) and (47) we conclude that the number µ defined by (34) satisfies
lim
Ñ0µ “ ln
fpa1, 0, 0q
fpa0, 0, 0q `
ż
γps0q
Bahpa, b, 0q ` Bbgpa, b, 0q
hpa, b, 0q da.
Using the relation db{da “ gpa, b, 0q{hpa, b, 0q from (14), it follows that limÑ0 µ “
λps0q with λ defined by (16).
By assumption, λps0q ‰ 0, by Theorem 2.6 the return map P has a unique fixed
point near pain, δ1q for all small  ą 0, and P is a contraction if λps0q ă 0, and an
expansion if λps0q ą 0. Hence there is a unique periodic orbit ` of (10) near γps0q
for every small  ą 0. This periodic orbit is locally orbitally asymptotically stable
if λps0q ă 0, and is unstable if λps0q ą 0. The estimate (17) follows from (30). 
3. The Chemostat Predator-Prey System
The restriction of system (1) on the invariant plane Λ is governed by S “ S0 ´
ρx´ cρy and
9x “ x`´ `mpS0 ´ ρx´ cρyq˘´ cyppxq
” c pρmx` ppxqq `Fpxq ´ y˘,
9y “ y`´ ` ppxq˘, (48)
where
Fpxq “ x
`´`mS0 ´ ρmx˘
c pρmx` ppxqq . (49)
Define F pxq “ F0pxq, that is
F pxq “ xpmS
0 ´ ρmxq
c pρmx` ppxqq , (50)
and define
y¯ “ F p0q “ lim
xÑ0F pxq “
mS0
cpρm` p1p0qq ą 0.
The last inequality follows from p1p0q ą 0 in condition (2). Note that Fpxq is
continuous at p, xq “ p0, 0q by setting Fp0q “ ´`mS0cpρm`p1p0qq . Also note that F pxq ą 0
for all x P p0, S0{ρq, and that F pS0{ρq “ 0.
When  “ 0, system (48) reduces to
9x “ c pρmx` ppxqq `F pxq ´ y˘,
9y “ yppxq. (51)
Since pp0q “ 0 and F pS0{ρq “ 0, system (51) has a line of equilibria tx “ 0u and
an isolated saddle equilibrium E1 “ pS0{ρ, 0q. The unstable manifold of E1 is the
portion of the line tx ` cy “ S0{ρu. Given any x0 P p0, S0{ρq, since ppxq ą 0 for
all x P p0, S0{ρq, both the forward and backward trajectories starting at px, yq “
px0, F px0qq approach points on the boundary of Λ (see Figure 1). This gives a
continuous family of heteroclinic orbits parameterized by x0 P p0, S0{ρq that fills
the region in the positive quadrant bounded below by the unstable manifold of E1.
Denote the trajectory passing through px0, F px0qq by γpx0q, and the y-values
at the omega- and alpha-limit points of γpx0q by yωpx0q and yαpx0q, respectively.
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Denote the segment connecting the two endpoints of γpx0q by σpx0q. Then γpx0qY
σpx0q is a singular closed orbit for each x0 P p0, S0{ρq
Applying Theorem 2.1 to system (48) with p´y, xq playing the role of pa, bq, the
formula (15) gives, up to multiplication by positive constants,
χpx0q “
ż yωpx0q
yαpx0q
y ´ y¯
y
dy. (52)
By Propositions 2.2 and 2.3, the formula (16) gives, up to multiplication by
positive constants,
λpx0q “
ż
γpx0q
Bx
“
F pxq ´ y‰
F pxq ´ y dy “
ż
γpx0q
F 1pxq
F pxq ´ y dy. (53)
Theorem 3.1. Assume that x0 P p0, S0{ρq satisfies χpx0q “ 0 and λpx0q ‰ 0,
where χ and λ are defined in (52) and (53). Then for any sufficiently small  ą 0,
there is a periodic orbit ` of (1) in a Opq-neighborhood of Γpx0q “ γpx0q Y σpx0q.
The minimal period of `, denoted by T, satisfies
T “ 1

´
ln
ˆ
yωpx0q
yαpx0q
˙
` op1q
¯
as Ñ 0. (54)
Moreover, ` is locally orbitally asymptotically stable if λpx0q ă 0, and is orbitally
unstable if λpx0q ą 0. Conversely, if χpx0q ‰ 0, then for any point z1 in the interior
of the trajectory γpx0q, there is a neighborhood U of z1 such that no periodic orbit
of (1) intersects U for any sufficiently small  ą 0.
Proof. If χpx0q “ 0 and λpx0q ‰ 0, then by Theorem 2.1, for every small  ą 0,
system (48) has unique periodic orbit ` near γpx0q Ă Λ. Since Λ is invariant under
(48), ` is also a periodic orbit for (1). If λpx0q ą 0, then ` is orbitally unstable for
(48), and therefore ` is orbitally unstable for (1). If λpx0q ă 0, then ` is locally
orbitally asymptotically stable for (48). Since Λ is a hyperbolic attractor, it follows
that ` is locally orbitally asymptotically stable for (1).
On the other hand, If χpx0q ‰ 0 and λpx0q ‰ 0, then by Theorem 2.1, for every
small  ą 0, there is no periodic orbit of (48) near γpx0q Ă Λ. Since Λ is a global
attractor, it follows that there is no periodic orbit of (1) near γpx0q. 
The function χpx0q defined by (52) can be expressed as a line integral along the
trajectory γpx0q as follows.
Proposition 3.2. The the function χ defined by (52) satisfies
χpx0q “
ż
γpx0q
ppxq
ρmx` ppxq
F pxq ´ F p0q
F pxq ´ y dx. (55)
Proof. Fix any x0 P p0, S0{ρq. Let pxptq, yptqq be the solution of (51) with trajectory
γpx0q. Recall that p0, yαpx0qq and p0, yωpx0qq are the alpha- and omega-limit point,
respectively, of the trajectory γpx0q. From the equation for 9y in (51), equation (52)
can be written as
χpx0q “
ż 8
´8
py ´ y¯q ppxq dt, (56)
where y¯ “ F p0q. On the other hand, from the equation for 9x in (51),ż 8
´8
pρmx` ppxqq pF pxq ´ yq dt “ 0. (57)
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From (56) and (57), it follows that
χpx0q “
ż 8
´8
ppxqpF pxq ´ y¯q dt`
ż 8
´8
ρmxpF pxq ´ yq dt. (58)
Note that ż 8
´8
ρmxpF pxq ´ yq dt “
ż 8
´8
ρmx
ρmx` ppxqx
1ptq dt
“ ηpxptqqˇˇ8
t“´8
where ηpuq “ şu
0
ρmx
ρmx`ppxq dx, which is continuous at u “ 0 because pp0q “ 0 and
p1p0q ą 0. Since xp8q “ xp´8q “ 0, it follows thatż 8
´8
ρmxpF pxq ´ yq dt “ 0. (59)
Equations (58) and (59) give
χpx0q “
ż 8
´8
ppxqpF pxq ´ y¯q dt.
Therefore, from the equation for 9x in (51), equation (55) follows. 
Next we assume that the function F pxq in (1) satisfies the one-hump condition:
For some px P p0, S0{ρq,
F 1pxq ą 0 @ x P p0, pxq, and F 1pxq ă 0 @ x P ppx, S0{ρq. (60)
The following result is similar to [11, Theorem 3.1].
Theorem 3.3. Assume (60) holds for F pxq defined by (50). Then system (1) has
a globally orbitally asymptotically stable (with respect to all positive non-stationary
solutions) periodic orbit for all small  ą 0.
We will use the following two lemmas.
Lemma 3.4. Assume (60). Then the function χ defined by (52) has a unique root
x0 in p0, S0{ρq, and it satisfies λpx0q ă 0.
Proof. Note that condition (60) implies that there exists a unique value x¯ P pps, S0{ρq
such that F px¯q “ F p0q.
First we claim that
χpx0q ą 0 for all x0 P p0, x¯s. (61)
Fix any x0 P p0, pxq. We parameterize γpx0q by
γpx0q “ tpx, Y´pxqq : x P p0, x0su Y tpx, Y`pxqq : x P p0, x0su (62)
with
Y´pxq ă F pxq and Y`pxq ą F pxq @ x P p0, x0q. (63)
Then equation (55) in Proposition 3.2 yields
χpx0q “
ż x0
0
ppxq
ρmx` ppxq
„
F pxq ´ F p0q
F pxq ´ Y´pxq ´
F pxq ´ F p0q
F pxq ´ Y`pxq

dx.
Since F pxq ´ F p0q ą 0 for 0 ă x ă x0 ă x¯, by (63) it follows that χpx0q ą 0.
Next we claim that
λpx0q ă 0 for all x0 P rx¯, S0{ρq. (64)
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Fix any x0 P rx¯, S0{ρq. From the definition of λpx0q in (53), using (62) we have
λpx0q “
ż x0
0
F 1pxq
ˆ
1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx. (65)
Since F 1pxq for x P px¯, x0s, by (63) we obtain
λpx0q ă
ż x¯
0
F 1pxq
ˆ
1
F pxq ´ Y´pxq `
1
Y`pxq ´ F pxq
˙
dx.
Since Y`pxq is decreasing and Y´pxq is increasing, condition (60) yields
λpx0q ă
ż x¯
0
F 1pxq
ˆ
1
F pxq ´ Y´ppxq ` 1Y`ppxq ´ F pxq
˙
dx
“ ln
ˆ
F pxq ´ Y´pppxq
Y`ppxq ´ F pxq
˙ˇˇˇˇx¯
x“0
“ 0.
The last equality follows from the condition F px¯q “ F p0q. Hence λpx0q ă 0.
Finally, we claim that
lim
x0ÑS0{ρ
χpx0q “ ´8. (66)
Note that the expression (52) of χ can be written as
χpxq “ ψpyωpxqq ´ ψpyαpxqq, (67)
where
ψpyq “ y ´ y¯ ´ lnpy{y¯q.
Note also that the functions yαpxq and yωpxq satisfy
lim
xÑK´
yαpxq “ 0 and lim
xÑK´
yωpxq exists and is finite. (68)
Since limyÑ0` ψpyq “ 8, (66) follows from (67) and(68).
Since χpxq ą 0 for x P p0, x¯q and limxÑS0{ρ χpxq “ ´8, the continuous function
χpxq has at least one root in px¯, S0{ρq. Suppose for contradiction that χ has two
distinct roots, say x0 ă x1. By (61) and (64), we have λpx0q ă 0 and λpx1q ă 0.
By Theorem 2.1 there are locally orbitally asymptotically stable periodic orbits
`
p0q
 and `
p1q
 near Γpx0q and Γpx1q, respectively. Note that Γpx0q is enclosed by
Γpx1q. By (64) and Theorem 2.1 there is no unstable periodic orbit between `p0q
and `
p1q
 . Also note that no equilibrium lies between `
p0q
 and `
p1q
 . This contradicts
the Poincare´-Bendixson Theorem. Therefore χ has exactly one root x0 in p0, S0{ρq.
By (61) and (64), this root satisfies x¯ ă x0 ă S0{ρ, and therefore λpx0q ă 0. 
The next lemma was derived by Wolkowicz [25], and we omit its proof here.
Lemma 3.5. If F 1pxq ą 0 on p0, pxs or F 1pxq ă 0 on p0, pxs for some px ą 0, then
no periodic orbit of (48) lies entirely in the strip tpx, yq : 0 ă x ă pxu for any
sufficiently small  ą 0.
Proof of Theorem 3.3. By Lemma 3.4, the function χ has a unique root x0 in the
interval p0, S0{ρq, and λpx0q ă 0. From Theorem 2.1 and Lemma 3.5, it follows
that system (48) has a unique periodic orbit ` in Λ for all small  ą 0. It can
be shown by the Butler-McGehee Lemma [2] that the flow (48) is persistent in the
sense that the omega-limit set of any point in Λ does not intersect the boundary of
Λ. Therefore, by the Poincare´-Bendixon Theorem, the periodic orbit ` attracts all
non-stationary points in Λ.
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Since ` is locally orbitally asymptotically stable in Λ for (48), by (3) it follows
that ` is locally orbitally asymptotically stable in R3 for (1). Given any solution
pSptq, xptq, yptqq of (1) with a positive initial value, it can be shown by the Butler-
McGehee Lemma that the flow (1) is persistent in the sense that the omega-limit set
of any point in R3` does not intersect the boundary of Λ. Let Ω be the omega-limit
set of pSptq, xptq, yptqq. Then Ω Ă Λ since Λ is a global attractor and solutions of
(1) are persistent. By the positive invariance of omega-limit sets, Ωz` “ H. Hence
Ω “ `. This implies that the trajectory converges to `. 
Example 3.1. Consider the Holling type II functional response,
ppxq “ bx
a` x. (69)
It was shown by Bolger et al. [1] that the function Fpxq defined by (49) is concave-
down. Hence condition (60) is satisfied, and the results in Theorem 3.3 hold.
Numerical simulations are shown in Figures 4 and 5. In the simulations, the
parameters are pS0,m, γ, cq “ p10, 1, 1, 1q for (1), and pa, bq “ p1.5, 3q and ppxq in
(69). Figure 4 shows that the function χ has a root x0 « 6.92, and it satisfies
λpx0q ă 0. Hence γpx0q corresponds to a stable relaxation oscillation formed by the
globally asymptotically stable periodic orbit of (1) as  Ñ 0. Figure 5(A) shows
the periodic orbit ` for (1) with  “ 0.5, and Figure 5(B) illustrates the trajectory
γpx0q for (51). The simulation confirms that the location of ` is close to γpx0q.
Remark 7. The analysis of (48) in this section can more generally be applied to
systems of the form
9x “ qpxq`Fpxq ´ y˘,
9y “ ypppxq ´ q, (70)
that satisfy condition (2), qpxq ą 0 for x ą 0, ppxqqpxq is continuous at x “ 0, and
F0pxq
#
ą 0, if 0 ď x ă K,
ă 0, if K ą x,
for some positive constant K. Similar to Theorem 3.3, a unique locally orbitally
asymptotic stable relaxation oscillation for system (70) in the region filled by a
family of heteroclinic orbits can be obtained for all small  ą 0 under assumption
(60) with F pxq “ F0pxq and S0{ρ replaced by K.
4. The Epidemic Model
When  “ 0, system (8) reduces to system (9). The line Z0 “ tpS, I,Nq : I “
0, S “ DD`pNu is a set of equilibria of (8) in the invariant plane tI “ 0u. Let N0 be
the unique value that satisfies hp DD`pN¯ , N¯q “ a. It is known [8, 17] that each point
on the segment Z0 X t0 ă N ă N0u is connected to a unique point on the segment
Z0 X tN0 ă N ă Nmax u by a heteroclinic orbit of (9) (see Figure 2). We define
ω : pN0, Nmaxq Ñ p0, N0q
such that the point p DD`pωpN1q, ωpN1q, 0q is the omega-limit point of the heteroclinic
orbit, denoted by γpN1q, of (9) starting from p DD`pN1, N1, 0q.
It is also known [17] that the invariant manifold Z0 and the center manifold
W c0 pZ0q of system (9) still exist for the perturbed system (8), and that the per-
turbed center manifold is a global attractor for (8) for each small  ą 0. Denote
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Figure 4. Numerical simulations of χ and λ for Example 3.1.
The function χ has a single root x1 « 6.92, with λpx1q ă 0.
(A) (B)
Figure 5. (A) The trajectory of system (1) for Example 3.1
with  “ 0.5 and initial point pS, x, yqp0q “ p6, 1, 10q converges to
a periodic orbit `. (B) The trajectory γpx0q of (51), where x0 is a
root of χ. The simulation shows that ` is close to γpx0q
the perturbed manifolds by Z and W c pZq. We parametrize the center manifold
W c pZq by S “ S˜pI,Nq, and define S˜ “ S˜0. Then the restriction of system (8) on
W cpZq can be written as
I 1 “ `gpS˜pI,Nq, Nq ´ a˘I,
N 1 “ fpNq ´ αI. (71)
With pN, Iq in (71) playing the role of pa, bq in (10), and N0 playing the role of
a¯, the function χ : rN0, Nmaxq Ñ R defined by (15) is equal to
χpN1q “
ż N1
ωpN1q
g
´
D
D`pN,N
¯
´ a
fpNq dN. (72)
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By (24) in Proposition 2.3 and (18) in Remark 1, the function λ : rN0, Nmaxq Ñ R
defined by (16) is equal to
λpN1q “ ln fpN1q
fpωpN1qq `
ż
γpN1q
BI
`
gpS˜pI,Nq, Nq˘
´α dN.
That is,
λpN1q “ ln fpN1q
fpωpN1qq ´
1
α
ż
γpN1q
BSgpS˜pI,Nq, Nq BI S˜pI,Nq dN. (73)
Remark 8. The function χ in (72) is equivalent to the function F¯ in [17] in the
sense that χpNq ą 0 if and only of F¯ pNq ą N .
Theorem 4.1. Assume that N1 P pN0, Nmaxq satisfies χpN1q “ 0 and λpN1q ‰ 0,
where χpNq and λpxq are defined in (72) and (73), respectively. Then for any suffi-
ciently small  ą 0, there is a unique periodic orbit ` of (8) in a Opq-neighborhood
of γpN1q. The minimal period of `, denoted by T, satisfies
T “ 1

˜ż N1
ωpN1q
1
fpNq dN ` op1q
¸
as Ñ 0. (74)
Moreover, ` is locally orbitally asymptotically stable if λpN1q ă 0, and is orbitally
unstable if λpN1q ą 0. Conversely, if χpN1q ‰ 0, then for any point z1 in the interior
of the trajectory γpN1q, there is a neighborhood U of z1 such that no periodic orbit
of (10) intersects U for any sufficiently small  ą 0.
Proof. If χpN1q ‰ 0, then by Theorem 2.1, system (9) has no periodic orbit near
γpN1q in W c pZq for any small  ą 0. Since W c pZq is a global attractor, it follows
that system (8) has no periodic orbit near γpN1q in R3`.
Next assume that χpN1q ‰ 0. Then by Theorem 2.1, system (9) has a unique
periodic orbit ` in a Opq-neighborhood of γpN1q in W c pZq for every small  ą 0.
If λpN1q ą 0, then ` is unstable for (9), and therefore is unstable for (8). If
λpN1q ă 0, then ` is locally orbitally asymptotically stable for (9). Since W c pZq
is a hyperbolic attractor, ` is locally orbitally asymptotically stable for (8). 
Remark 9. The period T of the limit cycle ` is referred to as interepidemic period
(IEP) in [17], where it was shown numerically that T is proportional to 1{. Their
observation is consistence with the asymptotic formula (74).
We are not able to determine the signs of χ and λ in (72) and (73) analytically.
Nonetheless, we are able to compute χ and λ numerically. A numerical difficulty
in the computation is to approximate BI S˜, since there is no explicit formula for
S˜. We implement the following algorithm to compute BI S˜: Fix a small number
δ ą 0 and large integers T and M . For N1 P pN0, Nmaxq, denote by pS, I,Nqpt;N1q
the solution of (9) with initial value pS, I,Nqp0q “ p DD`pN1, 0, N1q ` δ~v, where ~v
is an eigenvector corresponding to the unstable eigenvalue of the linearization of
(9) at p DD`pN1, 0, N1q, so that the forward trajectory of this solution is near the
heteroclinic orbit with the alpha-limit point p DD`pN1, 0, N1q. Let Nk, k “ 1, . . . ,M ,
be a grid of the interval rN0 ` δ,Nmaxs, and let tj , j “ 0, 1, . . . , TM , be a grid of
the interval r0, T s. Define
ujk “ uptj ;Nkq for 1 ď k ďM, 1 ď j ď TM, u “ S, I,N,
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Define ∆xu
j
k “ ujk`1´ujk and ∆tujk “ uj`1k ´ujk. Then the numerical approximations
of BI S˜ and BN S˜ are“pBI S˜qjk pBN S˜qjk‰ “ “∆tSjk ∆xSjk‰
«
∆tI
j
k ∆xI
j
k
∆tN
j
k ∆xN
j
k
ff´1
. (75)
We use this approximation for BI S˜ to evaluate formula (73) for λ.
Example 4.1. Following Li et al. [17, Section 5.1, Case 1], we consider gpS,Nq “
βS
m`S and parameters D “ 0.2, p “ 0.01, α “ 0.048, β “ 1, γ “ 0.75, m “ 0.1 and
Nmax “ 400. It was proved in [17] that, form small  ą 0, system (8) has a stable
periodic orbit and the positive equilibrium is unstable. Our numerical simulation,
illustrated in Figure 6(A), shows that χ defined by (72) has a root N1 « 377.01 with
λpN1q « ´4.11 ă 0. Hence γpN1q corresponds to a stable relaxation oscillation.
A trajectory with initial data pS, I,Nq “ p60, 2, 120q and  “ 10´5 is shown in
Figure 6(B). The trajectory first is attracted by the slow manifold W c pZq, and
then follows the dynamics on W c pZq to approach the periodic orbit near γpN1q.
In the next example we demonstrate that by varying the perturbation term
fpNq, system (8) can obtain two relaxation oscillations. The idea is that the
positive function fpNq effects the magnitude of the integrand in formula (72) of
χpNq, and hence the function χpNq can gain extra roots by deforming fpNq. This
method conceptually can be used to construct an arbitrary number of relaxation
oscillations.
Example 4.2. We replace fpNq defined by (7) with
f1pNq “ fpNq ´ c1 expp´c2pN ´ c3qq
with pc1, c2, c3q “ p60, 0.04, 90q. The function f1pNq differs from fpNq essentially
only in a small interval to the right of N0 (see Figure 7). From our numerical
simulation, as shown in Figure 8(A), the function χ defined by (72) with f replaced
by f1 has two roots, N1 « 156.89 and N2 « 342.18, with λpN1q « 1.06 ą 0 and
λpN2q « ´2.48 ă 0. Hence γpN1q corresponds to an unstable relaxation oscillation
for system (8) with f replaced by f1, and γpN2q corresponds to a stable relaxation
oscillation. Some trajectories for the system with  “ 10´5 are shown in Figure 8(B).
Remark 10. Example 4.2 is consistent with Li et al. [17, Section 5.1, Case 2], in
which two periodic orbits were observed. It was proved in [17] that, for some pa-
rameters, system (8) exhibits a stable periodic orbit while the positive equilibrium
is asymptotically stable, which implies that there must be at least one unstable
periodic orbit. It was commented in [17, Section 4.3] that, in general, the unstable
periodic orbit is not necessarily a relaxation oscillation but a small periodic orbit
through a subcritical Hopf bifurcation. Using Theorem 4.1, we are able to con-
firm that there is an isolated unstable periodic orbit for small  ą 0 that forms a
relaxation oscillation.
5. Discussion
In this paper we derived a criterion to determine the location and stability of
relaxation oscillations for the planar system (10) under assumption pHq. In Theorem
2.1, characteristic functions χpsq and λpsq were obtained from the trajectory γpsq
of the limiting system with  “ 0 and satisfy that
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Figure 6. (A) For Example 4.1, the function χ has a root
N1 « 377.01 with λpN1q « ´4.11 ă 0. (B) The dashed curve
is a trajectory for the system with  “ 10´5 with the initial condi-
tion pS, I,Nqp0q “ p60, 2, 120q, and the solid curve is the singular
orbit γpN1q. The simulation shows that the trajectory approaches
a periodic orbit near γpN1q.
Figure 7. The perturbation term fpNq with fpNq “ Np1 ´
Nmaxq in Example 4.1 is replaced by f1pNq with f1pNq “ fpNq´
c1 expp´c2pN ´ c3qq in Example 4.2. Essentially f1 is obtained by
dropping the value of f in a small interval right to N0.
(i) χps0q ‰ 0 ñ no periodic orbit passes near γps0q for all 0 ă  ! 1.
(ii) χps0q “ 0 and λps0q ‰ 0 ñ γps0q admits a relaxation oscillation as Ñ 0.
In the latter case, the sign of λps0q determines the stability of the limit cycles. The
proof of the theorem involves geometric singular perturbation theory and a variation
of Floquet Theory. In Propositions 2.2, 2.3 and 2.4, simplified expressions of χ and
λ were provided for the case that some terms in the system satisfy certain forms.
We applied this criterion to two systems using two different techniques. By
relating χpsq with a line integral on the heteroclinic orbit, in Theorem 3.3 we derived
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Figure 8. (A) For Example 4.2, the function χ has two roots,
N1 « 156.89 and N2 « 342.18, with λpN1q « 1.06 ą 0 and
λpN2q « ´2.48 ă 0. (B) The dashed curves are trajectories for
the system with  “ 10´5, and the solid curves are the singular
orbits γpN1q and γpN2q. The simulation shows that the trajectory
with the initial condition pS, I,Nqp0q “ p40, 2.5, 80q approaches a
periodic orbit near γpN2q while trajectory with the initial condi-
tion pS, I,Nqp0q “ p40, 1.3, 80q approaches the interior equilibrium.
Near γpN1q is an unstable periodic orbit.
a condition under which the chemostat predator-prey system (1) has a unique limit
cycle. By varying the perturbation term, we demonstrate in Examples 4.1 and
4.2 that the the epidemic model (6) can have a prescribed number of relaxation
oscillations. In general, it is a numerical challenge to compute unstable periodic
orbits in three-dimensional systems. Our characteristic functions provide a way to
locate both stable and unstable periodic orbits.
Acknowledgements
The research for this paper was completed while TH was a Fuqua Research
Assistant Professor at the University of Miami. GW was supported by the Natural
Sciences and Engineering Council (NSERC) of Canada Discovery Grant Accelerator
Supplement. The authors would like to thank the anonymous referees for their
constructive comments. TH thanks Prof. Zhisheng Shuai for sharing his insights on
the interepidemic period for the epidemic model.
References
[1] T. Bolger, B. Eastman, M. Hill, and G. S. K. Wolkowicz. A predator-prey model in the
chemostat with Holling type II (Monod) response function, preprint.
[2] G. Butler and P. Waltman. Persistence in dynamical systems. J. Differential Equations,
63(2):255–263, 1986. doi:10.1016/0022-0396(86)90049-5.
[3] K.-S. Cheng. Uniqueness of a limit cycle for a predator-prey system. SIAM J. Math. Anal.,
12(4):541–548, 1981. doi:10.1137/0512047.
[4] P. De Maesschalck and F. Dumortier. Singular perturbations and vanishing passage through a
turning point. J. Differential Equations, 248(9):2294–2328, 2010. doi:10.1016/j.jde.2009.
11.009.
A CRITERION FOR THE EXISTENCE OF RELAXATION OSCILLATIONS 21
[5] P. De Maesschalck and S. Schecter. The entry-exit function and geometric singular perturba-
tion theory. J. Differential Equations, 260(8):6697–6715, 2016. doi:10.1016/j.jde.2016.01.
008.
[6] N. Fenichel. Geometric singular perturbation theory for ordinary differential equations. J.
Differential Equations, 31(1):53–98, 1979. doi:10.1016/0022-0396(79)90152-9.
[7] A. Ghazaryan, V. Manukian, and S. Schecter. Travelling waves in the Holling-Tanner model
with weak diffusion. Proc. R. Soc. Lond. Ser. A, 471(2177):20150045, 16, 2015. doi:10.1098/
rspa.2015.0045.
[8] J. R. Graef, M. Y. Li, and L. Wang. A study on the effects of disease caused death in a
simple epidemic model. In W. Chen and S. Hu, editors, Dynamical Systems and Differential
Equations, pages 288–300. Southwest Missouri State University Press, 1998.
[9] S.-B. Hsu and J. Shi. Relaxation oscillation profile of limit cycle in predator-prey system.
Discrete Contin. Dyn. Syst. Ser. B, 11(4):893–911, 2009. doi:10.3934/dcdsb.2009.11.893.
[10] T.-H. Hsu. On bifurcation delay: an alternative approach using geometric singular perturba-
tion theory. J. Differential Equations, 262(3):1617–1630, 2017. doi:10.1016/j.jde.2016.10.
022.
[11] T.-H. Hsu. Number and stability of relaxation oscillations for predator-prey systems with
small death rates. SIAM J. Appl. Dyn. Syst., 18(1):33–67, 2019. doi:10.1137/18M1166705.
[12] R. Huzak. Predator-prey systems with small predator’s death rate. Electron. J. Qual. Theory
Differ. Equ., pages Paper No. 86, 16, 2018. doi:10.14232/ejqtde.2018.1.86.
[13] C. K. R. T. Jones. Geometric singular perturbation theory. In Dynamical systems (Monteca-
tini Terme, 1994), volume 1609 of Lecture Notes in Math., pages 44–118. Springer, Berlin,
1995. doi:10.1007/BFb0095239.
[14] Y. Kuang and H. I. Freedman. Uniqueness of limit cycles in Gause-type models of predator-
prey systems. Math. Biosci., 88(1):67–84, 1988. doi:10.1016/0025-5564(88)90049-1.
[15] C. Kuehn. Multiple time scale dynamics, volume 191 of Applied Mathematical Sciences.
Springer, Cham, 2015. doi:10.1007/978-3-319-12316-5.
[16] C. Li and H. Zhu. Canard cycles for predator-prey systems with Holling types of functional
response. J. Differential Equations, 254(2):879–910, 2013. doi:10.1016/j.jde.2012.10.003.
[17] M. Y. Li, W. Liu, C. Shan, and Y. Yi. Turning points and relaxation oscillation cycles in simple
epidemic models. SIAM J. Appl. Math., 76(2):663–687, 2016. doi:10.1137/15M1038785.
[18] L.-P. Liou and K.-S. Cheng. On the uniqueness of a limit cycle for a predator-prey system.
SIAM J. Math. Anal., 19(4):867–878, 1988. doi:10.1137/0519060.
[19] W. Liu, D. Xiao, and Y. Yi. Relaxation oscillations in a class of predator-prey systems. J.
Differential Equations, 188(1):306–331, 2003. doi:10.1016/S0022-0396(02)00076-1.
[20] N. L. Lundstro¨m and G. So¨derbacka. Estimates of size of cycle in a predator-prey sys-
tem. Differential Equations and Dynamical Systems, pages 1–29, 2018. doi:10.1007/
s12591-018-0422-x.
[21] S. H. Piltz, F. Veerman, P. K. Maini, and M. A. Porter. A predator-2 prey fast-slow dynamical
system for rapid predator evolution. SIAM J. Appl. Dyn. Syst., 16(1):54–90, 2017. doi:
10.1137/16M1068426.
[22] J. Shen, C.-H. Hsu, and T.-H. Yang. Fast–slow dynamics for intraguild predation models
with evolutionary effects. Journal of Dynamics and Differential Equations, 2019. doi:10.
1007/s10884-019-09744-3.
[23] H. L. Smith and P. Waltman. The theory of the chemostat, volume 13 of Cambridge Studies in
Mathematical Biology. Cambridge University Press, Cambridge, 1995. Dynamics of microbial
competition. doi:10.1017/CBO9780511530043.
[24] J. Wang, X. Zhang, J. Shi, and Y. Wang. Profile of the unique limit cycle in a class of general
predator-prey systems. Appl. Math. Comput., 242:397–406, 2014. doi:10.1016/j.amc.2014.
05.020.
[25] G. S. K. Wolkowicz. Bifurcation analysis of a predator-prey system involving group defence.
SIAM J. Appl. Math., 48(3):592–606, 1988. doi:10.1137/0148033.
E-mail address: hsut1@math.miami.edu
E-mail address: wolkowic@mcmaster.ca
