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Abstract
Clustering of data points in metric space is among the most fundamental problems in com-
puter science with plenty of applications in data mining, information retrieval and machine
learning. Due to the necessity of clustering of large datasets, several streaming algorithms have
been developed for different variants of clustering problems such as k-median and k-means prob-
lems. However, despite the importance of the context, the current understanding of balanced
clustering (or more generally capacitated clustering) in the streaming setting is very limited. The
only previously known streaming approximation algorithm for capacitated clustering requires
three passes and only handles insertions.
In this work, we develop the first single pass streaming algorithm for a general class of
clustering problems that includes capacitated k-median and capacitated k-means in Euclidean
space, using only poly(kd log ∆) space, where k is the number of clusters, d is the dimension and
∆ is the maximum relative range of a coordinate1. This algorithm only violates the capacity
constraint by a 1 +  factor. Interestingly, unlike the previous algorithm, our algorithm handles
both insertions and deletions of points. To provide this result we define a decomposition of the
space via some curved half-spaces. We used this decomposition to design a strong coreset of size
poly(kd log ∆) for balanced clustering. Then, we show that this coreset is implementable in the
streaming and distributed settings.
1Note that d log ∆ is the space required to represent one point.
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1 Introduction
Clustering of data points in metric space is among the most fundamental problems in computer
science with plenty of applications in data mining, information retrieval and machine learning. In
many applications there are some natural constraints on the size of the clusters. To capture this
constraint, balanced and capacitated clustering have been introduced and widely studied in the
classical setting [ASS17, ABM+18, BRU16, Li17, DL16, XHX+19].
It is fairly well-known that classical algorithms are not practical for large datasets. Streaming
setting is one of the most popular settings to design algorithms for large datasets. In the streaming
setting, we have a space sublinear in the size of the input, and we are usually restricted to take only
one pass over the input. The input stream may contain both insertion and deletion of data points,
or may be restricted to only contain insertion of data points.
Due to the necessity of clustering of large datasets, several streaming algorithms have been
developed for different variants of clustering problems such as k-median [COP03, FS05, FL11,
GMMO00, HPM04, Che09, BIP+16, BFL16, BFL+17] and k-means problems [FMS07, Che09, FL11,
BLLM16, BFL16, HSYZ18]. However, despite the importance of the context, there is no one-pass
streaming algorithm known for balanced or capacitated version of these problems with non-trivial
guarantees. The only previously known approximation algorithm in this context is a three-pass
insertion-only streaming algorithm for a general class of capacitated k-clustering in `r [BBLM14].
In capacitated k-clustering in `r, the objective is to assign all of the points into k centers such that,
while respecting the capacity constraints, it minimizes the total sum of r-th power of the distances.
Note that this definition extends capacitated k-median (for r = 1), capacitated k-means (for r = 2)
and capacitated k-center (for r = ∞). Let us say a solution is (α, β)-approximate solution if its
cost is at most α times that of the optimum and it violates the capacity constraints by at most
a factor β. Given a regular sequential (α, β)-approximation algorithm for capacitated k-clustering
in `r, the previous paper provides an (O(rα), β)-approximation three-pass streaming algorithm.
Unfortunately, there is a large constant hidden in O(rα).
In this paper, we develop the first single-pass streaming algorithm for capacitated k-clustering in
`r, using only poly(kd log ∆) space, where d is the dimension and ∆ is the maximum relative range of
a coordinate2. Given an (α, β)-approximation algorithm for weighted capacitated k-clustering in `r,
and arbitrary positive numbers η and , our algorithm provides an ((1 + )α, (1 + η)β)-approximate
solution3. Interestingly, unlike the previous algorithm, this algorithm handles both insertion and
deletion of data points.
Regardless of time complexities, for arbitrary , η ∈ (0, 1] our result directly implies (1 + , 1 +
η)-approximation streaming algorithms for capacitated k-median and capacitated k-means. By
applying the (O(1/), 1+)-approximation algorithm of [DL16] for capacitated k-median, and using
proper parameters, we have a polynomial time (O(1/), 1 + )-approximation streaming algorithm
for capacitated k-median in poly(kd log ∆) space. Similarly, by applying the 69 + -approximation
fixed parameter tractable algorithm of [XHX+19] for capacitated k-means we have a fixed parameter
tractable (69+, 1+)-approximation streaming algorithm for capacitated k-means in poly(kd log ∆)
space. Furthermore, if d is much larger than k/, we can apply [MMR19] to reduce the dimension to
poly(k/). Then our streaming algorithm only needs d · poly(k log ∆) space though the dependence
on k and 1/ becomes slightly larger.
It is easy to convert our streaming algorithm to a distributed algorithm. We use the same
distributed model as of [KVW14, WZ16, BWZ16, SWZ17, SWZ19]. In this model we have s
2This is roughly the ratio between the maximum distance and the minimum distance. We define this notation in
the next subsection and give a further discussion in Section 2.
3When η,  or β are not constant, they appear polynomially in the space.
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machines, where the i-th machine holds a subset of input points. There is one coordinator and
the communication is only between the coordinator and other machines. The goal is to bound the
communication. In Subsection 1.1 we present our results, and then in Subsection 1.2 we discuss our
technical contributions.
Other Related Works. Guha et al. studied the k-median problem in the streaming setting
and provided the first single pass 2O(1/)-approximation algorithm for this problem using O(n)
space [GMMO00]. Next, Charikar et al. improved the approximation factor and the space re-
quirement of this problem and provided a constant approximation streaming algorithm that stores
O(k log2 n) points [COP03]. Braverman et al. developed constant approximation algorithm in
streaming sliding window model for both k-median and k-means using O(k3 log6 n) space [BLLM16].
In the Euclidean space, Har-Peled and Mazumdar show a (1 + )-approximation insertion-only
streaming algorithm for k-means and k-median [HPM04]. They developed a coreset that requires
O(k−d log n) space and used it to provide a streaming algorithm that requires O(k−d log2d+2 n)
space. Later, Har-Peled and Kushal provided a coreset of size O(k2−d) for these prob-
lems [HPK05]. In high dimensional spaces, Chen presented a streaming algorithm for both problems
in O(k2d−2 log8 n) space [Che09].
1.1 Our Results
In this paper, we suppose all input and output points are in {1, 2, · · · ,∆}d for some ∆, d ∈ Z≥1. This
assumption is without loss of generality since if the clustering cost is non-zero, we can always dis-
cretize the space by changing the cost by an arbitrary small multiplicative error [BFL+17, HSYZ18].
Given a point set Q ∈ [∆]d, a strong (η, )-coreset of Q for capacitated k-clustering in `r is a subset
of points Q′ ⊆ Q with weights w′ : Q′ → R>0 such that for any capacity t ≥ d|Q|/ke and any set of
k centers Z = {z1, z2, · · · , zk},
1
1 + 
· cost(r)
(1+η)2t
(Q,Z) ≤ cost(r)(1+η)t(Q′, Z, w′) ≤ (1 + ) · cost
(r)
t (Q,Z),
where cost(r)t (Q,Z) indicates the capacitated clustering cost in `r with respect to centers Z and
capacity t, and similarly, cost(r)t′ (Q
′, Z, w′) indicates the weighted version of `r capacitated clustering
cost. We refer readers to Section 2 for the formal definition of cost(r)t (Q,Z) and cost
(r)
t′ (Q
′, Z, w′).
In this paper, we give the first strong coreset construction for capacitated k-clustering. The size
of our coreset is poly(−1η−1kd log ∆). Our coreset can be constructed in near linear time.
Theorem 1.1 (Restatement of Theorem 3.19). For a constant r ≥ 1, given k ∈ Z≥1, , η ∈ (0, 0.5)
and a point set Q ⊆ [∆]d with |Q| = n, there is a randomized algorithm which takes O(nd log2(nd∆))
time and outputs a subset of points Q′ ⊆ Q with weights w′ : Q′ → R>0 such that with probability
at least 0.9, (Q′, w′) is a strong (η, )-coreset of Q for capacitated k-clustering in `r and |Q′| ≤
poly(−1η−1kd log ∆).
Our coreset can also be constructed in streaming and distributed setting efficiently. The stream-
ing model studied in this paper is the dynamic streaming model which allows both insertion and
deletion of points.
Theorem 1.2 (Restatement of Theorem 4.5). For a constant r ≥ 1, given k ∈ Z≥1, , η ∈ (0, 0.5)
and a point set Q ⊆ [∆]d obtained by a stream of insertions and deletions, there is a streaming
algorithm which takes one pass over the stream and with probability at least 0.9 outputs a strong
(η, )-coreset (Q′, w′) of Q for capacitated k-clustering in `r. Furthermore, both |Q′| and the space
of the streaming algorithm is at most poly(−1η−1kd log ∆).
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In the distributed model, the input is distributed into machines. Each machine can only commu-
nicate with the coordinator. The goal in this model is to design a protocol with small communication
cost.
Theorem 1.3 (Restatement of Theorem 4.7). For a constant r ≥ 1, given k ∈ Z≥1, , η ∈ (0, 0.5)
and a point set Q ⊆ [∆]d partitioned into s machines, there is a distributed protocol which on
termination with probability at least 0.9 leaves a subset of points Q′ ⊆ Q with weights w′ : Q′ → R>0
such that (Q′, w′) is a strong (η, )-coreset of Q for capacitated k-clustering in `r and the size of
the coreset is at most poly(−1η−1kd log ∆). Furthermore, the total communication cost is at most
s · poly(−1η−1kd log ∆) bits.
1.2 Our Techniques
Let us first discuss how to construct a strong coreset for capacitated k-means. Later we will show
how to generalize the idea for capacitated k-clustering in `r for general r ≥ 1.
Our starting point is a common partitioning approach [Che09, BFL+17, HSYZ18] for k-clustering
coreset construction. The size n input point set Q ⊆ [∆]d is partitioned into poly(kd log ∆) parts
of points P1, P2, · · · , Ps such that if we move all points in each part to an arbitrary point in this
part, the optimal k-means cost for moved points should not change too much. In other words,
s∑
i=1
|Pi| ·
(
max
p,q∈Pi
dist(p, q)
)2
≤ poly(kd log ∆) ·OPTk-means, (1)
where OPTk-means = minZ⊂[∆]d:|Z|=k
∑
p∈Q dist
2(p, Z).
Let us briefly review the sampling based strong coreset construction for standard k-means
problem. Consider a fixed set of k centers Z ⊂ [∆]d. Each point p ∈ Pi is sampled with
probability poly(−1kd log ∆)/|Pi| and each sampled point is assigned a weight w(p) which is
inverse sampling probability. The expected number of points sampled is poly(−1kd log ∆) and∑
sampled p∈Pi w(p) · dist2(p, Z) is an unbiased estimator of
∑
p∈Pi dist
2(p, Z). By triangle in-
equality, ∀p′, q′ ∈ Pi, |dist(p′, Z) − dist(q′, Z)| ≤ maxp,q∈Pi dist(p, q). This can upper bound
the variance of the cost of each sampled point. By Bernstein inequality, with high probability,
for every part Pi, the difference between
∑
sampled p∈Pi w(p) · dist2(p, Z) and
∑
p∈Pi dist
2(p, Z)
is at most 
∑
p∈Pi dist
2(p, Z) + poly(kd log ∆) |Pi| · (maxp,q∈Pi dist(p, q))2. The additive error term

poly(kd log ∆) |Pi| · (maxp,q∈Pi dist(p, q))2 is acceptable since the total additive error is bounded by
 ·OPTk-means (Equation (1)) and thus becomes a small relative error. Notice that the total number
of choices of Z is at most ∆kd. By taking union bound over all possible choices of Z, with high
probability, the sampled points together with their weights become a strong coreset for k-means
with size poly(−1kd log ∆). We refer readers to [Che09, FL11, BFL16, BFL+17, HSYZ18] for more
details and history.
Unfortunately, the above analysis breaks for capacitated k-means. Due to capacity constraints,
each point may not be assigned to the closest center in the capacitated k-means solution. If we
look at the samples from the given point set, it is unclear how to determine the cost of each
sampled point without looking at entire point set. This is an obstacle to obtain an unbiased es-
timator of the capacitated k-means cost. To construct an unbiased estimator, we need to find
a simple way to determine the cost of each sampled point. Again consider a fixed set of k cen-
ters Z = {z1, z2, · · · , zk} ⊂ [∆]d. If we know that each point p ∈ Q is assigned to the center
pi(p) ∈ Z, then ∑sampled pw(p) dist2(p, pi(p)) is an unbiased estimator of the clustering cost with
respect to the assignment pi : Q → Z, i.e., ∑p dist2(p, pi(p)). In addition, ∑sampled p: pi(p)=zi w(p)
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Figure 1: A cross denotes a point assigned to zi and a dot denotes a point assigned to zj . We can
find a hyperplane separating two clusters. Suppose a point on the right side is assigned to zi and a
point on the left side is assigned to zj . By Pythagorean theorem, the total cost of these two points
is a2 + b2 + c2 + d2. If we switch the assignments of these two points, the cost is a2 + b′2 + c2 + d′2
which is smaller since b′2 +d′2 < b2 +d2. Thus, if two clusters cannot be separated by a hyperplane,
the assignment cannot be optimal.
is an unbiased estimator of the number of points assigned to the center zi. If for every assign-
ment pi,
∑
sampled pw(p) dist
2(p, pi(p)) is a good approximation to
∑
p dist
2(p, pi(p)) and ∀i ∈ [k],∑
sampled p: pi(p)=zi w(p) is a good estimation of the size of the cluster with center zi, then the ca-
pacitated clustering cost of samples is a good approximation of the capacitated clustering cost of Q
if we allow some relaxation of capacity constraints. However, the possible choices of assignment pi
can be as large as kn. It implies that if we want to obtain a good estimation for every assignment
pi, we need at least Ω(log(kn)) = Ω(n log k) samples which is even worse than taking entire point
set Q. The issue of the above attempt is that we want to have uniformly good estimations for all
possible assignments. To handle this issue, we should reduce the number of assignments that we
care about. An observation is that if an assignment pi is not an optimal assignment for any capacity
constraint, then we do not care the quality of the estimated cost for pi. Then we hope the number
of assignments which can be optimal for some capacity constraint is small.
Our main technical contribution is finding a good structure of possible optimal assignments,
and such structure can be used to upper bound the number of those assignments. Consider an
assignment pi : Q → Z which is optimal for some capacity constraint. For two centers zi, zj , by
Pythagorean theorem there must be a (d− 1)-dimensional hyperplane separating the points in the
cluster with center zi and the points in the cluster with center zj (see Figure 1), and the hyperplane
is perpendicular to the line connecting zi and zj . Let H(i,j) denote the half-space which is one side
of the hyperplane containing zi. Similarly we denote H(j,i) as another side containing zj . For every
pair of centers zi, zj , we can always define the half-space H(i,j) in the above way. It is clear to see
that pi(p) = zi if and only if p ∈
⋂
j 6=iH(i,j). In other words, the assignment pi can be determined
by the set of all half-spaces {H(i,j) | i 6= j}. Since Q ⊆ [∆]d, the number of possible half-space H(i,j)
for i, j is at most ∆d. The total number of possible set of half-spaces {H(i,j) | i 6= j} is at most
(∆d)(
k
2) ≤ ∆O(dk2). It implies that the number of possible optimal assignments is at most ∆O(dk2)
which is much less than the total number of all possible assignments.
Although we are able to get an unbiased estimator of the cost of the optimal assignment pi,
there is an issue remaining for bounding the variance of the cost of samples. For two points p, q
from the same part Pi, the difference between dist(p, pi(p)) and dist(q, pi(q)) may be much larger
than dist(p, q) (see Figure 2 for an example). Despite the difference between dist(p, pi(p)) and
dist(q, pi(q)) can be arbitrarily large in general, the difference is upper bounded by dist(p, q) if p
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Figure 2: Due to capacity constraint, p is assigned to the center z1 and q is assigned to the center z2.
The difference between dist(p, z1) and dist(q, z2) depends on dist(z1, z2) and thus can be arbitrarily
large.
and q are assigned to the same center, i.e., pi(p) = pi(q). This observation motivates us to further
conceptually partition Pi into k regions where each region contains the points assigned to the same
center. If each region either contains no point from Pi or contains at least |Pi|/ poly(−1kd log ∆)
points, then we can estimate
∑
p∈Pi dist
2(p, pi(p)) by sampling each point p ∈ Pi with probability
poly(−1kd log ∆)/|Pi|, and with high probability, the total estimated error can becomes a small
relative error as discussed in the early paragraph in this section. Unfortunately, there could be
some region in which number of points is much less than |Pi|/poly(−1kd log ∆). These points may
contribute a lot to the cost since they may be far away from their center. But we may sample none
of them due to relatively low sampling rate and thus it can cause a large approximation error. To
handle this, we develop a method to transfer the optimal assignment pi to an another assignment
pi′ : Q → Z such that pi′ approximately satisfies the capacity constraint and does not increase the
cost by too much. Furthermore, for each part Pi and center zj , either none of point in Pi is assigned
to zj by pi′ or there are at least |Pi|/ poly(−1kd log ∆) number of points in Pi are assigned to zj
by pi′. If we estimate the cost of pi′, the variance of the cost of sampled points can have a good
upper bound. Thus, with high probability, we can estimate the cost of pi′. By taking union bound
over all the possible choices of Z and the possible transferred assignments pi′, we can prove that the
sampled points form a strong coreset for capacitated k-means with high probability.
Next, let us discuss how to extend the above idea for capacitated k-means to general capacitated
k-clustering in `r for r ≥ 1. The main difficulty to extend our capacitated k-means to `r case is
that we may not find a hyperplane to separate two clusters since we cannot apply Pythagorean
theorem for `r cost (see Figure 3). But fortunately, we can find a curved hyperplane to separate
two clusters. Consider two centers zi and zj . We can define a curved hyperplane as {x ∈ Rd |
distr(x, zi) − distr(x, zj) = a} for some parameter a ∈ R. For an assignment pi : Q → Z, if
distr(p, zi) − distr(p, zj) < a and distr(q, zi) − distr(q, zj) > a but pi(p) = zj , pi(q) = zi, then pi
cannot be an optimal assignment since
distr(p, zi) + dist
r(q, zj) < dist
r(q, zi) + dist
r(p, zj),
which implies switching the assigned centers of p, q can give an assignment with smaller cost. Thus,
for an optimal assignment and any two clusters under the assignment, there always exists a curved
hyperplane separating two clusters. If we replace the half-spaces in previous paragraphs with the
half-spaces defined by the above curved hyperplanes, then the argument works for k-clustering in
`r for general r ≥ 1.
Since the partition P1, P2, · · · , Ps and its `r variant version can be computed in the streaming
model (with both insertion and deletion) and distributed model [BFL+17, HSYZ18] and we only
need to sample points in each part with uniform sampling rate, our strong coreset construction can
be easily implemented in the streaming setting and distributed setting.
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2 Preliminaries
We use [n] to denote the set {1, 2, · · · , n}. For any x ∈ R, a ∈ R>0, we use x±a to denote the interval
(x−a, x+a). For any x ∈ R≥0,  ∈ (0, 1), we use (1±)·x to denote the interval ((1−)·x, (1+)·x).
Consider two points x, y ∈ Rd. If ∃i ∈ [d] such that x1 = y1, x2 = y2, · · · , xi−1 = yi−1 and xi < yi
then x is smaller than y in the alphabetical order. For r ≥ 1, we use ‖x‖r to denote the `r norm of
x ∈ Rd, i.e., ‖x‖r = (
∑d
i=1 |xi|r)1/r. We use dist(x, y) to denote the Euclidean distance between x
and y, i.e., dist(x, y) = ‖x− y‖2.
Fact 2.1. For r ≥ 1 and any x, y, z ∈ Rd, distr(x, z) ≤ 2r−1 (distr(x, y) + distr(y, z)) .
Proof.
distr(x, z) ≤ (dist(x, y) + dist(y, z))r ≤ (2 dist(x, y))
r + (2 dist(y, z))r
2
≤ 2r−1 (distr(x, y) + distr(y, z)) ,
where the first step follows from triangle inequality and the second step follows from convexity.
Definition 2.2 (Half-space). Consider r ≥ 1 and two points z1, z2 ∈ [∆]d. All points
x1, x2, · · · , x∆d ∈ [∆]d are sorted such that ∀i ∈ [∆d − 1], either distr(xi, z1) − distr(xi, z2) <
distr(xi+1, z1)− distr(xi+1, z2) or distr(xi, z1)− distr(xi, z2) = distr(xi+1, z1)− distr(xi+1, z2) and
xi is smaller than xi+1 in the alphabetical order. Let t be an arbitrary integer in
[
∆d
]
, then the set
H = {x1, x2, · · · , xt} is an `r-half-space corresponding to (z1, z2, t).
Given a set of points Z ⊂ Rd and a point x ∈ Rd, we define dist(x, Z) = dist(Z, x) =
miny∈Z dist(x, y). For two sets of points P,Q ⊂ Rd, we define the distance between P,Q as
dist(P,Q) = minp∈P,q∈Q dist(p, q). Consider an arbitrary set S. If S = S1 ∪ S2 ∪ · · · ∪ Ss and
∀i 6= j ∈ [s], Si ∩ Sj = ∅, then S1, S2, · · · , Ss is a partition of S, and Si is called a part of the
partition. We use S = S1∪˙S2∪˙ · · · ∪˙Ss to denote that S1, S2, · · · , Ss partitions S. For a point set
Q ⊂ [∆]d, a set of centers Z = {z1, z2, · · · , zk} ⊆ [∆]d with |Z| = k and a size parameter t ≥ |Q|/k,
we define
cost
(r)
t (Q,Z) = min
S1,S2,··· ,Sk:
Q=S1∪˙S2∪˙···∪˙Sk,
∀i∈[k],|Si|≤t
k∑
i=1
∑
p∈Si
distr(p, zi).
Figure 3: The optimal clusters for capacitated k-median may not be separated by a hyperplane.
But it is possible to use a curved hyperplane to separate the clusters. For example, two clusters of
capacitated k-median in 2-dimensional space may be separated by a branch of a hyperbola.
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For t =∞, we define
cost(r)∞ (Q,Z) =
∑
p∈Q
distr(p, Z).
For convenience of the notation, we use cost(r)(Q,Z) to denote cost(r)∞ (Q,Z) for short. Similarly,
we can define a weighted version of the cost function. Suppose each point p ∈ Q has a weight w(p).
We define
cost
(r)
t (Q,Z,w) = min
S1,S2,··· ,Sk:
Q=S1∪˙S2∪˙···∪˙Sk,
∀i∈[k],∑p∈Si w(p)≤t
k∑
i=1
∑
p∈Si
w(p) · distr(p, zi).
If there is no partition Q = S1∪˙S2∪˙ · · · ∪˙Sk satisfying ∀i ∈ [k],
∑
p∈Si w(p) ≤ t, we define
cost
(r)
t (Q,Z,w) =∞. We denote
cost(r)(Q,Z,w) = cost(r)∞ (Q,Z,w) =
∑
p∈Q
w(p) · distr(p, Z).
Fact 2.3. Consider a point set Q ⊆ [∆]d and a parameter k ∈ Z≥1. For r ≥ 1, , η ∈ (0, 0.5), if
Q′ ⊆ Q,w′ : Q′ → R>0 satisfies that ∀t ≥ |Q|/k and ∀Z ⊂ [∆]d with |Z| = k,
1
1 + 
· cost(r)
(1+η)2t
(Q,Z) ≤ cost(r)(1+η)t(Q′, Z, w′) ≤ (1 + ) · cost
(r)
t (Q,Z),
then for Zˆ ⊂ [∆]d with |Zˆ| = k which satisfies
cost
(r)
(1+η)βt(Q
′, Zˆ, w′) ≤ α min
Z⊂[∆]d:|Z|=k
cost
(r)
(1+η)t(Q
′, Z, w′)
for some α, β ≥ 1, we have
cost
(r)
(1+O(η))βt(Q, Zˆ) ≤ (1 +O())α min
Z⊆[∆]d:|Z|=k
cost
(r)
t (Q,Z).
Proof. We have
cost
(r)
(1+η)2βt
(Q, Zˆ)
≤(1 + ) · cost(r)(1+η)βt(Q′, Zˆ, w′)
≤(1 + )α · min
Z⊂[∆]d:|Z|=k
cost
(r)
(1+η)tcost
(r)(Q′, Z, w′)
≤(1 + )2α · min
Z⊂[∆]d:|Z|=k
cost
(r)
t (Q,Z)
where the first and the last step follows from the strong coreset property of (Q′, w′), and the
second step follows from that Zˆ is an (α, β)-approximation. Notice that (1 + η)2 = (1 +O(η)) and
(1 + )2 = (1 +O()) since η,  ∈ (0, 0.5). We complete the proof.
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3 The Coreset Construction
In this section we show an offline construction of the coreset and give an analysis of the algorithm.
In Section 3.1, we show how to partition the input point set. The partitioning scheme follows the
common thread of work [Che09, BFL+17, HSYZ18]. Next, we describe our algorithm in Algorithm 2.
To prove the correctness of our algorithm, we develop a novel half-space argument. We show the
details of the argument in Section 3.2. This is the main technical contribution of this section. In
Section 3.3, given a set of centers and capacity constraints, we show how to efficiently compute
a good assignment for the coreset and build a good representation of a good assignment for the
original point set.
3.1 Points Partitioning
In this section, we use a common approach to partition the point set. We refer readers to [Che09,
BFL+17, HSYZ18] for more details and history of this partitioning approach. We put all missing
proofs in this section to Appendix A
Let us partition the space [∆]d by a randomly shifted hierarchical grid structure. Without loss
of generality, we suppose ∆ = 2L for some integer L. We choose a vector v ∈ Rd such that each
entry is an i.i.d. random sample drawn uniformly from [0,∆]. Then we can impose L+ 1 level grids
G0, G1, · · · , GL, where the grid Gi partitions the space Rd into cells with side length gi = ∆/2i,
and there is a cell which has a corner with location v. More precisely,
∀i ∈ {0, 1, · · · , L},
Gi =
{
C
∣∣∣ C = [v1 + git1, v1 + gi(t1 + 1))× · · · × [vd + gitd, vd + gi(td + 1)), t1, t2, · · · , td ∈ Z} .
For convenience, we also define the gird G−1 in the similar way. Since the cell in G−1 has side
length g−1 = 2∆, there must be a cell which contains all the points in [∆]d. If C ∈ Gi, C ′ ∈ Gj
and C ⊆ C ′, then we call cell C ′ an ancestor of cell C. For a point p ∈ Rd, if p ∈ C for some cell
C ∈ Gi, then we define ci(p) = C. Similarly, for a point set P ⊂ Rd, if P ⊆ C for some cell C ∈ Gi,
then we denote ci(P ) = C.
Consider an input point set Q ⊆ [∆]d and a parameter k ∈ Z≥1. We denote
OPT
(r)
k-clus = min
Z⊆[∆]d: |Z|≤k
cost(r)(Q,Z).
Let us review the heavy cell partitioning scheme (Algorithm 1). In Algorithm 1, once the heavy
cells are determined, the partitioning of Q =
⋃˙L
i=0
⋃˙si
j=1Qi,j is determined. Thus, we explicitly store
all the heavy cells and conceptually partition Q into Q0,1, Q0,2, · · · , Q0,s0 , Q1,1, · · · , Q1,s1 , · · · , QL,sL
for analysis.
Definition 3.1. If the estimated size τ(C ∩Q) in line 7 of Algorithm 1 satisfies either τ(C ∩Q) ∈
|C ∩Q|± 0.1Ti(o) or τ(C ∩Q) ∈ (1± 0.01) · |C ∩Q|, then the estimated size τ(C ∩Q) is good for C.
If the guess o is close to OPT(r)k-clus, the number of heavy cells cannot be too large with a good
probability. The main reason is that there cannot be too many center cells. Let Z∗ ⊂ [∆]d with
|Z∗| ≤ k be an optimal solution of the standard `r k-clustering problem of Q, i.e., cost(r)(Q,Z∗) =
OPT
(r)
k-clus. We call a cell C ∈ Gi a center cell if dist(C,Z∗) ≤ gi/d. Let F denote the event that
the total number of center cells is at most 2000kL.
Lemma 3.2 (Lemma 14 of [HSYZ18]). F happens with probability at least 0.99.
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Algorithm 1 Partitioning via Heavy Cells
1: Predetermined: o ∈
[
1,∆d ·
(√
d∆
)r]
which is a guess of the optimal standard lr k-clustering cost
2: Input: Q ⊆ [∆]d, k ∈ Z≥1
3: Impose randomly shifted grids G−1, G0, · · · , GL.
4: for i := −1→ L− 1 do
5: Ti(o)← 0.01 · o(√dgi)r .
6: for C ∈ Gi : C ∩Q 6= ∅ do
7: Estimate the size of |C ∩Q| up to some precision, and let τ(C ∩Q) be the estimated size.
8: If τ(C ∩Q) ≥ Ti(o) and all the ancestors of C are heavy, mark C as heavy.
9: Otherwise, if all the ancestors of C are marked as heavy, mark C as crucial.
10: end for
11: end for
12: For C ∈ GL, if all the ancestors of C are heavy, mark C as crucial.
13: ∀i ∈ {0, 1, · · · , L}, let si denote the number of heavy cells in Gi−1.
14: Partition Q =
⋃˙L
i=0
⋃˙si
j=1Qi,j : Qi,j =
⋃
crucial Cˆ∈Gi:Cˆ⊂C(Cˆ ∩Q) where C is the j-th heavy cell in Gi−1.
15: Output: All cells marked as heavy in G−1, G0, G1, · · · , GL−1
In the remaining of the paper, we condition on the event F . Since F happens, it is able to show
that there cannot be too many heavy cells.
Lemma 3.3 (Number of heavy cells). Suppose o ≤ OPT(r)k-clus. If the estimated size τ(C ∩ Q) in
line 7 of Algorithm 1 is good (Definition 3.1) for every cell C, then condition on F , the number of
heavy cells outputted by Algorithm 1,
∑L
i=0 si, is at most 2000(k + d
1.5r)L · OPT
(r)
k-clus
o .
In the following, we show that removal of small parts will not change the cost of balanced
(capacitated) k-clustering by too much.
Lemma 3.4. ∀i ∈ {0, 1, · · · , L}, let Pi = {Qi,j | j ∈ [si]}, where Qi,j are parts computed by
line 14 of Algorithm 1. Let PN0 ⊆ P0,PN1 ⊆ P1, · · · ,PNL ⊆ PL be arbitrary subsets of parts
satisfying ∀i ∈ {0, 1, · · · , L}, P ∈ PNi , |P | ≤ 2γTi(o), where γ = min
(
η
8·2rkL ,

4000·22r(k+d1.5r)L
)
for some arbitrary , η ∈ (0, 0.5). Suppose o ≤ OPTk-means,
∑L
i=0 si ≤ 20000(k + d1.5r)L, and
∀i ∈ {−1, 0, · · · , L− 1}, every heavy cell C ∈ Gi satisfies |C ∩Q| ≥ 0.5Ti(o). Then ∀t ≥ |Q|/k and
Z ⊆ [∆]d with |Z| = k,
cost
(r)
t (Q \QN , Z) ≤ cost(r)t (Q,Z) and cost(r)(1+η)·t(Q,Z) ≤ (1 + )cost
(r)
t (Q \QN , Z),
where QN =
⋃L
i=0
⋃
P∈PNi P .
3.2 Construction and Analysis
Our coreset construction is shown in Algorithm 2. In the remaining of the section, let us analyze
the algorithm. Before we starts our proof, let us assume that both τ
(⋃si
j=1Qi,j
)
and τ(Qi,j) are
good estimations of
∣∣∣⋃sij=1Qi,j∣∣∣ and |Qi,j | respectively.
Definition 3.5. If the estimated size τ
(⋃si
j=1Qi,j
)
in Algorithm 2 satisfies either τ
(⋃si
j=1Qi,j
)
∈∑si
j=1 |Qi,j | ± 0.1Ti(o) or τ
(⋃si
j=1Qi,j
)
∈ (1 ± 0.1)∑sij=1 |Qi,j |, then τ (⋃sij=1Qi,j) is good. If
the estimated size τ(Qi,j) in Algorithm 2 satisfies either τ(Qi,j) ∈ |Qi,j | ± 0.1γTi(o) or τ(Qi,j) ∈
(1± 0.1)|Qi,j |, then τ(Qi,j) is good.
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Algorithm 2 Coreset Construction
1: Predetermined: o ∈
[
1,∆d ·
(√
d∆
)r]
which is a guess of the optimal standard lr k-clustering cost
2: Input: Q ⊆ [∆]d, k ∈ Z≥1, η,  ∈ (0, 0.5)
3: L← log ∆, γ ← 2−2(r+10) min
(
η
kL ,

(k+d1.5r)L
)
, ξ ← 2−2(r+10) min(,η)k(k+d1.5r)L2 ,λ← 106rk3dLdlog(kdL)e.
4: Compute the partition Q =
⋃˙L
i=0
⋃˙si
j=1Qi,j . Set Ti(o)← 0.01 · o(√dgi)r . //Algorithm 1
5: If
∑L
i=0 si > 20000(k + d
1.5r)L, return FAIL.
6: For 0 ≤ i ≤ L, let τ
(⋃si
j=1Qi,j
)
be an estimation of
∑si
j=1 |Qi,j | up to some precision. Return FAIL if
∃i ∈ {0, 1, · · · , L}, τ
 si⋃
j=1
Qi,j
 > 10000(kL+ d1.5r)Ti(o).
7: for i = 0→ L do
8: PIi ← ∅, Q′i ← ∅, φi ← min
(
1, 22(r+10) · λξ3γTi(o)
)
.
9: For j ∈ [si], let τ(Qi,j) be an estimation of |Qi,j | up to some precision. If τ(Qi,j) ≥ γTi(o),
PIi ← PIi ∪ {Qi,j}.
10: Let hˆi : [∆]d → {0, 1} be a λ-wise independent hash function s.t. ∀p ∈ [∆]d, Pr[hˆi(p) = 1] = φi.
11: For each P ∈ PIi and for each p ∈ P , add p into Q′i if hˆi(p) = 1.
12: end for
13: Output: Q′ =
⋃L
i=0Q
′
i, w
′ : Q′ → R>0.
Consider a solution of k-clustering problem. Each cluster can be seen as the set of points which
are assigned to the same center. Thus, a solution of k-clustering can be represented by an assignment
mapping.
Definition 3.6 (Assignment). Given a point set P ⊆ [∆]d where each point p ∈ P has a weight
w(p) ∈ R≥0, and a set of centers Z ⊂ [∆]d with |Z| = k for some k ∈ Z≥1, an assignment of P to the
centers Z is a mapping pi : P → Z. The clustering cost of pi is denoted as cost(r)(pi) = ∑p∈P w(p) ·
distr(p, pi(p)). The size vector s(pi) ∈ Rk of clusters is defined as ∀i ∈ [k], s(pi)i =
∑
p∈P :pi(p)=zi w(p).
If we do not specify the weight function w(·) explicitly in the context, we suppose each point
p ∈ P has w(p) = 1.
Next, we show that some assignment mapping can be defined by a set of half-spaces.
Definition 3.7 (Assignment half-spaces). Given a set of centers Z = {z1, z2, · · · , zk} ⊂ [∆]d with
|Z| = k for some k ∈ Z≥1, a set of assignment half-spaces H corresponding to Z has
(
k
2
)
half-spaces
(Definition 2.2), i.e.,
H = {H(i,j) | 1 ≤ i < j ≤ k} ,
where H(i,j) is a half-space corresponding to
(
zi, zj , t(i,j)
)
for some integer t(i,j) ∈
[
∆d
]
. For j < i,
we denote H(i,j) as [∆]d \H(j,i). For a point set P ⊆ [∆]d, if ∀p ∈ P , there always exists a unique
i ∈ [k] such that ∀j ∈ [k], j 6= i, it has p ∈ H(i,j), we say H is valid for P , and the assignment
mapping pi : P → Z corresponding to H is defined as:
∀p ∈ P, pi(p) = zi, where i satisfies ∀j 6= i, p ∈ H(i,j).
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Consider the assignment mapping of capacitated clustering problem for point set Q and centers
Z. We can always find a set of half-spaces such that we can use these half-spaces to determine the
assigned center for each point p ∈ Q without looking at other points in Q. In the following, we
formalize the argument and extend it to the weighted case.
Lemma 3.8 (Cost and assignment half-spaces). Consider a point set Q with at most m different
weights, i.e., Q = Q1∪˙Q2∪˙ · · · ∪˙Qm ⊆ [∆]d, where ∀i ∈ [m], p ∈ Qi, p has a weight w(p) = wi.
For any set of centers Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k for some k ∈ Z≥1, and any t ≥ 0
with cost(r)t (Q,Z,w) 6=∞, there always exist m sets of assignment half-spaces H(1),H(2), · · · ,H(m)
corresponding to Z such that ∀i ∈ [m], H(i) is valid for Qi, and
cost
(r)
t (Q,Z,w) =
∑m
i=1 cost
(r)(pii) and ‖
∑m
i=1 s(pii)‖∞ ≤ t,
where pii : Qi → Z is an assignment mapping corresponding to H(i).
Proof. Let pi∗ : Q→ Z be an optimal assignment mapping, i.e., cost(r)t (Q,Z,w) = cost(r)(pi∗). For
l ∈ [m], let us construct H(l) = {H(l)(i,j) | i < j ∈ [k]} as the following. Consider Ql, zi, and zj (i < j).
We can sort Ql = {p1, p2, · · · , p|Ql|} such that ∀a ∈ [|Ql| − 1], either distr(pa, zi) − distr(pa, zj) <
distr(pa+1, zi) − distr(pa+1, zj) or distr(pa, zi) − distr(pa, zj) = distr(pa+1, zi) − distr(pa+1, zj) and
pa is smaller than pa+1 in the alphabetic order. Consider the largest a such that pi∗(pa) = zi and
the smallest a′ such that pi∗(pa′) = zj .
Claim 3.9. If a > a′, then
w(pa) · distr(pa, zj) + w(pa′) · distr(pa′ , zi) = w(pa) · distr(pa, zi) + w(pa′) · distr(pa′ , zj),
and the alphabetic order of pa′ is smaller than pa.
Proof. Since both pa and pa′ are from Ql, we know that w(pa) = w(pa′). Since a > a′, we have:
distr(pa′ , zi)− distr(pa′ , zj) ≤ distr(pa, zi)− distr(pa, zj).
If
distr(pa′ , zi)− distr(pa′ , zj) < distr(pa, zi)− distr(pa, zj),
then
w(pa) · distr(pa, zj) + w(pa′) · distr(pa′ , zi) < w(pa) · distr(pa, zi) + w(pa′) · distr(pa′ , zj)
which implies that if we switch the assignment of pa and pa′ , we can get a better solution, and thus
it contradicts to that pi∗ is the optimal assignment.
If a < a′, we can find a half-space H(l)(i,j) such that ∀p ∈ Ql with pi∗(p) = zi satisfies p ∈ H
(l)
(i,j) and
∀p ∈ Ql with pi∗(p) = zj satisfies p ∈ H(l)(j,i). Otherwise, by Claim 3.9 we can switch the assignment
of pa and pa′ which neither increases the cost nor changes the number of points assigned to each
center, and we can try to construct H(l) to the switched assignment mapping. Notice that the
switching decreases the summation of the alphabetic ranks of the points assigned to zi. Therefore,
the switching operation will terminate.
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As discussed in the above lemma, the assigned center of a point may be determined by a set
of half-spaces. We can define the set of points (may not be in Q) which should be assigned to the
same center according to the half-spaces as a region. Most regions should be the intersection of
several half-spaces. However in some situations, the assignment half-spaces may not be valid for the
underlying input points, and thus there are some points which can not be assigned to any center
according to the half-spaces. In this case, we define an additional region for these points.
Definition 3.10 (Regions induced by assignment half-spaces). Given a set of assignment half-
spaces H = {H(i,j) | i < j ∈ [k]}, if R0 = {p ∈ [∆]d | ∀i ∈ [k],∃j 6= i, p 6∈ H(i,j)} and ∀i ∈ [k], Ri =
{p ∈ [∆]d | ∀j ∈ [k], p ∈ H(i,j)}, then (R0, R1, · · · , Rk) are regions induced by H.
Consider a set of points P and a set of assignment half-spaces H. Let (R0, R1, · · · , Rk) be
regions induced by H. H may not be valid for P or there may be some region Ri for i ∈ [k] such
that Ri ∩ P 6= ∅ but |P ∩Ri| is small. In this case, we want to find an assignment mapping which
is almost determined by H and each non-empty cluster is large enough.
To achieve this, we can check each point p ∈ P . If p ∈ R0 or p ∈ Ri for some i such that |P ∩Ri|
is small, we assign p to zi∗ , where i∗ satisfies that there are lots of points in region Ri∗ and i∗ 6= 0.
Notice that though there may be no assignment mapping for P corresponding to H since H may
be invalid for P , we can always define a transferred assignment mapping for P according to H.
Definition 3.11 (Assignment transfer). Given a threshold T ∈ R≥0, let P ⊂ [∆]d be a point set
where each point p ∈ P has a weight w(p) ∈ R≥0 such that
∑
p∈P w(p) ≥ 0.9T . Consider a set
of centers Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k for some k ∈ Z≥1, a set of assignment half-
spaces H = {H(i,j) | i < j ∈ [k]} corresponding to Z, and B = (b0, b1, · · · , bk) ∈ Rk+1≥0 such that
∀i ∈ {0, 1, · · · , k}, bi satisfies either bi ∈ (1± ξ) ·
∑
p∈Ri∩P w(p) or bi ∈
∑
p∈Ri∩P w(p)± ξT , where
ξ ∈ (0, 0.5) and (R0, R1, · · · , Rk) are regions induced by H. Let i∗ = arg maxi∈[k] bi. A transferred
assignment mapping pi : P → Z corresponding to (H, B, ξ, T ) is defined as:
∀p ∈ P, pi(p) =
{
zi, i ∈ [k] : bi ≥ 2ξT, p ∈ Ri,
zi∗ , otherwise.
Similar to Definition 3.6, if we do not specify the weights w(·), each point has weight 1.
The following lemma shows that if assignment half-spaces H is valid for the point set P , then
the cost of the transferred assignment mapping is close to the cost of the assignment mapping
corresponding to H, and furthermore, the number of points of which centers are changed is small.
Lemma 3.12 (Transferred assignment does not change the cost too much). Given a threshold
T ∈ R≥0, let P ⊆ [∆]d be a point set where each point p ∈ P has a weight w(p) ∈ R≥0 such that∑
p∈P w(p) ≥ 0.9T , and ∀p, q ∈ P,dist(p, q) ≤
√
dg for some g ∈ R≥0. Consider a set of centers
Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k for some k ∈ Z≥1, a set of assignment half-spaces H
corresponding to Z, and B = (b0, b1, · · · , Bk) ∈ Rk+1≥0 which satisfies the condition mentioned in
Definition 3.11 for some ξ ∈ (0, 1/(100k)). If H is valid for P , then
cost(r)(pi′) ≤ (1 + 2r+4k2 · ξ)cost(r)(pi) + ξ · 2r+1kT (√dg)r and ‖s(pi′)− s(pi)‖1 ≤ 16kξ
∑
p∈P w(p),
where pi : P → Z is an assignment mapping corresponding to H, and pi′ : P → Z is a transferred
assignment mapping corresponding to (H, B, ξ, T ).
Proof. Let i∗ = arg maxi∈[k] bi. Let (R0, R1, · · · , Rk) be the regions induced by H. Since H is valid
for P , R0 ∩ P = ∅. By Pigeonhole Principle, we know that
max
i∈[k]
∑
p∈Ri∩P
w(p) ≥ 0.9T
k
≥ T
2k
.
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Thus,
bi∗ ≥ min
(
T
2k
− ξT, 1
2
· T
2k
· T
)
≥ T
4k
,
where the second inequality follows from ξ ≤ 1/(100k). Therefore,∑
p∈P :pi(p)=zi∗
w(p) =
∑
p∈Ri∗∩P
w(p) ≥ min(bi∗ − ξT, bi∗/2) ≥ T
8k
. (2)
We have
cost(r)(pi′)− cost(r)(pi) ≤
∑
p∈P :pi′(p)6=pi(p)
w(p) · distr(p, pi′(p))
=
∑
p∈P :pi′(p)6=pi(p)
w(p) · distr(p, zi∗)
≤
∑
p∈P :pi′(p)6=pi(p)
w(p) ·
(
2r−1(
√
dg)r + 2r−1
∑
q∈P :pi(q)=zi∗ w(q) · distr(q, zi∗)∑
q∈P :pi(q)=zi∗ w(q)
)
≤ k · 4ξT ·
(
2r−1(
√
dg)r + 2r−1
∑
q∈P :pi(q)=zi∗ w(q) · distr(q, zi∗)∑
q∈P :pi(q)=zi∗ w(q)
)
≤ ξ ·
2r+1kT (√dg)r + 2r+4k2 · ∑
q∈P :pi(q)=zi∗
w(q) · dist2(q, zi∗)

≤ ξ ·
(
2r+1kT (
√
dg)r + 2r+4k2 · cost(r)(pi)
)
,
where the third step follows from that there is a point q′ ∈ P such that pi(q′) = zi∗ and
distr(q′, zi∗) ≤
∑
q∈P :pi(q)=zi∗ w(q) · distr(q, zi∗)∑
q∈P :pi(q)=zi∗ w(q)
by averaging argument, and distr(p, zi∗) ≤ 2r−1 distr(p, q′) + 2r−1 distr(q′, zi∗) (Fact 2.1), the forth
step follows from
∑
pi′(p)6=pi(p)w(p) ≤
∑
i∈{0,1,2,··· ,k}\{i∗}:bi<2ξT max(2bi, bi + ξT ) ≤ k · 4ξT , the fifth
step follows from Equation (2).
Now, let us consider s(pi′). We have
‖s(pi′)− s(pi)‖1 ≤ 2
∑
p∈P :pi′(p)6=pi(p)
w(p)
≤ 2
∑
i∈{0,1,2,··· ,k}\{i∗}:bi<2ξT
max(2bi, bi + ξT )
≤ ξ · 8kT
≤ 16kξ
∑
p∈P
w(p),
where the last step follows from
∑
p∈P w(p) ≥ 0.9T .
The following lemma is a concentration bound for summation of random variables with limited
independence. We need following lemma since we want to prove that our algorithm only needs lim-
ited independence. If the fully independent random samples are allowed in the algorithm, Bernstein
inequality will be enough for analysis.
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Lemma 3.13 ([BR94]). Consider an even integer λ ≥ 4 and a random variable X = ∑ni=1Xi,
where Xi are λ-wise independent random variables taking values in [0,M ]. For any a > 0,
Pr [|X − µ| > a] ≤ 8
(
µλM + λ2M2
a2
)λ/2
,
where µ = E[X].
Consider a set of points P and a set of assignment half-spaces H. Let (R0, R1, · · · , Rk) be
regions induced by H. We randomly sample a subset of points P ′ from P . We can use the number
of points sampled from each region Ri to estimate the number of points in Ri. We can also use the
total number of sampled points to estimate the total number of points in P . Based on the estimated
number of points in each region, we can define transferred assignment mappings for both P ′ and
P . We argue that the cost of the transferred assignment mapping for P ′ is a good estimation of
the transferred assignment mapping for P . Furthermore, we can use the number of samples in P ′
assigned to each center to estimate the number of points in P assigned to each center.
Lemma 3.14 (Estimating the cost of transferred assignment via sampling). Given a thresh-
old T ∈ R≥0, let P ⊆ [∆]d be a point set such that each point has weight w(p) = 1 and
|P | ≥ T . Furthermore, ∀p, q ∈ P, dist(p, q) ≤ √dg for some g ∈ R≥0. Consider a set of cen-
ters Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k for some k ∈ Z≥1, and a set of assignment half-spaces
H = {H(i,j) | i < j ∈ [k]} corresponding to Z. For some arbitrary ξ, δ ∈ (0, 0.5), let P ′ be a
random subset of P such that each point p ∈ P is chosen λ-wise independently with probability φ,
where λ = 100kdlog(k/δ)e, φ = min
(
1, 1000·2
2rλ
ξ3T
)
. Let each p ∈ P ′ have weight w′(p) = 1/φ. Let
(R0, R1, · · · , Rk) be the regions (Definition 3.10) induced by H. Let B = (b0, b1, · · · , bk) such that
∀i ∈ {0, 1, · · · , k}, bi =
∑
p∈Ri∩P ′ w
′(p). With probability at least 1 − δ, all of the following events
happens:
1. ∀i ∈ {0, 1 · · · , k}, either bi ∈ (1± ξ) · |Ri ∩ P | or bi ∈ |Ri ∩ P | ± ξT ,
2.
∑
p∈P ′ w
′(p) ≥ 0.9T ,
3. |cost(r)(pi′)− cost(r)(pi)| ≤ ξ
(
|P |(√dg)r + cost(r)(pi)
)
, where both of pi : P → Z and pi′ : P ′ →
Z are transferred assignment mappings corresponding to (H, B, ξ, T ),
4. ‖s(pi)− s(pi′)‖1 ≤ ξ|P |.
Proof. We only need to consider the case when φ < 1.
Let us first consider event 1. We have ∀i ∈ {0, 1, · · · , k},
E[bi] =
∑
p∈Ri∩P
φ · 1
φ
= |Ri ∩ P |.
Consider i ∈ {0, 1, · · · , k}. If |Ri ∩ P | ≤ T , by Lemma 3.13,
Pr[|bi − |Ri ∩ P || > ξT ] ≤ 8
( |Ri ∩ P |λ · 1φ + λ2 · 1φ2
ξ2T 2
)λ/2
≤ 8
(
Tλ · 1φ + λ2 · 1φ2
ξ2T 2
)λ/2
≤ δ
10(k + 1)
,
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where the last inequality follows from λ ≥ 40 log(k/δ) and φ ≥ 10λ/(ξ2T ). If |Ri ∩ P | > T , by
Lemma 3.13 again,
Pr[|bi − |Ri ∩ P || > ξ|Ri ∩ P |] ≤ 8
( |Ri ∩ P |λ · 1φ + λ2 · 1φ2
ξ2|Ri ∩ P |2
)λ/2
≤ δ
10(k + 1)
,
where the last inequality also follows from λ ≥ 40 log(k/δ) and φ ≥ 10λ/(ξ2T ). By taking union
bound, event 1 happens with probability at least 1− δ/10.
Consider event 2. We have
E
∑
p∈P ′
w′(p)
 = ∑
p∈P
φ · 1
φ
= |P |.
By Lemma 4.2,
Pr
∣∣∣∣∣∣|P | −
∑
p∈P ′
w′(p)
∣∣∣∣∣∣ > 0.1|P |
 ≤ 8( |P |λ · 1φ + λ2 · 1φ2
0.01|P |2
)λ/2
≤ δ
10
,
where the last step follows from that λ ≥ 40 log(1/δ), φ ≥ 1000λ/T ≥ 1000λ/|P |.
Next, let us consider event 3. Consider an arbitrary Bˆ = (bˆ0, bˆ1, · · · , bˆk) which satisfies that
∀i ∈ {0, 1, · · · , k}, either bˆi ∈ |Ri ∩ P | ± ξT or bˆi ∈ (1± ξ)|Ri ∩ P |. Let pˆi : P → Z be a transferred
assignment mapping corresponding to (H, Bˆ, ξ, T ). Let iˆ∗ = arg maxi∈[k] bˆi
Claim 3.15. ∀i ∈ [k], either s(pˆi)i = 0 or s(pˆi)i ≥ ξT .
Proof. Consider i 6= iˆ∗. If ∃p ∈ P such that pˆi(p) = zi, then by the definition of transferred
assignment mapping, we have bˆi ≥ 2ξT and thus s(pˆi)i = |Ri ∩ P | ≥ min(bˆi − ξT, 0.5bˆi) ≥ ξT . The
above argument implies that ∀i 6= iˆ∗, either s(pˆi)i = 0 or s(pˆi) ≥ ξT .
For iˆ∗, if bˆiˆ∗ ≥ 2ξT , then s(pˆi)ˆi∗ ≥ |Riˆ∗ ∩ P | ≥ min(bˆiˆ∗ − ξT, 0.5bˆiˆ∗) ≥ ξT . If bˆiˆ∗ < 2ξT , then
∀i 6= iˆ∗, bˆi < 2ξT which implies that s(pˆi)ˆi∗ = |P | ≥ T ≥ ξT .
For i ∈ [k], let Rˆi = {p ∈ P | pˆi(p) = zi}. We have
E
P ′
 ∑
p∈P ′∩Rˆi
w′(p) · distr(p, zi)
 = ∑
p∈Rˆi
φ · 1
φ
· distr(p, zi) =
∑
p∈Rˆi
distr(p, zi).
We only need to handle the situation when Rˆi 6= ∅, i.e., s(pˆi)i ≥ ξT . Consider two cases, the first
case is that dist(zi, Rˆi) ≤
√
dg. In this case, by Lemma 3.13, we have:
Pr
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p) · distr(p, zi)−
∑
p∈Rˆi
distr(p, zi)
∣∣∣∣∣∣ > ξ|Rˆi|(√dg)r

≤8

(∑
p∈Rˆi dist
r(p, zi)
)
· λ ·
(
1
φ · (dist(zi, Rˆi) +
√
dg)r
)
+ λ2 ·
(
1
φ · (dist(zi, Rˆi) +
√
dg)r
)2
ξ2|Rˆi|2(
√
dg)2r

λ/2
≤8
(
λ
φ · |Rˆi|(dist(zi, Rˆi) +
√
dg)2r + λ
2
φ2
· (dist(zi, Rˆi) +
√
dg)2r
ξ2|Rˆi|2(
√
dg)2r
)λ/2
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≤8
(
λ
φ · |Rˆi|(2
√
dg)2r + λ
2
φ2
· (2√dg)2r
ξ2|Rˆi|2(
√
dg)2r
)λ/2
≤ δ
10k22k
,
where the first and the second step follows from triangle inequality, and the last step follows from
that φ ≥ 10 · 22rλ/(ξ3T ) ≥ 10 · 22rλ/(ξ2|Rˆi|) and λ ≥ 100k log(k/δ). The second case is that
dist(zi, Rˆi) >
√
dg. In this case, by Lemma 3.13, we have:
Pr
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p) · distr(p, zi)−
∑
p∈Rˆi
distr(p, zi)
∣∣∣∣∣∣ ≥ ξ
∑
p∈Rˆi
distr(p, zi)

≤8

(∑
p∈Rˆi dist
r(p, zi)
)
· λ ·
(
1
φ · (dist(zi, Rˆi) +
√
dg)r
)
+ λ2 ·
(
1
φ ·
(
dist(zi, Rˆi) +
√
dg
)r)2
ξ2
(∑
p∈Rˆi dist
r(p, zi)
)2

λ/2
≤8
(
λ
φ · |Rˆi|(dist(zi, Rˆi) +
√
dg)2r + λ
2
φ2
· (dist(zi, Rˆi) +
√
dg)2r
ξ2|Rˆi|2 dist2r(zi, Rˆi)
)λ/2
≤8
(
λ
φ · |Rˆi|(2 dist(zi, Rˆi))2r + λ
2
φ2
· (2 dist(zi, Rˆi))2r
ξ2|Rˆi|2 dist2r(zi, Rˆi)
)λ/2
≤ δ
10k22k
,
where the first and the second step follows from triangle inequality, and the last step follows from
φ ≥ 10 · 22rλ/(ξ3T ) ≥ 10 · 22rλ/(ξ2|Rˆi|) and λ ≥ 100k log(k/δ).
Thus, we know that with probability at least 1− δ
10k22k
,∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p) · distr(p, zi)−
∑
p∈Rˆi
distr(p, zi)
∣∣∣∣∣∣ ≤ ξ
|Rˆi|(√dg)r + ∑
p∈Rˆi
distr(p, zi)
 .
By taking union bound over i ∈ [k], with probability at least 1− δ
10k2k
, we have:∣∣∣∣∣∣
∑
p∈P ′
w′(p) distr(p, pˆi(p))− cost(r)(pˆi)
∣∣∣∣∣∣
≤
k∑
i=1
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p) · distr(p, zi)−
∑
p∈Rˆi
distr(p, zi)
∣∣∣∣∣∣
≤
k∑
i=1
ξ
|Rˆi|(√dg)r + ∑
p∈Rˆi
dist2(p, zi)

≤ξ
(
|P |(
√
dg)r + cost(r)(pˆi)
)
.
Notice that though different Bˆ may induce a different assignment mapping pˆi, the total number of
possible pˆi cannot be too large. This is because iˆ∗ only has k choices and for i ∈ {0, 1, · · · , k} \ {ˆi∗},
16
either every point p ∈ Ri ∩ P is assigned to ziˆ∗ or every point p ∈ Ri ∩ P is assigned to zi. Based
on this observation, the total number of different assignment mapping pˆi is upper bounded by k ·2k.
By taking union bound over all possible pˆi, with probability at least 1−δ/10, for any possible choice
of Bˆ, we have ∣∣∣∣∣∣
∑
p∈P ′
w′(p) distr(p, pˆi(p))− cost(r)(pˆi)
∣∣∣∣∣∣ ≤ ξ
(
|P |(
√
dg)r + cost(r)(pˆi)
)
.
Condition on event 1, B is a possible choice of Bˆ. Thus, with probability at least 1− δ/10,∣∣∣∣∣∣
∑
p∈P ′
w′(p) distr(p, pi(p))− cost(r)(pi)
∣∣∣∣∣∣ ≤ ξ
(
|P |(
√
dg)r + cost(r)(pi)
)
.
Notice that, by the construction of pi and pi′, ∀p ∈ P ′, we have pi′(p) = pi(p). Thus, with probability
at least 1− δ/10,
|cost(r)(pi′)− cost(r)(pi)| ≤ ξ(|P |(
√
dg)r + cost(r)(pi))
Finally, let us consider event 4. Similar to the argument for event 3, let us still consider an
arbitrary Bˆ = (bˆ0, bˆ1, · · · , bˆk) which satisfies that ∀i ∈ {0, 1, · · · , k}, either bˆi ∈ |Ri ∩ P | ± ξT
or bˆi ∈ (1 ± ξ)|Ri ∩ P |. Let pˆi : P → Z be a transferred assignment mapping corresponding to
(H, Bˆ, ξ, T ). Let iˆ∗ = arg maxi∈[k] bˆi. For i ∈ [k], let Rˆi = {p ∈ P | pˆi(p) = zi}. We have
E
P ′
 ∑
p∈P ′∩Rˆi
w′(p)
 = ∑
p∈Rˆi
φ · 1
φ
= |Rˆi| = s(pˆi)i.
By Claim 3.15, s(pˆi)i is either 0 or at least ξT . We only need to handle the situation when s(pˆi)i is
at least ξT . By Lemma 3.13,
Pr
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p)− s(pˆi)i
∣∣∣∣∣∣ > ξs(pˆi)i

≤8
( |Rˆi| · λ · 1φ + λ2 · 1φ2
ξ2|Rˆi|2
)λ/2
≤ δ
10k22k
,
where the last step follows from that φ ≥ 10λ/(ξ3T ) ≥ 10λ/(ξ2|Rˆi|) and λ ≥ 100k log(k/δ). By
taking union bound over all i ∈ [k], with probability at least 1− δ
10k2k
,
k∑
i=1
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p)− s(pˆi)i
∣∣∣∣∣∣ ≤ ξ ·
k∑
i=1
s(pˆi)i = ξ|P |.
By taking union bound over all the possible different pˆi, with probability at least 1− δ/10, for any
possible choice of Bˆ, we have
k∑
i=1
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p)− s(pˆi)i
∣∣∣∣∣∣ ≤ ξ|P |.
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Condition on event 1, B is a possible choice of Bˆ. Thus, with probability at lest 1− δ/10,
k∑
i=1
∣∣∣∣∣∣
∑
p∈P ′∩Rˆi
w′(p)− s(pi)i
∣∣∣∣∣∣ ≤ ξ|P |.
Notice that, by the construction of pi and pi′, ∀p ∈ P ′, we have pi′(p) = pi(p). Thus, with probability
at least 1− δ/10, ‖s(pi)− s(pi′)‖1 ≤ ξ|P |.
By taking union bound over all four events, we complete the proof.
Notice that the previous lemma only works for P and a fixed set of assignment half-spaces. To
make the above argument work for P and all sets of assignment half-spaces, we just need to slightly
raise the sampling probability and take union bound over all possible sets of assignment half-spaces.
Lemma 3.16 (Estimation is good for all choices of centers and half-spaces). Given a threshold
T ∈ R≥0, let P ⊆ [∆]d be a point set such that each point has weight w(p) = 1 and |P | ≥ T .
Furthermore, ∀p, q ∈ P , dist(p, q) ≤ √dg for some g ∈ R≥0. Let ξ, δ ∈ (0, 0.5), k ∈ Z≥1, L = log ∆.
Let P ′ be a random subset of P such that each point p ∈ P is chosen λ-wise independently with
probability φ, where λ = 2000k3dLdlog(k/δ)e, φ = min
(
1, 1000·2
2rλ
ξ3T
)
. Let each p ∈ P ′ have weight
w′(p) = 1/φ. With probability at least 1− δ/2, the following event happens:
• For any choice of centers Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k and any choice of
a set of assignment half-spaces H = {H(i,j) | i < j ∈ [k]} corresponding to Z, BZ,H =
(bZ,H0 , b
Z,H
1 , · · · , bZ,Hk ) satisfies that ∀i ∈ {0, 1, · · · , k}, either bZ,Hi ∈ (1 ± ξ) · |RZ,Hi ∩ P | or
bZ,Hi ∈ |RZ,Hi ∩ P | ± ξT , where (RZ,H0 , RZ,H1 , · · · , RZ,Hk ) are regions induced by H (Defini-
tion 3.10), and ∀i ∈ {0, 1, · · · , k}, bZ,Hi =
∑
p∈RZ,Hi ∩P ′ w
′(p) , and furthermore,
|cost(r)(pi′Z,H)− cost(r)(piZ,H)| ≤ ξ(|P |(
√
dg)r + cost(r)(piZ,H))
and
‖s(pi′Z,H)− s(piZ,H)‖1 ≤ ξ|P |,
where both piZ,H : P → Z, pi′Z,H : P ′ → Z are transferred assignment mappings corresponding
to (H, BZ,H, ξ, T ).
In addition, with probability at least 1− δ/2, ∑p∈P ′ w′(p) ≥ 0.9T .
Proof. By event 2 of Lemma 3.14, with probability at least 1− δ/10, ∑p∈P ′ w′(p) ≥ 0.9T .
By Lemma 3.14 again, for any fixed Z and H, the second event happens with probability at least
1 − δ
10∆2dk2
, the second event happens. Since Z ⊂ [∆]d and |Z| = k, the total number of possible
choices of Z is at most ∆dk. For a particular choice of Z, since H contains (k2) ≤ k2 half-spaces and
there are ∆d possible choices for each half-space, the total number of possible H corresponding to Z
is at most ∆dk2 . Hence the total number of possible choices of (Z,H) is at most ∆dk ·∆dk2 ≤ ∆2dk2 .
By taking union bound over all possible choices of (Z,H), with probability at least 1 − δ/10, the
second event happens.
It is enough to prove the correctness of our algorithm. In Lemma 3.18, we will prove that if
o is a good approximation of OPT(r)k-clus, Algorithm 2 does not output FAIL with high probability.
In the following lemma, we suppose this happens. Furthermore, we can assume that the estimated
size τ(C ∩Q), τ
(⋃si
j=1Qi,j
)
, τ(Qi,j) in Algorithm 1 and Algorithm 2 are good estimations of |C ∩
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Q|,
∣∣∣⋃sij=1Qi,j∣∣∣ and |Qi,j | respectively. For offline algorithm, it is easy to compute the exact value
of |C ∩Q|,
∣∣∣⋃sij=1Qi,j∣∣∣ and |Qi,j |. For streaming and distributed algorithm, we will explain how to
get good estimations with high probability in Section 4. In the following lemma, we will show that
if o is a suitable choice, then we can output a strong coreset with high probability.
In high level, to prove the correctness, we will apply Lemma 3.12 and Lemma 3.16 for each part
Qi,j of which |Qi,j | is Ω(γTi(o)). We can show that the total error induced by each part Qi,j is
relatively small.
Lemma 3.17 (Correctness of the construction). Suppose the following conditions are satisfied:
1. Algorithm 2 does not output FAIL,
2. o ≤ OPT(r)k-clus,
3. all estimated size τ
(⋃si
j=1Qi,j
)
, τ(Qi,j) in Algorithm 2 and τ(C ∩ Q) in Algorithm 1 called
by Algorithm 2 are good (Definition 3.5, Definition 3.1).
Let Q′ ⊆ Q,w′ : Q′ → R≥0 be the output of Algorithm 2. With probability at least 0.99, ∀t ≥
|Q|/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z).
Proof. By line 9 of Algorithm 2, ∀i ∈ {0, 1, · · · , L},∀P ∈ PIi , we have |P | ≥ min(0.9τ(P ), τ(P ) −
0.1γTi(o)) ≥ 0.5γTi(o). Consider an arbitrary P ∈ PIi . Since ∀p, q ∈ P, ci−1(p) = ci−1(q), we have
dist(p, q) ≤ √dgi−1 =
√
d · 2gi. Let P ′ = P ∩Q′. Let E(P ) be the following events:
1.
∑
p∈P ′ w
′(p) ≥ 0.9 · 0.5γTi(o) = 0.45γTi(o).
2. For any choice of centers Z = {z1, z2, · · · , zk} ⊂ [∆]d with |Z| = k and any choice of a
set of assignment half-spaces H = {H(j,j′) | j < j′ ∈ [k]} corresponding to Z, BP,Z,H =
(bP,Z,H0 , b
P,Z,H
1 , · · · , bP,Z,Hk ) satisfies that ∀j ∈ {0, 1, · · · , k}, ether bP,Z,Hj ∈ (1± ξ) · |RZ,Hj ∩ P |
or bP,Z,Hj ∈ |RZ,Hj ∩P |±ξ·0.5γTi(o), where (RZ,H0 , RZ,H1 , · · · , RZ,Hk ) are regions (Definition 3.10)
induced by H, and bP,Z,Hj =
∑
p∈P∩Q′∩RZ,Hj w
′(p), and furthermore,
|cost(r)(pi′P ′,Z,H)− cost(r)(piP,Z,H)| ≤ ξ(|P |(
√
d · 2gi)r + cost(r)(piP,Z,H))
and
‖s(pi′P ′,Z,H)− s(piP,Z,H)‖1 ≤ ξ|P |,
where both piP,Z,H : P → Z, pi′P ′,Z,H : P ′ → Z are transferred assignment mappings corre-
sponding to (H, BP,Z,H, ξ, T ).
By Lemma 3.16, with probability at least 1 − 1/(108(k + d1.5r)L), E(P ) happens. Notice that∑L
i=0 |PIi | ≤
∑L
i=0 si ≤ 20000(k+d1.5r)L. By taking union bound over all i ∈ {0, 1, · · · , L}, P ∈ PIi ,
with probability at least 0.99, ∀i ∈ {0, 1, · · · , L}, P ∈ PIi , event E(P ) happens. In the remaining of
the proof, we condition on all E(P ).
Firstly, let us focus on proving cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z). Let QI =⋃L
i=0
⋃
P∈PIi P . According to Lemma 3.8, there is a set of assignment half-spaces H
I corresponding
to Z such that HI = {HI(j,j′) | j < j′ ∈ [k]} is valid for QI and
cost
(r)
t (Q
I , Z) = cost(r)(piI), (3)
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where piI : QI → Z is an assignment mapping corresponding to HI . For i ∈ {0, 1, · · · , L}, P ∈
PIi , let piIP : P → Z be the assignment mapping such that ∀p ∈ P, piIP (p) = piI(p). Let
pˆiIP : P → Z be a transferred assignment mapping corresponding to (HI , BP,Z,H
I
, ξ, 0.5γTi(o)),
where BP,Z,HI = (bP,Z,H
I
0 , b
P,Z,HI
1 , · · · , bP,Z,H
I
k ) is the same as defined in the event E(P ), i.e.,
∀j ∈ {0, 1, · · · , k}, bP,Z,HIj =
∑
p∈P∩Q′∩RZ,HIj
w′(p), where (RZ,H
I
0 , R
Z,HI
1 , · · · , RZ,H
I
k ) are regions
(Definition 3.10) induced by HI . Let pˆiIP∩Q′ : P ∩ Q′ → Z be a transferred assignment mapping
which is also corresponding to (HI , BP,Z,HI , ξ, 0.5γTi(o)), where each point p ∈ P ∩Q′ has weight
w′(p). We have:
cost
(r)
t (Q,Z) ≥ cost(r)t (QI , Z) = cost(r)(piI) =
L∑
i=0
∑
P∈PIi
cost(r)(piIP ), (4)
where the first step follows from that QI is a subset of Q, the second step follows from Equation (3).
Consider i ∈ {0, 1, · · · , L} and P ∈ PI . Algorithm 2 tells us |P | ≥ 0.5γTi(o). Since all points in P
are in the same cell in Gi−1, we know that ∀p, q ∈ P , dist(p, q) ≤
√
d · 2gi. Then by Lemma 3.12,
(1 + 2r+4k2 · ξ) · cost(r)(piIP ) ≥ cost(r)(pˆiIP )− ξ · 2r+1k · 0.5γTi(o) · (
√
d · 2gi)r. (5)
Since 2r+4k2ξ ≤ /10 and ξ ≤ 
2000·22rk(k+d1.5r)L , we have:
(1 + /10) · cost(r)t (Q,Z)
≥(1 + /10) ·
L∑
i=0
∑
P∈PIi
cost(r)(piIP ) (Equation (4))
≥
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiIP )− ξ · 2r+1k · 0.5γTi(o) · (
√
d · 2gi)r
) (
2r+4k2ξ ≤ 
10
and Equation (5)
)
≥
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiIP )−

1000(k + d1.5r)L
· 0.5Ti(o) · (
√
dgi)
r
) (
ξ ≤ 
2000 · 22rk(k + d1.5r)L
)
=
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiIP )−

1000(k + d1.5r)L
· 0.005o
) (
Ti(o) =
0.01o
(
√
dgi)r
)
=
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP )−

1000(k + d1.5r)L
· 0.005o ·
L∑
i=0
|PIi |
(a)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP )−

10
· o
(
L∑
i=0
|PIi | ≤ 20000(k + d1.5r)L
)
(b)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP )−

10
· cost(r)t (Q,Z), (6)
where step (a) follows from
∑L
i=0 |PIi | ≤
∑L
i=0 si ≤ 20000(k + d1.5r)L which is according to Algo-
rithm 2, and step (b) follows from o ≤ OPT(r)k-clus ≤ cost(r)t (Q,Z). Consider i ∈ {0, 1, · · · , L} and
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P ∈ PI . Event E(P ) shows that
(1 + ξ) · cost(r)(pˆiIP ) ≥ cost(r)(piIP∩Q′)− ξ · |P |(
√
d · 2gi)r. (7)
Since ξ ≤ 
4000·2r(kL+d1.5r)L , we have:
(1 + ξ) ·
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP )
≥
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiIP∩Q′)− ξ · |P |(
√
d · 2gi)r
)
(Equation (7))
(a)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−
L∑
i=0
ξ · 2 · 104(kL+ d1.5r)Ti(o)(
√
d · 2gi)r
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−
L∑
i=0
5
L
· Ti(o) · (
√
dgi)
r
(
ξ ≤ 
4000 · 2r(kL+ d1.5r)L
)
=
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−
L∑
i=0
5
L
· 0.01o (Ti(o) = 0.01o/(
√
dgi)
r)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−

10
· o
(b)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−

10
· cost(r)t (Q,Z), (8)
where step (a) follows from
∑
P∈PIi |P | ≤
∑si
j=1 |Qi,j | ≤ 2 · 104(kL+ d1.5r)Ti(o) and step (b) follows
from that o ≤ OPT(r)k-clus ≤ cost(r)t (Q,Z). Consider the total weights of points assigned to each
center by pˆiIP∩Q′ for all P ∈ PIi and all i ∈ {0, 1, · · · , L}. We have:∥∥∥∥∥∥
L∑
i=0
∑
P∈PIi
s(pˆiIP∩Q′)− s(piI)
∥∥∥∥∥∥
∞
≤
∥∥∥∥∥∥
L∑
i=0
∑
P∈PIi
(
s(pˆiIP∩Q′)− s(pˆiIP )
)∥∥∥∥∥∥
∞
+
∥∥∥∥∥∥
L∑
i=0
∑
P∈PIi
(
s(pˆiIP )− s(piIP )
)∥∥∥∥∥∥
∞
(triangle inequality)
≤
L∑
i=0
∑
P∈PIi
∥∥s(pˆiIP∩Q′)− s(pˆiIP )∥∥∞ + L∑
i=0
∑
P∈PIi
∥∥s(pˆiIP )− s(piIP )∥∥∞ (triangle inequality)
≤
L∑
i=0
∑
P∈PIi
∥∥s(pˆiIP∩Q′)− s(pˆiIP )∥∥1 + L∑
i=0
∑
P∈PIi
∥∥s(pˆiIP )− s(piIP )∥∥1 (∀x ∈ Rk, ‖x‖∞ ≤ ‖x‖1)
≤
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
∥∥s(pˆiIP )− s(piIP )∥∥1 (event E(P ))
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≤
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
16kξ|P | (Lemma 3.12)
≤ξ|QI |+ 16kξ|QI | ≤ ηt
(
ξ ≤ η
20k2
, QI ⊆ Q, t ≥ |Q|
k
)
.
Since ‖s(piI)‖∞ ≤ t, we know that
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′) ≥ cost(r)(1+η)t(Q′, Z, w′).
By combining above inequality with Equation (6) and Equation (8), we have:
(1 + /10) · cost(r)t (Q,Z)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP )−

10
· cost(r)t (Q,Z)
≥ 1
1 + ξ
 L∑
i=0
∑
P∈PIi
cost(r)(pˆiIP∩Q′)−

10
· cost(r)t (Q,Z)
− 
10
· cost(r)t (Q,Z)
≥ 1
1 + ξ
(
cost
(r)
(1+η)t(Q
′, Z, w′)− 
10
· cost(r)t (Q,Z)
)
− 
10
· cost(r)t (Q,Z).
Since ξ ≤ /10 and  ∈ (0, 0.5), we can conclude that
cost
(r)
(1+η)t(Q
′, Z, w′) ≤ (1 + ) · cost(r)t (Q,Z).
Next, let us focus on proving (1 + ) · cost(r)t (Q′, Z, w′) ≥ cost(r)(1+η)t(Q,Z). We only need to con-
sider the case when cost(r)t (Q′, Z, w′) 6=∞. Since Q′ has at most L+ 1 different weights, according
to Lemma 3.8, there are m sets of assignment half-spaces H′(0) =
{
H
′(0)
(j,j′) | j < j′ ∈ [k]
}
,H′(1) ={
H
′(1)
(j,j′) | j < j′ ∈ [k]
}
, · · · ,H′(L) =
{
H
′(L)
(j,j′) | j < j′ ∈ [k]
}
corresponding to Z such that ∀i ∈
{0, 1, · · · , L}, H′(i) is valid for Q′i, and
cost
(r)
t (Q
′, Z, w′) =
L∑
i=0
cost(r)(piQ′i), (9)
where piQ′i : Q
′
i → Z is an assignment mapping corresponding toH′(i). For i ∈ {0, 1, · · · , L}, P ∈ PIi ,
let piP∩Q′i : P ∩ Q′i → Z be the assignment mapping such that ∀p ∈ P ∩ Q′i, piP∩Q′i(p) =
piQ′i(p), and let pˆiP∩Q′i : P ∩ Q′i → Z be a transferred assignment mapping corresponding to
(H′(i), BP,Z,H′(i) , ξ, 0.5γTi(o)), where BP,Z,H′(i) = (bP,Z,H
′(i)
0 , b
P,Z,H′(i)
1 , · · · , bP,Z,H
′(i)
k ) is the same
as defined in the event E(P ), i.e., ∀j ∈ {0, 1, · · · , k}, bP,Z,H′(i)j =
∑
p∈P∩Q′i∩RZ,H
′(i)
j
w′(p), where
(RZ,H
(i)
0 , R
Z,H(i)
1 , · · · , RZ,H
(i)
k ) are regions (Definition 3.10) induced by H′(i). Let pˆiP : P → Z also
be a transferred assignment mapping corresponding to (H′(i), BP,Z,H′(i) , ξ, 0.5γTi(o)).
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We have:
cost
(r)
t (Q
′, Z, w′) =
L∑
i=0
cost(r)(piQ′i) =
L∑
i=0
∑
P∈PIi
cost(r)(piP∩Q′i), (10)
where the second step follows from Equation (9). Notice that when we compute cost(r)(piQ′i) and
cost(r)(piP∩Q′i), each point p has weight w
′(p). For i ∈ {0, 1, · · · , L} and P ∈ PI , consider the points
sampled from P , i.e., P ∩ Q′i. Event E(P ) tells us that
∑
p∈P∩Q′i w
′(p) ≥ 0.9 · 0.5γTi(o). Since all
points in P are in the same cell in Gi−1, we know that ∀p, q ∈ P , dist(p, q) ≤
√
d · 2gi which implies
that ∀p, q ∈ P ∩Q′i, dist(p, q) ≤
√
d · 2gi. Then by Lemma 3.12, we have:
(1 + 2r+4k2ξ) · cost(r)(piP∩Q′i) ≥ cost(r)(pˆiP∩Q′i)− ξ · 2r+1k · 0.5γTi(o) · (
√
d · 2gi)r. (11)
Since 2r+4k2ξ ≤ /10 and ξ ≤ 
2000·22rk(k+d1.5r)L , we have:
(1 + /10) · cost(r)t (Q′, Z, w′)
≥(1 + /10) ·
L∑
i=0
∑
P∈PIi
cost(r)(piP∩Q′i) (Equation (10))
≥
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiP∩Q′i)− ξ · 2r+1k · 0.5γTi(o) · (
√
d · 2gi)r
) (
2r+4k2ξ ≤ 
10
and Equation (11)
)
≥
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiP∩Q′i)−

2000(k + d1.5r)L
· Ti(o) · (
√
dgi)
r
) (
ξ ≤ 
2000 · 22rk(k + d1.5r)L
)
=
L∑
i=0
∑
P∈PIi
(
cost(r)(pˆiP∩Q′i)−

2000(k + d1.5r)L
· 0.01o
) (
Ti(o) =
0.01o
(
√
dgi)r
)
=
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP∩Q′i)−

2000(k + d1.5r)L
· 0.01o ·
L∑
i=0
|PIi |
(a)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP∩Q′i)−

10
· o
(
L∑
i=0
|PIi | ≤ 20000(k + d1.5r)L
)
(b)
≥
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP∩Q′i)−

10
· cost(r)(1+η)t(Q,Z), (12)
where step (a) follows from
∑L
i=0 |PIi | ≤
∑L
i=0 si ≤ 20000(k + d1.5r)L which is according to Algo-
rithm 2, and step (b) follows from o ≤ OPT(r)k-clus ≤ cost(r)(1+η)t(Q,Z). Consider i ∈ {0, 1, · · · , L} and
P ∈ PI . Event E(P ) shows that
cost(r)(pˆiP∩Q′i) ≥ (1− ξ)cost(r)(pˆiP )− ξ|P |(
√
d · 2gi)r. (13)
Since ξ ≤ 
4000·2r(kL+d1.5r)L ,
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP∩Q′i)
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≥
L∑
i=0
∑
P∈PIi
(
(1− ξ) · cost(r)(pˆiP )− ξ|P |(
√
d · 2gi)r
)
(Equation (13))
(a)
≥ (1− ξ)
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP )−
L∑
i=0
ξ · 20000(kL+ d1.5r)Ti(o)(
√
d · 2gi)r
≥(1− ξ)
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP )−
L∑
i=0
5
L
· Ti(o) · (
√
dgi)
r
(
ξ ≤ 
4000 · 2r(kL+ d1.5r)L
)
=(1− ξ)
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP )−
L∑
i=0
5
L
· 0.01o (Ti(o) = 0.01o/(
√
dgi)
r)
≥(1− ξ)
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP )− 
10
· o
(b)
≥(1− ξ)
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP )− 
10
· cost(r)(1+η)t(Q,Z), (14)
where step (a) follows from
∑
P∈PIi |P | ≤
∑si
j=1 |Qi,j | ≤ 2 · 104(kL+ d1.5r)Ti(o) and step (b) follows
from that o ≤ OPT(r)k-clus ≤ cost(r)(1+η)t(Q,Z). Consider the total number of points assigned to each
center by pˆiP for all P ∈ PIi and all i ∈ {0, 1, · · · , L}. We have:∥∥∥∥∥∥
L∑
i=0
∑
P∈PIi
s(pˆiP )−
L∑
i=0
s(piQ′i)
∥∥∥∥∥∥
∞
=
∥∥∥∥∥∥
L∑
i=0
∑
P∈PIi
(
s(pˆiP )− s(piP∩Q′i)
)∥∥∥∥∥∥
∞
≤
L∑
i=0
∑
P∈PIi
∥∥∥s(pˆiP )− s(piP∩Q′i)∥∥∥∞ (triangle inequality)
≤
L∑
i=0
∑
P∈PIi
(∥∥∥s(pˆiP )− s(pˆiP∩Q′i)∥∥∥∞ + ∥∥∥s(pˆiP∩Q′i)− s(piP∩Q′i)∥∥∥∞) (triangle inequality)
≤
L∑
i=0
∑
P∈PIi
(∥∥∥s(pˆiP )− s(pˆiP∩Q′i)∥∥∥1 + ∥∥∥s(pˆiP∩Q′i)− s(piP∩Q′i)∥∥∥1) (∀x ∈ Rk, ‖x‖∞ ≤ ‖x‖1)
≤
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
∥∥∥s(pˆiP∩Q′i)− s(piP∩Q′i)∥∥∥1 (event E(P ))
≤
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
16kξ
 ∑
p∈P∩Q′i
w′(p)
 (Lemma 3.12)
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=L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
16kξ
∥∥∥s(pˆiP∩Q′i)∥∥∥1
∥∥∥s(pˆiP∩Q′i)∥∥∥1 = ∑
p∈P∩Q′i
w′(p)

≤
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
16kξ(‖s(pˆiP )‖1 + ξ|P |) (event E(P ))
=
L∑
i=0
∑
P∈PIi
ξ|P |+
L∑
i=0
∑
P∈PIi
16kξ(1 + ξ)|P | (‖s(pˆiP )‖1 = |P |)
≤ξ|QI |+ 16kξ(1 + ξ)|QI | ≤ ηt/4
(
ξ ≤ η
160k2
, QI ⊆ Q, t ≥ |Q|
k
)
.
Since ‖∑Li=0 s(piQ′i)‖∞ ≤ t, we know that
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP ) ≥ cost(r)(1+η/4)t(QI , Z). (15)
Notice that ∀i ∈ {0, 1, · · · , L}, j ∈ [si] with Qi,j 6∈ PIi , we know that |Qi,j | ≤ 2γTi(o) due to
Algorithm 2. Because γ ≤ min
(
η
80·2rkL ,

40000·22r(k+d1.5r)L
)
and we can apply Lemma 3.4, we have
cost
(r)
(1+η/4)t(Q
I , Z) ≥ cost(r)
(1+η/4)2t
(Q,Z)/(1 + /10) ≥ cost(r)(1+η)t(Q,Z)/(1 + /10),
where the last step follows from (1 + η/4)2 ≤ 1 + η. By Equation (15), we have:
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP ) ≥ cost(r)(1+η)t(Q,Z)/(1 + /10).
By Equation (14), we have:
L∑
i=0
∑
P∈PIi
cost(r)(pˆiP∩Q′i) ≥ (1− ξ)cost
(r)
(1+η)t(Q,Z)/(1 + /10)−

10
· cost(r)(1+η)t(Q,Z).
By Equation (12), we have:
(1 + /10) · cost(r)t (Q′, Z, w′) ≥ (1− ξ)cost(r)(1+η)t(Q,Z)/(1 + /10)− 2 ·

10
· cost(r)(1+η)t(Q,Z).
Since ξ ≤ /10 and  ≤ 0.5, we can reorder the terms in the above equation to conclude that
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′).
Next, we consider the success probability and the size of the coreset. As shown in Lemma 3.2,
F happens with probability at least 0.99, i.e., with high probability, there should not be too many
center cells. Furthermore, as explained before previous lemma, we can suppose all the estimated
sizes τ(C ∩ Q), τ
(⋃si
j Qi,j
)
and τ(Qi,j) are good estimations to |C ∩ Q|,
∣∣∣⋃sij=1Qi,j∣∣∣ and |Qi,j |.
Condition on these events, Algorithm 2 does not output FAIL, and with high probability, the size
of the outputted coreset is small.
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Lemma 3.18 (Success probability and the size). Suppose the following conditions are satisfied:
1. F happens (Lemma 3.2),
2. OPT(r)k-clus /10 ≤ o ≤ OPT(r)k-clus,
3. All estimated size τ
(⋃si
j=1Qi,j
)
in Algorithm 2 and τ(C ∩Q) in Algorithm 1 called by Algo-
rithm 2 are good (Definition 3.5, Definition 3.1).
Algorithm 2 does not return FAIL, and with probability at least 0.99,
|Q′| ≤ 8 · 10
12 · 210(r+10)rk6d(k + d1.5r)5L10 log(kdL)
min(, η)4
.
Proof. By Lemma 3.3, since event F , ∑Li=0 si ≤ 2000(k + d1.5r)L · 10 ≤ 20000(k + d1.5r)L which
implies that Algorithm 2 does not return FAIL in line 5.
Recall that Z∗ ⊂ [∆]d with |Z∗| ≤ k is the optimal solution of the standard `r k-clustering
problem of Q, i.e., cost(r)(Q,Z∗) = OPT(r)k-clus, and a cell C ∈ Gi a center cell if dist(C,Z∗) ≤ gi/d.
Due to F , the total number of center cells is at most 2000kL. Let us consider ∑sij=1 |Qi,j | for an
arbitrary i ∈ {0, 1, · · · , L}. We have:
si∑
j=1
|Qi,j | =
∑
C∈Gi: C is crucial
|C ∩Q|
=
∑
C∈Gi: C is crucial, and is a center cell
|C ∩Q|+
∑
C∈Gi: C is crucial, but is not a center cell
|C ∩Q|
≤ 2000kL · 1.1Ti(o) +
∑
C∈Gi: C is crucial, but is not a center cell
|C ∩Q|
≤ 2000kL · 1.1Ti(o) + OPT
(r)
k-clus
(gi/d)r
≤ 2000kL · 1.1Ti(o) + 100d1.5rTi(o) · OPT
(r)
k-clus
o
≤ 2000kL · 1.1Ti(o) + 1000d1.5rTi(o)
≤ 4000(kL+ d1.5r)Ti(o),
where the first step follows from the construction of Qi,j , the third step follows from that the
number of center cells is at most 2000kL and each crucial cell has at most 1.1Ti(o) points, the
forth step follows from that each point p in the non-center cell has distance to Z∗ at least gi/d, the
fifth step follows from the definition of Ti(o), and the sixth step follows from o ≥ OPT
(r)
k-clus
10 . Thus,
τ
(⋃si
j=1Qi,j
)
≤ 10000(kL + d1.5r)Ti(o) which implies that Algorithm 2 does not return FAIL in
line 6.
Let us analyze the size of the coreset. We have
E[|Q′|] =
L∑
i=0
E[|Q′i|] ≤
L∑
i=0
φi
si∑
j=1
|Qi,j | ≤
L∑
i=0
φi · 4000(kL+ d1.5r)Ti(o)
≤ 8 · 10
10 · 210(r+10)rk6d(k + d1.5r)5L10 log(kdL)
min(, η)4
,
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where the last step follows from
φi ≤ 10
7 · 210(r+10) · k6d(k + d1.5r)4L8 log(kdL)
min(, η)4Ti(o)
.
By Markov’s inequality, with probability at least 0.99,
|Q′| ≤ 8 · 10
12 · 210(r+10)rk6d(k + d1.5r)5L10 log(kdL)
min(, η)4
.
The only thing remaining is to find a suitable parameter o for Algorithm 2. Actually, we can
enumerate o exponentially and thus there must be some o which is a good choice. For the good
choice of o, we can output the coreset with high probability. Thus, we can conclude the following
theorem.
Theorem 3.19 (Offline algorithm). Consider a point set Q ⊆ [∆]d which contains n points and
parameters k ∈ Z≥1, , η ∈ (0, 0.5). For constant r ≥ 1, there is a randomized algorithm which
outputs a subset of points Q′ ⊆ Q and weights w′ : Q′ → R>0 in time O(nd log2(nd∆)) such that
with probability at least 0.9,
1. ∀t ≥ n/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z),
2. |Q′| ≤ poly(−1η−1kd log ∆),
Proof. Algorithm 2 needs a parameter o which is an approximation of OPT(r)k-clus. We can enumerate
all possible o ∈
{
1, 2, 4, · · · , n ·
(√
d∆
)r}
. We choose the smallest o such that Algorithm 2 does
not output FAIL.
Let us consider the running time of Algorithm 2. In line 4 of Algorithm 2, we call Algorithm 1.
In Algorithm 1, for each p ∈ Q, we can update the number of points in ci(p) for i ∈ {−1, 0, 1, · · · , L}.
Then, for each p ∈ Q, we can check whether ci(p) is heavy or not for i ∈ {−1, 0, 1, · · · , L}. Thus,
the total running time of Algorithm 1 is O(ndL). In Algorithm 2, for each point p ∈ Q we
should find the level i ∈ {0, 1, · · · , L} such that ci(p) is crucial which takes O(dL) time. To
conclude, the total running time of Algorithm 2 is O(ndL). Thus, the overall running time is
O(ndL) · log(n · (√d∆)r) = O(nd log2(nd∆)).
Let us consider the correctness. According to Lemma 3.2, with probability at least 0.99, F
happens. According to Lemma 3.18, if OPT(r)k-clus /10 ≤ o ≤ OPT(r)k-clus, Algorithm 2 does not
output FAIL. Thus we can find an o ≤ OPT(r)k-clus such that Algorithm 2 does not output FAIL
with probability at least 0.99. If Algorithm 2 does not output FAIL and o ≤ OPT(r)k-clus, then, by
Lemma 3.17, with probability at least 0.99, ∀t ≥ n/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z),
and furthermore, according to Lemma 3.18, with probability at least 0.99, |Q′| ≤ poly(−1η−1kdL).
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3.3 Assignment Construction via Coreset
In classic k-clustering problem, once centers are determined, each point should be assigned to the
closest center. But in capacitated k-clustering problem, even if the centers are determined, it is
non trivial to assign points to centers. In this section, we will discuss how to construct a good
assignment for the input point set Q given k centers Z = {z1, z2, · · · , zk} and the coreset (Q′, w′)
obtained by our construction.
Firstly, given a capacity t′ ≥ 1k · max(
∑
q∈Q′ w
′(q), |Q|), we want to find an assignment pi′ :
Q′ → Z such that cost(r)(pi′) ≤ (1 + )cost(r)t′ (Q′, Z, w′) and ‖s(pi′)‖∞ ≤ (1 + η)t′. Given centers Z,
finding an assignment satisfying the capacity constraint for weighted points in general is NP-hard
since we can reduce bin packing problem to the such feasibility problem. If we relax the problem to
the fractional version, i.e., the weight of a point can be split to multiple centers, then the optimal
assignment for the relaxed problem can be solved by the minimum-cost flow [BBLM14]. Given a
fractional assignment, we can use the following way to reduce the number of points of which weight
is split to multiple centers:
1. Build a bipartite graph as the following: create a vertex for each point and each center, and
add an edge between a point vertex and a center vertex if there is a non-zero fraction of the
weight of the point assigned to the center.
2. Find an arbitrary simple cycle in the bipartite graph. If there is no cycle, finish the procedure.
Suppose the cycle corresponds to points p1, p2, · · · , pm and centers z1, z2, · · · , zm where pi con-
nects to both zi and z(i mod m)+1. Notice that
∑m
i=1 dist
r(pi, zi) =
∑m
i=1 dist
r(pi, z(i mod m)+1)
since the given fractional assignment is optimal.
3. Suppose a is the minimum value of the weight assigned from pi to zi for all i ∈ [m]. For each
pi, move a weights from zi to z(i mod m)+1.
4. Repeat above steps for the new fractional assignment.
In each iteration of the above procedure, we can remove an edge between a point and a center.
Thus, it only takes polynomial running time. Since at the end of the above procedure there is no
cycle in the constructed bipartite graph, the number of points of which weight is split to multiple
centers is at most k − 1. For each of the k − 1 points, we modify its assignment to make all of its
weight assigned to the closest center. Thus, we can obtain an integral assignment pi′ : Q′ → Z.
Furthermore, we know that ‖s(pi′)‖∞ ≤ t′ + (k − 1) ·maxp∈Q′ w′(p). For p ∈ Q′, by algorithm 2, if
p ∈ Qi,j , then |Qi,j | ≥ 0.5γTi(o) and w′(p) ≤ ξ3γTi(o) which implies that w′(p) ≤ η|Q|/k2 (due to
the choice of ξ). Therefore, we can conlude that
‖s(pi′)‖∞ ≤ (1 + η)t′,
and
cost(r)(pi′) ≤ cost(r)t′ (Q′, Z, w′).
Notice that pi′ may not be represented by a small number of sets of assignment half-spaces.
Thus, we need to apply the switching argument similar to the proof of Lemma 3.8 to modify pi′.
The modification of pi′ can be done by the following procedure:
1. For each Q′i (see Algorithm 2) do the following:
(a) Let pi′Q′i : Q
′
i → Z be the assignment mapping satisfying ∀p ∈ Q′i, pi′Q′i(p) = pi
′(p).
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(b) Since points in Q′i have the same weight, we can use minimum-cost flow to find an assign-
ment mapping piQ′i : Q
′
i → Z such that s(piQ′i) = s(pi′Q′i) and cost
(r)(piQ′i) is minimized.
(c) If exists p, q ∈ Q′i, such that piQ′i(p) = zj , piQ′i(q) = zj′ (j < j′), distr(q, zj)−distr(q, zj′) =
distr(p, zj) − distr(p, zj′) and the alphabetic order of q is smaller than p (due to the
optimality of piQ′i , dist
r(q, zj) − distr(q, zj′) < distr(p, zj) − distr(p, zj′) can never hap-
pen), then switch the assigned center of p and the assigned center of q, i.e., piQ′i(q) ←
zj , piQ′i(p)← zj′ .
(d) Repeat the above step until no switching happens. Let pi′′Q′i : Q
′
i → Z be the final piQ′i
after all switching.
2. Let pi′′ : Q′ → Z satisfy ∀i ∈ {0, 1, · · · , L}, p ∈ Qi, pi′′(p) = pi′′Q′i(p).
Consider step 1c. After each switching, ∀l ∈ [s(piQ′i)j ], the alphabetic order of the point assigned
to zj with the l-th smallest alphabetic order can not increase. Thus, the total running time of the
above procedure can be done in polynomial time. Consider the properties of pi′′. It is easy to see
that cost(r)(pi′′) =
∑L
i=0 cost
(r)(piQ′i) ≤ cost(r)(pi′) and s(pi′′) =
∑L
i=0 s(piQ′i) = s(pi
′). Furthermore,
by Defition 3.7, for each i ∈ {0, 1, · · · , L}, we can compute a set of assignment half-spaces Hi =
{H i(j,j′) | j < j′} such that ∀p ∈ Q′i, pi′′(p) = zj if and only if ∀j′ 6= j, p ∈ H i(j,j′).
It is enough to construct an assignment mapping pi : Q → Z for the original point set.
For each i ∈ {0, 1, · · · , L}, for each P ∈ PIi (see Algorithm 2 for PIi ), we can construct a
transferred assignment mapping piP : P → Z corresponding to (Hi, BP,i, ξ, 0.5γTi(o)), where
BP,i = (bP,i0 , b
P,i
1 , · · · , bP,ik ) and bP,ij =
∑
p∈P∩Q′i:∀j′ 6=j,p∈Hi(j,j′)
w′(p). According to the proof of Theo-
rem 3.19, we can condition on that o ≤ OPT(r)k-clus. Similar to the proof of Lemma 3.17, condition
on E(P ) for all P , we can show that
L∑
i=0
∑
P∈PIi
∑
p∈P
distr(p, piP (p)) ≤ (1 +O())
∑
p∈Q′
w′(p) · distr(p, pi′′(p)),
and ∥∥∥∥∥∥
L∑
i=0
∑
p∈PIi
s(piP )
∥∥∥∥∥∥
∞
≤ (1 +O(η)) · ‖s(pi′′)‖∞.
Then we construct pi : Q→ Z as the following:
1. if ∃i ∈ {0, 1 · · · , L}, P ∈ PIi such that p ∈ P , let pi(p)← piP (p);
2. otherwise, let pi(p)← arg minz∈Z dist(p, z).
According to the proof of Lemma 3.4 (see Appendix), we can show that
|{p ∈ Q | ∀i ∈ {0, 1, · · · , L}, P ∈ PIi , p 6∈ P}| ≤ O(η) · |Q|/k
and
∑
p∈Q:∀i∈{0,1,··· ,L},P∈PIi ,p 6∈P
distr(p, Z) ≤ O() · cost(r)
 L⋃
i=0
⋃
P∈PIi
P,Z
 .
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Thus, we can conclude that∑
p∈Q
distr(p, pi(p)) ≤ (1 +O()) ·
∑
p∈Q′
w′(p) · distr(p, pi′′(p)) ≤ (1 +O())cost(r)t′ (Q′, Z, w′),
and
‖s(pi)‖∞ ≤ (1 +O(η)) · t′.
Notice that PIi can be determined by the heavy cells outputted by Algorithm 1 and the estimated
number of points in its children cells. By the above argument, if we store this information together
with the coreset (Q′, w′), we can determine the desired assignment mapping pi for any capacity t′
and centers Z in poly(|Q′|) time.
4 Coreset in Streaming and Distributed Model
4.1 Estimating Number of Points via Sampling
In this section, we discuss how to obtain the estimation τ(C ∩Q) in line 7 of Algorithm 1, the esti-
mation τ
(⋃si
j=1Qi,j
)
in line 6 and the estimation τ(Qi,j) in line 9 of Algorithm 2. For convenience,
we suppose that no two points in the input point set share the same coordinate4. We can obtain
the estimation by the procedure in Algorithm 3.
Algorithm 3 Estimation of Number of Points via Sampling
1. Let λ′ ← 100dL.
2. Let h0, h1, · · · , hL : [∆]→ {0, 1} be λ′-wise independent hash functions, where ∀i ∈ {0, 1, · · · , L}, p ∈
[∆]d, it satisfies Pr[hi(p) = 1] = ψi = min
(
106λ′
Ti(o)
, 1
)
.
3. For i ∈ {0, 1, 2, · · · , L} and each cell C ∈ Gi, set τ(C ∩Q)← 1ψi ·
∑
p∈C∩Q hi(p). Use these estimated
values in Algorithm 1.
4. Let h′0, h′1, · · · , h′L : [∆]→ {0, 1} be λ′-wise independent hash functions, where ∀i ∈ {0, 1, · · · , L}, p ∈
[∆]d, it satisfies Pr[h′i(p) = 1] = ψ′i = min
(
106λ′
γTi(o)
, 1
)
.
5. In Algorithm 2, for i ∈ {0, 1, · · · , L} set
τ
 si⋃
j=1
Qi,j
← 1
ψ′i
∑
C∈Gi:C is crucial
∑
p∈C∩Q
h′i(p),
and for j ∈ [si] set
τ(Qi,j)← 1
ψ′i
∑
C∈Gi:C is a crucial child of the j-th heavy cell in Gi−1
∑
p∈C∩Q
h′i(p).
Lemma 4.1. With probability at least 0.99, Algorithm 3 satisfies following conditions:
4If two points share the same coordinate, we can assume that each point has a unique tag so we can distinguish
them.
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1. ∀i ∈ {0, 1, · · · , L}, C ∈ Gi, τ(C ∩Q) is good (Definition 3.1).
2. ∀i ∈ {0, 1, · · · , L}, τ
(⋃si
j=1Qi,j
)
is good (Definition 3.5).
3. ∀i ∈ {0, 1, · · · , L}, j ∈ [si], τ(Qi,j) is good (Definition 3.5).
Proof. Consider an arbitrary i ∈ {0, 1, · · · , L} and an arbitrary cell C ∈ Gi. Notice that E[τ(C ∩
Q)] = 1ψi
∑
p∈C∩QE[hi(p)] = |C ∩Q|. If |C ∩Q| ≥ Ti(o), by Lemma 3.13, we have
Pr[|τ(C ∩Q)− |C ∩Q|| ≥ 0.01|C ∩Q|] ≤ 8
( |C ∩Q|λ′ · 1ψi + λ′2 · 1ψ2i
0.012|C ∩Q|2
)λ′/2
≤ 0.001 · 1
∆d
.
Similarly, if |C ∩Q| < Ti(o), then by Lemma 3.13,
Pr[|τ(C ∩Q)− |C ∩Q|| ≥ 0.1Ti(o)] ≤ 8
( |C ∩Q|λ′ · 1ψi + λ′2 · 1ψ2i
0.12|Ti(o)|2
)λ′/2
≤ 0.001 · 1
∆d
.
Since there are at most (∆/2i)d non-empty cells in Gi, the total number of non-empty cells is
at most 2∆d. By taking union bound over all such cells, with probability at least 0.998, ∀i ∈
{0, 1, · · · , L}, C ∈ Gi, either τ(C ∩Q) ∈ |C ∩Q| ± 0.1Ti(o) or τ(C ∩Q) ∈ (1± 0.01) · |C ∩Q|.
By using Lemma 3.13 similar to the above argument, with probability at least 0.998, ∀i ∈
{0, 1, · · · , L}, either τ
(⋃si
j=1Qi,j
)
∈∑sij=1 |Qi,j |±0.1Ti(o) or τ (⋃sij=1Qi,j) ∈ (1±0.1)∑sij=1 |Qi,j |.
We also have that, with probability 0.998, ∀i ∈ {0, 1, · · · , L}, j ∈ [si], either τ(Qi,j) ∈ |Qi,j | ±
0.1γTi(o) or τ(Qi,j) ∈ (1 ± 0.1)|Qi,j |. By taking union bound over all failure events, we complete
the proof.
4.2 Coreset Construction over Dynamic Stream
In this section, we will discuss how to implement the coreset construction in the streaming model.
We consider the streaming model which allows both insertion and deletion. The description of the
model is in the following.
Dynamic streaming model. Initially, Q is an empty point set. There is a stream of insertions
and deletions, (p1,±), (p2,±), · · · , where (pi,+) denotes inserting a point pi ∈ [∆]d into Q, and
(pi,−) denotes deleting pi from Q. Each deletion (pi,−) guarantees that pi is in Q before deletion.
A dynamic streaming algorithm is allowed a single pass over the stream. At the end of the stream,
the algorithm stores some information regarding Q. The space complexity of the algorithm is the
total number of bits used by the algorithm during the stream.
In this section, we will introduce a dynamic streaming algorithm which can output a coreset for
`r balanced k-clustering using space poly(−1kdL) bits for constant r.
Lemma 4.2 (Lemma 19 in [HSYZ18]). For i ∈ {0, 1, · · · , L}, α, β ∈ Z≥1, δ ∈ (0, 0.5), there is a
dynamic streaming algorithm Storing(Gi, α, β, δ) which uses O(αβdL · log2(αβ/δ)) bits to process
a stream of insertion and deletion of points such that
1. if the algorithm does not output FAIL, the algorithm will return
• a set C of all non-empty cells,
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• the number of points f(C) in each cell C ∈ C,
• the set S of points in all the non-empty cells that contain at most β points,
2. if |C| ≤ α, then with probability at least 1− δ, the algorithm does not output FAIL.
Next, let us describe how to use above subroutine to implement our coreset construction algo-
rithm. The idea is that we only store some information described by small number of bits, and
at the end of the stream, we can use this information to implement Algorithm 1, Algorithm 2 and
Algorithm 3. The description is in Algorithm 4.
Algorithm 4 Coreset Construction over a Dynamic Stream
1. Let λ← 106rk3dLdlog(kdL)e.
2. Let h0, h1, · · · , hL, h′0, h′1, · · · , h′L, hˆ0, hˆ1, · · · , hˆL : [∆]d → {0, 1} be λ-wise independent hash functions:
∀i ∈ {0, 1, · · · , L}, p ∈ [∆]d,
Pr[hi(p) = 1] = ψi (ψi defined in Algorithm 3),
Pr[h′i(p) = 1] = ψ
′
i (ψ
′
i defined in Algorithm 3),
Pr[hˆi(p) = 1] = φi (φi defined in Algorithm 1).
3. For the input stream (p1,±), (p2,±), · · · , create 3(L+ 1) sub-streams. For each i ∈ {0, 1, · · · , L}:
• There is a sub-stream which contains all the insertions/deletions related to all the
points pj , where hi(pj) = 1
/
h′i(pj) = 1
/
hˆi(pj) = 1. Run a
subroutine Storing
(
Gi, αi, βi, 0.001 · 13(L+1)
) /
Storing
(
Gi, α
′
i, β
′
i, 0.001 · 13(L+1)
) /
Storing
(
Gi, αˆi, βˆi, 0.001 · 13(L+1)
)
(Lemma 4.2) on such sub-stream in parallel. Let Ci ⊂
Gi, f : Ci → Z≥0, Si ⊆ [∆]d
/
C′i ⊂ Gi, f ′ : C′i → Z≥0, S′i ⊆ [∆]d
/
Cˆi ⊂ Gi, fˆ : Cˆi →
Z≥0, Sˆi ⊆ [∆]d be the output of the subroutine, where αi = 106(k+d1.5rψiTi(o))L2, α′i = 106(k+
d1.5rψ′iTi(o))L
2, αˆi = 10
6(k + d1.5rφiTi(o))L
2 and βi = β′i = 1, βˆi = 4 · 106(k + d1.5r)L2φiTi(o).
4. For each i ∈ {0, 1, · · · , L}, and each cell C ∈ Gi, if C ∈ Ci, set τ(C∩Q)← 1ψi ·fi(C); set τ(C∩Q)← 0
otherwise. Run Algorithm 1 based on such τ(C ∩Q) for all cells C.
5. For each i ∈ {0, 1, · · · , L}, set τ
(⋃si
j=1Qi,j
)
← 1ψ′i
∑
C∈C′i:C is crucial f
′
i(C), and ∀j ∈ [si] set τ (Qi,j)←
1
ψ′i
∑
C∈C′i:C is a crucial child of the j-th heavy cell in Gi−1 f
′
i(C).
6. Run Algorithm 2 based on all τ
(⋃si
j=1Qi,j
)
and τ (Qi,j). To obtain Q′i in line 11 of Algorithm 2, do
the following: Q′i ←
⋃
p∈Sˆi:ci(p) is crucial,τ(Qi,j)≥γTi(o){p}, where ci−1(p) is the j-th heavy cell in Gi−1.
Outputs Q′ and w′ returned by Algorithm 2.
Lemma 4.3 (Correctness of the streaming algorithm). If o ≤ OPT(r)k-clus and none of the subroutines
of Algorithm 4 outputs FAIL, with probability at least 0.97, the output Q′, w′ of Algorithm 4 satisfies
that ∀t ≥ |Q|/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z).
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Proof. Due to Lemma 4.2, since none of subroutine Storing outputs FAIL, ∀i ∈ {0, 1, · · · , L}, C ∈
Gi,
• fi(C) =
∑
p∈C∩Q hi(p) if C ∈ Ci and
∑
p∈C∩Q hi(p) = 0 otherwise,
• f ′i(C) =
∑
p∈C∩Q h
′
i(p) if C ∈ C′i and
∑
p∈C∩Q h
′
i(p) = 0 otherwise.
Thus, in step 4 of Algorithm 4,
τ(C ∩Q) = 1
ψi
∑
p∈C∩Q
hi(p).
Similarly, in step 5 of Algorithm 4,
τ
 si⋃
j=1
Qi,j
 = 1
ψ′i
∑
C∈Gi:C is crucial
∑
p∈C∩Q
h′i(p),
τ (Qi,j) =
1
ψ′i
∑
C∈Gi:C is a rucial child of the j-th heavy cell in Gi−1
∑
p∈C∩Q
h′i(p).
By Lemma 4.1, with probability at least 0.99,
1. ∀i ∈ {0, 1, · · · , L}, C ∈ Gi, either τ(C∩Q) ∈ |C∩Q|±0.1Ti(o) or τ(C∩Q) ∈ (1±0.01)·|C∩Q|,
2. ∀i ∈ {0, 1, · · · , L}, either τ
(⋃si
j=1Qi,j
)
∈ ∑sij=1 |Qi,j | ± 0.1Ti(o) or τ (⋃sij=1Qi,j) ∈ (1 ±
0.1)
∑si
j=1 |Qi,j |,
3. ∀i ∈ {0, 1, · · · , L}, j ∈ [si], either τ(Qi,j) ∈ |Qi,j | ± 0.1γTi(o) or τ(Qi,j) ∈ (1± 0.1)|Qi,j |.
Consider step 6 of Algorithm 4. Notice that since Algorithm 2 does not output FAIL, we have
∀i ∈ {0, 1, · · · , L},∑sij=1 |Qi,j | ≤ 2 · 104(kL+ d1.5r)Ti(o). Thus,
∀i ∈ {0, 1, · · · , L},E
 si∑
j=1
∑
p∈Qi,j
hˆi(p)
 ≤ φi · 2 · 104(kL+ d1.5r)Ti(o).
By Markov’s inequality and union bound over all i ∈ {0, 1, · · · , L}, with probability at least 0.99,
∀i ∈ {0, 1, · · · , L},
si∑
j=1
∑
p∈Qi,j
hˆi(p) ≤ φi · 4 · 106(k + d1.5r)L2Ti(o),
which implies that
∀i ∈ {0, 1, · · · , L}, j ∈ [si], {p ∈ Qi,j | hˆi(p) = 1} ⊆ Sˆi.
Thus, the construction of Q′i in step 6 of Algorithm 4 is equivalent to the construction of Q
′
i in
line 11 of Algorithm 2. Due to the correctness (Lemma 3.17) of Algorithm 4, we complete the
proof.
Lemma 4.4 (Space complexity and success probability of the streaming algorithm). For constant
r, the space needed by Algorithm 4 is at most poly(−1η−1kdL). Furthermore, if OPT(r)k-clus /10 ≤
o ≤ OPT(r)k-clus, then with probability at least 0.95, none of the subroutine of Algorithm 4 outputs
FAIL, and the output Q′ of Algorithm 3 satifies |Q′| ≤ poly(−1η−1kdL).
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Proof. Suppose r is a constant. Since all the hash functions are λ-wise independent, the total
number of random bits needed is at most poly(−1η−1kdL). Since ∀i ∈ {0, 1, · · · , L}, ψi, ψ′i, φi ≤
poly(−1η−1kdL)/Ti(o), we have αi, α′i, αˆi, βi, β
′
i, βˆi ≤ poly(−1η−1kdL). By Lemma 4.2, the space
complexity of each subroutine Storing (Lemma 4.2) is at most poly(−1η−1kdL) bits. Since there
are 3(L + 1) parallel subroutines of Storing, the total space needed is at most poly(−1η−1kdL)
bits.
Recall that Z∗ ⊂ [∆]d with |Z∗| ≤ k is the optimal solution of the standard `r k-clustering
problem of Q. A cell C ∈ Gi a center cell if dist(C,Z∗) ≤ gi/d. By Lemma 3.2, F happens with
probability at least 0.99, i.e., the total number of center cells is at most 2000kL.
Consider i ∈ {0, 1, · · · , L}. The number of points in non-center cells in Gi is at most
OPT
(r)
k-clus
(gi/d)2
≤ 1000d1.5rTi(o).
Thus, for i ∈ {0, 1, · · · , L}, we have:
E [|{C ∈ Gi | ∃p ∈ C ∩Q, hi(p) = 1}|] ≤ 2000kL+ ψi · 1000d1.5rTi(o),
E
[∣∣{C ∈ Gi | ∃p ∈ C ∩Q, h′i(p) = 1}∣∣] ≤ 2000kL+ ψ′i · 1000d1.5rTi(o),
E
[∣∣∣{C ∈ Gi | ∃p ∈ C ∩Q, hˆi(p) = 1}∣∣∣] ≤ 2000kL+ φi · 1000d1.5rTi(o).
By Markov’s inequality and union bound, with probability at least 0.99, for i ∈ {0, 1, · · · , L}, we
have:
|{C ∈ Gi | ∃p ∈ C ∩Q, hi(p) = 1}| ≤ 106(k + d1.5rψiTi(o))L2 ≤ αi,∣∣{C ∈ Gi | ∃p ∈ C ∩Q, h′i(p) = 1}∣∣ ≤ 106(k + d1.5rψ′iTi(o))L2 ≤ α′i,∣∣∣{C ∈ Gi | ∃p ∈ C ∩Q, hˆi(p) = 1}∣∣∣ ≤ 106(k + d1.5rφiTi(o))L2 ≤ αˆi,
and thus none of subroutine Storing outputs FAIL. According to the proof of Lemma 4.3, with
probability at least 0.99,
1. ∀i ∈ {0, 1, · · · , L}, C ∈ Gi, τ(C ∩Q) is good (Definition 3.1),
2. ∀i ∈ {0, 1, · · · , L}, τ
(⋃si
j=1Qi,j
)
is good (Definition 3.5),
3. ∀i ∈ {0, 1, · · · , L}, j ∈ [si], τ(Qi,j) is good (Definition 3.5).
According to Lemma 3.18, with probability at least 0.99, the subroutine Algorithm 2 does not output
FAIL. By union bound, Algorithm 4 does not output FAIL with probability at least 0.95.
Theorem 4.5 (Streaming algorithm). Suppose the input point set Q ⊆ [∆]d is obtained by a dynamic
stream. For a constant r ≥ 1, given , η ∈ (0, 0.5), k ∈ Z≥1, there is a dynamic streaming algorithm
which uses one pass over the stream and with probability at least 0.9 can output a subset Q′ ⊆ Q
and weights w′ : Q′ → R>0 such that
1. ∀t ≥ |Q|/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z),
2. |Q′| ≤ poly(−1η−1kd log ∆).
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Furthermore, the space complexity of the algorithm is at most poly(−1η−1kd log ∆).
Proof. We can enumerate o ∈ {1, 2, 4, · · · ,∆d · (√d∆)r} and run Algorithm 4 in parallel for each
possible o. By [HSYZ18], there is a dynamic streaming algorithm which uses one pass over the
stream and can give a 2-approximation to OPT(r)k-clus with probability at least 0.99. We can run
such algorithm in parallel, and at the end of the stream, we can find an o such that OPT(r) /10 ≤
o ≤ OPT(r). We conclude the proof by applying Lemma 4.3 and Lemma 4.4 for such o.
4.3 Coreset Construction in Distributed Model
Next we convert our streaming algorithm to a distributed algorithm. The distributed model is
described as the following.
Distributed model. We study the same model as in [KVW14, WZ16, BWZ16, SWZ17, SWZ19].
There are s machines, where the i-th machine holds a subset Q(i) ⊆ [∆]d of input points. There
is one machine which is called coordinator. The communication is only allowed between machines
and the coordinator. The communication cost of a protocol is the total number of bits needed to
communicate between machines and the coordinator.
We show that there is a communication efficient distributed protocol which has a similar behavior
as the subroutine shown in Lemma 4.2.
Lemma 4.6. Suppose a point set is partitioned on s machines where each machine holds a subset
of points. For α, β ∈ Z≥1, i ∈ {0, 1, · · · , L}, there is a distributed protocol which requires O(s ·
αβdL log d) bits such that the protocol either leaves C ⊂ Gi, f : C → Z≥1 and S ⊆ [∆]d on the
coordinator or outputs FAIL on the coordinator, where
• C is the set which contains all the non-empty cells,
• f(C) denotes the number of points in the cell C ∈ C,
• S contains points in all non-empty cells that contains at most β points,
and furthermore, if |C| ≤ α, the protocol does not output FAIL on the coordinator.
Proof. The protocol is described as the following:
1. The coordinator sends the randomly shifted vector to each machine such that each machine
learns the grid Gi.
2. The j-th machine finds non-empty cells C(j) ⊆ Gi based on its local point set, computes the
number of local points f (j)(C) of each cell C ∈ C(j) and construct S(j) to be the set of local
points in all cells that contains at most β local points.
3. If
∣∣C(j)∣∣ ≤ α, the j-th machine sends C(j), f (j) and S(j) to the coordinator. Otherwise, the
j-th machine sends FAIL to the coordinator.
4. The coordinator outputs FAIL if it receives any FAIL from other machines. Otherwise, C ←⋃s
j=1 C(j), for each cell C ∈ C, f(C)←
∑
j:C∈C(j) f
(j)(C) and S ← ⋃sj=1 S(j).
The first step needs O(dL log d) bits per machine. Consider the third step. The j-th machine needs
O(αdL) bits to represent Cj , needs O(α · dL) bits to represent f (j), and needs O(αβdL) bits to
represent S(j). Thus, the overall communication cost is at most O(s · αβdL log d) bits.
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Notice that if |C| ≤ α, then |C(j)| ≤ α for all j ∈ [s] since Cj ⊆ C. If the total number of points in
a cell C is at most β, then any machine can hold at most β local points in C. The above argument
concludes the proof of correctness.
Theorem 4.7. Suppose a point set Q ⊆ [∆]d is partitioned into s machines. For a constant r ≥ 1,
given , η ∈ (0, 0.5), k ∈ Z≥1, there is a distributed protocol which on termination with probability at
least 0.9 leaves a subset of points Q′ ⊆ Q and weights w′ : Q′ → R>0 on the coordinator such that
1. ∀t ≥ |Q|/k, Z ⊂ [∆]d with |Z| = k,
cost
(r)
(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
′, Z, w′) and cost(r)(1+η)t(Q
′, Z, w′) ≤ (1 + )cost(r)t (Q,Z),
2. |Q′| ≤ poly(−1η−1kd log ∆).
Furthermore, the total communication cost of the protocol is at most s · poly(−1η−1kd log ∆) bits.
Proof. By [FL11, BFL16, BFL+17, HSYZ18], there is a distributed protocol using s ·
poly(−1η−1kd log ∆) bits of communication leaves a 2-approximation of OPT(r)k-clus on the coor-
dinator with 0.99 probability. The the coordinator can broadcast the approxtion to every machine,
and all the machines can agree on the same o such that OPT(r)k-clus /10 ≤ o ≤ OPT(r)k-clus.
Then the protocol simulates Algorithm 4. For step 3 of Algorithm 4, we can use the protocol
shown in Lemma 4.6 instead. Due to the choices of αi, α′i, αˆi, βi, β
′
i, βˆi, the total communication
cost is at most s · poly(−1η−1kdL). For the remaining steps of Algorithm 4, we can simulate them
on the coordinator. We conclude our proof by applying Lemma 4.3 and Lemma 4.4.
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A Missing Details of Section 3.1
Fact A.1. Suppose o ≤ OPT(r)k-clus. If the estimated size τ(C ∩Q) in line 7 of Algorithm 1 is good
(Definition 3.1) for every cell, then there is a unique cell C ∈ G−1 which contains [∆]d and is
marked as heavy.
Proof. As mentioned, since each cell in G−1 has side length 2∆, there is a unique cell C ∈ G−1
such that [∆]d ⊂ C. Thus, C ∩Q = Q. Notice that OPT(r)k-clus ≤ (
√
d∆)r|Q| ≤ (√dg−1)r|Q|. Since
T−1(o) = 0.01·o/(
√
dg−1)r ≤ 0.01·OPT(r)k-clus /(
√
dg−1)r, C should be heavy due to Algorithm 1.
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Proof of Lemma 3.2 Suppose Z∗ = {z∗1 , z∗2 , · · · , z∗k}. For i ∈ {0, 1, · · · , L}, j ∈ [k], consider the
grid Gi and the center z∗j . For l ∈ [d], let Xl be the indicator random variable such that Xl = 1 if
and only if the distance between z∗j and the boundary of the l-th dimension of Gi is at most gi/d.
Notice that if z∗j is close to a boundary, the number of cells which is close to z
∗
j may increase by
a factor of 2. Therefore, the number of cells which has distance to z∗j is at most 2
∑d
l=1Xl of which
expectation is at most
d∏
l=1
E
[
2Xl
]
=
d∏
l=1
(1 +E[Xl]) = (1 + 2/d)
d ≤ e2.
Thus, the expectation of total number of center cells is at most (L + 1)k · e2. By Markov’s
inequality, with probability at most 0.99, the total number of center cells is at most 2000kL.
Proof of Lemma 3.3 Condition on F , the total number of center cells is at most 2000kL
(Lemma 3.2). Consider a cell C ∈ Gi which is not a center cell. If C is heavy, then∑
p∈C∩Q
distr(p, Z∗) ≥ |C ∩Q| ·
(gi
d
)r ≥ 0.9Ti(o) · (gi
d
)r ≥ o
120d1.5r
.
Since
∑
C∈Gi
∑
p∈C∩Q dist
r(p, Z∗) =
∑
p∈Q dist
r(p, Z∗) = OPT(r)k-clus, the total number of heavy cells
which are not center cells are at most (L + 1) · OPT(r)k-clus /(o/(120d1.5r)) ≤ 240d1.5rL · OPTk-meanso .
Together with the upper bound of number of center cells, we can conclude the proof.
Proof of Lemma 3.4 Let QI = Q\QN . Since QI is a subset of Q, cost(r)t (QI , Z) ≤ cost(r)t (Q,Z)
is obviously true by the definition of cost(r)t (·, ·). In the remaining of the proof, let us focus on
proving cost(r)(1+η)·t(Q,Z) ≤ (1 + )cost
(r)
t (Q
I , Z). Before we prove the statement, there are several
observations.
Claim A.2. |QN | ≤ η|Q|/k.
Proof.
|QN | =
L∑
i=0
∑
P∈PNi
|P | ≤
L∑
i=0
∑
P∈PNi
2γTi(o) ≤
L∑
i=0
∑
P∈PNi
2r+2γ|ci−1(P ) ∩Q| ≤ 2r+2γ(L+ 1)|Q| ≤ η|Q|/k,
where the third step follows from that ci−1(P ) is a heavy cell and thus |ci−1(P )∩Q| ≥ 0.5Ti−1(o) ≥
Ti(o)/2
r+1, the fifth step follows from γ ≤ η/(2r+3kL).
Claim A.3. For i ∈ {0, 1, · · · , L}, if C ∈ Gi−1 is marked as heavy by Algorithm 1, then |C ∩QI | ≥
(1− 2r+2(L− i)γ)|C ∩Q| ≥ (1− 2r+2Lγ) · 0.5Ti−1(o).
Proof. We prove it by induction. Consider the case when i = L. If there is no heavy cell in
GL−1, the claim is true. Otherwise, consider a heavy cell C ∈ GL−1. Since all the children of C
are crucial, all the points in the children of C will be in the same part of which size is at least
0.5TL−1(o) > 2γTL(o). Therefore |C ∩QI | = |C ∩Q|.
Suppose the claim is true for i+ 1, i+ 2, · · · , L. If there is no heavy cell in Gi, the claim is true.
Otherwise, consider a heavy cell C ∈ Gi−1. There are two cases. The first case is that all points
from Q in the crucial children of C are also in QI . In this case, we have
|C ∩QI | =
∑
C′∈Gi: C′ is a crucial child of C
|C ′ ∩QI |+
∑
C′∈Gi: C′ is a heavy child of C
|C ′ ∩QI |
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=
∑
C′∈Gi: C′ is a crucial child of C
|C ′ ∩Q|+
∑
C′∈Gi: C′ is a heavy child of C
(1− 16(L− i− 1)γ)|C ′ ∩Q|
≥ (1− 16(L− i)γ)|C ∩Q|.
The second case is that none of the point from Q in the curcial children of C is in QI . In this case,
we have ∑
C′∈Gi: C′ is a heavy child of C
|C ′ ∩Q| = |C ∩Q| −
∑
C′∈Gi: C′ is a crucial child of C
|C ′ ∩Q|
≥ |C ∩Q| − 2γTi(o) ≥ (1− 2r+2γ)|C ∩Q|,
where the last step follows from that |C ∩Q| ≥ 0.5Ti−1(o) ≥ 1/2r+1 · Ti(o). Thus,
|C ∩QI | =
∑
C′∈Gi: C′ is a heavy child of C
|C ′ ∩QI |
≥ (1− 2r+2(L− i− 1)γ)
∑
C′∈Gi: C′ is a heavy child of C
|C ′ ∩Q|
≥ (1− 2r+2(L− i− 1)γ)(1− 2r+2γ)|C ∩Q|
≥ (1− 2r+2(L− i)γ)|C ∩Q|.
It is enough to prove the lemma:
cost
(r)
(1+η)t(Q,Z)
≤cost(r)t+η|Q|/k(Q,Z)
≤cost(r)t (QI , Z) + cost(r)(QN , Z)
=cost
(r)
t (Q
I , Z) +
L∑
i=0
∑
P∈PNi
∑
p∈P
distr(p, Z)
≤cost(r)t (QI , Z) +
L∑
i=0
∑
P∈PNi
∑
p∈P
(
2r−1(
√
dgi−1)r + 2r−1
∑
q∈ci−1(P )∩QI dist
r(q, Z)
|ci−1(P ) ∩QI |
)
≤cost(r)t (QI , Z) +
L∑
i=0
∑
P∈PNi
∑
p∈P
(
2r−1(
√
dgi−1)r + 2r+1
cost(r)(QI , Z)
Ti−1(o)
)
≤cost(r)t (QI , Z) +
L∑
i=0
|PNi | · 2γTi(o) ·
(
2r−1(
√
dgi−1)r + 2r+1
cost(r)(QI , Z)
Ti−1(o)
)
=cost
(r)
t (Q
I , Z) +
L∑
i=0
|PNi | · 0.02γ
(
22r−1o+ 22r+1cost(r)(QI , Z)
)
≤cost(r)t (QI , Z) + 20000(k + d1.5r)L · 0.02γ
(
22r−1o+ 22r+1cost(r)(QI , Z)
)
≤cost(r)t (QI , Z) + 20000(k + d1.5r)L · 0.02γ
(
22r−1cost(r)(1+η)t(Q,Z) + 2
2r+1cost(r)(QI , Z)
)
≤cost(r)t (QI , Z) + 1000(k + d1.5r)L · 22rγ
(
cost
(r)
(1+η)t(Q,Z) + cost
(r)(QI , Z)
)
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≤cost(r)t (QI , Z) +

4
(
cost
(r)
(1+η)t(Q,Z) + cost
(r)(QI , Z)
)
≤cost(r)t (QI , Z) +

4
(
cost
(r)
(1+η)t(Q,Z) + cost
(r)
t (Q
I , Z)
)
where the first step follows from t ≥ |Q|/k, the second step follows from Claim A.2, the forth step
follows from that since ci−1(P )∩QI 6= ∅ (Claim A.3), there must be a point q′ ∈ ci−1(P )∩QI such
that
distr(q′, Z) ≤
∑
q∈ci−1(P )∩QI dist
r(q, Z)
|ci−1(P ) ∩QI |
by averaging argument and furthermore, due to dist(p, q′) ≤ √dgi−1 and Fact 2.1, we have
distr(p, Z) ≤ 2r−1 distr(p, q′) + 2r−1 distr(q′, Z) ≤ 2r−1
(√
dgi−1
)r
+ 2r−1
∑
q∈ci−1(P )∩QI dist
r(q, Z)
|ci−1(P ) ∩QI | ,
the fifth step follows from |ci−1(P ) ∩ QI | ≥ 0.25Ti−1(o) (Claim A.3), the sixth step follows from
∀P ∈ PNi , |P | ≤ 2γTi(o), the seventh step follows from Ti(o) = 0.01o/(
√
dgi)
r = 2rTi−1(o), the
eighth step follows from |PNi | ≤ si, the ninth step follows from o ≤ OPT(r)k-clus ≤ cost(r)(1+η)t(Q,Z),
and the last step follows from cost(r)(QI , Z) ≤ cost(r)t (QI , Z).
By rearranging the term of the above inequality, we have (1 − /4)cost(r)(1+η)t(Q,Z) ≤ (1 +
/4)cost
(r)
t (Q
I , Z). Since  ∈ (0, 0.5), we can conclude that cost(r)(1+η)t(Q,Z) ≤ (1 + )cost
(r)
t (Q
I , Z).
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