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Resumo
O cálculo de ordem não inteira, popularizado com o nome de cálculo fracionário, é um ramo
da análise matemática, que tem ganho destaque na comunidade científica. Recentemente,
um vasto número de derivadas fracionárias foi proposto, no entanto, cada uma com
sua importância e aplicabilidade. Uma maneira de ultrapassar este problema é propor
definições mais gerais, onde as usuais são casos particulares. Neste trabalho introduzimos
uma nova derivada fracionária, denominada ψ´Hilfer, que contém, como casos particulares,
uma ampla classe de derivadas fracionárias usuais, a partir da escolha de uma função
ψ e/ou dos limites β Ñ 0 e β Ñ 1. Ainda mais, discutimos teoremas, propriedades
e exemplos envolvendo tal derivada fracionária e apresentamos algumas aplicações das
derivadas fracionárias de Riemann-Liouville e Caputo. A partir da escolha da derivada
fracionária de Caputo, caso particular da derivada fracionária ψ´Hilfer, propomos um
modelo matemático fracionário que descreve a concentração de nutrientes no sangue, fator
que influencia a taxa de sedimentação de eritrócitos, que contém como caso particular, o
modelo proposto na década de oitenta. Por meio da transformada de Laplace, obtemos
a solução analítica da equação diferencial de difusão tempo-fracionária, em termos das
funções de Mittag-Leffler e de Wright. Ainda mais, apresentamos uma classe de funções via
transformada de Laplace inversa advindas do modelo fracionário e, por meio de um processo
de limite, recuperamos o modelo matemático de ordem inteira, bem como efetuamos uma
análise gráfica das soluções. Nesse sentido, chegamos à conclusão que o modelo fracionário
oferece informações mais precisas do que o modelo matemático de ordem inteira. Além
disso, apresentamos os dados dos testes realizados em laboratório, plotamos os gráficos
por meio do uso do software MATLAB 7.10 (R2010a) e comparamos os gráficos dos dados
reais com a solução da equação diferencial de difusão tempo-fracionária, a fim de validar o
modelo fracionário.
Palavras-chave: Cálculo Fracionário, Classe de funções, Derivada fracionária ψ´Hilfer,
Derivada fracionária de Caputo, ESR, Equação de difusão tempo-fracionária, Transformada
de Laplace.
Abstract
The non-integer order calculus, popularized as fractional calculus, is a branch of mathe-
matical analysis, which has gained prominence in the scientific community. Recently, there
are a vast number of fractional derivatives, however, each one with its importance and
applicability. One way to overcome this problem is to propose more general definitions,
so that the known ones are particular cases. In this work we introduce a new fractional
derivative, the so-called ψ´Hilfer which contains a wide class of usual fractional derivatives,
which from an adequate choice of a ψ function and/or the limits β Ñ 0 and β. Once more,
we discuss theorems, properties, and examples involving such a fractional derivative and
present some applications of the Riemann-Liouville and Caputo fractional derivatives.
Considering the Caputo fractional derivative as a particular case of the ψ´Hilfer fractional
derivative, we propose a fractional mathematical model that describes the concentration of
nutrients in the blood, a factor that influences the erythrocyte sedimentation rate, which
contains as case in particular, the model proposed in the eighties. By means of the Laplace
transform, we obtain the analytic solution of the differential equation of time-fractional
diffusion, in terms of the Mittag-Leffler and Wright functions. Further, we present a class
of functions via inverse Laplace transform, associated with the fractional model, and
hanking an adequate limit we recover the mathematical model of the whole order and
perform a graphic analysis. In this sense, we conclude that our fractional model offers more
precise information, than the integer order mathematical model. In addition, we present
the data from the tests carried out in the laboratory, plot the graphics using MATLAB
7.10 software (R2010a) and compare the graphics of the real data with the solution of the
differential equation of time-fractional diffusion, in order to validate the fractional model.
Keywords: Fractional Calculus, Functions class, ψ´Hilfer fractional derivative, Caputo
fractional derivative, ESR, time-fractional diffusion equation, Laplace transform.
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Introdução
Em 30 de Setembro de 1695, uma audaciosa e profética resposta, dava início
ao cálculo de ordem não inteira, popularizado como cálculo fracionário [70, 75]. Afinal,
qual foi o pensamento de Leibniz, quando seu amigo l’Hospital encaminha uma carta,
formulando uma questão envolvendo uma possível generalização da derivada de ordem
inteira para uma de ordem fracionária? Acredito que tenha-se passado inúmeras ideias,
pensamentos e até mesmo questionamentos. A resposta de Leibniz ao seu amigo, foi
corajosa e clara, um dia "essa fração", vai gerar várias consequências importantes. Além do
mais, outros importantes matemáticos, como Euler, Lagrange, Fourier, Abel, entre outros,
foram fundamentais para o desenvolvimento de tal estudo [20]. No mundo, recentemente,
pesquisadores renomados também contribuem para a continuidade e expansão do cálculo
fracionário, dentre os quais mencionamos: Delfim, Almeida, Trujillo, Baleanu, Ortigueira,
Caputo, Mainardi, Tenreiro Machado, dentre outros [27, 29, 47]. No Brasil, destacamos
os estudos realizados pelo grupo de pesquisa coordenado por Dr. Edmundo Capelas de
Oliveira, no Imecc/Unicamp.
Embora o cálculo fracionário tenha surgido na mesma época do cálculo de
ordem inteira, conforme proposto por Newton e Leibniz, a priori não houve muito destaque
na comunidade científica e, por muitos anos, permaneceu oculto. Somente a partir de
um congresso internacional em 1974 [70, 84], o cálculo fracionário torna-se exposto e se
consolida em inúmeras aplicações de diversas áreas, na matemática, na física, na biologia,
na engenharia, entre outras. A vantagem mais significativa é a sua propriedade não-local,
não dependendo apenas da sua condição atual, mas sim de todas as condições anteriores
[60, 78, 85], tornando as aplicações mais realistas, e assim melhor descrevendo os fenômenos
físicos.
Apesar de boa parte da teoria ter sido desenvolvida antes do século XX,
foram nos últimos anos que esta deu um salto significativo, em particular, nas aplicações.
Atualmente, o cálculo fracionário se ramifica em três diferentes abordagens, derivadas
fracionárias com núcleo não singular, núcleo singular e também, por meio de limites, sendo
que todas as derivadas ditas fracionárias, em um conveniente limite, deve recuperar a
derivada fracionária de ordem inteira [6, 60, 103, 109, 112, 113, 115].
Utilizar equações diferenciais para modelar um determinado fenômeno físico,
nem sempre foi tarefa simples e muito menos fácil. O fato é que, pela quantidade de
parâmetros envolvidos no sistema, acarreta uma dificuldade enorme obter resultados cada
vez mais próximos à realidade. A maneira de se aplicar o cálculo fracionário, é utilizar
derivadas fracionárias locais ou não locais, isto é, seja a: V´fracionária, M´fracionária,
Introdução 14
ψ´Riemann-Liouville, ψ´Caputo, ψ´Hilfer, Riemann-Liouville, de Caputo, de Günwald-
Letnikov, entre outras [6, 60, 115]; e substituir a derivada de ordem inteira, e a fim de propor
um modelo fracionário. O objetivo de propor um modelo fracionário, é proporcionar uma
descrição mais acurada dos fenômenos naturais e assim obter resultados mais precisos com
a realidade. O estudo de equações diferenciais, sempre esteve em destaque na comunidade
científica, e com o destaque, evidenciado pelas derivadas fracionárias, tornou-se ainda
mais uma ferramenta útil e importante, em particular, apenas para mencionar: equação
de convecção-difusão, equação do calor, equação da onda, equação de advecção-difusão,
dentre outras [16, 41, 42, 70].
O assim chamado teste da taxa de sedimentação de eritrócitos pode ser usado
para obter vários diagnósticos clínicos e pode ser estudado como um determinado tipo de
fenômeno de transporte [66]. No artigo de Sharma et al. [91] os autores trabalham com o
estudo da concentração de nutrientes no sangue que afetam a taxa de sedimentação de
eritrócitos. O estudo dessa análise, é obtida e discutida por meio da solução analítica de
uma equação diferencial de convecção-difusão, dada pela aplicação da transformada de
Laplace na variável temporal t. Mencionamos que existem vários fenômenos de transporte
cujas respectivas versões fracionárias descrevem melhor o respectivo modelo clássico, como
por exemplo [22, 67, 69].
A principal motivação para o estudo da concentração de nutrientes Cpx, tq
conforme a Eq.(1), a seguir, via cálculo fracionário, vem do modelo matemático, proposto
por Sharma et al. [91]. O propósito deste trabalho é utilizar a derivada fracionária no sentido
de Caputo e propor um modelo fracionário, bem como através do uso da transformada
de Laplace, obter uma solução analítica da equação de difusão tempo-fracionária em
termos das funções de Mittag-Leffler e de Wright. Mais precisamente, estudamos o modelo
fracionário introduzido a partir das observações a serem feitas.
Apesar de buscarmos o mesmo objetivo, é possível estabelecer aqui algumas
comparações para que se torne claro o desenvolvimento do trabalho. Os principais passos
em relação ao caso inteiro são:
• Admitimos que a velocidade média U “ 0 no modelo de Sharma et al. [91], desta
forma restringimos o modelo apenas à difusão e, assim, a partir disso introduzimos o
conceito de cálculo fracionário com o propósito de apresentar o modelo fracionário;
• Propomos o modelo via derivada fracionária no sentido de Caputo denotada por Dµ
com µ tal que 0 ă µ ď 1. Com isso, a solução analítica também estará relacionada
ao parâmetro µ. No limite µÑ 1, recuperamos a solução do modelo proposto por
Sharma et al. [91], como caso particular, sendo U “ 0 na solução de ordem inteira;
• O comportamento analítico da solução via a derivada fracionária, possibilita uma
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análise mais detalhada, pois temos a liberdade da variação de µ (0 ă µ ď 1), o que
possibilita informações a respeito da concentração de nutrientes no sangue.
Então, introduzimos o modelo fracionário. A concentração de nutrientes Cpx, tq
satisfaz à seguinte equação de difusão tempo-fracionária não homogênea,
DLD
2
xC px, tq ´Dµt C px, tq “ exp p´ pat` bxqq (1)
com 0 ă µ ď 1, DL uma constante positiva, a, b P R.
Impomos as condições inicial e de fronteira dadas para a Eq.(1), isto é,$’&’%
Cpx, 0q “ 0, x ě 0
Cp0, tq “ 1, t ą 0
Cp8, tq “ 0, t ą 0.
(2)
Resolvemos o problema através da transformada de Laplace [33, 35].
Este trabalho está estruturado da seguinte forma: No Capítulo 1, apresentamos
uma breve introdução sobre Erythrocyte Sedimentation Rate (ESR) destacando seus pri-
meiros passos históricos até sua importância em teste de exames clínicos e sua contribuição
no monitoramento de um tratamento. Apresentamos as importantes fases que ocorrem
no teste de sedimentação de eritrócitos, em especial, a formação de rouleaux. Além disso,
introduzimos o modelo de Sharma et al. [91] através de uma equação de convecção-difusão
linear não homogênea, responsável por descrever o comportamento da concentração de
nutrientes Cpx, tq no sangue em determinadas regiões do fluxo. Utilizamos a metodologia
da transformada de Laplace e apresentamos a solução analítica da equação diferencial
de convecção-difusão através do produto da função exponencial expp¨q com a função erro
complementar erfcp¨q. Com o uso do software MATLAB 7.10 (R2010a), plotamos a solução
analítica do modelo matemático e discutimos o comportamento da solução na evolução do
espaço x e do tempo t. Consideramos U “ 0 no modelo de Sharma et al. [91] e reescrevemos
a solução obtida para U ‰ 0 a fim de fazer uma nova análise gráfica e comparar com a
solução do modelo matemático fracionário proposto no Capítulo 4.
No Capítulo 2, introduzimos os espaços das funções p´integráveis, o espaço das
funções contínuas, bem como o espaço das funções ponderadas, e suas respectivas normas.
Nesse sentido, introduzimos a integral fracionária de Riemann-Liouville com respeito a
outra função e, por meio desta, introduzimos a derivada fracionária ψ´Hilfer, e estudamos
seus casos particulares, isto, é a derivada fracionária: ψ´Caputo, ψ´Riemann-Liouville,
Caputo e Riemann-Liouville. Embora sejam definidas as derivadas acima e feito comen-
tários de outras derivadas fracionárias, daremos ênfase à derivada no sentido de Caputo.
Apresentamos algumas propriedades e teoremas importantes para a integral fracionária de
Riemann-Liouville com respeito a outra função, e para a derivada fracionária ψ´Hilfer,
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e seus respectivos casos particulares. Por outro lado, também discutimos propriedades e
teoremas importantes envolvendo as funções de Mittag-Leffler e a função de Wright, visto
que ambas são fundamentais nas soluções de equações diferenciais fracionárias. Calculamos
a transformada de Laplace da derivada de Caputo e apresentamos alguns resultados que
relacionam a derivada ψ´Hilfer, ψ´Caputo e ψ´Riemann-Liouville. Com as aplicações
do problema da tautócrona fracionária e da equação logística fracionária respectivamente,
através do conceito da derivada fracionária no sentido de Riemann-Liouville e a derivada
fracionária no sentido de Caputo, finalizamos o capítulo.
No Capítulo 3, apresentamos uma nova classe de funções de ordem fracionária,
por meio da transformada de Laplace inversa. Nesse sentido, foi realizado um estudo de
casos particulares, em especial, um caso que relaciona a função exponencial e a função erro
complementar, ambas importantes, no estudo da solução analítica da equação de difusão
tempo-fracionária, a ser estudada no Capítulo 4.
No Capítulo 4, introduzimos o chamado modelo matemático fracionário asso-
ciado à ESR, descrevendo a concentração de nutrientes no sangue, através do conceito
de derivada fracionária no sentido de Caputo, abordada no Capítulo 2 [111]. O principal
objetivo, é obter a solução analítica da equação de difusão tempo-fracionária que descreve a
concentração de nutrientes no sangue em termos das funções de Mittag-Leffler e da função
de Wright, para isso novamente utilizamos a metodologia da transformada de Laplace
na variável temporal t. Através das ferramentas do software MATLAB 7.10 (R2010a),
plotamos o gráfico da solução analítica da equação de difusão tempo-fracionária e fizemos
a análise das soluções quando se utiliza a derivada de ordem inteira e quando se utiliza
a derivada de ordem não inteira. Para finalizar, através de um conveniente processo de
limite recuperamos, como caso particular, a solução proposta por Sharma et al. [91].
O Capítulo 5 é destinado à validação do modelo matemático fracionário in-
troduzido e discutido no Capítulo 4 [116]. Apresentamos os dados dos testes realizado
no Hospital de Clínicas da Universidade Estadual de Campinas, bem como as tabelas
descrevendo fatores analíticos e patológicos dos indivíduos do sexo masculino e do sexo
feminino, utilizados na realização dos testes. Através das ferramentas do software MATLAB
7.10 (R2010a), plotamos o gráfico de cada indivíduo e comparamos com a solução analítica
da equação de difusão tempo-fracionária, a fim de validar o modelo fracionário. Nesse
sentido, foram apresentados relatórios envolvendo as discussões e resultados obtidos, ao
comparar o modelo fracionário com os dados obtidos em laboratório.
Finalizamos com as conclusões e objetivos alcançados com o modelo matemático
fracionário proposto e perspectivas para trabalhos futuros.
Cinco apêndices, contando o essencial sobre: cálculo explícito de integrais;
funções gama, beta e erro; funções de Mitta-Leffler; função de Wright e coeficiente binomial,
finalizam o trabalho.
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1 Equação de Convecção´Difusão Linear
As equações diferenciais são estudadas matematicamente a partir de diferentes
perspectivas, principalmente preocupadas com suas soluções e com o conjunto de funções
que satisfazem determinada equação. Somente as equações diferenciais mais simples
admitem soluções explícitas; no entanto, algumas propriedades das soluções de uma
determinada equação diferencial podem ser determinadas sem encontrar a sua forma
exata. Discutir e analisar o comportamento de soluções de um sistema de equações
diferenciais é, de fato, um dos grandes objetivos da análise matemática, em particular,
quando se trata de estudar a existência, unicidade, atratividade, estabilidade de soluções
de problemas do tipo Cauchy linear e não linear [102, 104, 108]. Por outro lado, por
meio de uma equação diferencial, é possível propor modelos matemáticos que descrevem
comportamentos físicos. Dentre as inúmeras equações, mencionamos: equação de Hamilton,
equação para o decaimento radioativo, equação da onda, equação de Laplace, equação do
calor, equação de Schrödinger, equações de Navier-Stokes, dentre outras [16, 41, 42].
As equações diferenciais surgem quando se conhece ou postula uma relação
determinista que envolve algumas quantidades que variam continuamente (modeladas
por funções) e suas taxas de mudança no espaço e/ou tempo (expressas como derivadas).
Como essas relações são extremamente comuns, as equações diferenciais desempenham
um papel proeminente em muitas áreas, incluindo engenharia, física, economia e biologia.
Aqui, o objetivo é apresentar uma breve introdução sobre a taxa de sedimentação
de eritrócitos também conhecida como velocidade de hemossedimentação destacando
sua importância em teste de exame clínico, bem como revelar a atividade inflamatória
no organismo e sua contribuição no monitoramento de um tratamento. Claramente, a
abordagem a ser feita aqui, é um assunto mais aprofundado do que as nossas colocações.
Estamos interessados em estudar uma equação diferencial parcial (EDP) responsável por
descrever o comportamento da concentração de nutrientes no sangue em determinadas
regiões do fluxo. Através das técnicas de transformada de Laplace, apresentamos a solução
analítica da equação diferencial de convecção-difusão. Finalizamos, através da análise
gráfica da solução analítica do modelo matemático proposto por Sharma et al. [91], nos
casos em que U “ 0 e U ‰ 0.
1.1 Princípios Biológicos da ESR
Nesta seção, realizamos um breve estudo histórico sobre a ESR, assim como
sua importância e fatores que influenciam nos resultados da sedimentação. Apresentamos
os estágios que compõem o exame da ESR.
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Em 1897, o médico Polonês E. F. Biernacki introduziu um exame de sangue
que ajudou no diagnóstico da fase aguda das doenças inflamatórias e acompanhando a
própria inflamação do corpo, conhecida como Erythrocyte Sedimentation Rate [52, 61, 62].
A descoberta foi anunciada em dois artigos: o primeiro em polonês na Gazeta Lekarska, o
segundo, em alemão no Deutsche Medizinische Wochenschrift [13, 14]. No início do século
XIX, Robin Fahraeus e A. Westergren, ao realizarem testes de gravidez e tuberculose,
desenvolveram um teste semelhante à ESR, conhecido como o teste de Fahraeus-Westergren
[39, 40, 118, 119].
Hoje, devido à descoberta de métodos novos e mais precisos, o método ESR
é pouco usado apesar de ser um teste rápido e de baixo custo. Porém, o teste é ainda
recomendado para pacientes com suspeita de artrite de células gigantes, reumatismo,
polimialgia e artrite reumatoide, entre outros [17]. No entanto, como o método ESR não é
muito específico, é necessário realizar outros testes para confirmar o resultado obtido pelo
método ESR para evitar resultados falso-positivos e falso-negativos, que provavelmente
ocorrerão na presença de algum fator que influencie nas propriedades do sangue e que
afeta os resultados do teste [11, 76, 98], por exemplo:
• Fatores analíticos, como um tubo inclinado e temperatura ambiente, que respectiva-
mente, aumentam e diminuem a ESR [72]. Outros fatores que afetam os resultados
são a presença de vibração externa e deformação do tubo [30];
• Fatores fisiológicos e patológicos, tais como anemia por baixa concentração de
eritrócitos, gravidez e idade avançada, resultam em aumento da ESR; policitemia e
aumento da contagem de leucócitos, resultam em diminuição da ESR.
A concentração de nutrientes no sangue também desempenha um papel na
análise dos resultados da ESR [92]. Além disso, Nayha [73] observou que as pessoas que
bebem café e fumam, apresentam valores mais elevados da ESR. O uso de alguns tipos de
anticoagulantes como citrato de sódio, oxalato ou K3EDTA também são responsáveis por
influenciar os resultados dos testes [15, 18, 43, 44, 45, 46, 122].
Os eritrócitos têm a forma de discóides e são responsáveis pelo transporte de
oxigênio aos tecidos e órgãos do corpo; consequentemente do transporte de gás carbônico
para fora do organismo. Por outro lado, os eritrócitos são extremamente pequenos, variando
entre 6 e 8 µm e possuem cargas negativas na superfície. Na presença de macromoléculas
plasmáticas (globulinas, albumina e fibrinogênio, dentre essas o fibrinogênio é proteína
estrutural essencial durante o processo de coagulação do sangue e que produz maior
efeito, isto é, aumento de velocidade no processo de sedimentação) que são carregadas
positivamente, a superfície dos eritrócitos se neutralizam permitindo sua agregação sob a
forma de empilhamento dos eritrócitos, chamado de rouleaux [68]. Em trabalhos realizados
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por Samel e Perelson, encontram-se estudos teóricos sobre a formação de rouleaux [86, 87].
Cumpre salientar, que a formação de rouleaux, é impedida na presença de eritrócitos
falciformes [17]. Antes mesmo da formação de rouleaux, existem colisões entres as células e
forças externas, e neste caso é inevitável esse fenômeno não acontecer. Convém ressaltar
que a agregação dos eritrócitos tem papel fundamental no monitoramento de doenças e é
importante para as propriedades não newtonianas do sangue. Desta forma, a formação de
rouleaux completa o primeiro estágio do exame ESR [68].
O segundo estágio, refere-se à decantação, que ocorre durante um período de
40 min. A decantação é a separação entre a parte sólida, matriz extracelular composta
pelo plasma e a parte líquida, dos elementos figurados, compostas pelos eritrócitos como
visto acima, responsável pelo transporte de oxigênio, pelos leucócitos responsáveis pela
imunidade e defesa do corpo e as plaquetas responsáveis pela coagulação sanguínea, sendo
o estágio mais lento desse processo. Por fim, o terceiro estágio, refere-se à embalagem,
a fase de embalagem que ocorre por 10 min. É o estágio mais importante do processo,
pois retarda a sedimentação das células, proporcionando a leitura dos dados. Com isso, os
estágios que compõem a sedimentação de eritrócitos estão completos após o período de
1 hora (60 minutos). O tempo recomendado para a realização do teste de sedimentação
de eritrócitos, é de 60 minutos, pois a partir desse tempo, as propriedades do sangue são
alteradas e consequentemente afetam as taxas de sedimentação. Porém, existem alguns
trabalhos, no qual os testes são realizados por mais de 60 minutos [56, 120].
Nesse contexto, para finalizar essa seção, considere o sangue anticoagulado em
um tubo de ensaio e deixado em repouso durante o período de uma hora, sem perturbação
e influência do meio. Em virtude da formação do rouleaux, os eritrócitos com proteínas
inflamatórias grudadas em sua superfície, devido à força da gravidade e por ser mais denso
que o plasma, essa união de fatores faz com que o peso dos eritrócitos aumente em relação à
superfície, formando uma coluna de plasma na parte superior do tubo. Consequentemente
a sedimentação dos eritrócitos torna-se mais rápida e se assentam na parte inferior do
tubo. Caso os eritrócitos não caiam tão rapidamente é sinal que os eritrócitos não têm
proteínas inflamatórias e vice-versa.
O assim chamado teste de taxa de sedimentação de eritrócitos pode ser usado
para obter vários diagnósticos clínicos e pode ser estudado como um determinado tipo de
fenônemo de transporte [66].
As Figura 1 e Figura 2, representam eritrócitos normais e deficientes, isto é,
falciforme e a formação de rouleaux, que ocorre no processo de sedimentação de eritrócitos.
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Figura 1 – Eritrócitos normais e falciformes.
Figura 2 – Formação de rouleaux dos eritrócitos.
A Figura 3, é um exemplo de como é realizado o teste de sedimentação de eri-
trócitos em laboratório. As pipetas a seguir (Figura 3), representam final do procedimento
realizado para obter a taxa de sedimentação de eritrócitos. Pode-se notar que nas 8 pipetas,
cada uma corresponde a um indivíduo e assim possui uma taxa de sedimentação diferente,
variando conforme os diversos fatores, isto é, patológicos, fisiológicos e analíticos. Note
que a concentração de eritrócitos no fundo da pipeta, é devido ao procedimento realizado
durante o tempo de 1 hora e o plasma é a camada um pouco mais branca e amarelada na
parte superior da pipeta.
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Figura 3 – Pipetas na realização do teste ESR.
1.2 Modelo Matemático de Sharma et al.
Nesta seção, apresentamos o modelo matemático proposto por Sharma et al.
[91] que descreve o comportamento da concentração de nutrientes no sangue, além disto,
com alterações nos testes, é possível prever o efeito da concentração da ESR. Abordamos
a importância da transferência de nutrientes dos vasos capilares para o tecido no resultado
de hemossedimentação.
Whelan et al. [120] publicaram um trabalho no qual mediram a concentração
de eritrócitos no sangue em diferentes momentos em amostras de 5 homens. No mesmo ano,
Huang et al. [56] desenvolveram um modelo matemático para descrever o comportamento
da concentração de células sanguíneas, dando importância aos problemas de fronteira
móvel. Outro trabalho notável no contexto ESR foi escrito por Sartory [88], cujo objetivo
foi estudar a previsão da ação de sedimentação de eritrócitos. Movido pelo trabalho de
1971 de Huang et al., em 1990, Reuben e Shannon [83] discutiram alguns problemas na
modelagem matemática da concentração de eritrócitos. No entanto, os autores desses
estudos não levaram em conta a transferência de nutrientes dos capilares para os tecidos.
Devido a este fato, Sharma et al. [91] estabeleceram um modelo matemático levando em
conta a transferência de nutrientes, tornando-se um modelo mais realista.
A concentração de nutrientes Cpx, tq satisfaz a seguinte equação diferencial de
convecção-difusão, linear e homogênea,
DL
B2C px, tq
Bx2 ´ U
BC px, tq
Bx ´
BC px, tq
Bt “ 0, (1.1)
sendo t o tempo e x o espaço ao longo do fluido delimitado por uma membrana impermeável,
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não permitindo a transferência de nutrientes dos capilares para os tecidos, U a velocidade
média do fluido e DL o coeficiente de dispersão axial responsável por descrever como os
eritrócitos se movem em um sistema em relação a um ponto, ambas constantes positivas.
A fim de tornar o modelo mais realista, consideramos a membrana semi-
impermeável, possibilitando a transferência de nutrientes entre os tecidos e os capilares,
porém somente há passagem de solvente e impedindo a passagem de soluto. Então, a
seguir, apresentamos uma EDP que fornece uma função φpx, tq que descreve a taxa de
transferência de nutrientes, de extrema importância para reescrevermos a Eq.(1.1).
Considere a seguinte equação diferencial parcial, linear e homôgenea,
D
B2c px, tq
Bx2 ´ k0cpx, tq ´
Bcpx, tq
Bt “ 0, (1.2)
sendo cpx, tq a concentração de nutrientes dentro do tecido, k0 o coeficiente de transferência
de nutrientes e D difusividade do oxigênio no tecido, ambas constantes positivas.
A concentração de nutrientes cpx, tq é proporcional à função φpx, tq que descreve
a taxa de transferência de nutrientes [53]; assim podemos reescrever a Eq.(1.2) como
D
B2φpx, tq
Bx2 ´ k0φpx, tq ´
Bφpx, tq
Bt “ 0. (1.3)
No trabalho realizado por Sharma et al. [91], em particular no estudo da solução
analítica da Eq.(1.3), não foram explicitadas as condições iniciais e de fronteira, apenas sua
respectiva solução analítica. No entanto, notamos que as condições iniciais e de fronteira
impostas, convenientes para a resolução da Eq.(1.3) são dadas por$’’’’&’’’’%
φpx, 0q “ exp
˜
´
c
k0 ´ a
D
x
¸
, k0 ě a,D ą 0
φp0, tq “ exp p´atq , t ą 0
φp8, tq “ 0, t ą 0
, (1.4)
sendo a escolhido convenientemente com respeito ao valor de k0.
Enfim, a partir dessas considerações, o modelo matemático proposto por Sharma
et al. [91] a ser abordado é composto por uma equação diferencial de convecção-difusão,
linear e não homogênea
DL
B2C px, tq
Bx2 ´ U
BC px, tq
Bx ´
BC px, tq
Bt “ φ px, tq . (1.5)
Devemos impor as condições inicial e de fronteira para a Eq.(1.5), isto é,$’&’%
Cpx, 0q “ C0, x ě 0
Cp0, tq “ C1, t ą 0
Cp8, tq “ 0, t ą 0,
(1.6)
com C0 e C1 constantes.
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1.3 Solução Analítica e Gráficos
O objetivo desta seção é obter analiticamente a solução da equação diferencial
de convecção-difusão, linear e não homogênea Eq.(1.5) e apresentar um gráfico. Por fim,
finalizamos a seção com análise gráfica da solução obtida.
Para resolver o problema proposto Eq.(1.5), primeiramente precisamos encontrar
a solução da Eq.(1.3). Para isso, aplicamos a metodologia da transformada de Laplace
[33, 35] para converter a equação diferencial parcial linear não homogênea em uma equação
diferencial ordinária linear não homogênea.
Então, aplicando a transformada de Laplace em relação à variável temporal t
em ambos os lados da Eq.(1.3), temos
L
"
D
B2φ px, tq
Bx2
*
´ k0L tφ px, tqu ´L
"Bφ px, tq
Bt
*
“ L t0u . (1.7)
Utilizando a regra de Leibniz [74], temos
L
"
D
B2φ px, tq
Bx2
*
“ Dd
2φ px, sq
dx2
, (1.8)
sendo φpx, sq “ L rφpx, tqs.
A transformada de Laplace da derivada de primeira ordem [33, 35], é
L
"Bφ px, tq
Bt
*
“ sφ px, sq ´ φ px, 0q . (1.9)
Usando a condição inicial φpx, 0q “ exp
˜
´
c
k0 ´ a
D
x
¸
, temos a
D
d2φ px, sq
dx2
´ pk0 ` sqφ px, sq “ ´ exp
˜
´
c
k0 ´ a
D
x
¸
, (1.10)
sendo D e k0 ambas constantes positivas, s é o parâmetro da transformada de Laplace e
Repsq ą 0.
Usando os métodos da equação característica e dos coeficientes indeterminados
na Eq.(1.10), obtemos a solução geral dada por
φ px, sq “ α1 exp
˜
´
c
k0 ` s
D
x
¸
` α2 exp
˜c
k0 ` s
D
x
¸
`
ˆ
1
a` s
˙
exp
˜
´
c
k0 ´ a
D
x
¸
,
(1.11)
com α1 e α2 constantes arbitrárias.
Para obter α1 e α2 utilizamos as condições de fronteira. É fácil ver que a
transformada de Laplace de φ p8, tq “ 0, é dada por φ p8, sq “ 0. Então, multiplicando
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por exp
˜
´
c
k0 ` s
D
x
¸
e aplicando o limite x Ñ 8 em ambos os lados da Eq.(1.11),
temos
α2 “ exp
˜
´
c
k0 ` s
D
x
¸
0
φ p8, sq
0
´ α1exp
˜
´2
c
k0 ` s
D
x
¸
0
´
´
ˆ
1
a` s
˙
exp
˜
´
c
k0 ` s
D
x
¸
0
exp
˜
´
c
k0 ´ a
D
x
¸
0
“ 0.
Por outro lado, aplicando a transformada de Laplace em relação a variável
temporal t na condição de fronteira φ p0, tq “ exp p´atq, temos
φ p0, sq “ 1
s` a. (1.12)
Como α2 “ 0, então multiplicando por exp
˜c
k0 ` s
D
x
¸
e aplicando o limite
com xÑ 0 em ambos os lados da Eq.(1.11), temos
α1 “ exp
˜c
k0 ` s
D
x
¸
1
φ p0, sq ´ α22 exp
˜c
k0 ` s
D
x
¸
1
´
´
ˆ
1
a` s
˙
exp
˜c
k0 ` s
D
x
¸
1
exp
˜
´
c
k0 ´ a
D
x
¸
1
“ 0.
Portanto, a solução da Eq.(1.10), pode ser escrita na forma
φ px, sq “ 1
s` a exp
˜
´
c
k0 ´ a
D
x
¸
, (1.13)
sendo D e k0 ambas constantes positivas e a escolhido convenientemente com respeito ao
valor da constante k0, pois devemos ter k0 ´ a ě 0.
A fim de recuperar a solução na variável temporal utilizamos a transformada
de Laplace inversa em ambos os lados da Eq.(1.13) de onde, segue
φ px, tq “ L ´1s
#
1
s` a exp
˜
´
c
k0 ´ a
D
x
¸+
“ exp
˜
´
c
k0 ´ a
D
x
¸
L ´1s
"
1
s` a
*
. (1.14)
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Substituindo a Eq.(1.12) na Eq.(1.14), concluímos que a solução geral da
Eq.(1.3), é dada por
φ px, tq “ exp
«
´
˜
at`
c
k0 ´ a
D
x
¸ff
, (1.15)
sendo D e k0 constantes positivas e a escolhida convenientemente.
Utilizando a solução Eq.(1.15), buscamos a solução para a Eq.(1.5). Então,
aplicando a transformada de Laplace em relação a variável t em ambos os lados da Eq.(1.5)
e multiplicando por 1
DL
, segue
L
"B2C px, tq
Bx2
*´
U
DL
L
"BC px, tq
Bx
*´
1
DL
L
"BC px, tq
Bt
*
“
exp
´
´
b
k0´a
D
x
¯
DL
L texp p´atqu .
Utilizando as Eq.(1.8), Eq.(1.9) e Eq.(1.12), temos
d2C px, sq
dx2
´ U
DL
dC px, sq
dx
´ s
DL
C px, sq ` 1
DL
C px, 0q “ 1
DL ps` aq exp
˜
´
c
k0 ´ a
D
x
¸
.
A partir da condição inicial Cpx, 0q “ C0 podemos escrever
d2C px, sq
dx2
´ U
DL
dC px, sq
dx
´ s
DL
C px, sq “ ´ C0
DL
` 1
DL ps` aq exp
˜
´
c
k0 ´ a
D
x
¸
. (1.16)
Usando o método da equação característica na Eq.(1.16), temos a solução da
equação homôgenea dada por
Chpx, sq “ α1 exp
„
x
2
ˆ
U
DL
´
?
U2 ` 4DLs
DL
˙
` α2 exp
„
x
2
ˆ
U
DL
`
?
U2 ` 4DLs
DL
˙
,
com α1 e α2 constantes arbitrárias.
Por outro lado, utilizando o método dos coeficientes indeterminados na Eq.(1.16),
para obter uma solução particular Cp px, sq, isto é
Cp px, sq “ A
«
´ C0
DL
` 1
DL ps` aq exp
˜
´
c
k0 ´ a
D
x
¸ff
,
onde A é uma constante a ser determinada.
As duas primeiras derivadas de Cp px, sq em relação a variável x, são
C
1
p px, sq “
A
˜
´
c
k0 ´ a
D
¸
exp
˜
´
c
k0 ´ a
D
x
¸
DL ps` aq (1.17)
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e
C
2
p px, sq “
A
ˆ
k0 ´ a
D
˙
exp
˜
´
c
k0 ´ a
D
x
¸
DL ps` aq . (1.18)
Para facilitar o desenvolvimento dos cálculos a seguir, introduzimos a seguinte
mudança de variável B “
exp
´
´
b
k0´a
D
x
¯
DL ps` aq nas Eq.(1.17), Eq.(1.18) e substituindo na
Eq.(1.16) de onde, segue
A
ˆ
k0 ´ a
D
˙
B ´ U
DL
A
˜
´
c
k0 ´ a
D
¸
B ´ s
DL
A
ˆ
´ C0
DL
`B
˙
“
ˆ
´ C0
DL
`B
˙
pñq
A
ˆ
k0 ´ a
D
˙
B ´ U
DL
A
˜
´
c
k0 ´ a
D
¸
B ` s
DL
AC0 ps` aq exp
˜c
k0 ´ a
D
x
¸
B ´ s
DL
AB “
“ ´C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
B `B pñq
A
ˆ
k0 ´ a
D
˙
` U
DL
A
c
k0 ´ a
D
` s
DL
AC0 ps` aq exp
˜c
k0 ´ a
D
x
¸
´ s
DL
A “
“ ´C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
` 1 pñq
A
«
k0 ´ a
D
` U
DL
c
k0 ´ a
D
` s
DL
C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
´ s
DL
ff
“
“ ´C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
` 1.
Com isso, concluímos que o valor de A, é dado por.
A “
1´ C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
k0 ´ a
D
` U
DL
c
k0 ´ a
D
` s
DL
C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
´ s
DL
. (1.19)
Consequentemente, obtemos a solução geral da Eq.(1.16), dada por
C px, sq “ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
` α2 exp
„
x
2
ˆ
U
DL
` F psq
˙
`
` A
»–´ C0
DL
`
exp
´
´
b
k0´a
D
x
¯
DL ps` aq
fifl , (1.20)
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com α1 e α2 constantes arbitrárias, F psq “
?
U2 ` 4DLs
DL
e A é dado pela Eq.(1.19).
A fim de obtermos os valores de α1 e α2 utilizamos as condições de fronteira. É
fácil ver que a transformada de Laplace de C p8, tq “ 0, é dada por C p8, sq “ 0. Então,
aplicando exp
„
´x2
ˆ
U
DL
` F psq
˙
em ambos lados da Eq.(1.20), obtemos
α2 “ C px, sq exp
„
´x2
ˆ
U
DL
` F psq
˙
´ A¯´ α1 exp p´xF psqq , (1.21)
com
A¯ “ A exp
„
´x2
ˆ
U
DL
` F psq
˙»–´ C0
DL
`
exp
´
´
b
k0´a
D
x
¯
DL ps` aq
fifl .
Consequentemente, aplicando o limite xÑ 8 em ambos os lados da Eq.(1.21)
e pela condição de fronteira C p8, sq “ 0 e
A “
1
exp
´b
k0´a
D
x
¯
0
´ C0 ps` aq
k0´a
D
` U
DL
b
k0´a
D
exp
´b
k0´a
D
x
¯
0
` s
DL
C0 ps` aq ´ s
DL
”
exp
´b
k0´a
D
x
¯ı
0
“ ´DL
s
,
segue
A¯ “ A exp
„
´x2
ˆ
U
DL
` F psq
˙
0
»——–´ C0DL ` exp
´
´
b
k0´a
D
x
¯
DL ps` aq
0
fiffiffifl “ 0.
Assim, obtemos
α2 “ C p8, sq exp
„
´x2
ˆ
U
DL
` F psq
˙
´ A¯´ α1 exp p´xF psqq “ 0.
A transformada de Laplace de C p0, tq “ C1, é dada por C p0, sq “ C1
s
. Como
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α2 “ 0, podemos reescrever a equação Eq.(1.20) da seguinte forma
C px, sq
“ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
»————–
1´ C0 ps` aq exp
˜c
k0 ´ a
D
x
¸
k0 ´ a
D
` U
DL
c
k0 ´ a
D
` s
DL
C0 exp
˜c
k0 ´ a
D
x
¸
ps` aq ´ s
DL
fiffiffiffiffifl
«
´ C0
DL
` 1
DL ps` aq exp
˜
´
c
k0 ´ a
D
x
¸ff
“ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
«
1´ C0 ps` aq exp
˜c
k0 ´ a
D
x
¸ff«
´C0 ` 1ps` aq exp
˜
´
c
k0 ´ a
D
x
¸ff
k0 ´ a
D
DL ` U
c
k0 ´ a
D
´ s` s C0 exp
˜c
k0 ´ a
D
x
¸
ps` aq
“ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
«
1´ C0 ps` aq exp
˜c
k0 ´ a
D
x
¸ff«
´C0 ` 1ps` aq exp
˜
´
c
k0 ´ a
D
x
¸ff
pα ´ sq ` s C0 exp
˜c
k0 ´ a
D
x
¸
ps` aq
“ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
C0 ´ 1ps` aq exp
´
´
b
k0´a
D
x
¯
´ C20 ps` aq exp
˜c
k0 ´ a
D
x
¸
` C0
ps´ αq ´ s C0 exp
˜c
k0 ´ a
D
x
¸
ps` aq
“ α1 exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
C0
”
2´ C0 ps` aq exp
´b
k0´a
D
x
¯ı
´ 1ps` aq exp
´
´
b
k0´a
D
x
¯
ps´ αq ´ s C0 exp
˜c
k0 ´ a
D
x
¸
ps` aq
. (1.22)
Multiplicando por exp
„
´x2
ˆ
U
DL
´ F psq
˙
e aplicando o limite com x Ñ 0
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em ambos os lados da Eq.(1.22), temos
C1
s
“ α1 `
C0 p2´ C0 ps` aqq ´ 1ps`aq
ps´ αq ´ sC0 ps` aq
o que implica
α1 “ C1
s
´
„
C0 ps` aq p2´ C0 ps` aqq ´ 1
ps´ αq ps` aq ´ sC0 ps` aq2

.
Assim, a partir dos resultados de α1 e α2, a solução da Eq.(1.16), é dada por
C px, sq “
„
C1
s
´
ˆ
C0 ps` aq p2´ C0 ps` aqq ´ 1
ps´ αq ps` aq ´ sC0 ps` aq2
˙
exp
„
x
2
ˆ
U
DL
´ F psq
˙
`
`
C0
”
2´ C0 ps` aq exp
´b
k0´a
D
x
¯ı
´ 1ps`aq exp
´
´
b
k0´a
D
x
¯
ps´ αq ´ sC0 exp
´b
k0´a
D
x
¯
ps` aq
. (1.23)
O que temos aqui é a solução C px, sq expressa em função de C1 e C0 (claro
que em função de outros fatores como visto, mas neste momento daremos a importância
somente aos citados). Consideramos que o paciente possui uma queda considerável na
concentração, desta forma admitimos que C0 “ 0 e para fins de soluções admitimos que
C1 “ 1. Assim, podemos reescrever a Eq.(1.23) da seguinte forma
C px, sq “
„
1
s
` 1ps´ αq ps` aq

exp
„
x
2
ˆ
U
DL
´ F psq
˙
´
´ 1ps` aq ps´ αq exp
˜
´
c
k0 ´ a
D
x
¸
, (1.24)
com F psq “
?
U2 ` 4DLs
DL
.
A fim de recuperar a solução na variável temporal utilizamos a transformada
de Laplace inversa em ambos os lados da Eq.(1.24) de onde segue
L ´1 tC px, squ “ L ´1
"
1
s
exp
„
x
2
ˆ
U
DL
´ F psq
˙*
`
`L ´1
"
1
ps´ αq ps` aq exp
„
x
2
ˆ
U
DL
´ F psq
˙*
´
´ exp
˜
´
c
k0 ´ a
D
x
¸
L ´1
"
1
ps` aq ps´ αq
*
. (1.25)
Decompondo 1ps` aq ps´ αq por meio de frações parciais, temos
1
ps` aq ps´ αq “
M
ps´ αq `
N
ps` aq pñqM ps` aq `N ps´ αq “ 1.
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Avaliando a expressão anterior em s “ ´a e s “ α. Então, para s “ ´a,
temos N “ ´ 1pa` αq . Por outro lado, para s “ α, temos M “
1
pα ` aq . Assim, podemos
reescrever a equação da seguinte forma
1
ps´ αq ps` aq “
1
ps´ αq pα ` aq ´
1
ps` aq pα ` aq . (1.26)
Substituindo a Eq.(1.26) na Eq.(1.25), obtemos
C px, tq “ L ´1
"
1
s
exp
„
x
2
ˆ
U
DL
´ F psq
˙*
`
`L ´1
"
1
ps´ αq pα ` aq ´
1
ps` aq pa` αq exp
„
x
2
ˆ
U
DL
´ F psq
˙*
´
´ exp
˜
´
c
k0 ´ a
D
x
¸
L ´1
"
1
ps´ αq pα ` aq ´
1
ps` aq pa` αq
*
“ exp
ˆ
Ux
2DL
˙
L ´1
"
1
s
exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙*
pA1q
`
`exp
ˆ
Ux
2DL
˙
1
pα ` aqL
´1
"
1
ps´ αq exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙*
pA2q
´
´exp
ˆ
Ux
2DL
˙
1
pa` αqL
´1
"
1
ps` aq exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙*
pA3q
´
´exp
˜
´
c
k0 ´ a
D
x
¸
1
pα ` aqL
´1
"
1
ps´ αq
*
pA4q
`
`exp
˜
´
c
k0 ´ a
D
x
¸
1
pa` αqL
´1
"
1
ps` aq
*
.
pA5q
(1.27)
A fim de proceder com a inversão das transformadas, vamos calculá-las em
separado. Os dois pontos tratados a seguir, são essenciais para resolução de: pA1q, pA2q e
pA3q.
Considerando a seguinte função f puq “ x2?DLpi
exp
´
´u2U2´x2
4DLu
¯
u
?
u
e calculando
Capítulo 1. Equação de Convecção´Difusão Linear 31
sua transformada de Laplace em relação a u, temos
L tf puqu “ x2?DLpi
ż 8
0
exp p´suq exp
ˆ´u2U2 ´ x2
4DLu
˙
1
u
?
u
du
“ x2?DLpi
ż 8
0
u´
3
2 exp
ˆ´u2 pU2 ` 4DLsq ´ x2
4DLu
˙
du
“ x2?DLpi
ż 8
0
u´
3
2 exp
ˆ´u2B ´ a
Eu
˙
du
“ x2?DLpi
ż 8
0
u´
3
2 exp
„
´
ˆ
B
E
˙
u´
´ a
E
¯ 1
u

du, (1.28)
com B “ U2 ` 4DLs, E “ 4DL, a “ x2.
Em particular, considerando β “ a
E
e α “ B
E
na Eq.(A.4) (Apêndice A), temos
ż 8
0
u´
3
2 exp
„
´
ˆ
B
E
˙
u´
´ a
E
¯ 1
u

du “
?
pi
?
E?
a
exp
˜
´2
c
B
E
c
a
E
¸
. (1.29)
Substituindo a Eq.(1.29) na Eq.(1.28), obtemos
L tf puqu “ x2?DLpi
«?
pi
?
E?
a
exp
˜
´2
c
B
E
c
a
E
¸ff
“ x2?DLpi
„
2
?
pi
?
DL
x
exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙
“ exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙
. (1.30)
Aplicando a transformada de Laplace inversa em ambos os lados da Eq.(1.30),
concluímos que
L ´1
"
exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙*
“ x2?DLpi
exp
´
´u2U2´x2
4DLu
¯
u
?
u
. (1.31)
Por outro lado, considerando α2 “ B
E
e β2 “ a
E
na Eq.(A.7) (Apêndice A),
temos
ż t
0
u´
3
2 exp
„ˆ
´B
E
˙
u´
´ a
E
¯ 1
u

du “
?
piE
2
?
a
erfc
¨˝a
a
E
` t
b
B
E?
t
‚˛` ?piE
2
?
a
erfc
¨˝a
a
E
´ t
b
B
E?
t
‚˛,
(1.32)
onde erfcp¨q é a função erro complementar (Apêndice B).
Com o propósito de obter a solução da equação diferencial de convecção-difusão
Eq.(1.5), vamos, a partir das Eq.(1.31), Eq.(1.32) e do teorema de convolução de funções
[33, 89] para a transformada de Laplace, resolver a Eq.(1.27). Então, temos
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‚ Resolução de A1
Sejam F psq “ 1
s
e G psq “ exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙
. Note que,
f ptq “ L ´1 tF psqu “ L ´1
"
1
s
*
“ 1
e
g ptq “ L ´1 tG psqu “ L ´1
"
exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
exp
´
´t2U2´x2
4DLt
¯
t
?
t
.
Então, utilizando o teorema de convolução e a Eq.(1.32), obtemos
L ´1
"
1
s
exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
ż t
0
u´
3
2 exp
ˆ´u2U2 ´ x2
4DLu
˙
du
“ x2?DLpi
$’’’’’’&’’’’’’%
?
4DL
?
pi
2
?
x2
exp
˜
´2
d
x2
4DL
d
U2
4DL
¸
erfc
¨˝b
x2
4DL ´ t
b
U2
4DL?
t
‚˛`
?
4DL
?
pi
2
?
x2
exp
˜
2
d
x2
4DL
d
U2
4DL
¸
erfc
¨˝b
x2
4DL ` t
b
U2
4DL?
t
‚˛
,//////.//////-
“ x2?DLpi
$’’&’’%
?
DL
?
pi
x
exp
ˆ
´ Ux2DL
˙
erfc
ˆ
x´ tU
2
?
DLt
˙
`
?
DL
?
pi
x
exp
ˆ
Ux
2DL
˙
erfc
ˆ
x` tU
2
?
DLt
˙
,//.//-
“ 12
"
exp
ˆ
´ Ux2DL
˙
erfc
ˆ
x´ tU
2
?
DLt
˙
` exp
ˆ
Ux
2DL
˙
erfc
ˆ
x` tU
2
?
DLt
˙*
, (1.33)
onde erfcp¨q a função erro complementar [24, 33].
Multiplicando por exp
ˆ
Ux
2DL
˙
ambos os lados da Eq.(1.33), temos
exp
ˆ
Ux
2DL
˙
L ´1
"
1
s
exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
(1.34)
“ 12 exp
ˆ
Ux
2DL
˙"
exp
ˆ
´ Ux2DL
˙
erfc
ˆ
x´ tU
2
?
DLt
˙
` exp
ˆ
Ux
2DL
˙
erfc
ˆ
x` tU
2
?
DLt
˙*
.
‚ Resolução de A2
Sejam F psq “ 1
s´ α e G psq “ exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙
. Note que,
f ptq “ L ´1 tF psqu “ L ´1
"
1
s´ α
*
“ exp pαtq
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e
g ptq “ L ´1 tG psqu “ L ´1
"
exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
exp
´
´t2U2´x2
4DLt
¯
t
?
t
.
Então, utilizando o teorema de convolução e a Eq.(1.32), obtemos
L ´1
"
1
s´ α exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
ż t
0
u´
3
2 exp
ˆ´u2U2 ´ x2
4DLu
˙
expα pt´ uq du
“ x2?DLpi exp pαtq
ż t
0
u´
3
2 exp
ˆ´u2 pU2 ` 4DLαq ´ x2
4DLu
˙
du
“ x exp pαtq2?DLpi
$’’’’’’&’’’’’’%
?
4DL
?
pi
2
?
x2
exp
˜
´2
d
x2
4DL
d
U2 ` 4DLα
4DL
¸
erfc
¨˝b
x2
4DL ´ t
b
U2`4DLα
4DL?
t
‚˛`
?
4DL
?
pi
2
?
x2
exp
˜
2
d
x2
4DL
d
U2 ` 4DLα
4DL
¸
erfc
¨˝b
x2
4DL ` t
b
U2`4DLα
4DL?
t
‚˛
,//////.//////-
“ x exp pαtq2?DLpi
$’’&’’%
?
DL
?
pi
x
exp
ˆ
´x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x´ t?U2 ` 4DLα
2
?
DLt
˙
`
?
DL
?
pi
x
exp
ˆ
x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x` t?U2 ` 4DLα
2
?
DLt
˙
,//.//-
“ exp pαtq2
$’’&’’%
exp
ˆ
´x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x´ t?U2 ` 4DLα
2
?
DLt
˙
` exp
ˆ
x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x` t?U2 ` 4DLα
2
?
DLt
˙
,//.//- . (1.35)
Multiplicando por exp
ˆ
Ux
2DL
˙
1
α ` a ambos os lados da Eq.(1.35), temos
exp
ˆ
Ux
2DL
˙
1
α ` aL
´1
"
1
s´ α exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
(1.36)
“ exp pαtq2 pα ` aq exp
ˆ
Ux
2DL
˙$’’&’’%
exp
ˆ
´x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x´ t?U2 ` 4DLα
2
?
DLt
˙
` exp
ˆ
x
?
U2 ` 4DLα
2DL
˙
erfc
ˆ
x` t?U2 ` 4DLα
2
?
DLt
˙
,//.//- .
‚ Resolução de A3
Sejam F psq “ 1
s` a e G psq “ exp
ˆ
´x
?
U2 ` 4DLs
2DL
˙
. Note que,
f ptq “ L ´1 tF psqu “ L ´1
"
1
s` a
*
“ exp p´atq
e
g ptq “ L ´1 tG psqu “ L ´1
"
exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
exp
´
´ut2U2´x2
4DLt
¯
t
?
t
.
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Então, utilizando o teorema de convolução e a Eq.(1.32), obtemos
L ´1
"
1
s` a exp
ˆ
´x
?
U2 ` 4DLs
DL
˙*
“ x2?DLpi
ż t
0
u´
3
2 exp
ˆ´u2U2 ´ x2
4DLu
˙
expr´a pt´ uqsdu
“ x2?DLpi exp p´atq
ż t
0
u´
3
2 exp
ˆ´u2 pU2 ´ 4DLaq ´ x2
4DLu
˙
du
“ x exp p´atq2?DLpi
$’’’’’’&’’’’’’%
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Multiplicando por ´ 1
α ` a exp
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Ux
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ambos os lados da Eq.(1.37), concluímos
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‚ Resolução de A4 e A5
Sejam f psq “ 1
s´ α e g psq “
1
s` a . Aplicando a transformada de Laplace
inversa em ambos os lados das funções definidas anteriormente, isto é, fpsq e gpsq, temos
f ptq “ L ´1
"
1
s´ α
*
“ exp pαtq e g ptq “ L ´1
"
1
s` a
*
“ exp p´atq. Então, multipli-
cando ambos os lados por ´ exp
˜
´
c
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D
x
¸
1
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˜
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D
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e
exp
˜
´
c
k0 ´ a
D
x
¸
1
pα ` aqL
´1
"
1
s` a
*
“ exp
˜
´
c
k0 ´ a
D
x
¸
1
pα ` aq exp p´atq .
(1.40)
Assim, a partir dos resultados obtidos nas Eq.(1.34), Eq.(1.36), Eq.(1.38),
Eq.(1.39) e Eq.(1.40), obtemos a solução do problema inicial, isto é, da Eq.(1.5), satisfazendo
as condições dadas pela Eq.(1.6),
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fiffiffifl´
´ exp
˜
x
c
k0 ´ a
D
¸
1
α ` a pexp pαtq ´ exp p´atqq , (1.41)
onde os parâmetros são dados por α “
ˆ
k0 ´ a
D
˙
DL ` U
c
k0 ´ a
D
, DL, D ą 0, k0 ě a e
erfcp¨q a função erro complementar.
Vamos agora fazer uma análise gráfica. Para efeitos de cálculos, precisamos de
alguns valores dos parâmetros que emergem da solução dada pela Eq.(1.41). No trabalho
realizado por Pedley [77] e no próprio trabalho de Reuben et al. [83], ambos sugeriram
e fizeram colocações relacionadas ao coeficiente de dispersão axial DL justificando a sua
ordem de grandeza 10´4cm2s´1.
O coeficiente de dispersão axial DL é calculado a partir da expressão
1
Per
“ DL2vRp “ γ1
Dm
2vRp
` γ2, (1.42)
onde
• Per e Rp - são, respectivamente, o número de Peclet e o raio da partícula;
• Dm e v - são, respectivamente, o coeficiente de difusão molecular e a velocidade
intersticial axial;
• γ1 e γ2 são constantes que representam a dependência da porosidade do leito (γ1) e
a turbulência do sistema (γ2).
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Lembrando que dp “ diâmetro “ 2Rp e multiplicando por 2vRp em ambos os
lados da Eq.(2.4), podemos reescrever a equação da seguinte forma
DL “ γ1Dm ` v2Rpγ2 “ γ1Dm ` vdpγ2, (1.43)
onde γ1 “ 0, 45` 0, 55 ε e γ2 “ 0, 5 [90], com ε a porosidade do leito.
A unidade de medida do coeficiente de dispersão axial e do coeficiente de
difusão molecular é dada por cm2 s´1, significando medida da viscosidade cinemática. Por
outro lado a unidade de medida da velocidade é dada por cm s´1 e do diâmetro dado por
cm. Sendo assim, a Eq.(1.43) está bem definida no sentido das unidades de medida [97].
Por outro lado, o coeficiente de difusão molecular Dm é calculado da seguinte
forma [51]
Dm “ 1, 858.10
´3T 3{2
Pσ2iΩD
ˆ
1
MA
` 1
MB
˙1{2
,
onde
• Mi - são as massas moleculares das espécies químicas em fase gasosa (g.gmol´1);
• P e T - são, respectivamente, a pressão e a temperatura do sistema gasoso;
• σi - é o diâmetro de colisão do potencial de Lennard-Jones da espécie química (que
difere se seu diâmetro molecular ou atômico);
• ΩD - é a integral de colisão, parâmetro que expressa a dependência do diâmetro de
colisão com a temperatura.
Além disso, o coeficiente de difusividade do oxigênio D é calculado pela seguinte
expressão [51]
D “ D0e´ ERT ,
onde
• D0 e T - são, respectivamente, a constante independente da temperatura (cm2s´1) e
a temperatura absoluta (K);
• E e R - são, respectivamente, a energia de ativação (Kcal/mol) e a constante dos
gases (erg/grd mol).
Então, para efeito de cálculo, consideramos os seguintes valores: o coefi-
ciente de dispersão axial DL “ 2.0ˆ10´4cm2s´1, a velocidade média do fluxo U “
2.0ˆ10´4cm s´1, k0 “ 0.60ˆ10´4m s´1 o coeficiente de transferência de nutrientes e
a “ 0.50ˆ10´4m s´1 [5, 91]. Também consideramos o coeficiente de difusividade do
oxigênio D “ 0.9ˆ10´5cm2 s´1, porém outros valores como: D “ 1.24ˆ10´5cm2 s´1,
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D “ 1.62ˆ10´5cm2 s´1 e D “ 0.8ˆ10´5cm2 s´1 podem serem encontrados em [51]. Com
objetivo de observar o comportamento da solução analítica no gráfico, fixamos o tempo
t “ 30s.
Figura 4 – Solução analítica da EDP de ordem inteira
0 10 20 30 40 50 60 70 80 90
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x(cm)
C/
C 1
 
(T
ax
a d
e S
ed
im
en
t. d
e E
ri.)
 
 
t = 30 s
Fonte: Produzido via software MATLAB, adaptado de [91] .
A solução analítica Eq.(1.41) do modelo matemático Eq.(1.5), não oferece
informações a respeito de parâmetros que influenciam diretamente nos resultados da ESR,
como: faixa etária, fumantes, hipertensos, pessoas que sofrem de diabete, colesterol, artrite,
anemia, dentre outros. Alguns fatores analíticos, como inclinação do tubo, vibrações
externas e outros, em relação à temperatura, não foram citados, pois estão diretamente
ligados ao cálculo dos valores do coeficiente de difusão axial DL e do coeficiente de
difusividade do oxigênio D.
No gráfico acima, isto é, na Figura 4, o eixo x representa o espaço e o eixo y
(vertical) representa a concentração de nutrientes no sangue. Fixamos um determinado
intervalo 0 ď x ď 90, podendo ser estendido. Se o intervalo fosse estendido para 0 ď x ď 250
ou em qualquer outro intervalo; a primeira característica representativa é que para x ě 87,
o nível C{C1 permaneceria sobre o eixo x, isto é, C{C1 Ñ 0. Então é interessante neste
contexto, fazermos a análise apenas no intervalo 0 ď x ď 90.
Note que, à medida que x (espaço) aumenta, o valor de C{C1 (concentração de
nutrientes) decresce, isto é, quando nos movemos para a extremidade da artéria (x ‰ 0),
a concentração de soluto diminui. Diminuindo a concentração de soluto, significa que
as células não são eficientes ao ponto de obter uma nutrição, desta forma a eficácia do
transporte de nutrientes perto da artéria é maior em relação à extremidade.
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Como pode-se notar, ocorre uma variação na concentração de soluto, com
isso a concentração de nutrientes se reduz consideravelmente no sangue sendo preciso o
fornecimento de glicose. Uma vez que o fornecimento de glicose é transportado por difusão
facilitada, através de proteínas transportadoras, presentes na membrana plasmática da
região de maior concentração para a região de menor concentração, é possível progredir,
pois é a principal fonte de energia celular. O que fizemos aqui é observar a concentração
de nutrientes no sangue no intervalo 0 ď x ď 90, a fim de compreender de forma completa
a sedimentação dos eritrócitos.
1.4 Avaliando a Solução Analítica: U “ 0
Nesta seção, reescrevemos a solução analítica Eq.(1.41) da equação diferencial
de convecção-difusão Eq.(1.5) proposta no início do capítulo, para uma velocidade média
igual a zero, isto é apenas difusão. Apresentamos o gráfico correspondente, que foi elaborado
através do uso do software MATLAB 7:10 (R2010a).
Considerando a velocidade média U “ 0 na equação diferencial de convecção-
difusão Eq.(1.5), nos restringimos apenas a uma equação difusiva e consequentemente a
solução analítica Eq.(1.41) será reescrita. Então, temos
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Salientamos que os parâmetros D e DL são constantes positivas e k0 ě a como
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convenientemente impostas e α “
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(1.44)
onde erfcp¨q é a função erro complementar.
Para a elaboração do gráfico a seguir, consideramos os seguintes valores: o
coeficiente de dispersão axial DL “ 4.8ˆ 10´4cm2 s´1 [90], o coeficiente de difusividade
do oxigênio D “ 9.8 ˆ 10´5cm2 s´1 [51], o coeficiente de transferência de nutrientes
k0 “ 1.5ˆ 10´4m s´1 e a “ ´0.005ˆ 10´4m s´1 [5], também fixamos um tempo t “ 15 s.
Por fim, fixamos um determinado intervalo 0 ď x ď 4, podendo ser estendido.
Figura 5 – Solução analítica da EDP de ordem inteira: U “ 0.
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t = 15 s
Fonte: Produzido via software MATLAB pelo próprio autor.
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No gráfico, isto é, na Figura 5, o eixo x representa o espaço e o eixo y representa
a concentração de nutrientes no sangue.
Em resumo, concluímos o Capítulo 1 com a solução analítica da Eq.(1.5) quando
U ‰ 0 Eq.(1.41) e com a apresentação do seu respectivo gráfico. Uma vez que, temos como
principal objetivo propor e discutir uma equação diferencial de difusão tempo-fracionária
no Capítulo 4, bem como recuperar a clássica equação com derivada de ordem inteira,
precisamos de alguns conceitos importantes sobre cálculo fracionário. No Capítulo 2,
introduzimos um novo operador de diferenciação fracionário denominado ψ´Hilfer [115],
em particular, recuperamos, como casos particulares, alguns operadores já existentes,
bem como apresentamos e discutimos, para esse novo operador, teoremas, propriedades,
exemplos e aplicações.
41
2 Cálculo Fracionário
Leibniz formulou uma questão envolvendo uma possível generalização da derivada de
ordem inteira para uma ordem, em princípio, arbitrária. `’Hospital devolveu a pergunta a
Leibniz, questionando-o no caso particular em que a ordem da derivada fosse meio. Em
uma audaciosa e profética resposta, Leibniz apresenta o resultado e afirma: isto é,
aparentemente, um paradoxo que um dia vai gerar várias consequências importantes.
Assim tem início o Cálculo Fracionário.
O cálculo diferencial e integral de ordem inteira desenvolvido por G. W. Leibniz
(1646-1716) e I. Newton (1643-1727) foi uma importante descoberta na matemática, sendo
aplicável em diversas áreas, dentre elas física, biologia, engenharia. Mas algo intrigante e
interessante aos matemáticos da época ainda estava por vir. Em 1695, `’Hospital por meio
de uma carta pergunta a Leibniz, sobre a possibilidade de estender o significado de uma
derivada de ordem inteira dny{dxn, quando a ordem é uma fração? Essa pergunta, iniciava
uma nova história do cálculo, o assim chamado cálculo de ordem não inteira, denominado
usualmente, cálculo fracionário [63, 64, 65].
O cálculo de ordem não inteira ou cálculo fracionário, como é amplamente
difundido, é tão importante e antigo quanto o cálculo de ordem inteira e, durante muitos
anos, a comunidade científica não se deu conta de sua importância. Assim, depois de 279
anos, quase três séculos depois do início de uma história que revolucionaria o cálculo de
ordem inteira, em 1974, a primeira conferência internacional sobre cálculo fracionário e
suas aplicações foi realizada na Universidade de New Haven [84].
O trabalho pioneiro do cálculo fracionário que trata de derivada fracionária,
que hoje é denominada de derivada fracionária de Riemann´Liouville, foi escrito por
Sonin, em 1869, por meio da fórmula integral de Cauchy para a derivada de ordem n de
uma função analítica [96]. São exatamente 148 anos, desde a unificação das derivadas de
Riemann e Liouville [60].
O tema cálculo fracionário é atualmente um dos mais estudados, não apenas
por matemáticos, mas por investigadores de física, química, engenharia, dentre outros, por
suas inúmeras aplicações na modelagem de fenômenos reais. De fato, ao considerarmos
derivadas de ordem não inteira, conseguimos, em alguns estudos, adequar melhor o modelo
teórico aos dados experimentais, prevendo, assim, melhor a dinâmica futura do processo
[29, 34, 36, 47, 55, 60, 69]. Um problema que surge neste estudo são as inúmeras definições
de operadores fracionários, e com isso a escolha do melhor operador para o caso em estudo.
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Uma maneira de ultrapassar este problema é considerar definições mais gerais, onde as
usuais são casos particulares. Nesse sentido, atualmente, existem três ramificações de
derivadas fracionárias: as derivadas fracionárias com núcleo singular, são as derivadas
fracionárias "tradicionais" ou frutos delas, isto é, por exemplo, as derivadas de Riemann-
Liouville e de Caputo. Por outro lado, recentemente, surgiram duas novas classes de
derivadas fracionárias, as derivadas com núcleo não singular e as derivadas fracionárias
por meio de limites, ditas locais.
Existem inúmeras formulações de derivadas fracionárias com núcleo singular até
esta data, entre as quais mencionamos: Riemann-Liouville, Caputo, Hadamard, Caputo-
Hadamard, Riesz, Hilfer, Hilfer-Prabhakar, ψ´Caputo, ψ´Riemann-Liouville, dentre
outras [6, 27, 60, 109, 115]. A maioria dessas derivadas são definidas por meio da integral
fracionária de Riemann-Liouville. De fato, é possível definir uma vasta classe de derivadas
fracionárias, e cada derivada possui suas propriedades e peculiaridades. No entanto, com o
vasto número de definições, uma maneira de ultrapassar este problema, é propor integrais e
derivadas fracionárias mais gerais, onde as usuais são casos particulares, e ao mesmo tempo,
que possibilite modelar um determinado problema físico e que forneça resultados mais
precisos, condizentes com a realidade, tem sido um dos principais objetivos de inúmeros
pesquisadores. Recentemente, Sousa e Oliveira [115], introduziram a chamada derivada
fracionária ψ´Hilfer, dependendo de um parâmetro tipo β, com respeito a outra função
ψ. Para determinadas escolhas deste parâmetro e da função, obtemos as usuais derivadas
fracionárias, como mencionadas acima, dentre outras.
Utilizar derivadas fracionárias em sistemas de equações diferenciais, tem sido
de grande aplicabilidade em modelos matemáticos, envolvendo problemas de dinâmica
populacional, taxa de sedimentação de eritrócitos, dentre outros [6, 109, 111]. Além
disso, estudar a existência, unicidade, estabilidade, dependência contínua, atratividade
de soluções do problema do tipo Cauchy não linear, têm sido de grande valor e vem
ganhando força, ao longo do tempo [27, 60, 104, 108, 110]. Por outro lado, a integral
fracionária ψ´Riemann-Liouville, possibilita aplicações que envolvem desigualdades, isto
é, desigualdade de Gronwall, fundamental no estudo de existência, unicidade e estabilidade
de soluções do problema de Cauchy; a desigualdade de Grüss, a desigualdade inversa de
Minkowski, dentre outras [31, 114, 117]. Nota-se que, aplicações de derivadas e integrais
fracionárias, são inúmeras e ao passar do tempo, com as formulações atuais, e com as
possíveis novas que venham a surgir, o cálculo fracionário se enriquece e ganha força.
A pergunta natural que surge: será que essas derivadas fracionárias, com o
núcleo singular, são as únicas que podem ser consideradas realmente fracionárias? Será
que existe outro ramo da matemática, em particular do cálculo fracionário, que ainda
não foi descoberto? Renomados pesquisadores opinam sobre as possíveis formulações que,
recentemente, ganham mais espaço na comunidade científica [93, 94].
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Em meados de 2014, Khalil et al. [59], propuseram a assim chamada derivada
fracionária compatível de ordem α, 0 ă α ă 1, que generaliza as propriedades clássicas do
cálculo de ordem inteira. No entanto, alguns pesquisadores não a consideram como uma
derivada fracionária, apenas uma derivada de ordem inteira com uma mudança de escala.
No mesmo ano, Katugampola [58], também propôs uma derivada fracionária alternativa
com propriedades clássicas, que se refere ao cálculo de Leibniz e Newton, semelhante a
derivada fracionária compatível. No ano seguinte, Abdeljawad [1], realizou um trabalho
intitulado "On conformable fractional calculus". Desde então, existe um vasto número
de derivadas fracionárias introduzidas por meio de limite, dentre as quais mencionamos
as mais recentes, M -derivada, derivada truncada M -fracionária, derivada α-diferenciável,
dentre outras [3, 4, 7, 9, 12, 23, 103, 105, 113].
Um meio de tentar suprir uma parte dessa classe de derivadas fracionárias
locais, é propor derivadas fracionárias mais gerais, onde as usuais são casos particulares.
Então, em meados de 2017, Sousa e Oliveira [112], introduziram a derivada V´fracionária
truncada que unifica outras cinco derivadas fracionárias locais, pioneiras do cálculo fracio-
nário compatível, dentre as quais: a derivada fracionária compatível, derivada alternativa,
derivada fracionária alternativa truncada, M´derivada e a derivada M´fracionária trun-
cada. Este desenvolvimento, puramente teórico, foi o que possibilitou a enorme gama de
aplicações em problemas advindos das derivadas fracionárias ditas locais, dentre essas apli-
cações, mencionamos: equação do calor, equação da onda, problemas de cálculo variacional,
expansão da fórmula de Taylor, dentre outras [38, 103, 106, 113, 124].
Conforme mencionado, o número de formulações apresentadas de derivadas
fracionárias com núcleo singular ou por meio de limite, é considerável, no entanto, não torna
possível sanar a diversidade de problemas existentes. Algumas queixas foram feitas para a
expressão matemática um pouco complicada das definições das derivadas fracionárias até
então apresentadas e as complicações encontradas nas soluções das equações diferenciais de
ordem fracionária. Nesse sentido, Caputo e Fabrício [28], propuseram uma nova derivada
fracionária com núcleo não singular, admitindo duas representações diferentes, para as
variáveis temporal e espacial. O interesse por esta nova abordagem, é devido à necessidade de
usar um modelo que descreva o comportamento de materiais viscoelásticos clássicos, meios
térmicos, sistemas eletromagnéticos, dentre outros. No mesmo trabalho, Caputo e Fabrício
propuseram uma nova derivada fracionária não local capaz de descrever heterogeneidades
de materiais e estruturas com diferentes escalas, que não podem ser bem escritas pelas
teorias clássicas [28]. Outras formulações de derivadas fracionárias com núcleo não singular
e aplicações, podem ser encontradas nas referências [8, 10, 25, 103].
A motivação para escrever este capítulo, parte da derivada fracionária ψ´Hilfer
de ordem n´ 1 ă α ă n e tipo 0 ď β ď 1. Apresentamos uma breve introdução ao cálculo
fracionário direcionado à mais recente definição de derivada fracionária, denominada
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ψ´Hilfer e da integral fracionária ψ´Riemann-Liouville com respeito a outra função ψ,
bem como seus respectivos casos particulares, isto é, a derivada fracionária de Caputo
e Riemann-Liouville e seus espaços de funções, nos quais são definidos tais operadores.
Embora apresentamos algumas formulações de derivadas fracionárias, o particular intuito
reside na derivada no sentido de Caputo, por estar diretamente relacionada ao trabalho.
Apresentamos algumas propriedades e teoremas importantes, em particular, envolvendo as
funções de Mittag-Leffler e a função de Wright, as quais são fundamentais nas soluções
de equações diferenciais fracionárias. Calculamos a transformada de Laplace da derivada
de Caputo e apresentamos alguns resultados que relacionam as derivadas: ψ´Caputo,
ψ´Hilfer e ψ´Riemann-Liouville, bem como a regra de Leibniz para a derivada fracionária
de Caputo. Para finalizar o capítulo, apresentamos algumas aplicações através da derivada
fracionária no sentido de Riemann-Liouville e da derivada fracionária no sentido de Caputo,
visto serem as ferramentas utilizadas na discussão do problema fracionário, associado ao
modelo ESR [111].
2.1 Espaços de Funções
Seja Ω um conjunto mensurável com 1 ď p ă 8. Denotamos por LppΩq o
espaço das funções p´integráveis no sentido de Lebesgue, dado por [60],
Lp pΩq “
"
f : Ω Ñ R :
ż
Ω
|f ptq|p dt ă 8
*
,
munido da norma
}f}p “
ˆż
Ω
|f ptq|p dt
˙ 1
p
.
Por outro lado, o espaço L8pΩq das funções reais mensuráveis limitadas, é
dado por,
L8 pΩq “
"
f : Ω Ñ R : sup
tPΩ
|f ptq|p ă 8
*
,
munido da norma
}f}8 “ sup
tPΩ
|f ptq|p .
Sejam ra, bs p0 ă a ă b ă 8q um intervalo finito sobre o semieixo R` e
Cpra, bs,Rq, ACnpra, bs,Rq, Cnpra, bs,Rq, o espaço das funções contínuas, absolutamente
contínuas n´vezes, diferenciavelmente contínuas n´vezes sobre ra, bs, respectivamente.
O espaço das funções contínuas f sobre ra, bs tem a norma definida por [60]
}f}Cra,bs “ max
tPra,bs
|f ptq| .
Por outro lado, o espaço das funções absolutamente contínuas n´vezes é dado
por
ACn ra, bs “  f : ra, bs Ñ R; f pn´1q P AC pra, bsq( .
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O espaço ponderado Cγ,ψpra, bs,Rq das funções f sobre pa, bs é definido por
Cγ;ψ ra, bs “ tf : pa, bs Ñ R; pψ ptq ´ ψ paqqγ f ptq P C ra, bsu , 0 ď γ ă 1
com a norma
}f}Cγ;ψra,bs “ }pψ ptq ´ ψ paqqγ f ptq}Cra,bs “ maxtPra,bs |pψ ptq ´ ψ paqq
γ f ptq| .
O espaço ponderado Cnγ;ψpra, bs,Rq das funções f sobre pa, bs é definido por
Cnγ;ψ ra, bs “
 
f : pa, bs Ñ R; f ptq P Cn´1 ra, bs ; f pnq ptq P Cγ;ψ ra, bs
(
, 0 ď γ ă 1
com a norma
}f}Cn
γ;ψra,bs “
n´1ÿ
k“0
››f pkq››
Cra,bs `
››f pnq››
Cγ;ψra,bs .
Para n “ 0, temos, C0γ,ψpra, bs,Rq “ Cγ,ψpra, bs ,Rq.
Note que, Cnγ;ψpa, bq Ă ACnra, bs e Cnγ1;ψra, bs Ă Cnγ2;ψra, bs com 0 ď γ1 ă γ2 ă 1.
Definição 2.1. [115] Sejam 0 ă α ă 1 e 0 ď β ď 1. O espaço ponderado Cα,βγ;ψ pra, bs,Rq é
definido por
Cα,βγ;ψ ra, bs “
!
f P Cγ;ψ ra, bs : HDα,β;ψa` f P Cγ;ψ ra, bs
)
,
com γ “ α ` β p1´ αq.
Definição 2.2. Seja 0 ď γ ă 1. O espaço ponderado C1´γγ;ψ ra, bs é definido por
C1´γγ;ψ ra, bs “
!
f P Cγ;ψ ra, bs : HD1´γ;ψa` f P Cγ;ψ ra, bs
)
,
com γ “ α ` β p1´ αq.
Note que, das Definições 2.1 e 2.2 concluímos C1´γγ;ψ ra, bs Ă Cα,βγ;ψ ra, bs [115].
2.2 Integral Fracionária ψ´Riemann-Liouville
Nesta seção, definimos a integral fracionária ψ´Riemann-Liouville à esquerda
e apresentamos alguns casos particulares, isto é, Riemann-Liouville, Riemann, Liouville
e Hadamard. Por outro lado, introduzimos a função Φα;ψp¨q, que contém como caso
particular, a função de Gel’fand-Shilov e discutimos propriedades fundamentais para a
integral fracionária ψ´Riemann-Liouville, dentre as quais: linearidade, semigrupo, um
resultado que possibilita obter uma classe de funções e seus respectivos casos particulares.
Calculamos a transformada de Laplace da integral fracionária de Riemann-Liouville e
apresentamos alguns resultados que envolvem as funções de Mittag-Leffler e de Wright. Para
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finalizar, discutimos por meio de um exemplo, o cálculo da integral fracionária ψ´Riemann-
Liouville da função potência generalizada pψptq ´ ψpaqqδ´1, δ ą 0 com respeito a outra
função e alguns casos particulares.
O cálculo fracionário, ao longo do tempo, tornou-se uma ferramenta importante
para o desenvolvimento de novos conceitos matemáticos tanto no sentido teórico, como
no sentido prático. Até agora, há uma grande variedade de operadores fracionários, no
sentido integral e diferencial. No entanto, os problemas naturais tornam-se cada vez mais
complexos e certos operadores fracionários apresentados com o núcleo específico estão
restritos a certos problemas. Então, foi proposta uma integral fracionária com respeito a
outra função, isto é, a uma função ψ, tornando essa integral geral, no sentido de que é
suficiente escolher uma função ψ, para que se obtenha uma integral fracionária já existente.
Então, iniciamos esta seção com a definição da integral fracionária ψ´Riemann-
Liouville com respeito a outra função ψ.
Definição 2.3. [60] Sejam pa, bq p´8 ď a ă b ď 8q um intervalo finito ou infinito da
reta real, R e α ą 0. Sejam ψptq uma função crescente e monótona positiva sobre pa, bs,
com a derivada contínua ψ1ptq sobre pa, bq. A integral fracionária à esquerda de uma função
f , de ordem α, com respeito a outra função ψ sobre ra, bs é dada por
Iα;ψa` f ptq :“ 1Γ pαq
ż t
a
ψ1 pτq pψ ptq ´ ψ pτqqα´1 f pτq dτ. (2.1)
A integral fracionária ψ´Riemann-Liouville à direita define-se de modo análogo.
A seguir, apresentamos algumas integrais fracionárias como casos particulares
da integral fracionária Iα;ψa` p¨q, a partir da escolha da função ψptq.1
Com a escolha de ψptq “ t e substituindo na Eq.(2.1), obtemos a integral
fracionária de Riemann-Liouville.
Definição 2.4. [60] Seja ra, bs p´8 ă a ă b ă 8q um intervalo finito sobre o eixo real R.
A integral fracionária de Riemann-Liouville à esquerda de ordem α, com α ą 0, é definida
por
RLIαa`f ptq :“ 1Γ pαq
ż t
a
pt´ τqα´1 f pτq dτ, t ą a. (2.2)
A integral fracionária de Riemann-Liouville à direita define-se de modo análogo.
A partir desta, apresentamos casos particulares.
Visto que, o limite inferior é um valor arbitrário, então escolhendo a função
ψptq “ t e a “ ´8, substituindo na Eq.(2.1), obtemos a integral fracionária de Liouville,
1 Toda vez que mencionar a função f no texto, será sob as condições da Definição 2.3.
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dada por
LI
α
`f ptq “ 1Γ pαq
ż t
´8
pt´ τqα´1 f pτq dτ .
Para ψptq “ t e a “ ξ, substituindo na Eq.(2.1), obtemos a integral fracionária
de Riemann, dada por
RI
α
`f ptq “ 1Γ pαq
ż t
ξ
pt´ τqα´1 f pτq dτ, t ą ξ.
Por outro lado, escolhendo ψptq “ ln t e substituindo na Eq.(2.1), obtemos a
integral fracionária de Hadamard, dada por
HIαa`f ptq “ 1Γ pαq
ż t
a
1
τ
ˆ
ln t
τ
˙α´1
f pτq dτ.
Em particular, considerando a “ 0 na Eq.(2.2), podemos reescrever a integral
fracionária de Riemann´Liouville da seguinte forma
Iαf ptq “ RLIα0`f ptq :“ 1Γ pαq
ż t
0
pt´ τqα´1 f pτq dτ. (2.3)
Neste trabalho limitamo-nos a trabalhar com a integral fracionária de Riemann-
Liouville, porém existem outras formulações de integrais fracionárias na literatura das
quais mencionamos as integrais fracionárias do tipo: Erdélyi-Kober, Weyl, Katugampola,
Prabhakar, dentre outras [27, 37, 59, 60, 78]. Tais formulações de integrais fracionárias,
são casos particulares da integral fracionária ψ´Riemann-Liouville, e para uma leitura
mais detalhada, sugerimos as seguintes referências [60, 115].
2.2.1 Teoremas e Propriedades
Considere a seguinte função, fundamental para a propriedade de semigrupo,
Φα;ψ ptq “
$&%
ψptqα´1
Γ pαq , t ą 0,
0 , t ď 0,
(2.4)
onde ψp¨q é um função crescente e monótona positiva e 0 ă α ă 1. Em particular, para
ψptq “ t na Eq.(2.4), obtemos a função de Gel’fand-Shilov [74].
Utilizando a definição do produto de convolução de funções [33] e a função
dada pela Eq.(2.4), temos
Φα;ψ ptq ˚ g ptq “
ż t
0
g pt´ τqΦα pτq dτ
“ 1
Γ pαq
ż t
0
pψptq ´ ψpτqqα´1 g pτq dτ. (2.5)
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Escolhendo gptq “ ψ1ptqfptq e substituindo na Eq.(2.5), obtemos
Φα;ψ ptq ˚ pψ1ptqfptqq “ 1
Γ pαq
ż t
0
ψ1pτq pψptq ´ ψpτqqα´1 fpτqdτ
“ Iα;ψ0` fptq. (2.6)
Por outro lado, para ψptq “ t na Eq.(2.6), obtemos a seguinte convolução e
consequentemente, a integral fracionária de Riemann-Liouville
Φα ptq ˚ pfptqq “ 1
Γ pαq
ż t
0
pt´ τqα´1 fpτqdτ
“ Iα0`fptq.
Para os resultados apresentados a seguir, faremos uso da integral fracionária
ψ´Riemann-Liouville, e como casos particulares, serão apresentados apenas, para as
integrais fracionárias de Riemann-Liouville e de Hadamard.
Propriedade 2.1. (Linearidade) Sejam f, g P L1pra, bs ,Rq tais que existam as integrais
fracionárias Iα;ψa` fp¨q e Iα;ψa` gp¨q com α ą 0. Se β, γ P R com β ą 0, γ ą 0, então
Iα;ψa` pβf ptq ` λg ptqq “ βIα;ψa` f ptq ` λIα;ψa` g ptq . (2.7)
Demonstração. Veja [60].
Mencionamos, como já acenado, os casos particulares.
1. Escolhendo ψptq “ t e substituindo na Eq.(2.7), obtemos a linearidade para a integral
fracionária de Riemann-Liouville [60];
2. Para ψptq “ ln t, a “ 1 e substituindo na Eq.(2.7), obtemos a linearidade para a
integral fracionária de Hadamard [60];
3. A partir da escolha de outra função ψptq; é possível obter tal propriedade para sua
respectiva integral fracionária [60].
Propriedade 2.2. (Semigrupo) Sejam Iα;ψa` p¨q e Iβ;ψa` p¨q integrais fracionárias ψ´Riemann-
Liouville de ordem α e β, respectivamente, com α ą 0, β ą 0, então
Iα;ψa` I
β;ψ
a` “ Iβ;ψa` Iα;ψa` “ Iβ`α;ψa` . (2.8)
Demonstração. Veja [60].
Aqui, também, como mencionados, apresentamos os casos particulares.
1. Escolhendo ψptq “ t e substituindo na Eq.(2.8), obtemos a propriedade de semigrupo
para a integral fracionária de Riemann-Liouville [57];
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2. Para ψptq “ tρ, e substituindo na Eq.(2.8), obtemos a propriedade de semigrupo
para a integral fracionária de Katugampola [115];
3. A partir da escolha de outra função ψptq; é possível obter tal propriedade para sua
respectiva integral fracionária [115].
Obter a integral fracionária Eq.(2.1) não é tarefa fácil e muito menos simples,
pelas dificuldades encontradas em seu núcleo. Por outro lado, o Teorema 2.1 a seguir, é
um exemplo que podemos desenvolver através desse núcleo, uma vasta classe de funções.
Teorema 2.1. Sejam fptq P L1ppa,8q,Rq e ψptq uma função crescente e monótona
positiva tal que exista o operador Iα;ψa` fptq com α ą 0 e t ą a, então
Iα;ψa` rψptqptqs “ ψptqIα;ψa` fptq ´ αIα`1;ψa` fptq.
Demonstração. De fato, a partir da definição de integral ψ´Riemann-Liouville Eq.(2.1) e
reescrevendo ψpτqfpτq “ rψptq ´ pψptq ´ ψpτqqsfpτq, temos
Iα;ψa` rψ ptq f ptqs “ 1Γ pαq
ż t
a
ψ1 pτq pψ ptq ´ ψ pτqqα´1 rψ pτq f pτqs dτ
“ 1
Γ pαq
ż t
a
ψ1 pτq pψ ptq ´ ψ pτqqα´1 ψ pτq f pτq dτ
´ 1
Γ pαq
ż t
a
ψ1 pτq pψ ptq ´ ψ pτqqα´1 pψ ptq ´ ψ pτqq f pτq dτ
“ ψ ptq Iα;ψa` f ptq ´ αIα`1;ψa` f ptq ,
que é o resultado desejado.
Calculamos a transformada de Laplace da integral fracionária de Riemann-
Liouville através do Teorema 2.2, a seguir.
Teorema 2.2. Seja f P L1pp0,8q ,Rq tal que exista a integral fracionária Iα0`fp¨q com
α ą 0, então
L rIα0`f ptqs “ F psqsα ,
onde s ą 0 e F psq é a transformada de Laplace da função fptq.
Demonstração. Veja [95].
Para finalizar, apresentamos a integral fracionária de Riemann-Liouville de
ordem α da função de Mittag-Leffler de dois parâmetros e da função de Wright (Apêndice C
e Apêndice D), através dos Teorema 2.3 e Teorema 2.4, a seguir.
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Teorema 2.3. Suponha α ą 0, β ą 0, γ ą 0 e b P R. Então, usando a representação em
série e a integral fracionária de Riemann-Liouville, temos
Iα0`t
γ´1Eβ,γ
`
btβ
˘ “ tα`γ´1Eβ,α`γ `btβ˘ , (2.9)
onde Ep,qp¨q é a função de Mittag-Leffler de dois parâmetros.
Em particular, se b ‰ 0 e α “ β, temos
Iα0`t
γ´1Eα,γ pbtαq “ t
γ´1
b
ˆ
Eα,γ pbtαq ´ 1
Γ pγq
˙
.
Demonstração. Veja [47, 74].
Teorema 2.4. Suponha β ą ´1, γ P R, α ą 0 e b P R. Então, usando a representação
em série e a integral fracionária de Riemann-Liouville, temos
Iα0`t
γ´1Wβ,γ
`
btβ
˘ “ tα`γ´1Wβ,α`γ `btβ˘ ,
onde Wp,qp¨q é a função de Wright.
Demonstração. Veja [47].
2.2.2 Caso particular. Potência.
Devido a importância neste trabalho, destacamos explicitamente o cálculo da
integral de uma potência.
Sejam α ą 0 e δ ą 0. Se fpxq “ pψ pxq ´ ψ paqqδ´1, então
Iα;ψa` fptq “ Γ pδqΓ pα ` δq pψ ptq ´ ψ paqq
α`δ´1 .
Mencionamos, como já acenado, os casos particulares: ψptq “ t e ψptq “ ln t.
1. Tomando ψptq “ t, temos Iα0`fptq “ Γ pδqΓ pα ` δqt
α`δ´1.
2. Para ψptq “ ln t, temos Iα1`fptq “ Γ pδqΓ pα ` δqpln tq
α`δ´1.
2.3 Derivada Fracionária ψ´Hilfer
Nesta seção, introduzimos a derivada fracionária ψ´Hilfer à esquerda e apre-
sentamos alguns casos particulares, das quais mencionamos as derivadas fracionárias:
ψ´Riemann-Liouville, ψ´Caputo, Riemann-Liouville e Caputo. Discutimos propriedades
para a derivada fracionária ψ´Hilfer como: linearidade, identidade e seus respectivos casos
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particulares. Por outro lado, exibimos um teorema, com algumas condições convenientes,
que garante a lei dos expoentes, para a derivada fracionária de Caputo e apresentamos
o cálculo da respectiva transformada de Laplace. Calculamos a derivada de Caputo da
função de Mittag-Leffler de dois parâmetros e da função de Wright, ambas fundamentais na
solução de equações diferenciais fracionárias. Para finalizar, apresentamos outros resultados
envolvendo a derivada fracionária ψ´Hilfer e alguns exemplos.
Ao longo da tese, os resultados obtidos serão por meio da derivada fracionária
de Caputo, a qual é mais adequada para o tipo de problema que vamos abordar. No
entanto, para enriquecer a tese, neste capítulo, a derivada principal do trabalho é a derivada
fracionária ψ´Hilfer [115], por ser um operador geral que contém uma classe de derivadas
fracionárias existentes, em particular, a derivada fracionária de Caputo.
A motivação para introduzirmos a derivada fracionária ψ´Hilfer, parte da
definição de derivada fracionária de Hilfer e da definição da integral fracionária ψ´Riemann-
Liouville, conforme Eq.(2.1).
Definição 2.5. Sejam n ´ 1 ă α ă n com n P N, I “ ra, bs um intervalo tal que
´8 ď a ă b ď 8 e f, ψ P Cnpra, bs,Rq duas funções tais que ψ é crescente e ψ1ptq ‰ 0,
para todo t P I. A derivada fracionária ψ´Hilfer à esquerda HDα,β;ψa` p¨q de ordem α e tipo
0 ď β ď 1, é definida por
HDα,β;ψa` f ptq “ Iβpn´αq;ψa`
ˆ
1
ψ1 ptq
d
dt
˙n
I
p1´βqpn´αq;ψ
a` f ptq . (2.10)
A derivada fracionária ψ´Hilfer Eq.(2.10), pode ser escrita da seguinte forma
HDα,β;ψa` f ptq “ Iγ´α;ψa` Dγ;ψa` f ptq (2.11)
com γ “ α ` β pn´ αq, Iγ´α;ψa` p¨q dado pela Eq.(2.1) e Dγ;ψa` p¨q a derivada fracionária
ψ´Riemann-Liouville. A definição da derivada fracionária ψ´Hilfer à direita, define-se
de modo análogo.
Tomando o limite αÑ n´, n P N, em ambos os lados da Eq.(2.10), obtemos
Dnf pxq “ lim
αÑn´
HDα,β;ψa` f ptq ,
isto é, a enésima derivada.
Da mesma forma que é possível obter uma classe de integrais fracionárias para
a Eq.(2.1), como visto na seção anterior; nesta seção mostramos que também é possível,
obter uma classe de derivadas fracionárias, a partir da escolha da função ψp¨q e dos limites,
β Ñ 1 ou β Ñ 0. Apresentamos aqui, apenas as derivadas fracionárias: ψ´Riemann-
Liouville, ψ´Caputo, Riemmann-Liouville e Caputo. Para outras formulações de derivadas
fracionárias e uma leitura mais detalhada, sugerimos as referências [6, 60, 115].
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Tomando o limite β Ñ 0, em ambos os lados da Eq.(2.10), obtemos a derivada
fracionária ψ´Riemann-Liouville à esquerda, dada por
Dα;ψa` f ptq “
ˆ
1
ψ1 ptq
d
dt
˙n
In´α;ψa` f ptq , (2.12)
onde In´α;ψa` p¨q, é a integral fracionária ψ´Riemann-Liouville de ordem n´ α, n P N, dada
pela Eq.(2.1) [60].
Tomando o limite β Ñ 1, em ambos os lados da Eq.(2.10), obtemos a derivada
fracionária ψ´Caputo à esquerda, dada por
CDα;ψa` f ptq “ In´α;ψa`
ˆ
1
ψ1 ptq
d
dt
˙n
f ptq , (2.13)
onde In´α;ψa` p¨q, é a integral fracionária ψ´Riemann-Liouville de ordem n´ α dada pela
Eq.(2.1) [6].
Por outro lado, para ψptq “ t e tomando o limite β Ñ 0, em ambos os lados da
Eq.(2.10), obtemos a derivada fracionária de Riemann-Liouville à esquerda, dada por
Dαa`f ptq “
ˆ
d
dt
˙n
In´αa` f ptq , (2.14)
onde In´αa` p¨q, é a integral fracionária de Riemann-Liouville de ordem n ´ α dada pela
Eq.(2.3) [60].
Além disso, para ψptq “ t e tomando o limite β Ñ 1, em ambos os lados da
Eq.(2.10), obtemos a derivada fracionária de Caputo à esquerda, dada por
CDαa`f ptq “ In´αa`
ˆ
d
dt
˙n
f ptq , (2.15)
onde In´αa` p¨q, é a integral fracionária de Riemann-Liouville de ordem n ´ α dada pela
Eq.(2.3) [60]. Em particular, para α “ 0, temos D0a` “ I, onde I é o operador identidade.
Para as definições das respectivas derivadas fracionárias à direita, isto é, das
Eq.(2.12), Eq.(2.13), Eq.(2.14) e Eq.(2.15), sugerimos as referências [6, 60, 115].
A definição de derivada fracionária no sentido de Caputo é mais restritiva que a
definição de derivada fracionária no sentido de Riemann-Liouville, visto que esta necessita
da integral da derivada de ordem n da função. Uma vez que utilizamos a transformada de
Laplace envolvendo esta derivada, isto é, de Caputo, temos condições iniciais de ordem
inteira, o que é conveniente para a resolução de um problema físico. Por outro lado, não
se pode afirmar o mesmo quando utilizamos a transformada de Laplace na derivada de
Riemman-Liouville, pois as condições iniciais necessitadas são de ordem não inteira.
O campo do cálculo fracionário é amplo e suas aplicações são diversas em várias
áreas como na física, na biologia, na engenharia, na medicina, dentre outras. Devido a
essas aplicações e contribuições, existem outras definições que não serão definidas aqui,
dentre estas, as formulações de: Grünwald-Letnikov, Weyl, Hadamard e Riesz [27].
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2.3.1 Teoremas e Propriedades
Os resultados apresentados a seguir, serão realizados somente para a derivada
fracionária ψ´Hilfer à esquerda. Os mesmos resultados à direita, podem ser encontrados
nas referências citadas no decorrer da subseção. Para os teoremas e propriedades a seguir
foram utilizadas as referências: [6, 47, 49, 57, 74, 95, 102, 115].
Propriedade 2.3. (Linearidade) Sejam n´1 ă α ă n, n P N, 0 ď β ď 1 e λ, φ P R. Sejam
f, g P Cnγ,ψpra, bs,Rq tais que existam HDα,β;ψa` fp¨q e HDα,β;ψa` gp¨q. A derivada fracionária
ψ´Hilfer é um operador linear, isto é,
HDα,β;ψa` rλf ptq ` φg ptqs “ λ HDα,β;ψa` f ptq ` φ HDα,β;ψa` g ptq . (2.16)
Demonstração. Veja [115].
A partir da escolha da função ψptq e dos limites, β Ñ 0 e β Ñ 1 na Eq.(2.16),
obtém-se a linearidade, para as respectivas derivadas fracionárias já mencionadas.
Propriedade 2.4. Sejam n´ 1 ă α ă n, n P N, 0 ď β ď 1 e f P Cnγ,ψpra, bs,Rq, temos
HDα,β;ψa` Iα;ψa` f pxq “ f pxq . (2.17)
Demonstração. Veja [115].
É fácil ver que, ao escolher a função ψptq “ ln t e tomando o limite β Ñ 0,
em ambos os lados da Eq.(2.17), obtemos a identidade para a derivada fracionária de
Hadamard. Por outro lado, escolhendo ψptq “ t e tomando o limite β Ñ 1, em ambos os
lados da Eq.(2.17), obtemos a identidade para a derivada fracionária de Caputo.
No estudo da derivada fracionária segundo Riemann-Liouville, a lei dos expo-
entes nem sempre é valida [74]. Por outro lado, o Teorema 2.5, a seguir, garante a lei dos
expoentes para a derivada fracionária de Caputo, com algumas condições convenientes.
Teorema 2.5. Sejam a ă b e f P Cnpra, bs,Rq para algum n P N. Além disso, sejam
α ą 0 e β ą 0, tal que exista algum l P N com l ď n e β, β ` α P rl ´ 1, ls. Então, vale
CDαa`
CDβa`f ptq “ CDα`βa` f ptq .
Demonstração. Veja [74].
Apresentamos a transformada de Laplace da derivada fracionária segundo
Caputo através do Teorema 2.6, a seguir, sendo ponto de partida para a resolução de
equações diferenciais fracionárias, visto que as condições iniciais são de ordem inteira.
Capítulo 2. Cálculo Fracionário 54
Teorema 2.6. Sejam n ´ 1 ă α ă n, n P N e a função fp¨q tal que exista CDα0`fp¨q. A
transformada de Laplace da derivada de Caputo é dada por
L rCDα0`f ptqs “ sαL rf ptqs ´
n´1ÿ
k“0
sn´1´kf pkq p0q .
Demonstração. Veja [74].
Teorema 2.7. Sejam n ´ 1 ă α ă n, n P N, 0 ď β ď 1 e f, g P Cnγ,ψpra, bs,Rq, tais que
existam HDα,β;ψa` fp¨q e HDα,β;ψa` gp¨q, então
HDα,β;ψa` f ptq “ HDα,β;ψa` g ptq ô f ptq “ g ptq `
nÿ
k“1
ck pψ ptq ´ ψ paqqγ´k , (2.18)
onde γ “ α ` βp1´ αq e sendo ck constantes arbitrárias.
Demonstração. Veja [115].
Novamente, destacamos os casos particulares.
1. Escolhendo ψptq “ t e aplicando o limite β Ñ 0, em ambos os lados da Eq.(2.18),
obtemos como caso particular a relação, dada por
Dαa`f ptq “ Dαa`g ptq ô f ptq “ g ptq `
nÿ
k“1
ck pt´ aqα´k ,
onde Dαa`p¨q, é a derivada fracionária de Riemann-Liouville [49, 95].
2. Escolhendo ψptq “ t e tomando β Ñ 1, em ambos os lados da Eq.(2.18), temos
CDαa`f ptq “ CDαa`g ptq ô f ptq “ g pxq `
nÿ
k“1
ck pt´ aqn´k ,
onde CDαa`p¨q, é a derivada fracionária de Caputo [49, 95].
Apresentamos a derivada fracionária segundo Caputo das funções de Mittag-
Leffler de dois parâmetros e da função de Wright (Apêndice C e Apêndice D), através dos
Teorema 2.8 e Teorema 2.9, a seguir, respectivamente.
Teorema 2.8. Dados α ą 0, α, β, φ P R, b P R e n ´ 1 ă α ă n, n P N. Considere a
função fptq “ tγ´1Eβ,φ
`
btβ
˘
, onde Eβ,φp¨q é a função de Mittag´Leffler de dois parâmetros.
Então
CDα0`fptq “ tφ´α´1Eβ,φ´α
`
btβ
˘
,
com φ´ α ą 0 e b P R.
Demonstração. Veja [74].
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Teorema 2.9. Sejam α ą 0, β ą ´1, φ P R, b P R e n´ 1 ă α ă n, n P N. Considere a
função fptq “ tφ´1Wβ,φ
`
btβ
˘
, onde Wβ,φp¨q é a função de Wright. Então
CDα0`fptq “ tφ´α´1Wβ,φ´α
`
btβ
˘
.
Demonstração. Veja [47].
O próximo resultado, o cálculo da derivada fracionária ψ´Hilfer de uma função
de Mittag-Leffler de um parâmetro, é um resultado interessante e muito importante, isto
é, no estudo de soluções de equações diferenciais, em particular, na solução da equação
diferencial que modela o crescimento populacional [102, 115].
Lema 2.1. Sejam λ ą 0, n ´ 1 ă α ă n e 0 ď β ď 1. Considere a função f ptq “
Eα pλ pψ ptq ´ ψ paqqαq, onde Eα p¨q é a função de Mittag-Leffler de um parâmetro. Então,
HDα,β;ψa` f ptq “ λf ptq . (2.19)
Demonstração. Veja [115].
Em particular, para ψptq “ t e tomando o limite β Ñ 1, em ambos os lados
da Eq.(2.19), obtemos CDα0`f ptq “ λf ptq. Além disso, sabemos que a função de Mittag-
Leffler, é uma generalização da função exponencial. Então, tomando α “ 1, obtemos
Df ptq “ λf ptq, onde fptq “ eλt.
A derivada fracionária ψ´Hilfer é, de fato, uma generalização de uma classe
de derivadas fracionárias e é possível obter inúmeros resultados importantes do cálculo
fracionário e seus respectivos casos particulares. Como o objetivo aqui não é apresentar
um estudo detalhado de resultados que se podem obter a partir dela sugerimos [115], onde
vários resultados envolvendo funções contínuas, funções uniformemente contínuas e funções
uniformemente convergentes, dentre outros.
A seguir, apresentamos dois exemplos, o primeiro utilizando a derivada fraci-
onária ψ´Hilfer, a saber: a função potência generalizada por meio de ψptq e o segundo,
utilizando a derivada de Caputo, para o cálculo da derivada de uma função constante.
Por outro lado, fizemos uma abordagem das derivadas fracionárias de Caputo e Riemann-
Liouville, discutindo a diferença entre as derivadas de constante. Exemplos utilizando
outras derivadas fracionárias, podem ser encontradas na literatura [60].
Lema 2.2. Dado δ P R, considere a função f ptq “ pψ ptq ´ ψ paqqδ´1, onde δ ą n e a P R.
Então, para n´ 1 ă α ă n e 0 ď β ď 1, temos
HDα,β;ψa` f ptq “ Γ pδqΓ pδ ´ αq pψ ptq ´ ψ paqq
δ´α´1 . (2.20)
Demonstração. Veja [115].
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Para ψptq “ t e no limite β Ñ 1, em ambos os lados da Eq.(2.20), obtemos [95]
CDα0`f ptq “ Γ pδqΓ pδ ´ αqt
δ´α´1. (2.21)
Qual é a derivada de uma função constante? A priori pensando na derivada
introduzida por Leibniz e Newton, a resposta seria zero. Mas, a partir da introdução do
cálculo fracionário, essa resposta já não era tão óbvia e muito menos imediata, pois passou
a depender do tipo de derivada fracionária. Um caso particular é a derivada fracionária
segundo Riemann-Liouville, em que a derivada fracionária de uma constante é diferente
de zero [74], isto é, escolhendo ψptq “ t, δ “ 1 e aplicando o limite β Ñ 0, temos
Dα0`1 “ t
´α
Γ p1´ αq .
Dessa maneira, somos motivados a pensar, se existe uma definição de derivada
fracionária, cuja derivada de uma constante é zero. A resposta é, sim. Para isso, utilizamos
a definição de derivada fracionária de Caputo.
Vamos mostrar que, para k “ constante, temos
CDα0`k “ 0, α ą 0.
Pela definição da derivada de Caputo Eq.(2.15) e como Dnk “ 0 n P N, temos
CDα0`k “ In´α0` Dnk “ 0.
2.4 ψ´Riemann-Liouville ˆ ψ´Caputo ˆ ψ´Hilfer
Nesta seção, discutimos algumas relações entre as derivadas fracionárias:
ψ´Riemann-Liouville, ψ´Caputo e ψ´Hilfer e consequentemente, os respectivos casos
particulares, em especial, o caso que relaciona a derivada de Riemann´Liouville com a de
Caputo. Nesse sentido, apresentamos outra importante regra de derivação para a derivada
fracionária de Caputo, conhecida como regra de Leibniz.
Note que,
Dα;ψa` f ptq “
ˆ
1
ψ1 ptq
d
dt
˙n
In´α;ψa` f ptq ‰ In´α;ψa`
ˆ
1
ψ1 ptq
d
dt
˙n
f ptq “ CDα;ψa` f ptq . (2.22)
Para ψptq “ t e tomando os limites β Ñ 0 e β Ñ 1, nos lados direito e esquerdo
da Eq.(2.22), nesse sentido, temos
Dαa`f ptq “
ˆ
d
dt
˙n
In´α;ψa` f ptq ‰ In´α;ψa`
ˆ
d
dt
˙n
f ptq “ CDαa`f ptq ,
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isto é, nem sempre é possível comutar integral e derivada. Em particular, para fptq “ tα´1,
α ą 0 e t ą 0, temos Iα0`Dα0`tα´1 “ 0 e Dα0`Iα0`tα´1 “ tα´1.
O Teorema 2.10, a seguir, apresenta uma relação entre as derivadas fracionárias
ψ´Caputo e ψ´Riemann-Liouville, e que contém como caso particular, a relação entre as
derivadas de Caputo e de Riemann-Liouville. É possível obter outras relações a partir da
escolha da função ψptq.
Teorema 2.10. Se f P Cnpra, bs,Rq e α ą 0, então
CDα;ψa` f ptq “ Dα;ψa` f ptq
«
f ptq ´
n´1ÿ
k“0
1
k! pψ ptq ´ ψ paqq
k f
rks
ψ paq
ff
,
com f rksψ :“
ˆ
1
ψ1 ptq
d
dt
˙k
, sendo k a ordem da derivada.
Demonstração. Veja [6].
Como caso particular do Teorema 2.10, temos a seguinte relação entre as
derivadas fracionárias de Caputo e Riemann-Liouville [74]
Dα0`f ptq “ CDα0`f ptq `
n´1ÿ
k“0
tk´α
Γ pk ´ α ` 1qf
pkq p0q . (2.23)
A derivada fracionária ψ´Hilfer Eq.(2.10) com g ptq “ Ip1´βqpn´αq;ψa` f ptq, pode
ser escrita da seguinte forma
HDα,β;ψa` f ptq “ In´µ;ψa`
ˆ
1
ψ1 ptq
d
dt
˙n
g ptq ,
com µ “ np1´ βq ` βα.
Com isso, obtemos a seguinte relação entre as derivadas fracionárias ψ´Hilfer
e ψ´Caputo, dada por
HDα,β;ψa` f ptq “ CDµ;ψa` g ptq
“ CDµ;ψa`
”
I
p1´βqpn´αq;ψ
a` f ptq
ı
, (2.24)
com µ “ np1´ βq ` βα.
Em particular, tomando ψptq “ t na Eq.(2.24), obtemos a relação entre a
derivada fracionária de Hilfer e de Caputo, dada por
HDα,βa` f ptq “ CDµa`g ptq
“ CDµa`
”
I
p1´βqpn´αq
a` f ptq
ı
,
com µ “ np1´ βq ` βα.
Por outro lado, o Teorema 2.11, a seguir, apresenta uma relação entre as
derivadas fracionárias, ψ´Hilfer e ψ´Riemann-Liouville.
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Teorema 2.11. Sejam n´ 1 ă α ă n, n P N e 0 ď β ď 1. Se f P Cnγ,ψpra, bs,Rq, então
HDα,β;ψa` f ptq “ Dn´βpn´αq;ψa`
«
I
p1´βqpn´αq;ψ
a` f ptq ´
n´1ÿ
k“0
pψ ptq ´ ψ paqqk Dγ;ψa`,kf paq
k!
ff
γ “ α ` βpk ´ αq.
Demonstração. Veja [115].
Os Teorema 2.12, Teorema 2.13 e Teorema 2.14, a seguir, são consequências da
Eq.(2.23).
Teorema 2.12. Sejam α P R, n´1 ă α ă n, n P N e λ P R. Então a derivada fracionária
de Caputo da função exponencial tem a forma
CDα0`e
λt “
8ÿ
k“0
λk`ntk`n´α
Γ pk ` 1` n´ αq “ λ
ntn´αE1,n´α`1 pλtq ,
onde Eα,β pzq é a função de Mittag-Leffler de dois parâmetros.
Demonstração. Veja [57].
Teorema 2.13. Sejam t ą 0, α P R, n ´ 1 ă α ă n e n P N. Se fp¨q e gp¨q são funções
analíticas em r0, bs, então
CDα0` pf ptq g ptqq “
n´1ÿ
k“0
ˆ
α
k
˙`Dα´k0` f ptq˘ gpkq ptq ´ n´1ÿ
k“0
tk´α
Γ pk ` 1´ αq
”
pf ptq g ptqqpkq
ı
p0q .
Demonstração. Veja [74].
Teorema 2.14. Sejam α P R, n ´ 1 ă α ă n, onde n P N, f uma função analítica e g
uma função suficientemente diferenciável, então a fórmula de Faá di Bruno para a derivada
fracionária de Caputo é dada por
CDα0` rf pg ptqqs “ pt´ aq
α
Γ p1´ αqf pg ptqq `
8ÿ
k“1
ˆ
α
k
˙ pt´ aqk´α
Γ pk ´ α ` 1q
ÿ k!
b1!b2!....bk!
f pnq pg ptqqˆ
g1 ptq
1!
˙b1ˆ g2 ptq
2!
˙b2
...
ˆ
gk ptq
k!
˙bk
´
n´1ÿ
k“0
tk´α
Γ pk ´ α ` 1qD
k rf pg ptqqs paq ,
onde a
ÿ
é sobre todas as diferentes combinações de inteiros não negativos b1b2...bk com
m “ b1 ` b2 ` ...` bk e k “ b1 ` 2b2 ` ...` kbk “ k.
Demonstração. Veja [74].
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2.5 Aplicações
Atualmente, existem inúmeras e importantes definições de derivadas fracionárias,
cada uma com sua peculiaridade e aplicação [6, 60, 102, 115]. O cálculo fracionário adquiriu
destaque somente a partir de 1974, depois da primeira conferência internacional dedicada
exclusivamente ao cálculo fracionário [84]. Desde então tem-se mostrado importante e
com grande aplicabilidade em problemas de modelagem, mais precisamente em fenômenos
naturais.
Os problemas de modelagem matemática por meio de equações diferenciais utili-
zando derivadas de ordem inteira, não são capazes de descrever perfeitamente determinados
fenômenos, pela variação de parâmetros de um determinado problema a outro. Diante
disso, substituir a derivada de ordem inteira da equação diferencial por uma derivada de
ordem fracionária, tem-se mostrado mais eficiente em seus resultados e consequentemente
mais próximos da realidade, tendo que as soluções das equações são refinadas com o uso da
derivada de ordem não inteira. Para a resolução dessas equações diferenciais, a metodologia
da transformada integral, entre as quais mencionamos: Laplace, Fourier, Mellin, Hankel,
entre outras; vem crescendo e tem-se mostrado eficiente [24, 81, 89, 111].
As aplicações utilizando o cálculo fracionário continuam crescendo e, a cada
ano vem se confirmando sua importância e apresentando novas ferramentas para descrever
diversos tipos de fenômenos naturais. Essas aplicações englobam: equação de Schrödinger
que descreve como o estado quântico de um sistema físico muda com o tempo, equação
logística que modela o crescimento de uma população, sistema massa-mola, problemas
de viscoelasticidade, equação do calor para difusão de calor em sólidos, entre outros
[29, 49, 67, 78].
Nesta seção apresentamos algumas aplicações utilizando a derivada fracionária
de Riemann-Liouville e a derivada fracionária de Caputo, para a formulação e resolução
do problema da tautócrona fracionário [21] e equação logística fracionária [21], respec-
tivamente. Existe uma vasta classe de aplicações do cálculo fracionário utilizando as
diversas formulações de derivadas na modelagem matemática, em particular nas equações
diferenciais, que não serão abordadas aqui, nas quais mencionamos: equação de Schrödin-
ger fracionária, equação da onda fracionária, equação de advecção-convecção fracionária,
problemas de viscoelasticidade, entre outras.
Para justificar a metodologia advinda dos problemas com derivadas fracionárias,
discutimos dois problemas com, as derivadas de Riemann-Liouville e Caputo.
2.5.1 Problema da Tautócrona Fracionário
Proposto por J. Bernoulli em 1696, o problema da tautócrona foi um grande
desafio da época e é considerado a primeira aplicação do cálculo fracionário [24].
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Encontrar a curva que descreve uma partícula quando ela desliza, sem atrito,
de modo a atingir no tempo mínimo um determinado ponto P , partindo de um ponto
O, não foi tarefa fácil aos matemáticos da época compreender e solucionar tal problema.
Alguns matemáticos como o próprio Johann Bernoulli, seu irmão Jakob Bernoulli, Issac
Newton, `’Hospital e o próprio Leibniz, apresentaram soluções.
Apresentamos a solução proposta por Abel, utilizando o teorema da conservação
de energia. Em outras palavras, a soma da energia potencial com a energia cinética é uma
constante.
Admitindo que a partícula de massa m se desloca do ponto O ao ponto P sem
atrito e, utilizando o princípio da conservação de energia, temos que a energia cinética
1
2mv
2ptq é exatamente a diferença entre a energia potencial mgh0 que se encontra na altura
h0, onde foi abandonada, e a energia potencial mghptq que se encontra hptq no instante t e
vptq é a velocidade no instante t.
Utilizando o princípio da conservação de energia e como a partícula move-se
sobre a curva, temos
1
2m
ˆ
ds
dt
˙2
“ mg ph0 ´ hq
sendo ds o elemento de arco, logo
ds
dt
“ ˘a2g ph0 ´ hq
podendo ser escrita da seguinte forma
dt “ ˘ dsa
2g ph0 ´ hq . (2.25)
Utilizando a regra da cadeia na Eq.(2.25), temos
dt “ ˘ 1?2g ph´ h0q
´1{2
ˆ
ds
dh
˙
dh, (2.26)
com sphq função que representa a distância na curva em termos da altura h.
À medida que o tempo t passa, a altura diminui e com isso devemos tomar
apenas o sinal negativo na Eq.(2.26), isto é,
dt “ ´ 1?2g ph´ h0q
´1{2
ˆ
ds
dh
˙
dh. (2.27)
Intregando de h0 a zero em ambos os lados da Eq.(2.27), temos
T “ tph0q “
ż 0
h0
dt “ ´ 1?2g
ż 0
h0
ph´ h0q´1{2
ˆ
ds
dh
˙
dh,
Capítulo 2. Cálculo Fracionário 61
ou seja,
T “ 1?2g
ż h0
0
ph´ h0q´1{2
ˆ
ds
dh
˙
dh, (2.28)
onde T é o tempo de descida.
Aplicando a transformada de Laplace em ambos os lados da Eq.(2.28) e utili-
zando o teorema da convolução, temos
L pT q “ 1?2gL
ˆż h0
0
ph´ h0q´1{2
ˆ
1
dh
˙
dh
˙
“ 1?2gL
ˆ
1?
h
˙
L
ˆ
ds
dh
˙
.
Considerando p o parâmetro da transformada de Laplace e lembrando que
L
ˆ
1?
h
˙
“ ?pip´1{2 e L p1q “ 1
p
, temos
T
p
“ 1?2g
?
pi?
p
L
ˆ
ds
dh
˙
,
logo
L
ˆ
ds
dh
˙
“ T
?
2g?
pi
p´1{2. (2.29)
Aplicando a transformada de Laplace inversa em ambos os lados da Eq.(2.29),
concluímos
ds
dh
“ T
?
2g
pi
1?
h
. (2.30)
Agora, utilizando a derivada fracionária no sentido de Riemann-Liouville, vamos
obter uma solução para o problema da tautócrona.
Então, Abel fez a seguinte observação: a Eq.(2.28), exceto pelo fator multipli-
cativo 1
Γ p1{2q “
1?
pi
é justamente a definição da integral fracionária Eq.(2.3) de ordem
1/2. Aplicando a derivada fracionária no sentido de Riemann-Liouville de ordem 1/2 em
ambos os lados da Eq.(2.28), temos
d1{2
dh1{2
T “
?
pi?
2g
d1{2
dh1{2
ˆ
1
Γ p1{2q
ż h0
0
ph´ h0q´1{2
ˆ
ds
dh
˙
dh
˙
. (2.31)
Como d
1{2
dh1{2
p1q “
´?
pih
¯´1
, podemos escrever Eq.(2.31) da seguinte forma
T?
pih
“
?
pi?
2g
ˆ
ds
dh
˙
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isto é,
ds
dh
“ T
?
2g
pi
1?
h
,
exatamente o resultado obtido na Eq.(2.30).
Através desses cálculos, concluímos que o caminho para se obter a solução do
problema da tautócrona utilizando a derivada de ordem inteira, é um longo processo. Por
outro lado, utilizando a derivada de ordem não inteira, em particular de Riemann-Liouville,
é possível obter a solução do problema por um caminho mais simples e direto.
2.5.2 Equação Logística Fracionária
Em 1798, Thomas Malthus propôs um modelo de crescimento populacional, não
se preocupando com algumas restrições, tais como temperatura, quantidade de alimento,
oxigênio, água, entre outros; acreditando que o crescimento populacional seria ilimitado.
Então, o matemático Pierre François Verhulst, em 1838, teve uma ideia que generalizava o
modelo de Malthus, mas respeitando tais restrições, propôs a clássica equação logística. Tal
modelo, mostrou-se aplicável e continua sendo importante para diversas áreas de pesquisa,
como na área da saúde, da economia, da biologia, da matemática, entre outras.
Vamos aqui apresentar a clássica equação logística e sua solução. No intuito de
resultados melhores, utilizamos a derivada fracionária no sentido de Caputo, definimos a
equação logística fracionária.
A equação logística, conforme proposta por Verhulst é definida por
dNptq
dt
“ kNptq
ˆ
1´ Nptq
r
˙
, (2.32)
onde Nptq é o número de indivíduos no tempo t, k é a taxa de crescimento intrínseca e r é
a capacidade de suporte.
Sem perda de generalidade, admitimos que a capacidade de suporte r “ 1 e
assim, a Eq.(2.32) pode ser reescrita da seguinte forma
dNptq
dt
“ kNptq p1´Nptqq , Nptq ą 0. (2.33)
A solução da Eq.(2.33), é dada por
Nptq “ 1
1`
´
1
Np0q ´ 1
¯
e´kt
. (2.34)
Note que 0 ă Np0q ă 1 e que lim
tÑ8Nptq “ 1.
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Utilizando a derivada fracionária no sentido de Caputo, define-se a versão
fracionária de ordem α p0 ă α ď 1q da Eq.(2.33), dada por
dαNptq
dtα
“ kNptq
ˆ
1´ Nptq
r
˙
, Nptq ą 0. (2.35)
Após a linearização da Eq.(2.35) obtém-se a solução da equação linear através
da transformada de Laplace. Voltando, na mudança que elimina a não linearidade em
analogia ao caso inteiro, formalmente escrevemos [21],
Nptq “ 1
1`
´
1
Np0q ´ 1
¯
Eα p´ktαq
, (2.36)
onde Eαp¨q é uma função de Mittag-Leffler de um parâmetro.
A Eq.(2.36) não é solução da equação não linear Eq.(2.35), porém considerando
o limite αÑ 1 na Eq.(2.36), recuperamos a solução da Eq.(2.33),
Nptq “ 1
1`
´
1
Np0q ´ 1
¯
e´kt
,
exatamente a solução Eq.(2.34).
A Eq.(2.36) pode ser considerada como uma solução aproximada da equação
não linear Eq.(2.35), pois independente de α, com 0 ă α ď 1, tem-se lim
tÑ8Nptq Ñ 1 [21].
Outra aplicação importante e interessante, omitimos sua abordagem aqui, é a
aplicação da derivada fracionária de ψ´Hilfer, ψ´Caputo e ψ´fracionária, relacionado
ao crescimento populacional, obtido através do Lema 2.1. Pois, como a escolha da função
ψptq é livre, é possível selecionar uma função, explorando os resultados até obter o quão
preciso for, isto é, que condiz à realidade. Para mais detalhes, sugerimos [6, 102, 115].
Como visto, o número de aplicações é enorme e que podem ser investigadas por
meio de derivadas de ordem fracionária. Uma das aplicações que vale a pena ser explorada,
é o estudo dos coeficientes, em particular da simplificação dos coeficientes de uma família
de equações diferenciais não linear por meio da derivada fracionária ψ´Hilfer [82]
F pnq ptq “
”a
λ
ln p1` λq
ın n`1ÿ
k“1
ak pnq bk´1F k ptq
que tem como solução
F ptq “ 1
α p1` λqat{b ` b,
onde α, a, b são numeros reais diferentes de zero, a1 pnq “ p´1qn e
aj pnq “ pj ´ 1q! p´1qn´j´1
n´j`1ÿ
kj´1“0
n´j`1´kj´1ÿ
kj´2“0
¨ ¨ ¨
n´j`1´kj´1´¨¨¨´k2ÿ
k1“0
jkj´1 pj ´ 1qkj´2 ¨ ¨ ¨ 3k22k1
para 2 ď j ď n` 1.
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Assim, concluímos o Capítulo 2 com o resultado desejado, isto é, uma breve
aplicação por meio das derivadas fracionária de Riemann-Liouville e Caputo em pro-
blemas físicos, por meio da transformada de Laplace. No Capítulo 3, vamos discutir
uma ampla classe de funções a partir da transformada de Laplace inversa de função
fa,µα,λ ptq “
exp
`´a?t` λ˘
tα{2
`?
t` µ˘ , com µ, λ P C, t, a ą 0, 0 ď α ă 1, e recuperar resultados
conhecidos.
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3 Uma Classe de Funções via Transformada
de Laplace Inversa
No estudo de equações diferenciais lineares, a transformada integral é uma
entre as metodologias de grande aplicabilidade empregadas na busca de soluções. Como
principal objetivo, a transformada integral, dentre as quais, a transformada de: Laplace,
Fourier, Hilbert, Mellin, Abel, dentre outras [33, 35, 79], é transformar o problema original,
reduzindo a um problema, em geral, mais simples e resolvê-lo a fim de recuperar a solução
do problema original, por meio da respectiva transformada inversa.
O estudo da transformada integral, vem crescendo e tem-se mostrado eficiente,
no estudo de equações diferencias fracionárias. No entanto, alguns problemas reais que são
modelados por equações diferenciais, não fornecem resultados esperados, quanto mesmo,
condizentes com a realidade. A idéia de utilizar as derivadas fracionárias, é substituir tais
sistemas de equações diferenciais, por equações diferenciais de ordem não inteira. Além
disso, a mesma metodologia, isto é, transformada integral, usada para resolver equações
diferenciais de ordem inteira, também é utilizado para resolver equações diferenciais de
ordem não inteira. No entanto, cada derivada fracionária relacionada a equação diferencial,
admite o uso de uma transformada integral [60, 74, 78, 95]. Porém, pode ocorrer que
equações diferencias introduzidas com diferentes derivadas fracionárias, faça o uso da
mesma transformada integral [60, 74, 78, 95].
Como visto no capítulo anterior, a derivada fracionária ψ´Hilfer, permite obter
uma classe de derivadas fracionárias, a partir da escolha do parâmetro β e da função
ψp¨q. Nesse sentido, esse capítulo, tem como objetivo apresentar uma nova classe de
transformada de Laplace inversa para a função fa,µα,λ ptq “
exp
`´a?t` λ˘
tα{2
`?
t` µ˘ , com µ, λ P C,
t, a ą 0, 0 ď α ă 1, e alguns casos particulares, em especial, o caso que possibilita a
conexão entre o caso fracionário e o caso inteiro, uma vez que, o principal objetivo desta
tese, é propor e resolver analiticamente uma equação de difusão tempo-fracionária. A
principal motivação para a elaboração deste capítulo, vem do artigo [32] e da própria
classe de integrais que o resultado a ser estudado, propõe na resolução do problema de
difusão tempo-fracionária, como será visto no Capítulo 4.
3.1 Uma nova classe de Integrais
Nesta seção avaliamos a transformada de Laplace inversa para uma classe de
funções da forma exponencial fα ptq, com 0 ď α ă 1.
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Considere a seguinte função fa,µα,λ ptq “
exp
`´a?t` λ˘
tα{2
`?
t` µ˘ com os parâmetros
µ P C, λ P C, 0 ď α ă 1 e a ą 0. Avaliamos a transformada de Laplace inversa [20, 33]
L ´1 tF psqu “ 12pii
ż γ`i8
γ´i8
exp
`
st´ a?s` λ˘
sα{2 p?s` µq ds, (3.1)
onde t ą 0 e Re psq ą 0.
Figura 6 – Contorno de Bromwich modificado no plano Complexo.
Fonte: Produzido pelo autor via software GeoGebra.
O contorno de Bromwich modificado, exige que: todas as singularidades, isto é,
s “ 0, s “ ´λ e s “ µ2, devem se encontrar à esquerda de γ “ Re psq como dado na Figura
5, com R representando o raio da maior circuferência e ε o raio da menor circunferência.
Utilizando o teorema dos resíduos [24, 26] no contorno CΓ , temos
2pii
nÿ
k“1
Res pzkq “
ż
CΓ
Gα,λ,µt,a psq ds “
ż γ`iR
γ´iR
Gα,λ,µt,a psq ds`
ż
CpRq
Gα,λ,µt,a psq ds
`
ż
a
Gα,λ,µt,a psq ds `
ż
Dpεq
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
Epεq
Gα,λ,µt,a psq ds
`
ż
c
Gα,λ,µt,a psq ds `
ż
C0pεq
Gα,λ,µt,a psq ds`
ż
c
Gα,λ,µt,a psq ds`
ż
Epεq
Gα,λ,µt,a psq ds
`
ż
b
Gα,λ,µt,a psq ds `
ż
Dpεq
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds`
ż
CpRq
Gα,λ,µt,a psq ds
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onde Gα,λ,µt,a psq “ exp
`
st´ a?s` λ˘
sα{2 p?s` µq , R é o raio maior e ε é o raio menor relativos ao
caminho Γ , como na Figura 5.
Aplicando o teorema de Cauchy [26] na Eq.(3.1) e tomando os limites RÑ 8
e εÑ 0, temos que as integrais sobre CpRq, CpRq, Dpεq, Dpεq, Epεq, Epεq, C0pεq tendem
a zero e também as integrais nas linhas c e c se anulam mutuamente, logo temosż γ`i8
γ´i8
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds “ 0.
(3.2)
Realizamos a análise das integrais da Eq.(3.2) separadas, para facilitar o
desenvolvimento dos cálculos. Primeiramente, considere a seguinte mudança de variável
s “ x exp pipiq que implica em ?s “ ax exp pipiq “ ?x exp pipi{2q “ i?x e ds “ ´dx.
Assim, as integrais sobre a e b da Eq.(3.2), são dadas porż
a
Gα,λ,µt,a psq ds “ ´
ż λ
8
exp
`
xt exp pipiq ´ aax exp pipiq ` λ˘
px exp pipiqqα{2 pi?x` µq dx
“ ´
ż λ
8
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx, x P R (3.3)
e ż
b
Gα,λ,µt,a psq ds “ ´
ż 0
λ
exp
`
xt exp pipiq ´ aax exp pipiq ` λ˘
px exp pipiqqα{2 pi?x` µq dx
“ ´
ż 0
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx, x P R. (3.4)
Desta forma, somando as Eq.(3.3) e Eq.(3.4), temosż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ ´
ż λ
8
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx
´
ż 0
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx. (3.5)
Introduzindo a seguinte mudança de variável xÑ x` λ, no primeiro termo do
lado direito da Eq.(3.5), obtemosż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ ´
ż 0
8
exp p´ px` λq t´ ai?xq
px` λqα{2 exp pipiα{2q `i?x` λ` µ˘dx
´
ż 0
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx, (3.6)
onde Gα,λ,µt,a psq “ exp
`
st´ a?s` λ˘
sα{2 p?s` µq .
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Por outro lado, para a integral sobre a, b, considere a seguinte mudança de
variável, s “ x exp p´ipiq que implica em ?s “ax exp p´ipiq “ ?x exp p´ipi{2q “ ´i?x.
Assim, as integrais sobre a, b da Eq.(3.2), são dadas porż
a
Gα,λ,µt,a psq ds “ ´
ż λ
0
exp
`
xt exp p´ipiq ´ aax exp p´ipiq ` λ˘
px exp p´ipiqqα{2 p´i?x` µq dx
“ ´
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx, x P R (3.7)
e ż
b
Gα,λ,µt,a psq ds “ ´
ż 8
λ
exp
`
xt exp p´ipiq ´ aax exp p´ipiq ` λ˘
px exp p´ipiqqα{2 p´i?x` µq dx
“ ´
ż 8
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx, x P R. (3.8)
Desta forma, somando as Eq.(3.7) e Eq.(3.8), temosż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ ´
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx
´
ż 8
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx. (3.9)
Introduzindo a seguinte mudança de variável xÑ x` λ no segundo termo do
lado direito da Eq.(3.9), temosż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ ´
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx
´
ż 8
0
exp p´ px` λq t´ ai?xq
px` λqα{2 exp p´ipiα{2q `´i?x` λ` µ˘dx. (3.10)
Como visto anteriormente,
?
s “ ´i?x. No entanto, existe outra maneira de
escrever, isto é,
?
s “ax exp p´ipiq “ ?´x “ i?x. Assim, podemos escrever a Eq.(3.10)
da seguinte formaż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ ´
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx (3.11)
´
ż 8
0
exp p´ px` λq t` ai?xq
px` λqα{2 exp p´ipiα{2q `´i?x` λ` µ˘dx,
onde Gα,λ,µt,a psq “ exp
`
st´ a?s` λ˘
sα{2 p?s` µq .
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Usando as Eq.(3.2), Eq.(3.6) e Eq.(3.11), obtemosż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds
“ ´
ż 0
8
exp p´ px` λq t´ ai?xq
px` λqα{2 exp pipiα{2q `i?x` λ` µ˘dx
´
ż 0
λ
exp
`´xt´ a?λ´ x˘
xα{2 exp pipiα{2q pi?x` µqdx
´
ż 8
0
exp p´ px` λq t` ai?xq
px` λqα{2 exp p´ipiα{2q `´i?x` λ` µ˘dx
´
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2 exp p´ipiα{2q p´i?x` µqdx
“
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„
exp pipiα{2q
i
?
x´ µ `
exp p´ipiα{2q
i
?
x` µ

dx`
`
ż 8
0
exp p´ px` λq tq
px` λqα{2
„
exp pi pa?x` piα{2qq
i
?
x` λ´ µ `
exp p´i pa?x` piα{2qq
i
?
x` λ` µ

dx.
(3.12)
Para simplificar os cálculos, tomamos Λ “ a?x` piα{2 na Eq.(3.12), assimż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds
“
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„
exp pipiα{2q
i
?
x´ µ `
exp p´ipiα{2q
i
?
x` µ

dx`
`
ż 8
0
exp p´ px` λq tq
px` λqα{2
„
exp piΛq
i
?
x` λ´ µ `
exp p´iΛq
i
?
x` λ` µ

dx
“
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„
exp pipiα{2q pi?x` µq ` exp p´ipiα{2q pi?x´ µq
pi?x´ µq pi?x` µq

dx`
`
ż 8
0
exp p´ px` λq tq
px` λqα{2
«
exp piΛq `i?x` λ` µ˘` exp p´iΛq `i?x` λ´ µ˘`
i
?
x` λ´ µ˘ `i?x` λ` µ˘
ff
dx
“
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
»——–
i
?
x exp pipiα{2q ` µ exp pipiα{2q
´x´ µ2 `
i
?
x exp p´ipiα{2q ´ µ exp p´ipiα{2q
´x´ µ2
fiffiffifl dx`
`
ż 8
0
exp p´ px` λq tq
px` λqα{2
»——–
i
?
x` λ exp piΛq ` µ exp piΛq
´ px` λq ´ µ2 `
i
?
x` λ exp p´iΛq ´ µ exp p´iΛq
´ px` λq ´ µ2
fiffiffifl dx. (3.13)
Avaliando as exponenciais nas integrais da Eq.(3.13), temos
i
?
x exp pipiα{2q ` µ exp pipiα{2q “ i?x rcos ppiα{2q ` i sen ppiα{2qs
`µ rcos ppiα{2q ` i sen ppiα{2qs (3.14)
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e
i
?
x exp p´ipiα{2q ´ µ exp p´ipiα{2q “ i?x rcos ppiα{2q ´ i sen ppiα{2qs
´µ rcos ppiα{2q ´ i sen ppiα{2qs . (3.15)
Somando as Eq.(3.14) e Eq.(3.15), obtemos
2i
?
x cos ppiα{2q ` 2iµ sen ppiα{2q . (3.16)
Por outro lado,
i
?
x` λ exp piΛq ` µ exp piΛq “ i?x` λ rcos pΛq ` isen pΛqs
`µ rcos pΛq ` i sen pΛqs (3.17)
e
i
?
x` λ exp p´iΛq ´ µ exp p´iΛq “ i?x` λ rcos pΛq ´ i sen pΛqs
´µ rcos pΛq ´ i sen pΛqs . (3.18)
Somando as Eq.(3.17) e Eq.(3.18), obtemos
2i
?
x` λ cos pΛq ` 2iµ sen pΛq . (3.19)
Substituindo as Eq.(3.16) e Eq.(3.19) na Eq.(3.13), concluímos queż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds`
ż
a
Gα,λ,µt,a psq ds`
ż
b
Gα,λ,µt,a psq ds “ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„
2i
?
x cos ppiα{2q ` 2iµ sen ppiα{2q
´x´ µ2

dx`
`
ż 8
0
exp p´ px` λq tq
px` λqα{2
„
2i
?
x` λ cos pΛq ` 2iµ sen pΛq
´ px` λq ´ µ2

dx. (3.20)
Multiplicando por ´ 12pii ambos os lados da Eq.(3.2), e utilizando a Eq.(3.20),
obtemos a seguinte expressão para a Eq.(3.1), dada por
L ´1 tF psqu
“
ˆ
´ 12pii
˙ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„
2i
?
x cos ppiα{2q ` 2iµ sen ppiα{2q
´x´ µ2

dx`ˆ
´ 12pii
˙ż 8
0
exp p´ px` λq tq
px` λqα{2
„
2i
?
x` λ cos pΛq ` 2iµ sen pΛq
´ px` λq ´ µ2

dx.
“ 1
pi
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„?
x cos ppiα{2q ` µ sen ppiα{2q
x` µ2

dx`
1
pi
ż 8
0
exp p´ px` λq tq
px` λqα{2
„?
x` λ cos pΛq ` µ sen pΛq
px` λq ` µ2

dx.
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Vamos introduzir uma notação conveniente, definindo
F pa, α, λ, µ, tq “ 1
pi
ż λ
0
exp
`´xt´ a?λ´ x˘
xα{2
„?
x cos ppiα{2q ` µ sen ppiα{2q
x` µ2

dx (3.21)
e
H pa, α, λ, µ, tq “ 1
pi
ż 8
0
exp p´ px` λq tq
px` λqα{2
„?
x` λ cos pΛq ` µ sen pΛq
x` λ` µ2

dx, (3.22)
onde Λ “ Λ pa, α, xq “ a?x` piα{2.
Por conseguinte, concluímos que, a correspondente transformada de Laplace
inversa é dada por
L ´1
#
exp
`´a?s` λ˘
sα{2 p?s` µq
+
“ F pa, α, λ, µ, tq `H pa, α, λ, µ, tq , (3.23)
para a ą 0, λ P C, µ P C e 0 ď α ă 1, sendo F pa, α, λ, µ, tq e Hpa, α, λ, µ, tq dadas pelas
Eq.(3.21) e Eq.(3.22), respectivamente.
3.2 Casos Particulares
Nesta seção, apresentamos alguns casos particulares da Eq.(3.23). Considerando
valores especiais dos três parâmetros livres, α, λ, µ, recorremos a alguns resultados
conhecidos nos quais aparecem em vários problemas de Matemática e de Física associados
ao Cálculo Fracionário. Estudamos um caso particular especial, que tem contribuição
significante no processo de recuperar a solução particular da solução analítica da equação
diferencial de difusão tempo-fracionário, conforme será discutido no Capítulo 4.
3.2.1 Caso 1: α “ 0, a “ 0 e λ “ 0.
Considere F pa, α, λ, µ, tq e H pa, α, λ, µ, tq conforme as Eq.(3.21) e Eq.(3.22)
respectivamente. Em particular, para α “ 0, obtemos
F pa, 0, λ, µ, tq “ 1
pi
ż λ
0
exp
`´xt´ a?λ´ x˘?x
x` µ2 dx (3.24)
e
H pa, 0, λ, µ, tq “ 1
pi
ż 8
0
exp p´ px` λq tq
„?
x` λ cos pa?xq ` µ sen pa?xq
x` λ` µ2

dx, (3.25)
respectivamente, que nos leva a transformada de Laplace inversa
L ´1
#
exp
`´a?s` λ˘?
s` µ
+
“ F pa, 0, λ, µ, tq `H pa, 0, λ, µ, tq , (3.26)
que é o mesmo resultado obtido em [81].
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Por outro lado, em particular, para λ “ 0 e substituindo nas Eq.(3.24) e
Eq.(3.25), segue
F pa, 0, 0, µ, tq “ 0 (3.27)
e
H pa, 0, 0, µ, tq “ 1
pi
ż 8
0
exp p´xtq
„?
x cos pa?xq ` µ sen pa?xq
x` µ2

dx. (3.28)
Assim, substituindo as Eq.(3.27) e Eq.(3.28) na Eq.(3.26), obtemos um resultado
bem conhecido [50], dado por
L ´1
"
exp p´a?sq?
s` µ
*
“ H pa, 0, 0, µ, tq . (3.29)
Em particular, tomando a “ 0 e substituindo na Eq.(3.29), recuperamos um
outro resultado bem conhecido
L ´1
"
1?
s` µ
*
“ H p0, 0, 0, µ, tq “ 1
pi
ż 8
0
exp p´xtq?x
x` µ2 dx. (3.30)
Introduzindo a seguinte mudança de variável x “ u2, ?x “ u na Eq.(3.30),
temos
1
pi
ż 8
0
exp p´xtq?x
x` µ2 dx “
2
pi
ż 8
0
exp
`´u2t˘" u2
u2 ` µ2
*
du
“ 2
pi
ż 8
0
exp
`´u2t˘ exp `´µ2t` µ2t˘" u2
u2 ` µ2
*
du
“ 2 exp pµ
2tq
pi
ż 8
0
exp
“´ `u2 ` µ2˘ t‰ " u2
u2 ` µ2
*
du. (3.31)
Visto que,ż 8
t
exp
“´ `u2 ` µ2˘x‰ dx “ exp r´ pu2 ` µ2q ts
u2 ` µ2 , (3.32)
e substituindo a Eq.(3.32) na Eq.(3.31), segue
1
pi
ż 8
0
exp p´xtq?x
x` µ2 dx “
2 exp pµ2tq
pi
ż 8
0
ˆż 8
t
exp
“´ `u2 ` µ2˘ t‰ dt˙u2du
“ 2 exp pµ
2tq
pi
ż 8
t
exp
`´µ2t˘ˆż 8
0
exp
`´u2t˘u2du˙ dt.(3.33)
Considere o seguinte resultado [50]ż 8
0
u2 exp
`´α2u2˘ cos pβuq du “ ?piˆ2α2 ´ β28α5
˙
exp
ˆ
´ β
2
4α2
˙
. (3.34)
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Em particular, para β “ 0 e α2 “ t na Eq.(3.34) e pela Eq.(A.10) (Apêndice A),
podemos escrever a Eq.(3.33), da seguinte forma
1
pi
ż 8
0
exp p´xtq?x
x` µ2 dx “
2 exp pµ2tq
pi
ż 8
t
exp
`´µ2t˘ˆ ?pi4t3{2
˙
dt
“ exp pµ
2tq
2
?
pi
ż 8
t
exp
`´µ2t˘ 1
t3{2
dt
“ exp pµ
2tq
2
?
pi
ˆ
2 exp p´µ2tq?
t
´ 2µ?pi erfc `µ?t˘˙
“ 1?
pit
´ µ exp `µ2t˘ erfc `µ?t˘ , (3.35)
onde erfcp¨q é a função erro complementar [33].
Assim, da Eq.(3.35), concluímos que, a Eq.(3.30) é dada por
L ´1
"
1?
s` µ
*
“ H p0, 0, 0, µ, tq “ 1?
pit
´ µ exp `µ2t˘ erfc `µ?t˘ . (3.36)
3.2.2 Caso 2: α ‰ 0 e λ “ 0
Escolhendo λ “ 0 e substituindo nas Eq.(3.21) e Eq.(3.22), temos
L ´1
"
exp p´a?sq
sα{2
?
s` µ
*
“ F pa, α, 0, µ, tq
0
`H pa, α, 0, µ, tq
“ 1
pi
ż 8
0
exp p´xtq
xα{2
„?
x cos pΛq ` µ sen pΛq
x` µ2

dx, (3.37)
onde Λ ” Λ pa, α, xq “ a?x` piα{2.
3.2.3 Caso 3: α ‰ 0, µ “ 0 e λ “ 0
Outro caso particular é obtido quando substituímos µ “ 0 nas Eq.(3.21) e
Eq.(3.22), dadas por
F pa, α, λ, 0, tq “ 1
pi
ż λ
0
exp
`´xt´ a?λ´ x˘ cos ppiα{2q
xpα`1q{2
dx
e
H pa, α, λ, 0, tq “ 1
pi
ż 8
0
exp p´ px` λq tq
px` λqα{2
„?
x` λ cos pΛq
x` λ

dx,
as quais fornecem, para a correspondente transformada de Laplace inversa, a seguinte
expressão
L ´1
#
exp
`´a?s` λ˘
spα`1q{2
+
“ F pa, α, λ, 0, tq `H pa, α, λ, 0, tq . (3.38)
Introduzindo λ “ 0 na Eq.(3.38), temos
L ´1
"
exp p´a?sq
spα`1q{2
*
“ F pa, α, 0, 0, tq `H pa, α, 0, 0, tq , (3.39)
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com
F pa, α, 0, 0, tq “ 0
e
H pa, α, 0, 0, tq “ 1
pi
ż 8
0
exp p´xtq cos pΛq
xpα`1q{2
dx.
Até aqui, admitimos que α ‰ 0. Admite-se α “ 0 na Eq.(3.39), temos outro
resultado conhecido
L ´1
"
exp p´a?sq?
s
*
“ 1
pi
ż 8
0
exp p´xtq cos pa?xq?
x
dx. (3.40)
Fazendo a seguinte mudança de variável, x “ u2 e utilizando o resultado [50],ż 8
0
exp
`´βx2˘ cos pbxq dx “ 12
c
pi
β
exp
ˆ
´ b
2
4β
˙
, Re pβq ą 0, (3.41)
da Eq.(3.40), obtemos
L ´1
"
exp p´a?sq?
s
*
“ 2
pi
ż 8
0
exp
`´u2t˘ cos pauq dx
“ 2
pi
ˆ
1
2
c
pi
t
exp
ˆ
´a
2
4t
˙˙
“ 1?
pit
exp
ˆ
´a
2
4t
˙
, (3.42)
que está presente na solução da equação diferencial do calor unidimensional.
3.2.4 Caso Especial: α “ 1 e λ “ 0
Nesta tese, em particular, no Capítulo 4, é feito um estudo sobre a equação
diferencial de difusão tempo-fracionária, cujo objetivo é obter a solução analítica da mesma
em termos das funções de Mittag-Leffler e de Wright (Apêndice C e Apêndice D). A fim
de recuperar o caso particular quando µÑ 1, notamos que ocorre a necessidade de fazer
uma conexão entre a transformada de Laplace inversa da função f ptq “ exp
`´k?t˘?
t
`?
t` b˘ com
a função exponencial e a função erro complementar, pois como visto no Capítulo 1, a
solução da equação diferencial de convecção-difusão, conforme proposta por Sharma et. al
[91], é dada em termos destas.
Então, escolhendo α “ 1, λ “ 0 e substituindo nas Eq.(3.21) e Eq.(3.22),
obtemos
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ F pa, 1, 0, µ, tq
0
`H pa, 1, 0, µ, tq (3.43)
“ 1
pi
ż 8
0
exp p´xtq?
x
"?
x cos pa?x` pi{2q ` µ sen pa?x` pi{2q
x` µ2
*
dx.
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Note que,
exp
`
µ2t
˘ ż 8
t
exp
“´ `µ2 ` u2˘ ξ‰ dξ
“ eµ2t lim
pÑ8
ż p
t
exp
“´ `µ2 ` u2˘ ξ‰ dξ
“ eµ2t lim
pÑ8
"´ exp p´ pµ2 ` u2qq p` exp p´ pµ2 ` u2qq t
µ2 ` u2
*
“ eµ2t exp p´ pµ
2 ` u2qq t
µ2 ` u2
“ e
´u2t
µ2 ` u2 . (3.44)
Introduzindo a seguinte mudança de variável x “ u2 na Eq.(3.43), e usando a
Eq.(3.44), temos
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ 2
pi
ż 8
0
e´u
2t
"
u cos pau` pi{2q ` µ sen pau` pi{2q
u2 ` µ2
*
du
“ 2
pi
ż 8
0
pµ cos pauq ´ u sen pauqq
˜
e´tu2
u2 ` µ2
¸
du
“ 2
pi
ż 8
0
pµ cos pauq ´ u sen pauqq eµ2t
ż 8
t
e´pu2`µ2qξdξdu
“ 2e
µ2t
pi
ż 8
t
e´µ
2ξ
"ż 8
0
e´u
2ξ pµ cos pauq ´ u sen pauqq du
*
dξ
“ 2e
µ2t
pi
ż 8
t
e´µ
2ξ tΩ1 ´Ω2u dξ, (3.45)
com
Ω1 “ Ω1 pu, a, ξ, µq “
ż 8
0
e´u
2ξµ cos pauq du (3.46)
e
Ω2 “ Ω2 pu, a, ξq “
ż 8
0
e´u
2ξu sen pauq du. (3.47)
Utilizando o resultado Eq.(3.41) e a seguinte identidadeż
xm exp p´βxnq dx “ ´exp p´βx
nq
nβ
,
com m` 1
n
“ 1 [50], nas Eq.(3.46) e Eq.(3.47), temos
Ω1 “ µ
ż 8
0
e´u
2ξ cos pauq du “ µ2
c
pi
ξ
e´
a2
4ξ (3.48)
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e
Ω2 “
ż 8
0
e´u
2ξu cos pauq du
“
«
´e
´u2ξ
2ξ sen pauq
ff8
0
`
ż 8
0
a cos pauq e
´u2ξ
2ξ du
“ a2ξ
ż 8
0
cos pauq e´u2ξdu
“ a2ξ
ˆ
1
2
c
pi
ξ
e´
a2
4ξ
˙
“ a
?
pi
4ξ3{2 e
´a24ξ . (3.49)
Substituindo as Eq.(3.48), Eq.(3.49) na Eq.(3.45), obtemos
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ 2e
µ2t
pi
ż 8
t
e´µ
2ξ
"
µ
2
c
pi
ξ
e´
a2
4ξ ´ a
?
pi
4ξ3{2 e
´a24ξ
*
dξ
“ ´ae
µ2t
?
pi
ż 8
t
e´µ2ξ´a2{4ξ
2ξ3{2 dξ `
2µeµ2t?
pi
ż 8
t
e´µ2ξ´a2{4ξ
2
?
ξ
dξ.
(3.50)
Realizando a seguinte mudança de variável ξ “ u2, a Eq.(3.50) pode ser escrita
da seguinte forma
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ ´ae
µ2t
?
pi
ż 8
?
t
e´µ2u2´a2{4u2
u2
dξ ` 2µe
µ2t
?
pi
ż 8
?
t
e´µ
2u2´a2{4u2dξ.
(3.51)
A partir do seguinte resultado [2]ż
exp
ˆ
´a2x2 ´ b
2
x2
˙
dx “
?
pi
4a
"
exp p2abq erf
ˆ
at` b
t
˙
` exp p´2abq erf
ˆ
at´ b
t
˙*
` C,
onde C é uma constante arbitrária, temos que a primeira integral do lado direito da
Eq.(3.51), é dada por
2µeµ2t?
pi
ż 8
?
t
e´µ
2u2´a2{4u2dξ “ 2µe
µ2t
?
pi
$&%
?
pi
4µ
»– eµa erf´µt` a2t¯`
`e´µa erf
´
µt´ a2t
¯ fifl8
?
t
,.-
“ e
µ2t
2
$’’’’&’’’’%
eµa erf p8q ` e´µaerf p8q´
´eµa erf
ˆ
µ
?
t` a
2
?
t
˙
´
´e´µa erf
ˆ
µ
?
t´ a
2
?
t
˙
,////.////- , (3.52)
onde erfcp¨q é a função erro complementar [33].
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Como erf p8q “ 1 e 2 cosh pzq “ exp pzq ` exp p´zq [24, 26], assim da Eq.(3.52)
concluímos que
2µeµ2t?
pi
ż 8
?
t
e´µ
2u2´a2{4u2dξ “ e
µ2t
2
$’’&’’%2 cosh pµaq ´
¨˚
˚˝ eµa erf
ˆ
µ
?
t` a
2
?
t
˙
`
`e´µa erf
ˆ
µ
?
t´ a
2
?
t
˙ ‹˛‹‚
,//.//- .
(3.53)
Por outro lado, para resolver a segunda integral da Eq.(3.51), introduzindo a
mudança de variável u “ 1{β, podemos escrever
´a?
pi
eµ
2t
ż 8
?
t
e´µ2u2´a2{4u2
u2
dξ “ ´a?
pi
eµ
2t
ż 0
1{?t
e
´µ2
β2´
a2β2
4
´
´ 1
β2
¯
1
β2
dβ
“ ´a?
pi
eµ
2t
ż 1{?t
0
e
´µ2
β2´pa2 q2β2dβ
“ ´a?
pi
eµ
2t
$’’’’&’’’’%
?
pi
2a
¨˚
˚˝˚˚ eµa erf
ˆ
a
2
?
t
`?tµ
˙`
`e´µa erf
ˆ
a
2
?
t
´?tµ
˙´
´eµa erf p8q ´ e´µaerf p´8q
‹˛‹‹‹‚
,////.////- .(3.54)
Como erf p8q “ 1 “ erf p´8q e 2 senh pzq “ exp pzq ´ exp p´zq, assim da
Eq.(3.54), concluímos que
´a?
pi
eµ
2t
ż 8
?
t
e´µ2u2´a2{4u2
u2
dξ “ ´a?
pi
eµ
2t
$’’’’’&’’’’’%
?
pi
2a
¨˚
˚˚˚˚
˝
eµa erf
ˆ
a
2
?
t
`?tµ
˙
`
`e´µa erf
ˆ
a
2
?
t
´?tµ
˙
´
´2pe
µa ` e´µaq
2
‹˛‹‹‹‹‚
,/////./////-
“ ´a?
pi
eµ
2t
$’’’’&’’’’%
?
pi
2a
¨˚
˚˝˚˚ eµa erf
ˆ
a
2
?
t
`?tµ
˙
`
`e´µa erf
ˆ
a
2
?
t
´?tµ
˙
´
´2 senh pµaq
‹˛‹‹‹‚
,////.////-
“ ´e
µ2t
2
¨˚
˚˝˚˚ eµa erf
ˆ
a
2
?
t
`?tµ
˙
`
`e´µa erf
ˆ
a
2
?
t
´?tµ
˙
´
´2 senh pµaq
‹˛‹‹‹‚. (3.55)
Utilizando a propriedade da função erro [24, 33], podemos escrever
erf
ˆ
µ
?
t´ a
2
?
t
˙
“ ´erf
ˆ
a
2
?
t
´ µ?t
˙
.
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Sabendo que
cosh pµaq ` senh pµaq “ e
µa ` e´µa
2 `
eµa ´ e´µa
2 “ e
µa,
e substituindo as Eq.(3.53) e Eq.(3.55) na Eq.(3.51), concluímos
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ ´e
µ2t
2
¨˝
eµa erf
ˆ
a
2
?
t
` µ?t
˙
``e´µa erf
ˆ
a
2
?
t
´ µ?t
˙
´
´2 senh pµaq
‚˛`
`e
µ2t
2
$’’&’’%2 cosh pµaq ´
¨˚
˚˝ eµa erf
ˆ
µ
?
t` a
2
?
t
˙
`
`e´µa erf
ˆ
µ
?
t´ a
2
?
t
˙ ‹˛‹‚
,//.//-
“ eµ2t cosh pµaq ´ e
µ2t
2 e
µa erf
ˆ
µ
?
t` a
2
?
t
˙
´ e
µ2t
2 e
´µa erf
ˆ
µ
?
t´ a
2
?
t
˙
`
`eµ2t senh pµaq ´ e
µ2t
2 e
µa erf
ˆ
a
2
?
t
` µ?t
˙
´ e
µ2t
2 e
´µa erf
ˆ
a
2
?
t
´ µ?t
˙
“ eµ2t pcosh pµaq ` senh pµaqq ´ e
µ2t
2 e
µaerf
ˆ
µ
?
t` a
2
?
t
˙
` e
µ2t
2 e
´µa erf
ˆ
a
2
?
t
´ µ?t
˙
´
´e
µ2t
2 e
µa erf
ˆ
a
2
?
t
` µ?t
˙
´ e
µ2t
2 e
´µa erf
ˆ
a
2
?
t
´ µ?t
˙
“ eµ2teµa
ˆ
1´ erf
ˆ
µ
?
t` a
2
?
t
˙˙
“ eµ2teµa erfc
ˆ
µ
?
t` a
2
?
t
˙
. (3.56)
Este caso particular Eq.(3.56) é bem conhecido e pode ser encontrado em [79].
Desta forma, a expressão Eq.(3.43) permite a interpretação do resultado em
termos da transformada de Laplace a seguir
L ´1
"
exp p´a?sq?
s p?s` µq
*
“ L tΩ pa, α, µqu “ eµ2teµaerfc
ˆ
µ
?
t` a
2
?
t
˙
,
onde
Ω pa, α, µq “ 1?
pix
ˆ
µ cos pa?xq ´ ?xsen pa?xq
x` µ2
˙
.
Assim, encerra-se o Capítulo 3, com os objetivos alcançados, em particular,
o caso especial, discutido na seção 3.2, de suma importância para recuperar a solução
proposta no modelo de convecção-difusão, conforme proposto por Sharma et al. [91], que
será discutido no Capítulo 4.
79
4 Equação de Difusão Fracionária Linear
Neste capítulo consideramos a equação diferencial de convecção-difusão Eq.(1.5)
associada ao modelo matemático descrevendo a concentração de nutrientes no sangue
que interfere diretamente na sedimentação de eritrócitos para uma velocidade média
igual a zero. Propomos um modelo matemático, por meio da equação diferencial de
difusão tempo-fracionária, através da derivada fracionária no sentido de Caputo que
contém como caso particular, o modelo proposto por Sharma et al. [91]. Nosso principal
objetivo, neste capítulo, é obter uma solução analítica para a equação diferencial de difusão
tempo-fracionária em termos das funções de Mittag-Leffler e de Wright. Além disso, por
meio do limite µÑ 1, prova-se que o resultado estudado recupera o resultado Eq.(1.44).
Finaliza-se o capítulo com a análise gráfica da solução da equação diferencial de difusão
tempo-fracionária, que foi elaborado através do uso do software MATLAB 7.10 (R2010a).
4.1 Modelo Matemático Fracionário
Nesta seção, vamos considerar a equação diferencial de convecção-difusão linear
associada ao particular modelo matemático, com condições convenientes, que descreve o
comportamento da concentração de nutrientes no sangue e que interfere diretamente na
ESR, em uma versão fracionária, onde admitimos que a velocidade média do fluido seja
nula. Esse modelo pode ser visto como uma generalização da solução obtida por Sharma
et al. [91] e o recupera, como veremos na seção 4.3.
A concentração de nutrientes Cpx, tq onde U “ 0 que generaliza a Eq.(1.5),
satisfaz a seguinte EDP tempo-fracionária não homogênea,
DLD
2
xC px, tq ´Dµt C px, tq “ φ px, tq , (4.1)
com 0 ă µ ď 1, Dµt ” B
µ
Btµ , Cpx, tq P AC
1r0, hs, DL uma constante positiva e φ px, tq é
uma função que descreve a taxa de transferência de nutrientes e que satisfaz a EDP
DD2xφ px, tq ´ k0φ px, tq ´Dtφ px, tq “ 0, (4.2)
com D e k ambas constantes positivas.
As condições inicial e de fronteira impostas aqui, convenientes para a resolução
da Eq.(4.2) são dadas por$’’’’&’’’’%
φpx, 0q “ exp
˜
´
c
k0 ´ a
D
x
¸
, k0 ě a,D ą 0
φp0, tq “ exp p´atq , t ą 0
φp8, tq “ 0, t ą 0
.
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A solução da Eq.(4.2) pode ser escrita na forma
φ px, tq “ exp p´ pat` bxqq ,
onde b2 “ pk0 ´ aq
D
ą 0 e a sendo a constante a ser escolhida convenientemente com o
valor de φ px, tq. Para detalhes de como obter a solução da Eq.(4.2), veja Capítulo 1.
Para o modelo matemático fracionário proposto, admitimos que o parâmetro
0 ă µ ď 1 e a derivada fracionária de ordem µ, é considerada no sentido de Caputo
[29, 49, 78]. Ainda mais, devemos impor as condições inicial e de fronteira para a Eq.(4.1),
isto é $’&’%
Cpx, 0q “ 0, x ě 0
Cp0, tq “ 1, t ą 0
Cp8, tq “ 0, t ą 0,
(4.3)
com Cpx, tq P C2r0, hs.
Enfim, a partir dessas considerações, o modelo matemático tempo-fracionário
a ser abordado é composto por uma equação diferencial de difusão tempo-fracionária não
homogênea,
DLD
2
xC px, tq ´Dµt C px, tq “ exp p´ pat` bxqq (4.4)
sendo as condições inicial e de fronteira dadas pela Eq.(4.3) com a, b P R.
4.2 Solução Analítica e Gráficos
O objetivo desta seção é obter analiticamente a solução da equação diferencial
de difusão tempo-fracionária Eq.(4.4) em termos da função de Mittag-Leffler e da função
de Wright. Para finalizar, é feita uma análise gráfica da solução obtida em relação a solução
de ordem inteira como visto na seção 1.4.
Para resolver o problema proposto Eq.(4.4), aplicamos a metodologia da trans-
formada de Laplace [33, 35] para converter a EDP fracionária não homogênea em uma
equação diferencial ordinária, linear e não homogênea. Resolvendo esta equação e aplicando
a transformada de Laplace inversa, obtemos a solução do problema inicial.
Então, aplicando a transformada de Laplace em relação à variável temporal t
em ambos os lados da Eq.(4.4), obtemos
L
 
DLD
2
xC px, tq
(´L tDµt C px, tqu “ L texp p´ pat` bxqqu . (4.5)
Utilizando a regra de Leibniz [74], temos
L
 
DLD
2
xC px, tq
( “ DL d2
dx2
C px, sq . (4.6)
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Por outro lado, utilizando a transformada de Laplace da derivada de ordem
inteira [33, 35] e a condição inicial Cpx, 0q “ 0, obtemos
L tDµt C px, tqu “ sµC px, sq ´ sµ´1C px, 0q “ sµC px, sq (4.7)
e
L texp p´ pat` bxqqu “ exp p´bxq
s` a . (4.8)
Assim, substituindo as Eq.(4.6), Eq.(4.7) e Eq.(4.8) na Eq.(4.5), podemos
reescrever da seguinte forma
DL
d2
dx2
C px, sq ´ sµC px, sq “ exp p´bxq
s` a , (4.9)
onde 0 ă µ ď 1, DL ą 0 sendo s o parâmetro associado à transformada de Laplace e
Repsq ą 0.
Usando os métodos da equação característica e dos coeficientes indeterminados
na Eq.(4.9), obtemos a solução geral dada por
C px, sq “ α1 exp
ˆ
´
c
sµ
DL
x
˙
` α2 exp
ˆc
sµ
DL
x
˙
` 1
DLb2 ´ sµ
exp p´bxq
s` a , (4.10)
com α1 e α2 constantes.
Para obter α1 e α2 utilizamos as condições de fronteira. É fácil ver que a
transformada de Laplace de C p8, tq “ 0, é dada por C p8, sq “ 0. Então, multiplicando
por exp
ˆ
´
c
sµ
DL
x
˙
e tomando o limite xÑ 8 em ambos os lados da Eq.(4.10), temos
α2 “ C p8, sq exp
ˆ
´
c
sµ
DL
x
˙
´ α1exp
ˆ
´2
c
sµ
DL
x
˙
´
exp
´
´
b
sµ
DL
x
¯
DLb2 ´ sµ
exp p´bxq
s` a “ 0.
Por outro lado, sabemos que a transformada de Laplace de Cp0, tq “ 1, é dada
por C p0, sq “ 1
s
. Como α2 “ 0, então multiplicando por exp
ˆc
sµ
DL
x
˙
e tomando o
limite xÑ 0 em ambos os lados da Eq.(4.10), temos
α1 “ exp
ˆc
sµ
DL
x
˙
C p0, sq ´ exp
ˆc
sµ
DL
x
˙
exp p´bxq
s` a
1
DLb2 ´ sµ
“ 1
s
´ 1ps` aq pDLb2 ´ sµq “
1
s
` 1ps` aq `sµ ´ b2
α2
˘ ,
onde introduzimos a notação α2 “ 1
DL
e DL ą 0.
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Consequentemente, a solução geral da Eq.(4.9) é dada por
C px, sq “
˜
1
s
` 1ps` aq `sµ ´ b2
α2
˘¸ exp `´αxsµ{2˘` exp p´bxqps` aq ` b2
α2 ´ sµ
˘ , (4.11)
onde α2 “ 1
DL
e DL ą 0.
A fim de recuperar a solução na variável temporal utilizamos a transformada
de Laplace inversa [20, 33] em ambos os lados da Eq.(4.11) de onde, segue
C px, tq “ L ´1 tC px, squ “ L ´1
"
1
s
exp
`´αxsµ{2˘*`
`L ´1
#
1
ps` aq `sµ ´ b2
α2
˘ exp `´αxsµ{2˘+
´L ´1
#
1
ps` aq `sµ ´ b2
α2
˘ exp p´bxq+ . (4.12)
Introduzindo a mudança β2 “ b2DL, reescrevemos a Eq.(4.12) da forma
C px, tq “ C1 px, tq ` C2 px, tq ´ expp´bxqC3 px, tq ,
com
C1 px, tq “ L ´1
"exp `´αxsµ{2˘
s
*
;
C2 px, tq “ L ´1
" exp `´αxsµ{2˘
ps` aq psµ ´ β2q
*
;
C3 px, tq “ lim
xÑ0C2 px, tq .
A fim de proceder com a inversão das transformadas de Laplace, vamos calculá-
las separadamente. Para calcular C1 px, tq, introduzimos a série de MacLaurin [26] associada
à função exponencial, isto é, escolhendo f pkqp0q “ 1 na série, temos
1
s
exp
`´αxsµ{2˘ “ 8ÿ
k“0
p´αxqk
k! s
µk
2 ´1. (4.13)
Consequentemente, aplicando a transformada de Laplace inversa em ambos os
lados da Eq.(4.13), obtemos
C1px, tq “ L ´1
"
1
s
exp
`´αxsµ{2˘* “ 8ÿ
k“0
p´αxqk
k! L
´1
!
s
µk
2 ´1
)
. (4.14)
Considere a seguinte função f ptq “ t
q´1
Γ pqq . Calculando sua transformada de
Laplace em relação a variável temporal t, obtemos
L
"
tq´1
Γ pqq
*
“ 1
Γ pqq
ż 8
0
tq´1e´stdt. (4.15)
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Introduzindo a seguinte mudança de variável u “ st na Eq.(4.15), temos
L
"
tq´1
Γ pqq
*
“ 1
Γ pqq
ż 8
0
´u
s
¯q´1
e´u
du
s
“ 1
Γ pqq
ż 8
0
uq´1
sq´1
e´u
du
s
“ s
´q
Γ pqq
ż 8
0
uq´1e´udu
“ s
´qΓ pqq
Γ pqq
“ s´q. (4.16)
Consequentemente, aplicando a transformada de Laplace inversa em ambos os
lados da Eq.(4.16), obtemos
L ´1
 
s´q
( “ tq´1
Γ pqq , (4.17)
com Repqq ą 0.
Introduzindo q “ 1´ µk{2 na Eq.(4.17) e substituindo na Eq.(4.14), temos
C1 px, tq “
8ÿ
k“0
p´αxqk t1´µk{2´1
k!Γ p1´ µk{2q
“
8ÿ
k“0
p´αxqk t´µk{2
k!Γ p1´ µk{2q
“
8ÿ
k“0
`´αx{tµ{2˘k
k!Γ p1´ µk{2q . (4.18)
Esta soma é bem conhecida. Ainda mais, considerando β “ 1, α “ ´µ{2 e
z “ ´αx{tµ{2 na definição de função de Wright (Apêndice D), podemos escrever
W p´µ{2, 1; zq “
8ÿ
k“0
zk
k!Γ p´µk{2` 1q . (4.19)
Então, a partir das Eq.(4.18) e Eq.(4.19), obtemos
C1 px, tq “W
´
´µ{2, 1;´ αx
tµ{2
¯
. (4.20)
Avaliamos agora a segunda parcela da transformada de Laplace inversa
C2 px, tq “ L ´1
"
1
ps` aq psµ ´ β2q exp
`´αxsµ{2˘* . (4.21)
Como visto anteriormente para C1px, tq, também utilizamos a função exponen-
cial em termos da série de MacLaurin. Então, temos
1
ps` aq psµ ´ β2q exp
`´αxsµ{2˘ “ 1ps` aq psµ ´ β2q 8ÿ
m“0
sµm{2
p´αxqm
m!
“
8ÿ
m“0
p´αxqm
m!
sµm{2
ps` aq psµ ´ β2q . (4.22)
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Outra vez, aplicando a transformada de Laplace inversa em ambos os lados da
Eq.(4.22), podemos escrever
L ´1
"
1
ps` aq psµ ´ β2q exp
`´αxsµ{2˘* “ 8ÿ
m“0
p´αxqm
m! L
´1
"
sµm{2
ps` aq psµ ´ β2q
*
.
(4.23)
Para o cálculo desta transformada, consideramos a seguinte expressão [22]
Ω “ s
σ
sα ` rasβ ` bsγ ` csµ ` d,
com ra, b, c, d P R e α, β, γ, µ P R tais que ra ‰ 0 e α ą β ą γ ą µ.
Com a condição
ˇˇˇˇ
bsγ ` csµ ` d
sα ` rasβ
ˇˇˇˇ
ă 1, e utilizando a série geométrica temos
8ÿ
k“0
p´1qk sσ´β´βk pbs
γ ` csµ ` dqk
psα´β ` raqk`1 “ sσ´βsα´β ` ra
8ÿ
k“0
p´1qk s´βk pbs
γ ` csµ ` dqk
psα´β ` raqk
“ s
σ
sα ` sβra 8ÿ
k“0
p´1qk
ˆ
bsγ ` csµ ` d
sα ` rasβ
˙k
“ s
σ
sα ` sβra
˜
1
1` bsγ`csµ`d
sα`rasβ
¸
“ s
σ
sα ` sβra
ˆ
sα ` rasβ
bsγ ` csµ ` d` sα ` rasβ
˙
“ s
σ
bsγ ` csµ ` d` sα ` rasβ . (4.24)
O teorema binomial Eq.(E.2) e a própria definição de binômio (Apêndice E),
permite escrever de um modo conveniente a Eq.(4.24) como segue
Ω “
8ÿ
k“0
p´1qk sσ´β´βk pbs
γ ` csµ ` dqk
psα´β ` raqk`1
“
8ÿ
k“0
p´1qk
kÿ
l“0
ˆ
k
l
˙
dl pbsγ ` csµqk´l s
σ´β´βk
psα´β ` raqk`1
“
8ÿ
k“0
p´1qk
kÿ
l“0
ˆ
k
l
˙
dl
k´lÿ
j“0
ˆ
k ´ l
j
˙
pbsγqk´l´j pcsµqj s
σ´β´βk
psα´β ` raqk`1
“
8ÿ
k“0
p´1qk
kÿ
l“0
k!
l! pk ´ lq!d
l
k´lÿ
j“0
pk ´ lq!
j! pk ´ l ´ jq! pbs
γqk´l´j pcsµqj s
σ´β´βk
psα´β ` raqk`1
“
8ÿ
k“0
p´1qk
kÿ
l“0
k!
l! d
lbk´l
k´lÿ
j“0
pc{bqj
j! pk ´ l ´ jq!
sσ´βp1`kq`γpk´l´jq`µj
psα´β ` raqk`1
“
8ÿ
k“0
p´1qk bkk!
kÿ
l“0
pd{bql
l!
k´lÿ
j“0
pc{bqj
j! pk ´ l ´ jq!Λσ, (4.25)
onde Λσ “ s
σ´βp1`kq`µj`γpk´l´jq
psα´β ` raqk`1 .
Capítulo 4. Equação de Difusão Fracionária Linear 85
Aplicando a transformada de Laplace inversa na Eq.(4.25), obtemos
L ´1 tΩu “ L ´1
# 8ÿ
k“0
p´1qk bkk!
kÿ
l“0
pd{bql
l!
k´lÿ
j“0
pc{bqj
j! pk ´ l ´ jq!Λσ
+
“
8ÿ
k“0
p´1qk bkk!
kÿ
l“0
pd{bql
l!
k´lÿ
j“0
pc{bqj
j! pk ´ l ´ jq!L
´1 tΛσu . (4.26)
Utilizando o seguinte resultado Eq.(C.5) (Apêndice C),
L ´1 tΛσu “ L ´1
"
sσ´βp1`kq`µj`γpk´l´jq
psα´β ` raqk`1
*
“ tξ´1Ek`1α´β,ξ
`´ratα´β˘ ,
na Eq.(4.26), obtemos
L ´1 tΩu “
8ÿ
k“0
p´1qk bkk!
kÿ
l“0
pd{bql
l!
k´lÿ
j“0
pc{bqj
j! pk ´ l ´ jq!t
ξ´1Ek`1α´β,ξ
`´ratα´β˘ , (4.27)
com ξ “ ´σ ` α ` pα ´ γq k ` γl ´ pµ´ γq j e Ek`1α´β,ξ p¨q é a função de Mittag-Leffler de
três parâmetros (Apêndice C) [22].
Agora, considerando c “ 0 na Eq.(4.27), desta forma j “ 0, concluímos que
L ´1
"
sσ
sα ` rasβ ` bsγ ` d
*
“
8ÿ
k“0
p´1qk bkk!
kÿ
l“0
pd{bql tξ´1
l! pk ´ lq! E
k`1
α´β,ξ
`´ratα´β˘ , (4.28)
onde ξ “ ´σ ` α ` pα ´ γq k ` γl e α ą β ą γ .
Então para σ “ µm{2, d “ ´aβ2, α “ µ ` 1, γ “ µ, β “ 1, b “ a e ra “ ´β2
na Eq.(4.28), obtemos
L ´1
"
sµm{2
sµ`1 ´ β2s` asµ ´ aβ2
*
“ L ´1
"
sµm{2
ps` aq psµ ´ β2q
*
“
8ÿ
k“0
p´1qk paqk k!
kÿ
l“0
p´β2ql
l!
t´µm{2`µ`k`µl
pk ´ lq! E
k`1
µ,θ
`
β2tµ
˘
,
onde θ “ ´µm{2` µ` 1` k ` µl.
Voltando na Eq.(4.23), podemos reescrever
C2 px, tq “
8ÿ
m“0
p´αxqm
m!
8ÿ
k“0
p´aqk k!
kÿ
l“0
p´β2ql t´µm{2`µ`k`µl
l! pk ´ lq! E
k`1
µ,θ
`
β2tµ
˘
“ tµ
8ÿ
m“0
`´αxt´µ{2˘m
m!
8ÿ
k“0
p´atqk k!
kÿ
l“0
p´β2tµql
l! pk ´ lq!E
k`1
µ,θ
`
β2tµ
˘
, (4.29)
onde θ “ ´µm{2` µ` 1` k ` µl.
Com o propósito de obter a solução da equação diferencial de difusão tempo-
fracionária em termos da função de Mittag-Leffler de dois parâmetros, avaliamos a soma
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em l que aparece na última expressão de modo a encontrar uma relação entre as funções
de Mittag-Leffler de dois e três parâmetros. Para isso, considere a seguinte identidade
Λ “
kÿ
j“0
pzqj
j! pk ´ jq!E
ρ
λ,λj`β p´zq “
kÿ
j“0
8ÿ
l“0
pzqj
j! pk ´ jq!
pρql p´zql
l!Γ pλl ` λj ` βq , (4.30)
onde pρql “ ρ pρ` 1q .... pρ` l ´ 1q.
Denotando l ` j “ i e trocando as ordens dos somatórios na Eq.(4.30), temos
Λ “
8ÿ
i“0
kÿ
j“0
p´zqi
Γ pλi` βq
p´1qj
j! pk ´ jq!
pρqi´j
pi´ jq! , (4.31)
onde usamos o fato que pi´ jq! “ 0 para j “ i` 1, i` 2, ....
Utilizando a identidade pρqi´j “
pρ` i´ j ´ 1q!
pρ´ 1q! e a definição de binômio
(Apêndice E), temos
pρqi´j
pi´ jq! “
pρ` i´ j ´ 1q!
pi´ jq! pρ´ 1q! “
ˆ
i´ j ` ρ´ 1
i´ j
˙
. (4.32)
Pela propriedade Eq.(E.3) do binômio de Newton (Apêndice E), temosˆ
n
l
˙
“
ˆ
n
n´ l
˙
pñq
ˆ
i´ j ` ρ´ 1
i´ j
˙
“
ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
. (4.33)
Assim, substituindo a Eq.(4.33) na Eq.(4.32), obtemos
pρqi´j
pi´ jq! “
ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
. (4.34)
Utilizando a Eq.(4.34) e a seguinte propriedade Eq.(E.4) (Apêndice E)
kÿ
j“0
p´1qj
ˆ
k
j
˙ˆ
a´ j
b
˙
“
ˆ
a´ k
b´ k
˙
na Eq.(4.31), obtemos [22]
kÿ
j“0
pzqj
j! pk ´ jq!E
ρ
λ,λj`β p´zq “
8ÿ
i“0
kÿ
j“0
p´zqi
Γ pλi` βq
p´1qj
j! pk ´ jq!
ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
“
8ÿ
i“0
p´zqi
Γ pλi` βq
kÿ
j“0
p´1qj
j! pk ´ jq!
ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
“
8ÿ
i“0
p´zqi
Γ pλi` βq
1
k!
kÿ
j“0
p´1qj k!
j! pk ´ jq!
ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
“
8ÿ
i“0
p´zqi
Γ pλi` βq
1
k!
kÿ
j“0
p´1qj
ˆ
k
j
˙ˆ
i´ j ` ρ´ 1
ρ´ 1
˙
“
8ÿ
i“0
p´zqi
Γ pλi` βq
1
k!
ˆ
i` ρ´ 1´ k
ρ´ 1´ k
˙
“
8ÿ
i“0
p´zqi
Γ pλi` βq
1
k!
pρ´ kqi
i! “
1
k!E
ρ´k
λ,β p´zq . (4.35)
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Escolhendo z “ ´β2tµ, ρ “ k ` 1, λ “ µ, j “ l e β “ k ` µ ` 1 ´ µm{2 na
Eq.(4.35) e substituindo na Eq.(4.29), concluímos que
C2 px, tq “ tµ
8ÿ
m“0
`´αxt´µ{2˘m
m!
8ÿ
k“0
p´atqk Eµ,µ`k`1´µm{2
`
β2tµ
˘
, (4.36)
onde Eα,β p¨q é a função de Mittag-Leffler de dois parâmetros, considerada uniformemente
convergente (Apêndice C).
A última transformada de Laplace inversa, C3px, tq é obtida convenientemente
por meio do limite, isto é, consideramos xÑ 0 na Eq.(4.36). O único termo que contribui,
neste limite, é m “ 0. Devido a essas colocações, obtemos
C3 px, tq “ lim
xÑ0C2 px, tq
“ lim
xÑ0t
µ
8ÿ
m“0
`´αxt´µ{2˘m
m!
8ÿ
k“0
p´atqk Eµ,µ`k`1´µm{2
`
β2tµ
˘
“ tµ
8ÿ
k“0
p´atqk Eµ,µ`k`1
`
β2tµ
˘
. (4.37)
Assim, a partir dos resultados obtidos nas Eq.(4.20), Eq.(4.36) e Eq.(4.37),
obtemos a solução do problema inicial, isto é, da Eq.(4.4) e satisfazendo as condições
dadas pela Eq.(4.3),
C px, tq “ tµ
8ÿ
m“0
`´αxt´µ{2˘m
m!
8ÿ
k“0
p´atqk Eµ,µ`k`1´µm{2
`
β2tµ
˘`
`W
´
´µ{2, 1;´ αx
tµ{2
¯
´ exp p´bxq tµ
8ÿ
k“0
p´atqk Eµ,µ`k`1
`
β2tµ
˘
, (4.38)
onde os parâmetros são dados por α2 “ 1{DL, β2 “ b2DL e 0 ă µ ď 1. A solução dada
pela Eq.(4.38) é válida para t ą 0 e é AC1r0, hs e de classe C2r0, hs, então substituindo na
Eq.(4.3), podemos facilmente verificar que satisfaz o problema de valor inicial e o problema
de valor de fronteira Eq.(4.4).
Vamos agora fazer uma análise gráfica. Para essa presente análise gráfica e efeito
de cálculos, precisamos de alguns valores dos parâmetros que emergem da solução dada pela
Eq.(4.38). Então consideramos os seguintes valores: o coeficiente de dispersão axial DL “
4.8ˆ10´4cm2 s´1 [90], o coeficiente de difusividade do oxigênio D “ 9.8ˆ10´5cm2 s´1 [51],
o coeficiente de transferência de nutrientes k0 “ 1.5ˆ 10´4ms´1 e a “ ´0.005ˆ 10´4ms´1
[5] escolhido convenientemente e também fixamos um tempo t “ 15s. Por fim, fixamos um
determinado intervalo x “ r0, 4s, podendo ser estendido.
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Figura 7 – Solução analítica da equação de difusão tempo-fracionária Eq.(4.38).
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Fonte: Produzido via software MATLAB pelo próprio autor.
Na Figura 7, o eixo x representa o espaço e o eixo y (vertical) representa a
concentração normalizada de nutrientes no sangue. Os valores dos parâmetros usados para
traçar o gráfico, conforme a Figura 7, também foram usados para traçar a solução da EDP
de ordem inteira, Figura 5 (Capítulo 1). O gráfico foi plotado usando o software MATLAB
7.10 (R2010a).
Note que, à medida que x (espaço) aumenta, o nível de C{C1 (concentração de
nutrientes) diminui, isto é, ao mover-se para a extremidade arterial (x ‰ 0), a concentração
de soluto diminui. Diminuindo a concentração de soluto significa que as células não são
eficientes ao ponto de obter uma nutrição, de modo que concluímos que a eficiência do
transporte de nutrientes perto da artéria é maior em relação à extremidade venosa.
Com a liberdade dada ao parâmetro µ (0 ă µ ď 1), é possível ter informações
mais acuradas a respeito da concentração de nutrientes perto da extremidade arterial, pois
como visto acima a fracionalização da derivada refina a solução. Observe que, para µ “ 0.10
o comportamento da solução analítica permanece nas proximidades da extremidade arterial
por mais tempo. Desta forma, é possível perceber que à medida que µ Ñ 1, a solução
fracionária converge para a solução da EDP de ordem inteira.
Supomos que a variável de espaço x esteja dentro do intervalo r0, 4s. Poderíamos
também examinar a variável x no intervalo r0, 12s ou qualquer outro intervalo; porém a
primeira característica representativa é que, para x ě 3.8, o nível C{C1 tende ao eixo x.
Portanto, é interessante, neste contexto, fazer análise apenas no intervalo r0, 4s.
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4.3 Caso Particular µÑ 1
Nesta seção, analisamos a solução Eq.(4.38) da equação diferencial de difusão
tempo-fracionária utilizando o processo de limite µÑ 1, de modo a recuperar o resultado
proposto por Sharma et al. [91], como discutido na seção 1.4.
Visto que a solução da EDP fracionária Eq.(4.4) é dada pela Eq.(4.38) e
tomando o limite µÑ 1, segue
C px, tq “ t
8ÿ
m“0
`´αxt´1{2˘m
m!
8ÿ
k“0
p´atqk E1,k`2´m{2
`
β2t
˘`
`W
´
´1{2, 1;´ αx
t1{2
¯
´ exp p´bxq t
8ÿ
k“0
p´atqk E1,k`2
`
β2t
˘
. (4.39)
Utilizando o seguinte resultado W p´1{2, 1;´xq “ erfc px{2q [36] e a proprie-
dade Eq.(B.4) erf p´xq “ ´erf pxq (Apêndice B), temos
W
`´1{2, 1;´αx{?t˘ “ erfc `αx{2?t˘ “ 1´ erf `αx{2?t˘ “ 1` erf `´αx{2?t˘ . (4.40)
Na última parcela da soma da Eq.(4.39), podemos usar o seguinte resultado
t
8ÿ
k“0
p´atqk E1,2`k
`
β2t
˘ “ exp pβ2tq ´ exp p´atq
a` β2 . (4.41)
Assim, substituindo as Eq.(4.41) e Eq.(4.40) na Eq.(4.39), podemos reescrevê-la
da seguinte forma
C px, tq “ t
8ÿ
m“0
`´αxt´1{2˘m
m!
8ÿ
k“0
p´atqk E1,k`2´m{2
`
β2t
˘`
`1` erf `´αx{2?t˘´ exp p´bxq exp pβ2tq ´ exp p´atq
a` β2 . (4.42)
Com o interesse de recuperar exatamente o resultado proposto por Sharma [91]
Eq.(1.44), precisamos que a Eq.(4.42) seja expressa em termos das funções erfcp¨q e expp¨q,
visto que a solução da equação diferencial de convecção-difusão proposta por Sharma et
al. [91], é dada em termo do produto das funções expp¨q e erfcp¨q. Para tal fato, a seguir,
apresentamos um caminho diferente para avaliar a transformada de Laplace inversa, que
aparece na Eq.(4.21) por meio de frações parciais.
Então, tomando o limite µÑ 1 na Eq.(4.21), segue
C2 px, tq “ L ´1
"
exp p´αx?sq
ps` aq ps´ β2q
*
. (4.43)
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Por meio de frações parciais consideramos a função Gβa psq “ 1ps` aq ps´ β2q
escrita da seguinte forma
1
ps` aq ps´ β2q “
A?
s´ i?a `
B?
s` i?a `
C?
s´ β `
D?
s` β
“ A p
?
s` i?aq p?s´ βq p?s` βq
p?s´ i?aq p?s` i?aq p?s´ βq p?s` βq `
` B p
?
s´ i?aq p?s´ βq p?s` βq
p?s´ i?aq p?s` i?aq p?s´ βq p?s` βq `
` C p
?
s´ i?aq p?s` i?aq p?s` βq
p?s´ i?aq p?s` i?aq p?s´ βq p?s` βq `
` D p
?
s´ i?aq p?s` i?aq p?s´ βq
p?s´ i?aq p?s` i?aq p?s´ βq p?s` βq . (4.44)
Avaliamos os valores de A, B, C e D. Então para:
1. s “ β2 ñ β “ ?s na Eq.(4.44), temos
C
`?
s´ i?a˘ `?s` i?a˘ 2β “ 1 pñqC “ 12?s pβ2 ` aq .
2. β “ ´?s na Eq.(4.44), temos
D
`´β ´ i?a˘ `´β ` i?a˘ p´2βq “ 1 pñqD “ 12?s pβ2 ` aq .
3.
?
s “ i?a na Eq.(4.44), temos
A
`
2i
?
a
˘ `
i
?
a´ β˘ `i?a` β˘ “ 1 pñqA “ ´ 12?s pβ2 ` aq .
4.
?
s “ ´i?a na Eq.(4.44), temos
B
`´2i?a˘ `´i?a´ β˘ `´i?a` β˘ “ 1 pñqB “ ´ 12?s pβ2 ` aq .
Consequentemente, substituindo os valores de A, B, C e D na Eq.(4.44), segue
1
ps` aq ps´ β2q “
´ 12?s pβ2 ` aq?
s´ i?a `
´ 12?s pβ2 ` aq?
s` i?a `
1
2
?
s pβ2 ` aq?
s´ β `
1
2
?
s pβ2 ` aq?
s` β
“ ´ 12?s pβ2 ` aq p?s´ i?aq ´
1
2
?
s pβ2 ` aq p?s` i?aq `
` 12?s pβ2 ` aq p?s´ βq `
1
2
?
s pβ2 ` aq p?s` βq ,
podendo ser reescrito da seguinte forma,
2 pβ2 ` aq
ps` aq ps´ β2q “ ´
1?
s p?s´ i?aq ´
1?
s p?s` i?aq `
` 1?
s p?s´ βq `
1?
s p?s` βq . (4.45)
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Multiplicando a Eq.(4.45) por exp
`´αx?s˘ e tomando a transformada de
Laplace inversa em ambos os lados, temos
2
`
β2 ` a˘L ´1 " exp p´αx?sqps` aq ps´ β2q
*
“ ´L ´1
"
exp p´αx?sq?
s p?s´ i?aq
*
´L ´1
"
exp p´αx?sq?
s p?s` i?aq
*
`
`L ´1
"
exp p´αx?sq?
s p?s´ βq
*
`L ´1
"
exp p´αx?sq?
s p?s` βq
*
. (4.46)
Para avaliar as transformadas de Laplace inversa acima, utilizamos o caso,
como apresentado no Capítulo 3, dado por
L ´1
"
exp p´k?sq?
s p?s` bq
*
“ exp pbkq exp `b2t˘ erfcˆb?t` k
2
?
t
˙
, (4.47)
com k ě 0, b P C e erfcp¨q a função erro complementar.
Desta forma, aplicando a Eq.(4.47) em cada parcela da Eq.(4.46), temos
2
`
β2 ` a˘L ´1 " exp p´αx?sqps` aq ps´ β2q
*
“ exp pβαxq exp `β2t˘ erfcˆβ?t` αx
2
?
t
˙
(4.48)
` exp p´βαxq exp `β2t˘ erfcˆ´β?t` αx
2
?
t
˙
´ exp `iα?ax˘ exp p´atq erfcˆi?at` αx
2
?
t
˙
´ exp `´iα?ax˘ exp p´atq erfcˆ´i?at` αx
2
?
t
˙
.
Ainda mais, para o caso particular x “ 0, na Eq.(4.48) obtemos exatamente o
resultado da transformada de Laplace inversa, C3px, tq, isto é,
2
`
β2 ` a˘L ´1 " 1ps` aq ps´ β2q
*
“ exp `β2t˘ erfc `β?t˘` exp `β2t˘ erfc `´β?t˘
´ exp p´atq erfc `i?at˘´ exp p´atq erfc `´i?at˘
“ exp `β2t˘ `erfc `β?t˘` erfc `´β?t˘˘´
´ exp p´atq `erfc `i?at˘` erfc `´i?at˘˘ . (4.49)
Utilizando a Propriedade Eq.(B.4) da função erro na Eq.(4.49), obtemos
2
`
β2 ` a˘L ´1" 1ps` aq ps´ β2q
*
“ exp `β2t˘ `erfc `β?t˘` erfc `´β?t˘˘´
´ exp p´atq `erfc `i?at˘` erfc `´i?at˘˘
“ exp `β2t˘ `1´ erf `β?t˘` 1´ erf `´β?t˘˘´
´ exp p´atq `1´ erf `i?at˘` 1´ erf `´i?at˘˘
“ exp `β2t˘ `1´ erf `β?t˘` 1` erf `β?t˘˘´
´ exp p´atq `1´ erf `i?at˘` 1` erf `i?at˘˘
“ 2 `exp `β2t˘´ exp p´atq˘ .
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Assim, concluímos
L ´1
"
1
ps` aq ps´ β2q
*
“ exp pβ
2tq ´ exp p´atq
β2 ` a . (4.50)
Como avaliamos a transformada de Laplace inversa C2px, tq na Eq.(4.21), no
caso µ “ 1, por dois caminhos diferentes, a Eq.(4.39) e a Eq.(4.48), envolvendo uma função
de Mittag-Leffler e as funções erro, podemos escrever a nova e interessante identidade
2
`
a` β2˘ t 8ÿ
m“0
`´αxt´1{2˘
m!
8ÿ
k“0
p´atqk E1,2`k´m{2
`
β2t
˘ “
“ eβαxeβ2terfc
ˆ
β
?
t` αx
2
?
t
˙
` e´βαxeβ2terfc
ˆ
´β?t` αx
2
?
t
˙
´
´eiα?axe´aterfc
ˆ
i
?
at` αx
2
?
t
˙
´ e´iα?axe´aterfc
ˆ
´i?at` αx
2
?
t
˙
. (4.51)
Ainda mais, considerando α “ 0 na Eq.(4.51), o que implica somente m “ 0
contribui para a primeira soma, obtemos
2
`
a` β2˘ t 8ÿ
k“0
p´atqk E1,2`k
`
β2t
˘ “ 2´eβ2terfc `β?t˘` eβ2terfc `´β?t˘¯´
´2 `e´aterfc `i?at˘´ e´aterfc `´i?at˘˘
“ 2
´
eβ
2t ´ e´at
¯
,
ou ainda, rearranjando, na seguinte forma
t
8ÿ
k“0
p´atqk E1,2`k
`
β2t
˘ “ eβ2t ´ e´atpa` β2q ,
o que, de fato, justifica o resultado dado pela Eq.(4.41). Consequentemente, a Eq.(4.51)
pode ser interpretada como uma generalização da Eq.(4.41). Enfim, considerando a “ 0
na equação anterior, temos que
β2tE1,2
`
β2t
˘ “ eβ2t ´ 1,
que é uma identidade envolvendo a função de Mittag-Leffler (Apêndice C) [78].
Finalmente, devido a análise realizada da transformada de Laplace inversa
por dois caminhos Eq.(4.39) e Eq.(4.48) para µ “ 1, isso possibilitou escrever a principal
relação que precisávamos para recuperar a solução proposta por Sharma et al. [91], ou
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seja, pelas Eq.(4.42) e Eq.(4.51), logo
C px, tq “ t
8ÿ
m“0
`´αxt´1{2˘m
m!
8ÿ
k“0
p´atqk E1,k`2´m{2
`
β2t
˘`
`1` erf `´αx{2?t˘´ exp p´bxq exp pβ2tq ´ exp p´atq
a` β2
“ 12 pa` β2q
»——– exp pβαxq exp
`
β2t
˘
erfc
ˆ
β
?
t` αx
2
?
t
˙
` exp p´βαxq exp `β2t˘ erfcˆ´β?t` αx
2
?
t
˙
fiffiffifl´
´ 12 pa` β2q
»——– exp
`
iα
?
ax
˘
exp p´atq erfc
ˆ
i
?
at` αx
2
?
t
˙
` exp `´iα?ax˘ exp p´atq erfcˆ´i?at` αx
2
?
t
˙
fiffiffifl`
`1` erf `´αx{2?t˘´ exp p´bxq exp pβ2tq ´ exp p´atq
a` β2
“ 1´ erf `αx{2?t˘´ exp p´bxq
a` β2
`
exp
`
β2t
˘´ exp p´atq˘
` exp pβ
2tq
2 pa` β2q
»——– exp pβαxq erfc
ˆ
β
?
t` αx
2
?
t
˙
` exp p´βαxq erfc
ˆ
´β?t` αx
2
?
t
˙
fiffiffifl´
´ exp p´atq2 pa` β2q
»——– exp
`
iα
?
ax
˘
erfc
ˆ
i
?
at` αx
2
?
t
˙
` exp `´iα?ax˘ erfcˆ´i?at` αx
2
?
t
˙
fiffiffifl . (4.52)
Ressaltamos que os parâmetros D e DL são constantes positivas e k0 ě a
pa ă 0q como convenientemente impostas tanto no modelo proposto por Sharma et al.
[91], como na versão fracionária, conforme apresentado na seção 4.1. Ainda mais, voltando
com os parâmetros originais β “
c
pk0 ´ aq
D
DL, b “
c
k0 ´ a
D
e α “ 1?
DL
, a partir da
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Eq.(4.52), concluímos
C px, tq
“ erfc
ˆ
x
2
?
DLt
˙
´
exp
´
´
b
k0´a
D
x
¯
k0
ˆ
DL
D
˙
` a
ˆ
1´ DL
D
˙ ˆexpˆˆk0 ´ a
D
˙
DLt
˙
´ exp p´atq
˙
`
` exp
``
k0´a
D
˘
DLt
˘
2
„
k0
ˆ
DL
D
˙
` a
ˆ
1´ DL
D
˙
»——————–
exp
˜c
k0 ´ a
D
x
¸
erfc
¨˝
x` 2DLt
b
k0´a
D
2
?
DLt
‚˛
` exp
˜
´
c
k0 ´ a
D
x
¸
erfc
¨˝
x´ 2DLt
b
k0´a
D
2
?
DLt
‚˛
fiffiffiffiffiffiffifl´
´ exp p´atq
2
„
k0
ˆ
DL
D
˙
` a
ˆ
1´ DL
D
˙
»——– exp
ˆ
i
?
ax?
DL
˙
erfc
ˆ
x` 2it?DLa
2
?
DLt
˙
` exp
ˆ
´i
?
ax?
DL
˙
erfc
ˆ
x´ 2it?DLa
2
?
DLt
˙
fiffiffifl , (4.53)
que é exatamente o resultado obtido em [91], isto é, a Eq.(1.44).
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5 Validação do Modelo Fracionário
O objetivo deste capítulo é apresentar os testes de sedimentação de eritrócitos,
realizados no laboratório do Hospital de Clínicas da Universidade Estadual de Campinas,
a fim de validar o modelo matemático fracionário introduzido recentemente por Sousa e
Oliveira [115]. Nesse sentido, apresentamos detalhadamente os testes de cada indivíduo,
bem como seus respectivos gráficos e tabelas, a fim de fornecer uma melhor descrição dos
resultados obtidos.
5.1 Experimentos
Nesta seção, temos como objetivo, apresentar a descrição de como foi realizado
os testes para o estudo da sedimentação de eritrócitos, bem como os materiais utilizados e
o local dos testes. Apresentamos, em forma de tabela, uma descrição detalhada de cada
indivíduo, facilitando a análise dos resultados. Nesse sentido, foi apresentado o gráfico de
cada indivíduo, que foi elaborado através do uso do software MATLAB 7.10 (R2010a), a fim
de comparar com a solução analítica da equação diferencial de difusão tempo-fracionária
Eq.(4.38). Com comentários e discussões, fechamos o Capítulo 5, destacando os objetivos
alcançados e projeções de novos testes.
5.1.1 Materiais e Métodos
Os testes para obter a taxa de sedimentação foram realizados no Laboratório de
Hematologia do Hospital de Clínicas, da Universidade Estadual de Campinas, no estado de
São Paulo, durante o período de 14 a 15 de agosto de 2017, todos eles entre às 14h30mim
e às 16h00min. Para o teste de sedimentação de eritrócitos, o método de Westergren foi
adotado como método de referência para medição da ESR pelo conselho do International
Committee for Standardization in Haematology (ICSH). Nesta data, foram colhidas 8
amostras, 4 do sexo masculino e 4 do sexo feminino. Utilizamos um tubo de ensaio de
comprimento 200 mm, mas para fins de avaliação, consideramos altura de até 120 mm
com uma temperatura ambiente de 22oC e o ângulo formado pelo tubo e a mesa de 90o.
As amostras de sangue dos pacientes foram colocadas em tubos de ensaio sem
anticoagulante nas 8 amostras. A altura da coluna de eritrócitos no tubo de ensaio, em
milímetros, foi registrada em um intervalo de 5 min por 1 hora, e posteriormente foi
convertida em taxa de sedimentação (porcentagem) de acordo com a proporção diminuída
em altura. As tabelas a seguir indicam os valores de ESR e os fatores clínicos dos testes
realizados nas 8 amostras coletadas. A Tabela 1 a seguir descreve a taxa de sedimentação
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de cada indivíduo à medida que o tempo avança. Uma descrição detalhada de algumas
informações dos indivíduos em que os testes de sedimentação de eritrócitos foram realizados
são apresentados na Tabela 2. Uma observação importante relacionada à Tabela 2 é o
fato de que, além de apresentar os valores da ESR (Sedimentação Manual), também
apresentamos a sedimentação realizada em sistema automatizado.
O motivo para apresentar as duas versões feitas manualmente e por dispositivo,
é que a versão via aparelho altera as propriedades do sangue e consequentemente a
sedimentação. Nesse sentido, é necessário e apresentar a diferença entre as duas taxas de
sedimentação.
Tabela 1 (1) - Valores de Sedimentação em intervalos de tempo.
Tempo/Pipeta 0 5 10 15 20 25 30
Pipeta 1 - F 0 0.83 0.83 0.83 1.66 3.32 6.64
Pipeta 2 - F 0 0.83 0.83 0.83 1.66 2.49 3.32
Pipeta 3 - F 0 0.83 0.83 0.83 2.49 4.98 9.96 E
Pipeta 4 - F 0 1.66 1.66 2.49 3.32 3.32 8.30 S
Pipeta 1 - M 0 0 0.83 0.83 1.66 1.66 2.49 R
Pipeta 2 - M 0 0 0.83 0.83 0.83 0.83 1.66
Pipeta 3 - M 0 0.83 1.66 2.49 4.15 7.47 12.45
Pipeta 4 - M 0 0 0 0 0.83 0.83 0.83
Tabela 1 (2) - Valores de Sedimentação em intervalos de tempo.
Tempo/Pipeta 35 40 45 50 55 60
Pipeta 1 - F 9.96 13.28 16.60 19.09 24.07 25.73
Pipeta 2 - F 4.15 5.81 7.47 9.96 11.62 14.11
Pipeta 3 - F 14.11 20.75 29.05 34.86 40.67 45.65 E
Pipeta 4 - F 19.09 30.71 41.50 51.46 59.76 65.57 S
Pipeta 1 - M 2.49 4.15 5.81 7.47 9.96 12.45 R
Pipeta 2 - M 1.66 2.49 3.32 4.98 5.91 6.64
Pipeta 3 - M 18.26 23.24 29.88 35.69 40.67 45.65
Pipeta 4 - M 0.83 0.83 1.66 1.66 1.66 2.49
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Tabela 2 (1) - Informações Individuais .
Rótulo Sexo Altura Peso IMC Sed. Manual
1 F 1.60 m 72.00 kg 28.1 25.73 %
2 F 1.58 m 65.00kg 26.0 14.11%
3 F 1.52 m 42.70 kg 18.5 45.65%
4 F 1.58 m 81.00 kg 32.4 65.57%
5 M 1.67 m 78.50 kg 28.1 12.45%
6 M 1.90 m 105.0 kg 29.1 6.64%
7 M 1.69 m 74.00 kg 25.9 45.65 %
8 M 1.87 m 73.00 kg 20.9 2.49%
IMC - Índice de Massa Corpórea
Tabela 2 (2) - Informações Individuais.
Rótulo Sed. Aparelho Patologia Diferença
1 27.00 % Bursite Trocantérica 4.94 %
2 33.00 % Espondilartrose 133.88 %
3 50.00 % Controle 9.53 %
4 68.00 % Poliartralgia 3.71 %
5 19.00 % Artrite reumatóide 52.61 %
6 3.00 % Lúpus -54.82 %
7 39.00 % Retinopatia -14.57 %
8 3.00 %
Vasculite
Lúpus eritematoso
Disseminado
20.48 %
5.1.2 Resultados e Discussões
Apresentamos os gráficos dos resultados obtidos na realização dos testes de
sedimentação de eritrócitos e realizamos algumas análises e comparações com respeito a
solução da equação de difusão fracionária Eq.(4.38).
Começamos com a análise dos Gráficos 8-11, a seguir, que representam a taxa
de sedimentação de quatro indivíduos do sexo masculino.
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Figura 8 – ESR Indivíduo 1: Masculino.
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Figura 9 – ESR Indivíduo 2: Masculino.
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Figura 10 – ESR Indivíduo 3: Masculino.
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Figura 11 – ESR Indivíduo 4: Masculino.
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Com o objetivo de analisar os dados dos indivíduos, em particular do sexo
masculino, e traçar seus respectivos gráficos, para uma escolha particular do parâmetro
0 ă µ ď 1, tentamos aproximar a solução analítica da equação de difusão fracionária e
obter informações mais precisas sobre a taxa de sedimentação de eritrócitos no intervalo
I “ r0, 4s, e consequentemente a concentração de nutrientes no sangue. Então, Gráficos
8-11, permitem realizar uma análise da sedimentação de eritrócitos.
Para analisar os dados e validar o modelo matemático fracionário Eq.(4.1),
recentemente apresentado por Sousa e Oliveira [111], os gráficos apresentam um compor-
tamento esperado, visto que fatores clínicos e patológicos, influenciam na sedimentação
de eritrócitos, como estudado no Capítulo 1. Também, já era de se esperar que a taxa de
sedimentação de eritrócitos, variasse de indivíduo para indivíduo. Nota-se que no gráfico do
indivíduo do sexo masculino 1, o comportamento da taxa de sedimentação de eritrócitos,
apresenta uma característica semelhante à solução da equação de difusão fracionária, mas
não o suficiente para realizar comparações e validar o modelo matemático, isto é, à medida
que se afasta da fronteira (x ‰ 0), a concentração de nutrientes diminui. Embora forneça
uma pequena semelhança, com a evolução temporal t, é possível somente realizar análise
perto da fronteira, em particular, até x “ 1.2. Por outro lado, os gráficos dos indivíduos 2 e
4, têm como característica uma queda brusca da taxa de sedimentação, não possibilitando
uma boa análise e até mesmo para efeito de validação do modelo matemático, isto é,
devido às características de cada indivíduo.
Por outro lado, é notável o comportamento da taxa de sedimentação do indivíduo
3, e que melhor se aproxima da solução analítica da equação de difusão tempo-fracionária
Eq.(4.1). Nota-se que não é tarefa simples e fácil, encontrar um determinado indivíduo e
através da taxa de sedimentação de eritrócitos, fitar seus dados e comparar com a solução
analítica da equação de difusão tempo-fracionária, de forma a tornar mais real possível.
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Cumpre salientar, que é possível escolher n indivíduos e estudar suas respectivas
taxas de sedimentação e fazer comparações com a solução analítica Eq.(4.38). Não é garantia
que na realização dos próximos 10, 40, 50 ou até mesmo, na realização do teste número
100, obtemos uma taxa de sedimentação que se encaixe melhor com o comportamento da
solução analítica Eq.(4.38). Pode-se esperar com a realização de mais testes, possibilitam
e aumentam as chances de um determinado indivíduo fornecer uma taxa de sedimentação
melhor, e assim, com a liberdade da escolha do parâmetro µ, fitar melhor os dados. Mas,
mesmo ocorrendo tais possibilidades, não é possível fitar perfeitamente, os dados de uma
sedimentação de eritrócitos, isto é, da concentração de nutrientes no sangue.
Os próximos Gráficos 12-15, referem-se ao comportamento de sedimentação
dos eritrócitos dos outros 4 indivíduos, neste caso femininos.
Figura 12 – ESR Indivíduo 1: Feminino.
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Figura 13 – ESR Indivíduo 2: Feminino
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Figura 14 – ESR Indivíduo 3: Feminino
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Figura 15 – ESR Indivíduo 4: Feminino
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Em primeiro lugar, pode-se notar que o comportamento da taxa de sedimentação
de eritrócitos dos quatro indivíduos do sexo feminino apresentados nos quatro gráficos,
isto é, Gráfico 1-15, são de fato melhor, possibilitando uma descrição e comparação, em
relação à solução da equação de difusão tempo-fracionária Eq.(4.38), isto é, fitar melhor
os dados. Embora os resultados das taxas de sedimentação de eritrócitos, apresentados
pelos indivíduos do sexo feminino, tenham sido de fato, melhores a fim de comparar e
validar o modelo matemático fracionário, mesmo com tal resultado, ainda assim, é possível
realizar outros n testes e fazer comparações havendo a possibilidade de melhor validação
do modelo, ou seja, tornar o modelo mais preciso com a realidade.
Além disso, vale ressaltar que, como observado nos Gráficos 8-15, o modelo
matemático fracionário proposto por Sousa e Oliveira [111] através da derivada fracionária
de Caputo, permite uma variação na ordem da derivada e, consequentemente, na solução
analítica Eq.(4.38) da equação diferencial de difusão tempo-fracionária Eq.(4.4), possibili-
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tando uma melhor descrição e análise dos dados. Por outro lado, o modelo matemático
proposto por Sharma et al. [91] não permite tal liberdade para examinar os dados da
concentração de nutrientes, da mesma maneira que o modelo fracionário. Assim, o modelo
matemático fracionário permite uma melhor leitura dos dados, ou seja, a concentração de
nutrientes no sangue, em relação ao modelo proposto por Sharma et al. [91].
Uma vantagem notável no uso do modelo matemático fracionário, em vez do
modelo matemático ,com a derivada de ordem inteira, é a liberdade da ordem da derivada
e consequentemente na solução analítica do problema, que o modelo fracionário permite.
Com a liberdade dada ao parâmetro 0 ă µ ď 1, há uma flexibilidade para realizar a
análise da concentração de nutrientes em certos intervalos e regiões, liberdade esta que
o modelo matemático com a derivada de ordem inteira, não torna possível, tendo assim
um ganho significativo para o modelo e, portanto, capaz de fornecer informações sobre a
concentração de nutrientes no sangue, mais perto da realidade.
Assim encerra-se o Capítulo 5, com os objetivos alcançados, isto é, a validação
do modelo matemático fracionário e algumas análises do comportamento da concentração
de nutrientes no sangue por meio de 8 gráficos, decorrentes dos testes em laboratório.
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O uso da metodologia das transformadas integrais vem crescendo e tendo papel
fundamental na resolução de equações diferenciais fracionárias. Geralmente a solução
dessas equações diferenciais de ordem não inteira, são dadas por funções especiais, casos
particulares da função de Fox, dentre elas as funções de Mittag-Leffler e de Wright.
Uma maneira de ultrapassar o vasto números de definições de derivadas fracio-
nárias e unificar o máximo de definições em um único operador seja de diferenciação ou
integração fracionário, é propor um novo operador. No Capítulo 2, apresentamos o operador
de diferenciação fracionário denominado ψ´Hilfer e alguns resultados importantes, bem
como, casos particulares, em especial, o operador de diferenciação fracionário de Caputo,
utilizado nesta tese.
Após uma breve introdução do estudo da concentração de nutrientes no sangue,
fator que interfere na ESR, por meio do modelo matemático fracionário, como proposto no
Capítulo 4, utilizando a derivada fracionária no sentido de Caputo; apresentamos a solução
analítica em termos das funções de Mittag-Leffler e de Wright, usando a metodologia da
transformada de Laplace na variável temporal t. Embora os objetivos propostos tanto
pelo modelo matemático descrito com a derivada de ordem inteira, quanto pelo modelo
matemático fracionário, os resultados, não são de fato imediatos, pois a maneira que se
desenvolvem os cálculos da derivada de ordem inteira têm direções diferentes da derivada
fracionária no sentido de Caputo.
É conveniente ressaltar que um dos grandes desafios do cálculo fracionário
relacionado ao estudo de equações diferenciais, é propor uma equação diferencial fracionária
bem como apresentar a solução analítica e recuperar o caso inteiro. Aqui, foi possível
recuperar a solução associada ao caso inteiro, tomando o limite µÑ 1 na solução analítica
Eq.(4.38) da equação diferencial parcial fracionária Eq.(4.4) e utilizando o caso particular
especial, como visto no Capítulo 4. O modelo matemático fracionário possilitou informações
mais precisas no que diz respeito à concentração de nutrientes no sangue, em relação ao
modelo matemático descrito com a derivada de ordem inteira.
A primeira etapa do trabalho foi concluída com êxito, e como consequência
dos resultados obtidos, foi aceito para publicação o artigo Fractional Calculus and the
ESR test [111] e apresentado alguns trabalhos em congressos, dos quais mencionamos: II
Congresso Brasileiro de Jovens Pesquisadores em Matemática Pura e Aplicada, I Encontro
de Biomatemática, Encontro Regional de Matemática Aplicada e Computacional (ERMAC)
e Encontro Mineiro de Equações Diferenciais [99, 100, 101, 107].
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Destacamos nesse trabalho o estudo realizado no Capítulo 5 em que estudamos
a validação do modelo matemático apresentado e discutido no Capítulo 4. A validação do
modelo matemático fracionário foi realizado através de testes em laboratório por meio de
8 amostras de indivíduos, sendo 4 do sexo masculino e 4 do sexo feminino, além do mais,
os testes foram realizados manualmente, evitando aparelhos, por alterar as propriedades
do sangue, e consequentemente, a sedimentação de eritrócitos. Os resultados obtidos na
realização dos testes e com os respectivos gráficos, possibilitou análises e comparações com
o gráfico da solução analítica da equação diferencial de difusão tempo-fracionário, e assim
validar o modelo fracionário proposto no Capítulo 4. Como fruto da segunda etapa do
trabalho, encontra-se em preparação o artigo intitulado: Validation of a fractional model
for erythrocyte sedimentation rate: clinical tests [116].
Uma continuação natural deste trabalho é introduzir uma derivada fracionária
na parte espacial, obter sua solução analítica, e realizar o mesmo procedimento como
proposto e feito nesta tese. Ainda mais, também pode-se pensar no estudo da própria
derivada fracionária ψ´Hilfer, para descrever esse modelo. Contudo, é preciso primeira-
mente obter uma transformada de Laplace com respeito a outra função e assim, iniciar
os estudos. Como visto, existem inúmeros trabalhos e problemas a serem estudados no
campo do cálculo fracionário, e alguns trabalhos e áreas foram exploradas nesta tese e nos
trabalhos publicados e submetidos durante o doutorado, visando uma generalização em
relação as derivadas fracionárias.
Vale destacar, também, a importância da matemática quando aplicada aos
testes de sedimentação de eritrócitos – mais comumente chamados na prática clínica, em
português, como teste de velocidade de hemossedimentação ou VHS – tal como apresentado
nesta tese. Assim, partindo de ferramentas matemáticas, no caso equações diferenciais,
entre outras, que têm características tanto qualitativas quanto quantitativas, pode levar
a um melhor e mais preciso entendimento de fenômenos de interesse e importância
médicas, os quais a matemática pode auxiliar ou mesmo resolver. Isso leva a um trabalho
interdisciplinar, de relevância para os dois campos: medicina e matemática. No primeiro,
a melhor e maior compreensão dos fenômenos biológicos e fisiopatológicos de interesse
médico, muitas vezes imediato; e no segundo, a aplicação prática da matemática que,
em essência, seria abstrata sem essa interação. Em relação à taxa de sedimentação de
eritrócitos, influenciada pela concentração de nutrientes no sangue os quais, por sua
vez, são influenciados pela particular situação da condição do paciente, a matemática
utilizada nesta tese, considerando os poucos resultados obtidos num pequeno conjunto de
casos, mostrou resultados suficientemente relevantes para recomendar a continuidade da
investigação da situação real, ampliando o conjunto de testes com pacientes, realizados
em laboratório, e estabelecendo uma parceria duradoura entre matemáticos e médicos,
cujo resultado ultrapassa o interesse de ambos para chegar a atingir as necessidades dos
pacientes.
105
Referências
[1] T. Abdeljawad, On conformable fractional calculus, J. Comput. Appl. Math, 279,
(2015), 57–66.
[2] M. Abramowitz, I. A. Stegun, and R. H. Romer, Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables, vol. 55, AAPT, 2012.
[3] P. Ahuja, F. Zulfeqarr, and A. Ujlayan, Deformable fractional derivative and its
applications, AIP Conference Proceedings, vol. 1897, AIP Publishing, 2017, p. 020008.
[4] A. Akkurt, M. E. Yildirim, and H. Yildirim, A new generalized fractional derivative
and integral, arXiv preprint arXiv:1704.03299 (2017).
[5] D. L. Aksnes and J. K. Egge, A theoretical model for nutrient uptake in phytoplankton,
Marine Ecology Progress Series. Oldendorf, 70 (1991), no. 1, 65–72.
[6] R. Almeida, A Caputo fractional derivative of a function with respect to another
function, Commun. Nonl. Sci. Numer. Simulat. 44 (2017), 460–481.
[7] R. Almeida, M. Guzowska, and T. Odzijewicz, A remark on local fractional calculus
and ordinary derivatives, Open Mathematics 4 (2016), no. 1, 1122–1124.
[8] R. T. Alqahtani, Atangana-Baleanu derivative with fractional order applied to the
model of groundwater within an unconfined aquifer, J. Nonlinear Sci. App 9 (2016),
3647–3654.
[9] D. R. Anderson and D. J. Ulness, Newly defined conformable derivatives, Adv. Dyn.
Syst. Appl 10 (2015), no. 2, 109–137.
[10] A. Atangana and I. Koca, New direction in fractional differentiation, Math. in
Natural Sci. 9 (2017), 18–25.
[11] S. E. Bedell and B. T. Bush, Erythrocyte sedimentation rate. From folklore to facts,
Amer. J. of Med., 78 (1985), no. 6, 1001–1009.
[12] N. Benkhettou, S. Hassani, and D. F. M. Torres, A conformable fractional calculus
on arbitrary time scales, J. King Saud University-Science 28 (2016), no. 1, 93–98.
[13] E. Biernacki, Die spontane blutsedimentirung als eine wissenschaftliche und prak-
tischklinische untersuchungsmethode, DMW-Deutsche Medizinische Wochenschrift,
Georg Thieme Verlag, Stuttgart, 23 (1897), no. 48, 769–772.
Referências 106
[14] E. Biernacki, Samoistna sedymentacya krwi jako naukowa i praktyczno-kliniczna
metoda badania [Spontaneous blood sedimentation as a scientific and practical clinical
method of investigation] in, Gazeta Lekarska, 36 (1897), 962–968.
[15] K. G. Von Boroviczeny, L. E. Böttiger, B. S. Bull, A. Chattas, J. B. Dawson, K. Fu-
kutake, F. W. Gunz, J. A. Koepke, S. M. Lewis, E. Rewald, et al., Recommendation
for measurement of erythrocyte sedimentation rate of human blood, Am. J. Clin.
Pathol., 68 (1977), no. 4, 505–507.
[16] M. Braun and M. Golubitsky, Differential Equations and Their Applications, vol. 4,
Springer, New York, 1983.
[17] M. Brigden, The erythrocyte sedimentation rate: still a helpful test when used judici-
ously, Postgraduate Med., 103 (1998), no. 5, 257–274.
[18] B. S. Bull and G. Brecher, An evaluation of the relative merits of the Wintrobe and
Westergren sedimentation methods, including hematocrit correction., Amer. J. Clin.
Pathol., 62 (1974), no. 4, 502–510.
[19] R. F. Camargo, Do teorema de Cauchy ao método de Cagniard, Dissertação de
Mestrado, Imecc-Unicamp, Campinas, 2005.
[20] , Cálculo fracionário e aplicações, Tese de Doutorado, Imecc-Unicamp, Cam-
pinas, 2009.
[21] R. F. Camargo and E. Capelas de Oliveira, Cálculo Fracionário, Editora Livraria
da Física, São Paulo, 2015.
[22] R. F. Camargo, E. de Capelas de Oliveira, and J. Vaz Jr, On anomalous diffusion
and the fractional generalized Langevin equation for a harmonic oscillator, J. Math.
Phys., 50 (2009), no. 12, 123518.
[23] E. Camrud, The conformable ratio derivative, Rose-Hulman Undergraduate Math. J.
17 (2016), no. 2, 10.
[24] E. Capelas de Oliveira, Funções Especiais com Aplicações, Editora Livraria da Física,
São Paulo, 2005.
[25] E. Capelas de Oliveira, F. Mainardi, and J. Vaz, Models based on Mittag-Leffler
functions for anomalous relaxation in dielectrics, Eur. Phys. J. Special Topics 193
(2011), no. 1, 161–171.
[26] E. Capelas de Oliveira and W. A. Rodrigues Jr., Funções Analíticas com Aplicações,
Editora Livraria da Física, São Paulo, 2006.
Referências 107
[27] E. Capelas de Oliveira and J. A. Tenreiro Machado, A review of definitions for
fractional derivatives and integral, Math. Prob. Eng. ID 238459 2014 (2014), 6.
[28] M. Caputo and M. Fabrizio, A new definition of fractional derivative without singular
kernel, Progr. Fract. Differ. Appl 1 (2015), no. 2, 1–13.
[29] M. Caputo and F. Mainardi, Linear models of dissipation in anelastic solids, Riv. N.
Cim., 1 (1971), no. 2, 161–198.
[30] P. Chaturani, S. Narasimbham, R. R. Puniyani, and D. A. Kale, A comparative study
of erythrocyte sedimentation rate of hypertension and normal controls, In: Physiol.
Fluid Dynamics II: Tata McGraw Hill New Delhi, 1987, pp. 265–280.
[31] H. Chen and U. N. Katugampola, Hermite-Hadamard and Hermite-Hadamard-Fejér
type inequalities for generalized fractional integrals, J. Math. Anal. Appl. 446 (2017),
no. 2, 1274–1291.
[32] F. S. Costa, E. Capelas de Oliveira, and J. Vaz Jr., On a class of inverse Laplace
transform, não publicado, 2010.
[33] L. Debnath and D. Bhatta, Integral Transforms and Their Applications, CRC Press,
Boca Raton, Florida, 2014.
[34] K. Diethelm, The Analysis of Fractional Differential Equations: An Application-
Oriented Exposition Using Differential Operators of Caputo Type, Springer, New
York, 2010.
[35] P. Dyke, An Introduction to Laplace Transforms and Fourier Series, Springer, New
York, 2001.
[36] M. El-Shahed and A. Salem, An extension of Wright function and its properties, J.
of Math., Hindawi Publishing Corporation, 2015 (2015).
[37] A. Erdélyi, Fractional integrals of generalized functions, In: Fract. Calc. and Its
Appl., Springer, 1975, pp. 151–170.
[38] M. Eslami and H. Rezazadeh, The first integral method for Wu–Zhang system with
conformable time-fractional derivative, Calcolo 53 (2016), no. 3, 475–485.
[39] R. Fahraeus, The suspension-stability of blood, Acta Med. Scand., 55 (1921), 1–228.
[40] , The suspension stability of the blood, Phys. Rev., 9 (1929), no. 2, 241–274.
[41] S. J. Farlow, An Introduction to Differential Equations and Their Applications,
Courier Corporation, New York, 2006.
Referências 108
[42] G. B. Folland, Introduction to Partial Differential Equations, Princeton University
Press, 1995.
[43] International Committee for Standardization in Haematology, Reference method for
the erythrocyte sedimentation rate (ESR) test on human blood, British J. Haematology,
24 (1973), 671–673.
[44] , Guidelines on selection of laboratory tests for monitoring the acute phase
response, J. Clin. Pathol., 41 (1988), 1203–1212.
[45] , Recommendations for measurement of erythrocyte sedimentation rate, J.
Clin. Pathol., 46 (1993), 198–203.
[46] S. R. Gambino, J. J. Dire, M. Monteleone, and D. C. Budd, The Westergren
sedimentation rate, using K3EDTA., Technical Bulletin of the Registry of Medical
Technologists, 35 (1965), 1–8.
[47] R. Gorenflo, A. A. Kilbas, F. Mainardi, and S. V. Sergei, Mittag-Leffler functions,
related topics and applications, Springer, Berlin, 2014.
[48] R. Gorenflo, Y. Luchko, and F. Mainardi, Analytical properties and applications of
the Wright function, Fract. Calc. Appl. Anal. 4 (1999), 383–414.
[49] R. Gorenflo and F. Mainardi, Fractional calculus, integral and differential equations
of fractional order. In: A. Carpinteri and F. Mainardi, Fractals and Fractional
Calculus in Continuum Mechanics., CISM courses and lectures 378. Springer, New
York, (1997), 223–276.
[50] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products, 7 ed.,
New York: Academic Press, 2007.
[51] J. Grote, R. Süsskind, and P. Vaupel, Oxygen diffusivity in tumor tissue DS–
carcinosarcoma under temperature conditions within the range of 20–40 oC, Pflügers
Archiv, 372 (1977), no. 1, 37–42.
[52] A. Grzybowski and J. J. Sak, Who discovered the erythrocyte sedimentation rate?, J.
of Rheumat., 38 (2011), no. 7, 1521–1522.
[53] D. J. Gun, Estimation of Pulse Rate by Tracer in Circulating Blood, Proc. Symp.
Physiol. Fluid Dyn., 1975.
[54] J. M. Harris, J. L. Hirst, and M. J. Mossinghoff, Combinatorics and Graph Theory,
vol. 2, Springer, New York, 2008.
[55] R. Herrmann, Fractional Calculus: An Introduction for Physicists, World Scientific
Publ. Comp, New Jersey, 2014.
Referências 109
[56] C. R. Huang, J. A. Whelan, H. H. Wang, and A. L. Copley, A mathematical model of
sedimentation analysis applied to human whole blood., J. Biorheol. , 8 (1971), no. 3,
157–163.
[57] M. Ishteva, Properties and applications of the Caputo fractional operator, Tese de
Doutorado, Dept. of Math., Universität Karlsruhe, Sofia, 2005.
[58] U. N. Katugampola, A new fractional derivative with classical properties, ar-
Xiv:1410.6535v2, (2014).
[59] R. Khalil, M. Al Horani, A. Yousef, and M. Sababheh, A new definition of fractional
derivative, J. Comput. Appl. Math, 264, (2014), 65–70.
[60] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and Applications of
Fractional Differential Equations, vol. 204, Elsevier, Amsterdam, 2006.
[61] E. J. Kucharz, Edmund Biernacki and erythrocyte sedimentation rate, The Lancet,
329 (1987), 696.
[62] , The forgotten contribution of dr. Edmund Faustyn Biernacki (1866-1911)
to the discovery of the erythrocyte sedimentation rate., The J. Lab. and Clin. Med.,
112 (1988), no. 2, 279–280.
[63] G. W. Leibniz, Letter from Hanover, Germany to G.F.A L’Hospital, September 30,
1695, Leibniz Mathematische Schriften, Olms-Verlag, Hildesheim, Germany, 1962,
(First published in 1849), 301–302.
[64] , Letter from Hanover, Germany to Johann Bernoulli, December 28, 1695,
Leibniz Mathematische Schriften, Olms-Verlag, Hildesheim, Germany, 1962, (First
published in 1849), 226.
[65] , Letter from Hanover, Germany to John Wallis, May 30, 1697, Leibniz
Mathematische Schriften, Olms-Verlag, Hildesheim, Germany, 1962, (First published
in 1849), 25.
[66] E. N. Lightfoot, Transport Phenomena and Living Systems, John Wiley, New York
(1974).
[67] F. Mainardi and G. Pagnini, The Wright functions as solutions of the time-fractional
diffusion equation, Appl. Math. Comp., 141 (2003), no. 1, 51–62.
[68] G. S. Martins, Estudo da agregação e sedimentação eritrocitárias utilizando di-
ferentes técnicas experimentais, Programa de Pós-Graduação em Engenharia de
Materiais. Rede Temática em Engenharia de Materiais, Pró-Reitoria de Pesquisa e
Pós-Graduação, Universidade Federal de Ouro Preto; Ouro Preto, (2007).
Referências 110
[69] R. Metzler and J. Klafter, The random walk’s guide to anomalous diffusion: a
fractional dynamics approach, Physics Reports, 339 (2000), no. 1, 1–77.
[70] K. S. Miller and B. Ross, An introduction to the fractional calculus and fractional
differential equations, Wiley, New York, 1993.
[71] G. M. Mittag-Leffler, Sur la nouvelle fonction Eαpxq, CR Acad. Sci. Paris 137 (1903),
554–558.
[72] M. W. Morris and F. R. Davey, Basic examination of blood, Clinical diagnosis
and management by laboratory methods, WB Saunders Company Philadelphia, 20
(2001), 479–519.
[73] S. Nayha, Normal variation in erythrocyte sedimentation rate in males over 50 years
old, Scand. J. Primary Health Care, 5 (1987), no. 1, 5–8.
[74] D. S. Oliveira, Derivada fracionária e as funções de Mittag-Leffler, Dissertação de
Mestrado, Imecc-Unicamp, Campinas, 2014.
[75] H. S. Oliveira, Introdução ao cálculo de ordem arbitrária, Dissertação de Mestrado,
Imecc-Unicamp, Campinas, 2010.
[76] J. S. Olshaker and D. A. Jerrard, The erythrocyte sedimentation rate, J. Emergency
Med., 15 (1997), no. 6, 869–874.
[77] T. J. Pedley, The Fluid Mechanics of Large Blood Vessels, vol. 1, University Press
Cambridge, Cambridge, 1980.
[78] I. Podlubny, Fractional Differential Equation, Mathematics in Science and Enginee-
ring, vol. 198, Academic Press, San Diego, 1999.
[79] A. D. Poularikas, Transforms and Applications Handbook, The Electrical Engineering
Handbook Series, CRC Press, Florida, CRC press, 2010.
[80] T. R. Prabhakar, A singular integral equation with a generalized Mittag-Leffler
function in the kernel, Yokohama Math. J., 19 (1971), 7–15.
[81] P. Puri and P. K. Kythe, Some inverse Laplace transforms of exponential form, Zeit.
Angew. Math. Phys. ZAMP 39 (1988), no. 2, 150–156.
[82] F. Qi, A simple form for coefficients in a family of nonlinear ordinary differential,
ResearchGate Preprint (2017).
[83] A. J. Reuben and A. G. Shannon, Some problems in the mathematical modelling of
erythrocyte sedimentation, Math. Med. Bio., 7 (1990), no. 3, 145–156.
Referências 111
[84] B. Ross, Fractional calculus and its applications: proceedings of the international
conference held at the university of new haven, june 1974, vol. 457, Springer, 2006.
[85] J. Sabatier, O. P. Agrawal, and J. A. Tenreiro Machado, Advances in fractional
calculus, vol. 4, Springer, 2007.
[86] R. W. Samsel and A. S. Perelson, Kinetics of rouleaux-I, Biophys. J., 37 (1982),
493–514.
[87] , Kinetics of rouleau formation. II. reversible reactions., Biophys. J., 45
(1984), no. 4, 805–824.
[88] W. K. Sartory, Prediction of concentration profiles during erythrocyte sedimentation
by a hindered settling model, J. Biorheol., 11 (1974), no. 4, 253–264.
[89] J. L. Schiff, The Laplace Transform: Theory and Applications, Springer, New York.,
2013.
[90] W. N. Schirmer, H. de Melo Lisboa, R. F. P. M. Moreira, and J. M. Rosolen,
Modelagem da adsorção de compostos orgânicos voláteis sobre nanotubos de carbono
cup-stacked usando o modelo da força motriz linear, Acta Scientiarum. Technology,
32 (2010), no. 2, 159–166.
[91] G. C. Sharma, M. Jain, and R. N. Saral, A mathematical model for concentration of
blood affecting erythrocyte sedimentation, Comp. Biol. Med., 26 (1996), no. 1, 1–7.
[92] I. Talstad, P. Scheie, H. Dalen, and J. Röli, Influence of plasma proteins on erythrocyte
morphology and sedimentation, Scand. J. Haematology, 31 (1983), no. 5, 478–484.
[93] J. A. Tenreiro Machado, F. Mainardi, and V. Kiryakova, Fractional calculus: Quo
vadimus? (where are we going?), Fract. Calc. and Appl. Anal. 18 (2015), no. 2,
495–526.
[94] J. A. Tenreiro Machado, F. Mainardi, V. Kiryakova, and T. Atanacković, Fractional
calculus: D’où venons-nous? que sommes-nous? où allons-nous?, Fract. Calc. and
Appl. Anal. 19 (2016), no. 5, 1074–1104.
[95] G. S. Teodoro, Cálculo fracionário e as funções de Mittag-Leffler, Dissertação de
Mestrado, Imecc-Unicamp, Campinas, 2014.
[96] G. S. Teodoro, D. S. Oliveira, and E. Capelas de Oliveira, On fractional derivatives,
Revista Brasileira de Ensino de Física 40 (2018), no. 2.
[97] A. Thompson and B. N. Taylor, Guide for the Use of the International System of
Units (SI), (2008).
Referências 112
[98] N. Van den. Broek and E. Letsky, Pregnancy and the erythrocyte sedimentation rate,
108 (2001), no. 11, 1164–1167.
[99] J. Vanterler da C. Sousa and E. Capelas de Oliveira, Equação diferencial fracionária:
modelo ESR, II Congresso Brasileiro de Jovens Pesquisadores em Matemática Pura
e Aplicada, Unicamp, Campinas (2016).
[100] , Equação de difusão tempo-fracionária aplicada a ESR, XI EMED- Encontro
Mineiro de Equações Diferenciais, Unifal, Poços de Caldas (2017).
[101] , Equação diferencial fracionária e o modelo ESR, I Encontro de Biomatemá-
tica, Unicamp, Campinas (2017).
[102] , A Grönwall inequality and the Cauchy-type problem by means of ψ-Hilfer
operator, submetido à publicação (2017).
[103] , On the local M-derivative, submetido à publicação (2017).
[104] , On the Ulam-Hyers-Rassias stability for nonlinear fractional differential
equation by means of the ψ-Hilfer operator, submetido à publicação (2017).
[105] , A truncated V-fractional derivative in Rn, submetido à publicação (2017).
[106] , Truncated V-fractional Taylor’s formula with applications, submetido à
publicação (2017).
[107] , Uma equação diferencial parcial tempo-fracionária e o teste ESR, Encontro
Regional de Matemática Aplicada e Computacional, UNESP, Bauru (2017).
[108] , Global attractivity for nonlinear fractional differential equations with
ψ´Hilfer operator, em preparação (2018).
[109] , On a new operator in fractional calculus and applications, submetido à
publicação (2018).
[110] , Ulam-Hyers stability of a nonlinear fractional volterra integro-differential
equation, Appl. Math. Lett. 81 (2018), 50–56.
[111] J. Vanterler da C. Sousa, E. Capelas de Oliveira, and L. A. Magna, Fractional
calculus and the ESR test, AIMS Math. 2 (2017), no. 4, 692–705.
[112] J. Vanterler da C. Sousa and E. Capelas de Oliveira, Mittag-Leffler functions and
the truncated V-fractional derivative, Mediterr. J. Math. 14 (2017), no. 6, 244.
[113] , A new truncated M-fractional derivative type unifying some fractional
derivative types with classical properties, Inter. J. Anal. and Appl. 16 (2018), no. 1,
83–96.
Referências 113
[114] , On the Minkowski’s inequality by means of a fractional integral, AIMS Math.
3 (2018), no. 1, 131–147.
[115] , On the ψ-Hilfer fractional derivative, Commun. Nonlinear Sci. Numer.
Simulat. 60 (2018), 72–91.
[116] J. Vanterler da C. Sousa, L. A. Magna, Magun N. N. dos Santos, and E. Capelas de
Oliveira, Validation of a fractional model for erythrocyte sedimentation rate: clinical
tests, submetido à publicação (2018).
[117] J. Vanterler da C. Sousa, D. S. Oliveira, and E. Capelas de Oliveira, Gruss-type
inequality by mean of a fractional integral, submetido à publicação (2017).
[118] A. Westergren, Studies of the suspension stability of the blood in pulmonary tubercu-
losis, Acta Med. Scand., 54 (1921), no. 1, 247–282.
[119] , The technique of the red cell sedimentation reaction, Am. Rev. Tuberc., 14
(1926), 94–101.
[120] J. A. Whelan, C. R. Huang, and A. L. Copley, Concentration profiles in erythrocyte
sedimentation in human whole blood., J. Biorheol., 7 (1971), no. 4, 205.
[121] A. Wiman, Über den fundamentalsatz in der teorie der funktionene a Epxq, Acta
Math., 29 (1905), no. 1, 191–201.
[122] M. M. Wintrobe and J. W. Landsberg, A standardized technique for the blood
sedimentation test, Amer. J. Medical Sciences, LWW, 189 (1935), no. 1, 102–114.
[123] E. M. Wright, On the coefficients of power series having exponential singularities, J.
London Math. Soc., 1 (1933), no. 1, 71–79.
[124] D. Zhao and M. Luo, General conformable fractional derivative and its physical
interpretation, Calcolo 54 (2017), 1–15.
Apêndices
115
APÊNDICE A – Cálculo de Algumas
Integrais
A.1 Cálculo de Integrais
Este apêndice tem como objetivo apresentar as demonstrações de três identida-
des envolvendo integrais, que foram utilizadas para o desenvolvimento dos Capítulo 1 e
Capítulo 3. Para elaboração deste apêndice foram utilizadas as referências [2, 50].
A.1.1 Integral I
O cálculo da integral, utilizada no Capítulo 1, Eq.(1.28). Considere a seguinte
identidade, ż 8
0
uν´1 exp
ˆ
´αu´ β 1
u
˙
du “ 2
ˆ
β
α
˙ ν
2
Kν
´
2
a
βα
¯
, (A.1)
onde Kνp¨q é a função de Bessel modificada de tipo 2 [50].
Escolhendo, em particular, ν “ ´12 na Eq.(A.1), temosż 8
0
u´
3
2 exp
ˆ
´αu´ β 1
u
˙
du “
ˆ
β
α
˙´ 14
K´ 12
´
2
a
βα
¯
. (A.2)
Como Kν pzq “ p´1qν Kν p´zq [2] onde
Kν pzq “
c
pi
2z
exp p´zq`
ν ´ 12
˘
!
ż 8
0
exp p´tq tν´ 12
ˆ
1´ t2z
˙ν´ 12
dt,
daí, segue
K´ 12
´
2
a
βα
¯
“ K 1
2
´
2
a
βα
¯
“
c
pi
4
?
βα
exp
´
´2aβα¯ ż 8
0
exp p´tq dt
“
?
pi
2 4
?
βα
exp
´
´2aβα¯ . (A.3)
Portanto, substituindo a Eq.(A.3) na Eq.(A.2), obtemosż 8
0
u´
3
2 exp
ˆ
´αu´ β 1
u
˙
du “ 2
ˆ
β
α
˙´ 14 ?pi
2 4
?
βα
exp
´
´2aβα¯
“
4
?
α
4
?
β
?
pi
4
?
α 4
?
β
exp
´
´2aβα¯
“
?
pi?
β
exp
´
´2aβα¯ . (A.4)
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A.1.2 Integral II
O cálculo da integral, utilizada no Capítulo 1, Eq.(1.31). Considere a seguinte
integral
Ω “
ż t
0
u´
3
2 exp
ˆ
´α2u´ β2 1
u
˙
du, (A.5)
com α, β ą 0. Introduzindo a seguinte mudança de variável, ξ “ u´ 12 pñqu “ 1
ξ2
e
´2dξ “ u´ 32du, temos uÑ 0 ñ ξ Ñ 8 e uÑ tñ ξ Ñ 1?
t
.
Desta forma, a integral Eq.(A.5) pode ser escrita da seguinte forma,
Ω “ 2
ż 8
1?
t
exp
ˆ
´α
2
ξ2
´ β2ξ
˙
dξ. (A.6)
Introduzindo outra mudança de variável conveniente para avaliar a integral
acima, z “ βξ ` α
ξ
, temos ξ Ñ 8ñ z Ñ 8 e ξ Ñ 1?
t
ñ z Ñ β?
t
` α?t.
Note, que z “ βξ` α
ξ
ñ z2 “ β2ξ2` α
2
ξ2
`2αβ ñ β2ξ4`α2 “ ξ2 `z2 ´ 2αβ˘ñ
β2ξ4 ` α2 ´ ξ2 `z2 ´ 2αβ˘ “ 0. Sejam, α “ α2, ξ “ ξ2, β “ β2 e z “ z2 ´ 2αβ.
Desta forma, obtemos uma equação algébrica de grau dois, βξ2 ´ zξ ` α “ 0,
cuja solução é
ξ “ z ˘
?
z2 ´ 4αβ
2β .
Então, o diferencial pode ser escrito da seguinte forma
dξ “ dz2β
ˆ
1` z?
z2 ´ 4αβ
˙
.
Agora voltando na Eq.(A.6), segue
Ω “ 2
ż 8
α
?
t` β?
t
1
2β exp
`´z2 ` 2αβ˘ˆ1` z?
z2 ´ 4αβ
˙
dz
“ exp p2αβq
β
ż 8
α
?
t` β?
t
exp
`´z2˘ˆ1` z?
z2 ´ 4αβ
˙
dz
“ exp p2αβq
β
ż 8
α
?
t` β?
t
exp
`´z2˘ dz ` exp p2αβq
β
ż 8
α
?
t` β?
t
exp
`´z2˘ˆ z?
z2 ´ 4αβ
˙
dz
“
?
pi exp p2αβq
2β erfc
ˆ
α
?
t` β?
t
˙
` exp p2αβq
β
ż 8
α
?
t` β?
t
exp
`´z2˘ˆ z?
z2 ´ 4αβ
˙
dz
onde, erfc pxq “ 2?
pi
ż 8
x
exp
`´ξ2˘ dξ, conforme Apêndice B.
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Para essa integral, isto é, a segunda parte acima, introduzimos ξ2 “ z2 ´ 4αβ.
Então, quando z Ñ 8ñ ξ Ñ 8 e z Ñ β?
t
` α?tñ ξ Ñ β?
t
´ α?t. Note, também, que
ξ2 “ z2 ´ 4αβ ñ zdz “ ξd ξ ñ z?
z2 ´ 4αβdz “
ξ?
ξ2
dξ “ dξ.
Daí, temos
Ω “
?
pi exp p2αβq
2β erfc
ˆ
α
?
t` β?
t
˙
` exp p2αβq
β
ż 8
α
?
t` β?
t
exp
`´z2˘ˆ z?
z2 ´ 4αβ
˙
dz
“
?
pi exp p2αβq
2β erfc
ˆ
α
?
t` β?
t
˙
` exp p2αβq
β
ż 8
β?
t
´α?t
exp
`´ξ2 ´ 4αβ˘ dξ.
Portanto, concluímosż t
0
u´
3
2 exp
ˆ
´α2u´ β2 1
u
˙
du “
?
pi exp p2αβq
2β erfc
ˆ
β?
t
` α?t
˙
`
?
pi exp p´2αβq
2β erfc
ˆ
β?
t
´ α?t
˙
. (A.7)
A.1.3 Integral III
Acima, calculamos as integrais Eq.(A.4) e Eq.(A.7) nos respectivos intervalos
r0,8s e r0, ts. A próxima integral a ser calculada é no seguinte intervalo rt,8s, para β “ 0.
Considere a integral
Λ “
ż 8
t
t´3{2 exp
`´µ2t˘ dt, (A.8)
com µ ą 0.
Introduzindo a mudança de variável, u “ t´ 12 pñq t “ 1
u2
e ´2du “ t´ 32dt,
temos tÑ tñ uÑ 1?
t
e tÑ 8ñ uÑ 0.
Desta forma, a integral Eq.(A.8) pode ser escrita da seguinte forma,
Λ “ ´2
ż 0
1?
t
exp
ˆ
´µ
2
u2
˙
du. (A.9)
Consideremos uma nova mudança de variável conveniente para avaliar a integral
Eq.(A.9). Seja s “ µ
u
, então quando u Ñ 1?
t
ñ s Ñ µ?t e u Ñ 0 ñ s Ñ 8. Assim,
utilizando integração por partes, concluímos que
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Λ “ 2µ
ż 8
µ
?
t
s´2 exp
`´s2˘ ds
“ 2µ
„
´exp p´s
2q
s
8
µ
?
t
´ 2µ
ż 8
µ
?
t
exp
`´s2˘ ds
“ 2 exp p´µ
2tq?
t
´ 2µ?pi erfc `µ?t˘ . (A.10)
119
APÊNDICE B – Funções: Gama, Beta e
Erro
Este apêndice tem como objetivo apresentar alguns conceitos e propriedades
envolvendo as funções gama, beta e erro, utilizadas durante o desenvolvimento do texto.
Além do mais, para estudar as funções de Mittag-Leffler e funções de Wright, faz-se
necessário definir tais conceitos [24, 79].
• Função Gama
A função gama, denotada por Γ p¨q, pode ser definida como a integral imprópria,
Γ pzq “
ż 8
0
e´ttz´1dt, Re pzq ą 0. (B.1)
Uma propriedade importante da função gama é dada por
Γ pz ` 1q “ zΓ pzq , @ Repzq ą 0.
No caso em que z ” n “ 0, 1, 2, ... temos
Γ pn` 1q “ n! “ nΓ pnq ,
visto que Γ p1q “ 0! “ 1.
• Função Beta
Definimos a função beta através da integral
B pp, qq “
ż 1
0
tp´1 p1´ tqq´1 dt, (B.2)
onde Re ppq ą 0 e Re pqq ą 0.
A expressão que relaciona as funções beta e gama é dada pela propriedade a seguir
Propriedade B.1. Sejam Γ pzq a função gama definida na Eq.(B.1) e Bpp, qq a
função beta, conforme Eq.(B.2). A relação entre essas duas funções é dada por
B pp, qq “ Γ ppqΓ pqq
Γ pp` qq , (B.3)
onde Re ppq ą 0 e Re pqq ą 0.
Demonstração. Veja [74].
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• Função Erro
A função erro é definida pela seguinte integral
erf pzq “ 2?
pi
ż z
0
e´t
2
dt.
Introduzimos também a função erro complementar, erfc pzq, dada pela integral
erfc pzq “ 2?
pi
ż 8
z
e´t
2
dt,
de onde segue a relação
erf pzq ` erfc pzq “ 1.
Propriedades importantes da função erf pzq são dadas por
erf p´zq “ ´erf pzq e erf p´izq “ ´i erf pzq . (B.4)
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APÊNDICE C – Funções de Mittag-Leffler
Neste apêndice apresentamos as clássicas funções de Mittag-Leffler de um, dois
e três parâmetros, sendo uma das funções mais importantes utilizadas e relacionadas ao
cálculo fracionário, fundamental no estudo de equações diferenciais fracionárias, como visto
no Capítulo 3. Apresentamos uma propriedade da transformada de Laplace envolvendo
funções de Mittag-Leffler de três parâmetros. Para a elaboração deste apêndice foram
utilizadas as seguintes referências: [19, 33, 35, 47, 71, 80, 89, 121].
C.1 Função de Mittag-Leffler de um Parâmetro: Eα ptq
A função de Mittag-Leffler Eα ptq de um parâmetro é uma função complexa
que depende de um parâmetro complexo α com Re pαq ą 0, introduzida por Mittag-Leffler
em 1903 [71], dada pela série
Eα ptq “
8ÿ
k“0
tk
Γ pαk ` 1q , (C.1)
onde α P C com Re pαq ą 0 e Γ p¨q é a função gama definida no Apêndice B.
No caso particular α “ 1, temos
E1 ptq “
8ÿ
k“0
tk
Γ pk ` 1q “
8ÿ
k“0
tk
k! “ e
t,
ou seja, Eα ptq com α “ 1, temos a função exponencial.
C.2 Função de Mittag-Leffler de dois Parâmetros: Eα,β ptq
A função de Mittag-Leffler Eα,β ptq de dois parâmetros, é uma função complexa
que depende de dois parâmetros complexos α e β, com Re pαq ą 0 e Re pβq ą 0, introduzida
por Wiman em 1905 [121] dada pela série
Eα,β ptq “
8ÿ
k“0
tk
Γ pαk ` βq , (C.2)
onde α, β P C com Re pαq ą 0, Re pβq ą 0 e Γ p¨q a função gama definida no Apêndice A.
Em particular para β “ 1, temos
Eα,1 ptq “
8ÿ
k“0
tk
Γ pαk ` 1q “ Eα ptq , (C.3)
isto é, recuperarmos a função de Mittag-Leffler conforme a Eq.(C.1)
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C.3 Função de Mittag-Leffler de três Parâmetros: Eρα,β pzq
Antes de apresentarmos as funções de Mittag-Leffler de três parâmetros, vamos
introduzir o chamado símbolo de Pochhammer.
Definição C.1. O símbolo de Pochhammer é definido por:
pρqn “
#
1, para n “ 0;
ρ pρ` 1q ¨ ¨ ¨ pρ` n´ 1q , para n P N. (C.4)
A relação envolvendo a função gama e o símbolo de Pochhammer é dada por
pρqn “ ρ pρ` 1q ... pρ` n´ 1q “
Γ pρ` nq
Γ pρq . (C.5)
A função de Mittag-Leffler Eρα,β ptq de três parâmetros, é uma função complexa
que depende de três parâmetros complexos α, β e ρ, com Re pαq ą 0, Re pβq ą 0 e
Re pρq ą 0, introduzida por Prabhakar em 1971 [80], dada pela série
Eρα,β ptq “
8ÿ
k“0
pρqk tk
Γ pαk ` βq k! , (C.6)
onde α, β, ρ P C com Re pαq ą 0, Re pβq ą 0, Re pρq ą 0 e Γ p¨q a função gama definida no
Apêndice B. Sendo pρqk o símbolo de Pochhammer, conforme Eq.(C.4)
Note que, a função de Mittag-Leffler de três parâmetros é uma generalização
das funções de Mittag-Leffler de um e de dois parâmetros, isto é, para ρ “ 1, temos
E1α,β ptq “
8ÿ
k“0
p1qk tk
Γ pαk ` βq k! “
8ÿ
k“0
k!tk
Γ pαk ` βq k! “
8ÿ
k“0
tk
Γ pαk ` βq “ Eα,β ptq .
A seguir apresentamos duas propriedades utilizando a função de Mittag-Leffler
de dois parâmetros. Para outras propriedades envolvendo as funções de Mittag-Leffler de
parâmetros três, quatro e multi parâmetros, veja [47].
Propriedade C.1. Sejam Repαq ą 0, Repβq ą 0 e t P C. Uma relação de recorrência
envolvendo a derivada de ordem inteira é dada por
Eα,β ptq “ βEα,β`1 ptq ` αt d
dt
Eα,β`1 ptq .
Demonstração. Veja [74].
Propriedade C.2. Sejam α, β P C tais que Repαq ą 0, Repβq ą 0 e t P C, assim temos
a seguinte relação de recorrência dada por
Eα,β ptq ` Eα,β p´tq “ 2E2α,β`1
`
t2
˘
.
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Demonstração. Veja [74].
Propriedade C.3. Sejam α, β P C tais que Repαq ą 0, Repβq ą 0 e t P C, assim
Eα,β ptq “ tEα,α`β p´tq ` 1
Γ pβq .
Demonstração. Veja [74, 47].
Além disso, temos a relação entre as funções de Mittag-Leffler de um e dois
parâmetros, dada por
Eα p´tq “ E2α
`
t2
˘´ tE2α,1`αpt2q.
C.4 A Transformada de Laplace da Função de Mittag-Leffler
Calculamos a transformada de Laplace do produto da função de Mittag-Leffler
de três parâmetros com um polinômio, ou seja, tβ´1Eρα,β p´λtαq. Para finalizar a seção,
realizamos algumas observações quanto aos parâmetros da função de Mittag-Leffler.
Propriedade C.4. Sejam α, β, ρ P C com Re pαq ą 0, Re pβq ą 0, Re pρq ą 0. A
transformada de Laplace da função tβ´1Eρα,β p´λtαq é dada por
L
 
tβ´1Eρα,β p´λtαq
( “ sαρ´βpsα ` λqρ , (C.7)
onde s é o parâmetro da transformada de Laplace e λ uma constante real ou complexa.
Demonstração. Veja [74].
Como a função de Mittag-Leffler de três parâmetros é uma generalização
das funções de Mittag-Leffler de um e dois parâmetros, o que se espera é que os casos
particulares, a partir da propriedade Eq.(C.7) sejam como a seguir.
• Introduzindo ρ “ 1 na Eq.(C.7), obtemos a transformada de Laplace da função de
Mittag-Leffler de dois parâmetros, isto é,
L
 
tβ´1Eα,β p´λtαq
( “ sα´β
sα ` λ.
• Introduzindo ρ “ 1 e β “ 1 na Eq.(C.7), obtemos a transformada de Laplace da
função de Mittag-Leffler de um parâmetro, isto é,
L tEα p´λtαqu “ s
α´1
sα ` λ. (C.8)
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Propriedade C.5. Aplicando a transformada de Laplace inversa [33, 19] em ambos os
lados da Eq.(C.7), obtemos
L ´1
"
sαρ´β
psα ` λqρ
*
“ tβ´1Eρα,β p´λtαq .
Enfim, pode-se encontrar um vasto estudo sobre funções de Mittag-Leffler de
um, dois e três parâmetros, bem como propriedades e transformada de Laplace de outras
funções envolvendo as funções de Mittag-Leffler no livro de Gorenflo et al. [47].
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APÊNDICE D – Funções de Wright
Neste apêndice apresentaremos as funções do tipo Wright que são conhecidas por
desempenhar papel importante em várias aplicações do cálculo fracionário, em particular
nesta tese, aparecem na solução da equação diferencial parcial fracionária Eq.(4.38). Em
seguida, exibiremos uma propriedade que relaciona a função de Mittag-Leffler de dois
parâmetros com a função de Wright, através da transformada de Laplace. Para elaboração
deste apêndice foram utilizadas as seguintes referências [48, 67, 123].
D.1 Função de Wright
A função de Wright W pz;α, βq, é uma função complexa que depende dos
parâmetros complexos β e z, com α ą ´1, introduzida por Wright em 1933 [123], dada
pela série
W pz;α, βq “
8ÿ
k“0
zk
k!Γ pαk ` βq , (D.1)
com α ą ´1, β P C e z P C.
Mencionamos o trabalho de Gorenflo et al. [48] que contribui de forma sig-
nificativa para o cálculo fracionário, em particular nos estudos da função de Wright e
aqui usamos sua notação na definição da função, embora tenhamos mencionado o artigo
pioneiro.
A função de Wright, pode ser definida de outra forma utilizando o contorno de
Hankel através da representação integral
W pα, β; zq “ 12pii
ż
Ha
t´βet`zt
´α
dt, (D.2)
com α ą ´1, β P C e z P C.
Em particular, introduzindo α “ ´1{2 e β “ 1 na Eq.(D.2), temos [123]
W p´z;´1{2, 1q “ erfc pz{2q ,
uma relação da função de Wright com a função erro complementar, conforme Apêndice B.
D.2 A Transformada de Laplace da Função de Wright
Nesta seção será apresentado o cálculo da transformada de Laplace envolvendo
a função de Wright para os casos: α ą 0 e ´1 ă α ă 0, que explicita a relação entre as
funções de Wright e de Mittag-Leffler.
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Proposição D.1. Sejam β P C e t P C, com α ą 0. A transformada de Laplace da função
de Wright é dada por
L tW p˘t;α, βqu “ 1
s
Eα,β
`˘s´1˘ , (D.3)
com s P C, tal que Repsq ą 0.
Demonstração. Veja [47].
Proposição D.2. Sejam β P C e t P C, com ´1 ă α ă 0. A transformada de Laplace da
função de Wright é dada por
L tW p´t;α, βqu “ E´α,β´α p´sq ,
com s P C, tal que Repsq ą 0.
Demonstração. Veja [48].
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APÊNDICE E – Coeficiente Binomial
Este apêndice tem como objetivo apresentar o conceito de coeficiente binomial
e algumas propriedades importantes para o desenvolvimento do texto. Para a elaboração
deste apêndice foram utilizadas as seguintes referências [22, 54].
Definimos o coeficiente binomial porˆ
n
l
˙
“ n!
l! pn´ lq! , (E.1)
onde n, l P N, n ě l e n! “ n pn´ 1q pn´ 2q pn´ 3q ...3.2.1 é o fatorial.
Por outro lado, podemos generalizar o coeficiente binomial, dado em termos da
função gama, conforme Apêndice B,ˆ
n
l
˙
“ Γ pn` 1q
Γ pl ` 1qΓ pn´ l ` 1q ,
com n, l P C e n ‰ ´1,´2, ....
Um teorema e algumas propriedades envolvendo o coeficiente binomial impor-
tantes na elaboração do texto, serão apresentados a seguir. Omitimos suas demonstrações,
que podem ser encontradas nas referências anteriormente mencionadas.
Teorema E.1. Suponha n P N. Então
pa` bqn “
nÿ
l“0
ˆ
n
l
˙
an´lbl. (E.2)
Demonstração. Veja [54].
Propriedade E.1. Sejam n, l P N tal que n ě l. Entãoˆ
n
l
˙
“
ˆ
n
n´ l
˙
. (E.3)
Demonstração. Veja [54].
Propriedade E.2. Sejam n, l P N tal que n ě l. Então
nÿ
l“0
p´1ql
ˆ
n
l
˙ˆ
a´ l
b
˙
“
ˆ
a´ n
b´ n
˙
. (E.4)
Demonstração. Veja [22].
