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Abstract 
 
 This simulation study investigated the recovery item and person 
parameters of three-parameter logistic and multiple-choice models for 
mathematics testing in selected-response format test. A potential problem with 
such the study is the accuracy of simultaneous estimation of item and person 
parameters in item response theory.  
            Item responses were simulated using three-parameter logistic and 
multiple-choice models. Samples of 400, 1000, and 3000 simulated examinees 
and tests lengths of 20, 40, and 60 were generated. The response patterns 
according to models was run in PARSCALE. The root mean squared error 
between recovered and actual item characteristic curves served as the principal 
measure of estimation accuracy for items. The data were analyzed using the 
fixed effect MANOVA on RMSE ability, RMSE item parameters estimate to 
identify the significant main effects. 
           The result of the study indicate that the differences of the 
perfomance between three-parameter logistic and multiple-choice models on the 
format test analysis in mathematics subject are significant at the level of  = .05. 
Each model which generated ability estimation and item parameter is 
significantly different. Multiple-choice model provided higher accurate 
estimation than three-parameter logistic model. In addition, the test information 
given by multiple-choice model is three times higher than three-parameter 
logistic model although it  could not offer a solid conclusion related to the 
sample size on each test  length which gives the optimal score of test 
information.  
Key words: parameter recovery, mathematics testing, simulation study 
 
  
INTRODUCTION 
 
          Today the use of item response theory (IRT) to estimate the ability of the person and item 
parameters can be done simultaneously. The software that supports this work include 
PARSCALE and MULTILOG. Several techniques for estimating the parameters in the software 
are the maximum likelihood procedure (Baker and Kim, 2004, pp. 23 , 63 ) ; logistic regression 
(Reynolds, Perkins and Brutten, 1994, pp.1-13 ); and Bayesian estimation procedure( Mislevey, 
1986, pp. 177-195 ; Baker and Kim, 2004, pp. 303-305) . 
          Master (1982, pp. 149-174) describes estimation procedures including maximum 
likelihood procedures (eg, Conditional Maximum Likelihood/CML, Joint Maximum Likelihood 
/JML, and Marginal Maximum Likelihood /MML). Likelihood is a function of the probabilistic 
model of observations as certain item response vectors in IRT models. If the assumption of local 
independence (LI) satisfied, the likelihood function is the product of the probabilities associated 
with the item responses in the vector . Because the probability of an item response is a function 
of ability and item parameters , then the likelihood function is also a function of the parameters . 
For example, the likelihood function of the kth examinee who responded 40 multiple-choice 
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items are scored using 3PLM is L(xk, ai , bi, ci ) = 


40
1i
)ic,ib,ia,kix(f 
, where x = (x1, 
x2,...,x40). This form is a vector of the kth examinee responses on the 40 items (xi = 0 or 1 for all i 
= 1, 2, ..., 40), a = (a1, a2,...,a40), b = (b1, b2,...,b40) and c = (c1, c2,...,c40) are vectors of item 
parameters and f is the item response function of 3PLM.  
          All estimation procedures have similarities and differences that make them more or less 
favored by researchers in accordance with the situation. CML procedure does not require 
assumptions about the distribution of the population that must be satisfied, but this procedure 
requires the use of sufficient statistics and therefore CML can't be used for any type of item 
analysis. JML procedure depends on prior knowledge of the abilities  and therefore may not be 
able to provide consistent estimates on the number of examinees ability in the data set, while the 
MML procedure maximizes the log likelihood equations and this is an alternative for joint 
estimation method for ability and item parameters. MML treat examinees parameters as 
nuisance or incidental parameters and excludes from the likelihood function by assuming 
that the parameters of the examinees were drawn at random from a abilities population whose 
distribution according to the density function g () (Master and Wright, 1997, pp. 101-121). 
          MML procedure has several advantages compared with the maximum likelihood 
procedures other. One of the advantages of this procedure can be used on all models of the IRT 
and efficient for all l test length (Si, 2002, p. 39 ). Estimated of item standard error  in the MML 
is a good estimate of the expected sampling variance. Therefore, this MML can provide a good 
estimate for the complete scores of the examinees and not lose information even though the test 
length altered by adding or reducing items. 
          Nonetheless, this MML also has some drawbacks or limitations. First, using the MML 
estimation requires complex calculations and sophisticated. Second, the distribution of ability  
must be assumed. If distribution of ability  previously unknown, then it is assumed normal. 
Actually, ability  distribution can be estimated from the data. So it should not be forced to 
assume a normal distribution of ability , because it seems the effect of this assumption is not 
maximal. 
          Finally , although the MML with Expectation and Maximization algorithm (EM) can 
resolve the problem of item parameter estimates are not consistent in JML, but the issue of 
ability estimates that deviate in a data set remain unresolved. In recent MML limitation, 
Mislevy (1986, pp. 177-195 ) using Bayesian estimation in the MML. Furthermore , the 
estimated value of  that EAP can be directly obtained from equation 
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, because this equation is not iterative. EAP is part of the 
MML estimation procedure ( Bock and Aitkin, 1981, pp. 443-459 ) . 
           In this study, the procedure for estimating the ability and test items parameters is MML. 
Some literature recommends the use of this MML between other maximum likelihood methods, 
because the combination of Bayesian MAP and EAP estimation in MML can be used to 
estimate the parameters both in scoring and calibration items. The software used to estimate 
these parameters is PARSCALE ( Muraki and Bock, 1996, pp. 257). PARSCALE can be used 
to analyze all scoring models both dichotomous and polytomous. Dichotomous models are 
treated as a special case of certain polytomous models.           
          Mathematics test requires examinees using mathematical procedures merely to analyze 
real-world problems, designing and establishing strategy solutions, and evaluate the feasibility 
of the solution. Examinees  must demonstrate understanding of mathematical terminology, in 
the sense that they require the use of definitions, algorithms, theorems , and other properties to 
solve mathematics  problems. The examinees were also expected to be able to analyze and 
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interpret data (EPAS, 2008, p. 28).   
          One of the goals of the mathematics test is to assess the ability of the examinees in the 
transfer of quantitative reasoning and problem solving skills from one context to another . 
Therefore, this mathematics test gives a wide range of questions to ensure that the examinees 
continuously be challenged with new situations. Items in this mathematics test includes four 
levels of cognitive, namely knowledge and skills, direct application, understanding of concepts, 
and the integration of conceptual understanding . 
          Cognitive development in mathematical thinking and the ability to provide mathematical 
proof is based on the basic aspects of the human being, namely perception, action and the use of 
language and symbolism that enables us to develop advanced concepts that make sense are 
growing into the sophisticated knowledge structure. It is based on what is called the sensory -
motor language of mathematics (Tall, et al ., 2012, p.1). 
          Based on the description of cognitive development in mathematical thinking it would 
require a mathematics test that can capture the characteristic response pattern of the 
mathematical cognitive abilities. The format of the conventional multiple-choice items were 
generally scored as dichotomous using 1PLM, 2PLM, or 3PLM, in the field of mathematics can 
also be suspended in polytomous using multiple-choice models (MCM). The rationale that the 
multiple-choice items that can be scored in polytomous is the each option able to describe the 
stages of partial knowledge to the option (key) which describes the knowledge or ability to 
perfect. In addition, the MCM is derived from the nominal models. So, even though the options 
were not explicitly indicate partial knowledge tiered, MCM is still able to work well for 
analyzing multiple-choice items .  
          This study for evaluating estimates of item and person parameters. Hulin, Lissak, and 
Drasgow (1982, p. 250) examined recovery of the item characteristic curve (ICC) for the two- 
and three-parameter logistic models. According to them that an ICC computed from estimated 
item pameters could be very close to the ICC computed from actual item parameters. They 
found that estimates of ability and item parameters were less accurate in small sample size when 
item responses were generated by three-parameter logistic model. The present study examines 
recovery of ICC for thre-parameter logistic and item category characteristic curve (ICCC) for  
multiple-choice models.     
          Studying the recovery of item parameters in IRT corresponds to studying the recovery of 
regression equation coefficient. The examination of recovery of both the ICC and ICCC 
coresponds to investigating the mean square error prediction in multiple regrssion. In most 
applications of IRT, the main interest lies in both the ICC and ICCC. Item parameters are only a  
convenient means for summarizing both the ICC and ICCC. It is possible that both an ICC and 
ICCC computed from estimated item parameters could be very closed to the ICC or ICCC 
computed from actual item parameters despite large errors of estimation for the parameters. If 
this is true, estimation accuracy should be studied by comparing recovered and actual ICCs or 
ICCCs. 
 
 RESEARCH METHOD 
          This research is a simulation study. The goal of this study was to examine the recovery of 
both the ability and item parameters under various conditions in the fixed effects factorial 3 x 3 
x 2 design. The first factor consists of three types of test length, or number of test items, equaled 
20, 40, or 60; longer tests typically provide more reliable measurement and therefore more 
accurate calibration. The second factor consists of three types of sample sizes. The sample sizes 
used were 400; 1,000; and 3,000 examinees; again, higher numbers are expected to provide 
more accurate calibration. The third factor consists of two types of IRT models. 
          Two IRT models were evaluated. The 3-parameter logistic model (3PLM) as dichoto-
mous models were examined. In addition, Thissen's multiple choice model (MCM) was also 
examined (Thissen and Stienberg, 1984, pp.501-519). A model constant (D) of 1.7 was used for 
the 3PLM conditions in this study. 
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Generation of Item Responses 
         Simulation data generated using MS Excel 2007 software based on National Exam 
response data on mathematics lesson for junior high schools in Yogyakarta 2003. Generation of 
the data was carried out by researcher himself with the following steps. 
          Firstly, test the unidimensional assumption by using exploratory factor analysis (EFA) on 
the set of National Exam items for junior high schools in Yogyakarta 2003 on mathematics 
lesson. Initially, 40 items that do not meet the assumption of unidimensional.  Once the data is 
reduced repeatedly, obtained a set of items (33 items) that meet unidimensional assumption that 
as indicated by the scree plot in Figure 1 below. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.  Scree plot of the results of the EFA on 33 items of National Exam items for junior 
high schools in Yogyakarta 2003 on mathematics lesson . 
          Secondly, based on the results of the first step generated ability  using PARSCALE 4.1  
program and the ability  is assumed as actual ability (actual theta). Theta distribution normality  
was tested by using MINITAB 16 and the results show that theta distribution is not normal . 
After editing the data, it turns out there are quite a lot of outliers that causes asymmetric 
distribution. By reducing some of the values including the extreme value and then test the 
normality of the distribution of the ability repeatedly then finally obtained a normal distribution 
with a mean of 0.1466 and 0.8803 standard deviations of the ability of 2323 examinees. This is 
shown by the results of Anderson-Darling normality test in Figure 2. 
          Thirdly, a random sample size of 400, 1000, and 3000 are taken from a normal 
distribution of  the ability  using a random sampling with replacement technique by MINITAB 
program 16. These samples contain response data that has been generated using MS Excel 2007 
in the second step. This data is the result of scoring by using 3PLM and MCM according to the 
test length variations that have been mentioned before. 
          The variables were controlled in this simulation study are 3PLM and MCM scoring 
models, simulation sample size, and the test length. Response variables in this simulation study 
is the accuracy of parameter estimation item described by root mean square error (RMSE), test 
information function (TIF), and the standard error of estimate (SE() and SE(PAR)). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Anderson-Darling Normality Test 
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          The RMSE has the advantage of being in the same metric as the item parameters. It is 
defined by 

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, where n = number of examinees, 
jθ  actual ability 
score of the jth examinee , and 
jˆ mean of the ability estimates of the jth examinee from 5 
replications. The other index to evaluate recovery item and ability parameter is the standard 
error. It was defined as 
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.  
          According to the fixed effects factorial 3 x 3 x 2 design of this study has generated 
examinees' answers and replicated five times so that there are 90 data sets are given extension 
PRN. The number of replications used in simulation studies of IRT models in the past varied 
from as few as 5 to as many as 100 replications (Kamata, 1998). Therefore, this study employed 
5 replications for each combinations of conditions based on suggestions from these Monte Carlo 
studies. Each data set is run in PARSCALE 4.1 by using the syntax that has been developed 
previously. The output of each combination of design is theta estimates and item parameter 
estimates (slope, location, guessing parameters estimates). Accuracy of this parameter 
estimation was evaluated using the criteria of the root mean squared error method (RMSE) and 
the standard error index. 
 
RESULT AND DISCUSSION 
           Two-way fixed effects MANOVA employed on the RMSE () and  RMSE (PAR) on the 
main effects of  models, samples , and test length to answer the research question, the effect of 
3PLM and MCM to: (1) the accuracy of ability and item parameters; (2) optimization of Test 
Information Function (TIF); and (3) a decrease in the estimated  standard error. Only the main 
effects are examined its significance, because the interaction of its incorporation into the testing 
error statistics for each cell of all the combinations of factors that contains only one datum         
(Bastari , 2000, p.31 ). The effect size of the significant factors were evaluated using values of 
partial eta square ( 2 ) and the criteria of Cohen (1988 ) which states that if the value 2 = 0.1 ; 
0.25; 0.4, the effect of these factors will be small, medium, and large respectively. The 
MANOVA in the study employed the significance level  = 0.05. 
The results of MANOVA showed that the Pillai’s Trace and the Wilks’ Lambda 
statistical scores were significant except for the test length and these results were presented in 
the Table 1. The results of MANOVA showed the p-values for the main effects with RMSE as 
the dependent variable for (θ) and (PAR). It had been apparent in the Table 1 that all of the main 
effects, except the test length, had significant F value. On the other hand, for RMSE (θ) the 
scoring model factor and the sample size had 2 values respectively as follows: 0,213; 0,480. 
Thesevalues implied that the sample size was the only factor that had large influence while the 
scoring model had moderate influence. For RMSE (PAR) the 2 scores were respectively as 
follows: 0,474; 0,730. Therefore, the sample size and the scoring model were the factors that 
had large influence. 
Table 1. p values from the Results of MANOVA for RMSE 
Source df () (PAR) 
Scoring Model 1 0,001 0,000 
Sample Size 2 0,000 0,000 
Test Length 2 0,095 0,774 
Note:  df = degree of freedom 
            p-values printed in bold meant that the F values are significant at the level  = 0.05 
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          In order to ease the interpretation toward the results of MANOVA, the researchers 
performed a graphic analysis from the plots that stated the comparison between the results of 
RMSE (θ) marginal mean estimates and those of RMSE (PAR) marginal mean estimates in 
terms of the 3PLM scoring model and the MCM scoring model according to the sample size and 
the test length. Figure 3 and 4 depicted the results of RMSE (θ).   
 
 
Figure 3. RMSE (θ) Marginal Mean Estimates      Figure 4. RMSE (θ) Marginal Mean Estimates        
according to the Sample Size                                 according to the Test Length 
          
 Overall, from Figure 3 and 4 it had been apparent that the scores of RMSE (θ) marginal 
mean estimates in terms of MCM scoring model were smaller than those of 3PLM scoring 
model. The finding implied that the scoring model of MCM provided high accuracy in 
estimating the RMSE (θ) marginal mean estimates than that of 3PLM. Furthermore, it had also 
been apparent that the larger the sample size and the longer the test length, the smaller the 
scores of RMSE (θ) marginal mean estimates would be. The finding implied that the larger the 
sample size and the longer the test length  more accurate would be in estimating the RMSE (θ) 
marginal mean estimates. Figure 5 and 6 depicted the results of RMSE (PAR).  
Similar to Figure 3 and 4, in overall from Figure 5 and 6 it had been apparent that the 
scores of RMSE (PAR) marginal mean estimates in terms of MCM were smaller than those of 
3PLM. The finding implied that the MCM provided higher accuracy in estimating the RMSE 
(PAR) marginal mean estimates than the 3PLM/GRM combination. However, for the test 
length, the estimation accuracy were reversed namely the smaller the sample size the more 
accurate the result would be. 
 
                                                                                                
Figure 5. RMSE (PAR) Marginal Mean Estimates          Figure 6. RMSE (PAR) Marginal Mean 
Estimates according to the Sample Size                          according to the Test Length 
 
In order to find the optimal values of Test Information Function(TIF) from each test 
length upon the various sample size, the researchers drafted the list of the optimal values in the 
Table 2 below. Table 2 also contained the θ value range in which the maximum score of TIF 
would be found. The scores printed in bold within the 3PLM column and the MCM column 
were the optimal values from the maximum scores according to the test length. Finally, the 
researchers made a comparison between the optimal values derived from the TIF and the 
optimal values derived from the 3PLM method toward the MCM method for the test length 20, 
40 and 60 and the scores were respectively as follows: 0,3645;0,3589; and 0,3484. The values in 
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the comparison showed that the TIF optimal values given by 3PLM method were almost one-
third from those of MCM method. 
          The other research question was related to the estimates’ standard error derivation. Similar 
to the first research question, in order to answer the research questionthe researchers performed 
fixed effect MANOVA on the RMSE-S.E (θ) and the RMSE-S.E(PAR). Table 3 contained the p-
values of MANOVA on the RMSE-S.E. for (θ) and (PAR). 
           The results of MANOVA in the RMSE.S-E were similar to those of MANOVA in the 
RMSE for (θ) and (PAR) with the significant Pillai’s Trace and Wilks’ Lambda values, except 
for the test length. It had been apparent in Table 3 that all of the main effects, except the test 
length, had significant F values. Meanwhile, for the RMSE-S.E (θ) the scoring model and the 
sample size had 2 values respectively as follows: 0,102; 0,530. These values implied that the 
sample size was the only factor that had big influence while the scoring model test item was the 
factor that had small influence. For the RMSE-S-E (PAR) 2 values respectively as follows: 
0,340; 0,517. Therefore, the sample size was the only factor that had big infuence while the 
scoring model was the factor that had moderate and small influence. 
The results of graphic analysis for RMSE.S-E (θ) were similar to those of RMSE (θ) and 
there had been consistency that the larger the sample size, and the longer the test length the 
more accurate the estimates would be. Similarly, for the graphic analysis of RMSE.S-E (PAR) 
there had been consistency with the graphic analysis of RMSE (PAR) namely the shorter the 
test length the more accurate the estimates would be toward the RMSE-S.E marginal mean 
estimates. 
Table 2. The Comparison of Optimal Values in the Total Test Information from the Scoring   
model of 3PLM and the Scoring model of MCM 
TEST 
LENGTH 
SAMPLE 
SIZE 
RANGE 
() 
MODEL 
3PLM MCM 
20 
20 
20 
 
400 
1000 
3000 
 
  - 0,4 to - 0,3 15,5 
12,0 
13,5 
 
48,0 
38,0 
36,0 
 
  - 0,4 to - 0,2 
  - 0,4 to - 0,2 
40 
40 
40 
 
400 
1000 
3000 
 
  - 0,6 to - 0,3 26,5 
26,5 
26,0 
 
75,0 
72,0 
78,0 
 
  - 0,4 to - 0,3 
  - 0,4 to - 0,3 
60 
60 
60 
 
400 
1000 
3000 
 
  - 0,4 to - 0,3 42,0 
46,0 
38,0 
 
125,0 
132,0 
119,5 
 
  - 0,4 to - 0,2 
  - 0,4 to - 0,3 
 
Table 3. p-values from the Results of MANOVA for RMSE-S.E 
Source df () (PAR) 
Scoring Model 1 0,027 0,000 
Sample Size 2 0,000 0,000 
Test Length 2 0,558 0,715 
Note: 
df = degree of freedom 
p-values printed in bold meant that the F values are significant at the level  = 0.05 
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CONCLUSION AND SUGGESTION 
Conclusions 
Based on the explanation on the results of the study, the researchers would like to draw 
the following conclusions. 
First, the scoring model provides significant effect or influence in the level  = 0,05 
toward the examinees' ability (θ) estimates accuracy. The scoring of MCM model is more 
accurate than that of 3PLM model in estimating the ability. The larger sample size and the 
longer test length, the more accurate the ability (θ) estimates will be. 
Second, the MCM scoring model has more accurate estimates on the item parameter than 
that of 3PLM model and the larger sample size more accurate the estimate results; however, the 
finding does not apply to the test length. By means of RMSE criteria, the estimates generated by 
both models will be more accurate if the M-C test item and the test length are smaller and 
shorter. In addition, the factors which have big influence are the scoring model and the sample 
size. On the other hand, the test length does not have significant F value in the level  = 0,05. 
Third, in general the researchers would like to state that the scoring model of MCM has 
provided the test information value three times higher than that of 3PLM. In addition, for all of 
the test length the position of maximum test information value leads to the ability (θ) marginal 
estimates distribution. However, the researchers are unable to draw a “solid” conclusion 
regarding the sample size in each test length that provided the optimum test information value. 
Fourth, the ability (θ) estimates standard deviation error as well as the test parameter 
decrease under the estimation by means of MCM in comparison to that of 3PLM. This finding 
implies that the MCM scoring model is more accurate in estimating the ability (θ)  and the test 
item parameter than the 3PLM is.  
Suggestions 
The test developers, especially the ones who are responsible for the National Examination 
and the State University Admission Test, should consider the use scoring model of MCM for 
multiple-choice item in order to attain as much information as possible regarding the 
examinees’ ability. In relation to the matter, there should be considerations as well toward the 
wide-scale scoring implementation for the essay test items. 
Then, the future researchers who would like to follow up the study are recommended to: 
(a) develop the scoring model composition for mixed item format, for example the 3PLM/GRM 
combination, the MCM/GPCM combination and alike; (b) the numbers of response category in 
the study are made similar and there are four categories, therefore it is still possible that these 
categories might be developed into five categories or might be made different among the 
combined models because the researchers have not found the effects of the increase or the 
decrease on the model or even the unsimilarity of the response categories between the combined 
models; and (c) the criteria on the robustness test on the model during the unidimensionality 
assumption is violated because the data initiation for the IRT model combinations is assumed to 
be dimensional. 
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