By analysis of statistical characteristics and probability density distribution of extreme values of wind pressures on the surfaces of a typical low-rise building model and a typical high-rise building model, characteristics of the commonly used methods for estimating the extreme-values of wind pressure are discussed. The relationship between the parameters of the extreme value distribution of wind pressure and its observation length is then deduced based on the generalized extreme value theory and the independence of the observed extreme values. A new method for estimating the extreme values is developed by dividing the time history sample of the wind pressure into several subsamples. The extreme values of the wind pressure coefficients calculated with the present method and those with the commonly used methods are compared and the results indicate that the present method can estimate the extreme values of non-Gaussian wind pressure more accurately than the commonly used ones.
Introduction
Wind pressure on building surfaces is a random process, and its probabilistic and statistical characteristics are some of the key points to wind engineering. In the 1960s, Davenport [1] introduced statistical concepts into wind engineering and assumed that the wind speed, wind angle, and wind pressure coefficients all satisfy the Gaussian distribution. Until now, many studies on analyzing and modeling of wind effects still accept that the random processes involved in wind pressure assume a Gaussian process. This concept is mainly used to facilitate the analysis of wind pressures; many Gaussian processes are known to exist. This assumption is effective when the overall effect of random wind pressure field on an area is considered.
Peterka and Cermak [2] and Kareem [3] indicated that, in an area where the mean wind pressure coefficients are lower than −0.25, the wind pressure is generally skewed. They found many spikes in the wind pressure history. These spikes are six times the root-mean-square value from the mean values. The probability of their occurrence is much greater than that predicted by the Gaussian distribution. After many studies on the wind pressure on buildings, Stathopoulos [4] also indicated the considerable skewness of wind pressure data in certain areas. Tieleman and Reinhold [5] and Holmes and Best [6] also reached a similar conclusion. As the building is within the lower part of the atmospheric boundary layer, which experiences high turbulence, and surrounding obstacles are present, the windward wall of the building suffers from a non-Gaussian wind pressure. The nonGaussian characteristic of the fluctuating wind may result in its amplified effects. Holmes [7] and Kawai [8] estimated the probability density function of the wind pressure using the quasi-steady and strip theories. They found consistency between the estimated probability density function and the probability density function of the measured data in the area of the air flow reattachment. However, due to the additional factors arising from the interaction of the structure and wind with different turbulence intensities, the quasi-steady theory cannot be used to estimate the probability density function of the wind pressure in the area of air flow separation. Letchford et al. [9] substantiated this view using measured data. Thomas et al. [10] maintained that the quasi-steady theory cannot describe the spectrum of the wind pressure in the air flow 2 Mathematical Problems in Engineering separation area even if it contains the squared term of the fluctuating wind velocity. Tieleman et al. [11] arrived at a similar conclusion, using measured data.
Estimating the extreme value of non-Gaussian wind pressure is another important problem in wind engineering. Davenport [12] estimated the extreme values of wind pressures by summing their mean values and standard deviation multiplied by a peak factor obtained with the level-cross method, in which the fluctuating wind pressures were assumed to be Gaussian. This method is known as the peak factor or Davenport method. However, local wind pressures against the claddings, or construction components (especially under high turbulence), and in the separation area severely deviate from the Gaussian distribution. In this case, extreme values obtained from the Davenport method are usually smaller than actual values; designs based on such deviating results are unsafe [13, 14] .
To solve this problem, Kareem and Zhao [15] transformed the Gaussian random variable to a Hermite polynomial of a non-Gaussian random variable with their high-order moments (skewness coefficients and kurtosis coefficients). This extended the applicability of the Davenport method beyond Gaussian processes. Cartwright and Longuet-Higgins [16] introduced the concept of bandwidth parameter to solve the water wave problem. Pillai and Tamura [17] discussed the peak factor for non-Gaussian and narrow/broad band processes based on the achievements mentioned above. On the other hand, Kwon and Kareem [18] improved their previous method on some shortcomings and proposed a more accurate method for estimating extreme values (KwonKareem method). Sadek and Simiu [19] applied the translation process approach proposed by Grigoriu [20] to construct the non-Gaussian process map from the Gaussian process, although they estimated the extreme values of wind pressure by the Davenport method. Their method is also known as the Sadek-Simiu method. Ge [21] showed that the Sadek-Simiu method is more reliable than the other methods, based on data from wind tunnel tests.
Kasperski [22] studied the probability distribution of extreme values, using more than 3000 samples from wind tunnel tests. The results of this study show that the probability distribution of extreme values of wind pressure can be described accurately by the extreme distribution types I and III. Holmes and Cochran [23, 24] fitted the extreme values of thousands of tested wind pressure with the extreme distribution type I and the generalized extreme value (GEV) distribution, which is the preferred system for estimating the extreme values because the extreme values of these samples are stated directly. Although this method is widely used in the estimation of the extreme values of wind velocity and flood water levels, it is not suitable for estimating the extreme wind pressure coefficients on the surface of a structure in practical engineering because it requires a large number of samples. Obtaining this quantity of samples from wind tunnel tests is not economical. A method to estimate the extreme values using only one sample with an appropriate length is very practical. Peterka [25] designed such a method by selecting several extreme values in a sample, fitting these extreme values with extreme distribution type I, and estimating the extreme values. Lieblein [26] proposed that the two parameters of extreme distribution type I can be calculated by using the BLUE method accurately (BLUE method). However, the probability distribution of the extreme values of wind pressures does not always satisfy the assumption of extreme distribution type I.
In this work, the surface wind pressure data on a typical low-rise building model and a typical high-rise building model, which were obtained from wind tunnel tests in simulated wind field, were analyzed. The statistical characteristics of the data were examined. The relationship between the parameters of the extreme value distribution of the wind pressure and its observation length was deduced based on the GEV theory. A new method of estimating extreme values was developed by dividing a sample of the wind pressure time history into several subsamples.
Brief Introduction of Wind Tunnel Tests on a Low-Rise Building Model and a High-Rise Building Model
A large number of wind tunnel tests on low-rise and high-rise buildings have been performed on this subject. The surface wind pressure data from a wind tunnel test on one of the low-rise building models in a simulated suburban wind field was chosen. The test model, the definition of the wind angle, and the arrangement of the wind pressure taps are shown in Figure 1 . Measurements were obtained from a 1/100 scale model. The roof slope, , is 21.8 ∘ . The ratio of the height , width , and depth is 3 : 4: 6. The mean velocity at the height of 10 cm during the test was about 10 m/s with a wind velocity scale 1/3. The mean-velocity profile could also be fitted with a power law with an exponent of 0.2. The simulated turbulent intensity of the approaching wind at the roof height is about 0.25. The frequency response of the pressure measurement system was 500 Hz. 15 repeated 18 s time series samples of pressure coefficients were obtained. Figure 2 shows the test model, the definition of the wind angle, and the arrangement of the wind pressure taps of the high-rise building. The scale ratios of length, wind velocity and time in this test were 1/300, 1/3, and 1/100, respectively. The sampling frequency and sampling time of the wind pressure were 312.5 Hz and 42 s, corresponding to 3.13 Hz and 70 minutes in full scale, respectively. The mean velocity at the top of the building model during the test was about 8.1 m/s, where the simulated turbulent intensity is about 0.10. 400 time history samples of wind pressures were obtained.
Probability and Statistics Characteristics of Wind Pressures on the Surfaces of a Building
Methods for estimating the extreme values of wind pressures are always based on a certain probability or statistics assumption. In this section, the theoretical basis of those commonly used methods for estimating the extreme values of wind pressure is discussed through making an assay of the probability and statistics characteristics of the wind pressures on the surfaces of the low-rise building as well as the high-rise building. [27] indicated that the standard Gaussian process should have a skewness range of −0.5∼0.5 and a kurtosis range of 2.5∼3.5.
High-Order Moment Analysis. Kumar and Stathopoulos
To describe intuitively the non-Gaussian characteristic of the surface wind pressure on the low-rise building model, the skewness and the kurtosis in test cases of 0, 45, and 90 ∘ wind angles were calculated; their contour figures are depicted (Figures 3 and 4) .
The skewness of the wind pressure coefficients on the windward wall ( Figure 3 ) is generally positive, up to about 1.0. They are negative at the other walls and on the roof. The negative skewness of the wind pressure coefficients at side walls and on the roof is significant, especially those in the oblique directions. The skewness in the windward roof corner area is particularly significant and reaches −3.0. However, the negative skewness is relatively small on the downwind roof, the downwind side, and the leeward walls. From the test data, the skewness of the whole roof and the walls highly deviates from the skewness range of the standard Gaussian processes. Most of the kurtoses of the wind pressure coefficients on the building surfaces are more than 4.0 (Figure 4) , and the kurtoses at the downwind side walls for the 0 ∘ wind angle and at the windward roof corner for the 45 ∘ wind angle are significant (maximum value of 25). These characteristics seriously deviate from standard Gaussian features.
The non-Gaussian characteristics of the surface wind pressure are also ubiquitous on the high-rise building model. The skewness and the kurtosis in test cases of 0, 45, and 90 ∘ wind angles were calculated and their contour figures are described in Figures 5 and 6 . It can be seen from the figure that the skewness at the side and leeward walls is negative.
In most area, the skewness is less than −0.5 and the kurtoses are more than 4.5, especially in the middle area at the bottom of the model, the skewness even up to −1.5 and the kurtosis up to 7.5. And it seriously deviates from the scope of the standard Gaussian process. What is more, it is also obvious that the non-Gaussian characteristics in the bottom area of the leeward walls in test case of 45 ∘ wind angle and the leeward wall in test case of 90 ∘ wind angle are widespread and strong.
Since the wind pressure coefficients of the building cannot satisfy the assumption of a Gaussian process, the Davenport method cannot reliably estimate extreme values of the wind pressure.
Kareem and Zhao transformed the Gaussian random variable to a Hermite polynomial of a non-Gaussian random variable with the high-order moments by using the following expression:
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However, in theory, it is unavoidable to encounter the truncation error while using the first four-order statistics to establish the polynomial to fit the actual probability density distribution of wind pressure. In order to describe the error of this fitting process, the standardization of the non-Gaussian wind pressure on surfaces of the building was done in the first place. And then, an inverse transformation was taken by using (1) so that the standardized non-Gaussian process was mapped into the corresponding Gaussian time history. Through comparing the mapping results with the standard Gaussian process, it is clear to explain whether the proposed polynomial can fit the non-Gaussian wind pressure well, which is also the keystone of the Kwon-Kareem method.
The comparative results of representative test taps on surfaces of the high-rise building model in test cases of 0 and 45 ∘ wind angles were considered ( Figure 7 ). It can be seen from the figure that the proposed polynomial can give a good mapping results when the non-Gaussianity of the wind pressure is slight. However, if a strong non-Gaussian process is encountered, its mapping result will show a significant difference on both tails of the probability distribution. For these test taps, (1) cannot provide satisfactory fitting results on their probability density distribution. It is a limitation for us to adopt the Kwon-Kareem method to estimate the extreme values of wind pressure. The comparative results of representative test taps on surfaces of the low-rise building model also confirm this conclusion.
Probability Density Distribution Analysis of Wind Pres-
sure. The probability density distribution functions of the wind pressure coefficients of representative test taps were analyzed (Figures 8 and 9 ). The results of fitting with the Gaussian, GEV, lognormal, and gamma distributions with three parameters are illustrated in the figure. The maximum likelihood method was used to estimate parameters of the GEV distribution, whereas the moment estimation method was used to estimate those of the lognormal and gamma distributions. However, as the three parameters of the lognormal distribution cannot be expressed explicitly, the reduced form of Chen et al [28] was adopted. In addition, the expression proposed by Tieleman and Hajj [29] was used.
As seen from the figures, the wind pressure coefficients of typical areas in the test taps seriously deviate from the Gaussian distribution. The lognormal, gamma, and GEV distributions provide a better fit than the Gaussian distribution does. However, the fitting quality of the distribution patterns varies. The patterns generally do not show a good fit with the tail of the probability distribution function for the wind pressure, which is the key to estimating extreme values. The surface wind pressure at various surfaces of the building has poor fit with any pattern of the probability distribution function, and the wind pressure coefficients of the different test taps are not consistent, which are similar to previous observations [30] . Sadek and Simiu [19] have drawn a conclusion that the gamma and Gaussian distributions can describe the wind pressures on the surface of low-rise buildings well. The time series with positive skewness, the gamma distribution is appropriate for estimating the positive extreme values, while a normal distribution is appropriate for estimating the negative extreme values. For those records with negative skewness, the same conclusion holds after multiplication of the original time series by −1. However, as seen from the figure, for those taps with strong nonGaussianity, both tails of the probability distribution cannot be fitted satisfactorily by these two patterns, with great errors existing. According to the maximum domain of attraction theory, the gamma and Gaussian distribution both belong to the maximum attraction domain of extreme value type I distribution. And yet, the probability density distribution of the extreme values of wind pressure on the surfaces of buildings always does not comply with the extreme value type I distribution. The Sadek-Simiu method, which makes an attempt to use the gamma and Gaussian distribution to describe the probability distribution of the parent sample so as to estimate extreme values, clearly suffers from this problem. In sum, the probability distribution of the non-Gaussian wind pressure time history on the surfaces of the buildings cannot be fitted by one certain existing mathematical model well. Both the Sadek-Simiu method based on the commonly used probability distribution functions and Kwon-Kareem method relied on the polynomial established by the first fourorder statistics still have some problems while they are used to describe the probability distribution of wind pressure on the surfaces of buildings. Moreover, these two estimating methods are based on the level-crossing rate theory. And the raw non-Gaussian time history was used to replace mapping result while calculating the level-crossing rate because the mapping process approach cannot obtain the standard Gaussian process. It might bring great errors, especially for the Kwon-Kareem method. However, if a method based on extreme-value theory was taken to estimate the extreme values of wind pressures, the problems faced by the methods mentioned above could be avoided effectively.
Probability Distribution Analysis of Extreme Values.
According to the theory raised by Fisher and Tippett [31] , for independent and identically distributed sequence of random variables, if the number of samples is sufficient, the probability distribution of their extreme values will obey the generalized extreme value distribution. Through an analysis of large number of wind pressure samples, Kasperski [22] held an opinion that the extreme values of wind pressure on surfaces of buildings generally comply with the extreme value types I and III. And in this paper, 2800 time history samples of the high-rise building model were obtained so as to make an assay of the probability distribution of the wind pressure ( Figure 10 ). The analyzing result indicates that the wind pressure extreme values on the high-rise building adhere to the extreme value types I and III, which is in accord with the Kasperski's conclusion. The shape parameter of the probability distribution becomes more and more stable with the increase of the number of samples. In view of the research carried out by Holmes and Cochran [24] which owns the opinion that 4000-5000 independent time series might be required to identify the finite tail of the extreme value type III, the number of independent extreme values here is absolutely insufficient. And as seen from the fitting results in Figure 9 , it is also obvious that the fitting results are not satisfactory enough in the rear part even if 2800 independent time series were taken. Consequently, in engineering, a method to estimate the extreme values using only one sample with an appropriate length is very practical.
The probability distributions of the positive and negative extreme values of a wind pressure time history for different wind angles at several test taps of low-rise building and highrise building are shown in Figures 11 and 12 , separately. In the figure, results of fitting with the extreme value type I (Gumbel) and GEV distributions are also illustrated. The extreme values in the figure are those of the sub-samples obtained according to the optimal observation period (Section 4). The distributions of the extreme values of wind pressure coefficients do not always follow the Gumbel distribution. Additionally, although the number of independent extreme values from a single time history obtained from the subsamples here is far away from the requirement proposed by Holmes and Cochran, the application of the GEV distribution function could greatly improve the fit with the extreme value type I distribution. Therefore, the extreme estimation methods proposed by Peterka as well as Lieblein, which are both based on the extreme value type I distribution, still need further improvement. What is more, the wind pressure extreme values on surfaces of buildings still comply with the extreme value types I and III while the extreme value type II seldom appears except those which are likely to comply with the extreme value type II distribution due to the error in the individual values. Statistical analyses show that these errors have a significant effect on the final estimate of the extreme values. Thus, results for fit with extreme value type I distribution were used to replace those for extreme value type II.
Method for Estimating Extreme Values Based on the GEV Theory
From the above analysis, the current methods of estimating wind pressure extreme values still have some inadequacies in their assumption of the wind pressure distribution. Hence, a new method of estimating extreme values is developed in the present study; it is based on the GEV theory, which is highly versatile. 
The GEV Theory and the Reasoning Process for Prediction of Extreme Values.
The classical extreme value theory considers that a large number of independently observed extreme values fit one of the three classes of distribution regardless of the probability distribution of the maternal sample [31] . In addition, these three classes of distribution can be combined into a single family of models having distribution functions of the form
Defined on the set { | 1 − ( − )/ > 0}, where ( ) is the probability not greater than and , , and are the location, scale, and shape parameters, respectively.
If is zero, then (4) is reduced to (5), which is the extreme value type I probability distribution function:
The probability intensity distribution function of the GEV distribution can be obtained by differentiating both sides of (4): According to statistical theory, the probability density formula of a one-dimensional random variable function = ( ) is
Using a reduced variable, = ( − )/ , substituted into (5) and (7), the following expression is obtained:
Define another reduced variable
And then substituting it into (8) and in (7), another expression is obtained:
Substituting the reduced variable = ( − )/ and rearranging the terms yield If is zero, then (12) is reduced to (13) , which is the formula for the predicted extreme values based on the extreme value type I distribution:
where = 0.5772, the Euler's constant. (
Relationship between the Parameters of the GEV
Given that all the observed extreme values of any random process fit the GEV distribution, substituting (4) in (14) yields
12 Mathematical Problems in Engineering where the subscript 1 corresponds to the observation length 1 and the subscript 2 corresponds to the observation length 2 . After rearranging, the following expression is obtained:
The numerator of the left part of (16) can be expressed as a Taylor expansion, supposing that −1 < 1 1 < 1,
Substituting the reduced variable = ( − )/ and (17) into (16), and considering the dependence of the parameters , , and the observation length, the following expression is obtained:
where
Equation (18) is established permanently only if all the coefficients are simultaneously equal to zero; that is, the equations 0 = 0; 1 = 0; 2 = 0; 3 = 0; . . . are satisfied at the same time. Hence, the following solution satisfies these conditions
If the parameter is zero, then (21) and (22) According to the above conversion, a sample with a duration of 1 can be divided into ( = 1 / 2 ) nonoverlapping sub-samples with a time length of 2 . From the probability distribution parameters of extreme values provided by the sub-samples, the extreme value distribution parameters of the sample can be obtained. The extreme values can be calculated using (12) or (13) . Thus, estimation of the extreme values in a single sample with a time length 1 can be done.
Optimal Observation Period of Subsamples.
In the present estimating method, larger values of lead to more peak values used for estimating the extreme values. A more detailed survey of the time history data is considered such that estimates of the extreme values can represent the internal characteristic of the primitive history data. However, the length of the sub-sample observation is shorter if the number of the sub-samples increases. When the observations on the sub-samples are short enough, the extreme values from the neighboring sub-samples are dependent on each other, which is contrary to (14) . To ensure the independence of the extreme values of the sub-samples and simultaneously to obtain as many sub-samples as possible, an autocorrelation analysis of the parent sample is performed and the shortest time delay for the auto-correlation coefficient decaying from 1 to 0.07, close to zero, is taken as the optimal observation period for the sub-sample. As an example, the autocorrelation results for the test case data obtained at 0 ∘ wind angle are presented in Figure 13 . The relation between the root-mean-square error of the estimated extreme values and the observation period of the wind pressure history is also shown in the figure. When the observation period for the samples is very short, the error of the estimated results is significant because the observed extreme values are not independent.
With an increase in the observation period, the correlation among the observed extreme values of the neighboring subsamples weakens, and thereby reduces the error. When the observation period reaches about 6 s, the error of the present method is minimal. However, with further increase in the observation period, the error increases because the decreased number of subsamples leads to an incomplete reflection of the intrinsic characteristics of the time history. Similarly, analysis of the auto-correlation of the time history shows that the shortest time delay for the auto-correlation coefficient to decay from 1 to 0.07 is also approximately 6 s. More wind tunnel test data proved that the time period obtained by autocorrelation analysis is approximately the optimal observation period.
Calculating Procedure of the Present Method.
To facilitate the comprehension and application of the present method, the procedure is listed below.
(1) The auto-correlation coefficients of the sample with a standard observation period 1 (such as 10 min or 1 h) were analyzed, and the shortest time delay 2 for the auto-correlation coefficient to decay from 1 to 0.07 was obtained. 
The maximum values of sub-samples were extracted and fitted with the GEV distribution using (4), and the extreme distribution parameters 2 , 2 , and 2 were obtained. If the fitting result of is less than zero, then these extreme values must be fitted again with the extreme value type I distribution in (5) to obtain the corresponding extreme distribution parameters 2 and 2 . (4) The parameters for the observation period of 2 ( 2 , 2 , and 2 ) were transformed into those for 1 ( 1 , 1 , and 1 ) by (20) , (21) , and (22) . Considering the condition for the extreme value type I distribution, the limit forms (23) were needed to transform the parameters for 2 to those for 1 . (5) The expected extreme values of 1 were calculated using either (12) or (13) .
For the calculation of negative values, the sign of the extreme values could be changed to transform the problem into a calculation of positive values; afterward, the problem could be solved by following the aforementioned procedure.
Comparison between the Present Method and Previous Methods
The BLUE, Kwon-Kareem, and Sadek-Simiu methods are presently the most commonly used methods to estimate extreme values. These methods, as well as the present method, were applied to estimate the extreme values of wind pressure in a standard sample. The accuracy of the different methods was determined by comparing the aforementioned methods. However, before the step of comparison of the four methods, the first problem is to determine the standard values. For the case of low-rise building, the mean value of 15 independent observed extreme values of 15 samples was considered as the standard extreme value while the mean value of 2800 independent observed extreme values of the 2800 samples was taken as the standard extreme value for the highrise building case. According to the instructions above, the MATLAB program is written. During the estimation by the Sadek-Simiu method, the level-crossing rate of the translated standard Gaussian time period ( ) was approximately equal to that of the raw time period ( ). Moreover, Grigoriu [20] revealed that the error from this approximation is negligible. The conclusion by Sadek and Simiu [19] that the distribution of the parent samples fits the gamma distribution with three parameters and Gaussian distribution is cited here. During the estimation by the Kwon-Kareem method, an improvement in the evaluation of a non-Gaussian process by the Hermite model of polynomial coefficients (ℎ3 and ℎ4) was adopted as well as a modified calculating expression about the peak factor. In this part, the estimating results of the four methods will be illustrated. In order to make it more convenient to explain the match condition between the estimating results ( ), the standard extreme values ( ), the mean value ( ), and the root-mean-square value (RMS) of errors were defined separately as follows: Figure 16 shows the root-mean-square values (Figure 16(a) ) and mean values (Figure 16(b) Results obtained for the test cases of 0, 45, and 90 ∘ wind angles and the estimated positive wind pressure and negative wind pressure of the high-rise building are presented in Figures 17 and 18 , respectively. It can be seen from the figure that the results estimated by present method distribute around the standard values evenly, with a small dispersion. In order to show the accuracy of the estimating results quantificationally, Figure 19 shows the root-mean-square values (Figure 19(a) ) and mean values (Figure 19(b) ) of errors of the five methods under 6 test cases. The computed results indicate that the present method and the Sadek-Simiu method can have a fair estimate of the positive and negative extreme values of the wind pressure.
Conclusions
The probabilistic and statistical characteristics of the wind pressure coefficients on a building surface and the disadvantages of the commonly used methods for their extreme values were discussed. Based on the GEV theory and the independence of the observed extreme values, the relationship of the extreme value distribution between the short-term sub-sample and the long-term maternal sample was established. A more accurate method of estimating extreme value was proposed. The following conclusions were obtained. high-turbulence air flow, do not follow a Gaussian distribution assumption and even seriously deviate from the Gaussian distribution in some cases.
(2) Whole wind pressures are difficult to fit to a single probability distribution function. Moreover, there is no consistency in the wind pressure behavior on the different locations.
(3) The extreme values of wind pressure coefficients on the high-rise building adhere to the extreme value types I and III. And the fitting results are not satisfactory enough in the rear part even if 2800 independent time series were taken. Although the number of independent extreme values from a single time history obtained from the sub-samples is far away from the requirement proposed by Holmes and Cochran [24] , the GEV distribution function can describe the extreme values of the wind pressure coefficients more accurately than the extreme type I distribution.
(4) The Kwon-Kareem method attempts to reduce the error by introducing the non-Gaussian correction term. However, if the strong non-Gaussian process is encountered, the mapping result obtained by the polynomial established by the first four statistics would show a significant difference on both tails of the probability distribution. And when it was used to estimate the extreme values, the divergence of the results was significantly large.
(5) The conclusion drawn by Sadek and Simiu that the gamma and Gaussian distributions can describe the probability distribution of the wind pressure well is not as good as one thought. For those taps with strong non-Gaussianity, both tails of the probability distribution cannot be fitted satisfactorily by these two patterns, with great errors existing. According to the maximum domain of attraction theory, the gamma and Gaussian distribution both belong to the maximum attraction domain of extreme value type I distribution. And yet, the probability density distribution of the extreme values of wind pressure on the surfaces of buildings does not always comply with the extreme value type I. Consequently, it still leads to a relatively large error, especially when it was used to estimate the extreme values of wind pressures on the surfaces of low-rise building.
(6) The extreme values predicted by the BLUE method have significant errors sometimes because of the limitation of the extreme value type I distribution assumption.
(7) Compared with the commonly used methods, the present method can more accurately predict extreme values of positive and negative wind pressure coefficients.
