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This dissertation presents a theoretical study of arbitrary discretizations of general nonequilibrium and non-steady-state systems. It will be shown that, without requiring the partitions of the phase-space to fulfill certain assumptions, such as culminating in Markovian
partitions, a Markov chain can be constructed which has the same macro-change of probability of the occupation of the states as the original process. This is true for any classical
and semiclassical system under any discrete or continuous, deterministic or stochastic,
Markovian or non-Markovian dynamics. Restricted to classical and semi-classical systems, a formalism is developed which treats the projection of arbitrary (multidimensional)
complex systems onto a discrete set of states of an abstract state-space using time and
ensemble sampled transitions between the states of the trajectories of the original process.
This formalism is then used to develop expressions for the mean first passage time and
(in the case of projections resulting in pseudo-one-dimensional motion) for the individual
residence times of the states using just the time and ensemble sampled transition rates.

The theoretical work is illustrated by several numerical examples of non-linear diffusion
processes. Those include the escape over a Kramers potential and a rough energy barrier, the escape from an entropic barrier, the folding process of a toy model of a linear
polymer chain and the escape over a fluctuating barrier. The latter is an example of a nonMarkovian dynamics of the original process. The results for the mean first passage time
and the residence times (using both physically meaningful and non-meaningful partitions
of the phase-space) confirms the theory. With an accuracy restricted only by the resolution
of the measurement and/or the finite sampling size, the values of the mean first passage
time of the projected process agree with those of a direct measurement on the original
dynamics and with any available semi-analytical solution.

Key words: non-equilibrium and non-steady-state dynamics, non-ergodic systems, partitioning, probability, master equation, stochastic processes, diffusion process, absorbing
Markov chain, mean first passage time
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CHAPTER 1
INTRODUCTION

Projecting multi-dimensional processes onto a discrete set of states is a current and
exhaustive field of study. Particularly predominant for equilibrium systems is the identification of kinetically related regions or macrostates [29, 31, 117, 123, 144]. Macrostates
are temperature-dependent regions of the conformation space which correspond to similar configurations of the original system and are effectively isolated by potential energy
barriers [137, 164]. If correctly identified [119, 137, 144] they validate Markovian approximations and can be utilized to describe long-time trajectories through independent short
and distributed simulations [30, 54, 105, 113, 127, 133, 135, 151] or variational calculations [148].
However, methods to analyze and treat non-equilibrium and non-steady-state dynamical systems are sparse, but necessary, to understand out-of-equilibrium and out-of-steadystate experimental results. One such example are absorption processes with (for example)
the mean first passage time as the quantity of interest. The mean first passage time problem
is important in a wide variety of physical applications. These include systems when a star
of a certain mass goes supernova, neuron firing dynamics, spreading of diseases, chemical
kinetics, folding processes of polymers, the death of living creatures, and the decay of
metastable states via nucleation and growth processes [35, 128].
1

The mean first passage time is defined as the average time it takes to reach the absorbing state for the first time. Hence analytical models originating from steady-state or
equilibrium systems are not usually applicable. From a theoretical point of view, those
require the initial conditions to be pushed back to the time t = −∞ and the analysis of
the process to start at t = 0, so that any impact of the specific initial conditions on the
dynamics of the systems is lost. Applying this requirement to an absorption process just
leads to a locked occupation of the absorbing state. In fact, the specific starting conditions
can have a major influence on the dynamics [54, 171], and, depending on the system under
study, a substantial absorption can occur even before any equilibration in the domain takes
place. Alternatively, regions of the phase space which are not accessible in the absorption
process might be sampled with equilibrium or steady-state trajectories. Consequently, using equilibrium or steady-state methods to describe the dynamics of the system can distort
the results by equilibrium (or steady-state) events which do not occur or only play a minor role in the original process. This might be particularly crucial at ‘high’ temperature
studies, high enough such that trajectories do not stay long enough in the basin of a local
minimum such that local equilibration takes place.
It is known in the mathematical literature of Markov chains that there are instances
where the size of the state space can be reduced and the system remain a Markov chain.
Such systems are said to be lumpable [73, 145]. The lumpability criteria (strong or weak
or nearly) of Markov chains is an active field of research [34, 41, 50, 61, 62, 64, 68, 69,
70, 89, 90, 91, 92, 93, 98, 122, 131, 145] and if strongly fulfilled guarantees the coarsegrained system has the same measurable properties as the original system. States are said
2

to be lumpable, and can be joined to obtain a coarse grained dynamics, if the sums of
the transition probabilities from each state in a joined group to all states of another group
are equal [73]. The lumpability formalism can only strictly be applied to systems whose
original dynamics takes place on a discrete state-space and is even then fulfilled only by a
very limited number of dynamical systems. Conversely, not restricting the coarse-graining
of the system to the criteria of lumpability, it has been shown that even in very simple cases
of a Markovian dynamics of the original system [94] leads to a time development of the
coarse-grained system that includes a non-Markovian memory term and hence Markovchain models as the ones above can no longer be applicable without cut backs on the
results.
The dynamics of many physical systems is determined by a Hamiltonian H acting on
a continuous trajectory in phase-space. The detailed description of these processes for
N particles requires the knowledge of 6N coordinates and hence projecting the motion
of these systems to either a limited set of coordinates and/or a discrete set of states (as
for example the Nakajima-Zwanzig projection-operator formalism [111, 114, 167, 168],
which is equivalent to the projection-operator formalism of Mori for the equations of motion of observables [63, 106, 107], reduces not only the necessary storage of data but can
also lead to big advantages in the required computation time [77, 114]. It is a fact, that
the projection (on either the reduced set of coordinates or the discretized state-space) describes a new dynamics. Depending on the original system and the particular projection
this introduces memory kernels [111, 167] which may have a large or a small effect on the
dynamics and hence either allow Markovian assumptions [129] to be made or not.
3

In 1998 M. Kolesik, M. A.Novotny and P.A. Rikvold, introduced a method called Projective Dynamics (PD) [76] designed for systems with a discrete state space, such as Ising
or Potts models. The PD method mapped the original (discrete) dynamics of the system
onto an abstract chain with nearest neighbor coupling using the transition probabilities
(called growing and shrinking probabilities) between the partitioned states of the original
system. Coupling the discrete description to simulation-speed enhancing methods, the PD
method was then used to extrapolate the behavior at long time scales [77] inaccessible to
conventional simulations. It was shown for the example of a slow forcing barrier that if
this barrier is stepwise removed the results for the mean first passage time of the speedenhanced simulation would eventually converge to the result of the discrete projection of
the process only [116]. Following the demonstration of the escape from the metastable
state of the Ising model [77] and the calculation of saddle points on the projected intervals [76, 77, 116], the method was then further applied to continuous systems such as the
classical Heisenberg model [104] and finite-temperature micromagnetic studies of magnetization switching in nanoscale magnets [23, 24, 25]. However, the concrete theoretical
justification for continuous systems and arbitrary maps of discrete systems was missing.
It was argued that if for nearest-neighbor restricted projections the growing and shrinking
probabilities between the states are correct, the method would give the correct mean first
passage time. However, a theoretical foundation of first, what are the ‘correct’ growing
and shrinking probabilities and how to get them, and second, how do these connect to the
conservation of the mean first passage time, was left in the mist. Since the PD method
was introduced using concepts from Markov chains only, the problems of non-Markovian
4

projections (as mentioned above) or non-Markovian dynamics could not be addressed adequately and, hence lacked the credibility of statements concerning a broader range of
applications and implementations of the method.
It was not until 2008 [134] that the fundamental issues concerning the PD method were
analyzed using the concept of master equations. This allowed for the first time a more
general treatment than to just Markovian chains. At this point the growing and shrinking
probabilities were for the first time formally defined, and their origin from the projection
of the original system onto the discrete set of states up to the setup of the abstract Markov
chain conserving the mean first passage time was theoretically consistently derived [20].
Even though more general in approach, it is this setting of the foundation which may be described as one of the major contributions to the prior existing Projective Dynamics method,
done within the framework of this dissertation research. Restricted to classical and semiclassical systems, it was shown [20] that for any dynamics (Markovian or non-Markovian)
there exists a discrete state Markov chain with nearest neighbor coupling which preserves
the mean first passage time. The dynamics of the original system can be mapped arbitrarily while keeping the nearest-neighbor condition. That is, a system residing in state
k, can within a single time step [a time step refers to the time between two consecutive
observations], either stay in state k or make a transition to the neighboring states k ± 1.
This is true for any classical and semi-classical motion (e.g. deterministic or stochastic,
Markovian or non-Markovian) and any projection maintaining the nearest neighbor coupling criteria (irrespective of whether it preserves a Markovian character or introduces a
non-Markovian behavior). Hence it was shown that for a nearest neighbor coupled dis5

cretization of mean first passage time problems of classical and semi-classical systems,
it is not required that the choice of the states be restricted by other conditions other than
the nearest neighbor constraint and that the states have to be fixed non-overlapping intervals which cover the entire accessible domain. Therefore, difficulties involved with the
choice of reaction coordinates [18, 27, 44, 72], transition coordinates [49] to characterize the dynamics (problems include the definition of a suitable coordinate, the existence
of multiple coordinates characterizing the dynamics or the absence altogether), the hierarchical reduction into Markovian dynamics [56, 61, 112], steepest descent pathways
[58, 99, 120, 121, 141], or the complexity of the free energy landscape [80] can be disregarded without loosing any accuracy of the mean first passage time1. Additionally, the
method was extended, allowing for arbitrary starting positions of the trajectories (i.e., in
the original PD method the ensemble of systems had to start in the last transient state, this
condition was removed by deriving a general expression for the mean first passage time
using the growing and shrinking rates [20]) and allowing for time-discrete observations
with variable time stepping.
Furthermore, a more fundamental issue was addressed, namely concerning arbitrary
projections not restricted to nearest neighbor coupling. Specifically, time-independent expressions for the transition rates and transition probabilities were derived, which together
with the knowledge of the starting distribution of the system, can reconstruct the macrotime change of probability of the occupation of the states. The system underlying the
1

It should be noted at this point, that these are general theoretical results which are not concerned with
the improvement of simulation-speed.

6

original dynamics is not assumed to be ergodic or otherwise restricted (other than to classical and semi-classical systems). For applications, the connection to absorbing Markov
chains is derived, giving a formalism to obtain mean first passage times from time discrete
measurements or otherwise analytical derivations using the specific time-and ensemblesampling method necessary to get the correct transition probabilities.
The result of master equations with time-independent transition rates might be easily
confused with other studies. The mapping of a system onto a discrete state master equation with time-independent transition rates to describe (and reduce) the observations of
complex processes is not new. For example, the dynamics of clusters and biomolecules
[10, 11, 12, 14, 16, 33, 47, 48, 66, 79, 83, 84, 85, 95, 101, 102, 103, 108, 109, 154, 155,
156, 159, 162, 165] were studied using master equations. However, in these studies, the
occurrence of constant transition rates (the rate constants) was required to be an inherent property of the underlying (original) processes and not derived quantities as in this
work. In those studies the systems were required to equilibrate sufficiently fast between
the transitions to other states to lose their memory (i.e., the Markovian assumption), from
which it follows that this approach is only suited to a restricted class of phenomena and a
restricted range of temperatures. Such restrictions do not apply in this dissertation work.
The derivation of time-independent transition rates presented here is also different from
simplified master equations [46, 78, 136, 138, 170] (whose reduction is based on a global
connectivity of the states) or master equations of mixed type [42, 43] (both globally and
locally connected). The states can be chosen and joined together arbitrarily. Another confusion might emerge by comparing the present approach to methods such as transition
7

path sampling (TPS) [21, 37, 38, 39, 40, 126, 130, 163] or discrete path sampling (DPS)
[146, 152, 153], since also such methods originate from following the trajectories dynamically. However, where TPS and DPS require certain conditions on the dynamics and the
choice of states (and just either use or target equilibrium or steady-state properties), in
the current study there is no assumption concerning the Markovian character, steady state
behavior or otherwise involved. The approach here is also different from that of hidden
Markov models [7, 8, 9, 32, 51, 59, 81, 82, 110, 139, 143, 160, 161]. In hidden Markov
models the original process is assumed to be a Markov process with unobserved states
which have a probability distribution over the possible observations. The goal is to reconstruct the ‘original’ Markov process (which is assumed to exist) using the observed
sequence of the states. The difference is the current approach does not assume an ‘original’ Markov process underlying the observed phenomena. The original dynamics of the
system can be either Markovian or non-Markovian. A Markov process is constructed using the time-and ensemble-sampled information of the transitions between the different
states of the dynamics of the system.
The dissertation is organized as follows. Chapter 2 introduces basic probability concepts important for the mathematical analysis of the following chapters (chapters 3 and
4). Chapter 3 treats the projection of arbitrary classical and semi-classical systems onto
an arbitrarily coupled discrete set of states using partitions of the phase space which have
only the following conditions: that the intervals specifying the states need to be fixed,
non-overlapping and cover the entire accessible domain. A master equation with time
dependent transition rates is derived which accurately describes the projected dynamics
8

regardless of whether the projection results in a Markovian or non-Markovian behavior of
the observed occupancies of the states (section 3.1). This fact is further illustrated in section 3.3, discussing the dependence of the transition rates on the history. The connection
of the transition rates to conditional probabilities is derived in section 3.2. Following the
general setup of the projection onto discrete states, the effect of time sampling of the transition rates is discussed in section 3.4. There an expression for time-independent transition
rates (and time-independent transition probabilities) is derived which conserves the overall
change in probability of the occupation of the states, culminating in a reduced Markovian
description of the original problem. This result is then applied to mean first time problems
in section 3.5.
Chapter 4 treats arbitrary projections onto a nearest neighbor coupled discrete set of
states. Section 4.1 discusses the existence and generation of nearest neighbor coupled
projections. Section 4.2 introduces the nearest neighbor specific notations of the growing
and shrinking rates (those connect to the PD method introduced by M. A. Novotny and
coworkers). A general recurrence relation2 of the total occupancies of the states (the residence times) of mean first passage time problems is derived in section 4.3, whereas in
section 4.4 a closed expression for the mean first passage times (using the growing and
shrinking rates only) is derived. Section 4.5 discusses the augmentation of nearest neighbor coupled states. It is shown there explicitly that even for non-Markovian projections,
quantities such as the mean first passage time are conserved in the derived Markov chain
description.
2

Surpassing the work of M. A. Novotny and coworkers.
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Points made in the theory are illustrated with numerical examples of the absorption
process of macromolecules underlying an overdamped Brownian motion (chapter 5). The
encompassing theory for numerical implementation and analytical alternatives is given
in section 5.1. Sections 5.2 to 5.6 discuss results of the mean first passage time and
the residence times obtained with the discretized process of diffusion over one- and twodimensional barriers and the folding process of a toy model of a linear polymer chain. The
results of the mean first passage time are compared with those of the original dynamics
(and whenever available with semi-analytical solutions for the problem). These examples
show (as expected from the theory) that the time-and-ensemble-sampled transition rates
(and transition probabilities) conserve the mean first passage time regardless of a physically sensible choice of the states (sections 5.4 and 5.5), Markovian or non-Markovian
dynamics of the original system (section 5.6) or the knowledge and existence of minima
and saddle points of an energy landscape leading to the observed behavior (sections 5.3
and 5.5). The results of the residence times are given and discussed in terms of their usefulness to draw conclusions about the mechanisms underlying the original dynamics (i.e.,
the inverse problem) and in interpreting the projected (i.e., the observed) behavior.

10

CHAPTER 2
BASIC PROBABILITY CONCEPTS

This chapter introduces basic probability concepts and is organized as follows. In section 2.1 the joint and conditional probabilities, and the joint and conditional probability
densities are introduced. The former is applicable to stochastic processes ξ(t) on a discrete state space, whereas the latter treats cases in which the stochastic variable can take
continuous values. For simplicity, the notations introduced in this chapter are for single
variables ξ(t) but can be readily extended, by the use of appropriate indices, to multivariate variables {ξi (t)}i=1,...,d [where d might be (for example) the dimension of a stochastic
~
vector ξ(t)].
Section 2.2 treats the classification of stochastic processes into independent
processes, Markovian processes and fully dependent processes. Section 2.3 introduces
the concept of stationary processes, and section 2.4 introduces the Chapman-Kolmogorov
equation.

2.1 Joint and Conditional Probabilities
Let ξ(t) be a stochastic variable, and let t1 < t2 < . . . < tr−1 < tr be an ordered set
on the continuous time t. For discrete processes (i.e., where {ξn } ≡ {ξ(t = tn )} ∈ {n}
can only take discrete values), the joint probability Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ), that the
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stochastic variable has the value n1 at time t1 , n2 at time t2 , . . . and nr at time tr , is given
by
Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) = prob{ξ(t1 ) = n1 ; ξ(t2 ) = n2 ; . . . ; ξ(tr ) = nr } .

(2.1)

The lower index r on Pr denotes the number of variables of the history of Pr . The joint
probabilities (2.1) have to fulfill the relation 0 ≤ Pr ≤ 1. With Pr = 0 if for all of the
realizations of ξ(t) there exist at least one value nj which does not occur at time tj [it is
to be kept in mind that the values nj can be different for different realizations of ξ(t), so
Pr = 0 means that no realization of the stochastic variable passes through nj at time tj ],
and Pr = 1 if all the realizations of ξ(t) describe the same path Pr [as for example in cases
where the system follows a well defined (deterministic) trajectory and the events nj are
the values of the variable at the times tj , i.e. ξ(tj ) = nj ].
Since a realization of the stochastic process ξ(t) can only take one distinct value at any
time t, the joint probability of finding the system simultaneously in state n1 and n2 at time
t is given by
Pr (n1 , t; n2 , t; n3 , t3 ; . . . ; nr , tr ) = Pr−1 (n1 , t; n3 , t3 ; . . . ; nr , tr )δn1 ,n2 ,
for classical and semiclassical systems.
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(2.2)

For a suitable factorization of the time t the complete relevant information about the
process ξ(t) is summarized in the hierarchy of the joint probabilities
{Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr )}r=1,2,..., i.e.
P1 (n1 , t1 )
P2 (n1 , t1 ; n2 , t2 )

(2.3)

P3 (n1 , t1 ; n2 , t2 ; n3 , t3 )
... .
Here P1 is the one-step (or ‘singlet’) probability and gives the probability at which the
variable ξ(t = t1 ) at the time t1 takes the value n1 . P2 is a two-step probability, which
gives the probability at which the stochastic variable ξ(t) can be found to have the value
n2 at time t2 and the value n1 at time t1 . The members of the hierarchy {Pr }r are related
to each other as
XX
nj nj+1

...

X

Pr (n1 , t1 ; . . . ; nr , tr ) = Pj−1 (n1 , t1 ; . . . ; nj−1, tj−1 ) ,

(2.4)

nr

with
X

P1 (n1 , t1 ) = 1 .

(2.5)

n1

Eq. (2.4) states the conservation of probability. Eq. (2.5) states the normalization of the
probability. In the following the singlet probability P1 (n1 , t1 ) will be notated by P (n, t)
or Pn (t).
Another important quantity in the theory of probability concepts is the conditional
probability pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ). It gives the probability that the random variable ξ(t) has at time tr the value ξ(tr ) = nr given that it had at time tr−1 the value nr−1 ,
13

at time tr−2 the value nr−2 , . . . and at time t1 the value n1 . The conditional probability pr
is related to the joint probability Pr as
Pr (n1 , t1 ; . . . ; nr , tr ) = pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )Pr−1(n1 , t1 ; . . . ; nr−1 , tr−1 ) .
(2.6)
It is to be noted, that if Pr−1 = 0 from eq. (2.6) alone (i.e. without a further specification)
the conditional probability pr is not well defined, since then Pr = 0 and eq. (2.6) just states
0 = 0. Since Pr−1 ≥ Pr and 0 ≤ Pr ≤ 1 from eq. (2.6), it follows that also the conditional
probability satisfies 0 ≤ pr ≤ 1. Summing over all nr in (2.6) and applying (2.4) leads to
X
nr

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )Pr−1 (n1 , t1 ; . . . ; nr−1 , tr−1 ) =
X

Pr (n1 , t1 ; . . . ; nr , tr ) = Pr−1 (n1 , t1 ; . . . ; nr−1 , tr−1 ) .

(2.7)

nr

Since Pr−1 is independent of nr it can be canceled, which leads to the normalization of the
conditional probabilities pr as
X
nr

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ) = 1 .

(2.8)

Applying eq. (2.2) to eq. (2.6) one can see that (analogous to the joint probability Pr ) the
conditional probability of finding the stochastic variable ξ(t) taking simultaneously the
values nr and nr−1 is given by
pr (nr , t|nr−1 , t; nr−2 , tr−2 ; . . . ; n1 , t1 ) = δnr ,nr−1 .

(2.9)

For systems in which the stochastic variable ξ(t) can take continuous values it is more
suitable to use, instead of the joint and conditional probabilities (2.1) and (2.6), the joint
14

and conditional probability densities to treat the behavior of the stochastic variable ξ(t).
The joint probability density P̃r (ξ1 , t1 ; ξ2, t2 . . . ; ξr , tr ) is defined such that
P̃r (ξ1 , t1 ; ξ2 , t2 ; . . . ; ξr , tr )dξ1 dξ2 . . . dξr = prob{ξ1 ≤ ξ(t1 ) < ξ1 + dξ1 ;
ξ2 ≤ ξ(t2 ) < ξ2 + dξ2 ; . . . ; ξr ≤ ξ(tr ) < ξr + dξr }

(2.10)

is the probability that the stochastic variable ξ(t) can take a value between ξ1 and ξ1 + dξ1
at time t1 , a value between ξ2 and ξ2 +dξ2 at time t2 , . . . and a value between ξr and ξr +dξr
at time tr . From the usage of the differentials dξ1 . . . dξr , it follows that the dimension of
the joint probability density P̃r is L−r , if the variable ξ(t) has the dimension L. This in
turn leads to P̃r ≥ 0 (note the difference with the joint probability Pr with 0 ≤ Pr ≤ 1).
Analogously to (2.3), for suitable t1 < t2 < . . . < tr also the hierarchy of the joint
probability densities {P̃r (ξ1 , t1 ; . . . ; ξr , tr )}r=1,2,... contains all relevant information about
the process. The members of the hierarchy are related as
Z

...

Z

P̃r (ξ1 , t1 ; . . . ; ξr , tr )dξj dξj+1 . . . dξr = P̃j−1 (ξ1 , t1 ; . . . ; ξj−1, tj−1) .

(2.11)

Analogously to (2.2), the fact that any trajectory cannot take simultaneously two different
values at the same time is described by the relation
P̃r (ξ1 , t; ξ2 , t; . . . ; ξr , tr ) = P̃r−1 (ξ1 , t; ξ3 , t3 . . . ; ξr , tr )δ(ξ1 − ξ2 ) .

(2.12)

Here δ(ξ1 − ξ2 ) is the delta function.
The conditional probability density p̃r (ξr , tr |ξr−1, tr−1 ; . . . ; ξ1 , t1 ) of the continuous
variable ξ(t) is defined such that p̃r dξr is the probability that ξ(t) has a value between ξr
and ξr +dξr at time tr , given it had the value ξr−1 at tr−1 , . . . and ξ1 at t1 . It fulfills the con15

ditions p̃r ≥ 0 and

R

p̃r (ξr , tr |ξr−1, tr−1 ; . . . ; ξ1 , t1 )dξr = 1 (if P̃r−1 6= 0). Furthermore,

analogously to (2.3), the joint and conditional probability densities are related by
P̃r (ξ1 , t1 ; . . . ; ξr , tr ) = p̃r (ξr , tr |ξr−1 , tr−1 ; . . . ; ξ1, t1 )P̃r−1 (ξ1 , t1 ; . . . ; ξr−1, tr−1 ) . (2.13)
2.2 Classification of Stochastic Processes
Eqns. (2.1) to (2.13) are valid for all stochastic processes. The level of description
pertains to processes in which the joint probability Pr is completely dependent on the
entire history of the process. For such processes, for instance, the joint probability
Pr (n1 , t1 ; . . . ; nj , tj ; . . . ; nr , tr ), of the stochastic variable taking the value n1 at time t1 ,
. . ., nj at time tj , . . . and nr at time tr , might be different from the joint probability
P̂r (n1 , t1 ; . . . ; n̂j , tj ; . . . ; nr , tr ), of the stochastic variable taking the value n1 at time t1 ,
. . ., n̂j at time tj , . . . and nr at time tr , for nj 6= n̂j . For such processes only the complete
knowledge of the hierarchy {Pr }r will fully specify the process.
However, there are processes for which this is not necessary and eqns. (2.1) to (2.13)
can be reduced without losing the information content. One such process are the ‘independent processes’. Examples include the tossing of a coin or the rolling of a die. Those
clearly do not have any dependence on the history. The outcome of the experiment (head
or tail; the number on the face of the die) is not correlated to any of the previous trials.
Hence the joint probability Pr of eq. (2.1) simplifies to
Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) =

r
Y
i=1

16

P (ni ; ti ) .

(2.14)

Eq. (2.14) can be directly applied to eq. (2.6), i.e
r
Y
i=1

P (ni ; ti ) = pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )

r−1
Y

P (ni ; ti ) .

(2.15)

i=1

From this it follows that the conditional probabilities pr of independent processes are simply the probabilities of the stochastic variable taking the value nr and time tr , i.e.
pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ) = P (nr , tr ) .

(2.16)

Processes for which the values of the random variable ξ(t) at the time tr only depends
on the value of the random variable at time tr−1 , but are unaffected by previous values of
ξ(t) with t < tr−1 , are termed ‘Markov processes’. For such processes the conditional
probability pr reduces to
pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ) = p(nr , tr |nr−1 , tr−1 ) .

(2.17)

Using (2.17) for r = 2 in (2.6) expresses the joint probability P2 (n1 , t1 ; n2 , t2 ), of the
stochastic variable ξ(t) taking the value n1 at time t1 and the value n2 at time t2 , in terms
of p2 and P1 , i.e.
P2 (n1 , t1 ; n2 , t2 ) = p2 (n2 , t2 |n1 , t1 )P (n1 , t1 ) .

(2.18)

Using (2.18) and p2 (n3 , t3 |n2 , t2 ), one can construct the joint probability P3 , i.e.
P3 (n1 , t1 ; n2 , t2 ; n3 , t3 ) = p2 (n3 , t3 |n2 , t2 )p2 (n2 , t2 |n1 , t1 )P (n1 , t1 ) .

(2.19)

Continuing this procedure, one can see that,
Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) =

"r−1
Y
i=1

#

p2 (ni+1 , ti+1 |ni , ti ) P (n1 , t1 ) ,
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(2.20)

each member of the hierarchy (2.3) can be obtained by the complete set
{p2 (nr , tr |nr−1 , tr−1 )}r and the probability P (n1 , t1 ). Therefore, to specify the process
ξ(t) it is sufficient to know the two-time conditional probabilities p2 (nr , tr |nr−1 , tr−1 )
(for all times tr ) and the distribution of the stochastic variable ξ(t) at time t = t1 [i.e.
P (n1 , t1 )]. Examples of a Markov process include systems in which the stochastic variable
ξ(t) is determined by a first order differential equation (for example a deterministic trajectory for which the acceleration is zero). In such a system the previous history t < tr−1 is
only indirectly present, as it determines the value of the variable ξ(t) at time tr−1 but does
not directly influence the value of the stochastic variable ξ(tr ) at time tr [i.e. it is sufficient
to know the value of ξ(tr−1 ) to calculate ξ(tr )].
Considering the history up to n previous steps (i.e. tr−n < tr−n+1 < . . . < tr ) of the
random variable an ‘nth-order Markov process’ is specified by
pr (ξr , tr |ξr−1, tr−1 ; . . . ; ξ1 , t1 ) = p(ξr , tr |ξr−1, tr−1 ; . . . ; ξr−n , tr−n ) .

(2.21)

That means it takes the history up to n previous steps at time tr into account. An example of a second order Markov process would be where ξ(t) is a deterministic trajectory
governed by a second order differential equation. For processes which depend on a fixed
number of past events, a Markovian process may be recovered by the introduction of new
variables or vectors from the non-Markovian process.
In the limit n → r the ‘completely dependent process’ is recovered. Examples of
such a process are the Go-game or in algorithms taking into account the excluded volume
effect in modeling the step-wise polymerization-processes in polymer physics. In both
of these examples, the space which is already occupied has to be avoided for all future
18

steps. In the Go-game, a stone can only be positioned where no other stone lies. In
the polymerization-process, an additional monomer has to avoid the previously occupied
volume by the parts of the polymer. Hence for both the processes the decision-process at
times tr (i.e. the conditional probabilities pr at time tr ) are characterized by the complete
history ξ1 , t1 ; . . . ; ξr−1, tr−1 .

2.3 Stationary Processes
A special class of processes in physics are the stationary processes. A system can be
considered stationary if the probability of being in any of its states does not vary with time.
This property can be summarized with the joint probability Pr as follows
Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) = Pr (n1 , t1 + τ ; n2 , t2 + τ ; . . . ; nr , tr + τ ) .

(2.22)

Inserting (2.22) into eq. (2.6) gives
Pr (n1 , t1 + τ ; n2 , t2 + τ ; . . . ; nr , tr + τ ) = pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )
×Pr−1 (n1 , t1 + τ ; n2 , t2 + τ ; . . . ; nr−1 , tr−1 + τ ) ,

(2.23)

which is the defining equation for the conditional probability pr under the time-translation
t → t + τ . Hence for stationary processes the conditional probability pr satisfies
pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ) = pr (nr , tr + τ |nr−1 , tr−1 + τ ; . . . ; n1 , t1 + τ ) . (2.24)
For continuous variable processes (i.e. processes in which the stochastic variable ξ(t) can
take continuous values) analogous relations apply.
Eq. (2.22) for the two-time joint probability reads
P2 (n1 , t1 ; n2 , t2 ) = P2 (n1 , t1 + τ ; n2 , t2 + τ ) .
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(2.25)

Since (2.25) holds true for any τ , one may as well choose τ = −t1 Thus, eq. (2.25) reduces
to
P2 (n1 , t1 ; n2 , t2 ) = P2 (n1 , 0; n2, t2 − t1 ) .

(2.26)

Eq. (2.26) states that the two-time joint probability P2 (n1 , t1 ; n2 , t2 ) of finding the stochastic variable ξ(t) taking the value n1 at time t1 and the value n2 at time t2 , is only dependent
on the time difference t2 − t1 . This is an important property, which is used in deriving the
Wiener-Khintchine theorem (see section 5.1.1).

2.4 The Chapman-Kolmogorov Equation
In this section the Chapman-Kolmogorov equation will be derived. It is a closed expression for any Markovian system, which relates the two-time conditional probability
p2 (nr , tr |n1 , t1 ) of finding the system at time tr in state nr given it was at time t1 in state
n1 to the paths through the states {nk }k at intermediate times tk with k = 2, . . . , r − 1.
For this purpose let t1 < t2 < . . . < tr−1 < tr be an ordered set of continuous times.
The joint probability of finding the system at time t1 in state n1 and at time tr in state
nr is given by P2 (n1 , t1 ; nr , tr ). It relates to the joint probability of finding the system at
time t1 in state n1 , at time t2 in state n2 , . . . and at time tr in state nr , which is given by
Pr (n1 , t1 ; n2 , t2 ; n3 , t3 ; . . . ; nr−1 , tr−1 ; nr , tr ), via the hierarchy relation eq. (2.4) as
P2 (n1 , t1 ; nr , tr ) =

XX
n2

n3

...

X

Pr (n1 , t1 ; n2 , t2 ; . . . ; nr−1 , tr−1 ; nr , tr ) .

nr−1
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(2.27)

Using now in (2.27) the defining equation eq. (2.6) for the conditional probabilities
pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 ) of finding the system in state nr at time tr , given it was at
time tr−1 in state nr−1 , . . ., and at time t1 in state n1 , gives
P2 (n1 , t1 ; nr , tr ) =

XX
n2

...

X

nr−1

n3

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )
× Pr−1 (n1 , t1 ; n2 , t2 ; . . . ; nr−1 , tr−1 ) .

(2.28)

Using eq. (2.6) again, now to substitute the joint probability
Pr−1 (n1 , t1 ; n2 , t2 ; . . . ; nr−1 , tr−1 ), gives
P2 (n1 , t1 ; nr , tr ) =

XX
n2

...

n3

X

nr−1

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )
× pr−1 (nr−1 , tr−1 |nr−2 , tr−2 ; . . . ; n1 , t1 )
× Pr−2 (n1 , t1 ; n2 , t2 ; . . . ; nr−2 , tr−2 ) .

(2.29)

Repeating this procedure one finally arrives at
P2 (n1 , t1 ; nr , tr ) =

XX
n2

n3

...

X

nr−1

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )
× pr−1 (nr−1 , tr−1 |nr−2 , tr−2 ; . . . ; n1 , t1 )
...
× p2 (n2 , t2 |n1 , t1 )P1 (n1 , t1 ) .

(2.30)

From eq. (2.6) it also follows, that
P2 (n1 , t1 ; nr , tr ) = p2 (nr , tr |n1 , t1 )P1 (n1 , t1 ) .
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(2.31)

Inserting eq. (2.31) into the right hand side of eq. (2.30) leads to
p2 (nr , tr |n1 , t1 ) =

XX

X

...

nr−1

n3

n2

pr (nr , tr |nr−1 , tr−1 ; . . . ; n1 , t1 )
× pr−1 (nr−1 , tr−1 |nr−2 , tr−2 ; . . . ; n1 , t1 )
...
× p2 (n2 , t2 |n1 , t1 ) .

(2.32)

In (2.32) it was used that the summation does not run over the states n1 at the times t1 , and
therefore, the term P1 (n1 , t1 ) can be canceled since it appears at both sides of eq. (2.32).
Eq. (2.32) can also be given in short notation as
p2 (nr , tr |n1 , t1 ) =

XX
n2

...

" r
X Y
j=2

nr−1

n3

#

pj (nj , tj |nj−1, tj−1 ; . . . ; n1 , t1 ) .

(2.33)

Eq. (2.33) is valid for all continuous time stochastic processes on a discrete state space.
For processes on a continuous state space eq. (2.33) reads as
p2 (ξr , tr |ξ1, t1 ) =

Z

dξ2

Z

dξ3 . . .

Z

dξr−1

" r
Y
j=2

#

pj (ξj , tj |ξj−1, tj−1; . . . ; ξ1 , t1 ) . (2.34)

Using now the Markov property eq. (2.17) on eq. (2.33), eq. (2.33) reduces to
p2 (nr , tr |n1 , t1 ) =

XX
n2

n3

...

X

...

" r
X Y

nr−1

j=2

#

p2 (nj , tj |nj−1, tj−1 ) .

(2.35)

Or more explicitly
p2 (nr , tr |n1 , t1 ) =

XX
n2

n3

nr−1

p2 (nr , tr |nr−1 , tr−1 )p2 (nr−1 , tr−1 |nr−2 , tr−2 )
. . . p2 (n2 , t2 |n1 , t1 ) .
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(2.36)

For r = 3 the eqns. (2.35) and (2.36) are the Chapman-Kolmogorov equations. Since the
Markov property was used, eqns. (2.35) and (2.36) are only valid for Markovian processes.
They state that the conditional probability of observing the system at time tr in state nr
given it was at time t1 in state n1 is given by the sum over all paths leading from n1 at
time t1 to state nr at time tr , given by the product of the two-time conditional probabilities
p2 (nj , tj |nj−1, tj−1 ) for the intermediate times tj = t2 , . . . , tr−1 and tj = tr . For any
system on a continuous state space, eq. (2.35) reads as
p2 (ξr , tr |ξ1, t1 ) =

Z

dξ2

Z

dξ3 . . .

Z

dξr−1

" r
Y
j=2
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#

p2 (ξj , tj |ξj−1, tj−1) .

(2.37)

CHAPTER 3
PROJECTION OF CONTINUOUS OR DISCRETE SYSTEMS ONTO A REDUCED
DISCRETE SET OF STATES

This chapter deals with the mapping of arbitrary (physical) systems onto a discrete set
of states. The states are fixed intervals in state space (discrete systems) or in phase-space
(continuous systems). They are required to meet only two conditions: that they have to be
non-overlapping and that they need to cover the entire accessible phase-space (or for this
matter state-space). It will be shown, that for any system a time- and ensemble-sampling
of the transition rates preserves the change of probability on the time-scale of the sampling
procedure. The formalism developed is for classical and semi-classical systems only.
The chapter is organized as follows. Section 3.1 introduces the mapping from the original dynamics to the reduced set of states. For this purpose, the basic concepts of transition
rates between the abstract states will be introduced and a master equation for the singlet
probability of occupation of a state (valid for any system) will be derived. Section 3.2
derives the expression for the conditional probabilities from the definition of the transition rates. Section 3.3 discusses the dependence on the history of the transition rates. In
section 3.3 it will be shown that in the most general case of non-Markovian systems the
time-dependent rate of transit between the states is dependent on the entire history of the
process (leading to the result that transition rates at a particular time tj can only be ob24

tained from the original dynamics by following its trajectories from the start at time t = to
to the time tj ). For Markovian processes and Markovian maps, this expression reduces
back to the definition of conditional probabilities of Markovian processes. Hence for the
transition rate in the time interval (tj , tj + dt], the previous history of the process is not
required, and hence trajectories do not need to be observed during the entire time-period1.
In section 3.4, an expression for the transition rates will be derived which is independent
of intermediate times but conserves the overall change in probability of occupation of the
states. Lastly, section 3.5 applies this concept to mean first passage time problems.

3.1 Basic Notations and Relationships; the Master Equation
Let Γi (t) be a trajectory through the phase space (or discrete space) Γ, which can be
either discrete, continuous or piecewise continuous. Its location in the phase space (or the
discrete space) can be projected onto a discrete (and reduced) set of states labeled by the
index k = 0, 1, . . . , S by dividing the space Γ into non-overlapping intervals {ζk } which
cover the entire accessible range [this is the part of the phase space (or the discrete space)
which is visited by the trajectories Γi (t)]. The subscript i denotes the particular trajectory
out of an ensemble of M systems (i.e. i = 1, . . . , M). The total number of trajectories is
dependent on the particular type of dynamics: it has to be sufficiently large if motion with
stochastic dynamics is studied, while M = 1 is sufficient for deterministic systems. The
projection onto the states k can be done by using the indicator functions hζk [Γi (t)] (see the
1

For Markovian systems, a map preserving the Markovian character allows to compute properties through
short and independent distributed simulations
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Appendix for details). These functions indicate whether the trajectory Γi is at time t in the
interval ζk or not, i.e.

hζk [Γi (t)] =

It has the important property, that




 1

, if Γi (t) ∈ ζk



 0

.

(3.1)

, if Γi (t) ∈
/ ζk

hζk [Γi (t)]hζk′ [Γi (t + ∆)] = min{hζk [Γi (t)], hζk′ [Γi (t + ∆)]}



 1
, if Γi (t) ∈ ζk ∩ Γi (t + ∆) ∈ ζk′
=
. (3.2)


 0
, otherwise

Since the states are representations of non-overlapping intervals, it holds for the indicator
functions that for k 6= k ′ one has ζk ∩ ζk′ = ∅ and hence for k 6= k ′
hζk · hζk′ = 0

∀ times t .

(3.3)

In eq. (3.3) the abbreviation hζk = hζk [Γi (t)] was used.
Let N(k → k ′ ; t, t + ∆) denote the number of trajectories which have been observed
in the interval ζk′ at time t + ∆ while being at time t in the interval ζk , i.e.
N(k → k ′ ; t, t + ∆) = hhζk [Γi (t)]hζk′ [Γi (t + ∆)]i .

(3.4)

For ∆ = dt with limdt→0 this corresponds to the number of transitions from state k to k ′
in the time-interval (t, t + dt]. Let Nk (t) denote the number of trajectories in the ensemble
which have been found at time t in the phase space interval ζk , i.e.
Nk (t) = hhζk [Γi (t)]i .
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(3.5)

In eqn. (3.4) and (3.5) the angular brackets h. . .i denote the sum over all trajectories i =
1, . . . , M.
The rate of transit from the interval ζk at time t to ζk′ at time t + ∆ which has been
observed is given by
W (k → k ′ ; t, t + ∆) =






1 N (k→k ′ ;t,t+∆)
∆
Nk (t)





0

, if Nk (t) 6= 0

.

(3.6)

, otherwise

The probability of finding the system in ζk at time t is given by
Nk (t)
Pk (t) = PS
.
k=0 Nk (t)

The probability (3.7) is normalized and conserved, such that

(3.7)
PS

k=0 Pk (t)

= 1 at any time

t. The conditional probability of observing the system in ζk′ at time t + ∆, given it was
found at time t in state ζk , is given by
p(k ′ , t + ∆|k, t) = W (k → k ′ ; t, t + ∆)∆ .

(3.8)

The derivation of eq. (3.7) and (3.8) can be found in section (3.2).
Considering an ensemble of M trajectories Γi through the phase space Γ, then
PS

k=0

Nk (t) = const = M ∀t. That means that a trajectory observed at time t in the

interval ζk can at time t + ∆t either be found in ζk itself or any other interval ζk′ with
k ′ 6= k. Leading to a relation between the N(k → k ′ ; t, t + ∆t) of eq. (3.4) and the Nk (t)
of eq. (3.5) as 2
Nk (t) = N(k → k; t, t + ∆) +

X

k ′ 6=k

2

N(k → k ′ ; t, t + ∆)

∀t .

(3.10)

For Nk (t) 6= 0 at time t eq. (3.10) can be divided by Nk (t), which gives the following relation for the
conditional probability
X
p(k, t + ∆|k, t) +
p(k ′ , t + ∆|k, t) = 1 .
(3.9)
k′ 6=k
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Conversely, a trajectory found at time t in ζk must at time t − ∆ have been either in ζk
itself or any other interval ζk′ with k ′ 6= k. That leads to the relation
Nk (t) = N(k → k; t − ∆, t) +

X

k ′ 6=k

N(k ′ → k; t − ∆, t)

∀t .

(3.11)

Using the forward relation eq. (3.10) and the backward relation eq. (3.11), the change
of probability ∆Pk (t) ≡ Pk (t + ∆) − Pk (t) in the time interval (t, t + ∆] of a system
residing in state ζk is given by
Pk (t + ∆) − Pk (t)
1 [Nk (t + ∆) − Nk (t)]
=
PS
∆
∆
k=0 Nk (t)
"
X
1
N(k ′ → k; t, t + ∆)
N(k → k; t, t + ∆) +
=
PS
N
(t)
∆ k=0 k
k ′ 6=k
#
X
−N(k → k; t, t + ∆) −
N(k → k ′ ; t, t + ∆) .
(3.12)
k ′ 6=k

In (3.12) the second term was substituted by eq. (3.10) and the first by eq. (3.11). This
leads to the relation
X
Pk (t + ∆) − Pk (t)
1
[N(k ′ → k; t, t + ∆) − N(k → k ′ ; t, t + ∆)]
=
PS
∆
∆ k=0 Nk (t) k′ 6=k
"
1 X N(k ′ → k; t, t + ∆) Nk′ (t)
=
PS
∆ ′
Nk′ (t)
k=0 Nk (t)
k 6=k
#
N(k → k ′ ; t, t + ∆) Nk (t)
,
(3.13)
−
PS
Nk (t)
k=0 Nk (t)

assuming Nk (t) 6= 0. Using now eqns. (3.6) and (3.7) this gives finally

Pk (t + ∆) − Pk (t) X
[W (k ′ → k; t, t + ∆)Pk′ (t) − W (k → k ′ ; t, t + ∆)Pk (t)] .
=
∆
k ′ 6=k

(3.14)

P
Equation (3.9) just states the conservation of probability, i.e. k Pk (t) = 1 ∀t. If Nk (t) = 0 at time t then
eq. (3.10) just states that 0 = 0 since if the system does not reside in state k at time t there can not be any
transitions from k into other states in the absence of intermediate times between t and t + dt.
Analogously for (3.11).
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For ∆ = dt and limdt→0 eq. (3.14) corresponds to the total derivative of the occupation
probability Pk (t) of ζk with respect to time, i.e.
dPk (t) X
=
[W (k ′ → k; t, t + dt)Pk′ (t) − W (k → k ′ ; t, t + dt)Pk (t)] .
dt
′

(3.15)

k 6=k

In eqns. (3.14) and (3.15), the first term represents the gain of occupation of state ζk and
the second term the loss. It is to be noted that for Nk (t) = 0 also Pk (t) = 0 and the
terms representing transitions from ζk to any other state do not occur in the eqns. (3.14)
and (3.15). In eq. (3.15) the transition rates W (k → k ′ ; t, t + dt) are defined as


′

 limdt→0 1 N (k→k ;t,t+dt) , if Nk (t) 6= 0
dt
N
(t)
k
W (k → k ′ ; t, t + dt) =
.



0
, otherwise

(3.16)

The transition probabilities are defined as

p(k ′ , t + dt|k, t) = W (k → k ′ ; t, t + dt)dt .

(3.17)

3.2 On the Normalization of Transition Rates, a Derivation of Conditional Probabilities
In this section, it will be shown that the transition rates W (k → k ′ ; t, t+∆) of eq. (3.6)
can be obtained using expressions for the N(k → k ′ ; t, t + ∆) of eq. (3.4) and Nk (t) of
equation (3.5) either as normalized quantities or as un-normalized quantities. This holds
true, provided the normalization in both the terms N(k → k ′ ; t, t + ∆) and Nk (t) are the
same. Following this, the relation to the conditional probabilities p(k ′ , t + ∆|k, t) [i.e.
eq. (3.8)] will be derived.
In the defining equations for the N(k → k ′ ; t, t + ∆) eq. (3.4), which gives the number of trajectories that can be found in state ζk at time t and in state ζk′ at time t + ∆, and
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Nk (t), which gives the number of systems which can be found in state ζk at time t, of equation (3.5) the angular brackets denote the sum over all trajectories Γi with i = 1, . . . , M.
Hence
′

N(k → k ; t, t + ∆) =

M
X

hζk [Γi (t)]hζk′ [Γi (t + ∆)]

(3.18)

M
X

hζk [Γi (t)] .

(3.19)

i=1

and
Nk (t) =

i=1

If the system has no source or sinks, then no additional trajectories can appear and also trajectories cannot vanish. Therefore, the sum over all states of eq. (3.19) must be a constant
and equal to M at all times t, i.e.
S
X

Nk (t) =

k=0

=
=

S X
M
X
k=0 i=1
M X
S
X

hζk [Γi (t)]
hζk [Γi (t)]

i=1 k=0
M
X

1=M.

(3.20)

i=1

Summing eq. (3.18) over all states k = 1, . . . , S gives
S
X
k=0

′

N(k → k ; t, t + ∆) =
=
=
=

M X
S
X

i=1 k=0
M X
S
X

hζk [Γi (t)]hζk′ [Γi (t + ∆)]
min{hζk [Γi (t)], hζk′ [Γi (t + ∆)]}

i=1 k=0
M
X

min{1, hζk′ [Γi (t + ∆)]}

i=1
M
X

hζk′ [Γi (t + ∆)] .

i=1
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(3.21)

The properties of the indicator functions, eqns. (3.1) and (3.2), were used. Using the same
approach as in (3.20), it is easy to see that a summation of eq. (3.21) over all states k ′ leads
to
X
k,k ′

′

N(k → k ; t, t + ∆) ≡

S X
S
X

k ′ =0

k=0

N(k → k ′ ; t, t + ∆) = M .

(3.22)

Eqns. (3.20) and (3.22) give the normalization of the Nk (t) and the N(k → k ′ ; t, t + ∆).
In particular,
N (t)
Nk (t)
P k
= Pk (t) ≡ P (k, t)
=
M
k Nk (t)

(3.23)

gives the (singlet) probability of finding the system at time t in state ζk . Similarly
N(k → k ′ ; t, t + ∆)
N(k → k ′ ; t, t + ∆)
= P (k, t; k ′, t + ∆)
=
′
M
k,k ′ N(k → k ; t, t + ∆)

P

(3.24)

gives the joint probability of finding the system in state ζk at time t and in state ζk′ at time
t + ∆.
For the case Nk (t) 6= 0 the transition rate W (k → k ′ ; t, t + ∆) of eq. (3.6) is given by
W (k → k ′ ; t, t + ∆) =

1 N(k → k ′ ; t, t + ∆)
.
∆
Nk (t)

(3.25)

Extending the numerator and denominator by the total number of trajectories M in the
system gives
W (k → k ′ ; t, t + ∆) =

1 N(k → k ′ ; t, t + ∆) M
.
∆
M
Nk (t)

(3.26)

Using now eqns. (3.23) and (3.24) gives for Nk (t) 6= 0 (which is equivalent to P (k, t) 6= 0)
the relation
W (k → k ′ ; t, t + ∆) =
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1 P (k, t; k ′, t + ∆)
.
∆
P (k, t)

(3.27)

Multiplying eq. (3.27) by the P (k, t) and the time difference ∆ leads to
[W (k → k ′ ; t, t + ∆)∆] P (k, t) = P (k, t; k ′, t + ∆) .

(3.28)

It is important to note that eq. (3.28), formally just derived for Nk (t) 6= 0, is also valid for
Nk (t) = 0. In this case, both the sides of eq. (3.28) are zero. The left hand side is zero
because if Nk (t) = 0 then also P (k, t) = Nk (t)/M = 0. The right hand side gives zero,
because if the system cannot be found in state ζk at time t, then also the joint probability
P (k, t; k ′, t + ∆) of finding the system at time t in state ζk and at time t + ∆ in any other
state ζk′ is zero.
Therefore, comparing eq. (3.28) with the defining equation for the conditional probability, eq. (2.6), it can be seen that
W (k → k ′ ; t, t + ∆)∆ = p(k ′ , t + ∆|k, t) .

(3.29)

Eq. (3.29) relates the transition rates W (k → k ′ ; t, t + ∆) to the conditional probability
p(k ′ , t + ∆|k, t) of finding the system in state ζk′ at time t + ∆ given it was in state k at
time t.

3.3 On the Dependence on the History of the Transition Rates
In section 3.1, the transition rates were introduced using the mapping from the original
trajectory onto a discrete (and reduced) set of states ζk . This was done using the information or measurements of the set of trajectories at the time-points t and t + ∆ (or t and
t + dt). It will now be established that the procedure introduced by (3.6) [and (3.16)] as
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well as (3.8) [and (3.17)] takes care of the most general case of stochastic processes and is
therefore valid to describe both Markovian and non-Markovian processes.
For this purpose, let t1 < t2 < . . . < tr−1 < tr be an ordered set on the continuous time
t. Let P2 (k, tr−1 ; k ′ , tr ) be the two step joint probability of finding the system at time tr−1
in state ζk and at time tr in state ζk′ . For tr − tr−1 = ∆ this corresponds to the normalized
form of N(k → k ′ ; tr−1 , tr ), i.e. eq. (3.24). Using the relation between the hierarchies
of the joint probabilities, eq. (2.4), the two-time joint probability P2 (k, tr−1 ; k ′ , tr ) can be
written as
P2 (k, tr−1 ; k ′ , tr ) =

XX
n1

...

X

Pr (n1 , t1 ; n2 , t2 ; . . . ; k, tr−1 ; k ′ , tr ) .

(3.30)

nr−2

n2

Eq. (3.30) states that the joint probability of finding the system at time tr−1 in state ζk
and at time tr in state ζk′ is obtained by the sum over all states at previous times t1 . . . tr−1
of the r-step joint probability Pr (n1 , t1 ; n2 , t2 ; . . . ; k, tr−1 ; k ′ , tr ) of finding the system at
time t1 in state ζn1 , at time t2 in state ζn2 , . . . , at time tr−1 in state ζk and at time tr in state
ζk′ . Using now eq. (2.6) in (3.30) gives
P2 (k, tr−1 ; k ′ , tr ) =

XX
n1

n2

...

X

nr−2

pr (k ′ , tr |k, tr−1 ; nr−2 , tr−2 ; . . . ; n1 , t1 )

×Pr−1 (n1 , t1 ; n2 , t2 ; . . . ; nr−2 , tr−2 ; k, tr−1 ) .

(3.31)

In (3.31) the pr (k ′ , tr |k, tr−1 ; nr−2 , tr−2 ; . . . ; n1 , t1 ) are the conditional probabilities of
finding the system at time tr in state ζk′ given it was at time tr−1 in state k, at time tr−2 in
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state ζnr−2 , . . . and at time t1 in state ζ1 . Repeating this procedure (i.e. using eq. (2.6) for
Pr−1 , . . . , P2 ) equation (3.31) gives
P2 (k, tr−1 ; k ′ , tr ) =

XX
n1

...

n2

X

nr−2

pr (k ′ , tr |k, tr−1 ; nr−2 , tr−2 ; . . . ; n1 , t1 )
× pr−1 (k, tr−1 |nr−2 , tr−2 ; nr−3 , tr−3 ; . . . ; n1 , t1 )
...
× p2 (n2 , t2 |n1 , t1 )P (n1 , t1 ) .

(3.32)

Using the same procedure for the singlet probability P1 (k, tr−1 ) ≡ Pk (tr−1 ) of finding the
system in state ζk at time tr−1 , one obtains
P1 (k, tr−1 ) =

XX
n1

n2

...

X

nr−2

pr−1 (k, tr−1 |nr−2 , tr−2 ; nr−3 , tr−3 ; . . . ; n1 , t1 )
× pr−2 (nr−2 , tr−2 |nr−3 , tr−3 ; nr−4 , tr−4 ; . . . ; n1 , t1 )
...
× p2 (n2 , t2 |n1 , t1 )P (n1 , t1 ) .

(3.33)

Eqns. (3.32) and (3.33) give the two time joint probability P2 (k, tr−1 ; k ′ , tr ) and the one
time probability P1 (k, tr−1 ) in terms of the hierarchy of the conditional probabilities {pr }
and {pr−1 }. They are valid for all stochastic processes. Note that in both the cases the
development of the joint probabilities P2 (k, tr−1 ; k ′ , tr ) and P1 (k, tr−1 ) stops at the term
P (n1 , t1 ), which is the probability of finding the system at state ζn1 at time t1 . It is implicitly assumed that at that time t1 the exact probability of occupation of the states ζn1 is
known. In terms of an observable process, this can be the time at which the process starts
(i.e. t1 = 0). Whereas, for theoretical considerations, the limit t1 → −∞ has to be taken.
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Inserting equations (3.32) and (3.33) into eq. (3.27) gives
P P
n1

′

p(k , tr |k, tr−1 ) = P P
n1

n2

n2

...

...
P

P

nr−2

nr−2

pr (k ′ , tr |k, tr−1 ; nr−2 , tr−2 ; . . . ; n1 , t1 )

pr−1 (k, tr−1 |nr−2 , tr−2 ; nr−3 , tr−3 ; . . . ; n1 , t1 )

×pr (k, tr−1 |nr−2 , tr−2 ; nr−3 , tr−3 ; . . . ; n1 , t1 )
×pr−2 (nr−2 , tr−2 |nr−3 , tr−3 ; nr−4 , tr−4 ; . . . ; n1 , t1 )
...
×p2 (n2 , t2 |n1 , t1 )P (n1 , t1 )
.
×p2 (n2 , t2 |n1 , t1 )P (n1 , t1 )

(3.34)

This is an expression for the conditional probability p(k ′ , tr |k, tr−1 ) of finding the system
in state ζk′ at time tr , given it was at time tr−1 in state ζk , in terms of the hierarchy of
conditional probabilities {pr }r , which takes into account the development of the process
from its starting point in time t1 . It is valid for all stochastic processes.
If the mapping of the process results in a Markovian dynamics on the discrete state
space, then eq. (3.34) simplifies to
P
. . . nr−2 p(k ′ , tr |k, tr−1 )
P
p(k , tr |k, tr−1 ) = P P
n2 . . .
n1
nr−2 p(k, tr−1 |nr−2 , tr−2 )
′

P P
n1

n2

×p(k, tr−1 |nr−2 , tr−2 )
×p(nr−2 , tr−2 |nr−3 , tr−3 )
...

×p(n2 , t2 |n1 , t1 )P (n1, t1 )
.
×p(n2 , t2 |n1 , t1 )P (n1, t1 )
In eq. (3.35), the definition of a Markov process [i.e. eq. (2.17)] was used.
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(3.35)

Since the process is Markovian, the Chapman-Kolmogorov relation eq. (2.36) can be
used in eq. (3.35), which gives
p(k ′ , tr |k, tr−1 )p(k, tr−1 |n1 , t1 )P (n1 , t1 )
P
n1 p(k, tr−1 |n1 , t1 )P (n1 , t1 )
P
p(k, tr−1 |n1 , t1 )P (n1 , t1 )
′
= p(k , tr |k, tr−1 ) Pn1
.
n1 p(k, tr−1 |n1 , t1 )P (n1 , t1 )

p(k ′ , tr |k, tr−1 ) =

P

n1

(3.36)

In the last step of eq. (3.36) it was used that the summation is over the states ζn1 at time
t1 , so that the conditional probability p(k ′ , tr |k, tr−1 ), of finding the system in state ζk′ at
time tr given it was at time tr−1 in state ζk , factors out, and hence eq. (3.36) reduces to
p(k ′ , tr |k, tr−1 ) = p(k ′ , tr |k, tr−1 ) .

(3.37)

Eq. (3.37) states that for Markovian processes, the observed two-step conditional probability is only determined by a measurement at the times tr and tr−1 , and thus is independent
of the previous history. It shows that if the projected process fulfills the Markovian criteria,
the conditional probabilities (and with it the transition rates) are truly history independent.
Hence for such processes it is not required to follow the trajectory of the process from the
start at time t = t1 in order to obtain correct transition rates at a later time. The measurement of the process only needs to start at time tr−1 , which can find its application in
independent distributed simulations of short trajectories3 rather than of single long trajectories. An analogous simplification for non-Markovian processes does not exist. This can
be seen in equation (3.34): each member of the hierarchy {pr }r is dependent on all previous steps, from which follows that the summation over the individual states ζnk at time
3

With an appropiate starting distribution, of course.
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tk simultaneously runs over all the conditional probabilities pr , and thus terms cannot be
factored out.

3.4 Time-sampling the Transition Rates and the Conservation of Probability Transfer
In this section, it will be shown that time- and ensemble-sampled transition rates conserve the change of occupation of the states ∆Pk (t) on the same time scale ∆ as the
duration of the measurements. For non-stationary, non-equilibrium and non-steady-state
processes this leads to a loss of information at smaller time scales, i.e. the micro-time
scale cannot be recovered from the time-integrated/sampled transition rates or for that
matter from the time-integrated/sampled transition probabilities.
Let to be the time at which the sampling is initialized and te be the time at which the
sampling is stopped. Corresponding to the times to and te are the occupation probabilities
Pk (to ) of finding the system in state ζk at time to and Pk (te ) of finding the system in state ζk
at time te . The difference ∆Pk (t)

te
t=to

≡ Pk (te ) − Pk (to ) is given by integrating Eq. (3.15)

from t = to to t = te , i.e.
∆Pk (t)

te
t=to

=

XZ

k ′ 6=k

te
to

dt [W (k ′ → k; t, t + dt)Pk′ (t) − W (k → k ′ ; t; t + dt)Pk (t)] .
(3.38)

It will now be shown that from this expression [eq. (3.38)] the dependence of the
transition rates on intermediate times t (with to < t < te ) in W (k → k ′ ; t; t + dt) can

37

be removed. This will lead to an expression of the master equation, eq. (3.38), with timeindependent transition rates. From eqns. (3.7) and (3.16) it follows that


′

 lim 1 N (k→k
P ;t,t+dt)
, if Nk (t) 6= 0
dt
N
k k (t)
dt→0
W (k → k ′ ; t, t + dt)Pk (t) =



0
, otherwise ,

with

P

Nk (t) ≡

k

PS

k=0

(3.39)

Nk (t) = M. Hence integrating the expression eq. (3.39) and

summing over all k ′ leads to
XZ
k′

te
′

dt W (k → k ; t, t + dt)Pk (t) =

to

In eq. (3.40), the case for

R te
to

te

XZ

to

k′

1 N(k → k ′ ; t, t + dt)
P
dt
dt
k Nk (t)




. (3.40)

dtNk (t) = 0 was removed since in any way if Nk (t) =

0 for t ∈ [to , te ) it follows from Eq. (3.10) that

P

k′

N(k → k ′ ; t, t+dt) = 0 for t ∈ [to , te ).

Analogously integrating and summing W (k ′ → k; t, t + dt)Pk′ (t) over all k leads to
XZ
k

te
′

dt W (k → k; t, t + dt)Pk′ (t) =

to

XZ
k

te

to

1 N(k ′ → k; t, t + dt)
P
dt
dt
k Nk (t)




. (3.41)

It is to be noted that in Eqns. (3.40) and (3.41) the declaration limdt→0 is omitted. This
will be discussed later on.
Eqns. (3.40) and (3.41) can be used directly in Eq. (3.38) leading to
∆Pk (t)

te
t=to

Z
1 X te 1
=
dt [N(k ′ → k; t, t + dt) − N(k → k ′ ; t, t + dt)] . (3.42)
M k′ 6=k to
dt

Multiplying equation (3.42) in the numerator and denominator by the occupancies
R te
to

dt Nk (t) (and
∆Pk (t)

R te
to

te
t=to

dt Nk′ (t) respectively) over the time-interval [to , te ), gives
R te

R te
′
dt
[N(k
→
k;
t,
t
+
dt)/dt]
dtNk′ (t)
to
to
=
R te
M
dtNk′ (t)
k ′ 6=k
to
!
R te
R te
′
dtN
(t)
dt
[N(k
→
k
;
t,
t
+
dt)/dt]
k
to
− to
.
R te
M
dtNk (t)
X

to
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(3.43)

From this it follows that
∆Pk (t)

te
t=to

Z
X
′
=
W̃ (k → k; to , te )
XZ

k ′ 6=k

′

to

k ′ 6=k

=

te

te

to

dt Pk′ (t) − W̃ (k → k ; to , te )

Z

te

to

dt Pk (t)



i
h
dt W̃ (k ′ → k; to , te )Pk′ (t) − W̃ (k → k ′ ; to , te )Pk (t) . (3.44)

With the time-independent transition rates W̃ (k → k ′ ; to , te ) defined as
′

W̃ (k → k ; to , te ) =

R te
to

dt [N(k → k ′ ; t, t + dt)/dt]
.
R te
dtNk (t)
to

(3.45)

The term time-independent refers to the loss of the dependency on the intermediate
times to < t < te of the transition rates W̃ (k → k ′ ; to , te ). This is due to the timeintegration in eq. (3.45). Hence the integration in eq. (3.44) is to be taken only at the
occupation probabilities Pk (t) (and respectively at Pk′ (t)).
Eq. (3.44) can be used to obtain the ‘macroscopic’ (with respect to time) change in
probability of occupation of the states ζk , i.e. ∆Pk (t)

te
t=to

= Pk (te ) − Pk (to ). From

just the knowledge of the time-independent transition rates W̃ (k → k ′ ; to , te ) of all k, k ′
(sampled during the interval (to , te ]) the macroscopic (with respect to time) change in the
probability of occupation of the states ∆Pk (t) can be recovered. It is to be noted that except
for a small class of phenomena [such as equilibrium and steady state (including stationary)
systems4] the time-integration in eq. (3.45) is not reversible and hence leads to the loss of
k (t)
For such systems it holds, that dP̂dt
= 0 ∀t, since Pk (t) = Pk (t+dt), and hence P̂k (t) = P̂k = const.
This leads to
i
Xh
(3.46)
0=
W̃ (k ′ → k; to , te )P̂k′ − W̃ (k → k ′ ; to , te )P̂k ,

4

k′ 6=k
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information of the probability of occupation of the states Pk (t) at intermediate times. This
means that (in general) there is no guarantee that a differential form of eq. (3.44), i.e.
i
dP̂k (t) X h
=
W̃ (k ′ → k; to , te )P̂k′ (t) − W̃ (k → k ′ ; to , te )P̂k (t) ,
dt
′

(3.48)

k 6=k

gives the same behavior of the P̂k (t) as the original dynamics of the system [i.e. Pk (t)].
For a measurement of the transition rates W̃ (k → k ′ ; to , te ) at discrete times ti it is
sufficient to set the time-step dt in Eq. (3.45) for each measurement as the smallest unit
by which the system exits or enters any of the states ζk . In other words, let ∆i(i−1) =
ti − ti−1 (with ti−1 < ti ∀ti , ti−1 ) for which it holds that ∆i(i−1) = inf{ti − ti−1 : N(k →
k ′ ; ti−1 , ti ) 6= 0}. Then eq. (3.45) can also be expressed as a measurement of the transition
rates at discrete times ti , i.e.
1
W̃ (k → k ; to , te ) =
∆
′

P

i

N(k → k ′ ; ti , ti + ∆(i+1)i )
P
,
i Nk (ti ) ni

(3.49)

with ni ∆ = ∆(i+1)i , and ni some integer multiple of the ∆(i+1)i . The summation over i
includes all discrete times to < to +∆(o+1)o < . . . < te −∆(e−1)e < te . It is to be noted that
only if ∆i(i−1) ≤ inf{ti − ti−1 : N(k → k ′ ; ti−1 , ti ) 6= 0} Eq. (3.44) in the time-discrete
analog gives the correct relation ∆Pk (t)

te
,
t=to

but otherwise (if ∆i(i−1) > inf{ti − ti−1 :

N(k → k ′ ; ti−1 , ti ) 6= 0}) might introduce errors in the projection.
which gives a system of defining equations which uniquely determines the P̂k if
i
X h
W̃ (k ′ → km ; to , te )P̂k′ − W̃ (km → k ′ ; to , te )P̂km
k′ 6=km

6=

i
X h
W̃ (k ′ → kn ; to , te )P̂k′ − W̃ (kn → k ′ ; to , te )P̂kn

k′ 6=kn

for any pair (kn , km ) with kn 6= km .
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(3.47)

For measurements at continuous times t with limdt→0 , the time-averaged transition
probabilities originating from Eq. (3.17) are given by
p̃dt (k ′ |k; to , te ) = W̃ (k → k ′ ; to , te )dt .

(3.50)

Equivalently, for observations at discrete times ti
p̃∆ (k ′ |k; to , te ) = W̃ (k → k ′ ; to , te )∆ ,

(3.51)

with ∆ = ni ∆(i+1)i as in eq. (3.49). In the eqns. (3.50) and (3.51) the dependence on the
sampling interval (to , te ] is explicitly indicated.

3.5 The Mean First Passage Time Problem
In the previous sections, it was shown that a time-integration/sampling of the transition
rates preserves the change of probability of occupation of the states on the same timescale as the integration/sampling procedure. The focus of this section is to apply this
concept to obtain mean first passage times of absorption processes from the measurement
or theoretical knowledge of the underlying process. The restriction herein is on absorption
processes with a finite mean first passage time. The mean first passage time is defined as
the first moment of the first passage times - the average time it takes the system to first exit
the domain D. This problem defines an absorption process, since trajectories which leave
the domain are no longer taken into account. This is equivalent to the condition that there
is no recrossing of the boundary between the domain D and its complement DC .
Let {ζk } with k = 0, . . . , S denote a set of non-overlapping intervals in the phase- or
discrete-space Γ which covers the complete accessible range. The states with k = 1, . . . , S
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will now be used as transient states covering the domain D. The absorbing state which
describes the complement of the domain DC is denoted by ζ0 . Furthermore, let Pk (t) be
the probability of finding the system in state ζk at time t. Then the probability of finding
the system at time t in the domain D is given by
PD (t) =

S
X

Pk (t) .

(3.52)

k=1

The probability of leaving the domain within the time-interval (t, t + dt] is given by
PD (t + dt) − PD (t) = −ρ(t)dt ,

(3.53)

where ρ(t) is the distribution of first passage times. The first moment of the first passage
times is given by
τ ≡ hti =

∞

Z

tρ(t)dt .

(3.54)

0

Inserting eq. (3.53) into eq. (3.54) gives for the mean first passage time τ the following
expression
τ =−

Z

∞

t
0



dPD (t)
dt



dt .

(3.55)

PD (t)dt .

(3.56)

Integrating the expression (3.55) by parts leads to
τ=

− [tPD (t)]∞
0

+

Z

∞

0

One can see that the first term vanishes, since in the lower limit t = 0 and for lim t → ∞
the term PD (t) gets faster to zero than t goes to ∞. This is true since the original system
was required to be absorbed at a finite time t∗ < ∞ (t∗ is a time at which all the M
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trajectories of the ensemble have left the domain), so that t∗ PD (t∗ ) = 0. Thus, the mean
first passage time is given by
Z

τ =

∞

PD (t)dt
0
S Z ∞
X

Pk (t)dt .

=

k=1

(3.57)

0

In the last step of eq. (3.57), eq. (3.52) was used. Let now hk =

R∞
0

Pk (t)dt denote the av-

erage total time the system spends in state ζk [the term average refers to the normalization
of the probabilities Pk (t)]. Eq. (3.57) then simplifies to
τ=

S
X

hk .

(3.58)

k=1

Eq. (3.58) states that the mean first passage time is given by the sum over the average of
the total time the system spends in each of the transient states.
The averaged total occupation times can be obtained using eq. (3.44) with the limits of
integration as to = 0 and te = ∞ as
∆Pk (t)

∞
t=0

=

X

k ′ 6=k

′

W̃ (k → k)

Z

∞

0

′

dt Pk′ (t) − W̃ (k → k )

Z

∞



dt Pk (t) .

0

(3.59)

With the transition rates W̃ (k → k ′ ) defined as [compare to eq. (3.45)]
′

W̃ (k → k ) =

R∞
0

dt [N(k → k ′ ; t, t + dt)/dt]
R∞
.
dtN
(t)
k
0

(3.60)

The explicit declaration of the integration limits in W̃ (k → k ′ ) is omitted.
Consider now the system to be starting with a distribution Pk (0) ≥ 0 of the probability
of occupation of the states ζk in the domain D. The restriction to processes with a finite
43

mean first passage time guarantees that the probability of occupation of the transient states
at t = ∞ is zero. Hence ∆Pk (t)

∞
t=0

Z
X
′
−Pk (0) =
W̃ (k → k)

0

k ′ 6=k

Using the notation hk =

R∞
0

= −Pk (0) for k = 1, . . . , S. This gives for eq. (3.59)
∞
′

dt Pk′ (t) − W̃ (k → k )

Z

∞



dt Pk (t) .

0

(3.61)

Pk (t)dt, eq. (3.61) leads for the transient states k = 1, . . . , S

to the simplified expression

i
Xh
′
′
′
−Pk (0) =
W̃ (k → k)hk − W̃ (k → k )hk .

(3.62)

k ′ 6=k

Eq. (3.62) gives a set of defining equations for the residence times hk of the transient states
in terms of the transition rates W̃ (k → k ′ ). Once the starting distribution Pk (0) and the
transition rates W̃ (k → k ′ ) are known, eq. (3.62) can be used to solve for the hk . It is
to be noted that only if there are no two equations from the set of eq. (3.62) for different
states ζk which have the same transition rates to the same other states ζk′ , only then are
the residence times hk uniquely determined by eq. (3.62). Nevertheless, the sum over the
residence times (and with it the mean first passage time τ ) stays the same in either way.
Hence the expression (3.62) can be solved to obtain the mean first passage time of the
system. Alternatively, eq. (3.50) or (3.51) (whichever is available) can be used to set up an
absorbing Markov chain with a (S + 1) × (S + 1) transition matrix M,


1 0 
.
M=


~r T

(3.63)

The off-diagonal elements Mkk′ are defined as the transition probabilities of eq. (3.50) or
(3.51) in the limits to = 0 and te = ∞, i.e. Mkk′ = p(k ′ |k) for k 6= k ′ , with
p̃dt (k ′ |k) = W̃ (k → k ′ )dt
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(3.64)

or
′

′

p̃∆ (k |k) = W̃ (k → k )∆ ≡

P

i

N(k → k ′ ; ti , ti + ∆(i+1)i )
P
.
i Nk (ti ) ni

(3.65)

Note that M is a right stochastic matrix. The diagonal elements of M are defined as
Tkk = 1 −

P

k ′ 6=k

p(k ′ |k). Furthermore T is the S × S sub-stochastic matrix which

emerges from M by cutting off the row and column corresponding to the absorbing state
k = 0. Let p0 denote the vector composed of the starting distributions Pk (0) of the
discretized system, i.e. pT0 = (P1 (0), . . . , PS (0)). Then the mean first passage time τ (p0 )
of the system leaving the domain D can be calculated using the well known expression
[67]
τ (p0 ) = p0 T (I − T)−1 e .

(3.66)

Here, e is the vector with all elements equal to one. Note that the expression for the mean
first passage time in eq. (3.66) does not have a unit since the transition probabilities do
not have units. In order to obtain the results of the mean first passage time at the same
time-scale as the observations on the system, the results of the mean first passage time of
eq. (3.66) need to be multiplied by the factor ∆ used for the discrete observations. The
notation τ (p0 ) indicates the dependence of the result on the starting distribution. This
dependence has two contributions: first, the elements of the transition matrix T have been
obtained using the starting distribution p0 , and second, in order to obtain the mean first
passage time, the p0 are explicitly used again [see eq. (3.66)]. Changing either of these
conditions might lead to a mean first passage time which does not match the observed or
original dynamics of the system. Note that when time-discrete observations are used [i.e.
eq. (3.65)], then the MFPT as obtained with eq. (3.66) is an approximation to the original
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or theoretical dynamics of the system with an accuracy depending on the time-step ∆(i+1)i
between consecutive observations at ti and ti+1 . If the transition rates are known in the
limit limdt→0 , then eq. (3.64) can be used to set up the transition matrix, and the results
obtained with eq. (3.66) correspond to the theoretical solution.
For eq. (3.66) to be applicable (i.e. to give the same mean first passage time as the
original dynamics of the system), it needs to be shown that the differential form of the
time-independent master equation of eq. (3.61) gives the same mean first passage time as
the original dynamics of the system. This is important, since
i
dP̂k (t) X h
=
W̃ (k ′ → k)P̂k′ (t) − W̃ (k → k ′ )P̂k (t)
dt
′

(3.67)

k 6=k

defines a new dynamics, which is determined by the time- and ensemble-sampled transition rates W̃ (k → k ′ ) of the system5.
It will now be shown that the differential form of the time-independent master equation
eq. (3.67) gives the same mean first passage time as that of the original dynamics of the
system eq. (3.62). This is only true provided that the starting conditions P̂k (t = 0) are the
same as that of the original dynamics of the system.
Integrating eq. (3.67) leads to
P̂k (t)

∞
0

=

XZ

k ′ 6=k

=

X

k ′ 6=k

∞
0

i
h
′
′
dt W̃ (k → k)P̂k′ (t) − W̃ (k → k )P̂k (t)
′

W̃ (k → k)

Z

0

∞

′

P̂k′ (t)dt − W̃ (k → k )

i
Xh
=
W̃ (k ′ → k)ĥk′ − W̃ (k → k ′ )ĥk .

Z

0

∞


P̂k (t)dt
(3.68)

k ′ 6=k

5

It is important to remember that in general (for non-stationary systems) the transition rates W (k →
k ; t, t + dt) can vary with time.
′
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In the last step the notation ĥk =

R∞
o

P̂k (t)dt was used. Since there are no escapes from

the absorbing state ζ0 (i.e. W̃ (0 → k ′ ) = 0), eq. (3.68) for k = 0 becomes
P̂0 (t)

∞
0

=

X

k ′ 6=k

W̃ (k ′ → 0)ĥk′ .

(3.69)

Since the original system was required to be absorbed at a finite time, the absorbing state
with k = 0 is accessible from any other state with k ′ 6= 0. Hence the absorbing state
‘slowly’ gains probability. Because there are no escapes from ζ0 to any other state, this
leads to P̂0 (t)

t=∞

= 1, and eq. (3.69) becomes
1 = P̂0 (0) +

X

k ′ 6=k

Since

P

k

W̃ (k ′ → 0)ĥk′ .

P̂k (t) = 1 ∀t it follows from P̂0 (t)

t=∞

(3.70)

= 1 that P̂k (t)

t=∞

= 0 ∀k 6= 0 and

eq. (3.68) reads as
i
Xh
′
′
W̃ (k → k)ĥk′ − W̃ (k → k )ĥk .
−P̂k (0) =

(3.71)

k ′ 6=k

It is now simple to see that if P̂k (0) = Pk (0) then eqn. (3.61) and (3.71) are the same
system of defining equations for the residence times hk and ĥk . The above argument
specifies uniquely the residence times hk and ĥk of the projected and the original dynamics,
except if there are some states which have the same transition rate to any other state of the
system6. Therefore,
X
k

6

ĥk =

XZ
k

∞

0

P̂k (t)dt =

XZ
k

Those states are said to be lumpable.
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∞

Pk (t)dt =
0

X
k

hk .

(3.72)

With eq. (3.71) substituted into eq. (3.58) this gives for the mean first passage times τ̃ and
τ of the projected and the original system, respectively, the relation
τ̃ = τ .

(3.73)

In summary, in this section, it was shown that eq. (3.66) gives the correct mean first passage, provided the transition rates W̃ (k → k ′ ) are obtained according to eq. (3.45).
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CHAPTER 4
PROJECTION OF ARBITRARY SYSTEMS ONTO A NEAREST NEIGHBOR
COUPLED DISCRETE SET OF STATES

In this chapter the concepts of chapter 2, which are valid for any (stochastic or deterministic, Markovian and non-Markovian) process and any arbitrary mapping, will be
applied to obtain reduced descriptions of the original process which describe a pseudoone-dimensional motion on the abstract state space.
The concepts discussed in this chapter give the theoretical foundation of the projective
dynamics method. They show that the projective dynamics method can be applied to any
system and does not need to take into account concepts like kinetically related regions,
macrostates or Markovian maps.
The chapter is organized into four sections. Section 4.1 will show that, given that the
entire accessible range of the phase space is covered by the non-overlapping intervals ζk ,
any dynamics can be mapped onto a nearest neighbor coupled discrete set of states. Section
4.2 introduces the basic notations for setting up the Projective Dynamics formalism. In
section 4.3, a recurrence relation for calculating the mean first passage time will be derived.
Section 4.4 shows that a further reduction of the state space does not introduce any errors
in the calculation of the mean first passage time.
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4.1 On the Existence and Generation of a Nearest Neighbor Coupled Set of States
This section will show that for any arbitrary dynamics there exist at least one (if not
many) projections onto a discrete set of states which preserves the original dynamics. It
will be shown that augmenting the states {ζk } reduces monotonically the error of projections on nearest neighbor coupled systems. Therefore, given that the original set of states
covers the entire accessible domain D, there exist a set of states {ζmk } such that the error
is minimal and/or joining the states {ζmk } further together this error can be made zero.
A sufficient and necessary condition for a dynamics to be nearest neighbor coupled is
that for any state ζk a system residing in that state at time t can, within a single time step dt
of the original dynamics, only make transitions to the states ζk±1 or stay in state ζk . This
condition will be discussed in this section.
For this purpose, let {ζk } denote a set of non-overlapping states which cover the entire
domain D, N(k → k ′ ; t, t+dt) = hhζk [Γi (t)]hζk′ [Γi (t+dt)]i (with N(k → k ′ ; t, t+dt) ≥
0 ∀k ′ with at least one transition N(k → k ′ ; t, t + dt) > 0 for k ′ 6= k − 1, k, k + 1) denote
the transitions from state ζk to ζk′ in the time interval (t, t + dt] and Nk (t) = hhζk (t)i the
number of systems in state ζk at time t. The conditional probability of finding the system
at time t + dt in state ζk′ given it started at time t in state ζk is given by p(k ′ , t + dt|k, t) =
N(k → k ′ ; t, t + dt)/Nk (t). Since

P

Nk (t) =

k′

p(k ′ , t + dt|k, t) = 1 ∀ times t it holds that

X
k′

N(k → k ′ ; t, t + dt) .
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(4.1)

This can be split into transitions that fulfill the restriction that within a single time step dt
the system can either stay in state ζk or make a transition to its neighboring states ζk±1,
and a remainder term denoting all other transitions, i.e.
Nk (t) = N(k → k−1; t, t+dt)+N(k → k; t, t+dt)+N(k → k+1; t, t+dt)+Ok . (4.2)
Here Ok =

P

k ′ 6=k−1,k,k+1 N(k

→ k ′ ; t, t + dt) denotes the remainder term. Figure (4.1)

illustrates this situation; the transitions to nearest neighbor states of state ζk are indicated
by the arrows leading to the open circles labeled as k + 1 and k − 1, whereas the transitions
to states further than the nearest neighbors are indicated by arrows ending at the hatched
circles.

Figure 4.1
Schematic representation of transitions in the abstract state space.

Let now m̃ = (k − 1)

S S
k (k + 1) denote the joined interval of the states ζk−1, ζk and

ζk+1. Since hζki ∩ hζkj = ∅ ∀ki 6= kj it holds that

hζm̃ [Γi (t)] = hζk−1 [Γi (t)] + hζk [Γi (t)] + hζk+1 [Γi (t)]
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∀t .

(4.3)

That leaves for transitions starting in state ζk
Nk (t) =

X
k′

hhζk [Γi (t)]hζk′ [Γi (t + dt)]i


= hhζk [Γi (t)] hζk+1 [Γi (t + dt)] + hζk [Γi (t + dt)] + hζk−1 [Γi (t + dt)] i
+

X

hhζk [Γi (t)]hζk′ [Γi (t + dt)]i

k ′ 6=k−1,k,k+1

= hhζk [Γi (t)]hζm̃ [Γi (t + dt)]i + hhζk [Γi (t)]hζk−2 [Γi (t + dt)]i
+hhζk [Γi (t)]hζk+2 [Γi (t + dt)]i
+

X

hhζk [Γi (t)]hζk′ [Γi (t + dt)]i .

(4.4)

k ′ 6=k−2,...,k+2

In the last step equation (4.3) was used. This gives the expression
Nk (t) = N(k → k − 2; t, t + dt) + N(k → m̃; t, t + dt)
+N(k → k + 2; t, t + dt) + Om̃ .

(4.5)

In (4.5) the first three terms denote transitions confined to the nearest neighbor restriction
after the states are joined, and the term Om̃ =

P

k ′ 6=k−2,...,k+2 N(k

→ k ′ ; t, t + dt) denotes

all other transitions. Figure (4.2) illustrates the situation; the transitions fulfilling the nearest neighbor coupling criteria are indicated by arrows leading to the open circles, whereas
the transitions to states further than the nearest neighbors are shown as arrows ending at
the hatched circles. Comparing the expressions (4.2) and (4.5), it follows that
Om̃ ≤ Ok .

(4.6)

It was shown that by combining the states ζk and ζk±1 , the error of a projection onto
nearest neighbor-coupled states reduces monotonically. One can construct a set of reduced
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Figure 4.2
Schematic representation of transitions in the augmented description.

partitions of the phase space ζm1 < ζm2 < ζm3 < . . . so that the corresponding errors,
Om1 ≥ Om2 ≥ Om3 ≥ . . ., form a monotonically converging sequence with at least one (if
not all) of the partitions having an error smaller than the previous one (i.e. Omi < Omi−1 ),
since it was required that the state ζk of the original collection of states {ζk } has transitions
to at least one (if not to all) of the other states ζk′ which are non-nearest neighbors along
the coordinate ζ. Therefore, given that the set of transient states {ζk } with k = 1, . . . , S
covers the entire accessible domain, there exists a partition ζmk such that either the error is
minimal and controllable and/or joining further the states together this error can be made
0. All partitions ζmn with ζmn > ζmk also fulfill this criterion.
It is to be noted that for absorption processes, the joining of the states can only be
continued until only one transient state is left. Hence a lower bound for the total number
of transient states is S = 1. The S = 1 case trivially fulfills the nearest neighbor criterion
since trajectories found at time t in the domain D can at time t + dt only be found in D or
the absorbing state DC . The complement of the domain DC in such a case has been joined
into one state, state ζ0 .
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4.2 Basic Notations, the Growing and Shrinking Rates
As shown in the previous section, any dynamics can be projected to a nearest neighbor
coupled discrete set of states by the use of sufficiently large intervals ζk in phase space [or
for discrete systems, ζk is a collection of states in the (discrete) state space of the original
dynamics]. The condition to be met is that within a single time step dt of the original
dynamics, a system residing in state ζk at time t can make transitions only to the states
ζk±1 or stay in state ζk . Transitions which are further than the nearest neighboring states
will then be zero, and only transitions to the nearest neighbor states occur in the projected
process. Since in such a case the joint probability P2 (k, t; k ′ , t + dt) of finding the system
in state ζk at time t and in state ζk′ at time t + dt can only be nonzero for k ′ = k ± 1,
this leads to transition rates W (k → k ′ ; t, t + dt) from state ζk at time t to state ζk′ at time
t + dt of the form

′

W (k → k ; t, t + dt) =









1 N (k→k ′ ;t,t+∆)
dt
Nk (t)

0

, if Nk (t) 6= 0 and k ′ = k ± 1

.

(4.7)

, otherwise

Applying the condition from eq. (4.7) in the master equation eq. (3.15), the master equation
reduces to
d
Pk (t) =
dt

X

k ′ =k−1,k+1

[W (k ′ → k; t, t + dt)Pk′ (t) − W (k → k ′ ; t, t + dt)Pk (t)]

= W (k + 1 → k; t, t + dt)Pk+1 (t) − [W (k → k − 1; t, t + dt)
+W (k → k + 1; t, t + dt)] Pk (t)
+W (k − 1 → k; t, t + dt)Pk−1 (t) .
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(4.8)

In the last step of eq. (4.8), the terms were ordered according to the index k of the states
ζk .

Figure 4.3
Illustrative sketch of a nearest neighbor partition.

Using the abbreviations
gk (t, t + dt) = W (k → k − 1; t, t + dt)

(4.9)

sk (t, t + dt) = W (k → k + 1; t, t + dt) ,

(4.10)

and

eq. (4.8) reads
d
Pk (t) = gk+1(t, t + dt)Pk+1 (t) − [gk (t, t + dt) + sk (t, t + dt)] Pk (t)
dt
+sk−1(t, t + dt)Pk−1 (t) .
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(4.11)

The gk (t, t + dt) and sk (t, t + dt) are the time-dependent transition rates corresponding
to transitions leading from state ζk to ζk−1 (gk ) and ζk+1 (sk ). In the terminology of the
Projective Dynamics method, the gk are termed as ‘growing’ rates and the sk as ‘shrinking’
rates1 , those are dependent on the time interval (t, t + dt]. Figure (4.3) shows a sketch
illustrating the partition of the accessible domain (blue). The growing gk = gk (t, t + dt)
and shrinking sk = sk (t, t + dt) rates are defined via the number of trajectories which
cross the dividing surface (green) between the states ζk and the occupancies of the states.
A random trajectory of the ensemble of {Γi }i is indicated by a red line.
4.3 Recurrence Relation for the Mean First Passage Time Problem
In this section, the projection on a nearest neighbor coupled discrete set of states will
be applied to the mean first passage time problem. A recurrence relation for the mean first
passage times of the abstract state space will be derived. This section will use the notations
of the growing gk and shrinking sk rates only [eq. (4.9) through (4.11)].
Following the results from sections (3.4) and (3.5), the total change in the probability
of occupation of the states ζk in the time-interval (0, ∞) is given by
∆Pk (t)

∞
t=0

=

Z

∞
0


dt gk+1 (t, t + dt)Pk+1 (t) − (gk (t, t + dt) + sk (t, t + dt)) Pk (t)


+sk−1 (t, t + dt)Pk−1 (t) .

(4.12)

1
In the projective dynamics method, the term ‘growing’ refers to the motion toward the absorbing state,
and the term ‘shrinking’ refers to the motion away from the absorbing state.
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Following section (3.4) this equation is equivalent to the expression
∆Pk (t)

∞
t=0

=

Z

0

∞


dt ḡk+1Pk+1 (t) − (ḡk + s̄k ) Pk (t)


+s̄k−1Pk−1 (t) .

(4.13)

The time-independent growing ḡk and shrinking s̄k rates are defined as
ḡk dt =

R∞

dtN(k → k − 1; t, t + dt)
R∞
,
dtNk (t)
0

s̄k dt =

R∞

dtN(k → k + 1; t, t + dt)
R∞
.
dtNk (t)
0

0

and
0

(4.14)

(4.15)

Eq. (4.14) and (4.15) denote the average rate of transit from state ζk to ζk−1 (gk ) and from
state ζk to state ζk+1 (sk ).

Figure 4.4
Pseudo-one-dimensional motion on the abstract state space.

Consider now an absorption process with a finite absorption time and the additional
restriction that the process starts at time t = 0 in one state, lets say state ζSo . Then
Pk (t = 0) = δk,So , and requiring that this state is different from the absorbing state gives
∆Pk (t)

∞
t=0

= −δk,So . Furthermore, let the complement of the domain DC be comprised
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in state ζ0 [compare to fig. (4.4)]. This gives for eq. (4.13) for the k = 1, . . . , S transient
states the following expression




ḡ2 h2 − (ḡ1 + s̄1 )h1
, for k = 1




−δk,So =
ḡk+1 hk+1 − (ḡk + s̄k )hk + s̄k−1 hk−1 , for k = 2, .., S − 1 .






 −ḡS hS + s̄S−1 hS−1
, for k = S

(4.16)

Since ζ0 is the absorbing state and ζS is the last transient state, in eq. (4.16) it was used
that ḡ0 = 0 and s̄S = 0 [see figure (4.4)]. Note δk,So is the Kronecker delta. Eq. (4.13) for

the absorbing state ζ0 reads as
1 = ḡ1 h1 .
In (4.16) and (4.17), the abbreviation hk =

R∞
0

(4.17)

Pk (t)dt was used, which is the average

of the total time the system spends in the state ζk . [In the terminology of the projective
dynamics method this is called the ‘residence time’2 .]
For k = S from eq. (4.16) it follows, that
ḡS hS = s̄S−1 hS−1 + δS,So .

(4.18)

Using this expression in (4.16) for k = S − 1 gives
−δS−1,So = s̄S−1 hS−1 + δS,So − (ḡS−1 + s̄S−1 )hS−1 + s̄S−2 hS−2
−1δS−1,So − 1δS,So = −ḡS−1 hS−1 + s̄S−2 hS−2
ḡS−1 hS−1 = s̄S−2 hS−2 +

S
X

δk,So .

(4.19)

k=S−1
2

The nomenclature of hk as ‘residence time’ used in the projective dynamics method should not be
confused with the common usage of the term ‘residence times’ in Markov chain literature. In the latter, the
term ‘residence time’ refers to the average time a system needs to exit a specific state. This excludes the
recrossing into the state. In the projective dynamics method the term ‘residence time’ means the total time
the system spends in each state, averaged over the ensemble of trajectories.
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Continuing this procedure for all the states ζk with k = 2, . . . , S, the following relation
emerges
ḡk hk = s̄k−1 hk−1 +

S
X

δj,So ,for k = 2, ..., S .

(4.20)

j=k

Eq. (4.20) is a recurrence relation for the residence times hk [i.e. the average total time the
system spends in the states ζk ] for the states ζk with k = 2, . . . , S. For k = 1, eq. (4.16)
reduces to
−δ1,So = s̄1 h1 +

S
X
j=2

δj,So − (ḡ1 + s̄1 )h1 .

(4.21)

In eq. (4.21) the recurrence relation (4.20) for k = 2 was used. This reduces to
ḡ1 h1 =

S
X

δj,So .

(4.22)

j=1

Since at time t = 0 the system is assumed to fully start in the domain, i.e.
1 ∀So , eq.(4.22) gives
h1 =

1
.
ḡ1

PS

j=1 δj,So

=

(4.23)

Eq. (4.20) and eq. (4.23) are recurrence relations for the residence times hk .
In order to simplify the following treatment, let



 1 if k ≤ So
Θk,So =


 0 otherwise

(4.24)

(with So ≤ S) be a discrete indicator, which distinguishes if state ζk is closer to the
absorbing state than the starting state ζSo . It relates to the Kronecker delta as Θk,So =
PS

j=k δj,So ,

and thus the recurrence relation (4.20) can be written as
hk =

s̄k−1 hk−1 + Θk,So
ḡk
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for k = 2, ..., S ,

(4.25)

with
h1 =

1
.
ḡ1

(4.26)

The mean first passage time τ (So ) [compare to eq. (3.58)] is given by
τ (So ) =

S
X

hk ,

(4.27)

k=1

with hk given by (4.25) and (4.26). The dependence of τ on So indicates that eq. (4.27) is
only valid for systems which start with probability equal to one in the state ζSo . This was
used to derive the recurrence relations (4.25) and (4.26).
Eqns. (4.25) and (4.26) are a generalization of the recurrence relation given by M.A.
Novotny and coworkers [76, 77, 115, 116], which in addition to the above mentioned
restrictions, are only valid for So = S (i.e. the starting state has to be the last transient
state)3 .

4.4 Derivation of a Closed Expression for the Mean First Passage Time
In this section, a closed expression for the mean first passage time will be derived from
the recurrence relation eqns. (4.25) and (4.26).
3

Only for So = S the recurrence relation (4.25) reduces to the recurrence relation of the residence times
as used in [76, 77, 115, 116], since then Θk,S = 1 ∀k and
hk =

s̄k−1 hk−1 + 1
ḡk

with h1 = 1/ḡ1.
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for k = 2, ..., S

(4.28)

Inserting eqns.(4.25) and (4.26) into eq. (4.27), the equation for the mean first passage
time, gives
S

1 X s̄k−1 hk−1 + Θk,So
+
τ (So ) =
ḡ1 k=2
ḡk
S

S

1 X Θk,So X s̄k−1hk−1
=
+
+
ḡ1 k=2 ḡk
ḡk
k=2

=

So
S−1
X
X
1
s̄k hk
+
,
ḡ
ḡ
k
k+1
k=1
k=1

(4.29)

where in the last step the summation was shifted by k ′ = k − 1.
To eliminate the recurrence relation, the following procedure can be used. First extract
the hk=1 term from the sum, then use the recurrence relation and shift the remaining sum
over the hk−1 to hk . The extracted terms can be recombined by using the property of the
Θ-indicator (4.24). Explicitly,


S−1
So
X
X
1
s̄k s̄k−1hk−1 + Θk,So
s̄1
+
+
τ (So ) =
ḡk ḡ1 ḡ2 k=2 ḡk+1
ḡk
k=1

So
S−1
S−1
X
X
1
s̄k Θk,So X s̄k s̄k−1
s̄1
=
+
+
+
hk−1
ḡk ḡ1 ḡ2 k=2 ḡk ḡk+1
ḡk ḡk+1
k=1
k=2

=

min(So ,S−1)
So
S−2
X
X
X
1
s̄k s̄k+1
s̄k
+
+
hk .
ḡk
ḡk ḡk+1
ḡk+1ḡk+2
k=1

k=1

k=1

In the last step it was used that Θk,So = 1 for k ≤ So . Following this procedure one finally
arrives at the relation
min(So ,S−1) Qk
min(So ,S−2) Qk+1
So
X
X
X
s̄
1
j
j=k
j=k s̄j
+
τ (So ) =
Qk+1 +
Qk+2
ḡk
j=i ḡj
j=i ḡj
k=1
k=1
k=1
Q
Q
min(So ,S−3)
k+2
S−1
X
j=k s̄j
j=1 s̄j
+
Qk+3 + . . . + QS
j=i ḡj
j=i ḡj
k=1
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(4.30)

(4.31)

or

o ,|S−ℓ|)
S−1 min(S
So
X
X
X
1

+
τ (So ) =
ḡk ℓ=1
k=1
k=1

Qk+ℓ−1
j=k

Qk+ℓ

j=k

s̄j

ḡj

!
.

(4.32)

The summation over ℓ reaches its upper limit S − 1 since the smallest countable state is
k = 1 [i.e. min(So , S − (S − 1)) = min(So , 1)]. Eq. (4.32) gives a closed expression for
the mean first passage times of a system composed of S + 1 states (ζ0 being the absorbing
state), which starts at time t = 0 in state ζk = ζSo and for which the individual states ζk
with k = 0, . . . , S are nearest neighbor coupled.

4.5 On the Augmentation of Nearest Neighbor Coupled States
In this section, it will be shown explicitly that a joining of nearest neighbor coupled
states does not introduce an error on the projection. It is to be noted that this is not a proof
of the applicability of the PD method. The expressions for the mapping procedure and the
mean first passage time were derived in the previous sections (with the restrictions mentioned therein) and do not need to be proven any further. However, augmenting nearest
neighbor coupled states to a further coarse grained description confronts directly the problem of the joining of non-lumpable states. It is to be kept in mind that a subset of states
is lumpable if each member of this collection has the same probability of going to any
other state (of any other subset of states), and vice versa. This condition clearly cannot be
met by nearest neighbor coupled states, since they only have a nonvanishing probability
of transition to the immediately adjacent states, but all other transitions are zero. It will
be shown in this section, that nevertheless, a further reduction of the states preserves the
mean first passage time.
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For this purpose, let {ζk } be an arbitrary set of non-overlapping states with nearest
neighbor coupling, and let ζ̃m ≡ ζk

S

ζk+1 be the joined interval of the states ζk and ζk+1.

Since the states are non-overlapping (i.e. ζk ∩ ζk+1 = ∅), it follows that hζk · hζk+1 =
0 ∀ times t). The indicator function of the joined states is given by
hζ̃m [Γi (t)] = hζk [Γi (t)] + hζk+1 [Γi (t)] .

(4.33)

This yields for the number of transitions from the joined state ζ̃m to state ζk−1 in the time
interval (t, t + dt] the expression
Ñ(m → k − 1, t, t + dt) = hhζ̃m [Γi (t)]hζk−1 [Γi (t + dt)]i
= hhζk [Γi (t)]hζk−1 [Γi (t + dt)]
+hζk+1 [Γi (t)]hζk−1 [Γi (t + dt)]i .

(4.34)

Since the transitions between the states ζk are confined to at most jumps between immediate adjacent states (i.e. the nearest neighbor condition), the second term on the right hand
side of eq. (4.34) vanishes, and eq. (4.34) reduces to
Ñ (m → k − 1, t, t + dt) = hhζk [Γi (t)]hζk−1 [Γi (t + dt)]i
= N(k → k − 1, t, t + dt) .

(4.35)

Eq. (4.35) states that the transitions from the joined interval ζ̃m to the state ζk−1 in the
time-interval (t, t + dt] are determined only by the transitions from state ζk to state ζk−1.
This is true since N(k + 1 → k − 1; t, t + dt) = 04 .
4

S
To compare: if the states ζk and ζk̃ of the joined interval m = k k̃ would be lumpable, then from
p(k ′ , t′ |k, t) = p(k ′ , t′ |k̃, t) it follows that


Ñ (m → k ′ ; t, t′ ) = N (k → k ′ ; t, t′ ) 1 + Nk̃ (t)/Nk (t)
(4.36)
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Analogously, one can show that
Ñ (m → k + 2; t, t + dt) = N(k + 1 → k + 2; t, t + dt) .

(4.37)

Eq. (4.37) states that the transitions from the joined interval ζ̃m to the state ζk+2 in the
time-interval (t, t + dt] are determined only by the transitions from state ζk+1 to state ζk+2
of the system before the states are joined.
Applying eq. (4.33) to the number of systems which can be found at time t in the joined
interval ζ̃m , gives
Ñm (t) = hhζ̃m [Γi (t)]i
= hhζk [Γi (t)] + hζk+1 [Γi (t)]i
= Nk (t) + Nk+1 (t) .

(4.38)

Using eq. (4.38), and the fact that the sum of the occupancies over all states k = 0, . . . , S
stays the same, regardless if the states are joined or not, the probability of occupation of
the joined state ζ̃m is given by
P̃m (t) = Pk (t) + Pk+1(t) = [Nk (t) + Nk+1 (t)]/

X
k

for Nk (t) 6= 0.
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Nk (t) .

(4.39)

Applying eqns. (4.35) and (4.39) on the product of the growing rate g̃m (t, t + dt) and the
probability of occupation P̃m (t) of the joined interval ζ̃m gives for Nk (t) 6= 0
g̃m (t, t + dt)P̃m (t) =

Ñ (m → k − 1; t, t + dt) Ñm (t)
P
Ñm (t)
k Nk (t)

Ñ (m → k − 1; t, t + dt)
P
k Nk (t)
N(k → k − 1, t, t + dt)
P
=
k Nk (t)
N(k → k − 1, t, t + dt) Nk (t)
P
.
=
Nk (t)
k Nk (t)
=

(4.40)

In the last step of (4.40) the numerator and denominator were extended by Nk (t). This
gives the result
g̃m (t, t + dt)P̃m (t) = gk (t, t + dt)Pk (t) .

(4.41)

Eq. (4.41) gives a relation between the product of the growing rate with the probability of
occupation in the joined and non-joined states. Analogously, one can show that the product
of the shrinking rate with the probability of occupation of the joined interval ζ̃m is related
to the product of the shrinking rate with the probability of occupation of the original set of
states as
s̃m (t, t + dt)P̃m (t) = sk+1 (t, t + dt)Pk+1 (t) .

Figure 4.5
The state ζ̃m is the joined interval of the states ζk and ζk+1 .
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(4.42)

The effect of the joining of the states [see figure (4.5)] on the mean first passage time
can be understood by noting the effect of joining two states on the master equation [equation (4.11)]. The joining of adjacent states corresponds to the addition of terms of the
master equation of the same adjacent states, namely
d
Pk (t) = gk+1(t, t + dt)Pk+1 (t) − [gk (t, t + dt) + sk (t, t + dt)] Pk (t)
dt
+sk−1(t, t + dt)Pk−1 (t) .

(4.43)

and
d
Pk+1(t) = gk+2 (t, t + dt)Pk+2 (t) − [gk+1 (t, t + dt) + sk+1 (t, t + dt)] Pk+1(t)
dt
+sk (t, t + dt)Pk (t) .

(4.44)

It is easily seen that the cross terms vanish. Thus reducing the expression eq (4.44) to
d
P̃m (t) = gk+2(t, t + dt)Pk+2 (t) − gk (t, t + dt)Pk (t) − sk+1(t, t + dt)Pk+1 (t)
dt
+sk−1(t, t + dt)Pk−1 (t) .

(4.45)

In eq. (4.45), eq. (4.39) was used. Using now equations (4.41) and (4.42) gives for
eq. (4.45)
d
P̃m (t) = gk+2(t, t + dt)Pk+2 (t) − [g̃m (t, t + dt) + s̃m (t, t + dt)]P̃m (t)
dt
+sk−1 (t, t + dt)Pk−1 (t) .

(4.46)

Hence the general form [compare the equations (4.11) and (4.46)] is restored in the reduced
system of equations.
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This shows that the joining of states which are nearest neighbor coupled (which are
non-lumpable5) does not introduce any error in the description of the process (albeit the
information content about the original system is reduced). Following equation (4.11)
through (4.13) and realizing that hm = hk + hk+1, since P̃m (t) = Pk (t) + Pk+1 (t), one
can see that this gives the same mean first passage time as in the case before the states are
joined.

5

This fact was explicitly used in the derivation of the eqns. (4.35) and (4.37), for the case that N (k →
k ; t, t + dt) = 0 for k ′ 6= k − 1, k, k + 1.
′
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CHAPTER 5
NUMERICAL STUDIES

In this chapter, numerical studies of absorption processes illustrating points made in
the theory of chapter 3 and 4 will be discussed. Numerical results for the mean first passage
time and the residence times were obtained for the stochastic motion of macromolecules
(or macroparticles) subject to the position Langevin equation. This corresponds to the
overdamped case of the motion of a macromolecule/macroparticle in a liquid.
The numerical studies include the escape over Kramers potential [171] (section 5.2),
the escape over a rough one-dimensional energy barrier [169] (section 5.3), the escape
from a two-dimensional entropic barrier [53] (section 5.4), the folding process of a toy
model of a linear polymer chain [20] (section 5.5), and the escape from a fluctuating
barrier subject to a dichotomous noise [45, 166] (section 5.6) representing fluctuations in
noise introduced transport processes [15, 22, 96, 97, 100, 125, 132]. The approach to the
solution of stochastic differential equations of Langevin type is introduced in section 5.1.

5.1 The Langevin Equation
In this chapter, the numerical studies used for illustrating the point made in the theory will be discussed. As computational examples, the absorption at the diffusion process
of macromolecules was studied using the position Langevin equation and an (arbitrar68

ily) introduced absorbing boundary, at which the trajectories of the underlying dynamics
have been terminated. The numerical implementations are the one-dimensional motion of
macroparticles over Kramers, a rough and a fluctuating potential, the escape from a twodimensional entropic barrier, and the folding process of a toy chain-polymer model. In
all these examples, the motion has been discretized using different definitions of the states
ζk (i.e. different intervals on the original space of motion), and results for the mean first
passage time of the discrete projection have been compared with those from the original
equations of motion and a semi-analytical solution (whenever applicable).
The dynamics were performed using numerical implementations of the positionLangevin equation in the white-noise approximation, i.e.

∂
1 
~ri (t) = − ∗ ∇ U int (~ri , θ) + U ext (~ri ) + Γ(t),
∂t
η

(5.1)

where the white noise term Γ(t) satisfies the following relations
hΓ(t)i = 0
hΓ(t)Γ(t′ )i = 2

kB T
δ(t − t′ )δri rj .
η∗

(5.2)
(5.3)

The indices i,j denote the particles and the vector components (i,j = 1, . . . ,3N). The
friction constant was set to be η ∗ = mη = 1.0 (m is the mass of the monomer). U int and
U ext denote respectively the internal (as between atoms of the same macromolecule) and
the external (potential energy surface) potentials.
This Langevin equation corresponds to the case of a macromolecule embedded in a
liquid. The impact of the presence of the liquid molecules on the trajectory of the macromolecule is approximated by random kicks through the delta-correlated (white) noise. This
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can be seen as a first order approximation to physically realistic situations, in which hydrodynamics or memory effects [2] might play an important role. For many particle systems
(such as proteins), the change of the intramolecular interaction (between the monomers
of the polymer) due to the surrounding liquid are neglected and the Langevin force itself is assumed to not be affected by the macromolecule [129]. Furthermore, the position
Langevin equation (with d × N, N being the number of particles and d the dimension) as
described above is the approximation to a Langevin equation with 2d × N defining equations in which the velocity of the macromolecule is a fast variable and can therefore be
neglected with respect to the slow moving variable (in this case the position) [129].
In general, nonlinear Langevin equations with delta-correlated noise take the form
[129]
∂ξ
= hi ({ξ}, t) + gij ({ξ}, t)Γj (t)
∂t

(5.4)

hΓi (t)i = 0

(5.5)

hΓi (t)Γj (t)i = 2δij δ(t − t′ )

(5.6)

with

and

for {ξ} = ξ1 , ξ2, . . . , ξN variables. If gij = const., this is called a Langevin equation with
additive noise, and if gij = gij ({ξ}), a Langevin equation with multiplicative noise [129].

5.1.1 The Wiener-Khintchine Theorem and the Terminology of Langevin Forces
Central to the theory of Langevin equations is the terminology of Langevin forces. For
simple Langevin equations (i.e. Langevin equations which exclude the interplay between
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the microscopic liquid molecules and the macro-molecule, as for example in hydrodynamics or memory effects), the effect of the microscopic particles on the macro-molecule is
modeled using an external heat bath, which is assumed to be simple stationary so its properties do not change with time. For such systems, the correct specification of the Langevin
force (colored or white) is determined by the property of its spectral density. The spectral
density itself is given (via the Wiener-Khintchine theorem) by the Fourier transform of the
correlation function of the process. This will be shown in this section.
˜
For this purpose, let ξ(t) be the random variable at time t. Its Fourier transform ξ(ω)
is given by
˜
ξ(ω)
=

Z

∞

exp[−iωt]ξ(t)dt .

(5.7)

−∞

The correlation function hξ(t)ξ ∗(t′ )i of the random variable ξ(t) at time t and its complex
conjugate ξ ∗ (t′ ) at time t′ is given by
∗

′

hξ(t)ξ (t )i =

ZZ

∞

x1 x2 P2 (x1 , t; x2 , t′ )dx1 dx2 .

(5.8)

−∞

Here P2 (x1 , t1 ; x2 , t2 )dx1 dx2 is the joint probability density of finding the stochastic variable ξ(t) at time t in the volume element x1 ≤ ξ(t) ≤ x1 + dx1 and its complex conjugate
ξ ∗ (t′ ) at time t′ in the volume element x2 ≤ ξ ∗ (t′ ) ≤ x2 + dx2 . Inserting eq. (5.7) into
˜
eq. (5.8) for the Fourier transform ξ(ω)
gives
˜ ξ˜∗(ω ′ )i =
hξ(ω)

ZZ

∞

exp[−iωt + iω ′ t′ ]hξ(t)ξ ∗ (t′ )idtdt′ .

−∞
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(5.9)

From eq. (2.26) [i.e. P2 (x1 , t; x2 , t′ ) = P2 (x1 , t − t′ ; x2 , 0)], it follows for stationary
processes that the correlation function is dependent only on the time difference t − t′ , i.e.
hξ(t)ξ ∗(t′ )i = hξ(t − t′ )ξ ∗ (0)i. Hence eq. (5.9) can be written as
˜ ξ˜∗(ω ′ )i =
hξ(ω)

Z

∞
′

−∞

exp[−i(ω − ω )t0 ]dt0

Z

∞

−∞

exp [−i(ω + ω ′ )τ /2] hξ(τ )ξ ∗ (0)idτ .
(5.10)

With τ = t − t′ and t0 = (t′ + t)/2. The first integrand in (5.10) gives a delta function
centered at ω ′ , i.e.

R∞

−∞

exp[−i(ω − ω ′ )t0 ]dt0 = 2πδ(ω − ω ′). Using that δ(ω − ω ′ ) 6= 0

only for ω = ω ′, eq. (5.10) gives
˜ ξ˜∗(ω ′ )i = πδ(ω − ω ′ )S(ω)
hξ(ω)

(5.11)

with the spectral density S(ω) given by
S(ω) = 2

∞

Z

−∞

exp [−iωτ ] hξ(τ )ξ ∗ (0)idτ .

(5.12)

Eq. (5.11) with (5.12) is the Wiener Khintchine theorem. It states that for stationary processes, the spectral density is the Fourier transform of the correlation function of the random variable. For real valued random variables ξ(t) it holds that ξ ∗ = ξ.
For a delta correlated Langevin force Γ(t) [with hΓ(t)i = 0 and hΓ(t)Γ(t′ )i = qδ(t −
t′ )], the spectral density gives
S(ω) = 2

Z

∞

exp [−iωτ ] qδ(τ )dτ = 2q .

(5.13)

−∞

Since S(ω) is independent of ω, the delta correlated Langevin force is termed white noise.
For other cases, where S(ω) is dependent on ω, the Langevin force is termed colored noise.
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5.1.2 Fokker-Planck, Kramers and Smolukovski Equation
In general for Langevin equations of the form (5.4) a formal general solution of the
random vector {ξ(t)} (with {ξ} = ξ1 , ξ2 , . . . , ξn ) cannot be given. However, by using
the Fokker-Planck formalism, analytical solutions might be obtained for the probability
distribution function P ({x}, t)dN x of finding the random vector {ξ(t)} at time t in the
volume element xi ≤ ξi (t) ≤ xi + dxi (i = 1, . . . , n). The formalism was first introduced
in 1914/1917 [55, 124]. The derivation (at times lengthy) uses key concepts of probability theory and is central to the heart of current research on non-equilibrium processes.
However, since the focus of this thesis lies in finding expressions for the total change of
probability of discretized processes [i.e. chapter 3 and 4], not much time shall be devoted
to this topic. In this section, only the key details of the Fokker-Planck approach will be
given; the interested reader is referred to review articles [28, 86, 87, 88, 147, 157] and
books [19, 60, 129, 142] for detailed discussions.
In general, the behavior of the probability distribution function P ({x}, t) as the solution of (5.4) with delta correlated noise is equivalent to the solution of the corresponding
Fokker-Planck equation, i.e.
∂P ({x}, t)
= LFP P ({x}, t)
∂t

(5.14)

with the Fokker-Planck operator LFP defined as
N
N
N X
X
X
∂ (1)
∂2
(2)
LFP = −
Di ({x}, t) +
Di,j ({x}, t) .
∂xi
∂xi ∂xj
i=1
i=1 j=1
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(5.15)

(1)

(2)

The drift Di ({x}, t) and diffusion Di,j ({x}, t) coefficients are given respectively by
(1)

Di ({x}, t) = hi ({x}, t) +

X

gkj ({x}, t)

k,j

∂
gij ({x}, t)
∂xk

(5.16)

and
(2)

Di,j ({x}, t) =

X

gik ({x}, t)gjk ({x}, t) .

(5.17)

k

The Fokker-Planck equation eq. (5.14) with (5.15) to (5.17) originates from the fact that
for a Kramers-Moyal expansion1 of the distribution function W ({x}, t) in the case of delta
(n)

correlated noise the Kramers-Moyal expansion coefficients Dj1 ...jn ({x}, t), given by
(n)

Dj1 ...jn ({x}, t) =

1
1
lim h[xi1 (t + τ ) − xi1 (t)] . . . [xin (t + τ ) − xin (t)]i ,
τ
→0
n!
τ

(5.19)

are zero for n ≥ 0, and hence the summation in (5.18) stops after the second term. The
drift coefficient in (5.16) consists of a deterministic term hi ({xi }, t) and a noise introduced
term gkj ({x}, t) ∂x∂ k gij ({x}, t) =

(2)
1 ∂
D ({x}, t).
2 ∂xk i,j

In the case of an additive noise, the

drift coefficient is purely deterministic.
If only motion in velocity and position space are considered, the Langevin equation
for the Brownian motion of a particle in an external force field can be written in form of a
second order differential equation, i.e.
mr̈i + mγ ṙi + m

∂U(~r)
= mΓi (t) ,
∂ri

(5.20)

1
∞
(−∂)n
∂W ({x}, t) X
(n)
Dj1 ...jn ({x}, t)W ({x}, t)
=
.
.
.
∂ξ
∂t
∂x
j
j
n
1
n=1
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(5.18)

or as two first order differential equations, i.e.
ṙi = v
v̇i = −γvi −

∂U(~r)
+ Γi (t)
∂vi

(5.21)

with the white noise defined as
hΓi (t)i = 0
hΓi (t)Γj (t′ )i = 2γ

kB T
δij δ(t − t′ ) ,
m

(5.22)

where kB is the Boltzmann constant. The probability distribution function of a process
following these equations of motions is dependent on position and velocity. This leads to
the Fokker-Planck equation
∂W (ri , vi , t)
= LK (~r, ~v)W (ri , vi , t)
∂t

(5.23)

with the operator LK (~r, ~v ) given by
LK (~r, ~v ) =

d 
X
i=1

∂
∂
−
vi +
∂ri
∂vi




∂U(~r)
∂2
2
γvi +
+ γvth
.
∂ri
∂vi ∂vi

Here d is the dimension of the system and vth =

(5.24)

p
kB T /m its thermal velocity. The

thermal velocity corresponds to the square root of the stationary averaged velocity of the
particle without an external force field and is related to the mean free path l as l = τ vth =
vth /γ, where τ = 1/γ is the relaxation time. The Fokker-Planck equation (5.23) with the
operator (5.24) is also known as Kramers equation.
In the high friction limit [129], or for time-scales which are long compared to the timescale of the fluctuations of the velocity [2], the time derivative of the velocity in (5.20) and
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(5.21) can be dropped (changes in velocity are very fast compared to the change of the
particles position), leading to the expression
γ ṙi +

∂U(~r)
= Γi (t) .
∂ri

(5.25)

With the delta correlated Langevin force given by (5.22). Applying eqns. (5.16) and (5.17)
gives that the corresponding drift and diffusion coefficients of eq. (5.25) are given by
(1)

Di (~r) = −

1 ∂U(~r)
mγ ∂ri

(5.26)

kB T
.
mγ

(5.27)

and
(2)

Dij (~r) = D (2) =

This reduces the Fokker-Planck operator LFB = LS of eq. (5.15) to
LS = −

1 ∂ 2 U(~r) kB T ∂ 2
+
.
γ ∂ri ∂rj
mγ ∂ri ∂ri

(5.28)

The Fokker Planck equation reduces to the Smolukovski equation, i.e.
∂W (~r, t)
= LS W (~r, t) .
∂t

(5.29)

5.1.3 On the Markovian/non-Markovian Characteristics of Langevin Equations
In general, a Langevin equation with delta correlated noise, i.e.
∂ξi
= h({ξ}, t) + g({ξ}, t)Γi (t)
∂t

(5.30)

with
hΓ(t)i = 0
hΓi (t)Γj (t′ )i = cδij δ(t − t′ ) ,
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(5.31)

is independent of the history and therefore describes a Markovian process [129]. The conditional probability density of finding the system in the volume element xn+1 ≤ ξ(tn+1 ) ≤
xn+1 + dxn+1 at time tn+1 given it had at time tn the value ξ(tn ) = xn , at time tn−1 the
value ξ(tn−1 ) = xn−1 , . . . and at time t1 the value ξ(t1 ) = x1 does only depend on the
value of the random variable ξ(t) at the times tn+1 and tn , i.e.
P (xn+1 , tn+1 |xn , tn ; . . . ; n1 , t1 )dxn+1 = P (xn+1 , tn+1 |xn , tn )dxn+1 .

(5.32)

This property is, however, destroyed if the Langevin force Γ(t) is no longer delta correlated
[129]. This holds true even if Γ(t) itself is still a Markov process. For example, the process
(5.30) described by the Langevin force Γ(t) = Γ̃(t) with
hΓ̃(t)Γ̃(t′ )i =

q
exp [−γ|t − t′ |] ,
2γ

(5.33)

for finite γ is non-Markovian.

5.1.4 Itô and Stratonovich Definition of Wiener Integrals
In general, it is important to realize for the numerical solution of the Langevin Equation
(5.4) with the strict definitions of (5.5) and (5.6), i.e.
ξi (t + τ ) = ξi (t) +

Z

t+τ
′

′

hi ({xi}, t )dt +
t

Z

t+τ

gij ({xi}, t′ )dWj (t′ ) ,

(5.34)

t

that the derivative Ẇ = Γ(t) does not exist and therefore dW = Ẇ dt = Γ(t)dt cannot
be used. W (t) is a Wiener process and has the increment defined as w(τ ) = W (t + τ ) −
W (t) =

R t+τ
t

Γ(t′ )dt′ . The numerical implementation of (5.34) distinguishes historically

two approaches, the Itô and Stratonovich approaches. These define integrals of the form
A=

Z

τ

Φ(w(τ ′ ), τ ′ )dw(τ ′ ) .
0
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(5.35)

The Itô definition (commonly used in financial mathematics) defines the integral A as
AI = lim

∆→0

N
−1
X
i=0



′
Φ(w(τi′ ), τi′ ) w(τi+1
) − w(τi′ ) .

(5.36)

′
In this definition, the function Φ(w(τi′ ), τi′ ) is independent over the increment w(τi+1
)−

w(τi′ ) and depends only on the value of w(τi′ ) at the last point τi . Whereas, in the Stratonovich
definition,
AS = lim

∆→0

N
−1
X
i=0

′
′
w(τi+1
) + w(τi′ ) τi+1
+ τi′
Φ
,
2
2








′
w(τi+1
) − w(τi′ ) ,

(5.37)

involves the knowledge of the future states of w(τ ) in Φ (i.e. at time τi the knowledge
of w(τi+1 ) at the future time τi+1 is assumed to be known) [compare to figure (5.1)].
Figure (5.1) shows a schematic visualization of the Itô and Stratonovich definitions of
the stochastic integration. For simplicity, the function Φ (w(τ ), τ ) is drawn without an
explicit time dependence. Furthermore, it is to be noted that only in the Stratonovich
picture the explicit form of Φ is assumed to be known. The Itô approach allows for sudden
(unexpected) changes in Φ, as it does not involve the ‘future’ states of w(τi+1 ). In both
(5.36) and (5.37), ∆ = max(τi+1 − τi ) denotes the maximum increment of the times τi ,
and the τi are ordered discrete partial times dividing the interval (0, τ ] in N time steps (i.e.
0 = τ0 < τ1 < . . . < τN = τ ).2
2

It is to be noted that the drift coefficient given in eq. (5.16) originates from the Stratonovich definition.
For the Itô definition of stochastic integrals the drift coefficient is given by
(1)

Di ({x}, t) = hi ({x}, t) .
(2)

The diffusion coefficient Di,j ({x}, t) is the same in both descriptions.
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(5.38)

Figure 5.1
Schematic visualization of the Itô (left) and Stratonovich (right) definitions.

In the case of Φ (w(τ ), τ ) = Φ = const. both pictures (Itô and Stratonovich) are
equivalent, and the integral (5.35) reduces to
A = lim

∆→0

N
−1
X
i=0

Φ [w(τi+1 ) − w(τi )] .

(5.39)

5.1.5 Numerical Implementation of Markovian Dynamics with White Noise
The Langevin equation was implemented using a simple Euler scheme [74, 2, 129]
with Gaussian distributed variates as approximations to the white noise term Γ(t). It is to
be noted that higher order approximations to the solution of stochastic differential equations reduce to the same Euler-scheme. This is due to the independence of the diffusion
coefficient of the position and time. The diffusion coefficient in the cases studied here is
given by the Einstein relation D = kB T /η ∗ . In general, higher order approximations to
the solution of stochastic differential equations are aimed to improve the solution to the
noise term. This comes from the fact that the noise term goes into the simulation with a
factor

√

dt, whereas the deterministic term just enters with a weight of dt (dt is typically
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chosen to be much smaller than one). Therefore, better or advanced approximations to the
solution of the deterministic contributions (such as Taylor-approximations as commonly
used in molecular dynamics studies) are negligible compared to improvements of the noise
contributions. A widely accepted approach to the solution of stochastic differential equations consists of using Taylor expansions of the diffusion coefficient [usually in the form
of D (2) (~r, t)] [74]. This reduces for the case of additive noise to the simple Euler scheme.
In order to obtain sufficient statistics, the trajectories have been integrated along M =
5120 individual paths using random numbers ξ drawn from a truncated Gaussian distribution representing the white noise. The truncated Gaussian distribution was obtained
following an algorithm first suggested by Knuth [75]. It is based on a polynomial transformation of 12 random numbers, drawn from a uniform distribution in the range (0, 1)
[2, 75]. That is
ξ = ((((a9 R2 + a7 )R2 + a5 )R2 + a3 )R2 + a1 )R ,
with
R=

12
X
i=1

!

ξi − 6 /4

and a1 = 3.949846138, a3 = 0.252408784, a5 = 0.076542912, a7 = 0.008355968 and
a9 = 0.029899776. The ξi are the independent and identically distributed random numbers, using an uniform distribution in the interval (0, 1).
This procedure is loosely based on the central limit theorem, which asserts that for
a large number of independent and identically distributed random numbers the sample
average converges to a Gaussian distribution with mean µ and variance σ 2 /n. µ = E(Ξ)
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and σ 2 = E((Ξ−µ)2 ) = V ar(Ξ) are the expectation value and the variance of the original
distribution of the variates.
A uniform distribution, distributed uniformly in the range (a, b), has the probability
distribution function f (ξ) given by




0
, ξ≤a




f (ξ) =
1/(b − a) , a < ξ < b .






 0
, b≤ξ

Note that

R

f (ξ)dξ = 1. It has the expectation value µ = E(Ξ) =

R

ξf (ξ)dξ = (b + a)/2

and the variance σ 2 = E((Ξ − µ)2 ) = E(Ξ2 ) − µ2 = (b − a)2 /12. The central limit
theorem states that the normalized random variables Zn with
Zn =

1
n

Pn

i=1 ξi

− nµ
σ n
√

converges in distribution to a standard Gaussian distribution [74] with expectation value
E(Zn ) = 0 and variance V ar(Zn ) = 1 (i.e. the normal distribution). For the uniform
distribution with a = 0 and b = 1, the normalized random variable Zn reduces to
Zn =

!
n

p
1X
n/12 .
ξi − n/2 /
n i=1

A problem in numerical implementations arises in maintaining the tradeoff between the
purity of the Gaussian distribution and the minimized computational effort. For example, a random variable Z12 obtained from a sample of twelve independent and identically
distributed uniform variates clearly has the advantage of a timely CPU usage but also lim81

its the range of the Zn to the interval (−6, 6). Knuth’s algorithm extends these range to
approximately (−8.65, 8.65).

5.1.6 Numerical Implementation of Dichotomous Noise
In this section, the numerical implementation of a telegraphic or dichotomous noise
will be discussed. The dichotomous noise is a noise which can only assume two values,
say c1 and c2 . Furthermore, it is correlated in time, following
hχ(t)i = 0

(5.40)

and
Q
hχ(t)χ(t )i =
τ
′



|t − t′ |
−
.
τ

(5.41)

Provided the rates of switching between the values c1 and c2 satisfy the relation µc2 /µc1 =
c2 /c1 [13], where µc2 is the rate of switching from the value c2 to c1 , and µc1 is the rate of
switching from c1 to c2 , then eq. (5.40) and (5.41) correspond to the steady-state solution
of
d
P (c1 , t|x, t0 ) = −c1 P (c1 , t|x, t0 ) + c2 P (c2 , t|x, t0 )
dt
d
P (c2 , t|x, t0 ) = c1 P (c1 , t|x, t0 ) − c2 P (c2 , t|x, t0 ) ,
dt

(5.42)

with Q/τ = µc1 µc2 (c1 + c2 )2 /(µc1 + µc2 )2 = c1 c2 and τ = 1/(µc1 + µc2 ). Here,
P (c1/2 , t|x, t0 ) are the conditional probabilities of finding the χ(t) taking the value c1/2
at time t, given it had the value x at time t0 . Eq. (5.42) gives for the conditional probabili-
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ties of the stochastic variable χ(t) taking the value c1 at time t + ∆t, given it had the value
c1 at time t, the relation
P (c1 , t + ∆t|c1 , t) =

µc 1
µc 2
+
exp [−(µc1 + µc2 )∆t] .
µc 1 + µc 2 µc 1 + µc 2

(5.43)

For the conditional probabilities of the stochastic variable χ(t) taking the value c1 at time
t + ∆t, given it had the value c2 at time t, the equation is
P (c1 , t + ∆t|c2 , t) =

µc 2
µc 2
−
exp [−(µc1 + µc2 )∆t] .
µc 1 + µc 2
µc 1 + µc 2

(5.44)

Following the conservation of probability [i.e. P (c1 , t + ∆t|x, t) + P (c2 , t + ∆t|x, t) = 1],
the conditional probabilities of the stochastic variable χ(t) taking the value c2 at time t+dt
given it had the value c1/2 at time t can be expressed as
P (c2 , t + ∆t|c1 , t) = 1 − P (c1 , t + ∆t|c1 , t)

(5.45)

P (c2 , t + ∆t|c2 , t) = 1 − P (c1 , t + ∆t|c2 , t) .

(5.46)

and

Eq. (5.43) and (5.44) can be used to obtain random distributes satisfying eq. (5.40) and
(5.41). For this purpose, a random number, say R, can be drawn from a uniform distribution in the range [0, 1], and its value is checked against eq. (5.43) and (5.44). If
R < P (c1 , t + ∆t|c1 , t), then the value of the stochastic variable stays c1 ; otherwise it
flips. An analogous procedure applies for c2 .
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5.2 Escape over Kramers Potential (1-dim)
As a one-dimensional historic example, the diffusion process of non-interacting particles over a Kramers potential has been studied. For this purpose, the position Langevin
equations were solved numerically with the (external) potential
a
b
UKr (x) = − x2 + x4 .
2
4

(5.47)

The parameters were a = 1.0 and b = 1.25. Eq. (5.47) is the Kramers potential. The
dynamics of the original system followed the position Langevin equation, eq. (5.1) with
Γ(t) being the white noise, i.e.
hΓ(t)i = 0
hΓ(t)Γ(t′ )i = 2

kB T
δ(t − t′ ) .
η∗

(5.48)
(5.49)

Eqns. (5.48) and (5.49) have been approximated by Gaussian distributions using the algorithm described in section 5.1.5 . Results for the mean first passage time and the residence
times have been obtained at the temperatures kB T = 0.1, 0.0875, 0.075 and 0.0625 of the
external heat bath. Eq. (5.1) has been numerically implemented using fixed time steps
of the order 3 × 10−6 ; the same time steps have been used to measure the growing and
shrinking rates in accord with equation (3.49).
A total of 5120 trajectories were started at the position x0 = −0.9 and terminated at
the first crossing of the absorbing boundary, which is situated at x = 0. The domain D
was taken to be the subspace x ⊂ R1 , defined as x ∈ (−∞, 0]. The one-dimensional
motion on the continuous x-coordinate was discretized by defining the states ζk as (nonoverlapping) intervals of specific lengths ∆ζ = ∆l along the negative x-axis (this region
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Figure 5.2
Escape over Kramers potential with ∆ζ = ∆l = 0.1.

Figure 5.3
Residence times for ∆ζ = ∆l = 0.1 of Kramers potential.
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Figure 5.4
Escape over Kramers potential with ∆ζ = ∆l = 0.2.

Figure 5.5
Residence times for ∆ζ = ∆l = 0.2 of Kramers potential.
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Figure 5.6
Escape over Kramers potential with ∆ζ = ∆l = 0.4.

Figure 5.7
Residence times for ∆ζ = ∆l = 0.4 of Kramers potential.
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corresponds to the domain D). Figures (5.2), (5.4) and (5.6) show a plot of the Kramers
potential and the starting position x0 of the numerical integration. The boundaries between
the intervals ζk have been indicated by the dashed red lines. The purpose of these examples
was to illustrate that discretizations beyond the nearest neighbor coupling to not change
the results of the mean first passage time (compare to section 4.5 of the theory). For
this purpose, intervals of different lengths (∆ζ = ∆l) were used. Those are ∆l = 0.1
[figure (5.2)], ∆l = 0.2 [figure (5.4)] and ∆l = 0.4 [figure (5.6)].
Starting to count at the absorbing boundary, the system was said to reside in state ζk
when −k∆l < x ≤ (1−k)∆l (for the k transient states). The absorbing state ζ0 comprises
the complement of the domain (i.e. ζ0 = {x ∈ DC : x > 0} with DC ⊂ R1 ). The growing
and shrinking rates have been obtained according to the eqns. (4.14) and (4.15). Using the
growing and shrinking rates, the mean first passage time and the individual residence times
have been calculated using eqns. (4.25), (4.26) and (4.27) [or alternatively for the mean
first passage time eq. (4.32)]. Figures (5.3), (5.5) and (5.7) show plots of the individual
residence times hk of the states ζk .
For ∆l = 0.1 the starting position x0 = −0.9 lies close to the boundary between
the states ζ9 and ζ10 of the discretizing map [see figure (5.2)]. It was found that for
kB T = 0.1 there were 18 transient states populated during the absorption process, for
kB T = 0.0875 and 0.075 there were 17 transient states, and for kB T = 0.0625 only 16
transient states were occupied [compare to figure (5.3)]. This is due to the fact that at
higher temperatures higher energies become more accessible, and therefore, the sampling
range (corresponding to high energies) broadens. For the states ζ1 to ζ13 , the occupancies
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decrease with increasing temperatures, which is due to the effect of the absorbing boundary, i.e. higher temperatures ease the escape over the potential barrier to the absorbing
state, at which the trajectories are broken up, and from there on, no longer contribute to
the residence times hk . This behavior, however, is reversed for the states ζ14 to ζ18 which
correspond to energies higher than the energy at the crosspoint to the absorbing state.
This, in turn, is explainable by the fact that the sampling of higher energies increases
with increasing temperatures. The maximum of the residence times hk occurs at the states
corresponding to the minimum of the Kramers well, states ζ9 and ζ10 .
For ∆l = 0.2, the starting position x0 = −0.9 corresponds to the starting state ζSo = ζ5
[compare to figure (5.4)]. This is a difference from the mapping using ∆l = 0.1; now
the start is in the middle of the interval of state ζ5 . The behavior of the residence times hk
resembles that at the higher resolution of ∆l = 0.1. Since always two neighboring states
are joined to one ‘macro’-state, the numerical value of the residence times corresponds
to the joint value of the original states and therefore confirms with the theory [i.e. h̃m =
h2k−1 + h2k , which is a direct consequence of eq. (4.39)]. Analogously to the resolution
of ∆l = 0.1, the residence times of states lying lower in energy than the absorbing state
decrease with increasing temperatures. Whereas, for states which correspond to higher
energies than the one at the crossing point to the absorbing state, the residence times
increase with increasing temperatures (the crossing point to the absorbing states and the
absorbing boundary are the same in this model).
Similar to ∆l = 0.1 and 0.2 is the behavior of the residence times of the map with
∆l = 0.4. The starting position x0 = −0.9 corresponds to the state ζSo with So = 3. An
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overall of five transient states has been found to be occupied. The value of the residence
times hk corresponds to the joined value of the individual residence times of the preceding
resolution (∆l = 0.2). This conforms with the theory [see section 4.5].
Table 5.1
Mean first passage times, Kramers potential.
kB T
0.1
0.0875
0.075
0.0625

discrete
∆l = 0.1
18.4(±0.2)
24.7(±0.3)
36.3(±0.4)
62(±1)

process
∆l = 0.2
18.4(±0.2)
24.7(±0.3)
36.3(±0.4)
62(±1)

∆l = 0.4
18.4(±0.2)
24.7(±0.3)
36.3(±0.4)
62(±1)

Brownian
motion
18.4(±0.2)
24.7(±0.3)
36.3(±0.5)
62(±1)

semianalytic
18.44
24.80
36.46
61.9

The results of the mean first passage time are given in Table (5.1). They have been
obtained using eq. (4.32). As can be seen in the table (5.1), the values of the mean first
passage time as obtained with the states ζk do not change beyond statistics for different
lengths ∆l of the intervals. A comparison with a direct measurement (on the underlying
dynamics) and the semi-analytical solution

3

further verifies that the mean first passage

times obtained via the expression eq. (4.14) of the growing rate and expression eq. (4.15)
of the shrinking rate give reliable results, provided that sufficient statistics are obtained.
3

The equation [171]
1
τ (x) =
D

Z

∞

dy exp [U (y)/kB T ]

x

Z

y

dz exp [−U (z)/kBT ]

(5.50)

0

was solved via a numerical Riemann integration. Eq. (5.50) originates as an analytic solution from the
Smolukovski equation, eq. (5.29).

90

5.3 Escape over Rough Barrier (1-dim)
To illustrate that the set of states {ζk } can be chosen irrespective of the location of
minima or saddle points, as a second one-dimensional potential, a superposition of the
Kramers potential eq. (5.47) and a rough structure [169] was chosen. The rough structure
was created by
Uro (x) = cr [cos(167x) + sin(73x)] ,

(5.51)

with a roughness degree of cr = 0.1.
As for the Kramers potential, the dynamics of the original system followed the position
Langevin equation, eq. (5.1) in the white noise approximation, defined by eqns. (5.48) and
(5.49). The simulation was implemented using the Gaussian approximation described in
section 5.1.5.
Analogously, to the Kramers case, the states have been defined as intervals along the
negative x-axis. Starting to count at the absorbing boundary, a system was said to reside
in state ζk if −k∆l < x ≤ (1 − k)∆l, where the intervals have been chosen with ∆ζ =
∆l = 0.1, 0.2 and 0.4. The starting position of the trajectories x0 = −0.9 corresponds to
the starting states ζSo with So = 9 (for ∆l = 0.1), So = 5 (for ∆l = 0.2) and So = 3 (for
∆l = 0.4). The simulation was done at the temperatures kB T = 0.1, 0.0875 and 0.075 of
the external heat bath (acting as white noise). Analogously, to the Kramers case, eq. (5.1)
has been numerically implemented using fixed time steps of the order 3 × 10−6 , which is
the same as the time step used to measure the growing and shrinking rates.
The binning procedures and the results for the residence times hk can be seen in figures
(5.8) and (5.9) (for ∆l = 0.1), (5.10) and (5.11) (for ∆l = 0.2) and (5.12) and (5.13)
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Figure 5.8
Escape over rough potential with ∆ζ = ∆l = 0.1.

Figure 5.9
Residence times for ∆ζ = ∆l = 0.1.
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Figure 5.10
Escape over rough potential with ∆ζ = ∆l = 0.2.

Figure 5.11
Residence times for ∆ζ = ∆l = 0.2.
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Figure 5.12
Escape over rough potential with ∆ζ = ∆l = 0.4.

Figure 5.13
Residence times for ∆ζ = ∆l = 0.4.
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(for ∆l = 0.4). For kB T = 0.1 18 transient states have been found to be occupied (for
∆l = 0.1), whereas for kB T = 0.0875 and 0.075 only 17 transient states were populated.
Different from the Kramers case, the plot of the residence times hk versus the states ζk at
the resolution ∆l = 0.1 shows a small rough deviation from the smooth inverted parabolic
like structure of the residence times of the Kramers potential. This is due to the effect
of the rough potential eq. (5.51) on the trajectories of the particles. This effect however
smoothes at lower resolutions [i.e. ∆l = 0.2 and 0.4, see figures (5.11) and (5.13)], due to
the fact that the residence times of the joined states are the joined residence times of the
original set of states (i.e. h̃m = h2k−1 + h2k ). The behavior that at higher temperatures one
has a lower residence time now is prolonged up until state ζ16 (compare that the Kramers
potential showed this behavior only up until state ζ13 ). This can be explained by the fact
that the interval of state ζ16 includes a minimum whose energy is comparable to the energy
of the local maximum before crossing into the absorbing state. Furthermore, due to the
existence of many local minima, which act as traps, the individual residence times of the
rough potential are higher than the comparable ones of the Kramers potential. In general,
this leads to higher mean first passage times for the chosen set of temperatures.
Table 5.2
Mean first passage times, rough potential.
kB T
0.1
0.0875
0.075

discrete
∆l = 0.1
46.3(±0.6)
80(±1)
179(±1)

process
∆l = 0.2
46.3(±0.6)
80(±1)
179(±1)

∆l = 0.4
46.3(±0.6)
80(±1)
179(±1)
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Brownian
motion
46.3(±0.6)
80(±1)
178(±2)

semianalytic
46.2
81
178

Table (5.2) compares the values of the mean first passage times of the discrete map
with those of a direct measure on the original process and a semi-analytical solution4. The
values in brackets of the discrete process denote an estimate of the error introduced by a
finite sampling size (i.e. 5120 trajectories). For this purpose, the growing ḡk and shrinking
s̄k rates were measured in bundles of M̃ = 640 trajectories, and the standard deviation
was calculated. The standard deviation of the Brownian motion was calculated using the
M = 5120 trajectories. As can be seen from the table (5.2), the results of the mean first
passage time of the discrete process are in excellent agreement with those from the original
dynamics and the semi-analytical solution. This verifies the theory and also illustrates that
it is not necessary to make use of the location of minima or saddle points to define the
states.

5.4 Escape from Entropic Barrier (2-dim)
To show that the theory also works at higher dimensions, as a two dimensional example, an entropic barrier [53] was chosen. The potential is defined by
 2
 2 
x
y
U(x, y) = x + y + exp − 2
1 − exp − 2
,
σx
σy
6

6

(5.52)

with the parameters σx = σy = 0.1. Figure (5.14) shows a three dimensional sketch,
with the potential U(x, y) drawn along the z-axis. As can be seen from this figure, and
also from the contour plot [figure (5.15)], this potential essentially resembles a flat surface
surrounded by high barriers, with a small opening toward the absorbing state. The name
‘entropic barrier’ has its origin in the existence of the flat surface. The trajectories of
4

The same procedure as in the Kramers case.
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the particles, which are started somewhere in that region, will almost identically resemble
the behavior of a random motion, restricted only by the barrier walls [compare to figure
(5.16)]. Figure (5.16) includes a plot of a random trajectory (green).
In order to study the escape of single (macro) particles through the pinhole, an absorption process was introduced by letting the domain D be the subspace (x, y) ⊂ R2 defined
as x ∈ (−∞, 0]. The trajectories were integrated using the position Langevin equation,
eq. (5.1), with the white noise defined as
hΓ(t)i = 0
hΓ(t)Γ(t′ )i = 2

kB T
δ(t − t′ )δri rj .
η∗

(5.53)

(5.54)

The ri and rj denote the particle and the vector components. The starting position was
(xo , yo) = (−0.5, 0) at t = 0, and the trajectories were terminated once they cross the
boundary to the absorbing state at x = 0. To account for the random movement, an
ensemble of 5120 trajectories (independent from each other) were chosen. Eq. (5.1) has
been numerically implemented using fixed time steps of 4 × 10−6 ; the same time steps
have been used to measure the growing and shrinking rates according to equation (3.49).
Subsection 5.4.1 shows examples of the mapping onto nearest neighbor coupled states.
Subsection 5.4.2 shows as an example for the more general case of maps not restricted to
nearest neighbor coupling.
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Figure 5.14
The entropic barrier.

Figure 5.15
Contour plot of the entropic barrier.
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5.4.1 Mapping onto Nearest Neighbour Coupled System

In order to show the independence of the choice of the set of states {ζk } within the nearest neighbor coupling restriction, the states were defined in two ways [see figure (5.16)].
As an obvious choice (according to the location of the absorbing state), the states are defined as intervals of a specific length ∆ζ = ∆x along the x-coordinate with the indicator
function hζk taking the form

hζk [Γi (t)] =




 1



 0

, if − k∆x < Γi (t) ≤ (1 − k)∆x
, otherwise

for the k = 1, . . . , S transient states (covering the domain D).

Figure 5.16
Schematic drawing of the intervals ζk .
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Figure 5.17
Residence times hk for ∆ζ = ∆x = 0.065.

Figure 5.18
Residence times hk for ∆ζ = ∆x = 0.13.
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Figure 5.19
Residence times hk for ∆ζ = ∆r = 0.025.

Figure 5.20
Residence times hk for ∆ζ = ∆r = 0.05.
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As a second example of defining the states {ζk }, circular intervals with ∆ζ = ∆r have
been chosen [see figure (5.16)]. In this set, a system is said to reside in state ζk if



 1
, if (S − k)∆r ≤ Γi (t) < (S − k + 1)∆r
hζk [Γi (t)] =


 0
, otherwise

for k = 2, . . . , S and r =

p
(x − xo )2 + (y − yo )2 the distance from the starting position.

The state ζ1 is comprised of all points with x≤0 outside the circular annuli, i.e.



 1
, if (S − 1)∆r ≤ Γi (t) and xi (t) ≤ 0
hζ1 [Γi (t)] =
.


 0
, otherwise

(5.55)

For both the examples, the absorbing state ζ0 comprises the complement of the domain

(i.e. ζ0 = {x ∈ DC : x > 0} with DC ⊂ R2 ).
For different values of the temperature kB T of the external heat bath, the results of
the residence times hk for the different binning procedures are given in Figures (5.17),
(5.18), (5.19) and (5.20). Figure (5.17) shows a plot of the residence times of the different
states ζk defined along the x-coordinate with ∆ζ = ∆x = 0.065. As can be seen in this
example, the states ζ4 to ζ9 were almost identically populated due to the entropic effect of
the flat surface. Conversely, the states ζ1 to ζ3 and the states ζ10 to ζ16/18 are dominated
by the effects of the absorbing boundary plus the walls close to the absorbing state (the
former) and the high (impenetrable) energy walls at low x-values (the latter). Due to the
symmetry of the potential surface along the y-direction, no asymmetric alteration of the
residence times hk should have occurred5 . The residence times hk for the states ζ1 to ζ11
5

It is to be noted, technically the binning procedure along the x-coordinate does not allow for conclusive
interpretations of the residence times along the y-direction. In the absence of the knowledge of the under-
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were found to decrease with increasing temperature. Whereas, for the states ζ11 to ζ16/18 ,
the residence times increase with increasing temperature. This effect can be explained
somewhat in analogy to the (one-dimensional) Kramers potential. There, it was found that
the turning point of the temperature dependence of the residence times hk corresponds in
energy to the height of the crossing point to the absorbing state. This explains somewhat
qualitatively the location of the crossing point for the states ζk . However, in the current
two-dimensional example, a second effect plays a vital role. The potential is elongated
along the y-axis, whose effects on the one-dimensional representation are expected to
factor in according to weighted averages. These weights cannot be determined by the
knowledge of residence times representing states along the x-coordinate, which precludes
a quantitative analysis of the above statements.
Figure (5.18) shows a plot of the residence times hk of the states ζk with ∆ζ = ∆x =
0.13. Since the states are joined, the residence times of the joined states resemble the
joined values of the residence times of the original states. This again illustrates the theory.
The figures (5.19) and (5.20) show plots of the residence times hk of the states ζk with
the circular binning. The circular binning is schematically indicated by the red circles in
figure (5.16). This definition of the states does not follow the schematics of the potential surface U(x, y) of eq. (5.52). Henceforth, the residence times hk for this set of states
do not have more meaning than resembling the temperature dependent entropic effect of
the random movement of the trajectory. It is to be noted that in this picture, the motions
lying potential structure, statements about the structure of the potential surface from just the knowledge of
the residence times representing a chain structure cannot be more than mere speculation. This is true for all
motions in phase-spaces with dimension higher than one.
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toward and away from the absorbing boundary of the original trajectory are roughly indistinguishable. Therefore, the absorbing effects are not clearly visible by comparing at one
temperature the residence times of the states with each other. However, the presence of
the absorbing boundary is visible in the temperature dependence of the residence times.
In a consistent manner, for all the states, the residence times decrease with increasing
temperatures. This is because at higher temperatures, the trajectories cross faster into the
absorbing state. This indicates that the probability of finding the opening to the absorbing
state is greater for faster movements of the particles (in the studied range of temperatures).
In an equal area mapping of the states (i.e. intervals which have the same area), one would
expect that the occupation of the states (covering the flat part of the potential) is roughly
the same for all of these states. The deviation from this is most visible at state ζ1 , which
covers the largest area [eq. (5.55)], and for states close to the starting position, which
cover the smallest area. Due to the flat surface, a large effect of the starting position on
the residence times is not to be expected. The ensemble approaches (very quickly) a local
equilibrium before crossing into the absorbing state. Given just the information that the
states ζk are circular intervals, it would not be possible to make ‘any’ conclusive statement
about the original problem. The interpretations above are reflective of the knowledge of
U(x, y). This example was particularly chosen to show the independence of the definition
of the states (i.e. the mapping) on combining sensible physical information. Regardless
if whether the states are chosen according to some logic or not6 , conditioned only on the
6

The reason for choosing circular intervals of fixed ∆r was alone the simple implementation of circular
equations but does not have a meaning regarding the nature of the potential, the motion of the particles, or
the location of the absorbing state (see the above discussion).
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fact that the states are non-overlapping (i.e. the map needs to be subjective on the transient states for nearest neighbor representations) the same mean first passage times are still
correct [see table (5.3)].
Table 5.3
Mean first passage times, entropic barrier.
kB T
0.1
0.0875
0.075
0.0625
0.05

discrete
∆r = 0.025
15.0(±0.1)
17.3(±0.2)
20.8(±0.3)
24.2(±0.1)
30.3(±0.5)

process
∆r = 0.05
15.0(±0.1)
17.3(±0.2)
20.8(±0.3)
24.2(±0.1)
30.3(±0.5)

∆x = 0.065
15.0(±0.1)
17.3(±0.2)
20.8(±0.3)
24.2(±0.1)
30.3(±0.5)

∆x = 0.13
15.0(±0.1)
17.3(±0.2)
20.8(±0.3)
24.2(±0.1)
30.3(±0.5)

Brownian
motion
15.0(±0.2)
17.3(±0.2)
20.8(±0.3)
24.2(±0.3)
30.3(±0.4)

Table (5.3) shows the mean first passage times as obtained with the time-averaged
growing eq. (4.14) and shrinking eq. (4.15) rates for ∆x = 0.065, 0.13 and
∆r = 0.025, 0.05 and those of a direct measurement at the same trajectories. As can be
seen from Table (5.3), the results do not change with the binning width ∆ζ or with the
choice of the coordinate (ζ = x or r) for the set of states. This illustrates the theory of
chapter 3 and 4. As a reminder, there are no restrictions on the choice of the states other
than they be fixed, non-overlapping and cover the entire accessible domain, and (for projections onto nearest-neighbor coupled systems) the nearest-neighbor coupling condition
(see section 4.1).
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5.4.2 Mapping without Restriction to Nearest Neighbours
In order to show that the mapping can also be performed without restrictions to nearest neighbor coupling but yet preserving the mean first passage times, in this section the
escape from the entropic barrier of eq. (5.52) was studied using half circular intervals
defining the states ζk .
The system was said to reside in state ζk if




1
, if (S − k)∆r ≤ Γi (t) < (S − k + 1)∆r








with k = 2n if x ≤ xo
hζk [Γi (t)] =



and k = 2n − 1 for x > xo , n = 1, . . . , 20







 0
, otherwise

for k = 3, . . . , S and r =

(5.56)

p
(x − xo )2 + (y − yo )2 the distance from the starting position.

The state ζ1 is comprised of all points with xo < x ≤ 0 outside the circular annuli, i.e.



 1
, if (S − 1)∆r ≤ Γi (t) and xo < xi (t) ≤ 0
.
(5.57)
hζ1 [Γi (t)] =


 0
, otherwise

The state ζ2 is comprised of all points with x ≤ xo outside the circular annuli, i.e.



 1
, if (S − 1)∆r ≤ Γi (t) and xi (t) ≤ xo
.
(5.58)
hζ1 [Γi (t)] =


 0
, otherwise
The absorbing state ζ0 comprises the complement of the domain DC , i.e. ζ0 = {x ∈ DC :

x > 0} with DC ⊂ R2 . Figure (5.21) shows a schematic drawing of the intervals.
Figure (5.22) shows a schematic plot of the transitions which have been observed during the simulation. The black dots denote observed transitions from state ζk to ζk′ . It
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Figure 5.21
Half circular binning of entropic barrier.

Figure 5.22
Schematic plot of the transitions.
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was found that with the intervals ζk of eqns. (5.56), (5.57) and (5.58), there are up to 3rd
nearest neighbor transitions [see the inset of fig. (5.22)]. In the inset of fig (5.22), the transitions within one interval (i.e. which do not leave the state) are represented by black dots.
Transitions to the next nearest neighbors are marked in blue, transitions to the 2nd next
nearest neighbors are marked in green, and the transitions to the 3rd nearest neighbors are
marked in red.
The transition rates W (k → k ′ ) have been used to set up the absorbing Markov chain
matrix [eq. (3.63)] by using the transition probabilities defined in eq. (3.65). Since there
are up to 3rd nearest neighbor transitions, the resulting matrix is heptadiagonal (to compare, nearest neighbor transitions only result in tridiagonal transition matrices). The mean
first passage times were obtained using eq. (3.66).
Table 5.4
Mean first passage times, general mapping.
kB T
0.05
0.0625
0.075
0.0875
0.1

discrete process
30.3(±0.5)
24.2(±0.1)
20.8(±0.3)
17.3(±0.2)
15.1(±0.1)

Brownian motion
30.3(±0.4)
24.2(±0.3)
20.8(±0.3)
17.3(±0.2)
15.1(±0.2)

Table (5.4) shows the results for the mean first passage times for different temperatures
kB T = 0.1, 0.0875, 0.075, 0.0625 and 0.05. The results as obtained with the discrete projection confirm the theory. As in the previous examples, they are in excellent agreement
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(within the statistics) with values obtained by a direct measurement on the process. Note
that this illustration shows that a restriction to nearest neighbor transitions is not required
in order to obtain correct mean first passage times.

5.5 Folding Process of a Linear Polymer Chain
As a last example of Markovian dynamics of the original system, results for the mean
first passage time and the residence times for the folding process of a small linear polymer
chain with the ‘chemical’ structure (HP3 )6 H were obtained. H stands for the hydrophobic
and P for the polar monomers. This example has a dimensionality of 3 × N = 3 × 25
spatial coordinates (N is the number of monomers). The interaction between the single
monomers of the chain are modeled using 4 types of potentials.
The bond-stretching potential Ucm representing the interaction between nearest neighbors along the chain
Ucm (rij ) =

Ccm
(rij − 1)2 ,
2

(5.59)

with rij := |~ri −~rj |/σij being the distance between monomer i and j and σij their diameter.
The bond-angle bending potential is modeled using a harmonic potential centered around
π
Ub (θ) =

Cα
(θ − π)2 ,
2
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(5.60)

where θ = θi−1,i,i+1 is the smaller angle formed by the two nearest neighbor bonds at
the vertex ~ri . The hydrophobic interactions (acting only between two H-monomers) are
modeled using a Lennard-Jones pair-potential
UHH (rij ) = Ch

"

1
rij

12



1
−2
rij

6 #

.

(5.61)

The interactions between all other pairs of non-nearest chain members of mixed (HP) or
polar (PP) type are modeled using a shifted and truncated Lennard-Jones potential
  
 6 
12

1


+ 1 , if rij ≤ 1
− 2 r1ij

rij



UNH (rij ) =
.
(5.62)







0 , otherwise
The constants were chosen to be Ccm = 40000 7 , permitting the atoms of the chain

to have small vibrations along their nearest neighbor bond, Cα = 0.15, which creates a
rough structure on the energy landscape consisting of local minima of small depth (as an
example, the fully elongated chain is in a local minima generated by the bending constraints only), and Ch = 20. It is to be noted that the last constant results in a high
strength of attraction between hydrophobic (HH)-pairs; it forces a fast folding process and
leads furthermore to a high stability of native contacts. With this choice of parameters,
the native-like states consist of a core depicting an optimized arrangement of hydrophobic
monomers, whereas the polar monomers try to adjust in such a way as to minimize the
bending energy.
7

Note that even though the value for Ccm is very high and results in almost rigid HH and HP connections
along the chain, technically this is a soft condition and therefore does not restrict the degree of freedom (and
therefore the dimensionality of the problem).
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Figure 5.23
The residence times, polymer for ∆UHH /Ch ≈ 1.016.

Figure 5.24
Residence times, polymer for ∆UHH /Ch ≈ 2.032.
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Each trajectory was started at the fully elongated (linear) chain configuration [see the
inset of figure (5.23)] and terminated once the interaction energy over all hydrophobic
δD
pairs was smaller than the value of UHH
/Ch = −16.258, corresponding to being in close

proximity to the native state. The trajectories were integrated using the position Langevin
equation, eq. (5.1) with the white noise defined as
hΓ(t)i = 0
hΓ(t)Γ(t′ )i = 2

kB T
δ(t − t′ )δri rj .
η∗

(5.63)

(5.64)

The ri and rj denote the particle and the vector components (i, j = 1, . . . , 3N). To account
for the random movement, an ensemble of 5120 linear polymer chains (independent from
each other) were chosen. Eq. (5.1) has been numerically implemented using fixed time
steps of 3×10−6 , the same time steps have been used to measure the growing and shrinking
rates according to equation (3.49).
Starting to count at the absorbing boundary, the states ζk with k = 1, . . . , S were
defined as

hζk [Γi (t)] =




 1



 0

δD
δD
, if UHH
/Ch + (k − 1)∆ζ ≤ Γi (t) < UHH
/Ch + k∆ζ

.

, otherwise

The absorbing state ζ0 comprises the complement of the domain (i.e. ζ0 = {UHH ∈ DC :
δD
UHH < UHH
}).

Figure (5.23) shows a plot of the residence times hk for each state ζk . Those were
calculated from equations (4.25) and (4.26) using just the time-averaged growing and
shrinking rates. The polymer-chain can undergo the folding process by visiting different
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cluster-structures for different trajectories. Thus the same energies UHH can correspond
to a temporary trapping in a local minima (i.e. locally compact cluster-structures of the
H-monomers) as well as a movement over saddle-points (i.e. non-compact structures with
larger groups of H-monomers being in relative proximity to each other). Additionally, in
order to escape local traps, existing hydrophobic interactions have to be broken to allow
a reconfiguration of the chain leading to lower energies. Such a failed attempt of progressing directly towards the native state corresponds to a back-and-forth sampling of the
coordinate ζ. Nevertheless, the mean first passage times using this set of states are still
correct within limitations of the statistics (see Table (5.5)).
Table 5.5
Mean folding times of the polymer chain.
kB T
2.75
2.50
2.25
2.00
1.75

discrete
∆U/Ch ≈ 1.016
9.31(±0.03)
9.99(±0.03)
10.92(±0.03)
12.58(±0.04)
15.34(±0.05)

process
∆U/Ch ≈ 2.032
9.31(±0.03)
9.98(±0.03)
10.90(±0.03)
12.56(±0.04)
15.31(±0.05)

Brownian
motion
9.31(±0.02)
9.99(±0.02)
10.92(±0.02)
12.58(±0.02)
15.34(±0.04)

In a qualitative sense, the states ζ4 , . . . , ζ6 of figure (5.23) correspond to energies ranging roughly between −12 < UHH /Ch < −10. Most probably this range corresponds to the
formation of a single large cluster from two separate smaller hydrophobic clusters. The
fast assembly from the non-compact large single cluster to the locally unstable compact
form [due to the high attractive forces between the monomers (i.e. Ch )] is reflected in the
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low value of the residence times hk . The energies corresponding to those states are effectively sampled on-the-fly. The regions at lower energies of the hydrophobic contacts are
dominated by entropic effects, corresponding to a topological search during the formation
of small cluster structures (i.e. the formation of a three-monomer cluster from a two and a
one-monomer cluster or the formation of a four-HH-cluster from two 2HH-clusters, and so
forth ...). Due to the high interaction energy between hydrophobic monomers, the regions
at higher energies are dominated by a structural reordering (corresponding to the crossing of energy barriers), explaining the high residence times. The residence times of the
state ζ1 show the crossing into the absorbing state. In comparison, the total time spent in
this state would be largest (due to the high strength of attraction between the hydrophobic
monomers) if viewed over a finite time at an equilibrium or steady-state ensemble. This
state corresponds to the fully folded and stable compact configuration.8
Figure (5.24) shows a plot of the residence times hk of the states ζk for ∆ζ = ∆UHH /Ch ≈
2.032. As expected from the theory, the residence times of the joined states equals the
joined residence times of the original states.
8

Due to the above mentioned difficulties of the interpretation of the coordinate ζ as a dynamical coordinate for the polymer model, this interpretation is only valid in a loose sense. The residence times hk as
depicted in figure (5.23), or for that matter figure (5.24), are not suitable for a quantitative analysis.
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5.6 Absorption Process in Fluctuating Barrier (1-dim)
As an example of a dynamics with time-correlation of the pre-projected process, the
diffusion process over a fluctuating barrier [45, 166] was studied. The particles are subject
to a triangular potential U(x, t)



 (ǫ(t)/L)(L − x)
U(x, t) =


 ∞

, if 0 ≤ x ≤ L

.

(5.65)

, if x > L

With

ǫ(t) =

Emax + Emin Emax − Emin
+
χ(t) ,
2
2

(5.66)

and
χ(t) = ±1

(5.67)

is a symmetric dichotomous (or telegraphic) noise fulfilling the following 2 relations
hχ(t)i = 0

(5.68)

hχ(t)χ(t′ )i = exp(−2γ|t − t′ |) .

(5.69)

Emax and Emin were chosen to be Emax = −Emin = 8T . Figure (5.25) shows a schematic
sketch of the fluctuating barrier. The maximum of the potential fluctuates between Emin
and Emax as dichotomous noise. The dashed lines (– – –) indicate the dividing surfaces
between the intervals ζk which define the states.
The mean first passage time of the system starting at the position x = L and leaving
the domain D = [0, L] at x ≤ 0 was calculated using eq. (3.66) with the time-averaged
transition probabilities as defined in eq. (3.51). The continuous motion on the domain D
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Figure 5.25
Schematic sketch of fluctuating barrier.

Figure 5.26
Plot of the mean first passage times as a function of the fluctuation γ.
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was discretized using S = 10 transient states representing the intervals ζk (k = 1, . . . , 10)
with a mapping onto the discrete state-space as



 1
, if (k − 1)∆x < Γi (t) ≤ k∆x
hζk [Γi (t)] =


 0
, otherwise

for k = 1, . . . , 10 and ∆x/L = 0.1. The intervals ζk are equal sized partitions of the
domain D : 0 ≤ x < L. The absorbing state denoted by k = 0 comprises the complement
of the domain (i.e. ζ0 = {x ∈ DC } with DC ⊂ R).
For different rates of the fluctuation γ, the results of the mean first passage times as
obtained by first discretizing the system using the transition probabilities eq. (3.65) and
then eq. (3.66) for calculating the mean first passage time are shown together with the
analytical solution9.
Figure (5.26) shows the results of the mean first time hτ iT /L2 as a function of the
fluctuation γL2 /T . The solid line represents the analytical solution, and the points are
the values obtained from the discretized dynamics. The short dash represents the standard
deviation (not the error) obtained by sampling the transition probabilities in bundles of
8 × 640 (5120 overall). In order to make this visible the standard deviation is multiplied by
9

with

The analytical solution of the fluctuating barrier is given by [45]




 γL2 k
 γL2 k
E
E
E
E
T
+ A+ −
,
1 − ek +
1 − e−k −
−
−
hτ i 2 = A− −
L
Tk
E
T
Tk
E
T


2γL2 /T ±e±k − k ± E 2 /T 2
,
A± = −
2(Ek/T )(1 + 2γL2 T /E 2 )[(2γL2 /T ) cosh k + E 2 /T 2 ]

and
k=



2γL2
E2
+
T2
T

1/2

Note, that hτ iT /L2 and γL2 /T are both scale invariant [45].
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.

Figure 5.27
Residence times as a function of fluctuation.

a factor of two. As can be seen, the results of the mean first passage time as obtained with
eq. (3.66) show a very high accuracy when compared with the results of the theoretical
solution. This confirms the theory, even for this very non-equilibrium system. It is to be
noted that the fluctuating barrier does not fulfill the Markov property (i.e. see eq. (5.69)
and the discussion in section 5.1.3), and thus provides an example of a non-Markovian
system.
Figure (5.27) shows a plot of the residence times hk as a function of the fluctuation γ.
Note that the factor T /L2 makes the result scale invariant. The residence times hk were
obtained using eqn. (4.25) and (4.26), with the growing and shrinking rates according to
eqn. (3.49). As can be seen from the figure, at the same rates of fluctuation, states closer
to the absorbing boundary (located at ζ0 ) have, in general, a smaller residence time than
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states further away from it. The fluctuation γ acts equal on each part of the potential (i.e.
the force field experienced by the particles fluctuates between two constant values, so that
at any location in the domain the particle is either experiencing a force corresponding to
the constant Emin or Emax , where the former acts as a driving force toward and the latter as
a driving force away from the absorbing boundary). The force acting on the trajectories is
independent of the location of the particles, explaining the relation of the hk to each other.
States which are closer to the absorbing state experience the absorption effect more than
states further away. Trajectories once crossed into the absorbing state do not contribute any
longer to the sampling. Whereas, at states further away from the absorbing boundary, recrossing effects of the trajectory of the boundary between the states increases the sampling,
and therefore, the individual residence times of the states ζk . The asymptotic behavior of
the residence times at very low and very high frequencies resembles the asymptotic behavior of the mean first passage time. A clear minimum, however, only emerges for states ζ9
to ζ1 . No assertion can be done about the existence of a local minimum at state ζ10 (more
sampling at median points of γL2 /T and (maybe) higher accuracy of the results would be
necessary). The disparity of the emerging functional form of the residence times of the
different states originates from both the existence of the absorbing state and the existence
of the reflecting boundary at x = L. The former mainly influences the population at states
close to the absorbing boundary, whereas the latter mainly influences the residence of the
states close to the reflecting boundary. The mean first passage time follows the relation
hτ i =

P

hk [eq. (4.27)], thus verifying the theory (chapter 3 and 4).
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CHAPTER 6
SUMMARY AND DISCUSSION

In chapter 3, it was shown that for any classical or semi-classical non-equilibrium and
non-steady state system, a master equation with time dependent transition rates W (k →
k ′ ; t, t + dt) [dependent on the infinitesimal time interval (t, t + dt]] can be set up. This
master equation correctly describes the change of probability of the discrete set of states
representing partitions of the phase-space or of the state-space of the original continuous
or discrete system. This holds true for any dynamics (Markovian or non-Markovian, deterministic or stochastic, discrete or continuous). Furthermore, an expression for a time
(and ensemble) measurement of the transition rates was derived. This expression conserves the total change of probability on the same time scale as the time-measurement of
the transition rates W (k → k ′ ; to , te ). In general, for non-equilibrium and non-steady state
processes, this leads to loss of information on intermediate time steps but gives correctly
the macro-time scale behavior of the states ζk (which are the discrete partitions of the
phase/state space). The time- and ensemble-averaged transition rates were then used to set
up an absorbing Markov chain with time-independent transition probabilities. For systems
with a finite mean first passage time, this was shown to give the same mean first passage
time as the original dynamics of the system. It is to be noted that mean first passage
time problems are in general non-ergodic, so the verification that with time (and ensem120

ble) sampled transition probabilities the correct mean first passage time can be obtained
is non-trivial. Nevertheless, this was established in this dissertation. This formalism is
general and allows for a completely arbitrary choice of the states.
In chapter 4, it was shown that for any classical or semi-classical system, there exists at least one (if not many) discrete partitions ζk of the phase-space which fulfill the
requirement that the system within a single time step dt of the dynamics either stays in
state ζk or makes a transition to its neighboring states ζk±1. This allows a mapping of the
time-evolution of the system onto a discrete state master equation with nearest neighbor
coupling, which correctly describes the dynamics, regardless of whether the original system is Markovian or non-Markovian. From this, the formalism of time- (and ensemble-)
sampled transition rates was used to derive expressions for the mean first passage times,
both in a closed form and as a recurrence relation using the overall occupation time of the
individual states (i.e. the residence times).
To illustrate the theoretical concepts, some numerical studies of mean first passage
time problems underlying diffusion processes were presented in chapter 5. The results
include the mean first passage times (and residence times if applicable) of the escape over
a Kramers potential, a rough one dimensional potential, the escape from an entropic two
dimensional barrier, the folding of a toy model of a linear polymer chain, and the escape
over a fluctuating one dimensional barrier. The examples and partitions of the phase-space
were chosen particularly to illustrate the independence of the mean first passage on physically meaningful partitions, such as the existence or knowledge of favorable pathways,
minima and saddle points or of Markovian partitions. The results, when compared with a
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direct measurement and/or a semi-analytical solution (whenever applicable), confirms the
theory. Within the statistics of the measurement, the results of the mean first passage time
of the discrete projection resembles those of the original process. The results of the residence times for projections onto a chain model in the abstract state space also conforms
with the theory. However, their use in interpreting the dynamics of the process is restricted
to physically meaningful partitions of the original problem.
The results of the theory can be used to analyze numerical or experimental studies for
absorption processes. It is to be noted that experimental studies are characterized by timediscrete measurements and often (for complex systems) the absence of knowledge of an
energy landscape or of all the underlying mechanisms resulting in the observed behavior.
Since it was shown that there are no restrictions necessary on the discrete projection (other
than that any point of the trajectory of the system must be mapped onto a point in the
discrete state space, i.e. that the set of states covers the entire domain), any partition
will give the correct mean first passage time with an accuracy which is only limited by a
finite sampling size and/or the resolution of the time-discrete measurement. Provided only
jumps no further than to the nearest neighbors (along the abstract state space) are observed
and physically meaningful partitions are chosen, the residence times might provide further
insight into the dynamics of the system. States can be chosen in multiple ways, and the
results from the projections can be evaluated/weighted against each other. This might
make the results presented here a valuable tool for future studies of absorption processes.
Combining this work with Bayesian approaches might make it applicable to experimental settings where the observed information is distorted or incomplete. Examples
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include speech, call and pattern incomplete/distorted information or simple incomplete information [26, 36, 57, 65, 71, 118, 140], which are important in a wide field of applied and
biological sciences (such as the migration study of whales, studies predicting the polls, the
stock market, the extinction of biological species or weather phenomena). The derivation
of expressions based on time (and ensemble) sampling of general non ergodic processes is
new and as such can be expanded to further theoretical studies. For example, it would be
interesting to study the effects of the proposed procedure on the eigenvectors and eigenvalues of non-equilibrium systems approaching equilibrium or steady-state or to expand
the formalism to obtain diffusion coefficients at steady-state systems. Part of this work
(chapter 5) verifies the correctness of the fundamental assumptions underlying the Projective Dynamics method, and as such, the work might also be used to verify or soften some
of the implicit assumptions of related methods, such as forward flux sampling [3, 4, 5, 6],
forward flux sampling in time [1], stochastic process rare event sampling [17] or milestoning methods [52, 53, 149, 150, 158]. Of course, the results of chapter 3 can also be
used to extend the Projective Dynamics method to completely arbitrary mapping no longer
restricted to nearest neighbor coupling.
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Schüttler, eds., 2003, pp. 24–28.
[24] G. Brown, M. A. Novotny, and P. A. Rikvold, “Transition state in magnetization
reversal,” J. Appl. Phys., vol. 93, 2003, pp. 6817–6820.
125

[25] G. Brown, M. A. Novotny, and P. A. Rikvold, “Projective dynamics analysis of
magnetization reversal,” Physica B, vol. 343, 2004, pp. 195–199.
[26] J. C. Brown and Smaragdis, “Hidden Markov and Gaussian mixture models for
automatic call classification,” Journal of the Acoustical Society of America, vol.
125, 2009, pp. EL221–EL224.
[27] H. S. Chan and K. A. Dill, “Protein folding in the landscape perspective: Chevron
Plots and non-Arrhenius kinetics,” Proteins: Struc., Funct. Genet., vol. 30, 1998,
pp. 2–33.
[28] S. Chandrasekhar, “Stochastic problems in physics and astronomy,” Rev. Mod.
Phys., vol. 15, 1943, pp. 1–89.
[29] J. D. Chodera, N. Singhal, V. S. Pande, K. A. Dill, and W. C. Swope, “Automatic
discovery of metastable states for the construction of Markov models of macromolecular conformational dynamics,” J. Chem. Phys., vol. 126, 2007, p. 155101.
[30] J. D. Chodera, W. C. Swope, J. W. Pitera, and K. A. Dill, “Long-time protein folding
dynamics from short-time molecular dynamics simulations,” Multiscale Modeling
and Simulation, vol. 5, 2006, pp. 1214–1226.
[31] B. W. Church, A. Ulitsky, and D. Shalloway, “Macrostate dissection of thermodynamic Monte Carlo integrals,” Adv. Chem. Phys., vol. 105, 1999, pp. 273–310.
[32] G. A. Churchill, “Stochastic models for heterogeneous DNA sequences,” Bull.
Math. Biol., vol. 51, 1989, pp. 79–94.
[33] M. Cieplak, M. Henkel, J. Karbowski, and J. R. Banavar, “Master equation approach to protein folding and kinetic traps,” Phys. Rev. Lett., vol. 80, 1998, pp.
3654–3657.
[34] R. Colombi and S. Giodano, “Testing lumpability for marginal discrete hidden
Markov models,” AStA Adv. Stat. Analysis, vol. 235, 2011, pp. 293–311.
[35] S. Condamin, O. Bénichou, V. Tejedor, R. Voituriez, and J. Klafter, “First-passage
times in complex scale-invariant media,” Nature, vol. 450, 2007, pp. 77–80.
[36] F. S. de Menezes, D. Geiger, R. M. A. e Silva, G. Distler, and A. Hu, “Forwardbackward study of the stereo vision problem,” Computer Physics Communications,
vol. 180, 2009, pp. 664–668.
[37] C. Dellago, “Transition path sampling and the calculation of rate constants,” J.
Chem. Phys., vol. 108, 1998, pp. 1964–1977.
[38] C. Dellago, “Transition path sampling and the calculation of free energies,”
Springer Series in Chemical Physics, vol. 86, 2007, pp. 249–276.
126

[39] C. Dellago and P. G. Bolhuis, “Transition path sampling and other advanced simulation techniques for rare events,” Adv. Polym. Sci., vol. 221, 2009, pp. 167–233.
[40] C. Dellago, P. G. Bolhuis, and D. Chandler, “Efficient transition path sampling:
application to Lennard-Jones cluster rearrangements,” J. Chem. Phys., vol. 108,
1998, pp. 9236–9246.
[41] S. Derisavi, H. Hermanns, and W. H. Sanders, “Optimal state-space lumping in
Markov chains,” Information Processing Letters, vol. 87, 2003, pp. 309–315.
[42] G. Diezemann and K. Nelson, “Nonexponential primary relaxation in supercooled
salol,” J. Phys. Chem. B, vol. 103, 1999, pp. 4089–4096.
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APPENDIX
PROBABILITY MEASURE ON PHASE SPACE TRAJECTORIES USING
INDICATOR FUNCTIONS
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In this appendix, it will be shown that with a measure on the trajectory using indicator
functions, joint and conditional probabilities can be defined which fulfill all the relations
required to be valid probability measures.
For this purpose, let ζk be a set of non-overlapping states covering the entire phase(continuous systems) or state-space (discrete systems) and let hζk [Γi (t)] be the indicator
function defined in eqns. (3.1) and (3.2). Then, the expression (2.1) can be expressed by
the use of the indicator functions hζk [Γi (t)] as
Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) = hhζn1 [Γi (t1 )]hζn2 [Γi (t2 )] . . . hζnr [Γi (tr )]i i .

(A.1)

The angular brackets h. . .ii denote the ensemble average over the M realizations of the
trajectories of the stochastic process Γ(t) = {Γi (t)}i , and hζk [Γi (t)] = 1 if the trajectory
Γi (t) at time t is in the interval ζk and 0 otherwise.
Since hζk [Γi (t)] is either 1 or 0, this gives for the product of
Hence max


[Γ
(t
)]
= 1 and
h
i
k
ζ
nk
nk

Q

Q

nk

hζnk [Γi (tk )] = 1 or 0.


max hhζn1 [Γi (t1 )]hζn2 [Γi (t2 )] . . . hζnr [Γi (tr )]i i = 1 .

(A.2)


min hhζn1 [Γi (t1 )]hζn2 [Γi (t2 )] . . . hζnr [Γi (tr )]i i = 0 .

(A.3)

Analogously

Hence 0 ≤ Pr (n1 , t1 ; n2 , t2 ; . . . ; nr , tr ) ≤ 1, which is the first of the relations which have
to be fulfilled.
For classical and semiclassical systems which can be described by either stochastic
or deterministic trajectories Γ(t), it is clear that a single realization Γi (t) of the pro138

cess (i.e. a single trajectory) can only take one distinct value at any time t. Therefore
hζnj [Γi (t)]hζn∗ [Γi (t)] = δnj ,nj∗ hζnj [Γi (t)] = hζnj∗ [Γi (t)]δnj∗ ,nj and
j

Pr (n1 , t; n2 , t; n3 , t3 ; . . . ; nr , tr ) = hhζn1 [Γi (t)]hζn2 [Γi (t)] . . . hζnr [Γi (tr )]i
= hδn1 ,n2 hζn1 [Γi (t)]hζn3 [Γi (t3 )] . . . hζnr [Γi (tr )]i
= δn1 ,n2 hhζn1 [Γi (t)]hζn3 [Γi (t3 )] . . .
. . . hζnr [Γi (tr )]i .

(A.4)

In the last step of eq. (A.4), it was used that h. . .i acts as ensemble average over the
trajectories Γi (t) and not of the states ζnj . From this, it follows that
Pr (n1 , t; n2 , t; n3 , t3 ; . . . ; nr , tr ) = Pr−1 (n1 , t; n3 , t3 ; . . . ; nr , tr )δn1 ,n2 .

(A.5)

Eq. (A.5) is eq. (2.2).
Summing eq. (A.1) over all ζnj , . . . , ζnr , i.e.
XX

...

nj nj+1

X

Pr (n1 , t1 ; . . . ; nr , tr ) =

nr

XX

...

ζnj ζnj+1

X
hhζn1 [Γi (t1 )]hζn2 [Γi (t2 )] . . .
ζnr

. . . hζnr [Γi (tr )]i
= h

XX

ζnj ζnj+1

...

X

hζn1 [Γi (t1 )]hζn2 [Γi (t2 )] . . .

ζnr

. . . hζnr [Γi (tr )]i ,

(A.6)

another important property of the joint probabilities can be verified. Using that
P

ζnk

hζk [Γi (t)] = 1, one can see that the members of the hierarchy {Pr }r are related to

each other as
XX
nj nj+1

...

X

Pr (n1 , t1 ; . . . ; nr , tr ) = Pj−1 (n1 , t1 ; . . . ; nj−1, tj−1 ) ,

nr
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(A.7)

with
X

P1 (n1 , t1 ) = 1 .

(A.8)

n1

Eqns. (A.7) and (A.8) are the hierarchy relations, eqns. (2.4) and (2.5). This establishes
the last relation of the joint probabilities. Since the conditional probabilities are introduced
by using joint probabilities (see chapter 2 section 1), the conditional probabilities originating from the use of indicator functions fulfill all the necessary requirements to be valid
probability descriptions of the dynamics of the systems.
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