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Abstract
In this thesis we study two processes: the Higgs boson production when the Higgs transverse
momentum larger than the top-quark masspH ,T mt and the Z boson production at high transverse
momentum. The key point of our study is the evaluation of master integrals. Both processes share
a similar signature at the high transverse momentum: a hierarchy of scales. This signature is
exploited to construct asymptotic expansions of master integrals which allows us to simplify their
evaluation. Master integrals are then evaluated using dierential equations. The analytical results
are expressed in terms of Goncharov polylogarithms. In the case of the Higgs boson production,
the evaluation of relevant master integrals allows us to compute two-loop amplitudes for partonic
processes дд→ Hд, qq̄ → Hд and qд→ Hд. These two-loop amplitudes are the long-missing part
of next-to-leading order QCD corrections to the Higgs+jet production at high-pH ,T . The evaluation
of next-to-leading order QCD corrections increases the exiting leading-order results by almost a
factor of two. This result removes one of the largest theoretical uncertainties in the description of
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Overview
We present the results of two projects: the Higgs boson production and the Z boson production at
high transverse momentum. The rst project is often referred to as H + j production, while the
second is referred to as Z + j production.
For H + j project consists of two parts. One part is devoted to calculations of two-loop amplitudes
for processes дд → Hд, qq̄ → Hд and qд → Hq that are relevant for next-to-leading order QCD
corrections to H + j production at high Higgs transverse momenta pH ,T . They were originally
calculated in Ref. [1]. Another part is devoted to the evaluation of next-to-leading order QCD
corrections to H + j production at high-pH ,T [2].
The second project is devoted to calculations of all master integrals that are relevant to two-loop
mixed QCD&EW corrections to the production of Z bosons accompanied by a high transverse
momentum jet. This project is a matter of ongoing research. We refer to this process as Z + j
production.
In Chapter 1 we discuss how dierential observables can be used in searches of physics beyond
Standard Model (BSM). In particular, we motivate studies of two cases: H + j production at high
transverse momenta and Z + j production at high transverse momenta.
We discuss the perturbative structure of H + j production in Chapter 2. In particular, we present
the main ingredients which are used to derive the two-loop scattering amplitudes: form factors. We
discuss how to renormalize UV and IR divergences appearing in these form factors. We show how
to derive helicity amplitudes for H + j case.
Chapter 3 is devoted to a general discussion of Feynman integrals. We discuss some of their basic
properties including a singular structure of Feynman integrals and how to regularize it.
In Chapter 4, the dierential equation method is reviewed. The idea of high energy asymptotic
expansions is reviewed. It is shown how these expansions can be used to solve dierential equations.
We analyze dierential equations of both cases of interest. On several examples, we show how
boundary constants relevant to H + j and Z + j are calculated.
In Chapter 5, we discuss how to perform analytic continuation of two-loop amplitudes to the
relevant kinematic regions. We then show leading order (LO) results for H + j production expanded
in the mass of the Higgs boson and the top quark. These results are compared with existing LO
results. In the end, the next-to-leading order predictions for H + j production at high transverse
momenta are presented.
The notation and Feynman rules which were used in calculations of H + j production are listed
in Appendix A.1. Some analytical techniques and formulas are given in Appendix B. We present
all integral families, top-sectors and some Feynman diagrams of master integrals relevant to both
cases of interest in Appendix C. In Appendix D, selected solutions of master integrals for the cases
of H + j and Z + j are shown. Finally, Appendix E contains helicity amplitudes for the H + j case.
We used LATEX to write this thesis. All Feynman diagrams were drawn with the help of JaxoDraw





High-energy particles collisions at the Large Hadron Collider (LHC) are one of the main tools to test
dierent theories of fundamental physics. At present, the Standard Model (SM) is the most adequate
theory giving accurate predictions for the outcome of these collisions. All the predicted particles of
the SM have been discovered. However, there are several experimental phenomena which cannot
be described within the SM. Prominent examples are neutrino oscillations, the hierarchy problem,
dark energy, baryon asymmetry. Moreover, gravity, one of the four fundamental forces of Nature, is
not incorporated in the SM. It is then possible to conclude that there must be physics beyond the
Standard Model (BSM) to account for the aforementioned phenomena.
The hope was that already during the rst Run of the LHC, BSM physics would be observed. This
hope was fuelled by promising theories, in particular various supersymmetric extensions of the
SM which could solve, for instance, the hierarchy problem. These theories were able to predict the
existence of new particles at scales reachable at the LHC. However, aside from the discovery of the
Higgs boson [6], which is the major achievement of particle physics in the past two decades, no new
particles were observed. This taught us a good lesson: new physics will probably not be discovered
straightforwardly, rather it will be hidden somewhere among the SM background processes.
Therefore, to nd any inconsistencies in current description of collision processes, one needs to
increase the precision of both experiments and theoretical calculations. At the experimental end,





s. Improving both factors increases the number of events per year the LHC
can deliver, consequently, reducing the statistical error of measured observables at higher rates.
Increasing the precision of experimental measurements will challenge the theory. Indeed, for some
observables, the experimental precision is already of O(1%). A prominent example is the Z boson pT
spectrum [7, 8] which we address in this thesis. This means that to match the experimental precision,
very accurate theoretical predictions will be required reaching next-to-next-to-next-to-leading order
(N
3
LO) accuracy for some inclusive observables.
Reaching such high accuracy is a tremendous work which requires the combined eorts of
many physicists. Indeed, dierent studies must be carried out simultaneously at a sucient level
of precision. Such as xed-order calculations, various resummations, construction of optimal
subtraction schemes that take care of infrared divergences of gauge theories, etc. Moreover, it
becomes more and more pressing issue that Parton Distribution Functions (PDFs) are the main source
of theoretical uncertainties for many observables [9]. While many ongoing projects are pursuing
N
3
LO accuracy for dierent processes, we might in the mean time study LHC data with means that
1
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we have at our disposal from a dierent perspective, both theoretically and experimentally. To this
end, one way to proceed is to study dierential observables which are sensitive to the dynamics
of production processes. Below, we are going to motivate this statement on a rather rudimentary,
qualitative basis. However, it does demonstrate the philosophy which inspired us to write the thesis.
Consider the leading-order eect of new physics on an SM observable which comes from higher
dimensional eective operators [10]
1
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where Λ is the scale of new physics and µ is a typical scale of the SM observable O SM. Considering
the inclusive Higgs production cross-sections or the Higgs decay rates, we take µ to be the Higgs
vacuum expectation value v . Then, an eect of new physics for this kind of Higgs observable at
a scale Λ = 2 TeV is of O(1%) [11]. On other hand, consider a dynamical observable with large
momentum transfer Q , as the Higgs pT distribution with the scale µ ∼ Q . It is straightforward to
see that for the same Λ as before, we now get an eect of O(20%) at Q ∼ 1 TeV [12, 13]. What this
example shows is that studying dynamical observables at a higher energy scale may be benecial
since they are often more sensitive to the eects of BSM physics. They oer higher kinematic reach
to probe the larger scale Λ of BSM physics. We note that this discussion applies only to a certain
type of models [11]. Moreover, we revisit this discussion in a more detailed manner later in the
text. Finally, this idea is not new and was considered before in many publications (cf. [12–14] and
references therein). These studies might be complicated experimentally due to low statistics, and,
for instance, lower signal to background ratio [14, 15] at higher transverse momenta. In the light of
the ongoing High Luminosity (HL) upgrade at the LHC, this and many other experimental issues
will become less severe [16]. Additionally, if the Future Circular Collider (FCC) is approved, the
low-statistics issue will be pushed to even higher energy scales [17].
What kind of observables may exhibit substantial BSM eects?
1.1. Phenomenology of the Higgs production at the LHC
The discovery of the Higgs boson opens up a new chapter in searches for physics beyond the SM
(BSM). Indeed, the Higgs boson is the least studied and the most peculiar particle of the SM. It
is then likely that it couples to unobserved particles that appear in many extensions of the SM.
Such interactions will aect the production of the Higgs boson and its decay rates. Up to now such
deviations have not been observed which implies that the energy scale of New Physics is higher
than what has been expected previously. If so, eects of BSM particles on Higgs boson production
and decays processes may be smaller than radiative corrections in the SM. Hence, on the one hand,
we have to bring the predictions within SM to high precision in order to have a chance to observe a
particular BSM signal, and on the other hand, we need to develop an intuition as to where to look
for it.
To this end, it is natural to explore four main production channels of the Higgs bosons at the
LHC: the gluon fusion process дд → H , the vector boson fusion qq̄ → qq̄H , the Higgs-strahlung
process qq̄ → HV and the associated production process дд → tt̄H . These channels allow us to
1
Here, we follow M. L. Mangano’s discussion from the workshop “Higgs couplings 2016”.
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(b) Gluon fusion process.
Figure 1.1.: Gluon fusion is mostly facilitated by the top quark, since it has the strongest coupling
to the Higgs boson.
access dierent Higgs couplings, so that we can probe a variety of BSM scenarios. In this thesis, we
will focus on the gluon fusion process дд→ H + X .
There are at least two reasons to consider the gluon fusion channel. First, we can use this channel
to indirectly probe the top-Yukawa coupling. Second, Higgs production in the gluon fusion process
is the largest contribution to the Higgs boson cross-section, as can be seen from Tab. 1.1. Hence,
given the importance of this process, it is essential to have good theoretical understanding of the
дд→ H production, if we are to probe extensions of the SM through this channel at the LHC.
Interactions of Higgs bosons with gluons are facilitated by quark loops, cf. Fig. 1.1b. From the







where qi denotes the eld andmi denotes the mass of a quark of a avor i , i = {u,d, s, c,b, t}, h is
the Higgs boson eld and v is the vacuum expectation value.
Sincemt mb mc , . . . the top quark couples strongly to Higgs bosons and provides the largest
contribution to the gluon fusion cross-section.
2
Hence, the top-Yukawa coupling plays an essential
role in the production of the Higgs boson. At present, it is known experimentally with the precision
of about 20− 30% from the tt̄H production channel [18]. Hence, it is still possible to have additional,
point-like contributions to Hдд interaction vertex that compensate deviations caused by changes in
the Yukawa coupling. We can describe such contributions by modifying the top-Yukawa coupling
2
The next relevant contribution comes from the bottom quark, but the top mass and the bottom mass is separated by
two orders of magnitude cf. Fig. 1.1a
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Figure 1.2.: Cross section for boosted Higgs boson in the MSSM, normalized to the SM value, as a
function of the transverse momentum cut pminT . Dierent lines correspond to dierent
stop masses and the stop trilinear terms that are given in Ref. [12].











We note that the rst term on the r.h.s. in Eq. (1.3) is the point-like contribution to the Higgs-gluon
coupling and the second term is the modied top Yukawa coupling. Quantities κt , κд represent
anomalous couplings.
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Table 1.1.: The SM Higgs boson production cross sections for various channels withmH = 125 GeV
in pp collisions at the center of mass energy
√
s = 14 TeV, [19].
1.1.1. Production of the Higgs boson in the gluon fusion
We will leave aside a discussion about possible extensions of the SM that lead to modications of
the SM Lagrangian as in Eq. (1.3). Many of them are based on the idea that the Higgs boson is a
pseudo-Goldstone boson [20]. Two prominent examples are the Little Higgs model [21] and the
composite Higgs model [22]. What is relevant to us is that these models generically contain new
heavy particles that couple to the Higgs boson. These particles are usually referred to as top-partners:
3
Taking κt = 1,κд = 0 leads to the SM Lagrangian Eq. (1.2).
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they are fermions with same quantum numbers as the top quark but with larger masses [12, 13].
Upon integrating them out, one obtains the Lagrangian shown in Eq. (1.3). The modied Higgs
Lagrangian Eq. (1.3) changes the Higgs production cross-section. It is straightforward to derive
the дд → H production cross-section under the assumption mH  2mt which is an excellent









where αs is the strong coupling constant and v is the Higgs eld vacuum expectation value. It
follows that by measuring the gluon fusion cross section we can only constrain the sum of the two
anomalous couplings Eq. (1.3) and not both of them separately.
A possible way to access κд and κt separately is to “resolve” the ддH vertex. This can be achieved
by studying the production of Higgs bosons with high transverse momenta |pT |  2mt . In this case













Eq. (1.5) suggests that measurements of the Higgs boson production with high pT may allow one to
determinate the anomalous coupling κд , 0. This general consideration is supported by the analysis
within a specic model of Refs. [12, 23]. As can be seen from Fig. 1.2, eects of heavy BSM particle
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Figure 1.3.: The distribution of the jet mass (mSD). In each bin, experimental data is collected at high
pT -region. The lower panel shows the signal strength. The strength of the Higgs signal
is 1.5σ [24].
5
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1.1.2. The experimental status of the the Higgs plus jet production at highpT region
Up to now, we have discussed the production of the Higgs boson from a pure theoretical point of
view. We pointed out that it is important to study the Higgs transverse momentum distribution at
high pT . Yet, as it turns out, it is very dicult to do in practice. The most signicant issue is that
the cross section of Higgs boson production at high pT is small. Indeed, it is easy to estimate that
O(10000) Higgs bosons have been produced in pT > 400 GeV region at the LHC so far. Despite the
low statistics, it was possible provide evidence of the high-pT Higgs production [24]. The main
result of Ref. [24] is presented below.
To observe the Higgs decaying into b ¯b-pair in the gluon fusion, one needs to distinguish between
a large multijet QCD backgrounds and b-jets that are produced in the Higgs decays. Considering
very boosted Higgs bosons is a way to do so. Indeed, very boosted Higgs boson pT  450 GeV
decaying into b ¯b-pair has a small decaying radius which can be used as a discriminating feature. To
this end, H → b ¯b is considered to be a single jet and tagged using b-jet tagging techniques [24]. For
the rst time, the single-jet topology was used to observe Z → b ¯b decays Fig. 1.3. In the case of the
boosted Higgs bosons production, the measured cross-section times the branching ratio H → b ¯b is
74 ± 48(stat)+17
−10
(syst) is in agreement with the SM predictions given huge uncertainties of the
measurement [24].
1.1.3. Theoretical status of the Higgs plus jet production at high transverse momenta
The production of Higgs bosons at high transverse momenta is an interesting observable. The
study of this observable is challenging both experimentally and theoretically. Indeed, until recently,
the leading order (LO) calculations in the strong coupling constant [1, 2, 24, 25] were the most
accurate predictions to include top quark mass eects exactly for the high-pT region [26, 27]. These
calculations were done thirty years ago. The NLO analytic calculations which include the full top
mass dependence is still a matter of ongoing research [28].
It is useful to separate the physical scales of the problem under consideration in order to
understand the dynamics of the Higgs bosons production better. Let us consider the case of
inclusive Higgs boson production pp → H + X . It appears that a natural scale to separate dierent
production regimes of Higgs bosons is the top massmt . Indeed, taking the center of mass energy√
s to be much smaller thanmt allows us to calculate higher order QCD corrections to pp → H +X .
In such a regime, as it was discussed previously, a top quark loop which facilitates the production
of Higgs bosons is contracted to a point-like interaction ggH. In other words, the top quark is
integrated out from the SM. Such theory without the top quark is referred as Higgs Eective Field
Theory (HEFT). Within HEFT, it was possible to achieve quite remarkable results: the inclusive
cross section for Higgs bosons production was rst calculated to next-to-leading (NLO) order in
αs in Ref. [29], then to next-to-next-to leading order (N
2
LO) in Ref. [30, 31] and nally to ultimate
next-to-next-to-next leading order (N
3
LO) in Ref. [32, 33]. Additionally, the H + j production cross
section was calculated to N
2
LO [34–36].
Top mass eects were estimated for the inclusive Higgs boson production at NLO QCD by





t ), i.e. going beyond the heavy-top mass approximation, they observed that relative
eect of the top mass on the total cross-section at NLO does not exceed 1%. For quite some time,
there was no quantitative study that the same order eect is taking place at higher perturbative
6
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t ), but at
NNLO QCD were performed in Refs. [38–42]. These studies showed that the eect of the top mass
on the inclusive cross-section remains at the level of 1%. In the same manner, the H + j production
cross-section was studied in Ref. [43]. It was shown that the eect of the top mass on the dierential
K-factor was 2 − 3% for pT . 150 GeV.
Since we are interested in estimating mt eects in high transverse momentum distribution of the
Higgs boson, using HEFT will not be possible. Indeed, in the kinematic region pT > 2mt , the top
quark loop can no longer be considered point-like as discussed previously. Despite this observation,
people estimated these eects in case of H + j production for large-pT in a similar manner to the
aforementioned works in Ref. [44]. LO results and NLO real emission corrections to the H + j
production were known exactly including exact top mass dependence, while the virtual two-loop
correction was calculated by expanding corresponding Feynman amplitudes up to the fourth order
in 1/m2t . Such an approximation is justied as long as the virtual two-loop corrections are much
smaller than the ones coming from real radiation and pT ≤ 300 GeV [44]. Given the fact that we
are interested in even higher transverse momentum of Higgs bosons and that such calculations are
performed with an arguable assumption, quantitative analysis of theoretical uncertainties of H + j
production for large-pT is required. To this end, it is mandatory to explicitly calculate the virtual
two-loop corrections.
In the main part of this thesis we discuss a solution to this problem based on themt/pT expansion.
In particular, we explain how the two-loop virtual amplitudes for H + j production were computed
using the small mass expansion. We note that a similar expansion, but in the bottom quark mass,
was used in Refs. [45, 46]. It is also worth mentioning that similar high energy expansions were
applied to double-Higgs production in the high energy limit in Refs. [47–49].
1.2. Missing transverse energy at the LHC
Missing transverse energy (MET) signature refers to a phenomenon when an object is produced at
a hadron collider but there appears to be nothing that it recoils against. In the SM this happens,
for instance, when Z orW bosons are produced and decay into νν̄ or lν and neutrinos leave the
detectors unobserved. Interestingly, a presumptive production of Dark Matter (DM) particles at
the LHC leads to similar signature. Indeed, assuming that non-gravitational interactions of DM
particles with SM particles do exist, there are quite a few scenarios how it can occur [50]. One
way to observe DM at the LHC detector is to look for an associate production of SM particles
X = {Z ,W ,γ ,д,q,Higgs} with missing energy. Since, SM and DM observables may have similar
missing energy signatures, there will be a discrepancy in the number of missing energy events.
To observe it, the precise predictions of SM backgrounds for experimentally controlled regions is
needed.
The leading SM background at the LHC is generated by pp → Z (→ νν̄ ) + j process. Other
processes such asW (→ lν ) + j and Z/γ (→ l¯l) + j also play a role . By carefully measuring V + j
production processes in control regions, one can put constrains on pp → Z (→ νν̄ )+ j at higher MET
values. To do so, one requires to preform an extrapolation of observed data form control regions to
a signal region Z → νν̄ . Such an extrapolation is highly nontrivial and relies on a theoretical input.
In Ref. [9] all up-to-date predictions for aforementioned production processes were combined. In
particular, they used NNLO QCD and NLO EW corrections for all V + j production processes.
7
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650 1.45 ± 7% 1.06 ± 2% 0.85± < 1% 1
1000 1.5 ± 8% 1.07 ± 2% 0.8 ± 1% 3
2000 1.6 ± 10% 1.08 ± 4% 0.75 ± 2% >5
Table 1.2.: A breakdown of radiative corrections and uncertainties forpp → Z/γ (→ l¯l)+j production
channel from Ref. [2]. K-factors of QCD, EW radiative corrections and PDFs uncertainties
for dierent values of Z boson transverse momentum. K
QCD
NLO
is a ratio between NLO
and LO predictions, while K
QCD
NNLO
is a ratio between NNLO and NLO predictions. Finally,
K EW
nNLO
is ratio between LO and NLO+NLL EW corrections.
An important point of these calculations is inclusion of EW NNLO Sudakov logarithms [51–54].
These logarithms were rstly studied in Ref. [55] for Abelian and in Ref. [56] for Non-Abelian
eld theories. They stem from the infrared structure of an underline theory under consideration.
They appear when invariant energy and all transverse momenta become larger than the mass scale
which is running inside a loop. In the case of the EW theory, considering energy scales far larger
than the mass of the Z (W) boson, corrections due to Sudakov logarithms are proportional to a
power of д2/(16π 2) log2(s/m2
Z (W )
) [51]. These logarithms must be under the theoretical control, if
we want to reach a percent precision, since their eect become of the same magnitude of NNLO
QCD corrections at high energy limit pT ∼ 1 TeV for V + j productions [2].
However, not all relevant calculations for V + j processes are available. In particular, mixed
QCD&EW correction to the Z + j process is still absent. It lead to relative theoretical uncertainty
for full mixed corrections that varies between 10% and 20% while their relative contribution (wrt.
σNLO QCD) range from 8 − 15% depending on pT ,Z and a decay channel [9].
Part of this thesis is devoted to the rst step towards the calculation of QCD&EW corrections
of Z + j process. Namely, we compute all Feynman integrals relevant to this process in themZ/pT
expansion.
We note here, that both cases of interest, i.e. H + j and Z + j have a similar hierarchy of scales.
Namely, in the case of H + j, we have mH < mT  pT ,H while in the case of Z + j, we have
mZ ,mW  pT ,Z . As we will explain later, there exist small parameters in scattering processes which




Production of Higgs boson with
non-vanishing transverse momentum
In this chapter, we consider the Higgs+jet production. Our goal is to introduce two-loop form factors.
To this end, we consider a dierential cross section for the production of Higgs bosons and study
its pertubative structure. In particular, we overview the next-to-leading order QCD contributions.
Its consists of elastic and inelastic processes. Computing two-loop scattering amplitudes for the
former processes is of main interest. We derive projector operators that are needed to extract
unrenormalized two-loop form factors. Next, it is shown how regularize these form factors. Finally,
we introduce helicity amplitudes.
2.1. The physical cross-section of theH + j production
We will start this section by writing a dierential cross section for the production of Higgs bosons





















where σij→H+j denotes a partonic cross-section for the process ij → H + X . Indices {i, j} denote
colliding partons, i.e. quarks and antiquars of avors {u, d, s, c, b} and a gluonд. Functions fi(x , µ
2
F )
and fj(x , µ
2
F ) are parton distribution functions (PDFs), xi is a fraction of a proton momentum Pi
carried by a parton “i” into a hard process and µ2F is a factorization scale.
The partonic cross-sections σij→H+j is a function of Mandelstam variables {ŝ, t̂ , û}, where we
use hats to indicate that these variables are related to partonic processes. They can be dened as
ŝ = (pi + pj)
2, t̂ = (pi − pH )
2, û = (pj − pH )
2. (2.2)









(1 + cosθ ),
(2.3)
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where θ is the angle between the collision axis and the Higgs boson momentum in the partonic
center-of-mass frame, andmH is the mass of the Higgs boson.
We note that the following partonic processes contribute toH+ j production cross-section Eq. (2.1)
qq̄ → Hд, q̄q → Hд,
qд→ Hq, дq → Hq,
дq̄ → Hq̄, q̄д→ Hq̄,
дд→ Hд.
(2.4)







∑Mij 2Θ (√ŝ − (pT +√p2T +m2H )) , (2.5)
where Θ is the Heaviside function, pT is the Higgs transverse momentum, Mij is a scattering
amplitude for a particle partonic process and Nij is the colour-average factors. They read Nqq̄ =
Nq̄q = N
2
c , Nqд = Nдq = Nq̄д = Nдq̄ = Nc(N
2




. The sum goes over









The prefactor 1/4 is the average factor for the initial-state polarizations.
Taking into account that the scattering angle can be expressed as
cosθ =
√























where we took into account the fact that t̂ − û can take negative values.
2.2. Perturbative QCD for the H+j production






ij + . . . , (2.9)
where σ LOij is the leading order (LO) and σ
NLO
ij is the next-to-leading order contribution (NLO),
respectively.
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Figure 2.1.: Examples of Feynman diagrams at LO.
2.2.1. TheH + j production at leading order αs
The production of the Higgs boson in association with a jet at leading order is a one-loop process.
The production is facilitated by three partonic processes дд → Hд, qд → Hq and qq̄ → Hд.
Some Feynman diagrams are shown in Fig. 2.1. The production cross section at LO was originally
computed in Ref. [26] and later in Ref. [27]. Since, the Higgs boson and the top quark were not yet
discovered, these papers focused on the dependence of the production cross section on the Higgs
and the top mass. It was noticed there that one can simplify the analytic expressions either in the
mt →∞ or themt → 0 limit.
2.2.2. TheH + j production at the next-to-leading order αs
There are two contributions to the partonic cross sections for H + j at the NLO QCD





where σ realij is the real emission and σ
virtual
ij the virtual NLO corrections, respectively.
Figure 2.2.: Examples of Feynman diagrams for the real emission corrections.
Real emission corrections are described by one-loop inelastic processesдд→ Hд+д, qд→ Hq+д,
and etc. Examples of Feynman diagrams that contribute to dσ realij are shown in Fig. 2.2. Computation
of these processes requires evaluations of three-, four- and ve-point one-loop Feynman integrals.
The real emission corrections were computed in Ref. [58] and recomputed later in Ref. [44].
Elastic partonic processes qq̄ → Hд, дд→ Hд, etc. receive the virtual corrections. Some examples
of their Feynman diagrams are shown in Fig. 2.3 and Fig. 2.4. The analytical computations of these
processes with full top mass dependence are not available. In Ref. [25], form factors for virtual
processes were computed numerically using computer program pySecDec [59] that allowed to
compute the Higgs pT -distribution.
To evaluate NLO corrections to the Higgs production at high transverse momenta analytically,
virtual corrections need to be computed. They can be calculated in amt/pT expansion. Below, we
explain how this can be done .
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Figure 2.3.: Examples of two-loop Feynman diagrams for дд→ Hд
Figure 2.4.: Examples of two-loop Feynman diagrams for qq → Hд
2.3. Form factors
In this section, we show how one can express scattering amplitudes Mij as the Lorentz-scalar
functions of Mandelstam variables that are known as form factors. For the process pp → H + jet
this has already been done in Ref. [60]. However, we will follow closely a slightly dierent approach
described in Refs. [45, 46].
Only two partonic amplitudes from Equation 2.4 need to be computed; the remaining ones can
be obtained by crossings. We have chosen to consider the following processes
H (p4) → д1(p1) + д2(p2) + д3(p3), (2.11)
H (p4) → q(p1) + q̄(p2) + д(p3), (2.12)
to compute the two independent amplitudes. Later we analytically continue them to the required
kinematic region. We will discuss such continuation in the Section where we introduce helicity
amplitudes.
2.3.1. H → ддд
















where f a1a2a3 are structure constants of the su(3) color algebra, ϵ1,2,3 are polarization vectors of
gluons with momenta p1,2,3, respectively, and µ,ν , ρ are Lorentz indices.






) is Lorentz invariant, the rank-3 tensor Aµνρ(p1,p2,p3,mt )
must contain only Lorentz covariant objects. Since we work in QCD, the amplitudes should be










to construct a rank-3 tensor. We write












F iσησ (µ)σ (ν )pi,σ (ρ), (2.14)
where σ denotes a set of all possible permutations of Lorentz indices and F ijkσ and F
i
σ are Lorentz
scalars. These functions are called form factors.
The number of terms in Eq. (2.14) can be reduced by using the transversality conditions
ϵ · pi , i = 1, 2, 3. (2.15)
This set of conditions is insucient to ensure that a gluon has only two polarizations. In fact, it is
necessary to impose an additional gauge-xing condition for each gluon that we choose to be in the
following cyclic form
ϵ1.p2 = 0, ϵ2.p3 = 0, ϵ3.p1 = 0. (2.16)
A discussion of gauge-xing conditions can be found in Appendix B.1 and in many textbooks (see,
for instance, section 25.4.3 in Ref. [61]).
As the result, only four terms in Eq. (2.14) provide non-vanishing contributions to A. We write




















In spite of the relative simplicity of Eq. (2.14), a direct computation of the scattering amplitude
will still be cumbersome due to gluon polarization vectors ϵi . For this reason, we would like to
compute the form factors directly. To this end, we construct operators that project the amplitude on
a particular form factor



















Aµ1ν1ρ1(s, t ,u,mt ). (2.18)
We note that in Eq. (2.18) the sum goes over polarizations of external gluons.
































































Up to this point, we have not mentioned the dimensionality of Minkowski space. To use
dimensional regularization, it must be treated as d-dimensional space. With this in mind, we
can make an Ansatz for the projectors Pj using tensors that enter the denition of the amplitude



























, j = 1, 2, 3, 4. (2.20)
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In Eq. (2.20), ci,j are unknown functions of Mandelstam variables. Upon inserting the Ansatz
Eq. (2.20) into Eq. (2.18) we obtain a system of linear equations for cj, i . We solve it to nd
c1,1 =
t
su , c2,1 = 0, c3,1 = 0, c4,1 = −
1
su ,
c1,2 = 0, c2,2 =
u
st , c3,2 = 0, c4,2 = −
1
st ,
c1,3 = 0, c2,3 = 0, c3,3 =
s





su , c2,4 = −
1
st , c3,4 = −
1




There are other symmetries which will help us to simplify the structure of the form factors; we
discuss them later on in this chapter when we talk about helicity amplitudes. To nalize this section
we note that form factors admit perturbative expansion





F (1), unj + (
α0
2π




where Funj denotes the unrenormalized form factors, α0 is a bare QCD coupling constant andmt ,bare
is a bare top quark mass.
2.3.2. H → qq̄д
We study the partonic process H (p4) → q(p1)+ q̄(p2)+д(p3) in a way that is similar to the discussion







) = iT aijϵ
µū(p1)Bµ(s, t ,u,mt )v(p2), (2.23)
where i, j are quark color indices, a is the color index of a gluon, µ is Lorentz index, ϵ is the gluon
polarization vector, ū, v are quark spinors and Bµ is a combination of Dirac matrices γ
µ
. We will
use a short-hand notation for the matrix element ū(p1)Bµ(s, t ,u,mt )v(p2) = 〈Bµ(s, t ,u,mt )〉.










〈Bµ(s, t ,u,mt )〉 = 0. (2.24)
Spinors ū, v satisfy massless Dirac equations /p
1
u(p1) = 0, /p
2
v(p2) = 0. Additionally, we impose














where /pi = p
µ
i γµ and F1, F2, F3 are the form factors.
We use the Ward identity Eq. (2.24) to obtain the following relation among form factors
F3 = −p1 · p3F1 − p2 · p3F2. (2.26)
Additionally, imposing the gauge conditions for the gluon polarization vector ϵ · p3, ϵ · p1 leads to
the following expression






− p2 · p3〈γ
µ〉). (2.27)
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To construct projection operators, we use tensors from Eq. (2.27) and write
1
〈Pj,µ〉 = −p1 · p3c1,j 〈γµ〉 + c2,j(〈/p
3
〉p2,µ − p2 · p3〈γµ〉). (2.30)
Projectors from Eq. (2.30) are used to extract form factors using the following equation












where the sum goes over polarization and we have used Eq. (2.29).














The pertubative expansion of form factors for H → qq̄д partonic process has the same form as
Eq. (2.22)





F (1), unj + (
α0
2π




2.4. Renormalization and regularization
The form factors discussed in sections Section 2.3.2 and Section 2.3.1 are unrenormalized. To
renormalize them, we follow Refs. [1, 60]. We use dimensional regularization to regularize
divergences which are present in the original form factors. Such divergences appear as poles
in the dimensional regularization parameter ϵ and correspond to ultraviolet (UV) and/or infra-red
(IR) divergences as will be discussed later in this thesis. Renormalization of form factors is performed
in two steps. As the rst step, we renormalize UV divergences in Eq. (2.33) and Eq. (2.22)














The bare coupling constant and the top quark mass are expressed in terms of renormalized
parameters. Additionally, we include for each external gluon the wave-function renormalization
1
We have transpose dirac brackets, i.e. 〈Pi,µ 〉 = v̄(p2)Pi,µup1 .
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factor. The strong coupling constant is renormalized in the mixed scheme, i.e. contributions of N f
massless quarks are renormalized in the M̄S-scheme, while top quark contributions are subtracted at
zero momentum. The top quark mass is renormalized in an on-shell scheme. The relations between































where Sϵ = (4π )
ϵe−ϵγE is the typical phase-space volume, γE is the Euler constant, β0 = 11/6CA −
2/3TRN f with TR = 1/2 and CA = Nc is the number of colors. The gluon wave-function and mass































Following the described procedure, we express the UV-renormalized form factors in terms of


































where i = д,q denotes the H → ддд and H → qq̄д form factors, respectively. Note that the LO
contributions (F ij )
(1),un
has no poles in ϵ , even though it is an one-loop process.
The UV-renormalized FUVj form factors still contain IR divergences. These are infrared and
collinear poles that appear in the virtual amplitude. They cancel once elastic (i.e. дд → Hд) and
inelastic partonic (i.e. дд → Hд + д) processes are combined to compute physical cross-sections.
The structure of IR singularities is universal [62]. As the result, it is possible to separate the virtual
























where again i = q,д and I
q,д
1
(ϵ) are the so-called Catani operators. Here, we derive these operators
for two processes H → д(p1)д(p2)д(p3) and H → q(p1)q̄(p2)д(p3). First, we write the explicit form
































We follow closely the notation presented in S. Catani’s paper [62]. We redirect a reader to this paper for denitions
of all quantities that we use here.
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where T is a color charge, V singj is a singular function, i = д,q and j,k = д,q, q̄; a unitary phase
factor eiπλjk is −1 if all partons are outgoing/incoming, and 0 otherwise. We need to calculate
various products of T. To do this, we use the color conservation and commutation relations
m∑
j
Tj |Mm(p1,p2, . . . ,pm)〉 = 0, (2.42)
Tj · Tk = Tk · Tj , if j , k, (2.43)
T2j = Cj , (2.44)
where |M〉m is a color singlet amplitude for a production ofm partons; Cj = CA if j is a gluon and
Cj = CF = (N
2
c − 1)/2Nc if j is a quark or an antiquark. Now, it is straightforward to see that for
m = 3






and all possible permutations of partons in Eq. (2.45). It follows then
Tj · Tk = −
CA
2
, Tq · Tq̄ =
1
2




for all possible combinations of д,q, q̄ except when j = q and k = q̄.



































































































































































2. Production of Higgs boson with non-vanishing transverse momentum
Since, in Eq. (2.40), one loop amplitudes are multiplied by singular Catani operators, we require the
one-loop amplitudes to order O(ϵ2) in dimensional regularization parameter. The infrared parts of
Eq. (2.39) are listed in Appendix E which we denoted there as F IRq,д.
2.5. Helicity amplitudes
In the section we rewrite scattering amplitudes Eqs. (2.17, 2.25) using the helicity basis described in

























µ (s, t ,u,mt )vλ2 (p2) ,
(2.53)
where λ1, λ2 and λ3 take two values {+,−}.
4
It is readily seen that in order to compute form factors
for H → ддд, we need 8 helicity amplitudes in total. However in practise, we need only two,
since other helicity amplitudes can be evaluated using charge and parity conjugation. In the case
of H → qq̄д, there are only four helicity congurations which have to be computed since QCD
interactions conserve quark helicity. In other words, helicity of an outgoing quark has to be opposite
to helicity of an outgoing anti-quark. In the case of H → qq̄д, there is only one independent helicity
conguration due to parity and charge conjugation. We choose to compute the following amplitudes
A
д






+++ (s, t ,u,mt ) ,
A
д






+−+ (s, t ,u,mt ) ,
A
q








−++ (s, t ,u,mt ) .
(2.54)
Spinor products are dened in B.1. Functions Ωλ1λ2λ3 are helicity coecients given by linear


















































All other helicity amplitudes are obtained by permuting external legs and complex conjugation
A
д






























Usually, {+,−} is used for gauge particles, while {R,L} for fermion particles. We use {+,−} for both kinds of particles.
18
2.5. Helicity amplitudes
















where we extract a common prefactorm2t /v such that we have dimensionless one-loop and two-loop
helicity coecients.
To proceed further, we need to compute scalar Feynman integrals which appear in form factors






In this section, we consider Feynman integrals. We discuss their properties and, in particular, focus
on their singularity structure. We show how one can eciently regularize such integrals using
dimensional regularization. We describe the Feynman-parameter technique and explain how to
use it to integrate over loop momenta. We provide the denition of Symanzik polynomials and
outline their properties. We consider linear relations among Feynman integrals that follow from the
so-called integration-by-parts identities (IBPs) and discuss the concept of basis (master) integrals.
As we discussed in Section 2.3, we need to compute form factors. To obtain them, we proceed
as follows. First, we generate Feynman diagrams using computer algebra programs such as
QGRAF [63] and FeynArts [64]. Second, we use Feynman rules to write amplitudes in FORM-
or Mathematica-readable form [65, 66]. Third, as we discussed in Sections 2.3.1 and 2.3.2, we apply
projectors to extract the form factors. We compute traces of Dirac matrices, contract Lorentz indices
and perform algebraic manipulations using FORM and Mathematica.
Once all this is accomplished, the form factors are written as linear combinations of products of




In the next section we discuss how these integrals are computed.
3.1. Feynman integrals: definition
Feynman integrals have been known since long ago, and their denition and properties are discussed
in many textbooks [61, 67, 68]. Since the focus of this thesis is the evaluation of Feynman integrals
H + j and Z + j processes, we describe general properties of Feynman integrals.
A L-loop scalar Feynman integral in d dimensions with E + 1 external legs is dened as











where N = L(L + 1)/2 + LE; p1, . . .pE+1 are external momenta, k1 . . .kL are loop momenta, Dj =
(q2j −m
2






Figure 3.1.: One loop vertex correction
momenta that ows along a line j . We denote masses of internal particles asmj . Indices a1 . . . aN can
take arbitrary integer values. It is usually said that, Eq. (3.2) denes a family of Feynman integrals.
We need Feynman integrals in four space-time dimensions. However, it is easy to see that in
d = 4 many of such integrals diverge and are not well-dened. There are two main types of
divergences which arise in the computation of Feynman integrals: ultraviolet (UV) and infrared
(IR) ones. To explain what they are, it is instructive to consider one-loop electron vertex function





= m2. We write down the corresponding expression for this diagram using QED
Feynman rules that can be found e.g. in Ref. [61]. We use Feynman gauge for the internal photon.
The expression reads








)γ ν (/k + /p
1
)γ µu(p1)
(k2 + i0)((k − p2)2 −m2 + i0)((k + p1)2 −m2 + i0)
. (3.3)
First, we discuss the UV divergence. This divergence arises when all components of the loop
momentum become very large. Studying this limit, we rst neglect all external momenta relative
to the loop momentum and then Wick-rotate the time component of the loop momentum, k0 →
ik0. In the resulting Euclidean space, we introduce the four-dimensional spherical coordinates
d
4
k = r3drdS3 with dS3 being a surface element of the unit sphere in four dimensions. The loop
momentum reads k = rˆk where ˆk is a unit vector and r = |k| is the length of the loop momentum.
















where the integration with respect to r diverges logarithmically in the r → ∞ limit and Λ is a
cut-o.
IR divergences arise when all components of the loop momentum become small. In this k → 0















(k2 + i0)(k · p2 + i0)(k · p1 + i0)
. (3.5)
A power-counting argument implies that the integral is logarithmically divergent.
The collinear divergences are IR divergences of a dierent type. They appear when a loop
momentum is collinear to an external light-like momentum. To see now it happens, we consider the
22
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integral Eq. (3.6) in case when m2 = 0, p1,2 = 0. For the sake of clarity, we keep only denominators





(k2 + i0)(k2 + 2p1 · k + i0)(k2 − 2p2 · k + i0)
. (3.6)





k2(k2 + 2p1 · k)(k2 − 2p2 · k)
) ∝
1
| ®k |(p1 · k)(−p2 · k)
. (3.7)
The scalar products at k0 = | ®k | read pi · k = p
0
i |
®k |(1 − cosθi) where θi is the angle between the
loop momentum and the corresponding external momentum pi . For small values of θ the integrand
behaves as d cosθ/(1 − cosθ ) → dθ/θ which implies that the integral diverges logarithmically at
θ = 0
3.2. Dimensional regularization
We have shown on a simple example that Feynman integrals have a non-trivial singularity structure.
Since physical results have to be free of singularities, we have to regularize and extract singularities
that appear at intermediate stages of calculations. We turn to a discussion of a possible way to do
so.
The dimensional regularization scheme [70] is based on the observation that Feynman integrals
can be dened to be analytical functions of the space-time dimension parameterd . It has been proven
[71] that Feynman integrals in complex space-time dimensions are mathematically well-dened.
While the general discussion of this proof goes beyond the scope of this thesis, we list only
requirements which must be imposed on dimensional regularized integrals to make the scheme
self-consistent [67]. They are
• Linearity: For any two complex numbers a and b∫
d
d









• Scaling: For any α ∫
d
d





• Translation invariance: for any vector p∫
d
d
















f (k,p, . . .), (3.11)
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The immediate consequences of imposing such requirements are the following expressions
• Any scaleless integral vanishes ∫
d
d
k(k2)α = 0. (3.12)






f (k) = 0. (3.13)
We will show now that divergences discussed in the previous Section emerge as (d − 4) poles
in the dimensional regularization scheme. In the case of UV divergence, the integration measure
of generalized spherical coordinates becomes ddk = rd−1drdΩd−1. Then, in the r → ∞ limit, the
integral Eq. (3.3) reduces to
Γ
µ




















Since, our goal is to evaluate physical observables in four dimensions, we have to expand the





+ log(Λ) +O(ϵ), (3.16)
which is divergent in the ϵ → 0 limit . This divergence is exactly the UV divergence we have
observed before, but now regulated dimensionally.
3.3. Parametric Representation
In this section, we introduce the technique of Feynman parameters, which turns out to be very































j=1 aj , Γ is the Euler gamma function and xj are the Feynman parameters. The
integration boundaries of the Feynman parameters are xed by the delta function. Other quantities
have been already dened in Section 3.1. The Feynman prescription p2 −m2 → p2 −m2 + i0 is
omitted for brevity.
Eq. (3.17) can be modied. Indeed, according to Cheng-Wu theorem [72] the integration with











Figure 3.2.: One of the master integral for Z + j production. In this chapter, we use the following
notation for the Feynman diagrams: a dashed line corresponds to a massless particle
while a solid line corresponds to a massive particle. Dierent masses correspond to
dierent thickness of solid lines.
theorem from Ref. [73]. It states that a projective
1
(Feynman) integral over a domain ∆ has the same
value when the integration domain is deformed as
∆S = {®x ,xi ≥ 0,
∑
i∈S
xi = 1}, (3.18)
where S ⊆ {1, . . . ,N } is a non-empty domain. Projectivity implies invariance with respect to
rescaling of an integrand xi → λxi , dxi → λdxi . If a Feynman integral does not have such an







We insert Eq. (3.17) into Eq. (3.2) and integrate over loop momenta.
2




























where we have introduced the Symanzik polynomialsU and F .

















2ki ·Qi + J , (3.21)
where Mij is a (L × L) matrix which depends on Feynman parameters, Qi is a vector which depends
on external momenta as well as Feynman parameters and J is a scalar function which depends on
1
Choosing a particular domain corresponds to a choice of a particular hyperplane spanned by Feynman parameters in
a parametric space. Hence, Feynman integrals are projective integrals.
2
We give examples of such integration in the Section where we discuss boundary conditions of Feynman integrals.
Other examples can be found in many textbooks, see e.g. Refs. [61, 67]
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the Mandelstam variables and Feynman parameters. The Symanzik polynomials are computed as
follows [75]





We will show now how to calculate the Symanzik polynomials U and F considering a two-loop










Also, we dene Mandelstam variables as
s = (p1 + p2)
2, t = (p1 + p3)
2, u = (p2 + p3)
2, (3.24)











(−(x1 + x2 + x3 + x7))−
2k1(k2x7 + x3(p1 + p2) + p1x2) − k
2
2
(x4 + x5 + x6 + x7)−
2k2(x6(p3 + p4) + p4x5) −m
2(x5 + x6) − s(x3 + x6).
(3.25)
From this expression, we nd
M =
[
x1 + x2 + x3 + x7 x7





−p1x2 − p1x3 − p2x3
−p4x5 − p3x6 − p4x6
]
,
J = s(−x3 − x6) +m
2(−x5 − x6).
(3.26)
Using Eq. (3.22), we arrive at the following Symanzik polynomials
U =x1x4 + x2x4 + x3x4 + x1x5 + x2x5 + x3x5 + x1x6 + x2x6 + x3x6
+ x1x7 + x2x7 + x3x7 + x4x7 + x5x7 + x6x7,
F =m2(−x3x4x5 − 2x3x7x5 − x4x7x5 − x3x4x6 − 3x3x6x7 − x4x6x7−
x1(x5 + x6)(x4 + x7) − x2(x5 + x6)(x4 + 2x7)) + s(x2(x5x7 − x4x6)−
x4(x6x7 + x3(x6 + x7)) − x1(x6(x4 + x7) + x3(x4 + x5 + x6 + x7))) + tx2x5x7.
(3.27)
3.4. Integration-by-parts identities andmaster integrals
From the axioms of dimensional regularization follows that integrals of total derivatives have to
vanish Eq. (3.13). This property has important consequences, because it allows us to construct




















3.4. Integration-by-parts identities and master integrals
Computing derivatives and expressing scalar products of loop and external momenta through
inverse propagators in Eq. (3.28), one arrives
3
at the following relation between Feynman integrals∑
CjIj(a1 + b1,a2 + b2, . . . ,aN + bN ) = 0. (3.29)
These relations are known as integration-by-parts (IBP) identity [76]. In Eq. (3.29), Cj are rational
functions of Mandelstam variables and the space-time dimension d and bj are shifts of exponents aj
caused by taking derivatives in Eq. (3.28).
Since exponents aj can be arbitrary, IBPs provide innitely many linear relations among scalar
integrals. These relations are linearly depended. Solving such a system is dicult and, unfortunately,
there is no natural way to do so. However, there exist a nite set of integrals [69, 77] such that other
integrals can be written as a linear combination of these integrals using IBP relations. We are left
with a problem of nding a set of basis integrals which are traditionally called master integrals (MI).
This problem was solved by S. Laporta in Ref. [78], where he introduced a general reduction
algorithm that is guaranteed to converge. The Laporta’s algorithm has been implemented in many
computer-algebra programs such as REDUZE2 [79], FIRE6 [80], KIRA [81], LiteRed [4].
To nish this section, we give an example of an IBP relation. We return to the one-loop electron
vertex function Γ(p1,p2, s). The top topology is read o from the diagram (Fig. 3.1), i.e. we simply




(k2)a1((k + p1)2 −m2)a2((k − p2)2 −m2)a3
, (3.30)
where Dk = dd/(2π )d is an integration measure and p2i = m
2
. Performing the reduction for this
family, we get two master integrals: a bubble and a tadpole . For the triangle diagram
I (1, 1, 1;d), the IBP identity reads
=
2(d − 3)
(d − 4) (4m2 − s)
· +
d − 2
(d − 4)m2 (s − 4m2)
· . (3.31)
It follows that to compute the tree-point functions, we need to calculate two master integrals that
are two-point function I (0, 1, 1;d) and the tadpole. In this particular case, it is straightforward to do
that while in general it can be quite demanding. We will discuss computations of master integrals
in Chapter 4 where we discuss the dierential equation method.
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In this chapter we discuss the evaluation of master integrals. We have used the method of dierential
equations to compute them both in the case of Higgs production with high pT and for mixed
QCD&EW correction to qq̄ → Zд. In both cases, a small parameter appears -mt/pT in the H + j case
andmV /pT in theZ+j case - that we make use of. Hence, we discuss the concept of a small parameter
expansion and how to use it to construct solutions for the dierential equations. Finally, we show
how boundary conditions of master integrals are calculated using several selected examples.
4.1. Method of dierential equations
Direct computation of Feynman integrals is often complicated. Method of dierential equations
(DEs) provides an important alternative and sometimes works in cases when other methods fail.
The method of dierential equations is based on the following observation. Dierentiating master
integrals with respect to kinematic variables and masses leads to scalar integrals that, although
dierent from the original one, belong to the same family. However, we have seen in Section 3.4
that IBP identities allow us to express these scalar integrals in terms of master integrals. By doing
so, we obtain a system of dierential equations which is closed for master integrals.
To illustrate this point, we return to the example of the one-loop electron vertex function. As we
noted in Section 3.4, the three-point function Eq. (3.31) can be expressed as a linear combination of
two master integrals. To generate dierential equations, we use REDUZE2. The master integrals are
functions of µ = −4m2/s and s , which leads to two dierential equations per integral. However, the
dependence on s is trivial and can be restored through dimensional analysis. We set s to be −1 and

















The rst dierential equation can be straightforwardly integrated. Taking into account the






4. Evaluating master integrals
Integrating the second dierential equation gives






2 µ1−ϵ (2µ + 2)
1
2








where 2F1 is the ordinary hypergeometric function andC is an integration constant. This integration
constant is xed by considering the limit µ → 0. On the right hand side of Eq. (4.3), the part
containing µ1−ϵ vanishes for ϵ < 1. On the left side, setting µ → 0, we obtain a diagram which





The massless bubble can be easily calculated using Feynman parameters. The results reads
=
Γ(1 − ϵ)2Γ(ϵ)
Γ(2 − 2ϵ)Γ(ϵ + 1)
. (4.5)
In general, a system of dierential equations of master integrals can be written as
∂
∂®x
®I (x ; ϵ) = A(x ; ϵ) · ®I (x ; ϵ), (4.6)
where the matrix A contains rational functions of kinematic variables ®x and the dimensional
regularization parameter ϵ . The vector ®I is a vector of all master integrals. The master integrals in ®I
can be rearranged according to their topologies in the order of increasing complexity. It forces A to
assume a lower-triangular form. In such a case, a generic system of dierential equations can be
solved by rst nding solution for simpler integrals and then using them as input for dierential
equations of more complex integrals.
Integrating Eq. (4.6) can become dicult, if one wants to do it exactly. Indeed, modern multiloop
calculations involve hundreds of master integrals. Such integrals usually have a complicated analytic
structure. In most cases studied up to now, the properties of master integrals are known (see iterated
integrals in Ref. [82]), it is understood how to integrate DE’s by putting them in so-called canonical
form of DEs [83] and what classes of functions appear [84]. There are, however, master integrals
that are dierent. For instance, there are integrals that have elliptic kernels [85]. Such integrals
appear, for instance, in the H + j case (an example of elliptic integrals is shown in Fig. 4.1). It is then
unclear how to dene a canonical form of dierential equations in such cases and whether these
integrals can be iterated. For some of such integrals the solution is known (see iterated integral on
elliptic curves [86]). Yet, this is still insucient for an exact computation of the most complicated
master integrals (see hyperelliptic sectors in the two-loop master integrals for Higgs+jet production
with full top-mass dependence in Refs. [28, 87]).
We present a dierent approach below. It allows one to obtain physical results if a small parameter
exists.
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Figure 4.1.: An example of an elliptic sector in H + j case [28].In this chapter, we use the following
notation for the Feynman diagrams: a dashed line corresponds to a massless particle
while a solid line corresponds to a massive particle. Dierent masses correspond to
dierent thickness of solid lines.
4.1.1. Small parameter expansion
Solving dierential equations can be simplied in a case when one is interested in obtaining
physical results in a certain kinematic approximation. For instance, as we discussed in Section 1.1
and Section 1.2, we are interested in the production the Higgs boson and the Z boson, with high
transverse momenta. This requirement leads to an existence of the small parameter that can be
used to simplify computations. To put it in a formal language, imagine that we have a kinematic
parameter Q that exceeds all other kinematic and mass parameters X
Q  X , (4.7)





A master integral is then expanded asymptotically in the following way







Ĩijk(Q,x1,x2, . . . ; ϵ)µi−jϵ logk(µ) + . . . as µ → 0, (4.9)
where numbers N1,N2 ∈ Q (rational numbers) and N3 ∈ Z (integer numbers) are nite and Ĩijk
are unknown functions that need to be determined. We see immediate consequences of such an
expansion: the dependence on µ is xed in the limit µ → 0. To arrive to this form of asymptotic
expansion, one needs to analyze the dierential equations of a master integral I(Q,X ,x1,x2, . . . ; ϵ).1
To nd unknown functions from Eq. (4.9), one need to use the dierential equations. Indeed,
a system of dierential equations provide full information about corresponding master integrals,
including their behaviour in various limits. To show how this is done in practice, we return to
master integrals from Eq. (4.1). We are interested in the kinematic limit where |s |  4m2. Hence, a
small parameter is dened as µ = −4m2/s . For simplicity, s is taken again to be −1. Rewriting and











+ 2(ϵ − 1)µ−ϵ − 2(ϵ − 1)µ1−ϵ + O(µ2), (4.10)
1
The convergence of an asymptotic expansion is studied on a case-by-case basis. However, the uniqueness of an
asymptotic expansion is given by dierential equations and boundary conditions.
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where we have inserted the solution for the tadpole Eq. (4.2) (we omitted the prefactor Γ(ϵ −1)/Γ(1+
ϵ)). It follows from the dierential equation that the following Ansatz is valid
= A(ϵ) + µ−ϵ (B(ϵ) +C(ϵ)µ) + D(ϵ)µ + O(µ2). (4.11)
Quantities A, B, C, D are unknown functions of ϵ . To nd them, we insert the Ansatz Eq. (4.11)
into the dierential equation. Matching powers in µ on both sides of the dierential equation gives
three linear equations for A, B, C, D











B = 0, D =
1
2
A(1 − 2ϵ), C = 2. (4.13)




· + 2 · + O(µ2), (4.14)
where we set the functionA to be a massless bubble.2 This results agrees with the full result obtained
in the previous section upon its expansion in the µ → 0 limit.
Finally, we want to summarize some of the properties of the approach presented in this section. It
is based on the example of the dierential equation of the bubble diagram and our own experience
applying this method to more complicated problems discussed in the next Sections.
• Asymptotic expansion of a master integral Eq. (4.9) is evaluated using dierential equations
that follow from IBPs.
• Using such an expansion reduces partially the problem of evaluation the master integral to
solving linear equations.
• Systems of linear equations which appear in calculations are underdetermined which can be
seen even from Eq. (4.12).
• We refer to terms that scale as µ−cϵ as branches. Calculations of dierent branches can be
done separately.
• Dierent branches correspond to dierent scaling of loop momenta of a master integral (see
method of regions in Ref. [88]).
• As a drawback, we must compute boundary conditions that respect an asymptotic expansion
of an integral. Such boundary conditions are sometimes hard to calculate.
2
It was calculated in Eq. (4.5). However, we will return to this point in the section on boundary conditions.
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4.1.2. Evaluating master integrals of two-loop amplitudes for theH -production at
high transverse momenta
In this section, we discuss how the master integrals for the two-loop contribution to the scattering
amplitudes дд → Hд, qд → Hq and qq̄ → Hд are computed. Originally, these master integrals
have been calculated in Ref. [1]. We follow closely the procedure described in that paper. We use
the integration measure as in Appendix C. Top-sectors and topologies that appear in calculations
are presented in Appendix C. Several selected solutions for master integrals are presented in
Appendix D.1. There are 160 master integrals in total (their Feynman diagrams are listed in
Appendix C).
H + j amplitudes depend on 3 Mandelstam variables as well as the Higgs and the top mass
ŝ = (p1 + p2)
2 , t̂ = (p1 + p3)
2 , û = (p2 + p3)
2 , ŝ + t̂ + û =m2H . (4.15)











We take the Higgs and the top mass to be mH ∼ 125 GeV and mt ∼ 173 GeV, respectively. We
consider |η | ∼ 0.13 to be a small parameter.
Computations of master integrals are usually performed in an Euclidean region where all
Mandelstam variables ŝ, t̂ and û are negative. It is not possible to perform computations in an
Euclidian region in our case, since we are interested in the kinematical region
m2H  = |ŝ + t̂ + û | 
|ŝ |, |t̂ |, |û |. Instead, we choose Minkowski region t̂ > 0, ŝ < 0, û < 0. We also takem2H < 0, m
2
t > 0
such that parameters dened in Eq. (4.16) are positive in the chosen Minkowski region
0 < η  1, 0 < κ  1, 0 < z, s < 0. (4.17)
The scattering amplitude in the Minkowski region has imaginary part. To produce physical results,
the Higgs mass is analytically continued to the region m2H > 0. To calculate the cross-section
Eq. (2.1), one needs to calculate virtual amplitudes in kinematic regions described in Section 2.1. It is
done by an analytic continuation of the computed scattering amplitudes from the region Eq. (4.17)
to another regions, say ŝ > 0, t̂ < 0, û < 0. We discuss this procedure in later on the thesis.
To derive dierential equations, we follow the procedure described in Section 4.1. In practise, we
use routines provided by REDUZE2 [79] to generate dierential equations for a given set of master
integrals. To work with dierential equations written with dimensionless variables, we derive the
following relations









After setting ŝ to −1, the dierential equations read
∂x Ii(κ,η, z, ϵ) =
∑
j
Axij(κ,η, z, ϵ)Ij(κ,η, z, ϵ), x ∈ {κ,η, z}, (4.19)
where ∂x denotes a partial derivative with respect to a variable x . The ŝ-dependence of the scattering
amplitudes is later restored through dimensional analysis. The three matrices Ax are rational
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functions ofη,κ, z and ϵ . We have chosen master integrals in such a way which makes the dierential



































where we assume that the integrals are arranged according to their complexity (see the previous
Section).











t is spurious. By
taking combinations of master integrals as in Ref. [28] this singularity disappears. At the singular
point η = m2H = 0, we nd singularities at κ = 0,−1/4,−(1 + z)/4,−z/4. Taking into account the
structure of matrices Ax , we expand them in the Laurent series in η and κ.
To solve the dierential equations for the master integrals, we use the method described in the
previous Section. Namely, we consider an asymptotic expansion of the master integrals at the
singular points η = 0 and κ = 0. Because these points are singular, we expect that series expansions
of master integrals dier from Taylor series. Indeed, by considering dierential equations for master
integrals, we nd that they admit the following Ansatz for master integrals











The maximal power of expansion of master integrals in κ and η are chosen for each master integral
individually such that the two-loop form factors Eq. (2.22) and Eq. (2.33) can be computed to leading
order in η and subleading order in κ. We note that for the majority of integrals, the expansion with
respect to η turns out to be just a Taylor expansion. However, for a few master integrals this is
not the case. Examples of integrals that have singularities in η are presented in Fig. 4.2. Indeed,
as we already implied in Eq. (4.21), we include in the ansatz terms that scale as η−ϵ to account for
singularities that arise when Higgs couples to massless particles is induced. We note that in the nal
result such singularities have to disappear since, as it is seen from the analysis of the corresponding
Feynman diagrams, a Higgs boson only couples to massive particles. We have conrmed that the
cancellation of such singularities takes place.
⊗ ⊗
Figure 4.2.: Examples where an external massive leg is connected to internal massless lines. Such
diagrams appear only at the master integral level. One can get these master integrals
from the planar topology 2 by pinching propagator’s lines (see PL2 in Appendix C.1).
Additionally, we note that some of the master integrals contain non-analytic terms proportional
to κ−1/2, κ1/2, κ3/2 . . ., etc.
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As we explained above, after inserting the Ansatz Eq. (4.21) into dierential equations, we
require that the coecients of ηj−kϵκl/2−mϵ logn(κ) vanish in order to fulll the DEs. Resulting linear
equations with respect ci,j,k,l ,m,n(z, ϵ) are solved in a standard way. By doing so, we “integrate”
dierential equations for η and κ.
Coecients ci,j,k,l ,m,n(z, ϵ) that cannot be xed in previous step have yet to be integrated with
respect to the variable z. We insert Ansatz Eq. (4.21) into z-dierential equations with xed κ- and
η-dependence from the previous step and we match powers in µ on both sides of the dierential




Ãzij(z; ϵ)cj(z, ϵ) + fi(z, ϵ). (4.22)
Since all indices {i, j,k, l ,m,n} are xed to certain values by κ- and η-dierential equations, we
label unknown functions c(z; ϵ) with only one index i , since there is only one unknown function per
master integral is to integrate. Function fi(z, ϵ) is the inhomogeneous part of a dierential equation
which consists of terms generated by κ- and η-integration and their z-derivatives.
Integration with respect to one variable in many cases can be performed using algorithm of
Ref. [77] by putting the dierential equations into canonical form, and there are many programs
which implemented this algorithm [89, 90]. We observe a signicant simplication of analytic
structure of the master integrals compared to full analytic results of Refs. [28, 87] that compute
master integrals keeping exact the top mass dependence. Indeed, all our integrals can be written in
terms of Harmonic Polylogarithms (HPL) with simpler arguments (see their denition in Appendix
B.2), their properties are well-known. The last step in the integration of dierential equations is
determination of boundary constants. This step is discussed later in this thesis, after reviewing
dierential equations for the Z + j production.



















Figure 4.3.: Examples of Feynman diagrams that are contributing to mixed QCD&EW corrections
of Z + j production. The initial states (quarks) are chosen to be u-quarks. Vector boson
V can be either a photon, Z orW +/− boson.
In this section, we review how master integrals for the Z + j production are computed.
Computations are quite similar to the H + j case, so we will structure the discussion along similar
lines.
To get the set of master integrals, we analyse the Feynman diagrams that are contributing to
mixed QCD&EW corrections of Z + j production. We consider only four quark-avors running in
the loop (u, d , c , s) which taken to be massless. Gauge particles running in loops are gluons д and
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vector bosons V = γ , Z ,W +/− photons and massive vector bosons, respectively. We note that we
work in the equal-mass approximationmZ =mW =mV . Upon restricting the structure of Feynman
diagrams, we identied 18 Feynman integral families (see Appendix C). In these 18 families we
choose 481 master integrals (their Feynman diagrams are listed in Appendix C). We give selected
solutions of master integrals in Appendix D.2.



























+ O(δ 2), (4.23)
where δ = 1 −m2W /m
2
Z . It is now straightforward to see that such an approximation δ → 0 allows
us to compute mixed QCD&EW corrections at high pT with O(10%) precision.
Additionally, we neglect all diagrams with top quarks and treat all quarks as massless. Quark-mass
corrections of O(m2q/m
2
V ) can be neglected for all quarks except the top quark. Top-mass corrections
are indeed sizeable at the partonic level, however, not at the hadronic level due to suppression from
b-quark’s PDFs [52, 91].
3
Subsequently, we neglect all diagrams involving the Higgs boson.
The Mandelstam variables are dened as follows
ŝ = (p1 + p2)
2 , t̂ = (p1 + p3)
2 , û = (p2 + p3)
2 , ŝ + t̂ + û =m2V , (4.24)
withmV being the Z boson mass.









Since we assume that {|ŝ |, |t̂ |, |û |} m2V , the condition ŝ + t̂ + û =m
2
V is only fullled if some of
the Mandelstam variables are negative. As a starting region for our computation, we take û > 0 and
ŝ, t̂ < 0. In this region, the dimensionless variables dened above take the following values
0 < µ  1, 0 < χ . (4.26)
Amplitudes in other kinematic regions are obtained by analytic continuation. We note that in
Minkowski region master integrals have imaginary parts.
To derive dierential equations in dimensionless variables Eq. (4.25), we use the following relations
∂χ = −ŝ(∂û + ∂m2V
), ∂µ = ŝ(∂t̂ − ∂û). (4.27)
Dierential equations in these variables take the following form
∂x Ii(χ , µ; ϵ) =
∑
j
Axij(χ , µ; ϵ)Ij(χ , µ; ϵ), with x ∈ {χ , µ}. (4.28)
To solve these dierential equations, we apply the very same method that was used for the H + jet
calculations. Namely, we expand matrices Ax (χ , µ; ϵ) in the small parameter µ and analyse resulting
3
This statement is true for EW corrections to Z + j , but for mixed QCD&EW corrections it is not, since there could be
such diagrams that include top-loops. Including the top mass corrections may be the subject of a future research.
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Figure 4.4.: Two examples of integrals which have non-analytic terms in the µ expansion.
dierential equations. Since, µ = 0 is a singular point of matrices Ak , we expect that master integrals








where, for the most general case, the indices take the following values j/2 ≥ −4, k = 0, 1, 2, 3, 4 and
l = 0, 1, 2, 3, 4. we note that master integrals have non-analytical terms such as µ−3/2, µ−1/2, . . . ,
etc. Examples of Feynman diagrams where such terms appear are given in Fig. 4.4.
After the µ-integration, there is one unknown coecient per master integral is left to compute.






ijcj(z; ϵ) + fi(χ , ϵ). (4.30)
In Eq. (4.30), as before, function fi(χ , ϵ) is the inhomogeneous part of the dierential equation
that arises due to the µ-integration. We note that unknown coecients are again relabeled as
{j,k, l} → i . Integration of such a system of dierential equations is performed in the standard way,
explained in the previous Section.
We get the following “z” alphabet (see App. B.2)











where the latter two letters are in fact roots of a cyclotomic polynomial Φn(x) for n = 3 (see, for
instance, [92, 93]). Because of this, we get Clausen functions in solutions of the master integrals.
Clausen functions correspond to imaginary and real parts of a polylogarithm on a unit circle.
We note that intermediate results also contain letters (see App. B.2) {−1/2,−2}. However, they
disappear after applying an appropriate change of variables and using identities which relate GPLs
of dierent arguments (see [94]). We used function ToFibrationBasis from Mathematica-based
package PolyLogTools [95] which implements these identities.
We have shown how to integrate dierential equations using expansions in small parameters.
However, we still need to evaluate boundary conditions. We now turn to the discussion of
determining boundary conditions.
4.2. Computing boundary constants
Computing Feynman integrals using asymptotic expansions provides required information about
original integrals. However, it also forces one to obtain boundary conditions from the behavior of
integrals in these limits.
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In this section, we explain how boundary constants are computed. To this end, we employ several
methods, including regularity conditions, Mellin-Barnes representation or a direct computation
using method of regions [88].
4.2.1. Massless branches
Since we are solving an underdetermined system of linear equations as explained in Section 4.1.1,
we have the freedom to choose which unknown coecients to solve this system for. It is very
convenient, but not always possible, to choose the unknown coecient of the massless branch. To
demonstrate how it is done, we return to the example of the bubble diagram. Its solution in the




· + 2 · + O(µ2).
We have solved Eq. (4.10) for the massless branch of the bubble and identied it with the massless
diagram . The evaluation of a massless integral is usually easier than in the massive case.
We note that this idea can be applied to more general calculations that we have discussed in
previous sections. Fortunately for us, we do not need to calculate the massless two-loop integrals,
since they have already been calculated for planar topologies and non-planar ones in Refs. [96–98].
However, it is not always possible to x all boundary constants using this trick. In these cases, we
employ dierent ways to x boundary constants.
4.2.2. Regularity conditions
By studying discontinuities of a given Feynman diagram, it is possible to infer which type of
singularities in terms of Mandelstam variables one can encounter in the corresponding dierential
equations. To evaluate a discontinuity in the external channels of a Feynman integral, we make
use of the famous Cutkosky rules [99]. These rules amounts to the following replacement of a
propagator
1
p2 −m2 + i0
→ 2πiδ (p2 −m2)θ (p0), (4.32)
which enforces an intermediate state to be on its mass shell. Consider a massless one-loop two-point





(k2 + i0)((k − p)2 + i0)
∝ (−s)−ϵ . (4.33)






dk δ (k2)θ (k0)δ ((k − p)2)θ (k0 − p0) ∝ s−ϵΘ(s), (4.34)
where θ is the Heavyside function. We see that s = 0 is the branch point which separates s > 0 and
s < 0 regions in a complex plane. Eq. (4.34) is the imaginary part of Eq. (4.33).
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Figure 4.5.: Cuts in s-channel (left) and u-channel (right). The red line crosses the black ones that
are set to be on-shell. The t-channel for the chosen momenta is not existent.
To get logarithmic functions in the solution, a singularity at s = 0 in the DE must manifest.







We see that the branch point s = 0 becomes a singularity at the dierential equation level. This
is general property, i.e. a discontinuity in a particular channel gives rise to a singularity at the
dierential equation level [97].
The massless bubble diagram is a quite trivial example, since it only has one kinematic channel
s . In practice though, we must work with functions which have many kinematic channels. At the
dierential equation level, as we saw, discontinuities appears as singularities in corresponding the
Mandelstam variables in the DE [83]. Note that not only singularities in external channels appear
at the dierential equations [100]. It happens quite often that some of this singularities do not
correspond to any discontinuity of corresponding Feynman diagram [83]. To demonstrate this point,
we consider for simplicity a one-loop box diagram for the H + j production. The corresponding
Feynman integral reads




(k2 −m2t )((k − p1)
2 −m2t )((k − p12)
2 −m2t )((k − p123)
2 −m2t )
, (4.36)
where p12 = p1 +p2 and p123 = p1 +p2 +p3 and we used the same kinematic setup as in Section 4.1.2.
It has two non-vanishing cuts in external channels: s and u (cf. Fig. 4.5). However, a cut in t-channel
is absent
Cutt (BOX(η,κ, z, s)) = 0, (4.37)
in accordance with the denition of discontinuity and Cutkosky rules [100]. This means that the
solutions of the DE must be independent of t = −s − u ≡ 1 + z = 0 discontinuity. Consider the
homogeneous part of a dierential equation in z for BOX(m2H ,m
2
t ,u, s). It reads
∂
∂z
BOX(η,κ, z, s) = −
1 + z + ϵ
z(1 + z)
BOX(η,κ, z, s) + O(η,κ), (4.38)
which can be easily integrated. We obtain
BOX(η,κ, z, s) = f (η,κ)z−1−ϵ (1 + z)ϵ =
f (η,κ)
z
(1 + ϵ(− log(z) + log(1 + z)) + O(ϵ2)), (4.39)
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where f (η,κ) is a boundary function which irrelevant for our discussion. We see that the solutions
of the homogeneous part of the dierential equations includes logarithmic functions which do not
satisfy the condition of Eq. (4.37). Such a solution stems from the term 1/(1 + z). To satisfy the
condition Eq. (4.37), we must require that the singularity 1/(1+z) does not appear at the dierential
equation level. To this end, we collect all terms that multiply 1/(1 + z) and set the corresponding
coecient to be zero in the z → −1 limit. Remembering that we use the ansatz of Section 4.1.1 to
solve dierential equation, we get the following expression (schematically)













where ai ,bi are just coecients that depends on kinematic invariants and the dimension
regularization parameter and ci are boundary constants. Upon requiring that the coecient of





which can be used to x the yet unknown boundary constants.
This method of obtaining boundary constants was used in both H + j and Z + j cases. It appears
that it is best used in the case of planar topologies since it is always possible to ensure that one
(or more) channels (discontinuities) are missing. For non-planar top sectors, this is not the case. In
order to x the boundary constants for non-planar diagrams, we use dierent methods, discussed
in the next sections.







Figure 4.6.: A non-planar master integral forZ+j production. We use it as an example to demonstrate
MB techniques.
Mellin-Barnes (MB) representation (described in Appendix B.3) is used to evaluate Feynman
integrals and their asymptotic expansions. To illustrate how this can be done, we consider one of







Multiple examples of derivations of similar boundary conditions can be found in the literature [1, 46, 101]. In
Ref. [101], the authors rely on the method of regions and on a geometric approach to the expansion by regions [88,
102, 103], while we opt for the approach developed in Refs. [96, 104].
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with inverse propagators dened as
[1] = −k2
1
, [2] = − (k1 + p1)
2 , [3] = − (k2 + p1 + p2)
2 ,
[4] = − (k2 − p3)
2 , [5] = − (k2 − p3)
2 , [6] = − (k1 − k2)
2 ,
[7] = − (k1 − k2)
2 , [8] = − (k1 + p1 + p2)
2 , [9] = − (k1 − k2 + p3)
2 .
(4.43)
Having dened propagators, we calculate corresponding Symanzik polynomials following the
discussion in Section 3.3
U =x1x3 + x2x3 + x5x3 + x7x3 + x1x4 + x2x4 + x1x5 + x2x5
+ x4x5 + x1x6 + x2x6 + x5x6 + x1x7 + x2x7 + x4x7 + x6x7,
F =m2V x6((x3 + x4 + x6) (x5 + x7) + x1 (x3 + x4 + x5 + x6 + x7)
+ x2 (x3 + x4 + x5 + x6 + x7))
+ s (−x1x3 (x4 + x5 + x6) − (x4 + x6) (x2 (x3 + x7) + x3 (x5 + x7)))
− t x4 (x1x3 + (x5 + x7)x3 + x2 (x3 + x5 + x7))
− u x4 (x1 (x3 + x7) + x2 (x3 + x7) + x3 (x5 + x7)) ,
(4.44)
where we set a8 and a9 to zero, since we are interested in the {111111100} sector of Eq. (4.43) (its
Feynman diagram is given in Fig. 4.6).
We would like to simplify F-polynomial. To do so, we redene this it in the following way
F → F + (x1x3x4 + x2x3x4 + x3x5x4 + x2x7x4 + x3x7x4)
(
σ̃m2V + s + t + u
)
, (4.45)
with σ̃ = −1 − i0. Since we add zero (m2V = s + t + u), we do not change the integrals. The second
Symanzik polynomial then reads
F =m2V (σ̃x4(x1(x3 + x7) + x2(x3 + x7) + x3(x5 + x7)) + x6((x3 + x4 + x6)(x5 + x7)+
x1(x3 + x4 + x5 + x6 + x7) + x2(x3 + x4 + x5 + x6 + x7)))+
s̃(x1x3(x5 + x6) + x6(x2(x3 + x7) + x3(x5 + x7))) + ∆x1x4x7 + t̃x2x4x5.
(4.46)
To arrive at this form, we used identity u = −∆ − σ̃m2V with ∆ = s + t and changed variables
s → −s̃, t → −t̃ after that. We note that ∆ is negative, while quantities s̃, t̃ , m2V are positive. We
treat ∆, s̃, t̃ andm2V as independent variables, otherwise the sign of F is indenite. After all these

























j=1 aj , and d = 4 − 2ϵ .
5
We note that boundaries in this integral are chosen according





xi ≡ 1 − x1, (4.48)
5
In what follows, a variable x with a subscript is Feynman parameter while a variable z with a subscript is MB variable.
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which is true if and only if the rest of Feynman parameters are integrated from 0 to∞. We do not
use δ -function until the end.
We are interested particularly in a master integral I111111100. We set powers of propagators to be
a1 → 1 − δ , a2 → δ + 1, a3 → δ + 1, a4 → 1 − δ ,
a5 → 1 − δ , a6 → δ + 1, a7 → 1,
(4.49)
where we have introduced an additional analytical regulator δ which is needed to ensure that poles
of Γ’s with positive arguments and poles of Γ’s negative arguments are separated upon introducing
MB representation. Otherwise, the integration contour may end up on a pole of a Γ - function [105].
The sector {111111100} contains three master integrals. Upon solving their dierential equations,
we need to calculate three boundary constants. Two out of three constants are xed to massless
branches in the way we explained in Section 4.2.1 while the last one corresponds to a branch (m2V )
−2ϵ
of the master I111111100. Hence, we need to extract this branch from Eq. (4.47).
We introduce the MB representation for the integral Eq. (4.47). As we explained in Appendix B.3,
to introduce a MB variable we split a polynomial into two pieces. It is clear, that it can be done in
various ways that, however, lead to dierent number of MB integrals. Although derivation of MB
representation for Feynman integrals is automatized in the public version of AMBRE [106], one
can often do better by carefully analyzing the integrand. For example, we managed to get a MB
representation with only 7 MB integrals where AMBRE produces 14 MB integrals.
6
We show now
how this is done.
Our rst steps is to separate the dependence on kinematic and mass parameters. TheF-polynomial


































P1 = (x1 (x3 + x7) + x2 (x3 + x7) + x3 (x5 + x7)) ,
P2 = (x1x3 (x5 + x6) + x6 (x2 (x3 + x7) + x3 (x5 + x7))) .
(4.51)
In Eq. (4.50), after applying MB splitting, it is just happened that one of polynomials is the same as
the U-polynomial. We notice that the U is the only polynomial which depends on variable x4. To








Γ(z2 + z3 + z4 + 1 − δ )Γ(z2 + z3 + z4 + 1 + δ )








We used AMBRE 1.2. while newer versions of AMBRE seem to perform better.
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with P3 being
P3 = (x3 + x6)(x5 + x7) + x1 (x3 + x5 + x6 + x7) + x2 (x3 + x5 + x6 + x7) ,
P4 = (x1 + x2 + x5 + x7).
(4.53)
If we split P2 - polynomial in a nice way, we can perform integration over the variable x6, since
the only other polynomial that depends on the variable x6 is P3. We split P2 and integrate over x6 in

























Γ (−z5) Γ (−z1 + z2 + z3 + z5)






















Γ (−z5) Γ (−z1 + z2 + z3 + z5)
Γ (−z1 + z2 + z3) Γ (δ − ϵ + z1 − z2 − z3 + 1)
× Γ (ϵ + z1 + z4 + z5 + 3) Γ (δ − 2ϵ − z2 − z3 − z4 − z5 − 2) ,
(4.54)
where we have used
P5 = x1x3 + x2x3 + x5x3 + x7x3 + x2x7,
P6 = x1x3 + x2x3 + x5x3 + x7x3 + x1x5 + x2x5 + x1x7 + x2x7.
(4.55)
















Γ (−z6) Γ (−z7) Γ (ϵ + z1 + z4 + z5 + z6 + z7 + 3)
Γ (ϵ + z1 + z4 + z5 + 3)
.
(4.56)
The next and the last step is to integrate over remaining Feynman parameters. We rewrite Eq. (4.47)





























Γ (−z2) Γ (−z3) Γ (−z4) Γ (−z5) Γ (−z1 + z2 + z3 + z5)
Γ(1 − δ )3Γ(δ + 1)3Γ(ϵ + 1)2
×
Γ (−z6) Γ (−z7) Γ (δ − 2ϵ − z2 − z3 − z4 − z5 − 2)




4. Evaluating master integrals
Integrating over Feynman parameters is now straightforward. We use the δ -function to integrate









)−δ−z1−2ϵ−3 σ̃z4s̃z1−z2−z3∆z3 t̃z2Γ (−z2)
×
Γ (−z5) Γ (−z6) Γ (−z7) Γ(δ − ϵ)Γ (−δ + z2 + z3 + z4 + 1) Γ (−z3) Γ (−z4)
Γ(1 − δ )3Γ(δ + 1)2Γ(2δ + 1)Γ(ϵ + 1)2
×
Γ (−δ + z3 + z5 + 1) Γ (−δ + z2 + z5 + z6 + 1) Γ (ϵ + z1 + z4 + z5 + z6 + 3)
Γ(δ − 2ϵ)Γ (−ϵ + z1 + z4 + 2) Γ (ϵ + z1 + z5 + z6 + 3) Γ (δ − ϵ − z6 − z7)
× Γ (ϵ + z1 + z5 + z6 + z7 + 3) Γ (δ + 2ϵ + z1 + z4 + 3)
× Γ (δ − ϵ − z2 − z5 − z6 − 1) Γ (δ − ϵ − z1 − z6 − z7 − 2)
× Γ (δ − 2ϵ − z2 − z3 − z4 − z5 − 2) Γ (2δ − ϵ − z3 − z5 − z6 − z7 − 1)
× Γ (−δ + ϵ + z2 + z3 + z5 + z6 + z7 + 2) .
(4.58)
This integral is well-dened for nite values ϵ and δ . We choose ϵ = −17
32
and δ = 1
16
. However, we
need results in d = 4 dimensions. To evaluate the integral Eq. (4.58) in these dimensions, we need
to analytically continue it in such a way that we can safely take δ → 0 and ϵ → 0 limits. How it
can be done, we explain below.
MB integrals are performed along the contours that run parallel to the imaginary axis and are
chosen such that the Γ(z + . . .) and Γ(−z + . . .) poles are to the left and to the right respectively of
the contours. We shift integration contours, by taking the δ → 0 limit and keeping ϵ xed. Each
time a pole of a gamma function crosses an integration contour, we simply add the residue of an
integral at corresponding pole. Residue integrals may also contain poles so that the procedure is
iterated. After that, Eq. (4.58) reads (schematically)
I111111100 → Ĩ +
∑
Ri , (4.59)
where Ĩ is an analytic continuation of I111111100 in the neighborhood of the point δ = 0; functions Ri
are residues of I111111100. We apply the same procedure for the analytic continuation ϵ → 0. This
algorithm was rst discussed in Ref. [96].
In practise, an analytic continuation of the integral is performed using the Mathematica-based
package MB.m [104], where above algorithm is implemented. In our case, the analytic continuation
in ϵ led to 18 distinct integrals. To select a particularm2V branch, we perform an asymptotic expansion
m2V → 0 of these 18 integrals using the Mathematica-based package MBasymptotics.m written by











Γ(−2ϵ)2Γ(−ϵ)2Γ(2ϵ + 1)Γ(3ϵ + 1)
Γ(ϵ + 1)3
× Γ(4ϵ + 1)Γ (2ϵ − z1 − 1) Γ (−2ϵ + z1 + 2) ,
(4.60)
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Figure 4.7.: The integration contour from Eq. (4.60).
where the integral over z1 is performed along the contour Γ shown in Fig. 4.7. The contour Γ
encircles all relevant poles of Γ-functions from Eq. (4.60) in such a way that the integration along
this contour gives a desired order of expansion inm2V . In our case, we require the expansion up to
the leading term inm2V .
From Eq. (4.60) it follows that dierent poles in z1 give dierent powers of m
2
V in the asymptotic
expansion. If we require terms of asymptotic expansion up to (m2V )
0
, we xed the integration
contour by imposing the following constraint
zmax
1
= −3 − 2ϵ . (4.61)
This constraint is used to close correctly the contour (Fig. 4.7), i.e. to take only those poles of
Γ(2ϵ − z1 − 1) and Γ(−2ϵ + z1 + 2) which gives the requested power of m
2
V . We close contour to
the left Re(z1) < 0 and encircle all poles including the one at Eq. (4.61). We get three terms of the
asymptotic expansion














where R1,R2,R3 are residues in z1 = −1,−2,−3, respectively.
As we showed in Eq. (4.62), we need to perform an asymptotic expansion of I111111100 in the




. Such an asymptotic expansion results in hundreds
of integrals contributing in this branch. Most of these integrals can be computed by means of
Barnes’ lemmas which are shown in Appendix B.3. We use a Mathematica-based package called
barnesroutines.m [107] which systematically apply Barnes’ lemmas.
However, there are often few MB integrations left which one cannot calculate using Barnes’








2t̃−z3−2∆z3Γ (−z3 − 1)
2 Γ (−z3) Γ (z3 + 1)













4. Evaluating master integrals
where ψ (0)(z5) = d/dz5 log Γ(z5) is a polygamma function. To evaluate these integrals, we close
contour to the left of the real part of the integration variable, i.e Re(z) < 0.7 Using Cauchy’s theorem,
we get an innite sum of residues at poles of Γ functions. We used MBsums.m [108] to close the

















ψ (1) (n − 1) −
51n
(n − 1)2
− 8π 2n − 3nψ (0)(n)2+











where we have used ∼ to emphasis that we skip some terms which are already resummed. To do
the summation, we use the program Xsummer [109].
Finally, we sum up all terms together to get the following expression for the branch (m2V )
−2ϵ
I111111100 → c(χ ; ϵ)(m2V )
−2ϵ , with




11G(−1, χ ) − 48iπ − 10
4(χ + 1)ϵ3
+





(−57π 2G(−1, χ ) − 24G(−1,−1,−1, χ ) + 381ζ (3)




(−224iπ 3G(−1, χ ) + 8π 2G(−1, χ ) + 48π 2G(−1,−1, χ )
− 192iπG(−1,−1,−1, χ ) + 192G(−1,−1,−1,−1, χ ) − 360ζ (3)G(−1, χ )
+ 2496iπζ (3) + 912ζ (3) − 287π 4 + 128iπ 3 − 320π 2 − 576iπ + 576) + O(ϵ),
(4.66)
where χ = t/s and G-functions are GPLs Appendix B.2.
To summarize, the MB representation is powerful method which allows us to compute boundary
conditions required in H + j and Z + j calculations. Moreover, it can been seen from the denition of
an integral family Eq. (4.42), nding a MB representation with the lowest number of MB variables
allows one to compute all boundary conditions for lower sectors. It is done by pinching propagators,
i.e. setting ai to zero. However, it is hard to come up with a such representation for some cases.
For these cases, we get two- and three-fold MB integrals which are dicult to calculate. For such
dicult sectors, we use a dierent method which is reviewed next.
7
In the very same way as shown in Fig. 4.7, but now the contour must include all residues to the left of Re(z) < 0.
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4.2.4. Expansion by regions
The asymptotic behaviour of a Feynman integral can be evaluated using the strategy of regions also
known as the expansion by regions. The idea of the "strategy of regions" stems from a paper by
M. Beneke and V. Smirnov [88], where it was demonstrated on a number of one-loop examples how
one can, in principle, derive an asymptotic behaviour for a Feynman integral in a particular kinematic
limit.
8
Over the years, this original idea was reconsidered and rened in many publications [102,
103, 110, 111], and it was shown to work in many multiloop examples (cf. Refs [46, 112]), however,
it is still holds the status of experimental mathematics, as it is stated in Ref. [68].
The strategy of regions is a rather heuristic approach, i.e. it consists of several rules, by following
which, one can evaluate a Feynman integral in a kinematic region of interest. These rules are listed
below [88, 103].
1. Divide the integration domain into several subdomains (regions) which are distinct from each other
with respect to their scaling properties of a given integration variable.9







Dj2 = ∅, (4.67)
where J is a set of regions. These subdomains are dened as follows
Dj = {x ∈ (Λj−1,Λj) : x̃ ∼ zj}, (4.68)
with Λi being an integration cut-o which separates regions. An integration cut-o Λi has a direct
relation to the scaling properties of adjacent regions. For each region, the scaling must be specied,
i.e. the integration variables x are set to be of the same order as zj , which is usually considered to
be a small or large number (scale). In practice, it means that one needs to nd a certain change of
variables where a new variable x̃ is set to be of a certain order zj .
2. Taylor expand the integrand in each subdomain according to its scaling properties.
Once all relevant regions are identied, the integrand will be expanded with respect to x̃ .










Here we assumed that these operators commute with each other. For non-commuting cases see
Ref. [111].
3. Set each region to be the whole integration domain.
This step is the most crucial for the method to make sense and requires some elaboration.
Working with covariant gauges in the dimensional regularization scheme (see Section 3.2), allows
to regularize Feynman integrals which otherwise would diverge. One of the essential advantages
8
Originally, it was considered by M. Beneke for some toy examples. However, we do not know if these results have
been published. The only reference to M. Beneke original results can be found in Ref. [103].
9
We often refer to regions as branches though, practically they correspond to slightly dierent features of a Feynman
integral.
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of using such a scheme is that any scaleless integral vanishes (Eq. (3.12)). In particular, once the
boundaries are set to be the original integration domain, the surplus of the integration region has









However, once that all these extra terms added together, they must vanish. More precisely, they add
up to scaleless integrals which subsequently vanish in dimensional regularization scheme. This is a
necessary condition for the whole scheme to work. Yet, it is not sucient to assure, that the nal
result is correct, i.e., it does not tell whether all the relevant regions were taken into account.
4. Integrate.
At this point, the complexity of an integral for a given region is reduced and usually allows a
straightforward evaluation.
To demonstrate all this steps in practice, consider the following master integral that appears in






where we use the integration measure from Appendix C and
[1] = −(k + p1 + p2)
2, [2] = −k2, [3] = −(p3 − l)
2, [4] =m2V − (l − k)
2. (4.72)
This master integral corresponds to the sector {1, 0, 1, 0, 1, 0, 1, 0, 0} of the integral family FamPlanar7
(Tab. C.6). It is a two-by-two sector, and hence, upon integrating the corresponding dierential
equations, the sector required two boundary constants. One of them was matched with a massless
branch as discussed previously, while the other one appears in the (m2V )
−2ϵ
branch.
We start with the integration over the loop momentum l . To this end, we parametrize the integral














(ω[3] + (1 − ω)[4])3
, (4.73)
with ω being a Feynman parameter. In this form, the integration over the loop momentum l is







(m2V /ω − (k − p3)
2)1+ϵ
. (4.74)




















(−[1]x − (1 − x − y)[2] + y[5]))3+ϵ
, (4.75)
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where we have introduced the new Feynman parameters x , y and the inverse propagator [5] =
m2V /ω − (k − p3)
2
. To perform the integration over k , we bring the denominator of Eq. (4.75) into a
∆ − k2 form, where ∆ is a function of the external momenta and Feynman parameters. Upon doing









(ωx(1 − y) +m2Vy(1 − ωx))
1+2ϵ
, (4.76)
where we have additionally rescaled the variable y as y → y(1 − x) and set s to be −1. By doing so,
the parameterm2V becomes scaleless, though we keep the notation unchanged.








(1 − x)−ϵyϵωϵ (1 − ω)−ϵ
(ωx(1 − y) +m2Vy(1 − ωx))
1+2ϵ
. (4.77)
After the change of variables u = (1 − (1 +m2V )y)/m
2
Vy, the integral takes the nal form
I = (m2V )










(1 − ω)−ϵωϵ (1 − x)−ϵ
(ωxu + 1)1+2ϵ
. (4.78)
We notice that the integration over the Feynman parameters x and ω can be easily performed.
We obtain
Iδ =






du (1 +m2V (u + 1))
ϵ−1 1 − 2F1(ϵ, 2ϵ, 1 − ϵ ;−u)
u1+δ
, (4.79)
where 2F1 is an ordinary hypergeometric function. We note that the integral of Eq. (4.79) is
well-dened in the integration region u ∈ (−1,∞) with ϵ ∈ (−1, 1). However, we split the integral
into several integrals, and individually, these do not converge in the newly dened integration
regions. To avoid this issue, we introduce an analytic parameter δ which governs the singular
behaviour of the new integrals.
We begin by noticing that the required factor of (m2V )
−2ϵ
is already factorized in Eq. (4.79). It
















. . .︸  ︷︷  ︸
Ih
, (4.80)
where meaning of each region is explained below.





du (1 +m2V (u + 1))
ϵ−1 1 − 2F1(ϵ, 2ϵ, 1 − ϵ ;−u)
u1+δ
, (4.81)
where the normalization prefactor is omitted everywhere for brevity (it will be restored in the end).
In Eq. (4.81), we can safely put δ to zero, since a divergence of the integrand at u = 0 is integrable.
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It is readily seen that due to boundaries of I0, the term (m
2
V (u + 1)) is always much smaller than 1.





du (1 + O(m2V ))
1 − 2F1(ϵ, 2ϵ, 1 − ϵ ;−u)
u
. (4.82)
To integrate Eq. (4.82), we expand the integrand in ϵ . We are allowed to do so since there is no
unregulated divergences. To preform the expansion in ϵ of 2F1, we use the Mathematica-based






2G(0,−1,u)ϵ2 − 2(4G(0,−1,−1,u) −G(0, 0,−1,u))ϵ3 + O(ϵ4)
u
, (4.83)
which can be easily integrated following the prescription in Appendix B.2, and where it is also taken
into account that GPLs at xed points can be evaluated to Riemann zeta functions (see lectures of
Ref. [92] for details ). After the evaluation integral reads




+ O(ϵ4) + O(m2V ). (4.84)
We proceed with the Is and Ih integrals, which are regulated by a cut-o parameter α . As it was
mentioned above, a cut-o parameter has a straightforward relation to the scaling properties of the
adjacent regions. In the case under consideration, the scaling can be read o from (1+m2V (u + 1))
ϵ−1
.
Indeed, it requires that m2V (u + 1) + 1 ∼ 1 which is possible if m
2
V (α + 1)  1 in order to extract
the desired branch. Then, α  1
m2V
, where we took into account the fact that m2V is by denition
small. However, we can constrain α from below, i.e. α  1, since it does not contradicts our original
assumption. Finally, we arrive at the following condition




Following the outlined procedure, we identify two regions which are called, following Ref. [103],
soft and hard, respectively. They read
Ds = {u ∈ (0,α) : u ≈ 1},




In principle we can dene the expansion operators at this point. However, for our needs, only the
leading term of the expansion is needed. Yet, it may be always assumed that these operators are
implied when we perform an expansion.
The integral Is corresponds to the soft region. This integrand is expanded accordingly to its




du (1 +m2V (u + 1))




du (1 + O(m2V ))
1 − F (ϵ, 2ϵ ; 1 − ϵ ;−u)
u1+δ
− Ĩs(α , ϵ), (4.87)
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where we have expanded the integrand in m2V and in the small parameter m
2
Vu  1 and set the
integration region to innity. To avoid double-counting, we subtracted the resulting surplus integral,
i.e., Ĩs(α , ϵ). This integral is evaluated at the end of this section.
The integration over u can be performed using the well-known formulas for the integration of









where we have expanded the nal answer in δ ;ψ 0 is a polygamma function of order zero and γE is
the Euler–Mascheroni constant.
The Ih integral requires a bit more care to be evaluated. Indeed, in Dh the 2F1-function is not
analytical. To analytically continue it to the integration regionDh , we use the well-known relations
for hypergeometric functions with arguments of forms x and 1/x . In particular, we use the formula
(9.132.2) for the analytic continuation of 2F1 from Ref. [114]. It reads
2F1(ϵ, 2ϵ ; 1 − ϵ ;−u) =
Γ(1 − ϵ)Γ(ϵ)
Γ(2ϵ)Γ(1 − 2ϵ)




u−2ϵ2F1(2ϵ, 3ϵ ; 1 + ϵ ;−1/u). (4.89)
Upon applying Eq. (4.89) and expanding the integrand from Eq. (4.80) in accordance with its





ϵ−1u−1−δ − Ĩh(α ,m
2
V , ϵ), (4.90)
where Ĩh(α ,m
2
V , ϵ) is calculated below. Such drastic simplication is given by the scaling of terms
that are generated by analytic continuation, i.e. u−ϵ and u−2ϵ . These terms are omitted, since they
contribute to dierent regions. However, we have to keep them in the Ĩh(α ,m
2
V , ϵ) integral since they
are necessary ingredients to show that the surplus integrals vanish. The integration of Eq. (4.90) is








+ (−ψ (0)(1 − ϵ) + log(m2V ) − γE) + O (δ ) , (4.91)
We note that we have acquired a log(m2V ) term which is not needed in the nal answer.
The prefactor that we have omitted so far reads
F =
Γ(2ϵ + 1)B(ϵ + 1, 1 − ϵ)
2ϵ2Γ(ϵ + 1)2
. (4.92)
Combining it with Eqs. (4.91, 4.88, 4.84) and expanding in ϵ , we obtain the nal answer
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It is still necessary to evaluate the surplus integrals that appeared during the computation. First,
we write the soft integral
Ĩs(α , ϵ) =
∫ ∞
α






where the constants Ci can be read o from Eq. (4.89). We have taken into account the boundaries
of this integral to expand the Ĩs integral. Practically, we expanded the integrand in the hard region
[103]. Note that we have omitted power suppressed terms. This is justied since these terms have
the same structure as the leading ones and what changes is their exponents. Similarly, we proceed
with the hard surplus integral
Ĩh(α ,m
2






−2ϵ ) ≈∫ α
0




We add up these integrals obtaining
Ĩh(α ,m
2
V , ϵ) + Ĩs(α , ϵ) =
∫ ∞
0
du u−1−δ (1 −C1u
−ϵ −C2u
−2ϵ ) = 0, (4.96)
since in the dimensional regularization scheme scaleless integrals vanish. As it was pointed out at
the beginning of this section, this is necessary condition, but it does not guarantee that all relevant
regions are included. To this end, we cross-checked our results against the MB method discussed in
the previous section as well as against a numerical evaluation with SecDec [59], nding the perfect
agreement.
In conclusion, despite technical challenges and its open status [68], the method of regions oers
a powerful alternative to compute boundary constants. It works well together with the advocated
method of small parameter expansion. Indeed, by looking at the asymptotic solutions of dierential
equations, it is easy to see what kind of scaling of a region to expect. Then, the extraction of the
required branch from a Feynman integral is just a technical problem. To this end, the tool asy2.m
is able, in principle, to identify all the relevant regions [103]. Once this is done, it is possible to
proceed with the algorithm described above.
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Chapter 5
Results for the Higgs transverse
momentum distribution
In this chapter we review how the physical cross section discussed in Chapter 2 is calculated. First,
we discuss how helicity amplitudes are analytically continued to relevant kinematic regions. Second,
we discuss the computational setup. Finally, we present the results for the production of the Higgs
boson at leading order and next-to-leading order in the strong coupling constant αs .
5.1. Analytic continuation of helicity amplitudes
We have showed in Section 2.5 how to calculate helicity amplitudes in the kinematic region t >
0, s < 0, u < 0 with m2H < 0 for processes H → ддд and H → дqq̄ from Sections 2.11 and 2.12,
respectively. We list the helicity coecients of Section 2.5, that were computed in this kinematic
region in Appendices (E.2, E.3). However, in order to calculate two-loop corrections to the H + j
production processes, i.e. дд→ Hд and qq̄ → Hд, we require other kinematic regions with positive
invariant massm2H > 0.
We dene the relevant kinematic regions by
2a+ : s > 0, t ,u < 0, (5.1)
3a+ : t > 0, s,u < 0, (5.2)
4a+ : u > 0, s, t < 0. (5.3)
These regions correspond to the production processes
2a+ : д(−p1) + д(−p2) → H (−p4) + д(p3), q(−p2) + q̄(−p1) → H (−p4) + д(p3), (5.4)
3a+ : д(−p1) + д(−p3) → H (−p4) + д(p2), q̄(−p1) + д(−p3) → H (−p4) + q̄(p2), (5.5)
4a+ : д(−p2) + д(−p3) → H (−p4) + д(p1), q(−p2) + д(−p3) → H (−p4) + q(p1). (5.6)
In each region, we must follow the Feynman prescription. Hence, positive Mandelstam variables
receive a small imaginary part in each corresponding region
2a+ : s → s + i0, (5.7)
3a+ : t → t + i0, (5.8)
4a+ : u → u + i0. (5.9)
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5. Results for the Higgs transverse momentum distribution
To acquire results in the 2a+ and 4a+ regions, we analytically continue the helicity amplitudes
from the 3a+ region. To do so, we followed the procedure explained in Ref. [97], and, we refer
to this paper for details. Here, we just state that in order to calculate the analytic continuation
of the helicity amplitudes, one must follow a specic path in the complex plane spanned by the
Mandelstam variables. This path crosses the branch cuts at u = 0, t = 0 or s = 0 and thus, aects
the GPLs: they receive an imaginary part. For instance, a path from the region 3a+ to 2a+ crosses










































while GPLs changes as in
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Such transformations are described in Ref. [94]. To do such continuation in practice, we have
used the Mathematica-based package HPL.m from Ref. [115] where all relevant transformations (e.g.
Eq. (5.11)) are implemented.
To present our results for the two-loop helicity amplitudes, we have performed analytic
continuation to all relevant regions. GPLs that appear in our results are all real-valued functions
and their imaginary parts are accurately extracted upon an analytic continuation. In each region,
we have dened a new set of variables


















with 0 ≤ ui ≤ 1. All these transformations are checked against the CHAPLIN code from Ref. [116].
5.2. The Higgs transversemomentum distribution at leading order
We have calculated virtual corrections in the high transverse momentum limit up to leading order
in the Higgs boson mass and subleading order in the top mass.
To see that such approximation is appropriate, we rst check the leading order cross section
(Fig. 5.1). This gure depicts three high energy expansions of the LO cross section which are
compared to the exact cross section at LO: O((m2H )
0, (m2t )
0), O((m2H )




t ). In the
rst case, we see a deviation of O(30%) at 800 GeV decreasing at higher values of pT (dotted line).
Including the subleading order in the top mass, the deviation decreases to the order of few percent
(dashed line). Finally, expanding the exact cross section to O(m2t ,m
2
H ) we get a per mill accuracy
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5.3. Computation setup for H + j production


























Figure 5.1.: We compare dierent expansions of LO cross section for H + j against exact LO cross
section. Expanding to the leading order in the Higgs and subleading order in the top
mass leads to the dierence of O(1%) above 400 GeV.
above 500 GeV (solid line). These results indicate that mt/pT and mH/2mt are indeed good small
parameters at LO and may be applied to the NLO calculations.
We note here that LO form factors are required to produce the NLO cross section. We keep them
exact in the mass of the Higgs boson and in the top quark throughout NLO calculations.
5.3. Computation setup forH + j production
The partonic cross sections σдд→Hд and σqq̄→Hд consist of two parts: virtual and real emission
corrections as we explained in Section 2.2.
While there exist analytical results with exact top-mass dependence for real emission processes
дд→ Hд + д, qq̄ → Hд + д, and etc. [58], we used their numerical implementation in the program
OpenLoops [117, 118] which uses following codes: COLLIER [119], CutTools [120] and OneLOop
[121]. The technical details of these programs can be found in the mentioned papers.
We note here that the numerical calculations of real emission corrections are highly non-trivial.
Indeed, one must, e.g., deal with the singularities arising from the infrared structure of the underlain
gauge theory. OpenLoops had been used in previous (N)NLO computations and is capable of dealing
with the present calculations.
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5. Results for the Higgs transverse momentum distribution
All virtual and real amplitudes have been inserted into the program POWHEG-BOX [122–124].
Using this program has two important advantages: it regularizes the infrared divergences using
FKS subtraction [125] and it allows one to match xed NLO calculation with parton showers.
5.4. The Higgs transversemomentum distribution at
next-to-leading order
In this section, we review the results of Ref. [2], where the two-loop corrections [1] computed in
the small parameter expansion have been combined with the real emission corrections to produce
the pT -distribution of the Higgs boson in the high transverse momentum region.
In our paper [2], we study proton-proton collisions at the LHC with a center-of-mass energy of
√
s = 13 TeV. We use the pole mass scheme to renormalize the top mass mt = 173.2 GeV. The Higgs
boson mass is taken to bemH = 125 GeV. We use a Fixed-Flavor Number Scheme (FFNS) with the
number of avors n f = 5 and consider the bottom quark to be a massless parton. We choose to use
the NNPDF3.0 set of parton distribution functions [91, 126] and their provided implementation of
the running of the strong coupling constant αs . The renormalization and factorization scales are











pT ,j , (5.15)
where j indicates the parton in the nal state, pT ,j is the transverse momenta of the respective parton
and pT is the transverse momentum of the Higgs boson. To estimate theoretical uncertainties, we
vary the factorization and the renormalization scales µ by a factor of two around the central value
µ0.
In Tab. 5.1, we present the inclusive cross sections at LO and NLO along with corresponding
K-factor for dierent values of the minimal Higgs transverse momentum (1 column). In the 2
column, we include the inclusive results in the innite top mass approximation. In the 3 column,
we show our results obtained in the small parameter expansion. We refer to the former case as
the Higgs Eective Field Theory (HEFT), and to the latter case as the Standard Model (SM). We
observer that KSM is close to 1.90 and it is almost not aected by changing p
min
T . This indicates that
the QCD radiation corrections are almost insensitive to the eects of the top mass. We compare KSM
and KHEFT at the central value to estimate the eect of the top mass. We observe a 4% dierence at
400 GeV which increases with pminT reaching an eect of 6% at 1 TeV.
In Fig. 5.2, we present the transverse momentum distribution of the Higgs bosons. In the upper
panel, the HEFT (dashed lines) and SM (solid lines) pT -distribution are shown. The NLO QCD
corrections increase the LO predictions by O(100%) for both cases. We see that the HEFT results
overestimate the production of the Higgs bosons at the high-pT region as expected, since they do
not include the top mass eects. In the lower panel, we present the theoretical uncertainties due to
scale variation. We estimated theoretical uncertainty of our predictions to be at the level of 20%,
which is a factor of two lower than LO theoretical uncertainties. We note that these uncertainties
are almost insensitive to pminT .
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Figure 5.2.: In the upper panel, we show transverse momentum distribution of Higgs bosons at LO
and NLO for HEFT (dashed lines) and the SM (solid lines). In the lower panel, ratio
NLO/LO is shown. The band shows the theoretical uncertainty of our results due to
scale variation.
To conclude this Section, results of Ref. [25] and Refs. [1, 2] in Fig. 5.3 are compared.
1
In particular,









matrix elements at LO and NLO, respectively. The sum goes over helicity congurations discussed
in Section 2.5. In Fig. 5.3, we see the convergence of expanded results to exact ones. The major error
is introduced by the partonic process дд→ Hд and it is of O(10%). This is the expected error since
we consider the m2H/(4m
2
t )-expansion of the form factors from Section 2.3 only to leading order. Its
value is ∼ 0.1 for our choice of the Higgs and the top mass. Such large error is suppressed at the
cross section, since the virtual contribution is of O(10%) in the Higgs pT -distribution at NLO. In
Ref. [25], the eect of the top mass was calculated to be of the order 9%. We report that our results
converge to this value and get very close to it at pT ∼ O(2 TeV).
1
Courtesy of Dr. M. Kerner and Dr. C. Wever.
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Figure 5.3.: Comparison of results for the Higgs boson production at high-pT presented in Refs. [1,
2] with results of Ref. [25]. “Virtual” denotes virtual contributions, “Born” denotes Born
contributions [27].
LOHEFT [fb] NLOHEFT [fb] K HEFT LO [fb] NLO [fb] K SM








































Table 5.1.: Inclusive cross sections and K-factors for H + j production at dierent values of the
minimal Higgs transverse momentum. The second column contains results obtained
within the innite top-mass approximation while the third one contains our results which
includes the top-mass eects. The theoretical uncertainties are estimated by varying
renormalization and factorization scales by a factor of two around the central value




In this thesis, we have studied the two production processes pp → H + j and pp → Z + j. In the
high-pT region, these processes may be sensitive to the eects of physics beyond the Standard Model.
To observe these eects, one needs to give accurate theoretical predictions for the Higgs boson
and Z boson pT -distributions. Unfortunately, higher-order corrections to dierential observables
are usually hard to calculate. In particular, calculations of multiloop Feynman integrals pose still a
dicult problem in spite of remarkable advancements of computational techniques in the past few
decades. Being interested mainly in the phenomenology of H + j and Z + j processes, we advocated
a dierent approach to this problem. This approach stems from an observation that these processes
have a similar signature in the high transverse momentum region: a hierarchy of scales. In the H + j











T . Using the
expansions of Feynman integrals in these small parameters we were able to extend the applicability
of the dierential equation method to both processes of interest.
In the case of H + j production, we have computed all Feynman integrals in the small parameter
expansions that are relevant for the two-loop processes дд → Hд, qq̄ → Hд and qд → Hq in the
high-pT region. It allowed us to compute two-loop helicity amplitudes to the aforementioned
processes in the high-pT region. Upon calculating two-loop contributions, we combined the
existing real emission corrections with virtual contributions to produce NLO QCD corrections
to the production of Higgs bosons at large transverse momenta. These NLO corrections increased
the exiting LO predictions by O(100%). The top mass eects grows with pT -cut converging to
9% at pT ∼ O(2 TeV) as predicted by numerical computations [25]. We showed that the radiative
corrections are almost independent of the top mass eects. The comparison between [2] and [25] is
presented in this thesis.
We have made the rst step towards the calculations of mixed QCD&EW corrections to the
Z + j production. Namely, we have computed master integrals that are relevant to the qq̄ → Zд
process at large transverse momentum. Additionally, we employed the equal-mass approximation
mW ≈mZ =mV . To compute the master integrals, we rst analysed relevant Feynman amplitudes
forZ+j and identied 18 Feynman integral families. In our analysis, we neglected contributions from
the top quark. In these 18 integral families, we have selected the master integrals, and subsequently,
we preformed reductions for these integrals. This allowed us to obtain dierential equations and
then to solve them using the expansion in a small parameter mV /pT . As the last step, we computed
all boundaries conditions for the master integrals.
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6. Conclusions
Since expanding Feynman integrals in small parameters tends to decrease the diculty of
multiloop calculations, one can think of applying this method to dierent observables that may be
out of reach of the current multiloop computational techniques. In particular, including the top
quark contributions will further improve QCD&EW corrections to Z + j production.
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A.1. Feynman rules for QCD
Here we present Feynman rules that we used to draw Feynman diagrams for the scattering
amplitudes qq̄ → Hд, qд → Hq and дд → Hд. Following conventions are assumed, when
we draw Feynman diagrams
• For color algebra SU(N ), we use Latin letters a,b, c, . . . to denote the adjoint representation,
while i, j,k, . . . to denote the fundamental representation.
• Greek letters µ,ν , ρ,σ , . . . are Lorenz indices. There are two exceptions: η is Minkowski
metric tensor and λ is used to denote polarization states of gluons.
• Capital Latin letters A,B, . . . denote Dirac indices.




4παS is the strong charge with αS being the strong coupling constant. We used
[61, 127] to prepare this section.
External legs





















= ϵ?µ,λ . (A.6)
• Higgs external legs
= = 1. (A.7)
Propagators






(/p −mt + i0)AB
(A.8)
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• Gluon propagator














abc[ηµν (p1 − p2)




• Four gluon vertex
µ, a ν, b
ρ, cσ, d
= −д2s [feab fecd(ηµρηνσ − ηµσηνρ)+
feac fedb(ηµσηρν − ηµνησρ) + fead febc(ηµνηρσ − ηµρηνσ )] (A.11)





















In this appendix, we describe the spinor-helicity formalism.
Since it is a known procedure [61, 128], we will briey outline the main idea. Then, we will cast
the characters which appears when one is performing computations in the spinor-helicity formalism
and show how one should handle spinors.
When computing a scattering amplitude, one always face the problem of having huge expressions.
As we have already seen in Section 2.3, there are many ways to facilitate computations. Most of
them (if not all of them) come from symmetries. However, some symmetries are more obvious
than others. This way of thinking leads to a question: is there a more suitable set of variables,
functions, etc. for a particular scattering amplitude? To answer this question, we should consider
two observations which are relevant for the type of computations performed in this thesis. First, it
is often the case that external fermions are considered to be massless. Second, almost all particles
have non-zero spin. Then, we can reformulate our question: which is the most convenient way of
treating spinors? In Section 2.3 we did not assume anything special except for the fact fact that
we are working with regular innite-dimensional spinors. The answer is then: instead of using an
innite-dimensional representation of spinors, i.e. working with spinor elds, it is more convenient
to choose a “smaller” representation: the left and/or right Weyl representations.
Since we are going to work with the Weyl representations, we need to dene Pauli matrices

















Out of these matrices we can compose two 4-vectors σ µ = (1, ®σ ) and σ̄ µ = (1,−®σ ), where the bold
unity represents the 2 × 2 identity matrix. With these denitions we can easily dene the Dirac







Now, we are going to identify Weyl spinors with the 4-momentum of a fermion
k
µ
i → uR(ki) ≡ |iR〉 ≡ (







i is the momentum of the fermion under consideration, uL(ki) and uR(ki) are left-handed and
right-handed bispinors in Dirac notation, λαi and (λi) Ûα are left-handed and right-handed spinors,
respectively, in Weyl representation, α , Ûα = 1, 2. In order to construct full bracket products we also
need a notation for conjugated spinors
k
µ
i → ūR(ki) ≡ 〈iR | ≡ λ
α
i , ūL(ki) ≡ 〈iL | ≡ (
˜λi) Ûα . (B.4)
The dot denotes a dierent representation of the Lorenz group.
These spinors satisfy the Dirac equations for massless particles
ˆkiuL/R = 0, (B.5)
where
ˆk = γ µkµ . At this points, it should be noted that the positive and negative energy solutions
are the same up to a normalization factor. In other words, we only need one of them; the other
solution can be acquired automatically.
To construct a scalar product we need an additional tensor which will act as a metric tensor in





≡ εαβ = −εαβ = ε






To rise/lower spinor indices we will use the following rules
(λi)βε
αβ = λαi , λ
β
i εαβ = (λi)α
˜λ
Ûβ
i ε Ûα Ûβ = (
˜λi) Ûα , ( ˜λi) Ûβε
Ûα Ûβ = ( ˜λi)
Ûα .
(B.7)
It is necessary since ε is an anti-symmetric tensor. Thus, we can easily demonstrate how spinor
products computed in this formalism
〈ij〉 ≡ 〈iRiL〉 = ε
αβ (λi)α (λj)β = (λi)αλ
α
j ,
[ij] ≡ 〈iLiR〉 = ε
Ûα Ûβ ( ˜λi) Ûβ (





We have omitted R/L subscripts in the leftmost part of the relations. Indeed, square and angle
brackets unambiguously indicate the spinor representation. Note that it is exactly the order we
need to be consistent with four dimensional spinors. In such a way, we can easily derive that
[ij] = ε Ûα
Ûβ ( ˜λi) Ûβ (
˜λj) Ûα = ˜λ
Ûα
i (
˜λj) Ûα = −( ˜λi) Ûα ˜λ
Ûα
j = −[ji], (B.9)
we can also show that 〈ij〉 = −〈ji〉. In a similar way, it is trivial to show that [ii] = 〈ii〉 = 0 due to
anti-symmetry of the εαβ tensor. Also, it is easy to show that
〈ij〉∗ = εαβ ( ˜λi) Ûα ( ˜λj) Ûβ =
˜λ Ûαj (
˜λi) Ûα = [ji] (B.10)
Now we turn our attention to 4-momenta. As said, 4-momenta transform under the vector
representation of SO(3, 1). However, we can also dened a 4-momentum in the spinor basis















There are actually two tensors which are dened in two dierent spinor bases.
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where we have used the following equation to derive the rest of relations
σα Ûαµ (σ
µ)β
Ûβ = 2εαβε Ûα
Ûβ . (B.12)
Then, a 4-momentum in spinor representation takes the following matrix form
kα Ûα =
[
k0 − k3 −k1 + ik2
−k1 − ik2 k0 + k3
]
. (B.13)
For massless momenta, the determinant of this matrix is zero
det(kα Ûα ) = 0. (B.14)
It follows from linear algebra that any 2 × 2 matrix with zero determinant can be decomposed into
a product of two vectors. In the case of 4-momenta, it turns out that these vectors are exactly the
spinors from Eq. (B.3)
kα Ûα = λα ˜λ Ûα = i〉[i, k Ûαα = ˜λ Ûαλα = i]〈i . (B.15)
Then, due to Eq. (B.12) and Eq. (B.8) the scalar product becomes






Finally, we arrive to the point when we can discuss how we can incorporate vector bosons into
this formalism. It is well known that polarisations of a vector boson satisfy ϵ · ϵ = 0. In a spinor
basis, it can be represented by an outer product of two spinors. Yet, this representation should be
xed with an extra condition since a complex 4-vector has, in general, three degrees of freedom
while a polarisation of a massless gauge boson only two. It is done by introducing an a lightlike
4-momentum r µ called the reference momentum. It can be any lightlike vector which is not aligned
with a 4-momentum of a corresponding gauge boson. In practice, it is usefully to use other external
momenta as a reference vector. Then, the expression for a polarization vector in the spinor basis is











where i → ki the 4-momentum of the gauge boson, j → kj ,∀j : kj ∦ ki ; ki denotes the momentum
of an external particle. It is readily seen that all formulae involving polarizations still hold.
There is a very useful property of polarizations which we want to mention here. Since spinors
are two-dimensional objects and ki · kj , 0, we are conned in a linear space spanned by these two
vectors. Then, the reference vector kj admits the following relation






















We have chosen an arbitrary reference vector, hence any scattering amplitude must full this
condition Mµk





Higher order corrections involves a computation of multi-loop integrals in the dimensional
regularisation scheme. Such integrals have complicated analytical structure which encapsulated
in logarithms and polylogarithms Lin(z) at one loop level. However, it appears that even more a
general extension of logarithms is needed when one interested in even higher corrections. Such a
generalisation is given by Goncharov polylogarithms (GPLs) [84] (also known as generalized
polylogarithms, or hyperlogarithms [129]). They play an essential role in contemporary
computations. We will dene them recursively































when all entries are the same or zero respectively. When the recursion reaches the last element,
i.e. the rightmost entry, it stops: G(;x) = 1. These functions are analytic whenever an , 0 at x = 0.
We refer to elements of a vector a as letters. The set of all letters that appear in the computation of
master integrals is called alphabet
GPLs present the shue algebra, with the shue product





aσ (1), . . . ,aσ (n);x
)
, (B.21)
where the sum goes over all permutations σ which preserves the original order in sets {a1 . . . am}
and {am+1 . . . an}. The shue product preserves the combined weight of GPLs, i.e. ifW is a function
which maps GPLs to the weight, thenW [G(®a;x)G(®b;x)] = n +m. Hence, this algebra is graded with
respect to the weight.
Let us discuss some of the basic properties of GPLs. If the left most entry in a GPL is not zero,
then this GPL is invariant under the following rescaling
G(λ®a; λx) = G(®a;x), (B.22)
where λ is a complex number. GPLs diverge whenever x = a1 due to end-point singularity (see
Eq. (B.19)). Also, we mentioned that they are analytic at x = 0 whenever an , 0, but if it is happened
that the last entry is zero, thanks to the shue algebra, we can rewrite GPLs. For example,
G(a, 0;x) = G(a;x)G(0;x) −G(0,a;x) (B.23)
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B.3. Mellin-Barnes representation
GPLs admit functional equations. One of them is Hölder convolution
G(a1, . . . ,an; 1) =
n∑
k=0
(−1)kG(1 − ak , . . . , 1 − a1; 1 −
1
p




This expression is valid for any p ∈ C, if a1 , 0 and an , 0. Then, if p →∞ we see that all entries
are shifted by 1
G(a1, . . . ,an; 1) = (−1)
nG(1 − an, . . . , 1 − a1; 1). (B.25)
There is plenty of these relations which were derived by means of Hopf algebra [92]. We will not
review them here.
Goncharov polylogarithms can be related to dierent instances of polylogarithms. One of this
instances is called Harmonic polylogarithms (HPLs). HPLs are a special type of GPLs, since all
entries of HPLs are from the set {−1, 0, 1}. They are related via
H (a1, . . . ,an; z) = (−1)
pG (a1, . . . ,an;x) (B.26)
where p denots the number of element in ®a which equal to +1 .
B.3. Mellin-Barnes representation
In this section, we present Millin-Barnes (MB) representation.
A denominator D = A + B, raised to arbitrary power p can be written as a contour integral in a
complex domain






dzA−p+z+δBz+δΓ(p + z + δ )Γ(−p − δ ), (B.27)
where δ is a real number dened in such a way, that poles of gamma functions Γ(p + z) Γ(−p) are
separated.
Sometimes the integration of MB integrals can be performed exactly by means of two Barnes’
lemmas. The rst Barnes lemma reads∫ +i∞
−i∞
dzΓ(a1 + z)Γ(a2 + z)Γ(a3 + z)Γ(a4 + z) =
Γ(a1 + a3)Γ(a1 + a4)Γ(a2 + a3)Γ(a2 + a4)
Γ(a1 + a2 + a3 + a4)
. (B.28)
The second Barnes lemma reads∫ +i∞
−i∞
dz
Γ(a1 + z)Γ(a2 + z)Γ(a3 + z)Γ(a4 − z)Γ(a5 − z)
Γ(a1 + a2 + a3 + a4 + a5 + z)
=
Γ(a1 + a4)Γ(a1 + a5)Γ(a2 + a4)Γ(a2 + a5)Γ(a3 + a4)Γ(a3 + a5)
Γ(a1 + a2 + a4 + a5)Γ(a1 + a3 + a4 + a5)Γ(a2 + a3 + a4 + a5)
. (B.29)














where | arg(−z)| < π . The path of the contour integral is chosen in a such a way that separates
poles of Γ(a1 + z)Γ(a2 + z) from the poles of Γ(−z).












Here we list propagators and solutions of master integrals which appear in calculations of the virtual
amplitude for the processes дд→ Hд, qq̄ → Hд and qq̄ → Zд.
We denote the two-loop four-points scalar integral as





The indexm indicates a particle in the loop. For H + j it is the top quark, for Z + j is the massive
vector boson particle.










C.1. Topologies and top sectors for H + jet two-loop amplitudes
Prop. PL1 PL2 NPL
[1] k2 k2 −m2t k
2 −m2t
[2] (k − p1)
2 (k − p1)
2 −m2t (k + p1)
2 −m2t
[3] (k − p1 − p2)
2 (k − p1 − p2)
2 −m2t (k − p2 − p3)
2 −m2t
[4] (k − p1 − p2 − p3)
2 (k − p1 − p2 − p3)
2 −m2t l
2 −m2t
[5] l2 −m2t l
2 −m2t (l + p1)
2 −m2t
[6] (l − p1)
2 −m2t (l − p1)
2 −m2t (l − p3)
2 −m2t
[7] (l − p1 − p2)
2 −m2t (l − p1 − p2)
2 −m2t (k − l)
2
[8] (l − p1 − p2 − p3)
2 −m2t (l − p1 − p2 − p3)
2 −m2t (k − l − p2)
2
[9] (k − l)2 −m2t (k − l)
2 (k − l − p2 − p3)
2
Table C.1.: Feynman propagators of the three integral families for the processes дд→ Hд, qq̄ → Hд.












Figure C.1.: Top-sectors of the topology PL1.
{1, 0, 0, 0, 1, 0, 0, 0, 0} {0, 0, 1, 0, 1, 0, 0, 0, 1} {0, 0, 1, 0, 2, 0, 0, 0, 1} {0, 1, 0, 0, 0, 0, 0, 1, 1} {0, 2, 0, 0, 0, 0, 0, 1, 1} {1, 0, 0, 0, 0, 0, 0, 1, 1}
{2, 0, 0, 0, 0, 0, 0, 1, 1} {1, 0, 0, 0, 1, 0, 0, 1, 0} {1, 0, 1, 0, 1, 0, 0, 0, 0} {0, 0, 1, 0, 1, 0, 0, 1, 1} {0, 0, 1, 0, 1, 0, 0, 2, 1} {0, 0, 2, 0, 1, 0, 0, 1, 1}
{0, 1, 0, 0, 1, 0, 0, 1, 1} {0, 1, 0, 0, 2, 0, 0, 1, 1} {0, 2, 0, 0, 1, 0, 0, 1, 1} {0, 1, 0, 0, 1, 0, 1, 0, 1} {0, 1, 0, 0, 1, 0, 2, 0, 1} {0, 2, 0, 0, 1, 0, 1, 0, 1}
{0, 1, 1, 0, 0, 0, 0, 1, 1} {0, 1, 1, 0, 1, 0, 0, 0, 1} {1, 0, 0, 0, 0, 0, 1, 1, 1} {1, 0, 0, 0, 1, 0, 1, 1, 0} {1, 0, 1, 0, 0, 0, 0, 1, 1} {1, 0, 1, 0, 0, 0, 0, 2, 1}
{1, 0, 2, 0, 0, 0, 0, 1, 1} {1, 0, 1, 0, 1, 0, 0, 1, 0} {1, 0, 1, 0, 1, 0, 1, 0, 0} {1, 1, 0, 0, 0, 0, 0, 1, 1} {1, 1, 1, 0, 1, 0, 0, 0, 0} {0, 1, 0, 0, 1, 0, 1, 1, 1}
{0, 1, 0, 0, 1, 0, 1, 2, 1} {0, 2, 0, 0, 1, 0, 1, 1, 1} {0, 1, 1, 0, 0, 0, 1, 1, 1} {0, 1, 1, 0, 1, 0, 0, 1, 1} {0, 1, 1, 0, 1, 0, 0, 2, 1} {0, 1, 1, 0, 2, 0, 0, 1, 1}
{0, 1, 2, 0, 1, 0, 0, 1, 1} {0, 2, 1, 0, 1, 0, 0, 1, 1} {1, 0, 1, 0, 0, 0, 1, 1, 1} {2, 0, 1, 0, 0, 0, 1, 1, 1} {1, 0, 1, 0, 1, 0, 0, 1, 1} {1, 0, 1, 0, 1, 0, 0, 1, 2}
{1, 0, 1, 0, 1, 0, 0, 2, 1} {1, 0, 2, 0, 1, 0, 0, 1, 1} {1, 0, 1, 0, 1, 0, 1, 1, 0} {1, 1, 0, 0, 0, 0, 1, 1, 1} {1, 1, 0, 0, 0, 0, 1, 1, 2} {1, 1, 0, 0, 0, 0, 2, 1, 1}
{2, 1, 0, 0, 0, 0, 1, 1, 1} {1, 1, 0, 0, 1, 0, 0, 1, 1} {1, 1, 0, 0, 1, 0, 0, 2, 1} {1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 0, 1, 0, 2, 0, 1} {1, 1, 1, 0, 0, 0, 0, 1, 1}
{1, 1, 1, 0, 0, 0, 0, 1, 2} {1, 1, 1, 0, 0, 0, 0, 2, 1} {1, 1, 1, 0, 1, 0, 0, 1, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0} {0, 1, 1, 0, 1, 0, 1, 1, 1} {1, 1, 0, 0, 1, 0, 1, 1, 1}
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C.1. Topologies and top sectors for H + jet two-loop amplitudes
{1, 1, 1, 0, 0, 0, 1, 1, 1} {1, 1, 1, 0, 1, 0, 0, 1, 1} {1, 1, 1, 0, 2, 0, 0, 1, 1} {1, 2, 1, 0, 1, 0, 0, 1, 1} {1, 1, 1, 0, 1, 0, 1, 1, 0} {1, 1, 1, 0, 1, 0, 1, 1, 1}
 6 
{0, 1, 1, 0, 1, -1, 1, 1, 1}
 6 
{1, 1, 0, 0, 1, -1, 1, 1, 1}
 4 
{1, 1, 1, -1, 0, 0, 1, 1, 1}
 4 , 6 
{1, 1, 1, -1, 1, -1, 1, 1, 1}
 4 
{1, 1, 1, -1, 1, 0, 0, 1, 1}
 4 
{1, 1, 1, -1, 1, 0, 1, 1, 1}
 6 
{1, 1, 1, 0, 1, -1, 1, 1, 1}
Planar PL2master integrals
{0, 0, 0, 0, 1, 0, 0, 0, 1} {0, 0, 0, 0, 1, 0, 0, 1, 1} {0, 0, 0, 0, 1, 0, 1, 0, 1} {0, 0, 0, 1, 1, 0, 0, 0, 1} {0, 0, 0, 1, 2, 0, 0, 0, 1} {0, 0, 1, 0, 1, 0, 0, 0, 1}
{0, 0, 1, 0, 2, 0, 0, 0, 1} {0, 1, 0, 0, 0, 0, 0, 1, 1} {0, 1, 0, 0, 0, 0, 0, 2, 1} {0, 1, 0, 1, 0, 0, 0, 0, 1} {1, 0, 0, 1, 0, 0, 0, 0, 1} {1, 0, 1, 0, 0, 0, 0, 0, 1}
{0, 0, 0, 0, 1, 0, 1, 1, 1} {0, 0, 1, 0, 1, 0, 0, 1, 1} {0, 0, 1, 0, 1, 0, 0, 1, 2} {0, 0, 1, 0, 1, 0, 0, 2, 1} {0, 1, 0, 0, 0, 0, 1, 1, 1} {0, 1, 0, 0, 1, 0, 0, 1, 1}
{0, 1, 0, 0, 1, 0, 0, 1, 2} {0, 1, 0, 0, 2, 0, 0, 1, 1} {0, 1, 0, 0, 1, 0, 1, 0, 1} {0, 1, 0, 0, 1, 0, 1, 0, 2} {0, 1, 0, 0, 1, 0, 2, 0, 1} {0, 1, 0, 1, 1, 0, 0, 0, 1}
{0, 1, 0, 1, 1, 0, 0, 0, 2} {0, 1, 0, 1, 1, 0, 0, 1, 0} {1, 0, 0, 0, 0, 0, 1, 1, 1} {1, 0, 0, 1, 1, 0, 0, 1, 0} {1, 0, 1, 0, 0, 0, 0, 1, 1} {1, 0, 1, 0, 0, 0, 0, 1, 2}
{1, 0, 1, 0, 1, 0, 0, 1, 0} {1, 0, 1, 0, 1, 0, 1, 0, 0} {0, 1, 0, 0, 1, 0, 1, 1, 1} {0, 1, 0, 0, 1, 0, 1, 1, 2} {0, 1, 0, 0, 1, 0, 1, 2, 1} {0, 1, 0, 1, 1, 0, 0, 1, 1}
{0, 1, 0, 1, 1, 0, 0, 2, 1} {0, 1, 0, 2, 1, 0, 0, 1, 1} {0, 1, 1, 0, 1, 0, 0, 1, 1} {0, 1, 1, 0, 1, 0, 0, 1, 2} {0, 1, 1, 0, 1, 0, 0, 2, 1} {0, 1, 1, 1, 1, 0, 0, 0, 1}
{0, 1, 1, 1, 2, 0, 0, 0, 1} {1, 0, 0, 1, 1, 0, 0, 1, 1} {1, 0, 1, 0, 0, 0, 1, 1, 1} {1, 0, 1, 0, 1, 0, 0, 1, 1} {1, 0, 1, 0, 2, 0, 0, 1, 1} {2, 0, 1, 0, 1, 0, 0, 1, 1}
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C. Master integrals
{1, 0, 1, 0, 1, 0, 1, 0, 1} {1, 0, 1, 0, 1, 0, 1, 1, 0} {1, 1, 0, 0, 0, 0, 1, 1, 1} {1, 1, 0, 0, 0, 0, 1, 1, 2} {1, 1, 0, 0, 0, 0, 1, 2, 1} {1, 1, 1, 0, 0, 0, 0, 1, 1}
{1, 1, 1, 0, 0, 0, 0, 2, 1} {1, 1, 1, 1, 0, 0, 0, 0, 1} {0, 1, 1, 1, 1, 0, 0, 1, 1} {1, 0, 1, 0, 1, 0, 1, 1, 1} {1, 1, 1, 0, 0, 0, 1, 1, 1} {1, 1, 1, 0, 1, 0, 0, 1, 1}
{1, 1, 1, 1, 1, 0, 0, 1, 0} {1, 1, 1, 0, 1, 0, 1, 1, 1} {1, 1, 1, 1, 1, 0, 0, 1, 1}
 6 
{0, 1, 1, 1, 1, -1, 0, 1, 1}
 4 , 6 
{1, 1, 1, -1, 1, -1, 1, 1, 1}
 4 
{1, 1, 1, -1, 1, 0, 1, 1, 1}
 6 
{1, 1, 1, 0, 1, -1, 0, 1, 1}
 6 











Figure C.2.: Top-sectors of the topology PL2.
Non-Planar NPLmaster integrals
{0, 1, 1, 0, 1, 1, 1, 1, 0} {0, 1, 1, 1, 1, 0, 1, 0, 1} {0, 1, 1, 1, 1, 0, 1, 1, 0} {0, 1, 1, 1, 1, 0, 1, 1, 1} {0, 1, 1, 1, 1, 1, 1, 1, 0} {0, 1, 1, 1, 2, 0, 1, 1, 0}
{0, 1, 1, 1, 2, 0, 1, 1, 1} {0, 1, 1, 2, 1, 0, 1, 1, 0} {0, 1, 1, 2, 1, 0, 1, 1, 1} {0, 1, 1, 2, 1, 1, 1, 1, 0} {0, 1, 2, 1, 1, 0, 1, 1, 1} {0, 1, 2, 1, 1, 1, 1, 1, 0}
{0, 2, 1, 1, 1, 0, 1, 0, 1} {0, 2, 1, 1, 1, 0, 1, 1, 0} {0, 2, 1, 1, 1, 0, 1, 1, 1} {0, 2, 1, 1, 1, 1, 1, 1, 0}
 1 
{-1, 1, 1, 1, 1, 0, 1, 1, 1}
 1 
{-1, 1, 1, 1, 1, 1, 1, 1, 0}
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Figure C.3.: Top-sectors of the topology NPL.
C.2. Topologies and top sectors forZ + j








[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2 −m2V
[3] (k1 + p1 + p2)
2 (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2
[5] (k2 − p3)
2 (k2 − p3)








[7] (k1 − k2)
2 (k1 − k2)
2 (k1 − k2)
2
[8] (k1 − p3)
2 (k1 − p3)
2 (k1 − p3)
2
[9] (k2 + p1)
2 (k2 + p1)
2 (k2 + p1)
2
Table C.5.: Feynman propagators of the three integral families for the process qq̄ → Zд
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C. Master integrals







[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2
[3] (k1 + p1 + p2)
2 −m2V (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2
[5] (k2 − p3)
2 (k2 − p3)









[7] (k1 − k2)
2 (k1 − k2)
2 (k1 − k2)
2 −m2V
[8] (k1 − p3)
2 (k1 − p3)
2 (k1 − p3)
2
[9] (k2 + p1)
2 (k2 + p1)
2 (k2 + p1)
2
Table C.6.: Feynman propagators of the three integral families for the process qq̄ → Zд







[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2
[3] (k1 + p1 + p2)
2 (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 −m2V
[5] (k2 − p3)
2 (k2 − p3)








[7] (k1 − k2)
2 (k1 − k2)
2 (k1 − k2)
2
[8] (k1 − p3)
2 −m2V (k1 − p3)
2 (k1 − p3)
2
[9] (k2 + p1)
2 (k2 + p1)
2 −m2V (k2 + p1)
2
Table C.7.: Feynman propagators of the three integral families for the process qq̄ → Zд








[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2 −m2V
[3] (k1 + p1 + p2)
2 (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2
[5] (k2 − p3)
2 (k2 − p3)
2 (k2 − p3)
2
[6] (k1 − k2 + p3)
2 (k1 − k2 + p3)
2 (k1 − k2 + p3)
2
[7] (k1 − k2)
2 (k1 − k2)








[9] (k1 − k2 − p2)
2 (k1 − k2 − p2)
2 (k1 − k2 − p2)
2
Table C.8.: Feynman propagators of the three integral families for the process qq̄ → Zд
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C.2. Topologies and top sectors for Z + j







[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2
[3] (k1 + p1 + p2)
2 −m2V (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2
[5] (k2 − p3)
2 (k2 − p3)
2 (k2 − p3)
2
[6] (k1 − k2 + p3)
2 (k1 − k2 + p3)
2 −m2V (k1 − k2 + p3)
2
[7] (k1 − k2)
2 (k1 − k2)








[9] (k1 − k2 − p2)
2 (k1 − k2 − p2)
2 (k1 − k2 − p2)
2
Table C.9.: Feynman propagators of the three integral families for the process qq̄ → Zд







[2] (k1 + p1)
2 (k1 + p1)
2 (k1 + p1)
2
[3] (k1 + p1 + p2)
2 (k1 + p1 + p2)
2 (k1 + p1 + p2)
2
[4] (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 (k2 + p1 + p2)
2 −m2V
[5] (k2 − p3)
2 (k2 − p3)
2 (k2 − p3)
2 −m2V
[6] (k1 − k2 + p3)
2 (k1 − k2 + p3)
2 (k1 − k2 + p3)
2
[7] (k1 − k2)
2 (k1 − k2)









[9] (k1 − k2 − p2)
2 (k1 − k2 − p2)
2 −m2V (k1 − k2 − p2)
2




{0, 0, 1, 0, 1, 0, 1, 0, 0} {0, 1, 0, 0, 1, 0, 1, 0, 0} {1, 0, 0, 1, 0, 0, 1, 0, 0} {0, 0, 1, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 0, 0, 1, 1, 0} {0, 1, 0, 1, 0, 1, 1, 0, 0}
{0, 1, 0, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 1, 0, 1, 0, 0} {1, 0, 0, 0, 1, 0, 1, 0, 1} {1, 0, 0, 1, 1, 0, 1, 0, 0} {1, 0, 1, 0, 1, 0, 1, 0, 0} {1, 0, 1, 1, 0, 1, 0, 0, 0}
{1, 0, 1, 1, 1, 0, 0, 0, 0} {0, 1, 0, 1, 1, 0, 1, 1, 0} {0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 1, 0, 1, 1, 1, 0, 0} {1, 0, 0, 1, 1, 0, 1, 0, 1} {1, 0, 1, 1, 1, 0, 1, 0, 0}
{1, 1, 0, 1, 0, 0, 1, 1, 0} {1, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 0, 1, 1, 0, 2, 0, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0}





Figure C.4.: Top-sector of FamPlanar0.
FamPlanar1master integrals
{1, 0, 0, 0, 0, 1, 1, 0, 0} {1, 0, 0, 0, 1, 0, 0, 0, 1} {1, 0, 0, 1, 0, 0, 1, 0, 0} {2, 0, 0, 1, 0, 0, 1, 0, 0} {1, 0, 0, 1, 0, 1, 0, 0, 0} {1, 0, 0, 1, 1, 0, 0, 0, 0}
{1, 0, 0, 0, 1, 0, 1, 0, 1} {2, 0, 0, 0, 1, 0, 1, 0, 1} {1, 0, 0, 1, 0, 0, 1, 1, 0} {1, 0, 0, 1, 1, 0, 1, 0, 0} {2, 0, 0, 1, 1, 0, 1, 0, 0} {1, 0, 1, 0, 0, 1, 1, 0, 0}
{1, 0, 1, 0, 1, 0, 1, 0, 0} {2, 0, 1, 0, 1, 0, 1, 0, 0} {1, 0, 1, 1, 0, 1, 0, 0, 0} {1, 0, 1, 1, 1, 0, 0, 0, 0} {1, 1, 0, 0, 1, 0, 1, 0, 0} {1, 0, 0, 1, 0, 0, 1, 1, 1}
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C.2. Topologies and top sectors for Z + j
{2, 0, 0, 1, 0, 0, 1, 1, 1} {1, 0, 0, 1, 0, 1, 1, 1, 0} {2, 0, 0, 1, 0, 1, 1, 1, 0} {1, 0, 0, 1, 1, 0, 1, 0, 1} {2, 0, 0, 1, 1, 0, 1, 0, 1} {1, 0, 0, 1, 1, 0, 1, 1, 0}
{1, 0, 0, 1, 1, 1, 0, 0, 1} {1, 0, 1, 0, 1, 1, 1, 0, 0} {1, 0, 1, 1, 1, 0, 0, 1, 0} {1, 0, 1, 1, 1, 0, 1, 0, 0} {1, 1, 0, 0, 1, 1, 1, 0, 0} {1, 1, 0, 1, 0, 0, 1, 1, 0}
{2, 1, 0, 1, 0, 0, 1, 1, 0} {1, 1, 0, 1, 0, 1, 1, 0, 0} {2, 1, 0, 1, 0, 1, 1, 0, 0} {1, 1, 0, 1, 1, 0, 0, 1, 0} {1, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 0, 1, 2, 0, 1, 0, 0}
{1, 1, 0, 2, 1, 0, 1, 0, 0} {1, 2, 0, 1, 1, 0, 1, 0, 0} {2, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0} {1, 0, 0, 1, 0, 1, 1, 1, 1} {2, 0, 0, 1, 0, 1, 1, 1, 1}
{1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 0, 1, 1, 1, 1, 0, 0} {2, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 1, 0, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0} {1, 1, 1, 1, 1, 0, 1, 0, 0}




Figure C.5.: Top-sector of FamPlanar1.
FamPlanar2master integrals
{0, 1, 0, 0, 1, 0, 1, 0, 0} {0, 2, 0, 0, 1, 0, 1, 0, 0} {0, 1, 0, 1, 0, 0, 1, 1, 0} {0, 2, 0, 1, 0, 0, 1, 1, 0} {0, 1, 0, 1, 0, 1, 1, 0, 0} {0, 2, 0, 1, 0, 1, 1, 0, 0}
{0, 1, 0, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 1, 0, 1, 0, 0} {0, 2, 0, 1, 1, 0, 1, 0, 0} {0, 1, 1, 0, 1, 0, 1, 0, 0} {1, 1, 0, 1, 0, 0, 1, 0, 0} {0, 1, 0, 1, 1, 0, 1, 1, 0}
{0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 2, 0, 1, 1, 1, 1, 0, 0} {0, 1, 1, 0, 1, 1, 1, 0, 0} {0, 2, 1, 0, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 0, 0, 1, 0} {0, 1, 1, 1, 1, 0, 1, 0, 0}
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C. Master integrals
{1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 2, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 1, 0, 0, 1, 1, 0} {1, 1, 0, 1, 0, 1, 1, 0, 0} {1, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 0, 1, 2, 0, 1, 0, 0}
{1, 1, 0, 2, 1, 0, 1, 0, 0} {1, 2, 0, 1, 1, 0, 1, 0, 0} {2, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0} {1, 2, 1, 0, 1, 0, 1, 0, 0} {1, 1, 1, 1, 0, 1, 0, 0, 0}
{1, 1, 1, 1, 1, 0, 0, 0, 0} {1, 1, 0, 1, 1, 0, 1, 0, 1} {1, 2, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0} {1, 1, 1, 1, 1, 0, 1, 0, 0}




Figure C.6.: Top-sector of FamPlanar2.
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C.2. Topologies and top sectors for Z + j
FamPlanar3master integrals
{0, 0, 1, 0, 1, 0, 1, 0, 0} {0, 1, 1, 0, 1, 0, 1, 0, 0} {1, 0, 1, 0, 1, 0, 1, 0, 0} {0, 1, 1, 0, 1, 1, 1, 0, 0} {0, 1, 2, 0, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 0, 0, 1, 0}
{0, 1, 1, 1, 1, 0, 1, 0, 0} {0, 1, 1, 1, 2, 0, 1, 0, 0} {0, 1, 2, 1, 1, 0, 1, 0, 0} {1, 0, 1, 1, 1, 0, 1, 0, 0} {1, 0, 2, 1, 1, 0, 1, 0, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0}
{0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 2, 1, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0} {1, 1, 1, 1, 1, 0, 1, 0, 0} {1, 1, 1, 2, 1, 0, 1, 0, 0} {1, 1, 2, 1, 1, 0, 1, 0, 0}








{0, 1, 0, 1, 0, 1, 1, 0, 0} {0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 1, 1, 2, 1, 0, 0} {1, 0, 0, 0, 1, 1, 1, 0, 1} {1, 0, 0, 1, 1, 1, 1, 0, 0} {1, 0, 1, 1, 1, 1, 0, 0, 0}




Figure C.8.: Top-sector of FamPlanar6.
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C.2. Topologies and top sectors for Z + j
FamPlanar7master integrals
{0, 1, 0, 1, 0, 0, 1, 1, 0} {0, 1, 0, 1, 0, 0, 2, 1, 0} {1, 0, 1, 0, 1, 0, 1, 0, 0} {1, 0, 1, 0, 1, 0, 2, 0, 0} {0, 0, 1, 1, 1, 0, 1, 1, 0} {0, 1, 0, 1, 1, 0, 1, 1, 0}
{0, 1, 0, 1, 1, 0, 1, 2, 0} {0, 1, 0, 1, 1, 0, 2, 1, 0} {0, 1, 1, 0, 1, 1, 1, 0, 0} {0, 1, 1, 0, 1, 1, 2, 0, 0} {0, 1, 1, 1, 1, 0, 1, 0, 0} {1, 0, 1, 0, 1, 1, 1, 0, 0}
{1, 0, 1, 1, 0, 1, 1, 0, 0} {1, 0, 1, 1, 1, 0, 1, 0, 0} {1, 0, 1, 1, 1, 0, 2, 0, 0} {1, 0, 2, 1, 1, 0, 1, 0, 0} {1, 1, 0, 0, 1, 1, 1, 0, 0} {1, 1, 0, 1, 0, 0, 1, 1, 0}
{1, 1, 0, 1, 0, 0, 2, 1, 0} {1, 1, 0, 1, 0, 1, 1, 0, 0} {1, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 0, 1, 1, 0, 2, 0, 0} {1, 1, 0, 1, 2, 0, 1, 0, 0} {1, 1, 1, 0, 1, 0, 1, 0, 0}
{1, 1, 1, 0, 1, 0, 2, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 0, 1, 2, 0, 1, 1, 0} {1, 1, 1, 1, 1, 0, 1, 0, 0} {1, 1, 1, 2, 1, 0, 1, 0, 0} {1, 1, 1, 1, 1, 0, 1, 1, 0}









k2 + p1 + p2
7
Figure C.9.: Top-sectors of the FamPlanar7 topology.
FamPlanar8master integrals
{0, 1, 0, 0, 1, 0, 1, 1, 0} {0, 1, 0, 1, 0, 0, 1, 1, 0} {1, 0, 0, 1, 0, 0, 1, 1, 0} {0, 1, 0, 1, 1, 0, 1, 1, 0} {0, 1, 0, 1, 1, 0, 1, 2, 0} {1, 0, 0, 1, 0, 0, 1, 1, 1}
{1, 0, 0, 1, 0, 0, 1, 2, 1} {1, 0, 0, 1, 1, 0, 1, 1, 0} {1, 0, 0, 1, 1, 0, 1, 2, 0} {1, 0, 1, 0, 1, 0, 1, 1, 0} {1, 0, 1, 1, 1, 0, 0, 1, 0} {1, 1, 0, 1, 0, 0, 1, 1, 0}
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C. Master integrals
{1, 0, 0, 1, 1, 0, 1, 1, 1} {1, 0, 0, 1, 1, 0, 1, 2, 1} {1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 0, 1, 2, 0, 1, 1, 0} {1, 1, 1, 0, 1, 0, 1, 1, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0}
FamPlanar9master integrals
{0, 0, 1, 0, 1, 0, 1, 0, 0} {0, 1, 0, 0, 1, 0, 1, 0, 0} {1, 0, 0, 1, 0, 0, 1, 0, 0} {0, 0, 1, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 0, 0, 1, 1, 0} {0, 1, 0, 1, 0, 1, 1, 0, 0}
{0, 1, 0, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 1, 0, 1, 0, 0} {1, 0, 0, 0, 1, 0, 1, 0, 1}
FamPlanarM2master integrals
{0, 0, 1, 1, 1, 0, 0, 1, 0} {0, 0, 1, 1, 1, 0, 1, 0, 0} {0, 1, 0, 1, 1, 0, 0, 1, 0} {0, 1, 0, 1, 1, 0, 1, 0, 0} {0, 2, 0, 1, 1, 0, 1, 0, 0} {1, 0, 0, 1, 1, 0, 1, 0, 0}
{2, 0, 0, 1, 1, 0, 1, 0, 0} {1, 0, 1, 1, 1, 0, 0, 0, 0} {0, 0, 0, 1, 1, 0, 1, 1, 1} {0, 0, 0, 1, 1, 1, 1, 1, 0} {0, 0, 1, 1, 1, 0, 1, 1, 0} {0, 0, 1, 1, 1, 1, 1, 0, 0}
{0, 1, 0, 1, 1, 0, 1, 1, 0} {0, 1, 0, 1, 1, 0, 1, 2, 0} {0, 1, 0, 1, 1, 0, 2, 1, 0} {0, 1, 0, 1, 2, 0, 1, 1, 0} {0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 1, 2, 1, 1, 0, 0}
{0, 1, 1, 1, 1, 0, 1, 0, 0} {1, 0, 0, 1, 1, 0, 1, 0, 1} {1, 0, 0, 2, 1, 0, 1, 0, 1} {1, 0, 0, 1, 1, 0, 1, 1, 0} {1, 0, 1, 1, 1, 0, 1, 0, 0} {1, 0, 1, 1, 1, 0, 2, 0, 0}
{1, 0, 1, 2, 1, 0, 1, 0, 0} {1, 0, 2, 1, 1, 0, 1, 0, 0} {1, 0, 1, 1, 1, 1, 0, 0, 0} {1, 1, 0, 1, 1, 0, 1, 0, 0} {1, 1, 0, 1, 2, 0, 1, 0, 0} {0, 0, 0, 1, 1, 1, 1, 1, 1}
{0, 1, 1, 1, 1, 1, 1, 0, 0} {1, 0, 0, 1, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 1, 0} {1, 1, 0, 1, 1, 0, 1, 2, 0} {1, 1, 0, 1, 2, 0, 1, 1, 0} {1, 1, 1, 1, 1, 0, 0, 1, 0}
{1, 1, 1, 1, 1, 0, 1, 0, 0} {1, 1, 1, 2, 1, 0, 1, 0, 0} {1, 1, 2, 1, 1, 0, 1, 0, 0} {1, 1, 1, 1, 1, 0, 1, 1, 0} {1, 1, 1, 1, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 1, 2, 0, 0}
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C.2. Topologies and top sectors for Z + j







k2 + p1 + p2
3
2 7
Figure C.10.: Top-sectors of the FamPlanarM2 topology.
FamNonPlanar0master integrals
{0, 1, 0, 1, 0, 1, 0, 0, 0} {0, 1, 0, 1, 1, 1, 0, 0, 0} {0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 2, 0, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 0, 0, 0} {0, 1, 1, 1, 1, 2, 0, 0, 0}
{1, 0, 0, 1, 1, 0, 0, 1, 1} {1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 1, 0, 1, 1, 0, 0} {1, 1, 1, 1, 0, 1, 0, 0, 0} {0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 1, 2, 1, 1, 1, 0, 0}
{1, 0, 1, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 0, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 0, 1} {1, 2, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 2, 1, 0, 0}









k1 − k2 + p3




{1, 0, 0, 0, 1, 0, 0, 0, 1} {2, 0, 0, 0, 1, 0, 0, 0, 1} {1, 0, 0, 1, 1, 0, 0, 0, 1} {2, 0, 0, 1, 1, 0, 0, 0, 1} {1, 1, 0, 0, 1, 0, 0, 0, 1} {1, 1, 0, 1, 0, 1, 0, 0, 0}
{1, 0, 0, 0, 1, 0, 1, 1, 1} {1, 0, 0, 1, 1, 0, 0, 1, 1} {2, 0, 0, 1, 1, 0, 0, 1, 1} {1, 0, 0, 1, 1, 0, 1, 0, 1} {1, 0, 0, 1, 2, 0, 1, 0, 1} {2, 0, 0, 1, 1, 0, 1, 0, 1}
{1, 1, 0, 0, 1, 0, 0, 1, 1} {2, 1, 0, 0, 1, 0, 0, 1, 1} {1, 1, 0, 0, 1, 0, 1, 0, 1} {2, 1, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 1, 0, 1, 1, 0, 0} {2, 1, 0, 1, 0, 1, 1, 0, 0}
{1, 1, 0, 1, 1, 0, 0, 0, 1} {1, 1, 0, 1, 1, 1, 0, 0, 0} {1, 1, 0, 2, 1, 1, 0, 0, 0} {2, 1, 0, 1, 1, 1, 0, 0, 0} {1, 1, 1, 1, 0, 1, 0, 0, 0} {1, 0, 1, 1, 1, 1, 1, 0, 0}
{1, 1, 0, 0, 1, 0, 1, 1, 1} {2, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 1, 0, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 0, 1, 0, 2} {1, 2, 0, 1, 1, 0, 1, 0, 1}
{1, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 1, 2, 0, 0} {1, 1, 0, 1, 1, 2, 1, 0, 0} {1, 2, 0, 1, 1, 1, 1, 0, 0} {2, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 1, 0, 0, 0}
{1, 1, 1, 1, 2, 1, 0, 0, 0} {2, 1, 1, 1, 1, 1, 0, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 1} {1, 2, 0, 1, 1, 0, 1, 1, 1} {2, 1, 0, 1, 1, 0, 1, 1, 1} {1, 1, 1, 1, 1, 1, 1, 0, 0}









k1 − k2 + p3
Figure C.12.: Top-sectors of FamNonPlanar1 topology.
FamNonPlanar2master integrals
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C.2. Topologies and top sectors for Z + j
{0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 2, 1, 1, 1, 0, 0} {0, 2, 0, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 0, 0, 0} {0, 1, 1, 1, 2, 1, 0, 0, 0} {0, 1, 1, 2, 1, 1, 0, 0, 0}
{0, 1, 2, 1, 1, 1, 0, 0, 0} {0, 2, 1, 1, 1, 1, 0, 0, 0} {1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 2, 0, 0, 1, 0, 1, 0, 1} {1, 1, 1, 1, 0, 1, 0, 0, 0} {1, 2, 1, 1, 0, 1, 0, 0, 0}
{0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 2, 0, 0} {0, 1, 2, 1, 1, 1, 1, 0, 0} {1, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 0, 1, 1} {1, 2, 0, 1, 1, 0, 0, 1, 1}
{1, 1, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 0, 1, 0, 2} {1, 1, 0, 1, 1, 0, 2, 0, 1} {1, 2, 0, 1, 1, 0, 1, 0, 1} {2, 1, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 1, 1, 0, 0}
{1, 1, 0, 1, 1, 2, 1, 0, 0} {2, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 1, 0, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 1} {1, 2, 0, 1, 1, 0, 1, 1, 1} {2, 1, 0, 1, 1, 0, 1, 1, 1}









k1 − k2 + p3




{0, 1, 1, 1, 0, 1, 0, 0, 0} {0, 1, 1, 1, 0, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 0, 0, 0} {0, 1, 1, 1, 2, 1, 0, 0, 0} {0, 1, 1, 2, 1, 1, 0, 0, 0} {0, 1, 2, 1, 1, 1, 0, 0, 0}
{0, 2, 1, 1, 1, 1, 0, 0, 0} {1, 1, 1, 1, 0, 1, 0, 0, 0} {0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 2, 0, 0} {0, 1, 1, 2, 1, 1, 1, 0, 0} {0, 1, 2, 1, 1, 1, 1, 0, 0}





k1 − k2 + p3
Figure C.14.: Top-sector of FamNonPlanar3.
FamNonPlanar6master integrals
{0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 1, 1, 1, 2, 0, 0} {0, 1, 0, 1, 1, 2, 1, 0, 0} {0, 1, 0, 1, 2, 1, 1, 0, 0} {0, 1, 0, 2, 1, 1, 1, 0, 0} {1, 1, 0, 1, 0, 1, 1, 0, 0}
{1, 1, 0, 1, 0, 2, 1, 0, 0} {1, 1, 0, 1, 1, 1, 0, 0, 0} {1, 1, 1, 1, 0, 1, 0, 0, 0} {1, 1, 1, 1, 0, 2, 0, 0, 0} {0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 2, 0, 0}
{0, 1, 2, 1, 1, 1, 1, 0, 0} {1, 0, 1, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 1, 2, 0, 0} {1, 1, 0, 1, 1, 2, 1, 0, 0} {1, 2, 0, 1, 1, 1, 1, 0, 0}
{2, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 1, 1, 1, 1, 0, 0, 0} {1, 1, 1, 1, 2, 1, 0, 0, 0} {1, 1, 1, 1, 1, 1, 1, 0, 0}
 8 , 9 
{1, 1, 1, 1, 1, 1, 1, -1, -1}
 8 
{1, 1, 1, 1, 1, 1, 1, -1, 0}
 9 
{1, 1, 1, 1, 1, 1, 1, 0, -1}
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k1 − k2 + p3
Figure C.15.: Top-sector of FamNonPlanar6.
FamNonPlanar7master integrals
{0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 1, 1, 1, 2, 0, 0} {0, 1, 0, 1, 1, 2, 1, 0, 0} {0, 1, 0, 1, 2, 1, 1, 0, 0} {0, 1, 0, 2, 1, 1, 1, 0, 0} {1, 1, 0, 0, 1, 0, 1, 0, 1}
{1, 1, 0, 0, 1, 0, 2, 0, 1} {1, 1, 0, 1, 0, 1, 1, 0, 0} {1, 1, 0, 1, 0, 1, 2, 0, 0} {0, 1, 1, 1, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 2, 0, 0} {0, 1, 1, 1, 1, 2, 1, 0, 0}
{0, 1, 1, 2, 1, 1, 1, 0, 0} {0, 1, 2, 1, 1, 1, 1, 0, 0} {1, 0, 0, 1, 1, 0, 1, 1, 1} {1, 0, 0, 1, 1, 0, 2, 1, 1} {1, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 0, 1, 0, 2, 1, 1}
{1, 1, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 0, 1, 0, 2} {1, 2, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 2, 1, 0, 0} {2, 1, 0, 1, 1, 1, 1, 0, 0}
{1, 1, 1, 1, 0, 1, 1, 0, 0} {1, 1, 1, 1, 0, 1, 2, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 1, 2} {1, 1, 0, 1, 1, 0, 2, 1, 1} {1, 1, 1, 1, 1, 1, 1, 0, 0}
 8 , 9 
{1, 1, 1, 1, 1, 1, 1, -1, -1}
 8 
{1, 1, 1, 1, 1, 1, 1, -1, 0}
 9 









k1 − k2 + p3




{1, 0, 0, 1, 1, 0, 0, 1, 1} {1, 0, 0, 1, 1, 0, 0, 2, 1} {1, 0, 0, 1, 1, 0, 1, 1, 1} {1, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 0, 1, 0, 1, 2, 1} {1, 1, 0, 1, 0, 0, 1, 1, 1}





Figure C.17.: Top-sector of FamNonPlanar8.
FamNonPlanar9master integrals
{1, 1, 0, 0, 1, 0, 0, 1, 1} {1, 1, 0, 0, 1, 0, 0, 1, 2} {1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 0, 1, 0, 1, 0, 2} {1, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 0, 1}
{1, 1, 0, 1, 1, 0, 1, 0, 2} {1, 1, 0, 1, 1, 0, 2, 0, 1} {1, 2, 0, 1, 1, 0, 1, 0, 1} {2, 1, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 1, 2}





Figure C.18.: Top-sector of FamNonPlanar9.
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C.2. Topologies and top sectors for Z + j
FamNonPlanarM2master integrals
{0, 1, 0, 1, 1, 1, 0, 0, 0} {0, 2, 0, 1, 1, 1, 0, 0, 0} {0, 1, 0, 1, 1, 1, 1, 0, 0} {0, 1, 0, 2, 1, 1, 1, 0, 0} {0, 1, 1, 1, 1, 1, 0, 0, 0} {0, 1, 1, 2, 1, 1, 0, 0, 0}
{1, 0, 0, 1, 1, 0, 0, 1, 1} {1, 0, 0, 1, 2, 0, 0, 1, 1} {1, 1, 0, 0, 1, 0, 1, 0, 1} {1, 1, 0, 0, 2, 0, 1, 0, 1} {1, 1, 0, 1, 1, 1, 0, 0, 0} {0, 1, 1, 1, 1, 1, 1, 0, 0}
{0, 1, 1, 1, 1, 1, 2, 0, 0} {0, 1, 1, 2, 1, 1, 1, 0, 0} {1, 0, 1, 1, 1, 1, 1, 0, 0} {1, 1, 0, 0, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 0, 1, 1} {1, 1, 0, 1, 1, 0, 1, 0, 1}
{1, 1, 0, 2, 1, 0, 1, 0, 1} {1, 2, 0, 1, 1, 0, 1, 0, 1} {1, 1, 0, 1, 1, 1, 1, 0, 0} {1, 1, 0, 1, 1, 2, 1, 0, 0} {1, 1, 0, 1, 2, 1, 1, 0, 0} {1, 1, 1, 1, 1, 1, 0, 0, 0}
{1, 1, 1, 1, 2, 1, 0, 0, 0} {2, 1, 1, 1, 1, 1, 0, 0, 0} {1, 1, 0, 1, 1, 0, 1, 1, 1} {1, 1, 0, 1, 1, 0, 1, 2, 1} {1, 1, 0, 1, 1, 0, 2, 1, 1} {1, 1, 1, 1, 1, 1, 1, 0, 0}
 8 , 9 
{1, 1, 1, 1, 1, 1, 1, -1, -1}
 8 
{1, 1, 1, 1, 1, 1, 1, -1, 0}
 9 













Solutions of master integrals
In this appendix, we show master integral solutions for both cases of interest: H + j and Z + j. For
















































































































































D.1. TheH + j master integrals




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2(κ)κ−2ϵ +O (η) +O (κ) (D.3)
I[NPL, 0,1, 1, 1, 1, 1, 1, 1, 0] =
106




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2(κ)κ−2ϵ +O (η) +O (κ) (D.4)






























































































































































































z2 + 4z + 1
z3
G−1,0,0(z) − 6







1 − 32z + z2 + 28ζ2 + 128zζ2 + 28z2ζ2 + 36ζ3 + 496zζ3 + 36z2ζ3 − 14ζ4 + 40zζ4 + 20z2ζ4
z3
+ 6































z2 + 4z + 1
z3
G−1,0,0(z) − 6
4z2 + 14z + 1
z3
G0,0,0(z) + 6
3z2 + 8z + 3
z3
G−1,−1,0,0(z) − 6




3z2 + 8z + 2
z3
G0,−1,0,0(z) + 6











































































































































































































































































































−15 + 3ζ2 − ζ3
z
+ ϵ2
−31 + 7ζ2 − 3ζ3 + ζ4
z
108















3z2 + 20z + 3
z3
+











































































































z2 + 4z + 1
z3
− 2
5z2 + 13z + 5
z3
− ϵ2
8z2 + 19z + 8
z3
− ϵ22
11z2 + 25z + 11
z3
)
κ log(κ)κ−2ϵ +O (η) +O (κ2) (D.5)































































































15ζ2 + 2ζ3 + 2zζ3
z2
G−1(z) + 2








































































































































































































12ζ2 + ζ3 + zζ3
z2
G−1(z) − 2





































































































































































































































−7 − 8z + 25ζ2 + 14zζ2 + 22ζ3 + 14zζ3
z2
+ 4
9ζ2 + 3zζ2 + ζ3 + zζ3
z2
G−1(z) − 2













































































































































33 + 30z + 4ζ2 + 4zζ2
z2
+
−77 − 59z − 8ζ2 + 8ζ3 + 8zζ3
z2
− ϵ









κ log(κ)κ−2ϵ +O (η) +O (κ2) (D.6)
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D. Solutions of master integrals





























































































21ζ2 + 24zζ2 + ζ3 + 2zζ3
z2
G−1(z) + 4











































































































































































































































































































































































































































−9 − 8z + 27ζ2 + 14zζ2 + 26ζ3 + 34zζ3
z2
+ 8
9ζ2 + 9zζ2 + ζ3 + 2zζ3
z2
G−1(z) − 4














































































































































45 + 63z + 48ζ2 + 68zζ2 − 14ζ3 − 28zζ3
z2
+ 4
























































































































κ log2(κ)κ−2ϵ +O (η) +O (κ2) (D.7)
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D.2. The Z + j master integrals
D.2. TheZ + j master integrals




































G−1(χ ) − 33
ζ2
χ
G0(χ ) + 4
1
χ



















G0(χ ) + 12
ζ2
χ
G−1,−1(χ ) − 20
ζ2
χ
G−1,0(χ ) − 60
ζ2
χ
G0,−1(χ ) + 72
ζ2
χ







G−1,0,0,0(χ ) − 20
1
χ




















G−1(χ ) + 18
ζ3
χ







G−1,0(χ ) + 24
ζ2
χ
G0,−1(χ ) − 25
ζ2
χ
G0,0(χ ) + 6
1
χ
G−1,0(χ )G0,0(χ ) + 6
1
χ
G0,−1(χ )G0,0(χ ) − 2
1
χ







G0,−1,0,0(χ ) − 18
1
χ
G0,0,−1,0(χ ) − 18
1
χ

























































G−1(χ ) + 23
ζ2
χ
G0(χ ) − 2
1
χ

























































































































µ−2ϵ +O (µ) (D.8)




































G−1(χ ) − 33
ζ2
χ
G0(χ ) + 4
1
χ



















G0(χ ) + 12
ζ2
χ
G−1,−1(χ ) − 20
ζ2
χ
G−1,0(χ ) − 60
ζ2
χ
G0,−1(χ ) + 72
ζ2
χ







G−1,0,0,0(χ ) − 20
1
χ




































G0(χ )4 − 12
ζ2
χ
G−1,−1(χ ) + 16
ζ2
χ








G0,0(χ ) + 9
1
χ







G−1,−1,0,0(χ ) − 15
1
χ
G−1,0,0,0(χ ) − 13
1
χ
G0,−1,0,0(χ ) − 27
1
χ



























































































































































































































































































































































































































































































































µ−4ϵ +O (µ) (D.9)
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G−1(χ ) − 33
ζ2
χ
G0(χ ) + 4
1
χ



















G0(χ ) + 12
ζ2
χ
G−1,−1(χ ) − 20
ζ2
χ
G−1,0(χ ) − 60
ζ2
χ
G0,−1(χ ) + 72
ζ2
χ







G−1,0,0,0(χ ) − 20
1
χ












































G0(χ )4 − 12
ζ2
χ
G−1,−1(χ ) − 13
1
χ
G0(χ )2G−1,−1(χ ) − 34
ζ2
χ












G0,0(χ ) + 26
1
χ
G0(χ )G−1,0,−1(χ ) + 26
1
χ
G0(χ )G0,−1,−1(χ ) − 6
1
χ







G−1,0,0,−1(χ ) − 12
1
χ
G−1,0,0,0(χ ) − 26
1
χ
G0,−1,0,−1(χ ) + 2
1
χ
G0,−1,0,0(χ ) − 26
1
χ



































G0(χ ) − 3
π
χ





























































































−30468 + 11412ζ2 + 6472ζ3 − 9ζ4
χ
+ 3































































G0(χ ) − 5
1
χ





G0(χ )3 + 10
1
χ
G0(χ )G0,−1(χ ) + 6
1
χ









































































































































































−2532 + 1140ζ2 + 520ζ3 − 57ζ4
χ
− 3



























































































G0,0(χ ) − 2
1
χ
G−1,−1,0,0(χ ) + 4
1
χ































































G0(χ )2G0,−1(χ ) + 4
1
χ




































































































































































































































































































































−30 + 45ζ2 + 7ζ3
χ
G0(χ ) + 4
5ζ2 − 4
χ















































−48 + 60ζ2 + 7ζ3
χ


































































































































































µ−4ϵ +O (µ) (D.10)






















































G−1,−1(χ ) − 20
1
χ
G−1,0(χ ) − 60
1
χ
























G−1,−1,0,0(χ ) − 16
1
χ
G−1,0,0,0(χ ) − 20
1
χ





























































G0,−1(χ ) − 8














































































G0,−1,0,0(χ ) − 8












































































































































































G−1,−1(χ ) + 16
1
χ
G−1,0(χ ) + 42
1
χ
























G−1,−1,0,0(χ ) + 12
1
χ
G−1,0,0,0(χ ) + 14
1
χ









































































































G0(χ ) − 48
χ + 2
χ
G−1,−1(χ ) + 40
χ + 2
χ

















































G0,0,0(χ ) − 16
χ + 2
χ
G−1,−1,0,0(χ ) + 24
χ + 2
χ

















































128χ 2 + 1271χ + 192
χ 2
−
48χ 2 + 377χ + 72
χ 2















































736χ 2 + 2596χ + 2383
χ
ζ4 +
320χ 2 + 1641χ + 480
χ 2
G0(χ ) −
128χ 2 + 587χ + 192
χ 2
G0,0(χ ) +













































G0(χ ) − 45
π
χ







































































































































































































































































































































































µ−2ϵ +O (µ) (D.11)
























































G−1,−1(χ ) − 20
1
χ
G−1,0(χ ) − 60
1
χ



























G−1,0,0,0(χ ) − 20
1
χ







































6χ 2 + 5χ − 3
)
χ 3
G0(χ ) − 24
(











G−1,0(χ ) + 24
(




G0,−1(χ ) − 4
















































4χ 2 + 3χ − 2
)
χ 3






6χ 2 + 5χ − 3
)
χ 3
G0,0,0(χ ) − 8
(











G−1,0,0,0(χ ) + 8
(




G0,−1,0,0(χ ) − 4









2χ 2 + 3χ − 1
) (














2χ 2 + 3χ − 1
) (









2χ 2 + 3χ − 1
) (
6χ 2 + 5χ − 3
)
χ 4
G0(χ ) − 24
(




G−1,−1(χ ) + 20
(











G0,−1(χ ) − 4
(
2χ 2 + 3χ − 1
) (













2χ 2 + 3χ − 1
) (














2χ 2 + 3χ − 1
) (








2χ 2 + 3χ − 1
) (









2χ 2 + 3χ − 1
) (










2χ 2 + 3χ − 1
) (
4χ 2 + 3χ − 2
)
χ 4






2χ 2 + 3χ − 1
) (










G−1,−1,0,0(χ ) + 12
(




G−1,0,0,0(χ ) + 8
(







2χ 2 + 3χ − 1
) (


















































































































































G0(χ ) − 24
2χ 2 + 3χ − 1
χ 2
G−1,−1(χ ) + 20




2χ 2 + 3χ − 1
χ 2
G0,−1(χ ) −






























G0(χ ) + 259
1
χ
G0,0(χ ) − 81
1
χ
G0,0,0(χ ) − 8
2χ 2 + 3χ − 1
χ 2
G−1,−1,0,0(χ ) + 12




2χ 2 + 3χ − 1
χ 2
G0,−1,0,0(χ ) −








































64χ 2 + 1063χ + 96
χ 2
− 2
24χ 2 + 301χ + 36
χ 2
G0(χ ) − 24
(






D.2. The Z + j master integrals
+ 20
(




G−1,0(χ ) + 24
(




G0,−1(χ ) − 2






























160χ 2 + 1113χ + 240
χ 2
G0(χ ) − 2
64χ 2 + 379χ + 96
χ 2
G0,0(χ ) + 2
24χ 2 + 121χ + 36
χ 2
G0,0,0(χ ) − 8
(











G−1,0,0,0(χ ) + 8
(




G0,−1,0,0(χ ) − 2



















G0(χ ) − 90
π
χ





















































G−1,−1,0,0(χ ) − 4
1
χ






































































































































































































































































































































































































































µ−4ϵ +O (µ) (D.12)















































































G0(χ ) − 3
1
χ 2
G0,0(χ ) − 3
χ + 1
χ 2
























G0(χ ) − 27
χ + 1
χ 2
G−1,−1(χ ) + 3
8χ + 7
χ 2
G−1,0(χ ) + 9
3χ + 2
χ 2





























G0(χ ) + 6
1
χ 2
G0,0(χ ) − 6
χ + 1
χ 2







G−1,−1,0,0(χ ) + 3
5χ + 4
χ 2
G−1,0,0,0(χ ) + 3
3χ + 2
χ 2


























G0(χ ) − 72
χ + 1
χ 2
G−1,−1(χ ) + 72
χ + 1
χ 2

















































G0,0,0(χ ) − 24
χ + 1
χ 2
G−1,−1,0,0(χ ) + 48
χ + 1
χ 2





































G−1,0(χ ) + 18
χ − 2
χ 2


































G0,0(χ ) + 30
χ + 1
χ 2







G−1,−1,0,0(χ ) − 6
χ + 4
χ 2
G−1,0,0,0(χ ) + 6
χ − 2
χ 2





















G−1(χ ) − 9
29χ + 40
χ 2
G0(χ ) + 18
χ + 1
χ 2
G−1,−1(χ ) + 18
1
χ 2
G−1,0(χ ) − 18
χ − 2
χ 2




























G0(χ ) − 15
347χ + 312
χ 2







G0,0,0(χ ) + 6
χ + 1
χ 2
G−1,−1,0,0(χ ) + 6
χ + 4
χ 2
G−1,0,0,0(χ ) − 6
χ − 2
χ 2



























G0(χ ) + 18
χ + 1
χ 2
G−1,−1(χ ) + 18
1
χ 2




















































G0,0,0(χ ) + 6
χ + 1
χ 2






































G−1,−1(χ ) − 2
8χ + 7
χ 2










































G0,0,0(χ ) + 8
χ + 1
χ 2
















































































































































































G0(χ ) + 48
χ + 1
χ 2
G−1,−1(χ ) − 4
8χ + 7
χ 2











































G−1,−1,0,0(χ ) − 4
4χ + 3
χ 2
















































































































































































G0(χ ) + 116
1
χ 2
G0,0(χ ) − 28
1
χ 2




























G0(χ ) + 34
π
χ 2








































G0(χ ) − 336
1
χ 2
G0,0(χ ) + 72
1
χ 2


























G0(χ ) − 90
π
χ 2








































































































































































































































































































































































































































































































































































































































































































µ−2ϵ +O (µ) (D.13)















































































G0(χ ) − 3
1
χ 2




























G0(χ ) − 27
χ + 1
χ 2







































G0,0(χ ) − 6
χ + 1
χ 2
G−1,0,0(χ ) + 6
χ + 1
χ 2
G0,0,0(χ ) − 9
χ + 1
χ 2
G−1,−1,0,0(χ ) + 3
5χ + 4
χ 2

























































































G−1,−1,0,0(χ ) + 48
χ + 1
χ 2
G−1,0,0,0(χ ) + 24
χ + 1
χ 2


























G0(χ ) − 18
χ + 1
χ 2
G−1,−1(χ ) − 18
1
χ 2






































G0,0(χ ) + 30
χ + 1
χ 2
G−1,0,0(χ ) − 3
503χ + 584
χ 2
G0,0,0(χ ) − 6
χ + 1
χ 2



































G−1,−1(χ ) + 18
1
χ 2
G−1,0(χ ) − 18
χ − 2
χ 2





























G0(χ ) − 15
347χ + 312
χ 2







G0,0,0(χ ) + 6
χ + 1
χ 2
G−1,−1,0,0(χ ) + 6
χ + 4
χ 2
G−1,0,0,0(χ ) − 6
χ − 2
χ 2



























G0(χ ) + 18
χ + 1
χ 2
G−1,−1(χ ) + 18
1
χ 2


















































G0,0,0(χ ) + 6
χ + 1
χ 2





























































































G0,0(χ ) + 2
χ + 1
χ 2








































































G0(χ ) + 19
1
χ 2

























































































































































G0(χ ) + 23
1
χ 2
G0,0(χ ) − 7
1
χ 2

























































































































−9 + 2K2π + 6χK2π
χ 2
G0(χ ) − 2
1
χ 2
G0,0(χ ) + 4
χ + 1
χ 2







G−1,−1,0,0(χ ) − 2
3χ + 2
χ 2
G−1,0,0,0(χ ) − 2
χ + 1
χ 2
G−1,r62,0,0(χ ) − 2
χ + 1
χ 2







G0,0,0,0(χ ) + 2
1
χ















































































































































9 + 14K2π + 12χK2π
χ 2
G0(χ ) + 2
1
χ 2







G−1,−1,0,0(χ ) − 4
3χ + 2
χ 2
G−1,0,0,0(χ ) − 4
χ + 1
χ 2
G−1,r62,0,0(χ ) − 4
χ + 1
χ 2







G0,0,0,0(χ ) + 4
1
χ



























































G0(χ ) − 14
1
χ 2
































G0(χ ) + 14
1
χ 2





























































































































































































































1170855 + 241920 3
1
2 K2 + 193536 3
1
2 K31 + 116352 3
1
2 K41 + 96768 3
1
2 K42 + 92160 3
1


























































































2 K2 + 515520K22 + 1658880 3
1







2 K42 + 682560 3
1





























































































− 19037025 + 1900800 3
1
2 K2 + 918720K22 + 1658880 3
1







2 K42 + 682560 3
1
























































3060K2 + 274 3
1

































































2 K42 + 129600 3
1






D.2. The Z + j master integrals
+
−19880235 + 449280 3
1
2 K2 + 308160K22 + 497664 3
1














































72K2 + 37 3
1





















































− 94837635 + 898560 3
1








2 K41 + 829440 3
1
2 K42 + 259200 3
1







































































































2 K42 + 105840 3
1








40074345 + 250560 3
1
2 K2 − 51120K22 + 165888 3
1
















































− 180K2 + 89 3
1









































































































































































































































G−1,−1(χ ) − 20
1
χ
G−1,0(χ ) − 60
1
χ
























G−1,−1,0,0(χ ) − 16
1
χ
G−1,0,0,0(χ ) − 20
1
χ






















































































9180 − 7980 3
1




5040K31 − 144K41 − 2016K42 − 3900π
)





































































2 K2 − 10083
1
2 K31 − 11403
1



























2 K2 + 53
1
2 π − 57
χ


















2 π − 15
χ










21780 − 23940 3
1




15120K31 − 432K41 − 6048K42 − 11700π
)



































































2 K2 − 30243
1
2 K31 − 34203
1



























2 K2 + 53
1
2 π − 73
χ
















































































































G0(9)G0,0(χ ) − 2
1
χ







G0,−1,0,0(χ ) − 13
1
χ
G0,0,0,0(χ ) − 2
1
χ



































































G−1,0(χ ) + 6
1
χ














































































































































































































































2 K2 + 423360K22 + 16588803
1





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































G−1(χ ) − 78
1
χ + 1




































































G0,−1(χ ) + 24
1
χ











G−1,0,−1(χ ) + 24
1
χ
G−1,0,0(χ ) − 24
1
χ + 1








































G−1,0,−1,−1(χ ) + 16
1
χ
G−1,0,−1,0(χ ) + 16
1
χ







G0,−1,−1,−1(χ ) − 16
1
χ + 1
G0,−1,−1,0(χ ) − 16
1
χ + 1















































































































G−1(χ ) + 6
1
χ + 1


















































G−1,0(χ ) + 24
π
χ + 1

































G−1(χ ) − 24
1
χ + 1


























G−1,0,−1(χ ) + 4
1
χ + 1
G−1,0,0(χ ) − 4
1
χ


















































G−1,0(χ ) + 4
π
χ





































G−1,0,−1(χ ) − 16
π
χ
G−1,0,0(χ ) − 16
π
χ + 1
G0,−1,−1(χ ) + 16
π
χ + 1









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































G0(χ ) − 6











































































































































































G−1,0,0,0(χ ) + 2














































































G0,1,0,0(χ ) + 2










G1,0,−1,0(χ ) + 2




G1,0,0,−1(χ ) + 3




G1,0,0,0(χ ) − 6



















G−1(χ ) + 9
1
χ − 1

















G−1,0,−1,0(χ ) − 2
1
χ − 1
G−1,0,0,−1(χ ) − 3
1
χ − 1
G−1,0,0,0(χ ) + 6
1
χ − 1







G0,−1,0,−1(χ ) − 3
1
χ − 1
G0,−1,0,0(χ ) − 2
1
χ − 1
G0,0,−1,−1(χ ) − 3
1
χ − 1









G0,0,0,0(χ ) + 9
1
χ − 1
G0,1,0,0(χ ) + 6
1
χ − 1
G1,−1,0,0(χ ) + 6
1
χ − 1
G1,0,−1,0(χ ) + 6
1
χ − 1

































































































G−1,0,0(χ ) + 6
π
χ − 1
G−1,1,0(χ ) − 2
π
χ − 1
G0,−1,−1(χ ) − 3
π
χ − 1














G0,1,0(χ ) + 6
π
χ − 1
G1,−1,0(χ ) + 6
π
χ − 1
G1,0,−1(χ ) + 9
π
χ − 1























































































































































































































































































































































































































































































































































G−1,0,0(χ ) + 2
(
































































G0,1,0(χ ) + 2
(






G1,−1,0(χ ) + 2
(






G1,0,−1(χ ) + 3
(

















µ−4ϵ +O (µ) (D.17)









G−2(χ )G0(2) + 81
1
χ + 2
G−1(χ )G0(2) + 54
1
χ + 2
G0(2)G0(χ ) − 162
1
χ + 2







G−2,0(χ ) + 81
1
χ + 2
G−1,−2(χ ) + 2
1
χ + 2
G−1,−1(χ ) − 3
1
χ + 2
G−1,0(χ ) + 54
1
χ + 2







































G−2,−2,−1,−1(χ ) − 9
1
χ + 2
G−2,−1,−1,−1(χ ) − 6
1
χ + 2
G−2,−1,−1,0(χ ) − 6
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The H + j: results
In this appendix, we present results related to the H + j productions. In particular, we show few
examples of subtraction terms for form factors that were described in Section 2.4. We list all helicity
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