In a recent work [10] , Poulin and one of us presented a quantum algorithm for preparing thermal Gibbs states of interacting quantum systems. This algorithm is based on Grover's technique for quantum state engineering, and its running time is dominated by the factor D/Z β , where D and Z β denote the dimension of the quantum system and its partition function at inverse temperature β, respectively.
Introduction
The ability to efficiently prepare thermal Gibbs states of arbitrary quantum systems at arbitrary temperatures on a quantum computer would lead to a multitude of applications in condensed matter, quantum chemistry and high energy physics [10, 12, 13] . For example, we could estimate partition and correlation functions of fermionic and frustrated sytems. For these systems, the approach of first applying the "quantum-to classical map" [11] and then using the classical Monte Carlo method fails because the mapping does not conserve the positivity of statistical weights.
We consider an arbitrary Hamiltonian H with spectral decomposition
The thermal Gibbs state of the system at inverse temperature β is given by
where Z β := a e −βEa denotes the partition function. The formal definition of preparing thermal Gibbs states is as follows:
Problem (Thermalizing quantum states). Let H be a Hamiltonian, β an inverse temperature and ǫ ∈ (0, 1) a parameter describing the desired accuracy. We consider the problem to prepare a statẽ ρ β that is ǫ-close to the thermal Gibbs state ρ β with respect to trace distance 1 , i.e., ρ β −ρ β tr ≤ ǫ.
We refer to the process of preparing such state as thermalizing the quantum system. We seek to determine efficient quantum circuits that realize such thermalizing process.
We assume that the energies satisfy E a ∈ [0, π 4 ]. If we initially only know that the spectrum of the Hamiltonian H is contained in the interval [ℓ, u] , then the shifted and rescaled Hamiltonian 4(H − ℓI)/(π(u− ℓ)) satisfies the condition of this assumption. The thermal Gibbs state is invariant under shifting of the spectrum. Thus, we have to rescale the inverse temperature by multiplying it by u − ℓ when working with the new Hamiltonian.
There are two types of quantum algorithms for preparing thermal Gibbs states. The first is a generalization of the Metropolis algorithm. The Metropolis algorithm [7] can be applied to the special case of classical systems, i.e., systems whose Hamiltonian H = a E a |a a| is diagonal in the computational basis. It offers great flexibility for constructing Markov chains whose limiting distributions are equal to the desired thermal Gibbs distributions. The number of times we have to apply the Markov chain scales like 1/δ, where δ is its spectral gap. Bounding the spectral gap from below for arbitrary systems and neighborhood structures is very difficult. However, it is possible to prove that the gap is sufficiently large for many practically relevant cases.
Recently, Temme et al. presented an extention of the Metropolis algorithm to quantum sytems [12] . Their quantum Metropolis sampling makes it possible to implement quantum maps such that their fixpoints are approximately equal to the desired thermal Gibbs states. Analogously to classical case, the number of time we have to apply the quantum map depends on its spectral gap. The difficulty of bounding the gap from below remains for general systems and neighborhood structures. However, numerical experiments in [12] show that the gap scales like 1/N for the spin-chain Hamiltonian
The second type of algorithm is due to Poulin and one of us [10] . This algorithm behaves like a Las Vegas algorithm, i.e., it always produces a correct outputρ satisfying the requirements of the problem definition. The time it takes this algorithm to terminate is a random variable. However, we can bound the expected value. It is dominated by the factor D/Z β . This square root term occurs because this algorithm is based on an extension of Grover's state engineering technique.
Once the Grover sampling has terminated we know that we have prepared a state that is close to the desired thermal Gibbs state. In contrast, we can only guarantee that quantum Metropolis sampling yields a good approximation if we have a lower bound on the spectral gap. But, of course, quantum Metropolis sampling has the potential to outperform the Grover sampling for certain quantum systems.
We modify this Grover sampling and analyze the errors that arise due to imperfect simulation of Hamiltonian time evolutions and limited performance of phase estimation (finite accuracy and nonzero probability of failure) in more detail. This modification together with the tighter analysis 1 Recall that the trace distance is defined to be
allows us to prove a better running time. We show that the expressing the effect of these sources of error on the overall complexity is smaller than in the original algorithm. We also think that the ideas underlying of our new analysis could also be used to prove a better performance of the above quantum Metropolis sampling. This paper is organized as follows. In section 2 we present the structure of the algorithm. We identify three sources of errors that arise due to (i) imperfect simulation of Hamiltonian time evolution, (ii) limited precision of phase estimation, and (iii) non-zero failure probability of phase estimation. In section 3.1 and 3.2 we analyze how the complexity increases when we seek to keep the errors small. Finally, we make our conclusion in Section 4.
Quantum algorithm -idealized setting
To better explain the intuition behind the quantum algorithm, we first ignore all sources of error. We assume that the unitary U = exp(2πiH) can be implemented perfectly and efficiently. The eigenvalues E a of H correspond to the eigenphases E a of U , using the convention that the phase of e 2πiEa is E a . We assume that phase estimation (PE) makes it possible to perfectly resolve the eigenphases, i.e., there is an efficient quantum circuit mapping |ψ a ⊗ |00 . . . 0 onto |ψ a ⊗ |E a (this is the case as long as the energy E a can be written as binary fractions). The realistic case is analyzed in detail in the following section.
The algorithm prepares a purified Gibbs state of the form
The states |ϕ a form an orthonormal basis on the D-dimensional subsystem B. The |E a are computational basis states of the energy register, which consists of multiple qubits. These basis states encode the eigenvalues E a of the eigenvectors |ψ a of H. The ancilla register consists of a single qubit. We obtain the thermal Gibbs state ρ β from |β by tracing out the subsystems B, energy, and anc (see eqn. (4))
where we useĀ to denote the collection of the above three subsystems (the complement of A). The algorithms consists of the following steps:
Algorithm 1 Thermal Gibbs State Preparation at Inverse Temperature β Input: Prepare the maximally entangled state |ν = 1 √ D a |a |a on the subsystem AB.
Step I: Run phase estimation of U on the A-part of |ν . Write the eigenphase into the energy register.
Step II: Apply the controlled rotation R = E |E E| ⊗ R E where
The control is the energy register and the target is the ancilla qubit that is initialized in |0 . Denote the resulting state by |Ψ .
Step III: Use a variant of Grover to project |Ψ onto the subspace in which the ancilla qubit is in |0 . Denote the projector onto this subspace by Π 0 . The Grover iteration is given by
Output: The density matrix ρ β of final state |β by tracing outĀ.
Let V be an arbitrary unitary. The maximally entangled state |ν is invariant under the action of V ⊗V , i.e., (V ⊗V )|ν = |ν . Consequently, we can rewrite |ν as
by setting V = a |ψ a a| and |ϕ a =V |a . In step I, we obtain the state
In step II, we obtain the state
Note that the desired purified Gibbs state |β is equal to
where
We apply the variant of Grover algorithm [2] , which makes it possible to prepare |β with an expected number of Grover iterations O(1/ Π 0 |ψ ). It is important that we do not need to know the overlap Π 0 |Ψ . This shows that we obtain
in step III.
3 Quantum algorithm
Analysis of simulation error
The first source of error is the inability to implement U = exp(2πiH) perfectly for general H. Using techniques [1, 6, 15] for simulating Hamiltonian time evolutions, we can only implement a unitary U sim with U − U sim ≤ ǫ sim . The resources grow inversely with the desired accuracy ǫ sim .
To bound the error arising from imperfect simulation, we use the following result, which follows the discussion in [ 
and U sim be a unitary with U − U sim ≤ ǫ sim . Then, there exists an effective Hamiltonian H sim such that U sim = exp(2πiH sim ) and H − H sim ≤ κǫ sim where κ is a constant.
Assume phase estimation could perfectly resolve the eigenphases of U sim . Then, if we ran the algorithm using U sim instead of U , then we would prepare the thermal state with respect to the effective Hamiltonian H sim instead of H. Thus, it remains to determine how close the corresponding thermal states are close to each other with respect to trace norm. Lemma 2. Let H and H sim be as above. Then, the corresponding thermal states ρ := exp(−βH) tr(exp(−βH)) and ρ sim := exp(−βH sim ) tr(exp(−βH sim )) (11)
provided that ǫ sim ≤ ǫ 2 /(8κβ).
Proof. The fidelity of ρ and ρ sim is given by
Using [3, Proposition 4] we bound the trace distance between ρ and ρ sim as follows
The analysis in [10, Appendix C] shows that
and thus
The rightmost inequality follows from 1 + x ≤ e x for all x ∈ R.
From now on, we measure the complexity in terms of how many times we have to invoke a controlled version of U sim . If we wish to determine the complexity in terms of elementary gates, we have to look at the simulation technique more closely.
Analysis of Errors in Phase Estimation
We now show how to prepare a stateρ such that ρ sim −ρ tr ≤ ǫ/2, implying that ρ −ρ tr ≤ ǫ as desired. We analyze the three phases of the algorithm.
Phase I
We need to run a special variant of phase estimation [8] of U sim on |ν . We briefly explain how it works. To avoid new definitions, we use |ψ a and E a to refer to the eigenvectors and eigenphases of U sim , respectively.
The usual phase estimation algorithm consists of the following steps [5] . The energy register consits of n = ⌈log 2 (1/ǫ prec )⌉ qubits. We apply the Hadamard transform to each of the qubits of the energy register, the controlled-U 2 j sim gates (controlled by the jth qubit of the energy register) on the A-part of ν, and the inverse quantum Fourier transform F † on the energy register. We measure the n qubits of the energy register in the computational basis and interpret the outcome b ∈ [0, 2 n − 1] as the binary fractionÊ b := b/2 n , which is a very good estimate for E a . More precisely, the probability of obtaining the estimateÊ b is given by
We use |Ê b to denote the compuational basis state |b , which encodes the energy valueÊ b . Let E ± a denote the binary fractions that are closest to E a , where we use the convention E − a ≤ E a < E + a . It follows that the probability of obtaining E + a or E − a is greater or equal to
. Thus, the probability of failure, i.e., the probability of not obtaining one of the closest n-bit fractions, is less than To reduce the probability of failure to ǫ fail , we repeat this quantum circuit k = ⌈log 2 (1/ǫ fail )⌉ times, each time recording the estimate into a new energy register and adjoin a median register that consists of n qubits. This yields the state |Υ
where the amplitudes c Ea,
The median circuit determines the median ofÊ b 1 , . . . ,Ê b k and writes it into the median register. Reordering the registers, we may write the resulting states as
• the states |µ ± a are supported only on the states |Ê b 1 ⊗ · · · ⊗ |Ê b k such that the median of E b 1 , . . . ,Ê b k is equal to E ± a , and
• the states |ξ a are orthogonal to |E ± a ⊗ |µ ± a .
It follows from the analysis in [8, 4] that the amplitudes c ± a satisfy
This means that the probability of the median not being one of the closest binary fractions E ± a to E a is less than or equal to ǫ fail . The advantage of combining phase estimation with the powering techinque for approximation algorithms is that we only need to invoke a controlled version of U sim
instead of O((1/ǫ prec )(1/ǫ fail )) when using phase estimation alone [9] . To keep the notation simple, we use |E ± a to denote the tensor product |E ± a ⊗ |µ ± a . Using this convention, we write the state after step I (phase estimation) as
Phase II
The R-operation is controlled by the energy value contained in the median register. After step II, |Φ evolves to the state
As a consequence of the property ξ|ψ = 0, we have
Phase III
Let |β be the state obtained by applying Grover's algorithm to |Ψ , i.e.,
Letρ be the reduced density operator of |β overĀ. We need to bound Π 0 |Ψ from below to obtain an upper bound on the expected number of Grover iterations. We also need to show thatρ is close to ρ sim . This is done in the following lemma.
Lemma 3. Letρ = trĀ(|β β |). This density operator has the form
that satisfies
provided that ǫ fail = e −β ǫ 2 and ǫ prec = ǫ/(32β).
Proof. Observe that the off-diagonal terms Π 0 (|ψ ξ| + |ξ ψ|)Π 0 in (Π 0 |Ψ Ψ |Π 0 ) vanish when we trace |β overĀ.
Set N := tr(Π 0 |Ψ Ψ |Π 0 ) and define the operator
We can express N = tr(σ) + tr(Π 0 |ξ ξ|Π 0 ). Since tr(Π 0 |ξ ξ|Π 0 ) = ξ|Π 0 |ξ ≤ ξ 2 ≤ ǫ fail , by (25) we can bound N and σ's trace as follows
Because E a ∈ [0, π 4 ], we can bound the ratio Z(β)/D as follows
By choosing the lower bound on N and the upper bound on trĀ(Π 0 (|ξ ξ|)Π 0 ) tr , we obtain
The last inequality is obtained because ǫ is small and e x < 1 + 2x for x ∈ [0, 1]. The term
is still satisfied even when examining the following two extreme cases (I) Lower bound on N and upper bound on tr(σ):
(II) Upper bound on N and lower bound on tr(σ): 1
We know that
Because 1 + 2x > e x for ∀x ∈ (0, 1), we derive e βǫprec (1 − ǫ fail )e −βǫprec − 1 ≤
+
In the second case because 1 + x ≤ e x for ∀x ∈ R and 1 ≤ D/Z(β) ≤ e β , we have 
for small ǫ.
Conclusion
Theorem. Let H be a Hamiltonian, β an inverse temperature and ǫ ∈ (0, 1) a parameter describing the desired accuracy. Let U sim be the Hamiltonian simulation such that U − U sim ≤ ǫ sim where U = exp(2πiH). Our algorithm prepares a stateρ β that is ǫ-close to the thermal Gibbs state ρ β , i.e., ρ β −ρ β tr ≤ ǫ,
provided that ǫ sim ≤ ǫ 2 /(8βκ), ǫ prec = ǫ/(32β) and ǫ fail = e −β ǫ 2 . The complexity of our algorithm scales like
in terms of the number of invocations of the controlled-U sim operation.
Proof. The requirements for ǫ sim , ǫ prec and ǫ fail are immediate by Lemma 2 and Lemma 3. By (21) the cost for performing one Grover iteration scales as
The number of Grover iterations [2] is determined by O( 
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