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Abstract
Motivated by the AIG bailout case in the financial crisis of 2007-
2008, we consider an insurer who wants to maximize the expected
utility of the terminal wealth by selecting optimal investment and risk
control strategies. The insurer’s risk process is modelled by a jump-
diffusion process and is negatively correlated with the capital gains in
the financial market. We obtain explicit solution to optimal strategies
for various utility functions.
Key words: jump-diffusion process; martingale approach; utility maximiza-
tion.
1 Introduction
The financial crisis of 2007-2008 caused a significant recession in global econ-
omy, considered by many economists to be the worst financial crisis since the
Great Depression of the 1930s. It resulted in the threat of bankruptcy of large
financial institutions, the bailout of banks, and downturns in stock markets
∗Email: bzou@ualberta.ca. Phone: (+1)780-716-7987.
†Corresponding author: Central Academic Building 639, University of Alberta, Ed-
monton T6G 2G1 Canada. Email: abel@ualberta.ca. Phone: (+1)780-492-0572.
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around the world (See more onWikipedia http://en.wikipedia.org/wiki/Financial_crisis_of_2
American International Group, Inc. (AIG), once the largest insurance com-
panies in the United States with a triple-A credit rating, collapsed within
a few months in 2008. The stock price of AIG was traded at over $50 per
share in Februray, but plunged down to less than $1 per share when AIG
was on the brink of bankruptcy. The severity of AIG’s liquidity crisis led
to an initial rescue of $85 billion and a total of $182 billion bailout by the
U.S. government, the largest government bailout in history. See Stein (2012,
Chapter 6) for more statistical data of AIG during the past financial crisis
and Sjostrom (2009) for detailed discussions on AIG bailout case. According
to Stein (2012, Chapter 6), AIG made several major mistakes which together
contributed to its sudden collapse. First, AIG underpriced the risk of writing
Credit Default Swap (CDS) contracts since it ignored the negative correlation
between its liabilities and the capital gains in the financial market. Second,
AIG applied a problematic model for risk management and failed to estimate
the impact of the risk on the company’s capital structure. To address these
issues, we propose a jump-diffusion process to model AIG’s risk (per policy
risk) and consider optimal investment and risk control problem for an insurer
like AIG. So our research has two root in the literature: optimal consumption
and investment problem and optimal reinsurance (risk control) problem.
Merton (1969) was the first to apply stochastic control theory to solve con-
sumption and investment problem in continuous time. Karatzas et al. (1986)
provided a rigorous analysis to Merton’s problem. Later Karatzas et al.
(1991) further generalized the results in an incomplete market. Zhou and Yin
(2004) and Sotomayor and Cadenillas (2009) improved the model by incor-
porating regime switching. They also obtained explicit solutions under the
mean-variance criterion and the utility maximization criterion, respectively.
Moore and Young (2006) incorporated another random risk (which can be
insured against by purchasing insurance policy) into Merton’s framework
and studied optimal consumption, investment and insurance problem for the
first time. Following Moore and Young (2006), Perera (2010) revisited the
same problem in a more general Levy market. Along the same vein, many
researchers added an uncontrollable risk process to Merton’s model. They
then consider a stochastic control problem for optimal investment strategy
(without consumption mostly) under certain criteria. For instance, Browne
(1995) modeled the risk process using a geometric Brownian motion and
studied optimal investment problem under two different criteria: maximiz-
ing the expected exponential utility of the terminal wealth and minimizing
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the probability of ruin. Wang et al. (2007) applied a jump-diffusion model for
the risk process and considered optimal investment problem under the util-
ity maximization criterion. For stochastic control theory with jumps and its
applications to finance, please see two monographs, Cont and Tankov (2003)
and Oksendal and Sulem (2005).
In mathematics, there are two main tools for solving stochastic control
problems. The first tool is dynamic programming and maximum principle,
see, for instance, Fleming and Soner (1993) and Cadenillas (1995). The sec-
ond tool is martingale approach, based on equivalent martingale measures
and martingale representation theorems. The martingale approach and its
application in continuous time finance was developed by Harrison and Kreps
(1979). Thereafter, martingale method has been applied to solve many
important problems in finance. For example, option pricing problem in
Harrison and Pliska (1981), optimal consumption and investment problem
in Karatzas et al. (1991), optimal consumption, investment and insurance
problem in Perera (2010) and optimal investment problem in Wang et al.
(2007). In Section 3, we also apply martingale approach to solve our stochas-
tic control problem.
The second root of our research is optimal reinsurance problem, which
studies an insurer who wants to control the reinsurance payout for certain
objectives. Reinsurance is an important tool for insurance companies to
manage their risk exposure. The classical model for risk in the insurance lit-
erature is Cramer-Lundberg model, which uses a compound Poisson process
to measure risk. The Cramer-Lungberg model was introduced by Lungberg
in 1903 and then republished by Cramer in 1930s. Since the limiting process
of a compound Poisson process is a diffusion process, see Taksar (2000), re-
cent research began to model risk by a diffusion process or a jump-diffusion
process, see Wang et al. (2007). Hojgaard and Taksa (1998) assumed the
reserve of an insurance company is governed by a diffusion process and con-
sider the optimization criterion of maximizing the expected utility of running
reserve up to the bankruptcy time. Kaluszka (2001) studied optimal rein-
surance in discrete time under mean-variance criterion for both proportional
reinsurance and step loss reinsurance. Schmidli (2001) considered both the
Cramer-Lundberg model and the diffusion model for the risk process and ob-
tained optimal proportional reinsurance policies under the criterion of mini-
mizing the ruin probability. Recent generalizations in modeling for optimal
reinsurance problem include incorporating regime switching, see Zhuo et al.
(2013), and interest rate risk and inflation risk, see Guan and Liang (2014).
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Our model and optimization problem are different from the existing ones
in the literature in several directions. Comparing with Merton’s framework
and its generalizations, we add a controllable jump-diffusion process into the
model, which will be used to model the insurer’s risk (per policy risk). We
then regulate the risk for the insurer by controlling the number of policies.
So our model is also different from the ones considered in optimal reinsur-
ance problem and its variants, which control risk by purchasing reinsurance
policies from another insurer. As suggested in Stein (2012, Chapter 6), we
assume there is a negative correlation between the financial market (capi-
tal gains) and the risk (liabilities) in our model. Stein (2012, Chapter 6)
considered a similar risk regulation problem as ours, but in his model, in-
vestment strategy is fixed and the risk is modelled by a geometric Brownian
motion. To generalize Stein’s work, we model the risk by a jump-diffusion
process and allow the insurer to choose investment strategy continuously.
Stein (2012, Chapter 6) considered the problem only with logarithmic utility
function, which can be easily solved using classic stochastic method. We
obtain explicit solutions to optimal investment and risk control problem for
various utility functions, including hyperbolic absolute risk aversion (HARA)
utility function (logarithmic function and power function), constant absolute
risk aversion (CARA) utility function (exponential function) and quadratic
utility function.
The structure of this paper is organized as follows. We describe our model
and formulate optimal investment and risk control problem in Section 2. We
obtain explicit solutions to optimal investment and risk control strategies for
logarithmic utility function in Section 3, power utility function in Section
4, exponential utility function in Section 5 and quadratic utility function in
Section 6. We conclude our study in Section 7.
2 The Model
In our model, there are two trading assets in the financial market, a riskless
asset P0 and a risky asset (mutual fund) P1. On a filtered probability space
(Ω,F , {Ft}t≥0,P), the dynamics of P0 and P1 are given by
dP0(t) = r(t)P0(t)dt,
dP1(t) = P1(t)(µ(t)dt+ σ(t)dW
(1)(t)),
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where r, µ and σ are positive bounded functions and W (1) is a standard
Brownian motion. The initial conditions are P0(0) = 1 and P1(0) > 0.
For an insurer like AIG, its main liabilities come from writing insurance
policies, and we denote the total outstanding number of policies (liabilities)
at time t by L(t). In the actuarial industry, the premium is usually precalcu-
lated, which means insurance companies charge premium based on historical
data and estimation models. For example, regarding auto insurance poli-
cies, insurance companies consider several main factors, such as the insured’s
demographic information, previous driving record, coverage needs, and the
type of vehicle, then use an actuarial model to calculate the premium for the
insured. Therefore, it is reasonable to assume premium per policy is a fixed
constant for a certain type of insurance contracts and a given group of the
insured. To simplify our analysis, we further assume the average premium
per policy for the insurer is p, so the revenue from selling insurance policies
over the time period of (t, t+ dt) is given by pL(t)dt.
A commonly used risk model for claims in the actuarial industry is com-
pound Poisson model (Crame´r-Lundberg model), in which the claim (risk)
per policy is given by
N(t)∑
i=1
Yi, where {Yi} is a series of independent and identi-
cal distributed random variables, and N(t) is a Poisson process independent
of Yi. If the mean of Yi and the intensity of N(t) is finite, then such com-
pound Poisson process is a Levy process with finite Levy measure. According
to Oksendal and Sulem (2005), a Levy process can be decomposed into there
components, a linear drift part, a Brownian motion part and a pure jump
part. Based on this result, we assume the total risk is given by
dR(t) = L(t)(adt + bdW¯ (t) + γdN(t)), R(0) = 0,
where W¯ is a standard Brownian motion and N is a Poisson process defined
on the given filtered space, respectively. We assume a, b, γ are all positive
constants. Stein (2012) argues that one of the most serious mistakes AIG
made was ignoring the negative correlations between its liabilities and the
capital gains in the financial market. So we assume
W¯ (t) = ρW (1)(t) +
√
1− ρ2W (2)(t),
where ρ < 0 and W (2) is another standard Brownian motion, independent of
W (1). We also assume the Poisson process N has a constant intensity λ, and
is independent of both W (1) and W (2).
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At time t, an insurer (AIG) chooses p˜i(t), the dollar amount invested in
the risky asset, and total liabilities L(t). For a strategy u˜ := (p˜i, L), the
corresponding wealth process (surplus process) X u˜ is driven by the following
SDE
dX u˜(t) =
(
r(t)X u˜(t) + (µ(t)− r(t))p˜i(t) + (p− a)L(t)
)
dt− γL(t)dNt
+ (σ(t)p˜i(t)− ρbL(t))dW (1)(t)− b
√
1− ρ2L(t)dW (2)(t),
(1)
with initial wealth X u˜(0) = x > 0.
Following Stein (2012, Chapter 6), we define the ratio of liabilities over
surplus as κ(t) := L(t)
X(t)
(which is called debt ratio). We denote pi(t) as the
proportion of wealth invested in the risky asset at time t. Then for a control
u(t) := (pi(t), κ(t)), we have u˜(t) = X(t)u(t). We then rewrite SDE (1) as
dXu(t)
Xu(t−)
= (r(t) + (µ(t)− r(t))pi(t) + (p− a)κ(t))dt− γκ(t)dN(t)
+ (σ(t)pi(t)− bρκ(t))dW (1)(t)− b
√
1− ρ2κ(t)dW (2)(t),
(2)
with Xu(0) = x > 0.
Remark 2.1 In a financial market, it is universally acknowledged that extra
uncertainty (risk) must be compensated by extra return. So in our model, we
impose further conditions on the coefficients: µ(t) > r(t) ≥ 0 and p > a > 0.
We define the criterion function as
J(x; u) = Ex [U(X
u(T ))] , (3)
where Ex means conditional expectation under probability measure P with
Xu(0) = x and T > 0 is the terminal time. Utility function U is assumed
to be a strictly increasing and concave function. The common choices for
utility function in economics and finance are U(x) = ln(x), U(x) = − 1
α
e−αx,
where α > 0, and U(x) = xα, where α < 1 and α 6= 0.
Expected utility maximization, as probably the most widely used opti-
mization criterion in economics and finance, has been used in various invest-
ment/consumption and reinsurance problems. To name a few, for instance,
Merton (1969), Karatzas et al. (1991), and Wang et al. (2007).
We denote Ax as the set of all admissible controls with initial wealth
X(0) = x. Depending on the utility function, we choose either u or u˜ to
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be our control and then formally define the admissible set Ax. The value
function is defined by
V (x) := sup
u∈Ax
J(x; u),
where u will be changed accordingly if the control we choose is u˜.
We then formulate our stochastic control problem as follows.
Problem 2.1 Select an admissible control u∗ = (pi∗, κ∗) ∈ Ax (or u˜
∗ =
(p˜i∗, L∗) ∈ Ax) that attains the value function V (x). The control u
∗ (or u˜∗)
is called an optimal control or an optimal policy.
3 The Analysis for U(x) = ln(x), x > 0
We first consider Problem 2.1 when the utility function is given by U(x) =
ln(x), x > 0, which belongs to the class of hyperbolic absolute risk aversion
(HARA) utility functions.
We choose u as control and denote A1 as the set of all admissible controls
when U(x) = ln(x). For every u ∈ A1, {u(t)}0≤t≤T is progressively mea-
surable with respect to the filtration {Ft}0≤t≤T and ∀ t ∈ [0, T ], satisfies the
following conditions∫ t
0
pi(s)2ds <∞, and
∫ t
0
κ(s)2ds <∞, κ(t) ≥ 0.
Furthermore, to avoid the possibility of bankruptcy at jumps, we assume
κ(t) < 1
γ
if u ∈ A1.
Notice that ∀ u ∈ A1, SDE (2) satisfies the linear growth condition and
Lipschitz continuity condition, so by Theorem 1.19 in Oksendal and Sulem
(2005), there exists a unique solution Xu such that
E[|Xu(t)|2] <∞ for all t ∈ [0, T ].
Proposition 3.1 Under optimal control u∗ of Problem 2.1, the associated
optimal wealth Xu
∗
(t) is strictly positive for all t ∈ [0, T ].
Proof. Notice that u0 := (pi ≡ 0, κ ≡ 0) ∈ A1 is an admissible control, and
under the control u0, the wealth X
u0 is given by
Xu0(t) = x e
∫
t
0
r(s)ds > 0, ∀ t ∈ [0, T ].
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So we can conclude, under optimal control u∗, Xu
∗
(t) ≥ Xu0(t) > 0 for all
t ∈ [0, T ]. To see this conclusion, assume to the contrary that for some
t′ ∈ [0, T ], x′ := Xu0(t′) > Xu
∗
(t′). We define a new control u′ by
u′(t) :=
{
u0(t), t ∈ [0, t
′];
u∗(t), t ∈ (t′, T ].
By definition, u′ ∈ A1 and X
u′(t′) = Xu0(t′) > Xu
∗
(t′). Recall the strong
Markov property of X , we obtain Xu
′
(T ) > Xu
∗
(T ), and hence
J(x, u′) > J(x, u∗),
a contraction to the fact that u∗ is optimal control to Problem 2.1. 
Remark 3.1 Thanks to Proposition 3.1, we do not need to deal with the
bankruptcy time, as discussed in Sotomayor and Cadenillas (2009), in our
analysis.
We then apply two methods to solve Problem 2.1 when the admissible
set is A1.
3.1 Method 1: Optimization Method in Calculus
Under the logarithmic utility assumption, we can apply the classic optimiza-
tion method in calculus to solve Problem 2.1. For more details on using this
method to solve stochastic control problems, please see Stein (2012, Chapter
4,5,6).
Applying Ito’s formula to ln(Xt), we obtain
ln
Xut
X0
=
∫ t
0
(
rs + (µs − rs)pis + (p− a)κs −
1
2
σ2spi
2
s + ρbσspisκs
−
1
2
b2κ2s + λ ln(1− γκs)
)
ds+
∫ t
0
(σspis − bρκs) dW
(1)
s
−
∫ t
0
b
√
1− ρ2κsdW
(2)
s +
∫ t
0
ln(1− γκs)dMs,
where Mt := Nt − λt is the compensated Poisson process of N and is a
martingale under P.
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For any given u ∈ A1, we have∫ t
0
(σspis − bρκs)
2
ds ≤ K1
∫ t
0
pi2sds+K2
∫ t
0
κ2sds <∞,∫ t
0
b2(1− ρ2)κ2sds ≤ K3
∫ t
0
κ2sds <∞,
for some positive constants Ki, i = 1, 2, 3.
Therefore, we obtain
Ex
[∫ t
0
(σspis − bρκs) dW
(1)
s
]
= Ex
[∫ t
0
b
√
1− ρ2κsdW
(2)
s
]
= 0.
Since κ is a bounded predictable process, so is ln(1−γκ) and then implies
the stochastic integral
∫ t
0
ln(1 − γκs)dMs is again a P-martingale with the
initial value being 0. So we obtain
Ex
[∫ t
0
ln(1− γκs)dMs
]
= 0.
The above analysis yields
Ex
[
ln
Xut
Xu0
]
= Ex
[∫ T
0
f(pi(t), κ(t))dt
]
,
where f(pi(t), κ(t)) := r(t) + (µ(t)− r(t))pi(t) + (p − a)κ(t) − 1
2
σ(t)2pi(t)2 +
ρbσ(t)pi(t)κ(t)− 1
2
b2κ(t)2 + λ ln(1− γκ(t)).
Hence we obtain the optimization condition as follows
u∗(t) = arg sup
u∈A1
J(x; u) = arg sup
u∈A1
f(pi(t), κ(t)).
The first-order condition is then given by
(µ(t)− r(t))− σ2(t)pi∗(t) + ρbσ(t)κ∗(t) = 0,
(p− a) + ρbσ(t)pi∗(t)− b2κ∗(t)−
λγ
1− γκ∗(t)
= 0.
(4)
The candidate investment proportion in the risky asset pi∗ will be
pi∗(t) =
µ(t)− r(t) + ρbσ(t)κ∗(t)
σ2(t)
, (5)
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where κ∗(t) is the solution to the following quadratic equation
A(κ∗(t))2 − B(t) κ∗(t) + C(t) = 0, (6)
with A := b2(1 − ρ2)γ, B(t) := b2(1 − ρ2) + γ(p − a + ρ b
µ(t)− r(t)
σ(t)
) and
C(t) := p− a+ ρ b
µ(t)− r(t)
σ(t)
− λγ.
It is easy to check that
∆(t) := B2(t)− 4AC(t) = (b2(1− ρ2)− γ(C(t)+λγ))2+4λb2(1− ρ2)γ2 > 0.
So the quadratic system (6) has two solutions and one is given by
κ+(t) =
B(t) +
√
∆(t)
2A
>
1
γ
,
which is not included in the admissible set A1.
To ensure the existence of a non-negative κ∗ ∈ [0, 1
γ
), we impose a tech-
nical condition mint∈[0,T ]C(t) > 0, which is equivalent to
p− a + ρ b
µ(t)− r(t)
σ(t)
> λγ, ∀ t ∈ [0, T ]. (7)
When the technical condition (7) holds, we have
κ∗(t) = κ−(t) :=
B(t)−
√
∆(t)
2A
. (8)
Notice that a sufficient condition for a regular interior maximizer and the
first-order condition to be hold is
fpipi < 0, fκκ < 0, and fpipifκκ − f
2
piκ > 0. (9)
We then calculate those partial derivatives and verify that the above condi-
tion (9) is satisfied.
fpipi = −σ
2(t) < 0,
fκκ = −b
2 −
λγ2κ(t)
(1− γκ(t))2
< 0,
fpipifκκ − f
2
piκ = (1− ρ
2)b2σ2(t) +
λγ2σ2(t)κ(t)
(1− γκ(t))2
> 0.
10
Theorem 3.1 When U(y) = ln(y), and the technical condition (7) holds,
u∗(t) = (pi∗(t), κ∗(t)), where pi∗(t) and κ∗(t) are given by (5) and (8), respec-
tively, is optimal control to Problem 2.1 with the admissible set A1.
Proof. ∀ u = (pi, κ) ∈ A1, since u
∗ defined above is the maximizer of f , we
have
f(pi∗(t), κ∗(t)) ≥ f(pi(t), κ(t)), ∀ t ∈ [0, T ],
and then ∫ T
0
f(pi∗(t), κ∗(t))dt ≥
∫ T
0
f(pi(t), κ(t))dt,
which implies J(x, u∗) ≥ J(x, u). Due to the arbitrariness of u, we obtain
J(x, u∗) ≥ V (x).
To complete the proof, we then verify that u∗ is admissible.
Since C(t)
A
> 0 and κ+(t) > 0, we get κ
∗(t) = κ−(t) > 0.
To show κ∗(t) < 1
γ
, it is equivalent to show
∆(t) > (γ(C(t) + λγ)− b2(1− ρ)2)2,
which is always satisfied if we recall the definition of ∆(t).
So we have 0 ≤ κ∗(t) < 1
γ
, which in turn implies
∫ t
0
(κ∗(s))2ds <∞, ∀ t ∈ [0, T ].
From our assumption, µ(t), r(t) and σ(t) are all positive and bounded
functions, for all t ∈ [0, T ], we obtain∫ t
0
(pi∗(s))2ds ≤ K4t+K5
∫ t
0
(κ∗(s))2ds <∞,
for some positive constants K4 and K5.
Therefore u∗ defined above is an admissible control and then is optimal
control to Problem 2.1. 
3.2 Method 2: Martingale Method
In this subsection, we apply the martingale method to solve Problem 2.1.
To begin with, we give two important Lemmas, which are Proposition 2.1
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and Lemma 2.1 in Wang et al. (2007), respectively. Lemma 3.1 gives the
condition optimal control must satisfy. Lemma 3.2 is a generalized version
of martingale representation theorem. Please consult Wang et al. (2007) and
Cont and Tankov (2003, Chapter 9) for details.
Lemma 3.1 If there exists a control u∗ (or u˜∗) ∈ A such that
E
[
U ′(Xu
∗
(T ))Xu(T )
]
is constant over all admissible controls, (10)
then u∗ (or u˜∗) is optimal control to Problem 2.1.
Lemma 3.2 For any P-martingale Z, there exists predictable processes θ =
(θ1, θ2, θ3) such that
Zt = Z0 +
∫ t
0
θ1(s)dW
(1)
s +
∫ t
0
θ2(s)dW
(2)
s +
∫ t
0
θ3(s)dMs,
for all t ∈ [0, T ].
We then find optimal control to Problem 2.1 through the three steps.
Step 1. We conjecture the candidates for optimal strategies pi∗ and κ∗.
Define
ZT :=
(Xu
∗
T )
−1
E[(Xu
∗
T )
−1]
, and Zη := E[Zt|Fη] (11)
for any stopping time η ≤ T almost surely. Recall Proposition 3.1, the
process Z is a strictly positive (square-integrable) martingale under P with
E(Zt) = 1, for all t ∈ [0, T ]. Then we can define a new measure Q by
dQ
dP
:= ZT .
From SDE (1), we have
Xut = X
u˜
t = xe
rt +
∫ t
0
er(t−s)((µs − rs)p˜is + (p− a)Ls)ds−
∫ t
0
er(t−s)γLsdNs
+
∫ t
0
er(t−s)(σsp˜is − ρbLs)dW
(1)
s −
∫ t
0
er(t−s)b
√
1− ρ2LsdW
(2)
s .
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Using the above expression of X and Lemma 3.1, for all admissible con-
trols, we have
EQ
[ ∫ t
0
e−rs
(
((µs − rs)p˜is + (p− a)Ls)ds+ (σsp˜is − ρbLs)dW
(1)
s
− b
√
1− ρ2LsdW
(2)
s − γLsdNs
)]
is constant.
(12)
We define
Kt :=
∫ t
0
1
Zs−
dZt, t ∈ [0, T ].
Since Z is a P-martingale, so is K.
By Lemma 3.2, there exist predictable processes (θ1, θ2, θ3) such that(One
can consult Wang et al. (2007) for measurability and integrability conditions
θ should satisfy.)
dKt = θ1(t)dW
(1)
t + θ2(t)dW
(2)
t + θ3(t)dM(t).
Then by Doleans-Dade exponential formula, we have
Zt = exp
{∫ t
0
(θ1(s)dW
(1)
s + θ2(s)dW
(2)
s + ln(1 + θ3(s))dNs)
−
1
2
∫ t
0
(θ21(s) + θ
2
2(s)− 2λθ3(s))ds
}
.
(13)
By Girsanov’s Theorem, W (i)(t) −
∫ t
0
θi(s)ds, i = 1, 2, is a Brownian
Motion under Q and N(t)−
∫ t
0
λ(1 + θ3(s))ds is a martingale under Q.
For any stopping time η ≤ T , we choose p˜i(t) = 1t≤η and L(t) = 0, which
is apparently an admissible control. By substituting this control into (12),
we obtain
EQ
[∫ η
0
e−rs(µs − rs)ds+
∫ η
0
e−rsσsdW
(1)
s
]
is constant over all η ≤ T,
which implies∫ t
0
e−rs(µs − rs)ds+
∫ t
0
e−rsσsdW
(1)
s is a Q-martingale. (14)
Therefore, θ1 must satisfy the equation
µ(t)− r(t) + σ(t)θ1(t) = 0,
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or equivalently,
θ1(t) = −
µ(t)− r(t)
σ(t)
, t ∈ [0, T ]. (15)
Next we choose p˜i(t) = 0 and L(t) = 1t≤η. By following a similar argument
as above, we have∫ t
0
e−rs((p− a)ds− ρbdW (1)s − b
√
1− ρ2dW (2)s − γdNs) is a Q-martingale,
which in turn yields
p− a− ρbθ1(t)− b
√
1− ρ2θ2(t)− λγ(1 + θ3(t)) = 0, t ∈ [0, T ].
By (15), we can rewrite the above equation as
p− a+ ρb
µ(t)− r(t)
σ(t)
− b
√
1− ρ2 θ2(t)− λγ(1 + θ3(t)) = 0, t ∈ [0, T ]. (16)
Remark 3.2 Notice that the above analysis holds for all utility functions
except that the definition of Z in (11) changes accordingly. More impor-
tantly, we emphasize that the conditions (15) and (16) are satisfied for all
utility functions, although θ2 and θ3 will be different for different utility func-
tions. We shall use the conclusion in this remark when applying martingale
approach to solve Problem 2.1 for different utility functions thereafter.
From SDE (2), we can solve to get (Xu
∗
T )
−1
(Xu
∗
T )
−1 = x−1 exp
{
−
∫ T
0
f(pi∗t , κ
∗
t )dt−
∫ T
0
(σtpi
∗
t − ρbκ
∗
t )dW
(1)
t
+
∫ T
0
b
√
1− ρ2κ∗tdW
(2)
t −
∫ T
0
ln(1− γκ∗t )dMt
}
.
(17)
By comparing the dW (1), dW (2) and dN terms in (13) and (17), we obtain
θ1(t) = −(σ(t)pi
∗(t)− ρbκ∗(t),
θ2(t) = b
√
1− ρ2κ∗(t),
ln(1 + θ3(t)) = − ln(1− γκ
∗(t)).
(18)
By plugging (18) into (15) and (16), we obtain the same system (4) as
in Method 1. So we find the same optimal strategies pi∗ and κ∗, which are
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given by (5) and (8), respectively.
Step 2. For θi given in (18) and u
∗ = (pi∗, κ∗) defined by (5) and (8), we
verify that ZT defined by (13) is consistent with its definition.
We first rewrite (17) as
1
Xu
∗
T
= ITHT ,
where
IT : =
1
x
exp
{∫ T
0
(−f(pi∗s , κ
∗
s) + λ ln(1− γκ
∗
s))ds
}
,
HT : = exp
{
−
∫ T
0
(σspi
∗
s − ρbκ
∗
s)dW
(1)
s +
∫ T
0
b
√
1− ρ2κ∗sdW
(2)
s
−
∫ T
0
ln(1− γκ∗s)dNs
}
.
By substituting (18) back into (13), we obtain
ZT = JTHT ,
where
JT := exp
{∫ T
0
(−
1
2
σ2s (pi
∗
s)
2 + ρbσspi
∗
sκ
∗
s −
1
2
b2(κ∗s)
2 + λ(
1
1− γκ∗s
− 1))ds
}
is constant.
By definition, we know Z is a P-martingale and E[ZT ] = 1, and then
E[HT ] =
1
JT
.
Therefore, we obtain
ZT =
(Xu
∗
T )
−1
E [(Xu
∗
T )
−1]
=
ITHT
ITE[HT ]
=
HT
J−1T
= JTHT ,
which shows Z given by (13) with θi provided by (18) is the same as the
definition: ZT =
(Xu
∗
T
)−1
E[(Xu∗T )−1]
.
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Step 3. We verify pi∗ and κ∗, given by (5) and (8), respectively, are indeed
optimal strategies. Equivalently, we verify the condition (10) is satisfied for
u∗ = (pi∗, κ∗).
For any u ∈ A1, we define a new process Y
u as follows
Y ut :=
∫ t
0
e−rsXus ((µs − rs)pis + (p− a)κs) ds−
∫ t
0
e−rsXus γκdNs
+
∫ t
0
e−rsXus
(
(σspis − ρbκs)dW
(1)
s − b
√
1− ρ2κsdW
(2)
s
)
=
∫ t
0
e−rsXus
(
p− a+ ρb
µs − rs
σs
− b2(1− ρ2)κ∗s −
λγ
1− γκ∗s
)
ds
+ local Q-martingale.
Due to the first-order condition (4), the above ds term will be 0, and then
Y u is a local Q-martingale.
Since u∗ is deterministic and bounded, Z is a square-integrable martin-
gale under P, which implies E[(ZT )
2] < ∞ or equivalently, Z ∈ L2(F).
Furthermore, for any u ∈ A1, we have X
u ∈ L2(F), so is Y u. Therefore, we
have
EQ
[
sup
0≤t≤T
|Y ut |
]
≤
√
E[(ZT )2]
√
E
[
sup
0≤t≤T
|Y ut |
2
]
<∞,
which enables us to conclude that the family
{Y uη : stopping time η ≤ T} is uniformly integrable under Q.
Hence Y u is indeed a martingale under Q with EQ[Y
u
t ] = 0 for any u ∈ A1.
This result verifies the condition (10) is satisfied.
Therefore, Lemma 3.1 together with the above three steps lead to Theo-
rem 3.1. 
4 The Analysis for U(y) = yα, 0 < α < 1
The second utility function we consider is power function, which also belongs
to HARA class. Here, we choose A1 as the admissible set for Problem 2.1.
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Since U ′(Xu
∗
T ) = α(X
u∗
T )
α−1, we define Z as
ZT :=
(
Xu
∗
T
)α−1
E
[
(Xu
∗
T )
α−1
] , and Zη := E[ZT |Fη], (19)
where η is a stopping time and η ≤ T almost surely. With the help of Z, we
can define a new probability measure Q as
dQ
dP
= ZT .
From SDE (2), we obtain
(
Xu
∗
T
)α−1
= constant · exp
{∫ T
0
(α− 1)
(
(σtpi
∗
t − ρbκ
∗
t )dW
(1)
t
− b
√
1− ρ2κ∗tdW
(2)
t + ln(1− γκ
∗
t )dNt
)}
.
(20)
Thanks to Remark 3.2, ZT also bears the expression (13). So by compar-
ing the terms of dW (1), dW (2) and dN in (13) and (20), we obtain
θ1(t) = (α− 1)(σ(t)pi
∗(t)− ρbκ∗(t)),
θ2(t) = −b(α − 1)
√
1− ρ2κ∗(t),
ln(1 + θ3(t)) = (α− 1) ln(1− γκ
∗(t)).
(21)
Substituting θ1 in (21) into (15), we obtain optimal proportion pi
∗ of
investment in the risky asset
pi∗(t) = −
µ(t)− r(t)
(α− 1)σ2(t)
+
ρ b
σ(t)
κ∗(t), (22)
with κ∗ will be determined below by (23).
Due to Remark 3.2, θ2 and θ3 defined above should satisfy the equation
(16). We then plug (21) into (16), and obtain
p−a+ ρb
µ(t)− r(t)
σ(t)
+ (α−1)b2(1−ρ2)κ∗(t)−λγ(1−γκ∗(t))α−1 = 0. (23)
Define
φ(t) : = 1− γκ∗(t),
B1 : =
(α− 1)b2(1− ρ2)
λγ2
,
C1(t) : = −
1
λγ
[
p− a+ ρb
µ(t)− r(t)
σ(t)
+
(α− 1)b2(1− ρ2)
γ
]
.
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Then the equation (23) for optimal debt ratio κ∗ can be rewritten as
(φ(t))α−1 +B1 φ(t) + C1(t) = 0. (24)
Lemma 4.1 If the condition (7) holds, there exists a unique solution φ(t) ∈
(0, 1) to the equation (24), and then exists a unique solution κ∗(t) ∈ (0, 1
γ
) to
the equation (23).
Proof. Define h(x) := xα−1 + B1 x + C1(t). It is easy to check h
′(x) = (α −
1)xα−2 + B1 < 0 since α − 1 < 0 and B1 < 0. Besides, limx→0+ h(x) = +∞.
Due to the technical condition (7), we have
h(1) = 1−
1
λγ
(
p− a+ ρb
µ(t)− r(t)
σ(t)
)
< 0.
Hence, there exists a unique solution in (0, 1) to the equation (24) for all
t ∈ [0, T ]. Recall the definition of φ, if φ ∈ (0, 1), then κ∗ ∈ (0, 1
γ
), and so
the equation (23) also bears a (unique) solution in (0, 1
γ
). 
Theorem 4.1 When U(y) = yα, 0 < α < 1, and the technical condition
(7) holds, u∗(t) = (pi∗(t), κ∗(t)), with pi∗ and κ∗ given by (22) and (23),
respectively, is optimal control to Problem 2.1 with the admissible set A1.
Proof. Because of Lemma 4.1, pi∗ and κ∗ given by (22) and (23) are well-
defined if the condition (7) is satisfied. By following Steps 2 and 3 as in
Section 3, we can verify that the condition (10) holds for the above defined
u∗ = (pi∗, κ∗). Then it remains to show that u∗ is admissible.
By Lemma 4.1, we have κ∗(t) ∈ (0, 1
γ
), and then the square integrability
condition for κ∗ follows. Recall (22) and µ, r, σ are all bounded, so pi∗ is
also square-integrable. Therefore, u∗ ∈ A1 and then u
∗ is optimal control to
Problem 2.1. 
Remark 4.1 We notice that the analysis in this section still holds when the
utility function is given by U(x) = c − xα, α < 0. Since U ′(x) = −αxα−1,
we define ZT to be the same as (19). Furthermore, when α < 0, we have
α− 1 < 0, so all the results in Lemma 4.1 and Theorem 4.1 follow as well.
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5 The Analysis for U(x) = − 1
α
e−αx, α > 0
In this section, we consider Problem 2.1 for exponential utility function,
which is of constant absolute risk aversion (CARA) class. We define the
admissible set A2 as follows: for any admissible control u˜ = (p˜i, L) ∈ A2,
{u˜}0≤t≤T is progressively measurable with respect to the filtration {F}0≤t≤T ,
and satisfies the integrability conditions
E
[∫ t
0
(p˜i(s))2ds
]
<∞, E
[∫ t
0
(L(s))2ds
]
<∞,
and L(t) ≥ 0, ∀ t ∈ [0, T ].
In what follows, we apply the martingale approach to find optimal control
to Problem 2.1 with the admissible set as A = A2.
By Lemma 3.1, optimal control u˜∗ should satisfy the following condition
E
[
exp{−αX u˜
∗
T }X
u˜
T
]
is constant for all u ∈ A2. (25)
So we define Rando-Nikodym process by
ZT :=
e−αX
u
∗
T
E[e−αX
u∗
T ]
, and Zη := E[ZT |Fη], (26)
for any stopping time η ≤ T , and a new probability measure Q by dQ
dP
= ZT .
Since Z is a martingale under P, exists progressively measurable process
θi, i = 1, 2, 3 such that Z is in the form of (13).
From SDE (1), we can calculate
exp
(
−αX u˜
∗
T
)
= constant · exp
{
−
∫ T
0
αer(T−t)
(
(σtp˜i
∗
t − ρbL
∗
t )dW
(1)
t
− b
√
1− ρ2L∗tdW
(2)
t − γL
∗
tdNt
)}
.
(27)
Comparing (13) and (27) gives
θ1(t) = −αe
r(T−t)(σ(t)p˜i∗(t)− ρbL∗(t)),
θ2(t) = αe
r(T−t)b
√
1− ρ2L∗(t),
ln(1 + θ3(t)) = αγe
r(T−t)L∗(t).
(28)
19
By (15), we have
p˜i∗(t) = e−r(T−t)
µ(t)− r(t)
ασ(t)2
+
ρb
σ(t)
L∗(t). (29)
Substituting (28) into (16), we obtain
λγ eA3(t)L
∗(t) +B3(t)L
∗(t)− C3(t) = 0, (30)
with A3, B3 and C3 defined by
A3(t) : = α γ e
r(T−t),
B3(t) : = αe
r(T−t)b2(1− ρ2),
C3(t) : = p− a + ρb
µ(t)− r(t)
σ(t)
.
Lemma 5.1 If the condition (7) holds, then there exists a (unique) positive
solution to the equation (30).
Proof. We define h˜(x) := λ γ eA3(t)x + B3(t) x − C3(t). Since h˜
′(x) =
λ γ A3(t)e
A3(t)x + B3(t) and A3(t) > 0, B3(t) > 0 for all t ∈ [0, T ], we have
h˜′(x) > 0. Because the condition (7) holds, we obtain h˜(0) = λγ−C3(t) < 0
for all t ∈ [0, T ]. Besides, C3(t) is a bounded function on [0, t] and then has a
finite maximum, which implies h˜(x) > 0 when x is large enough. Therefore,
as a continuous and strictly increasing function, h˜(x) has a (unique) positive
zero point. .
Theorem 5.1 When U(y) = − 1
α
e−αy, α > 0, u˜∗(t) = (p˜i∗(t), L∗(t)), where
p˜i∗ and L∗ are defined by (29) and (30), respectively, is optimal control to
Problem 2.1 with the admissible set A2 .
Proof. Please refer to Theorem 4.1 for proof. 
6 The Analysis for U(x) = x−
α
2
x2, α > 0
As pointed in Wang et al. (2007), to find a mean-variance portfolio strategy
is equivalent to maximize the expected utility for a quadratic function. So
in this section, we consider a quadratic utility function, and solve Problem
20
2.1 with admissible set A = A2. Notice that quadratic utility function is not
strictly increasing for all x, but rather has a maximum point at x = 1
α
. This
means if the investor’s wealth is greater than the maximum point, he/she
will experience a decreasing utility as wealth keeps rising. Such result is
consistent with the famous efficient frontier theory (discovered by Markowitz
(1952)).
Since U ′(y) = 1− αy, our objective is to find u˜∗ ∈ A2 such that
E[(1− αX u˜
∗
T )X
u˜
T ] is constant for all u ∈ A2. (31)
Define ZT := 1 − αX
u˜∗
T and Zt := E[ZT |Ft]. Since u˜
∗ ∈ A2, Z is a
square-integrable martingale under P, and therefore there exists progressively
measurable processes θi, i = 1, 2, 3 such that
dZ(t) = θ1(t)dW
(1)(t) + θ2(t)dW
(2)(t) + θ3(t)dM(t).
Define process Y˜ u˜ by
Y˜ u˜(t) :=
∫ t
0
e−rs
[
((µs − rs)p˜is + (p− a)Ls)ds+ (σsp˜is − ρbLs)dW
(1)
s
− b
√
1− ρ2LsdW
(2)
s − γLsdNs
]
.
Then we can write X u˜t as X
u˜(t) = ert(x + Y˜ u˜(t)) and obtain a sufficient
condition for (31)
{Y˜ u˜(t)Z(t)}t∈[0,T ] is a martingale under measure P.
By Ito’s formula, we have
dY˜ u˜t Zt = Y˜
u˜
t−dZt + Zt−dY˜
u˜
t + d[Y˜
u˜, Z](t)
= Y˜ u˜t−dZt + Zt−e
−rt
(
(µt − rt)p˜it + (p− a)Lt
)
dt
+ Zt−e
−rt(σtp˜it − ρbLt)dW
(1)
t − Zt−e
−rtb
√
1− ρ2LtdW
(2)
t
− Zt−e
−rtγLtdNt + θ1(t)e
−rt(σtp˜it − ρbLt)dt
− θ2(t)e
−rtb
√
1− ρ2Ltdt− θ3(t)e
−rtγLtdNt.
Then a necessary condition for Y˜ u˜Z to be a P-martingale is
Zt−((µt − rt)p˜it + (p− a)Lt − λγLt) + θ1(t)(σtp˜it − ρbLt)
− θ2(t)b
√
1− ρ2Lt − θ3(t)λγLt = 0.
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By considering two admissible controls (p˜i = 1, L = 0) and (p˜i = 0, L = 1),
we obtain
Zt−(µ(t)− r(t)) + σ(t)θ1(t) = 0 ⇒ θ1(t) = −
µ(t)− r(t)
σ(t)
Zt−. (32)
Zt−(p− a− λγ)− ρbθ1(t)− b
√
1− ρ2θ2(t)− λγθ3(t) = 0. (33)
Define P (t) := exp{
∫ t
0
ξ(s)ds}, t ∈ [0, T ], where ξ is a deterministic
function and will be determined later. Applying Ito’s formula to PtZt gives
PTZT = Z0 +
∫ T
0
PtdZt +
∫ T
0
Zt−dPt
= Z0 +
∫ T
0
Zt−ξtPtdt−
∫ T
0
µt − rt
σt
Zt−PtdW
(1)
t
+
∫ T
0
Ptθ2(t)dW
(2)
t +
∫ T
0
Ptθ3(t)dNt −
∫ T
0
λPtθ3(t)dt.
Recall the definition of ZT , we obtain X
u˜∗
T =
1−ZT
α
= 1
α
− PTZT
αPT
and
X u˜
∗
T =
1
α
−
Z0
αPT
−
1
αPT
∫ T
0
Zt−ξtPtdt
+
1
αPT
∫ T
0
µt − rt
σt
Zt−PtdW
(1)
t −
1
αPT
∫ T
0
Ptθ2(t)dW
(2)
t
−
1
αPT
∫ T
0
Ptθ3(t)dNt +
1
αPT
∫ T
0
λPtθ3(t)dt.
(34)
By substituting optimal control u˜∗ into SDE (1), we solve to get
X u˜
∗
T = xe
rT +
∫ T
0
er(T−t)
(
((µs − rs)p˜i
∗
s + (p− a)L
∗
s
)
ds−
∫ T
0
er(T−t)γL∗tdNt
+
∫ T
0
er(T−t)
(
(σtp˜i
∗
t − ρbL
∗
t )dW
(1)
t − b
√
1− ρ2L∗tdW
(2)
t
)
. (35)
Apparently, the above two expressions of X u˜
∗
T should match, and hence
1
α
µ(t)− r(t)
σ(t)
Pt
PT
Zt− = e
r(T−t)(σ(t)p˜i∗(t)− ρbL∗(t)),
1
α
Pt
PT
θ2(t) = e
r(T−t)b
√
1− ρ2L∗(t),
1
α
Pt
PT
θ3(t) = e
r(T−t)γL∗(t).
(36)
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By (36), we can rearrange (34) as
X u˜
∗
T =
1
α
−
Z0
αPT
−
1
αPT
∫ T
0
Zt−ξtPtdt+
∫ T
0
er(T−t)λγL∗tdt
+X u˜
∗
T − xe
rT −
∫ T
0
er(T−t)
(
(µt − rt)p˜i
∗
t + (p− a)L
∗
t
)
dt.
(37)
From the systems of (32) and (33) along with the above conditions (36),
we find optimal control as
p˜i∗(t) = e−r(T−t)
1
α
µ(t)− r(t)
σ(t)2
Pt
PT
Zt− +
ρb
σ(t)
L∗(t), (38)
L∗(t) = e−r(T−t)
1
α
p− a− λγ + ρbµ(t)−r(t)
σ(t)
b2(1− ρ2) + λγ2
Pt
PT
Zt−, (39)
To ensure the equation (37) holds, we choose ξ to be
ξ(t) = −
(
µ(t)− r(t)
σ(t)
)2
− ϕ(t), (40)
with ϕ defined by
ϕ(t) :=
(
p− a− λγ + ρbµ(t)−r(t)
σ(t)
)2
b2(1− ρ2) + λγ2
,
and Z0 as
Z0 = (1− αe
rT )PT = (1− αe
rT ) exp
{∫ T
0
ξ(t)dt
}
. (41)
Now we substitute optimal L∗ into (36) and obtain the expressions of θ2
and θ3 in Z as
θ2(t) = b
√
1− ρ2ϕ(t)Zt−, (42)
θ3(t) = γϕ(t)Zt−. (43)
Therefore, we obtain the dynamics of Z as
dZt = Zt−
(
−
µt − rt
σt
dW
(1)
t + b
√
1− ρ2ϕtdW
(2)
t + γϕtdMt
)
,
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which yields a unique solution
Zt = Z0 exp
{
−
∫ t
0
(
1
2
(
µs − rs
σs
)2
+
1
2
b2(1− ρ2)ϕ2s + λγϕs
)
ds
∫ t
0
(
−
µs − rs
σs
dW (1)s + b
√
1− ρ2ϕsdW
(2)
s + γϕsdNs
)}
,
(44)
where Z0 is given by (41).
Define Φ as
Φ(t) :=
p− a− λγ + ρbµ(t)−r(t)
σ(t)
b2(1− ρ2) + λγ2
.
Then we can rewrite optimal control in the following form
p˜i∗(t) =
1
α
e−r(T−t)
(
µ(t)− r(t)
σ2(t)
+
ρb
σ(t)
Φ(t)
)
exp
{∫ T
t
ξ(s)ds
}
Zt−, (45)
L∗(t) =
1
α
e−r(T−t)Φ(t) exp
{∫ T
t
ξ(s)ds
}
Zt−, (46)
where ξ and Z are given by (40) and (44), respectively.
Theorem 6.1 When U(y) = y − α
2
y2, α > 0, and Φ(t) ≥ 0, ∀ t ∈ [0, T ],
u˜∗ = (p˜i∗, L∗) with p˜i∗ and liabilities L∗ given by (45) and (46), respectively,
is optimal investment to Problem 2.1 with the admissible control set A2.
Proof. ∀ t ∈ [0, T ], Φ(t) is a bounded deterministic function, so are θi
Zt−
, with
θi, i = 1, 2, 3, defined by (32), (42) and (43), respectively. Hence Z, defined
by (44), is indeed a square-integrable martingale. With our choices for ξ and
Z0, given by (40) and (41), we can verify that
−
1
αPT
∫ T
0
Zt−ξtPtdt−
∫ T
0
er(T−t)
(
(µt − rt)p˜i
∗
t + (p− a− λγ)L
∗
t
)
dt = 0,
and 1
α
− Z0
αPT
−xerT = 0, which implies ZT defined by (44) is equal to 1−αX
u˜∗
T ,
with X u˜
∗
T given by (35).
Provided u˜ ∈ A2, X
u˜ ∈ L2(F), and then Y˜ Z ∈ L2(F), which verifies Y˜ Z
is indeed a martingale under P. So the condition (31) holds.
In the last step, we show that u˜∗ = (p˜i∗, L∗), with p˜i∗ and L∗ given by
(45) and (46), is admissible. To that purpose, notice both Φ(t) and ξ(t) are
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bounded for all t ∈ [0, T ], so, ∀ t ∈ [0, T ], there exists a positive constant K˜t
such that
max
{
(p˜i∗(t))2 , (L∗(t))2
}
≤ K˜t (Zt−)
2
.
Due to the fact that Z ∈ L2(F), we obtain p˜i∗, L∗ ∈ L2(F). The assumption
Φ(t) ≥ 0 guarantees that L∗(t) ≥ 0, ∀ t ∈ [0, T ]. 
7 Conclusions
Motivated by the bailout case of AIG in the financial crisis and the increasing
demand for efficient risk management in the insurance industry, we consider
optimal investment and risk control problem for an insurer (like AIG). In
our model, the insurer’s risk is controllable and is assumed to follow a jump-
diffusion process. As discussed in Stein (2012, Chapter 6), one major mistake
AIG made is ignoring the negative correlation between its liabilities (risk)
and the capital gains in the financial market. So we assume the risk process
is negatively correlated with the performance of the financial market.
We consider a risk-averse insurer who wants to maximizer the expected
utility of the terminal wealth by selecting optimal investment and risk con-
trol strategies. We obtain explicit solutions to optimal strategies for loga-
rithmic utility function, power utility function, exponential utility function
and quadratic utility function.
References
Browne, S., 1995. Optimal investment policies for a firm with a random
risk process: exponential utility and minimizing the probability of ruin.
Mathematics of Operations Research 20, 937-958.
Cadenillas, A. and Karatzas, I., 1995. The stochstic maximum principle for
linear, convex optimal control with random coefficients. SIAM Journal on
Control and Optimization 33(2), 590-624.
Cont, R. and Tankov, P., 2003. Financial Modelling with Jump Processes.
Chapman and Hall/CRC.
Fleming, W. and Soner, H., 1993. Controlled Markov Processes and Viscosity
Solutions. Springer.
25
Guan, G. and Liang, Z., 2014. Optimal reinsurance and investment strategies
for insurer under interest rate and inflation risks. Accepted by Insurance:
Mathematics and Economics.
Harrison, J. and Kreps, D., 1979. Maringales and multiperiod securities mar-
kets. Journal of Economic Theory 20, 381-408.
Harrison, J. and Pliska, S., 1981. Martingales and stochastic integrals in the
theory of continuous trading. Stochastic Processes and Their Applications
11(3), 215-260.
Hojgaard, B. and Taksar, M., 1998. Optimal proportional reinsurance policies
for diffusion models. Scandinavian Actuarial Journal 2, 166-180.
Kaluszka, M., 2001. Optimal reinsurance under mean-variance premium prin-
ciples. Insurance: Mathematics and Economics 28, 61-67.
Karatzas, I., Lehoczky, J., Sethi, S. and Shreve, S., 1986. Explicit solution
of a general consumption/investment problem. Mathematics of Opeations
Research 11(2), 261-294.
Karatzas, I., Lehoczky, J., Shreve, S. and Xu, G., 1991. Martingale and
duality methods for utility maximization in in complete markets. SIAM
Journal on Control and Optimization 29, 702-730.
Markowitz, H., 1952. Portfolio selection. Journal of Finance 7, 77-91.
Merton, R., 1969. Lifetime portfolio selection under uncertainty: the contin-
uous time case. Review of Economics and Statistics 51, 247-257.
Moore, K. and Young, V., 2006. Optimal insurance in a continuous-time
model. Insurance: Mathematics and Economics 39, 47-68.
Oksendal, B. and Sulem, A., 2005. Applied Stochastic Control of Jump Dif-
fusions, Springer.
Perera, R., 2010. Optimal consumption, investment and insurance with in-
surable risk for an investor in a Le´vy market. Insurance: Mathematics and
Economics 46, 479-484.
Schmidli, H., 2001. Optimal proportional reinsurance policies in a dynamic
setting. Scandinavian Actuarial Journal 1, 55-68.
26
Sjostrom, W., 2009. The AIG Bailout. Washington and Lee Law Review 66,
943-991.
Sotomayor, L. and Cadenillas, A., 2009. Explicit solutions of consumption
investment problems in financial market with regime switching. Mathe-
matical Fiance 19(2), 251-279.
Stein, J., 2012. Stochastic Optimal Control and the U.S. Financial Debt
Crisis, Springer.
Taksar, M., 2000. Optimal risk and dividend distribution control models for
an insurance company. Mathematical Methods of Operations Research 51,
1-42.
Wang, Z., Xia, J. and Zhang, L., 2007. Optimal investment for an insurer:
The martingale approach. Insurance: Mathematics and Economics 40, 322-
334.
Zhou, X. and Yin, G., 2004. Markowitz’s Mean-Variance Portfolio Selection
with Regime Switching: A Continuous-Time Model. SIAM Journal on
Control and Optimization 42, 1466-1482.
Zhuo, J., Yin, G. and Wu, F., 2013. Optimal reinsurance strategies in regime-
switching jump diffusion models: Stochastic differential game formulation
and numerical methods. Insurance: Mathematics and Economics 53(3),
733-746.
27
