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Abstract 
In this paper we investigate languages containing at most a bounded number of words of each 
length. We first show that the context-free languages for which the number of words of every 
length is bounded by a fixed polynomial are exactly the bounded context-free languages in the 
sense of Ginsburg (1966). Thus, we present a length characterization for bounded context-free 
languages. We then study slender context-free languages, i.e., those containing at most a constant 
number of words of each length. Recently, Ilie proved that every such language can be described 
by a finite union of terms of the form UV’WX’~ (Ilie, 1994). We provide a completely different 
proof of this, using constructive methods. This enables us to prove that thinness and slenderness 
are decidable. Our proofs are based upon a novel characterization of languages in terms of the 
structure of the infinite paths in their prefix closure. This characterization seems to be interesting 
in itself, and can be expanded to more general families of languages. 
1. Introduction 
Length considerations are an important part of language theory. A language L is 
associated with the infinite sequence {Zn},OO=o, where 1, is the number of words in L 
of length n. We are interested in languages for which I, can be bounded. A language 
L is length-bounded by a function f : N ---f N iff we have I, d f (n) for large enough 
n. Note that for any language 1, d ICI”, so every language is length-bounded by IC/“. 
A language that is length-bounded by a polynomial is termed poly-slender. A language 
L is termed k-thin if it is length-bounded by the constant function f(n)= k, and is 
termed slender if it is k-thin for some k [7]. 
A language L is said to be bounded iff L c w: . . . wt, for some fixed words WI,. . . , wk. 
Bounded languages have been the subject of extensive research ever since the fun.- 
damental work of Ginsburg [2]. Ginsburg presented a number of characterizations 
of bounded context-free languages, and showed that the relevant interesting decision 
problems are all decidable. We continue this line of research. First, we observe that all 
bounded languages are poly-slender. We then use some results from [2] and prove that 
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every poly-slender context-free language is bounded. Apart from presenting a new char- 
acterization of bounded context-free languages, this result demonstrates the importance 
of length considerations in the study of formal languages. 
In a recent series of papers [5-71 Paun and Salomaa investigated the family of 
slender languages. It turns out that these languages are not only interesting from the 
theoretical point of view, but they also have important applications in cryptography [ 11. 
In [7], regular and context-free slender languages are studied. A very simple char- 
acterization of the slender regular languages is provided, and it is proved that the 
relevant decision problems are all decidable, including the slenderness problem itself. 
In the context-free case, however, things become more complicated. A similar char- 
acterization result is only conjectured in [7], and the decidability of the slenderness 
problem is left open. 
A language L is said to be a union of paired loops (UPL) iff there exists a constant 
k> 1 and words pi, Q,w~,x~, yi, for 1 did k, such that L = lJf= i{ui~$wi~i”vi )n>O}. It 
is proven in [7] that every UPL has a representation in which all the sets are disjoint; 
hence every UPL is unambiguous. P&m and Salomaa conjectured in [7] that every 
slender context-free language is a UPL, so that the slender context-free languages form 
a family of unambiguous, but not necessarily deterministic, context-free languages. 
This was proved by Ilie in [4]. Another issue studied in [7] is the decidability of 
the thinness and slenderness problems. In [I] these are shown to be decidable for 
unambiguous context-free languages, but the general question was left unanswered. 
In this paper we provide a different proof of the fact that every slender context-free 
language is a UPL. The constructive nature of our arguments enables us to prove that 
the thinness and slenderness problems are decidable for general context-free languages. 
For a start, a language over C = {al,. . . , ak} is viewed in terms of a marking of the 
full k-tree. We associate with the node iliz . . . iI the word ai, ai . . . ail. For a language 
L, mark all the nodes that have infinitely many descendants in L. Note that if L is 
infinite then (i) the root of the tree is marked, and (ii) if a node is marked then at 
least one of its offsprings is marked. Hence, if the language is infinite there exists at 
least one infinite path, all the nodes of which are marked. Call these paths cc-paths. 
Our results follow from a close study of cc-paths. 
It turns out that every slender context-free language has only finitely many a-paths. 
The converse of this statement is true in the regular case, i.e., a regular language that 
has only finitely many cc-paths is slender. In the context-free case some additional 
requirements are added in order to obtain a full characterization of slenderness. Specif- 
ically, our result states that a context-free language L is slender if and only if it has 
a finite number of co-paths and there exists a constant k such that every word w that 
does not belong to an co-path is a prefix of at most k words in L. Nevertheless, study- 
ing the context-free languages that have finitely many cc-paths enables us to prove 
that every slender context-free language is a UPL and to prove that slenderness is 
decidable. 
This kind of approach to the study of formal languages seems to be useful in other 
settings too. Indeed, in the forthcoming contribution [8] we establish, among other 
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things, a connection between bounded languages and the finiteness of the set of cx)- 
paths. 
In the next section we describe the results of [7] in more detail, and give the 
basic definitions and terminology. In Section 3 we deal with poly-slender and bounded 
languages. The main results concerning slender languages are stated and proved in 
Section 4. Section 5 discusses further work. 
2. Definitions and previous results 
We assume that the reader is familiar with the basic notions of context-free languages 
and only present some of the important definitions. For further reading the reader is 
referred to [3]. A context-free grammar is a tuple G = (Y, C,P,S), where Y is a set 
of variables distinct from the set of terminals C, and V = Y u C. The initial variable 
is S CI Y, and P is a finite set of production rules, each rule being a pair v + y, where 
VEY and YE V*. 
Ifv+yEPanda,/?EV*, then club =+ ayp. We use & for the reflexive transitive 
closure of =x. The language generated by G is L(G) = {w E C* 1 S & w}. 
Whenever r 5 /I, there exists a sequence of words c1= 61,132,. , & = fi such that 
61 * 82.. . dk__l * &. The sequence 6i, 62,. . , dk is referred to as a derivation of a 
from a. Since the order in which the production rules are applied to create a derivation 
is not significant, we deal with derivation trees. 
A tree from the alphabet C = {a,, . ,ak} over a set D is a labeling of C* by 
the elements of D. The empty word 1, denotes the root of the tree. A language is 
represented by a tree over the set (0, 1} where a word from C* is labeled by 1 iff it 
is in the language. A tree can also represent the multiplicities of words in a language, 
in this case D would be the set of the nonnegative integers N. A word over C, which 
is an element of Z* is a node in our tree. If w is a node then wa is a child of u’ 
for every a EC. The descendants of a node w are all the words w’, such that w is 
a proper prefix of w’. A word w is an ancestor of w’ if w is a proper prefix of w’. 
A path is an infinite set of words WO, ~1,. . . such that wo = 2, and for every i w,+l is 
a child of w,. 
Consider a language L over the alphabet C. Denote by I,, the number of words of 
length n in L; that is 
I, = card{w EL 1 IwI = n}. 
A language L is bounded by the function f : N + N iff there exists a number no, 
such that for all n ano we have I,, <f(n). A language L is called por’y-slender iff there 
exists a polynomial p(n) that bounds L. A language L is called k-thin iff L is bounded 
by the constant function f(n) = k. A language is termed slender iff it is k-thin for 
some k, and is termed thin iff it is l-thin. 
Thus, in our terminology a language is slender iff there exists a constant k such that 
the number of marked words in the tree at any fixed depth is bounded by k. In the 
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Fig. 1. 
same way, a language is poly-slender iff there exists a polynomial p(n) such that the 
number of marked words in the tree at depth n is less that p(n). 
In [7], the notion of a union of single loops, or USL for short, is defined. A language 
L is said to be a USL iff there exists a constant k 3 1 and words ui, q, wi, for 16 i < k, 
such that L = Uf= , tkiuz’ pi. 
In a similar way, a language L is said to be a uniolz of paired loops, or UPL for 
short, iff there exists a constant k 2 1 and words ui, q, wi,Xi, yi, for 1 <i dk, such that 
L = U:= l{~i~in~&‘yi 1 n&O}. A UPL is said to be a disjoint union of paired IOO~S, 
or DUPL for short, iff the sets in the union are disjoint. 
The following are two of the main results of [7]: 
1. A regular language is slender if and only if it is USL. 
2. Every UPL language is DUPL, hence it is slender, linear and unambiguous. 
For a word w, define the set of extensions of w, ex(w), to be the set of all the 
descendants of w. Let eL(w) be the cardinal&y of the set of descendants of w that 
are in L, that is, q(w) =card{w’ E ex(w) n L}. For a language L, define T to be a 
tree from C over (0, l}, such that T(w) = 1 iff Q(W) = co. In other words, we mark 
(label by 1) all the nodes that have infinitely many descendants in L. If L is infinite 
then 2 is marked; if a word is marked then at least one of its offsprings is marked. 
Hence, if L is infinite then there exists at least one path that contains only marked 
nodes. Such a path is called an co-path. Fig. 1 shows an example of a marked tree for 
L = {a’@ 1 i > 1). In this figure the marked nodes are represented by CB, and the words 
in L are emphasized. 
Our results follow from a close study of m-paths. We are interested in the number 
of these paths, which is a characteristic of the language. In Z’, for example, there are 
infinitely many co-paths, because every path in its tree is an co-path. It is not difficult 
to see that for any k, there exists a regular language Lk with exactly k different cc- 
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paths. As we shall prove in Section 4, slender context-free languages have only finitely 
many co-paths. 
3. Poly-slender languages 
We begin with a simple observation about bounded languages. 
Proposition 1. Every bounded language is poly-slender 
Proof. We will show, using induction on k, that if L C wr . wi, then I, <(n + l)k-‘. 
For the base case, k = 1, we have L c w *. Hence, L contains at most one word of 
each length, or 1, < 1. 
Assume the claim is true for k- 1. Now, each word w in w: . . . wz can be partitioned 
into two parts w = uv, such that u c wr . . . wt_ 1 and v c wz . Note that u or v may be 
empty, so we have n + 1 positions in which the partition can take place. Since 1~1 bn 
and ucw:...w~_i, we can apply the induction hypothesis and get 1, <(n + l)k-2(n + 
l)<.(n + l)k-‘. q 
Note that this last proposition is true for any bounded language, unconditionally of 
its complexity. The converse of the proposition is not true in general. Consider the 
language L, = {w#l’ 1 i > 0 and w E (0, l}* is a binary representation of i}. It is not 
difficult to verify that L1 is a slender context-sensitive language that is not bounded. 
For context-free languages, however, poly-slenderness implies boundedness. The 
proof turns out to be a rather simple consequence of a result of Ginsburg (Section 
5.5 in [2]). 
Given a context-free grammar G, Ginsburg defines the language LX(G), for a non- 
terminal X by 
L,(G)={uEC* IX & Uxv for some VEC*}. 
In other words, a word is in Lx(G) iff it is the left-hand side of some derivation 
X & UXV in G. The right-hand sides of such derivations, Rx(G), is defined analogously. 
Recall that a language L is commutative iff for any two words u, v in it we have 
uv=vu. Ginsburg showed (Theorem 55.1 in [2]) that a context-free language L(G) is 
bounded iff both Lx(G) and Rx(G) are commutative for all variables X E &. We use 
this result to prove the following proposition. 
Proposition 2. Every poly-slender context-free language is bounded. 
Proof. To complete our proof we only have to show that for any reduced context-free 
grammar G, if L(G) is poly-slender and X E VG is a variable, then both Lx(G) and 
Rx (G ) are commutative. 
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Assume to the contrary that Lx(G) is not commutative. There exist words ui, uz 
in Lx(G) such that uiu2 # 242ui. Then there are words q, 212, WI, ~2, wo such that 
S 3 wi&v~, X $ WO, X 1 uiXvr, and X 3 u2Xv2. 
Let uiu2 =zi, ~2241 =z2, VI v2 = ~2, and v2q = yi. Then wizi, . . .zi,woyi, . . . yi, w2 is 
a word in L(G) for all il . . . i,,, E (0, l}m. Furthermore, there are 2m such words, all 
distinct. Hence, for 12 = i(lylzlJ) + IWOWIW~~, there are at least 2’ words in L(G) of 
length IZ, so L(G) cannot be poly-slender. 0 
Combining both propositions, we have the following. 
Theorem 3. A context-free language L is bounded ifs it is poly-slender. 
We now turn to a more restricted family of languages, for which the bounded func- 
tion is a constant. 
4. Slender languages 
First, we would like to prove that every slender context-free language has a finite 
number of oo-paths. Note that this claim is not true for general slender languages. For 
example, the language L1 = {w#l’ 1 i > 0 and w E { 0, 1 }* is a binary representation of 
i} is a slender context-sensitive language with infinitely many oo-paths. For context-free 
languages this claim holds. The proof is a delicate combination of some well-known 
facts about context-free languages. Recall that for every context-free language L, the set 
{i 1 there exists a word w EL with ]wj = i} is an ultimately periodic set. In particular, 
if L is infinite then this set contains a linear subset of N. Using this fact we will show 
that if a context-free language has infinitely many oo-paths then it cannot be slender. 
Proposition 4. Every slender context-free language has a jinite number of m-paths. 
Proof. Let G be a context-free grammar in Greibach normal form for some language 
L. Let &,I&... , V, be the nonterminals of G such that L(Gv) is infinite. For each 
fi the set of lengths of words in L(Gs) is an ultimately periodic set, with a period 
vi. Let kc be a constant such that any nonterminal that generates a word, generates 
a terminal word of length < kc. Let co be a bound on the number of the variables 
in any derivation rule of [6], and let p=IIvi. Suppose, by way of contradiction, that 
L is k-thin but has infinitely many co-paths. Choose some length n, for which there 
exist more than k x p different words, each belonging to a different oo-path. Let w 
be such a word. S 3 wmY is clearly a derivation in G, for some K and X, Y E V”. 
We are interested in the lengths of words w’ such that S 3 wJ3$Y $ w’. It is not 
difficult to see that if jw’( > kc x cG x It, then there exists a word w”, lw”] = Iw’J + p, 
and S & wmY s w”. Hence, there exist more than k different words in L, all of the 
same length, which is a contradiction. 0 
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The converse of Proposition 4 is not true. For example, the following context- 
free language L2 = {a’& 1 i <j 62i) is not slender, although the only co-path in it 
is a*. Hence, we will have to add some requirements in order to achieve a full char- 
acterization of the slender languages. For regular languages, however, this is a full 
characterization. 
Proposition 5. A regular language is slender if and only if it has a jinite number oj 
co-paths. 
This proposition can be obtained from the results of Section 3 in [7]. We will give a 
direct proof which will indicate the techniques that will be used later on when handling 
the much more complicated proof of the context-free case. 
Proof of Proposition 5. By Proposition 4 every slender regular language has a finite 
number of a-paths. Let L be a regular language that has no more than k cc-paths, 
and let M be a deterministic finite automaton with n states that accepts L. Let w be 
any word on an co-path in L, and assume that wa is not on an a-path, for some 
letter a. We claim that if waw’ EL then Iw’I < n otherwise wa must be on some cc- 
path. Hence, the number of words in L of the same length is bounded by knlCl”. 
As we mentioned, the context-free case is more complicated. We start with the 
following fact. 
Proposition 6. Let L be a context-free language. If L c uv*v’, where v’ is a prejix of 
v, then L is regular. 
Proof. Clearly, it suffices to prove that L’ = {v’ ( uv”v’ EL} is regular. Let I = {i 1 
uviv’ EL} and let LI = {xi I i E I}, where x is a new letter. Define a homomorphism 
l@(x)” -+ c* by I&X) = v. Since LI = I+--‘(L’), and since context-free languages are 
closed under inverse homomorphism, LI is context free. LI is defined on a one letter 
alphabet, hence by Par&h’s theorem it is regular. However L’ = $(LI), and regular 
languages are closed under homomorphism, hence L’ is also regular. 0 
An infinite sequence of words {WI, ~2,. } describes an m-path if for each i, 
lw;+l/ > Iwi( and w, lies on the path. The following is a basic observation. 
Proposition 7. Let w be a word in L, and let w = uvxyz be any partition such that 
for all i uv’xy’z EL. Then uvi describes an m-path in L. 
We will now investigate the structure of context-free languages that have a finite 
number of co-paths. Let G be a context-free grammar in Chomsky normal form (Cnf) 
for such a language L, and let n be the number of variables in G. We start by char- 
acterizing the m-paths of L. 
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Proposition 8. Every m-path in L can be described by uvi, where 1~1, Iv1 < 2”, and v 
is primitive. 
Proof. Since the number of co-paths in L is finite, there exists an integer m, such that 
every word of length > m that lies on some a-path determines the path, i.e., all the 
words in ex(w) that lie on an m-path must lie on the same co-path. 
Choose some word w’ on some co-path in L such that Iw’I > m, lw’l > 2” and let 
w EL be some word in ex(w’). Consider a derivation tree T for w in G; it must contain 
a path with more than IZ variables. Hence, there exists a variable X in & such that 
S $ uXz 3 uvXyz $ uvxyz = w. Clearly uv’xy’z E L for every i. Now consider the 
leftmost path in T that contains more than iz variables, and let Y be the first variable 
that occurs twice on that path. Again S 5 u’Yz’ $ u’v’Yy’z’ & u’v’x’y’z’ = w is in G, 
where Iu’I, 10’1 < 2”. By Proposition 7 both uvi and u’v’~ describe an co-path, we claim 
that it is the same path. Indeed, if uvi and u’v’~ describe different co-paths then one 
can find a word of length > m such that in ex(w) there are words on more than one 
co-path, which is a contradiction. 0 
Note that if a language L is slender, so is its reverse, L’. Since both L and L’ have 
only a finite number of co-paths, and each of these paths can be described by uvi, 
where IuI, Iv/ < 2”, we may conclude the following. 
Proposition 9. Every word w in a slender context-free language L can be written as 
w = uv’w~v”u’, for some words u,v, wg,u’,v’, all of length-bounded by 2”. 
This last claim looks very similar to the conjecture we want to prove, i.e., that 
every slender context-free language is a UPL, but here i may be different from j. 
Some additional work is needed in order to achieve the full proof. 
A variable X E VG is injinite if the language Lx is infinite, otherwise, X is Jinite. 
A variable X E VG is a left concurrent of a variable Y if they both appear in the same 
derivation tree, X is neither an ancestor nor a descendant of Y, and X appears in the 
tree to the left of Y. 
Proposition 10. Zf X is a left concurrent of some infinite variable Y, then Lx is 
regular. 
Proof. Since Y is infinite, there are words w and w’ such that wLxw’ lies on some 
m-path. By Proposition 8, every co-path can be described by uvi, so Lx must be 
contained in u’v*v’. Hence, by Proposition 6, Lx is regular. 0 
An infinite variable X is termed regular if Lx is regular. Hence the variables of 
G are either finite or regular, or infinite but nomegular. Let S, and Scf be two new 
variables. We add the rules S, -+ XY iff S -+ XY is in G, and either at least one 
of X, Y is regular, or both X and Y are finite. We also add the rules &f -+ XY iff 
S + XY is in G, and at least one of X, Y is infinite but nonregular. 
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Proposition 11. If L(G) is a slender context-free language, then 
1. L(S) is a slender regular language. 
2. L(&) is a slender linear language. 
3. L(S) U L(&) = L(G). 
Proof. As mentioned above, L(G) is slender iff L(G)’ is slender. Recall that a Cnf 
grammar for L(G)’ can be obtained simply by changing the order of all the produc- 
tions of G. Hence, by Proposition 10, if S -+ XY is in G and at least one of X, Y 
is regular, then both X and Y must be regular. Now, since both X and Y are regu- 
lar, their concatenation XY is also regular. S, is a finite union of such terms and of 
finite languages, and hence it is regular too. Clearly, by the definition of S, we have 
L(&) c L(G), and hence L(S) must be slender. Now, if Z + XY is in G and at least 
one of X, Y is infinite but nonregular, the other variable must be finite (otherwise they 
are both regular). Hence, L(&) is a slender linear language. 0 
Every slender context-free language consists of two parts: one, the regular part, and 
the other, the (more interesting) context-free part. It is sufficient to show that L(S,f) 
is a UPL. For this purpose we need some additional information about the structure of 
the linear grammar that produces a slender language. Lemma 12 addresses this. First 
we prove that such a grammar preserves a certain symmetry. Recall that a derivation 
tree in any linear grammar contains only one path with variables. We will show that 
there is a constant ratio between the lengths of the derived word from both sides of 
that path. Using this fact we are able to prove that there are only finitely many (and 
bounded globally) continuations to every word that does not lie on an co-path. This 
will enable us to show that such a language can be represented as a finite union of 
terms of the form uti’wx’y. 
Let T be a finite tree over some finite alphabet C. A tree T’ is a reduction of T 
if it can be obtained from T by replacing the subtree rooted at some node in it, with 
the subtree rooted at some descendant of that node which has the same label. The set 
red(T) contains the trees that can be obtained from T by a finite number of reductions. 
A tree is irreducible if it cannot be reduced, i.e., all the labels on any path in it are 
distinct. Clearly, the number of irreducible trees is bounded by klzl, where k is the 
arity of the tree. Two trees, Tl and T,, are called relatives, if red(T)) n red(T2) is 
nonempty. Therefore, if .F is a set of trees with IFI > ki’l, then 9 must contain two 
relatives. 
Lemma 12. Let G be a linear context-free grammar for a nonregular language L, 
such that L c v~v~*v~v~ *II;, where Iv1 1, IvzJ, 1~31, Ivil, 14 I <2”, and v2 and ui are prim- 
itive. Then the following conditions are equivalent: 
( 1) L is slender. 
(2) Let X and Y be variables such that X & x.Xx’, Y $ yYy’, X & uYv, S 4 u’XV’, 
and Y s wo are derivations in G for some words x, y,u, v,u’, v’, wo and some 
nonempty words x’, y’. Then IxI/Ix’I = I yl/jy’l. 
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(3) There exists a constant k such that for every i there are no more than k d@erent 
words of IIIV~~Y~U~*V~ in L. 
(4) L can be represented by a finite union of terms of the form uviwxiy. 
Proof. 1 + 2: Suppose, by way of contradiction, that IxI/Ix’I # IyI/Iy’J. We will show 
that L is not slender. More precisely, we will show that for an arbitrary large k, one 
can find at least k words in L, all of the same length. Note that v3v2 ’ * does not lie on 
the co-path described by v2*, otherwise by Proposition 6, L would be regular. Also 
note that ~‘x~~yjwgy’jvx’~v’ EL for all i, j, hence u’x’uyj lies on the oc-path described 
by vi Q*. In a similar way we can look at the m-path of L’ and conclude that either 
wsy’* does not lie on the m-path described by y*, or wo’y’* does not lie on the oo- 
path described by y”“. Hence, there exists WA = yj”woy’jo such that either wb # x’uyj 
for any i and j, or WA # y’jvxfi for any i and j. 
Assume that [xl= (yl = m and that Ix’1 = I < n = 1 y’J. Define 
w_ = UtX(rt+m)(k-i)Uy(m+I)i f 
I WOY 
r(m+l)iv~l(n+m)(k-i)y’ 
for 1 d i < k; obviously, wi EL. The length of each word wi is given by 
lwil = IU’V’W~VU~ + k(m + l)(n + m) + i[(m + n)(m + I) - (m + Z)(m + n)] 
= Ju’v’w$w~ + k(m + I)(n + m) 
which is independent of i, hence all the words wi have the same length. It remains to 
prove that the k words are distinct. Since (,‘~(~+~)(~-~),y(~+‘)~wl, I= Iu’uw~ I + m(k(n + 
m) + i(Z - n)) and Z - n > 0, if these words are not distinct we will get that either 
w; = xiuyj, or wb = y’ivx’i, for some i and j, a contradiction. 
2 + 3: Let Tl and T2 be two derivation trees in G for ~1~2~~3~1 and v~v~~v~w~ 
respectively. Since vit~2~vswi EL we know that wi = vi”‘v{ for some m, and for the 
same reason w2 = vim ’ I v1 for some m’. We claim that if T, and T2 are relatives then 
wi = w2 (or m’ = m), which implies clause 3, since if a set of trees is big enough it must 
contain two relatives. Note that if T is a derivation tree for some word w in G, then 
all the trees in red(T) are also derivation trees in G. Let T be a derivation tree for a 
word w in G, such that T l red(T~)nred(Tz). w is a word in L hence w = ~~v~jvsv~~‘v~ 
for some j. But Iv2i-j(/lu~m-j’I = lv2’-~l/l~~~‘-j’( = JxI/Jx’I, hence m=m’. 
3 + 2: Suppose, by way of contradiction, that IxI/Ix’J # IyI/Iy’I. We will show that 
for arbitrary large I, one can find more than Z different words of v~v~~v~v~*v~ in L. 
Assume that 1x1 = Iyl = m and that lx’1 # I y’l. Define 
Obviously, wj EL. All the wj’s are also in v~v~~v~v~*v~ for some fixed i. Since (wjl = 
lu’uwovv’l + Z/x( $ jlx’l + (I - j)(y’( each such word has a different length, hence they 
are all distinct. 
2 + 4: Assume that L is infinite and let X and Y be any two variables like those 
of clause 2. Note that since 212 and vi are primitive it must be the case that x = v”‘~, 
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y = f&” ) x’= 22 b ) and y’= vl’iV. Now since 2 holds Ix]/Ix’] = Iyl/]y’], hence we have 
that i,/j, = i,/j, = r. Define Ls = (~iu2~us 1 u~u~iu~u~ju~ EL}. LR is a slender regular 
language hence, by [7] it can be represented by a finite union of terms of the form 
uujw. Clearly u must be a cyclic variant of u~j for some j. We get from clause 2 that 
u, (uz+&‘)’ ’ II, IS a representation of L in the desired form. 
4 + 1: Clearly every UPL is slender. 17 
Now we can prove our main results: 
Theorem 13. Every slender context-free language is a UPL. 
Proof. Let G be a context-free grammar in Cnf for a language L. It is sufficient to 
prove that L(&) is a UPL. We know from Proposition 9 that every word in L(&) can 
be written as w=uuiwgu’~u’, where 1~1, IuI, 1~01, Ju’I, (u’I62”. Hence, it is sufficient to 
prove that L’ = L(&f)n UU~W~U”U’ is a UPL. If L’ is regular, then it is a regular slender 
language, and by [7] we are done. Otherwise, L’ is a linear context-free language, such 
that L’ c uuiw~u’~u’, and L’ is not regular. Hence by Lemma 12 it is a UPL. 0 
We also have now a full characterization of slender context-free languages: 
Corollary 14. A context-free language L is slender if and only if it has a jinite 
number of m-paths and there exists a constant k such that every word w that does 
not belong to an m-path is a pre$x of at most k words in L. 
Proof. Again, it is sufficient to prove the corollary for L’ = L(&) n uu’w~u”u’, and 
the proof is a direct consequence of clause 2 of Lemma 12. q 
Using our previous results, it is not too difficult to prove that the slenderness problem 
is decidable. 
Theorem 15. It is decidable whether a language generated by a given context-free 
grammar is slender. 
Proof. Let G be a context-free grammar for a language L. Construct from G a Cnf 
grammar G’ for L, and let n be the number of variables in G’. Let R be a union of all 
the sets of the form uu*wsv’*u’ where IuJ, Jul, 1~01, Iu’I, (u’/ 62”. By Proposition 9 if L 
is slender then L c R, and if L c R then we can use Lemma 12 and check whether the 
conditions of clause 2 are satisfied. 0 
5. Discussion 
This paper investigated poly-slender and slender context-free languages. We have 
established connections between the length aspects of a language (i.e., the function 
that bounds I,) and other properties of it. 
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A natural question that arises in this context concerns languages that lie between 
slender and poly-slender ones. For example, what can be said about a context-free 
language L for which I, dn? There is strong evidence that the UPL characterization 
of the slender languages can be generalized to fit other subfamilies of the poly-slender 
languages. 
Another natural question concerns the ability to decide if a given language is length- 
bounded by some nonfixed function. We believe that this can be done. In particular, 
we conjecture that given a context-free language L and a constant k > 0, it is decidable 
whether L is length-bounded by nk. 
The newly defined notion of an m-path plays an essential part in proving our results 
about slender languages. This line of research may be useful when investigating other 
families of languages. Indeed, in a forthcoming contribution [g], we use an extended 
version of this concept to define a new family of languages that possess some of the 
nice properties of bounded languages. 
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