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Abstract
Aluminum structures are becoming more and more common in Canada and the world
as engineers and decision-makers become more aware of the possibility to lower life cycle
costs. Aluminum’s corrosion resistance, light weight and high strength make it especially
advantageous for use in pedestrian bridges and other truss-type structures. However,
Canadian design codes for the use of aluminum in structures lack guidance and impose
restrictions on partial joint penetration (PJP) groove welds; these welds can be very useful
in the design of tubular truss-type structures. Engineers are finding that this is causing
challenges in the design of competitive structures, given that some international design
standards have less restrictions and provide more guidance.
This thesis reports on a research project to evaluate the performance of PJP groove
welds and to develop models for their use in both strength and fatigue design. These
welds have been used commonly in steel structures where the full resistance of a complete
joint penetration weld is not required, but essentially no literature exists on their use in
aluminum. A comprehensive experimental program of almost 100 samples was undertaken,
testing partial joint penetration groove butt welds. The performance of the welds was
evaluated both in static (strength) and cyclic (fatigue) loading. The experimental data
was also used to calibrate both strength and fatigue models, using advanced measuring
technologies such as digital image correlation, which allowed for the observation of highly
localized effects in small samples.
Overall, it was found that current code penalties on PJP welds may not be justified.
A strengthening mechanism was identified where lateral restraint is provided by the un-
welded part of the joint and raises the effective strength. This comes at the expense of
some ductility. Design of the welds was found to be relatively straightforward, with the
strength depending practically only on the strength of the heat-affected zone. It is signif-
icantly weaker than the initial base metal strength for alloys typically used in structural
applications. A major issue was however identified in the effective throat provided in the
welds. All samples, sourced from three different fabricators, had effective weld throats
much smaller than specified, causing a major concern for the safety of these welds. Further
research is required to ensure that the minimum dimensional parameters required by the
welding codes such as the groove opening angle are adequate. Rigorous testing and quali-
fication procedures may be required to mitigate negative impacts of the less-than-expected
effective throat until more research is conducted.
In fatigue loading conditions, the PJP welds had a relatively short life. After a statistical
analysis of the test data, it was shown that the PJP welds would likely be considered to be
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in the weakest or second-weakest fatigue detail categories in the North American design
codes. In Europe, design specifications specifically provide details for PJP welds loaded in
fatigue; these specifications were found to correspond well with the test data. A fracture-
mechanics based model was developed to predict the performance of the welds for a broad
range of dimensional parameters. It was found that over a wide range of PJP weld sizes
(20-80% of the weld thickness), the fatigue performance did not vary significantly with the
degree of penetration when the stress range was defined over the net cross section of the
weld. This greatly simplifies design for engineers, as a single design stress-life curve may
be used to conservatively and accurately assess the design life of a component instead of
using more complex models. The model also showed that eccentricities from effects such
as warping during welding significantly affect fatigue performance by precipitating crack
growth to one side of the plate. It was also found that welding defects generally had little
influence on the performance of the welds, due to the extreme notching effect from the lack
of penetration inherent to a PJP weld.
Lastly, the research program was extended to include flare-bevel groove welds, a specific
type of PJP weld, which is most often seen in tubular connections. However, due to the
COVID-19 pandemic and related laboratory shutdowns, the testing program was delayed
at the time of writing this thesis. Preliminary results indicate similitude in behaviour
between PJP butt welds and flare-bevel groove welds.
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Aluminum (or outside North America: Aluminium), is the most common metal on Earth.
It offers high strength, is extremely light weight, provides extraordinary corrosion resis-
tance, and can be shaped in essentially any form. These benefits have led to its widespread
adoption in the automotive and particularly in the aerospace industries. However, alu-
minum has seldom been used in the construction industry, mostly because of higher upfront
costs and low familiarity with the material as opposed to traditional building materials.
Recently, greater consideration into the total life cycle cost of structures has made alu-
minum a more attractive choice to decision-makers throughout Canada. Applications of
aluminum in bridges and structures in remote locations and industrial environments are
becoming increasingly common, as shown in Figure 1.1.
Canadian designers of aluminum structures are however encountering a challenge in the
economical design of some structures because of restrictions and lack of guidance in the
Canadian design codes on the use of partial joint penetration (PJP) groove welds. These
welds, defined at their simplest as “welds having joint penetration less than complete”,
could have great utility in aluminum truss-type structures. In their most basic form, these
welds typically consist of two plates welded together from both sides, but without the weld
fully penetrating the thickness of the plates (two leftmost images in Figure 1.2). These
are often used in steel structures to connect columns and other structural members, which
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Figure 1.1: Various aluminum structures. Clockwise, starting from top left
(Image source in parentheses): Shanghai Science & Technology Museum (Cal-
lisonRTKL), Arvida Bridge in Saguenay, QC (Répertoire du Patrimoine du
Québec), Remote trail modular bridge (Great Northern Docks), Pedestrian Foot-
bridge in Kativik, QC (MAADI Group).
do not require their welds to carry significant loads. The definition also extends to more
weld geometries, such as T-joints and flare-bevel groove welds (two rightmost images in
Figure 1.2). In particular, flare-bevel groove welds may be useful in truss structures such
as industrial walkways, loading ramps, and pedestrian bridges, where the rounded corners
of one tube can be used as a groove to weld a connecting tube.
During discussions with industry experts, it was mentioned that uncertainty in the
reliability of welds and in their fatigue performance were factors discouraging the use of PJP
2
Figure 1.2: Different types of PJP weld connections. From left to right, a
double-bevel PJP butt groove weld, a single-bevel PJP butt groove weld, a
T-type PJP groove weld, and a flare-bevel groove weld.
welds. A summary review of international design codes revealed that other jurisdictions
have less restrictions and offer more guidance to their designers. As a result, Canadian
engineers are finding that their designs may be uncompetitive on the international markets.
Against this background, a research project was established to evaluate the performance
of PJP groove welds and provide further guidance to aluminum designers.
1.1 Objectives
The objective of this research project was to establish a baseline of knowledge on the
performance of partial joint penetration welds in aluminum. Specifically:
1. Predicting the strength of PJP welds and the appropriateness of their use in alu-
minum structures;
2. Establishing a simple design curve for PJP welds in aluminum structures for fatigue




The scope of the research project was limited to analyzing, small-scale testing, and model-
ing of plates joined by a PJP groove butt weld. The performance both in static (strength)
and cyclic (fatigue) loading was tested. The global behaviour of these welds in a struc-
tural system was not considered, nor was their implementation in the framework of weld
qualification, inspection and testing.
Flare bevel welds in tubular structures, such as pedestrian footbridges, were originally
intended to be included in this thesis as well. However, due to the 2019 COVID-19 pan-
demic, this segment of the research program was halted at the time of writing. A brief
summary of progress to date on these is included in the penultimate chapter of this thesis.
1.3 Thesis Organization
This thesis is separated into eight chapters (including this introduction), which may be
briefly summarized as follows:
• Chapter 2: A thorough review of the current literature. The use of aluminum in
structures and its properties that differ from typical structural materials is reviewed,
with a focus on welding and international design standards. Fatigue in structures and
current approaches are then presented as a primer to a significant component of this
research project. Finally, the current state of knowledge on PJP welds both in steel
and aluminum is presented, touching on design standards and specific considerations
for fatigue raised in literature.
• Chapter 3: Overview of the comprehensive experimental program developed for this
study. The samples used in the program are specified, along with the nomenclature
used throughout this thesis. The advanced methods used to characterize samples
and to take measurements during tests, such as micro-hardness mapping and digital
image correlation, are explained.
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• Chapter 4: Description of a linear-elastic fracture mechanics model used as a basis
for fatigue life prediction of PJP welds. The notion of a critical weld size for fracture
and fatigue is introduced and its effects on modelling PJP welds is discussed.
• Chapter 5: Explanation of the 2D finite element model used in the prediction of
strength and fatigue performance. The analysis parameters are listed and conver-
gence studies on the desired analysis results are presented, both for static and fatigue
models.
• Chapter 6: Results of the experimental program are discussed and compared to
international design codes and the models generated for this study.
• Chapter 7: A brief discussion of an ongoing extension of this research project to
flare-bevel welds, often used to connect tubes with rounded corners. This chapter is
comprised of a short review of literature on flare bevel welds, followed by a descrip-
tion of the experimental program undertaken for the study, and is concluded by a
discussion of preliminary results.
• Chapter 8: A brief review of the research program, followed by major findings of the




A comprehensive literature review was undertaken on the state of the art for the use of
partial joint penetration welds in aluminum structures.
2.1 Aluminum and its Use in Structures
Aluminum is the third most abundant element on Earth, and the most commonly found
metal. Despite its abundance, aluminum was only discovered in 1827 with the advent of
the Scientific Revolution. It was almost another 60 years before the Hall-Héroult process
was designed and allowed industrial production of aluminum [1]. Since then, the metal
has seen its most widespread use in the transportation industry, being used in cars, trains,
airplanes and ships, but is also extensively used in a variety of applications, from beverage
cans to window frames.
Although aluminum in its pure state offers some desirable qualities, most aluminum is
alloyed with other elements, usually magnesium, manganese, zinc, copper or silicon. These
alloying elements provide significant increases in strength, while affecting other properties
such as corrosion resistance, ductility, weldability and more. There are thus many differ-
ent alloys of aluminum, which combine certain proportions of the previously mentioned
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elements to achieve desired material properties. Additionally, some aluminum alloys react
positively to heat treatment, sometimes more than doubling in strength after tempering,
at the expense of ductility. Other alloys are subject to significant work hardening, which
also increases the strength. Both heat-treatable and work-hardenable alloys are very sen-
sitive to high temperatures, which brings special considerations when welding aluminum,
as discussed later.
In all cases, all aluminum alloys and tempers generally exhibit these common properties:
• Density: Aluminum has a density of 2700 kg/m3. This is extremely low for a metal.
As an example, this is a third the density of steel (8050 kg/m3).
• Strength: Common structural aluminum alloys used in structures have relatively
high strength. The 6061-T6 alloy, perhaps the most common in structures, has
a minimum ultimate strength of 290 MPa, and some alloys can reach an ultimate
strength upwards of 550 MPa. While structural alloys such as 6061-T6 are weaker
than most structural steels, when their strength is considered with its low density,
aluminum alloys have a strength-to-weight ratio rivaled only by the strongest steels.
• Elasticity: Similarly to density, aluminum has an elasticity of approximately a
third of steel, at 70 GPa vs. 200 GPa for steel. This has consequences in the design
of aluminum structures, where the lower rigidity means increased deflections and
susceptibility to buckling.
• Corrosion resistance: In most aluminum alloys, as soon as surfaces are exposed to
the air, a thin but extremely strong oxide layer is formed. This layer is stable under
most typical environments and prevents corrosion, which means that structures will
not “rust out”.
• Extrudability: Aluminum can be extruded into essentially any shape, allowing
optimized usage for unique applications, such as window frames or bridge decks.
Examples of extrusions are shown in Figure 2.1.
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• Cost: At the time of writing, the price of aluminum per tonne was approximately
three times the cost of steel. This is somewhat offset by aluminum’s low density
and higher strength-to-weight ratio, which means that aluminum structures will be
roughly half of the weight of steel structures [2]. Other significant cost reductions are
found in shipping and handling at construction, and reduced maintenance require-
ments and scrap value over the life cycle.
• Sustainability: Aluminum requires tremendous energy use in its reduction from a
mineral form. However, it can be recycled an infinite amount of times with over 90%
savings in energy per kilogram. Additional sustainability benefits are found by lower
weight in vehicles and reduced maintenance requirements [3].
Figure 2.1: Various customized shapes can be achieved with the use of extru-
sions. Image from Lynch Metals
Aluminum has traditionally not seen much use in structural applications, generally lim-
ited by higher costs and sparse design experience. This is compounded by traditional cost
assessments separating initial capital investments and further maintenance costs, instead
of considering total cost over the entire life cycle of the structure [4]. However, improve-
ments in technology and a shift towards considering total lifespan cost instead of initial
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cost have led to growing adoption among specific sectors of the construction industry. No-
tably, curtain-wall systems almost exclusively make use of aluminum for its extrudability
and corrosion resistance, which allows using complex shapes to optimize the performance
of the wall, and avoiding issues with rust and staining. In industrial environments where
corrosion is a major concern, aluminum’s inherent resistance to corrosion often makes it
the most economical choice. Another sector where aluminum has seen use is in pedes-
trian bridges and walkways. The combination of its light weight and corrosion resistance
allow rapid construction in hard to access locations and minimal maintenance costs. A
study prepared by Deloitte in 2012 [5] found that over a 50 year lifespan, aluminum was
consistently more economical than steel in the construction of pedestrian bridges.
2.1.1 Welding Aluminum
Most aluminum alloys can readily be welded, with a few exceptions in exceptionally high
strength alloys. There is however a caveat. As previously discussed, aluminum alloys can be
rendered significantly stronger by heat treatment processes or by work hardening. However,
welding exposes the metal to extremely high temperatures which tend to effectively cancel
the benefits of heat treatment near the weld, in what is called the heat affected zone
(HAZ) [6]. As such, large reductions of the base metal strength (up to 50%, in some cases)
in the HAZ must be considered and welded connections are thus often a weak point in
aluminum constructions. This differs significantly from welds in structural steel, where
welding is assumed not to affect the base material and joints can easily be designed to
be stronger than their connected members. Malin [6] found that this weakening occurs
because of the temperature gradient during the welding process. The heat gradient causes
alloying elements to precipitate or dissolve at certain distances from the weld, which causes
some localized weakening of the aluminum.
Recently, some new techniques such as friction stir welding (FSW) have been employed
which use considerably less heat and thus mitigate the loss of strength in the HAZ. Friction
stir welding is increasingly used in the automotive, shipbuilding and aerospace industries,
for instance in rockets developed by SpaceX where strength and weight are of critical
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importance [7]. However, the use of FSW and other innovative methods remains relatively
limited in structural applications, mostly constrained to bridge decks [8].
2.1.2 International Design Standards
Three principal international design standards were compared, from Canada, the United
States and Europe. These design codes are also used in various countries where no local
standard is published or specified.
In Canada, the CSA standard S157 - Strength Design in Aluminum Structures [9], is
the governing design code for aluminum structures as specified by the National Building
Code of Canada (NBCC). Aluminum bridges are designed using a different code, the CSA
standard S6 - Canadian Highway Bridge Design Code, although most of the standard is
parallel to the S157 standard. Currently, the NBCC specifies the use of the 2005 edition of
the S157 standard, however a new edition was released in 2017, which is used as reference
in this thesis.
The Aluminum Design Manual (ADM) [10], published by the Aluminum Association,
is the governing code for most aluminum structures in the United States. Bridges are
designed separately, based on the AASHTO LRFD Bridge Design Specifications, which
mostly parallels the ADM.
In most European countries, design of aluminum structures is governed by the European
Standard EN 1999, Eurocode 9: Design of aluminium structures [11]. In all cases, due to
limited use and research on aluminum, these standards are mostly based on their equivalent
design standard for steel. The largest differences are typically in the consideration of
local buckling, to which aluminum structures are much more susceptible due to their low
elasticity, and in the calculation of welded connections due to effects in the heat affected
zone not seen in steel.
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2.2 Fatigue in Structural Engineering
Metal fatigue is defined as the process of a member failing when exposed to cyclic loads
that are much lower than the ultimate failure load of the metal. In general, a crack will
first initiate as microscopic imperfections or dislocations in the metal which slowly grow
with each loading cycle, in a “crack-like” fashion. Eventually, the microscopic cracks grow
large enough to be considered as macroscopic cracks and the propagation phase begins.
With each cycle, the crack grows by a slight amount. As the crack grows, less material is
available to resist loads, and thus stresses increase locally, and the rate of crack propagation
increases exponentially. Failure occurs when the net sectional area left is too little to resist
the applied loads, resulting in a sudden fracture.
A distinction must be made between low-cycle and high-cycle fatigue. In general, low-
cycle fatigue is on the order of less than 10,000 cycles to failure. It is characterized by large
non-linear plasticity effects and is often considered in seismic design. High-cycle fatigue,
on the other hand, is generally considered over 10,000 cycles but is usually in the order of
1,000,000 and more cycles. In general, material behaviour remains linear-elastic through
practically the entire fatigue life, and crack propagation is relatively slow. In this thesis,
“fatigue” will refer to high-cycle fatigue.
Some metals exhibit what is called a fatigue limit or endurance limit. This is the
maximum stress range under which it is assumed that cracks will not grow, and thus there
will be infinite fatigue life. Steel, particularly in details with a large notching effect (such
as welds), has a well defined fatigue limit. It is generally agreed that plain aluminum alloys
do not exhibit such a limit [12], however some research indicates that in notched samples,
there is a clear fatigue limit [13].
In most civil engineering structures, the initiation phase of fatigue is usually neglected.
This is because manufacturing processes and tolerances, welding, bolted holes, etc. will
typically introduce cracks or crack-like details [14]. As such, cracks are considered “ini-
tiated” from the start of their service life, and only the propagation phase is considered.
This is conservative and simplifies fatigue life calculations.
Since, by definition, high-cycle fatigue occurs when exposed to a large amount of cyclic
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loads, most civil engineering structures are not very vulnerable to fatigue failure. Some
structures however must directly consider fatigue. The most common example is in bridges,
where vehicle traffic can easily bring the total number of cyclic loads into tens of millions
over the life span. Other cases include crane rails, structures supporting vibrating machines
such as large industrial equipment, or spires at the top of skyscrapers which are subject to
high cyclic stresses from wind. Because of the slow crack growth and lack of large plasticity-
induced deformations, this type of failure may occur very suddenly and catastrophically.
2.2.1 Defining Fatigue Loads
As with any other design verification, to determine that a component has adequate resis-
tance against failure, the loads must first be defined. In general, the amplitude of cyclic
loads experienced by a structure will have a random distribution based on its use and on
its environment. In practice however, it is convenient to perform component testing and
design using deterministic values for the loading. This is known as constant amplitude
(CA) loading.
It should be noted that some studies directly consider the variability of the load by using
variable amplitude (VA) loading, intended to replicate more specific loading conditions.
An example would be to test components using the typical loading response from a truck
driving on a bridge [15] or perhaps with the known response of a specific machine such as
a pump running at 100 RPM. This thesis only considered CA loading as it was deemed
more appropriate for the wide breadth of applications of aluminum structures.
Constant amplitude fatigue loading is normally defined as a function of two parameters.
First, the stress range:
∆σ = σmax − σmin (2.1)






The values of σmin and σmax correspond to the minimum and maximum stress applied to
the component and are taken as positive in tension. The stress is normally calculated
using convenient and generalized dimensions for the component: for instance, σ would
be calculated using the weld area when verifying for failure through a fillet weld, or the
gross plate area for failure through a weld toe. Since only constant amplitude loading is
considered in this case, both ∆σ and R are assumed to remain constant throughout the
life of the component. Since the signs are positive in tension, the stress ratio R can range
between 1 and −∞, where R = 0 would correspond to full unloading every cycle and
R = −1 corresponds to a full stress reversal every cycle.
It may also be convenient in some cases to define the fatigue loading profile in terms of










These can be interpreted as representing, respectively, the stresses from the dead or perma-
nent load and from the cyclic, repeating live load. These parameters are defined graphically
in Figure 2.2.




























Figure 2.2: Typical constant amplitude fatigue loading sequence and param-
eters.
Since the stress ratio is only present in equation 2.5 for σm, it is clear that changing
R only has an effect on the mean stress. As previously explained, the applied mean stress
would normally result from a dead load such as self-weight or attachments. In welded
connections however, the most significant source of mean stress is from residual stresses
of welding, which often reach up to the yield strength of the metal. As such, the effect
of any externally applied mean stress is practically negligible in welded connections, and
normally only the stress range ∆σ is considered in their design for structures [14,16]. This
simplification does not always apply: in applications without welds or where welds are
post-treated to change the residual stress distributions, there may be significant effects on
fatigue life [17] from the mean stress.
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2.2.2 Design Approaches to Fatigue
Fatigue may govern the design of some structural components and ignoring its effects
when cyclic loads are present may be catastrophic. To facilitate design, many approaches
to fatigue have been developed and are used in various conditions. Two common methods
were studied in this thesis.
Stress-life curves and detail matching
Perhaps the most common approach to fatigue in structures is the use of standardized
stress-life (S-N) curves. These curves are derived from results of large-scale laboratory
tests on specific structural details (most often, connections). These details are exposed to
various stress ranges (∆σ) and the number of cycles until failure is counted for each sample
until a large data set is acquired. Statistical analysis is then performed to fit a design curve
typically corresponding to the 95th percentile of survival for the specific detail [18]. This








where ∆σ is as defined in Section 2.2.1, Nf is the number of load cycles expected over
the entire life of the structure, and C and m are the two parameters characterizing the
S-N curve. The S-N curves also often include a constant amplitude fatigue limit (CAFL),
where components exposed to a constant stress range under the CAFL are considered to
have an infinite life.
Typically, design standards will bundle details with similar values of C and m to form
standardized S-N curves. Figure 2.3 shows the standard S-N curves used in the CSA
S157 design standard [9]. A designer would typically consider the total amount of cycles
a component or detail will see over its lifetime (Nf ), and refer to the corresponding S-N
curve to find the allowable stress range for the value of Nf . In typical structures, the
most critical components for fatigue will be welded connections. As previously discussed,
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welded connections typically have high residual stresses, which practically nullify the effects
of mean stress. Most standards thus do not consider effects from the mean stress or stress
ratio. As noted previously, there remains some controversy about the existence of a CAFL
in aluminum. The CSA S157 standard and the Aluminum Design Manual, which essentially
use the same standard S-N curves, consider the CAFL to occur at 5,000,000 cycles. The
Eurocode 9 standard, however, only reduces the slope of the S-N curve at 5,000,000 cycles,
and only considers a fatigue limit at 100,000,000 cycles.

























Figure 2.3: Design S-N curve categories used in CSA S157-17 and the Alu-
minum Design Manual. The categories correspond to different detail types, e.g.
a built-up member would typically be in category B. The dashed lines represent
the fatigue limit, under which no fatigue damage is assumed.
Fracture mechanics
Perhaps one of the most powerful tools in the prediction of fatigue performance is fracture
mechanics. The theory of fracture mechanics was first developed as a solution to the
effect of flaws on failure stress in glass. It has since expanded to be used in a variety of
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design applications and materials. When dealing with fatigue design, fracture mechanics
provides a convenient parameter to use, known as the stress intensity factor (SIF), which
was derived by considering the stress field at the crack tip in an infinite plate with a crack
as shown in Figure 2.4.
Figure 2.4: A cracked plate, infinitely wide and long, used as a basis for the
derivation of the stress intensity factor K [19].








where σyy and σ∞ are the local and the gross stresses perpendicular to the crack, a is




r term goes to infinity, direct comparison of the stresses at the crack tip is not
possible. However, the numerator σ∞
√
πa does not tend to infinity, but still represents the
intensity of the stress at the crack tip. Thus, the definition of the stress intensity factor
arises naturally. In practice, it is normally defined as such:
K = Y σ
√
πa (2.9)
where K is the SIF, Y a correction factor accounting for geometry and loading conditions,
σ the gross applied stress (σ∞ in Eq. 2.8), and a corresponds to half the crack length.
Equation 2.9 was originally derived by considering the stress field at the crack tip in an
infinitely large plate with a crack as shown in Figure 2.4, where Y = 1. In general, finding
the value of Y is not trivial. Some standard solutions are published for common geometries
and loading cases, but more complex cases may require sophisticated approaches such as
finite element analysis and energy balance methods to find Y .
Although the stress at a crack tip is shown to rise to infinity, in practice, yielding will
occur which will redistribute stresses. This yielding will occur in the plastic zone, defined









where σy is the yield stress of the material. While the occurrence of yielding invalidates
the linear-elastic assumption of LEFM, in practice, it has been found that when the plastic
zone is small (ie, rp  a), LEFM remains an accurate theory. In the case of thick samples,
where the dimension B in Figure 2.4 is much larger than a, a plane strain condition occurs,
where contraction from Poisson effects is restricted by the large thickness. This has the
effect of increasing the “effective” yield strength and thus reducing the size of the plastic










One should note that there are three different modes for cracks to be loaded, with mode
I tending to open the crack, and modes II and III shearing the crack in different directions
(Figure 2.5). Most literature focuses on mode I loading, by far the most common mode in
typical structural applications. It is also the governing mode for the PJP welds studied in
this project.
Figure 2.5: The three loading modes on a crack considered in fracture me-
chanics [19].
The stress intensity factor K, in one number, completely characterizes the properties of
the stress field near a crack tip. By using standard procedures such as the compact tension
(CT) test, a critical SIF, Kc, can be determined. This value corresponds to the SIF K
in the specimen at the moment of fracture. Since the SIF is not dependent on material
properties but only geometry and loading conditions (Eq. 2.9), the value of Kc determined
experimentally is usually considered valid for any component made of the same material
loaded in the same mode. Thus failure can be defined to occur when:
K ≥ Kc (2.12)
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which is analogous to uniaxial tension strength, where failure occurs when:
σ ≥ σu (2.13)
where σu is the ultimate tensile strength.
The properties of the SIF of representing a crack tip stress field in a singular value
and its material independence make it a tremendously useful tool in fatigue life prediction.
After all, cracks grow only from their tips. Expanding to a fatigue context, the SIF range




where ∆σ is as defined previously. Many studies of various metals have shown a recurring
relationship between the crack growth rate per cycle ( da
dN
) and the SIF range ∆K. This is
normally divided into three governing regions, as shown in Figure 2.6.
Region A is associated with essentially no crack growth and is defined by the threshold
stress intensity factor ∆Kth. The threshold SIF is defined for a specific material as the SIF
at which no crack growth occurs when exposed to cycling loads under it. In general, the
value of ∆Kth depends on the R ratio. Components will be in this region when either the
crack size is very small, or they are exposed to a small load range. Long to infinite fatigue
lives are associated with this regime. On an S-N curve, this region would be associated
with the endurance limit.
Skipping to region C, this region is associated with rapid and unstable crack growth.
The peak SIF Kmax (associated with σmax) here is typically near the critical Kc value, and
fracture (either from Eq. 2.12 or 2.13) is imminent. As failure occurs rapidly in this region,
it is normally ignored in structural design for simplicity and conservatism.
Region B remains. In this case, every load cycle slowly grows the crack, but at a
relatively slow and stable rate which may allow for a large number of cycles before fatigue
failure. This is the region in which most fatigue analyses are performed.













Figure 2.6: A typical da/dN curve with its three regions. Region A is defined
by ∆Kth and has effectively no crack growth, B by stable crack growth, and C
by rapid and unstable crack growth.
used model is Paris’ law, also known as the Paris-Erdogan equation [20], which predicts







corresponds to the growth rate of the crack per cycle, C0 and m are material
constants, and ∆K is the difference in SIFs, analogous to ∆σ defined previously. As the
crack grows, the value of ∆K increases, and the crack growth rate thus increases. This
continues until fracture occurs, either because the critical SIF is reached (Kmax ≥ Kc) or
the net section stress is higher than the ultimate tensile capacity (σmax ≥ σu). The original
crack size thus has a large importance on the fatigue life of a component. For example,
with a value of m = 3, commonly used for metals, doubling the crack size would mean
that the crack growth rate would be almost tripled.
The fatigue life Nf of a component with an already initiated crack (as is assumed for
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where a0 is the initial crack length and af the critical crack length for failure (either from
Eq. 2.12 or 2.13). While this integral does have some closed formed solutions in specific
cases, it is generally evaluated through numerical integration as Y is typically a function
of a and the existence of an analytical solution is rare. This integral serves as the general
basis for fatigue life predictions using fracture mechanics.
2.3 Partial Joint Penetration Welds
Partial joint penetration (PJP) welds are defined in most engineering standards as “welds
with joint penetration intentionally less than complete” These have seldom been used in
aluminum structures and essentially no research has been done on them. These welds are
however often employed in steel structures where the tension capacity of a member does
not need to be fully developed. In particular, significant cost savings can be found by
using PJP welds in columns splices, where compressive loads can be transmitted directly
by bearing and tension demands may be negligible. The welds are also commonly used in
T-type joints where they may be combined with a fillet weld to provide the same strength
with less filler metal than if only a fillet weld had been used. Additionally, a particular
type of PJP weld often seen in truss structures is the flare-bevel groove weld, where filler
metal is added in the corner radius of a square or rectangular hollow section. Examples of
such PJP welds are shown in Figure 2.7.
This thesis is focused primarily on PJP groove butt welds. These welds can be separated
into single and double beveled welds, which refers to whether both sides of the joint have
a groove cut or only one side. Double-beveled welds are employed to reduce the amount
of welding required, since to achieve the same weld throat, less weld material is required.
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Figure 2.7: Different types of PJP weld connections. From left to right, a
double-bevel PJP butt groove weld, a single-bevel PJP butt groove weld, a
T-type PJP groove weld, and a flare-bevel groove weld.













which, for a γ = 60◦ groove angle, means that a single bevel weld will require 50% more
filler metal than a double-bevel weld.
In most literature related to PJP butt welds, a degree of penetration parameter is used
to define the penetration of the weld. This research project also used this parameter,








where ρ is the parameter describing the weld penetration, also referred to as the degree of
penetration. Aw and Ag correspond to the net section area of the weld and the gross plate
area, respectively, and te and tp refer to the effective throat and plate thickness.
There is limited literature on the use of PJP welds, and it generally only pertains to
23
their use in steel structures. A few studies evaluated the capacity of welds subject to
lack of penetration defects [21, 22], which found in general a slight increase in net section
strength as defect size increases. The first direct study of PJP groove butt welds was by
Popov & Stephen published in 1977 [23]. Their specific concern was on the performance
of PJP welds in columns subjected to seismic loading. Six samples of wide-flange columns
spliced with four different degrees of penetration were tested. Overall, it was found that
as the degree of penetration ρ decreased, the net section strength increased, however no
mechanism was proposed for this phenomenon.
The behaviour of PJP groove butt welds was most thoroughly studied by Gagnon and
Kennedy [24] for steel structures. Their research consisted of tests on 75 samples of PJP
single-bevel groove welds of different degrees of penetration in structural steel, similar to
the second weld type in Figure 2.7. The authors found that in general, a lower bound for
the strength (Tr) of a PJP butt weld connection could be established as such:
Tr = Awσu (2.18)
where σu corresponds to the ultimate strength of the base metal. This lower bound for
strength applied even when samples had a significant eccentricity from warping during
the welding process. In fact, eccentricity had no apparent effect on strength, due to the
ductility provided by the welds.
In welds with low penetration, a significant increase in strength was found and was
theorized to be due to lateral restraint existing in the welds. As ρ becomes smaller, more
of the plate area between the two welds remains unloaded and thus is not subject to Poisson
effects or yielding. This constrains movement in both the direction of the thickness and the
width of the sample, creating a state of biaxial plane strain (ie. if εx is the principal strain
in the loading direction, εy = εz = 0). When using the Von Mises criterion for failure,







where ν is the Poisson ratio (usually taken as 0.30 for steel and 0.33 for aluminum). The
authors thus found that in a biaxial plane strain condition, the net ultimate stress in the
weld would theoretically be more than twice the value of σu (a value of ν = 0.35 was used
to account for yielding in the steel).
From their experimental results, the authors fitted the following polynomial as a more
accurate estimate of ultimate strength of the weld based on the degree of penetration:
Tr = (1.55− 1.16ρ+ 0.61ρ2)Awσu (2.20)
This equation yields a maximum possible increase in ultimate strength of 55%, much less
than estimated by theory. This was attributed to the fact that ideal plane strain conditions
may not be present in actual samples. The authors also noted that this polynomial fit may
only apply for the specific width to thickness ratio of their samples and would be expected
to change at different ratios due to reduced or increased lateral restraint.
Gagnon and Kennedy also studied the expected failure plane for the PJP groove butt
weld connections using three failure criteria. First, using the maximum principal stress, the
failure plane was estimated to occur at θ = 0◦ from the normal to the weld at an ultimate
failure stress of Fu (Figure 2.8a). Using a maximum shear stress theory, the failure plane
was estimated to occur at an angle θ = 45◦ also with an ultimate failure stress of σu
(Figure 2.8b). Finally, using the von Mises criterion, the failure plane was estimated to
occur at θ = 30◦ with an ultimate failure stress of 0.943σu (Figure 2.8c).
With a single-bevel groove weld as in this case, it is evident that the failure plane
will occur on the side with the weaker material, and that the weld will thus be governed
by the weaker strength. Since steel welds are practically always designed with the weld
metal stronger than the base metal, this explains the relationship between the connection
strength Tr and the base metal strength σu as seen in Equations 2.18 and 2.20. In the
case where a double-bevel is used, the situation becomes less clear, as the predicted failure
planes may go through the weld metal depending on the groove angle and the failure
criterion (Figure 2.9).




(b) Maximum shear stress
(Tresca) criterion
(c) von Mises criterion
Figure 2.8: Three failure surfaces (indicated by dashed lines) theorized by
Gagnon and Kennedy [24]. θ is the failure plane angle. The failure surface is
assumed to occur in the base metal as the weld metal is stronger.
Figure 2.9: In double-beveled groove welds, the maximum principal stress
criterion always predicts a failure plane through the weld metal (left), while
other failure planes may occur in the base metal (right).
planes did not correspond to that predicted by theory: “It appears that the partial welds
do not know what failure theory to follow and that the behaviour is governed more by the
angle of the fusion face to the throat [...]”. In this citation, the angle of the fusion face
refers to the angle formed by the weld cross-section on the unbeveled side of the weld, as
shown in Figure 2.10.
Indeed, the failure planes observed in the study were consistently in or near the fusion
face of the weld. More recently, Reynolds et al. [25] also found that the fusion face had
a large influence on the failure plane of steel PJP welds, and that using the base metal
ultimate strength yielded accurate results. This suggests that failure may always occur at
26
Figure 2.10: Fusion during the welding process extends past the groove prepa-
ration (dashed in light grey) at an angle α.
the fusion face and would thus always be governed by the base metal (or heat affected zone,
in aluminum) strength, regardless of the groove preparation angle or if the connection is
double-beveled or single-beveled.
2.3.1 PJP Welds in International Design Codes
Various aluminum design codes address partial joint penetration welds. The Canadian,
American and European standards were reviewed for this project.
Canada - CSA S157
No design equations are given for the strength of PJP welds – instead, the designer is
advised that “partial penetration groove welds should not be used for joints carrying cal-
culated forces” (Clause 15.2.1 [9]). In the standard’s commentary, a reference is given to
the requirements for PJP welds in CSA W59.2 - Welded Aluminum Construction. In the
current version of CSA W59.2, published in 2018, PJP groove welds are addressed specif-
ically for the determination of the effective throat. In general, the effective throat may
only be determined by procedure qualification testing for PJP groove welds. An exception
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is given for PJP welds made with the GMAW (MIG) or GTAW (TIG) processes, where
the effective throat is taken as equal to the groove preparation depth if the groove opening
angle is above 60◦.
In practice, this suggests that a standard net section check can be performed to find
the strength of PJP groove welds in plates. In mathematical form:
Tr = φAwσwu (2.21)
where Tr is the welded connection’s strength, φ is the performance factor, Aw is the weld
area, and σwu is the ultimate welded tensile strength. Aw is well-defined for plates as equal
to the effective throat multiplied by the length. However, the other two parameters are
not.
In CSA S157, φ is taken as either 0.75 in the case of groove welds, and as 0.67 for fillet
welds. These are defined in the standard’s commentary to reduce the calculated strength
from the mean value by two standard deviations, or to be at approximately the 95th
percentile of survival. The commentary also however notes that the factors selected are
meant to parallel the factors used in Canadian steel structures in the CSA S16 standard.
However, there is a discrepancy between the S157 standard and the S16 standard, where
for PJP groove welds, φ would be taken as 0.75 by S157 and as 0.67 by S16.
This may be explained by an implicit assumption in the S157 standard that groove
welds will only be detailed with complete penetration given the warning against PJP
welds described previously. In complete joint penetration welds, failure is usually assumed
to occur in the heat affected zone for typical structural alloys (however, in some alloys, the
weld metal strength will govern). Thus, a φ value of 0.75, associated with tensile rupture,
would generally be appropriate for a CJP weld. However, for a PJP weld, failure could
occur either in the weld metal or the base metal. The CSA S16 standard approaches this







where φw = 0.67 and φy = 0.9. A φ factor of 0.67, as specified in S157 for fillet welds
where failure is expected to occur in the weld metal, would thus appear more appropriate.
This would be consistent with the S16 standard for steel structures.
The other uncertainty is in what ultimate strength to consider. Groove welds in alu-
minum with complete penetration are usually checked using the minimum of the base metal
strength in the heat affected zone (HAZ) and the weld metal strength. For the 6061-T6
alloy welded with 5356 filler, these strengths are respectively 165 MPa and 240 MPa – thus,
in a CJP weld, failure should occur in the HAZ. However, in a PJP weld, the reduced net
cross-section at the weld could induce failure through the weld even with the weld metal
being stronger. This relates to the research by Gagnon and Kennedy [24]. There is thus a
difficulty in assessing what strength value to use for σwu.
The Canadian Highway Bridge Design Code (CSA S6-14)
For most bridges in Canada, design is governed by the Canadian Highway Bridge Design
Code, CSA S6-14, of which Section 17 covers aluminum structures. The provisions are
essentially the same as CSA S157-17, except that partial penetration groove welds are
explicitly forbidden for connections carrying calculated forces.
USA - Aluminum Design Manual
For strength design, the ADM directly addresses PJP welds. Similarly to CSA W59.2, it
defines the effective throat as the depth of groove preparation, except that the minimum
groove angle is 45◦ instead of 60◦ as in CSA S157. The strength of the weld is however
reduced by 40%. According to the commentary, this is to account for the notching effect
of the incomplete penetration, referring to the same factor applied in steel PJP welds. The
design equation is thus taken as
Tr = φAw(0.6σwu) (2.23)
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where φ is taken as 0.75, Aw is defined in the same way as in CSA S157 / CSA W59.2,
and σwu is the least of the base metal HAZ and the weld metal ultimate strengths. This
provides a conservative and straightforward design equation for American designers of
aluminum structures. The main American bridge design standard, the AASHTO LRFD
Bridge Design Specifications, specifies that the 40% reduction in strength should only
be taken on the weld metal strength, and not on the base metal HAZ strength. This
makes intuitive sense as the weld root, most subject to the notching effect of incomplete
penetration, consists only of weld metal.
Europe - Eurocode 9
The Eurocode 9 – Part 1 standard directly addresses PJP welds and provides design equa-
tions for their use. These however come with a warning to the engineer that they should
only be used for secondary and non-load bearing members. As in the other standards, an
effective throat must be found, however the standard provides little guidance on how to
do this.
The strength equation for groove welds in Eurocode 9 can be manipulated to be the
same as for CSA S157 (Equation 2.21) with φ (actually, 1/γMw in Eurocode 9) equal to
0.8 and Aw calculated by multiplying the effective throat and weld length. Where the
Eurocode differs is in the strengths to be used – for the 5356 weld metal, its strength is
taken as 190 MPa instead of 240 MPa as in CSA S157 and the ADM, a reduction of 20%
in strength. The base metal HAZ strength of 175 MPa is higher than the CSA S157 and
ADM values by 6%. As in the ADM, the net section is used to check both the base metal
HAZ and weld metal strengths.
2.3.2 Fatigue in PJP Welds
There has been relatively little research on the fatigue performance of PJP welds, especially
in aluminum.
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Partial penetration steel welds
In steel, a few studies on the performance of PJP welds have been performed [26–29]. These
have often been to study the effects of a lack of penetration defect in complete penetration
welds. Overall, the studies highlighted some key recurring properties of PJP welds loaded
in fatigue:
• Crack growth almost always begins at the weld root, regardless of the presence of
reinforcement. Fatigue at the weld toe may occur in cases where the degree of
penetration ρ is more than 80% and the weld reinforcement is not ground off.
• The notching effect of the lack of penetration significantly impacts the fatigue per-
formance of PJP butt welds, with the fatigue limit at a stress range less than half of
with CJP welds.
• Removing the weld reinforcement, which typically increases fatigue performance in
CJP welds, significantly reduces the performance of PJP welds.
• Despite the large crack-like defect, one author [26] theorized that a crack initiation
phase may occupy almost half the total fatigue life of the sample. This may be
related to the residual stresses in the weld preventing crack opening. There is however
extremely limited data.
Partial penetration aluminum welds
For aluminum welds, research is very limited. Two major experimental programs are
present in literature. Two main data sets for the fatigue performance of PJP welds were
identified.
The first data set comes from the University of Illinois at Urbana-Champaign [30]. The
data comes from a project which is almost completely analogous to a study in steel cited
previously [26]. Almost 100 weld samples were tested at varying degrees of penetration,
from ρ = 45% to ρ = 98%. The samples consisted of plates with thicknesses of 9.5 mm
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[3/8”] and 25 mm [1”], made of 5083 alloy base metal and welded with 5183 filler metal.
Half of the samples had the weld reinforcement removed and the other half was left intact.
The fatigue tests were run at two nominal stress ranges defined over the gross area: 82.7
MPa and 131 MPa. The stress ratio was R = 0 in all tests.
The second data set is from a set of studies in Germany in the late 1990s to early 2000s
which researched the fatigue performance of aluminum PJP welds [31,32]. Comprehensive
fatigue tests of 5 and 25 mm thick plates joined with PJP welds were undertaken. These
samples were made using the 5083 alloy base metal and 5183 filler metal, as in the first data
set (one co-author in the study was also present in the Illinois study). The samples had
degrees of penetration of ρ = 69% and ρ = 78% respectively, which includes the thickness
of the weld reinforcement. The reinforcement was considered as the experiments showed
that fatigue cracks grew through the weld reinforcement (Figure 2.11).
Figure 2.11: The fatigue crack grows from the root directly through the weld
and its reinforcement in an aluminum PJP weld [31].
This second data set was originally designed to research weld repair in aluminum ve-
hicle components. Because of the difference in application, some key characteristics of the
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samples were not as would be common in a structural application. First, the 5083 alloy
is somewhat less common in structural applications, which typically make more use of
6000-series alloys. Second, all samples were heat-treated to anneal the metal and remove
practically all residual stresses. This is not representative of welds as they would be ob-
served in structures. Lastly, the weld reinforcement was not removed from the samples. As
explained when discussing fatigue in steel PJP welds, the reinforcement brings significant
improvements to fatigue life as the crack grows from the weld root. Nevertheless, the study
provides valuable insight in the behaviour of aluminum PJP welds.
Overall, further insights can be gained from these studies on the performance of alu-
minum PJP welds, additional to what was previously listed on steel samples.
• All the fatigue properties of PJP welds mentioned when previously discussing steel
samples also apply to aluminum PJP welds.
• As mentioned with steel, there are varying opinions about the presence of an initiation
phase. It should be noted that the literature suggesting that an initiation phase
occurs stems mostly from one research center [26,30].
• An increase in weld porosity is typically associated with PJP welds, however the
overall lack of penetration defect consistently governs fatigue performance.
• The base metal thickness has little effect on fatigue.
Design S-N Curves for Aluminum PJP Welds
Neither CSA S157 or the Aluminum Design Manual provide design S-N curves or details
for PJP welds. However, Eurocode 9 does provide such curves for design. Additionally, the
International Institute of Welding (IIW) has published its Recommendations for Fatigue
Design of Welded Joints and Components [18] which also includes a design curve for PJP
welds (although it comes with the recommendation to use a fracture mechanics approach).
These two curves are shown in Figure 2.12, with the Category E CSA S157 / ADM curve
as a comparison. One should note that no consideration is made for the alloys used in the
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structure - indeed, the fatigue properties of aluminum are typically assumed not to vary
considerably by alloy.






















Figure 2.12: Design S-N curves for PJP butt welds used in Eurocode 9 [33]





A comprehensive experimental program was designed to study the behaviour of PJP butt
welds, both in static and cyclic loading.
3.1 Samples
In total, 84 plate samples were fabricated to be tested under static and fatigue loading.
The samples all consisted of two plates welded together using double V-groove PJP welds,
with a 60◦ groove angle (see Figure 3.1). Two plate thicknesses were evaluated, 9.5 mm
(3/8”) and 19.05 mm (3/4”), with a constant width of approximately 62 mm. The samples
were not “dog-boned” as is often the case in tension and fatigue tests, because the lack of
penetration was so severe that there was no concern of failure occurring anywhere but at
the weld. Groove preparation depths (S on Figure 3.1) were varied in 1 mm increments
from 2 mm to 7 mm. The welds were ground flush at the toe. Since crack initiation was
expected to occur at the root, this was deemed conservative, as it removed excess material
(the so-called weld reinforcement), which cannot be counted on due to its highly variable
geometry, and could artificially increase strength slightly if left in place.
The samples were manufactured by three different fabricators located in New Brunswick.
Two of the fabricators (Fabricators A and C) used a 100% argon shielding gas. Fabricator
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Figure 3.1: Samples with weld symbol detailing the PJP groove welds. S is
the parameter representing the required effective throat and the groove depth,
which were taken as equal.
B used a 50% argon – 50% helium mix, which generally produces deeper penetration and
reduced porosity. In all cases, the base metal alloy was 6061-T6 and the weld metal alloy
was 5356.
3.1.1 Sample Designation
The samples were all designated in consistent fashion for ease of identification as such:
XXYYFN. XX represents the nominal thickness of the sample, rounded to the nearest 10
mm. YY is the nominal degree of penetration (ρspecified) in percent, rounded to the nearest
10%. F corresponds to the fabricator (A, B or C), and N is the sample number for that
category. For instance, the 4th sample in the batch with 9.5 mm [3/8”] thickness, 2 mm
groove depth (ρ = 42%), from fabricator A, would have the designation 1040A4. Table 3.1
summarizes the different sample types and their relevant parameters.
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1040A 6 9.53 2 42 100% Ar
1060A 6 9.53 3 63 100% Ar
1080A 6 9.53 4 84 100% Ar
1040B 6 9.53 2 42 50% He - 50%
Ar
1060B 6 9.53 3 63 50% He - 50%
Ar
1080B 6 9.53 4 84 50% He - 50%
Ar
2050C 16 19.1 5 53 100% Ar
(Ultra-pure)
2060C 16 19.1 6 63 100% Ar
(Ultra-pure)
2070C 16 19.1 7 74 100% Ar
(Ultra-pure)
3.2 Macroetching and Hardness Mapping
In addition to the static and fatigue test specimens, for each 9.5 mm thick sample type (six
in total), a 25 mm wide strip was cut at the start and end of the weld. The strips were
then polished and etched to show the grain properties of the weld and heat affected zone
(HAZ). The same samples then had their local hardness mapped over the cross-section of
the weld and the mapping was calibrated to the etched image.
In general, sample preparation procedures vary as there are a large range of potential
samples and applications for macroetching. There are however the ASTM standards E3
Standard Guide for Preparation of Metallographic Specimens and E340 Standard Practice
for Macroetching Metals and Alloys, which provide best practices for macroetching [34,35].
These were generally followed for the preparation of the samples.
The samples were first cut and then mounted in a heat-activated resin, where the resin
in powdered form is set by applying high heat and pressure in a specially designed mounting
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press. The samples, now mounted in a puck, were sanded with progressively finer grit until
a flat and smooth surface was achieved. The samples were then polished using diamond
abrasives down to approximately 0.5 µm. Once polished and cleaned, the last step consisted
of etching the samples. For this purpose, Keller’s reagent was used, which consists of a
mixture of hydrochloric acid, nitric acid, and hydrofluoric acid. A quick immersion of the
sample with the reagent spectacularly reveals grain boundaries almost immediately. Care
must be taken not to apply the reagent for too long (on the order of seconds), or else the
sample may become “overetched”, where the entire surface of the sample is etched and
grain boundaries are not visible.
In all steps, minimizing heat was a major consideration to ensure that the microstruc-
ture and properties of the HAZ are not affected. When cutting the samples, a liberal
amount of coolant was used both for lubrication and heat dissipation. The mounting press
was run at relatively low temperature (approx. 150 ◦C) to minimize the heat input to the
aluminum. During sanding and polishing, water was used as a lubricant and coolant to
control temperature.
The etched samples were then processed using a Clemex CMT automated microhard-
ness testing system (Figure 3.2). First, a 5x magnification lens was used to capture and
stitch together images of the entire weld cross-sections. These stitched images were used to
evaluate the grain properties of the samples, and were the final product of the macroetching
procedure.
Once the imaging was completed, the micro-hardness testing procedure began. A grid
was established over the sample, setting approximately 400 data collection points per
sample, at a typical spacing of 600 µm across the thickness and 700 µm across the width.
Figure 3.3 shows a typical grid applied on a weld cross-section. This grid spacing was
selected to be able to cover the extents of the weld and heat affected zone in a reasonable
amount of time. The spacing was also well above recommended spacing limits, at about
12 times the typical indent size while the minimum recommended spacing is 2.5 times [36].
At every point on this grid, the Clemex tester automatically performed a Vickers hard-
ness test. During these tests, a 100 gf (∼1 N) load was applied for a duration of 10 seconds
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Figure 3.2: The Clemex CMT automated microhardness testing system. Im-
age from Clemex.
by a standard diamond-shaped indenter (Figure 3.4). The dimensions of the diamond-
shaped indent were then automatically measured by the Clemex system and were used to





where HV is the Vickers hardness number, F is the applied force in kilograms-force and
d, in millimeters is the average of d1 and d2 shown in Figure 3.4. The hardness measured
with this method was then used to determine the extents of the heat affected zone in the
samples. As an example, if the indentation width d is measured as 0.5 mm after applying
a 0.5 kgf load, the Vickers hardness would be calculated as 370 HV.
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Figure 3.3: Typical grid pattern used in microhardness testing of the samples,
in this case from the 1060B sample type.
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Figure 3.4: A typical indent from the microhardness test. The average of d1
and d2 is used in Eq. 3.1 to calculate the Vickers hardness.
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3.3 Static Tests
Static tests were performed to failure on two samples of each type (Table 3.1) to study
their strength and loading behaviour. Samples were loaded monotonically in displacement
control at a constant testing rate in tension until failure. The tests were performed in
the University of Waterloo’s Structures Laboratory. The loading frame used was an MTS
Criterion C64 servo-hydraulic machine, with a 500 kN capacity.
In the first tests, two 50 mm extensometers were used on opposing corners of the sample,
as shown in Figure 3.5. This allowed correcting for accidental bending and eccentricities
from grip misalignment or weld warping. Using the typical assumption that the eccen-
tricities produce a linear bending strain profile, the average of the strain at each corner is
the strain at the neutral axis, where there is no bending strain, and thus only the tensile
strain is present. Early analysis showed that the difference in strains at each corner was
mostly negligible due to redistribution once yielding began. Thus, in the 19 mm samples,
only one extensometer was used to allow unobstructed measurements using digital image
correlation.
3.3.1 Digital Image Correlation
In the 19 mm thick samples, digital image correlation was used to identify local strain
patterns around the welded areas. Digital image correlation (DIC) is a relatively modern
technique, which uses image processing to analyze localized strain during testing. It allows
high precision measurements of strain at any location of the studied surface. To achieve
these measurements, a complex algorithm tracks the displacement of unique points on the
surface as the load is applied. By measuring the relative displacement between points, a
strain field can be generated, showing local strains at a high resolution.
The principal challenge with this technique is in obtaining a field of unique points, which
can be identified and tracked throughout the loading sequence. In general, metal surfaces
are too smooth and homogeneous for the algorithms to reliably track enough unique points.
To permit reliable tracking and high precision measurements, the conventional technique
42
Figure 3.5: Sample in loading frame with two extensometers at each corner.
employed is to apply a speckle pattern to the studied surface. To do this, the surface was
first painted white, and then, black spray paint was applied lightly and from a relatively
far distance, allowing only some flakes of black paint to land on the surface. Because of
the inherent randomness of spray-painting, the flakes on the surface were in all practical
terms completely unique and their high contrast with the white surface made them very
straightforward to track with DIC algorithms. Figure 3.6 shows a speckle pattern applied
using this method on one of the 19 mm samples.
Another critical component of DIC measurements is the quality of the images. A blurry
or low resolution image will inherently be less precise than a sharp, high resolution image.
Making use of a readily available technology, a smartphone was used to film the tests in
ultra-high definition (4k UHD). The high resolution allowed precise measurements and the
small smartphone provided great versatility to maneuver within the safety constraints of
the laboratory.
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Figure 3.6: Speckle pattern applied on a 19 mm thickness sample.
3.4 Fatigue Tests
An extensive fatigue testing program was developed with a total of 56 samples. The
testing program was undertaken in the University of Waterloo’s Civil Engineering Fatigue
Laboratory, in a universal test frame rated for cyclic loads ranging between ± 100 kN. All
tests were performed at room temperature (∼21 ◦C). A constant amplitude (CA) loading
scheme was used, with the cyclical load in a sinusoidal shape. The cycle frequency varied
between 10 Hz and 35 Hz, with the higher loaded samples tested at the lower frequencies
to avoid excessive resonance in the laboratory.
Net section stress ranges varying between 20 MPa and 115 MPa were chosen; these
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Figure 3.7: The frame setup for fatigue tests.
were predicted to produce a life range varying between 10,000 and 10,000,000 cycles. For
these tests, the stress range was defined by the net section area across the weld, consistent
with past literature and developed models. Measurements of the actual net section area
could only be performed after failure, so nominal dimensions were used as opposed to as
measured. Two stress ratios were tested: R = 0.1 and R = 0.5. The purpose of the two
different stress ratios was to determine qualitatively the influence of residual stresses from
welding.
A displacement limit of approximately 0.05 mm above the displacement at peak load
was imposed. This consistently stopped the test automatically as soon as the sample
entered the rapid crack propagation phase just before failure (Figure 3.8). Once the test
was started again after tripping the displacement limit, failure normally occurred after no
more than 500 cycles. Observation of the last cycles served to confirm that the crack was
growing from the root as predicted, and showed that yielding and plasticity effects only
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took place at a large scale for a few cycles before failure.
Figure 3.8: A cracked sample just before failure. The weld is difficult to see
as its reinforcement was ground off, but the crack grows through it.
3.5 Weld Throat Determination
A critical component of the experimental program was in determining accurately the actual
size of the welds. Because the net section stress is defined by the load and by the weld
area, any deviation between the specified and actual weld sizes could significantly affect
the calculations of strength and fatigue performance. Initially, actual weld size was to be
determined by measuring the effective throat of macro-etched samples. However, early
tests showed that there were significant variations in the effective throat along the length
of the weld, and that more frequent measurements would be required.
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A new technique was conceived where images of the failure plane were taken after the
samples were tested and had failed at the weld. An edge detection algorithm was then
employed on the images to measure the total cross-sectional area that was not welded,
which was subtracted from the gross cross-sectional area (Figure 3.9). The unwelded area
was used to minimize the influence of permanent deformation. As essentially no load was
carried by the unwelded area, there was no plastic deformation even in static tests to failure.
In fatigue tests, since the crack grows from the root, large deformations only develop at
the exterior edge of the weld, and only just before failure, which translates to negligible
plastification in the unwelded area with fatigue samples as well. This measurement method
is also consistent with past literature [23, 24] (though in these studies, the unwelded area
was only measured manually at a few points).
Figure 3.9: Failure plane image showing unwelded area boundaries used to
calculate actual weld size. The darker area near the red lines consists of the
base metal where a lack of fusion or penetration occurred.
3.5.1 Weld Roughness Measurements
It was theorized that the large variations in effective throat may have an effect on the fatigue
performance of the welds. To measure this, an investigation of the effects of roughness was
undertaken. Using the image processing methodology previously described, 100 equally
spaced points were defined along the weld root, shown in Figure 3.10. This data was used
to establish a consistent measurement of roughness and to measure its effect on fatigue
performance, as described in Section 6.4.5.
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Figure 3.10: Deviations from the mean effective throat of samples were mea-
sured at 100 equally-spaced points along the width for the top and bottom welds
and used to analyze the weld roughness.
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Chapter 4
Fracture Mechanics Analysis of
Fatigue Performance
Because PJP welds may arise in a variety of situations, it may not always be possible to
refer to standard S-N curves to predict their performance. As such, a linear-elastic model
was developed to help predict their performance in a variety of cases. The general theory
behind fracture mechanics is explained in Section 2.2.2. The PJP butt welds are essentially
the same as a standard center-cracked tension (CCT) specimen (Figure 4.1). The CCT
















where 2a is the total crack width and 2W is the total sample width. For PJP welds, 2W
is equal to the thickness of the plates and 2a is equal to the depth of the unwelded portion
of the joint. In practice, the polynomial term is negligible until the crack depth is more









Figure 4.2 shows how the difference between Equations 4.1 and 4.2 is negligible in all cases
for the PJP weld samples.
Figure 4.1: A typical center-cracked tension (CCT) specimen, which has the
same geometry as the PJP butt weld samples. There is a slight difference
in nomenclature, where the “width” 2W for CCT specimen is considered the
thickness t in the PJP samples.
4.1 Critical Degree of Penetration
With PJP welds, it is much more convenient to consider the net section stress, σn, as
opposed to the gross section stress σ which is normally used in calculating the stress
intensity factor (SIF) K. By relating the SIF based on net section stress and the degree
of penetration, an interesting behaviour appears. The consideration of net section stress
instead of gross stress creates a sort of dueling effect between the gross stress σ and the
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If the net section stress σn is kept constant, increasing the degree of penetration ρ will
decrease the shape factor Y and the
√
πa terms, as the size of the flaw 2a is reduced (Y






Conversely, the gross section stress σ will increase with the degree of penetration, as an
increased degree of penetration means a larger area for the net section stress to be applied
on. This means a higher total load is applied and thus causes an increase in gross stress.
This relationship between the gross stress, net section stress and the degree of penetration
is simple:
σ = σn · ρ (4.5)
Putting Equations 4.3, 4.4, 4.2 and 4.5 together, an equation to determine the SIF K
can be derived which depends only on the degree of penetration ρ, the net section stress










The relationship between the degree of penetration and the SIF for a constant thickness
and net section stress can be seen graphically in Figure 4.2.
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Figure 4.2: Influence of degree of penetration ρ on the stress intensity factor
K, under constant net section stress σn = 100 MPa and thickness t = 10 mm.
The dashed line shows the same relationship calculated using the full formula
for Y , which is practically the same.
The dueling effect between σ and a is clearly seen in Figure 4.2. It is most evident at
the two extremes, where K = 0 for both ρ = 0% and ρ = 100%. When ρ = 0%, this means
that there is no weld filler metal at all, and thus the net sectional area is zero. There is
thus no load through the sample and the gross stress σ is also zero. When ρ = 100%,
the full thickness of the plate is welded and there is no crack. Thus, a = 0 and the
√
πa
term goes to zero. What happens in-between the two extremes is more interesting. As
ρ increases, initially σ governs the SIF equation, rapidly increasing until a maximum is
reached, at which point the crack length effect dominates and the SIF reduces to zero.
The location of the maximum value can be calculated by taking the derivative of Equa-























































It becomes clear that the value of ρ causing the highest SIF is independent of the thickness
and the net section stress. Using a numerical solver, it was found that the maximum SIF
occurs at ρ ≈ 56%. This is of great practical importance. As described previously, the range
of evaluated nominal degrees of penetration was from 42% to 84%. With the maximum
SIF occurring at 56%, the range of studied samples was therefore consistently near the
maximum. In fact, when considering the actual measured penetration, the ρ = 75%
samples had most the deviation from the maximum SIF, but this remained less than
10% deviation, hardly a large difference when considering typical scatter in fatigue data.
It could thus be predicted from this model that because the stress is defined over the
net sectional area, the degree of penetration has relatively little influence on the SIF in
practical applications of PJP welds.
4.2 Applicability of LEFM
A significant assumption with LEFM is that the material behaviour remains linear-elastic
even at the highest loads. In reality, yielding will occur in the metal and some stress redis-
tribution will occur in the plastic zone. This is discussed in further detail in Section 2.2.2.











The size of the plastic zone calculated using this equation assumes a plane strain condition,
which is expected to consistently be the case as the weld length will reasonably always be
longer than the thickness of the plate. In alloys that strain-harden significantly, it may be
more accurate to consider the flow strength, taken as the average between the yield stress
and ultimate stress [37] and indicated as σo.
A quick verification for the validity of LEFM in the PJP welds was performed. The
SIF was calculated assuming:
• Plate thickness of 19 mm, the thickest samples examined;
• A flow stress of 165 MPa, the average of yield (95 MPa) and ultimate strength
(240 MPa) for the 5356 alloy per CSA S157;
• Net section stress of 190 MPa, corresponding to the maximum stress for fatigue
loading with a stress range of ∆σ = 95 MPa at a stress ratio of R = 0.5.
Entering these parameters in Equation 4.6 yields a stress intensity factor of K =
439 MPa
√
mm. Calculating the plastic zone size with Equation 4.9 finds a plastic ra-
dius of 0.75 mm, which is much smaller than either the crack or the weld size. It was thus
deemed appropriate to use linear-elastic fracture mechanics.
4.3 Fatigue Life Prediction with LEFM
With the previous calculations performed for the stress intensity factor, the Paris-Erdogan
equation could then be applied to predict the fatigue life of the welded components. As a
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where C0 and m are material constants defining the crack growth rate.
In general, there is little difference between aluminum alloys for C0 and m and high
scatter in crack growth tests suggests that no specific consideration for the alloy is required,
even more so in welds where the notching effect is particularly pronounced [38]. It is
somewhat common in aluminum fatigue design to use a multi-linear fatigue crack growth
relationship, often attributed to crack closure phenomena appearing from an oxide layer
formation or plasticity depending on the load magnitude. There is a breadth of crack






























EC 9 Envelope [33]
6005A-T6 (R = 0.5) [41]
Figure 4.3: Fatigue crack growth rate data from literature on aluminum welds.
It was decided to use C0 and m values on the upper range of the literature, which
were used in the work of Ranjan et al. [39]. This was decided because welds are typically
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expected to have high levels of residual stresses and because it was desired to use closure-
free crack growth data (discussed below). The exact values used in the LEFM model are
shown in Table 4.1.
Table 4.1: Parameters used in LEFM analysis.
Parameter Value Units Ref.
σy 95 MPa [9]
σu 240 MPa [9]
σo 165 MPa [42]
C 7.97× 10−14 (MPa, mm) [39]
m 4 (MPa, mm) [39]
∆Kth 56.7− 72.3R ≥ 21 MPa
√
mm [18]
To find the fatigue life, Equation 4.10 is integrated over a crack size range, as explained







where ao is the size of the initial crack, equal to
t
2
(1− ρo). af is the crack to cause failure,









where ρo is the initial degree of penetration.
The equation was modified to consider two effects in particular: plasticity-induced crack







The derivations behind ∆Keff and the ∆K
m




In general, the crack growth rate varies with the stress ratio R. A common model to
explain this behaviour is crack closure. This phenomenon takes place when the sample
is fully loaded in tension and plastic deformation occurs at the crack tip. The plastic
deformations do not fully revert when the sample is unloaded. This lingering deformation
causes a closure effect, where the crack remains closed even under tensile loading until
the crack opening stress σop. Its equivalent stress intensity factor, Kop, is also considered
and may be more convenient to use. To account for this, an effective SIF range, ∆Keff, is
defined:
∆Keff = Kmax −Kop = U ×∆K (4.14)
where U is a factor relating ∆K to ∆Keff. The value of ∆Keff is then used in the Paris-
Erdogan equation (Equation 4.10) to better predict the fatigue crack growth rate.
There are many published formulas and methods to estimate the value of U , ranging
from elaborate strip-yield models to simple linear relationships. In this case, it was decided
to use Newman’s crack opening stress equation [42], modified by McClung [43] to consider
the SIF instead of stress. This has been found to agree well with aluminum welds [44].
While Newman’s model is based on the ratio σmax/σo corresponding to stresses, McClung
suggests using Kmax/Ko, with the SIFs defined as such:
Kmax = σmaxY
√
πa and Ko = σo
√
πa (4.15)
Importantly, the shape factor Y is not included when calculating Ko, which allows for the
consideration of geometry in the crack closure equation.
Newman’s equation consists of a fitted curve that considers the effects of yield strength,
strain hardening, triaxiality, maximum stress and stress ratio. In plane strain conditions,
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C2 = 1− C0 − C1 − C3 (4.20)
C3 = 2C0 + C1 − 1 (4.21)
This equation was thus used to model the crack closure phenomenon in the PJP welds.
4.5 Threshold SIF Range
As shown in Figure 2.6, there is a threshold value of ∆K under which crack growth is not
expected to occur. As the SIF range decreases, the crack growth rate rapidly goes to zero
near ∆Kth. The transition from region A (no crack growth) to region B (crack growth per






With the parameters indicated in Table 4.1, the crack growth rate curve used in the analysis




























Figure 4.4: Fatigue crack growth rate curve used in the LEFM analysis.
4.6 Revisiting the Critical Degree of Penetration
As mentioned earlier in Section 4.1, the definition of stress across the net weld cross-section
rather than the gross cross-section creates some interesting trends. Given that the degree
of penetration causing the highest SIF was found to be a constant at ρ = 56%, it was
suspected that a similar effect would be seen in fatigue life because the SIF range ∆K
governs fatigue crack growth. An analysis analogous to the SIF study was thus performed,
where the initial degree of penetration was varied with every other parameter staying
constant, to observe the impact on fatigue life. After performing numerical integration on
Equation 4.13, the results were graphed and are shown in Figure 4.5.
Following the same methodology as was used with the critical stress intensity factor,
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Figure 4.5: Influence of degree of penetration ρ on the fatigue life Nf , under
net section stress range ∆σn = 50 MPa and R = 0.5 on a 10 mm plate sample.
In dashed line, the approximation from the LEFM model.
the derivative of Nf with respect to ρo, the initial degree of penetration, can be taken to
find the critical value of ρo. The goal is thus to minimize Equation 4.13. Substituting























From Equation 4.4, ao can also be expressed as a function of ρo. Similarly af can be



























Unfortunately, there is no closed-form solution for this integral. The basic Paris-Erdogan
equation was thus used as an estimate. In general, U changes very little with ρ and the
effects of ∆Kth are negligible in all but the smallest loads and cracks. The principal source
of error is in the geometry factor, which increases rapidly when ρ < 0.1. To approximate
its effect, Y was taken as a constant calculated by using 0.8ρo. The 0.8 factor was selected
to consider the rising value of Y as the crack grows and was found to provide a close match
between the simplified and complete integrals. Since the crack growth rate is smallest












































This equation is plotted in Figure 4.5. Taking the derivative with respect to ρo and setting











































(1−Bρo)1−m/2 − (1− ρo)1−m/2
)]
where B = ∆σn





























(1−Bρo)1−m/2 − (1− ρo)1−m/2
)
This shows that the critical value of ρo minimizing fatigue life is dependent on the slope
m in the Paris-Erdogan equation, the maximum stress, and the ultimate strength of the
material. As the slope m is presumed to remain constant for all aluminum alloys, replacing





















By solving numerically for ρo as a function of B = σn,max/σu, it becomes apparent that
the maximum stress has relatively little effect on ρc, the critical value of ρo. As shown
in Figure 4.6, over the entire range of B, ρc spans only a 20% range, with the average at
ρc = 60%.
A second interesting component is seen in Figure 4.5. The Nf – ρo curve has a wide U
shape, with relatively little change occurring until extreme values of ρo are reached, which
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Figure 4.6: The critical degree of penetration for minimum fatigue life as
a function of the ratio of the maximum net section stress and the ultimate
strength.
are unlikely to be seen in actual design. The initial degree of penetration ρo can vary by
up to 16% each way from its minimum before the predicted fatigue life is over 10% of the
minimum fatigue life. If a practical range of ρc is estimated as 40% to 80%, using the
minimum fatigue life will at most under-estimate the fatigue life by 25%, which is small
given that these are usually compared by orders of magnitude.
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Chapter 5
Finite Element Analysis Model
To supplement hand calculations, a two-dimensional finite element analysis (FEA) model
was created using the Dassault Systèmes ABAQUS software. A script developed in Python
was used to automatically generate geometry, assign material properties, generate a mesh
and run the analysis. This allowed any parametric study to take place and ensured that
all model parameters remained the same unless they were explicitly changed. Dimensions









Figure 5.1: Diagram of the FEA model used in the analysis. In red is the
virtual extensometer used to measure the constraint from the unloaded portion
of the plate (only used in static tests).
5.1 Static Loading
Two principal observation goals were set for the finite element model:
• The effect of triaxiality and lateral restraint and the impact by degree of penetration.
A virtual extensometer was applied accross the weld to measure strains perpendicular
to the loading axis.
• The impact of varying material strength. While the model cannot be used to detect
failure load, a significant component of the stress-strain curve can be obtained and
provide insight on this effect.
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5.1.1 Limitations of the FEA Model
Perhaps the greatest limitation with simulating tension tests using the finite element
method is the high complexity of modeling ductile fracture. While some models do exist
to consider ductile fracture, they are normally rather complicated and applicable to very
specific scenarios. It should thus be noted here that the FEA model in this study was not
expected to simulate testing until failure. Even without simulating failure, the FEA model
could still provide extremely valuable information.
Another limitation of the model is that by remaining in two dimensions, triaxiality
cannot be fully considered. The out of plane Poisson effects cannot be fully modeled
because generally, the ends of the welds are in a state of plane stress (since no material
remains to prevent strain), and the middle is generally in a state of plane strain. It was
assumed in this model that a plane strain condition existed across the whole length of the
weld, as the plane stress condition would only be over a small proportion of the weld near
the ends.
5.1.2 Material Properties
Because structural aluminum alloys generally have high ductility, a purely linear-elastic
model would not be adequate to represent their behaviour in static loading. In particular,
aluminum welds typically have two different alloys and a heat affected zone, all of which
have different mechanical properties. For example, there is a large difference in the strain
hardening characteristics of the different metals used in welding the 6000 series alloys with
5000 series weld filler metal, as 5000 series harden much more than 6000 series alloys.
To account for this, a trilinear plasticity model was integrated into the analysis. This
consisted of the yield point, an intermediate point to account for strain hardening profiles,
and the ultimate point. Three different materials were defined in the model: the 5356
weld filler metal, the heat-affected 6061 base metal, and the fully tempered 6061-T6 alloy.
This simplified model allowed for the accounting of different strain-hardening profiles and
varying yield strengths.
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For the 6061-T6 base metal, the yield strength, ultimate strength and ultimate strain
were taken as the average of the measured values provided in fabricator-supplied mill test
reports. For both the base metal and the HAZ properties, the intermediate point was
established at εu = εu/10 and σ = (σy + σu)/2.
For the heat affected zone, the yield and ultimate strengths were estimated from micro-
hardness measurements, which are described in further detail in Section 6.2. Using a
bank of static test data on aluminum alloys from a previous project at the University of
Waterloo, correlations between hardness and strength were determined:
σy = 3.15×HV − 113 (5.1)
σu = 2.62×HV − 5.8 (5.2)
These relationships were determined using samples with hardnesses varying between HV =
60 and HV = 120 and should only be considered valid within this range. These correlations
were then used with a hardness value of HV = 75. This method is consistent with previous
validated models in literature [44]. The HAZ was taken as the area within 5 mm of the weld
fusion zone – this distance corresponds to what was observed during the macro-hardness
testing.
Although the hardness of the weld metal was also measured in the micro-hardness tests,
lack of data for the 5356 alloy precluded using the hardness data to estimate strength.
Values measured in previous literature were thus used [45] in the model. The intermediate
point was established at ε = εu/4 and σ = (σy + σu)/2. The difference in the strain
location for the intermediate point compared with the 6061 alloy reflects the different
strain hardening profile.
The three stress-strain curves used in the FEA model are shown in Figure 5.2. All
three materials were set to have an elastic modulus of E = 70 000 MPa and a Poisson ratio
ν = 0.33.
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Figure 5.2: Trilinear stress-strain curves for the three materials considered in
the FEA model. The 6061 alloy has two curves, the weaker one specific to the
heat affected zone.
5.2 Fatigue Performance Predictions
While the directly calculated LEFM analysis is a powerful tool to estimate the fatigue
performance of the PJP welds, it is somewhat limited in application due to the difficulty in
finding the shape factor Y for complicated shapes. An example would be with flare bevel
welds, whose geometry does not resemble any published solution for the SIF. A J-integral
approach was thus used to find the SIF at the crack tips for various configurations of
the butt welds. In particular, cases where the crack is not centered do not have published
closed-form solutions for the SIF, a situation observed on some samples due to misalignment
defects or differing weld bead size on each side of the plate. This model was generated to
be versatile, with the intention of extending its capabilities to apply to flare bevel welds
as part of the project described in Chapter 7.
The basic principle behind the J-integral is the use of a contour integral over the strain
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field near a crack tip to find the amount of energy required to extend a crack, known as
the strain energy release rate [46]. This is useful as it provides an analogue to the stress
intensity factor which can directly consider the effects of plasticity. When a linear-elastic
material behaviour is assumed, an exact relationship between J and K exists:






in the plane strain condition (the 1− ν2 term disappears in plane stress).
Modern FEA software such as ABAQUS include advanced algorithms which perform
fast and efficient calculation of the J-integral on any domain or contour, under any loading.
Using the relationship shown in Equation 5.3 thus allows direct evaluation of the SIF using
the finite element method of essentially any geometry and loading.
Another property of the J-integral is its path independence. In linear-elastic materials
and to some extent in elastic-plastic materials, the J-integral has complete path indepen-
dence [46]. Regardless of the contour chosen for the integration, the final value will always
be the same. In a finite element model where numerical inaccuracies are unavoidable, this
property of the J-integral is extremely valuable to verify convergence of the integral over
multiple paths, as differences between contour values are directly indicative of errors in the
model.
5.2.1 Material Properties
It is crucial to note that the FEA model to evaluate the J-integral is based on linear-elastic
material behaviour. As such, the only two material properties input in the model were the
modulus of elasticity E = 70 000 MPa and Poisson’s ratio ν = 0.33. The weld and HAZ
were not considered in the model, their elasticity and Poisson ratio assumed to be the same
as for the base aluminum.
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5.2.2 Comparison with Published Solution
To first confirm the adequacy of the model, it was compared to the published solution
(Equation 4.1) for a centre-cracked tension sample as shown in Figure 4.1. The results are
shown in Figure 5.3 to match almost exactly, which confirms the adequacy of the J-integral
to find the SIF.


















Figure 5.3: Comparison of the FEA model and the LEFM analysis for a
centre-cracked tension sample with σ = 100 MPa and t = 9.5 mm.
5.2.3 Defining and Modeling Asymmetry
Once the model was validated against LEFM, the next step undertaken was to model
asymmetries in the samples. Two sources of asymmetry were considered. First, the angular
misalignment (from warping in the welds) was directly considered in the model by the
angular misalignment factor kϕ. The parameters used to describe the angular misalignment






Figure 5.4: Dimensions considered when defining angular misalignment. The
weld axis is going into the page, located at the bend.
It should be noted that the length of the sample has a large influence in the bending
stress generated from angular misalignment. The bending moment generated from the
angular misalignment can be calculated as such:
M = P × e (5.4)





Where L is the sample length and ϕ is the misalignment angle (in radians), shown in
Figure 5.4. The moment is thus clearly dependent on the sample length. This is further
complicated when considering second order effects, as the tensile load flattens the sample
and thereby decreases the value of e. To consider these second order effects, a theoretical
formula was used to find a factor kϕ relating the normal stress and the bending stress for















To directly compare analysis results with experimental results, a length of 400 mm was
assumed when calculating ϕ; this was the length of the tested samples less the depth of the
71
wedges of the loading frame. This was deemed conservative when compared with design
as most welded samples will be much longer than 400 mm, at which point the tanh β/β
term quickly tends to zero.
The second source of asymmetry considered was in the crack location, as shown in
Figure 5.5. It was suspected that under the eccentric loading, a crack would initially
grow faster on one side than on the other. At that point, two counter-acting effects were
considered. First, as the crack grows more to one side, that side loses stiffness the amount
of load carried by that side is reduced, which slows down the crack growth on that side.
Second however, as the crack grows, it becomes closer to the surface and thus the local
SIF would be expected to increase, increasing crack growth on that side. To represent the
asymmetry in the crack location, a dimensionless asymmetry parameter was defined:
ω = 1− w1
w2
, w1 ≤ w2 (5.8)
where w1 and w2 are shown in Figure 5.5. When ω = 1, the crack reaches the surface on
one side, and when ω = 0, the crack’s centreline corresponds to the plate’s mid-thickness
line.
With the parameters defined, the model was run over a large range of values of ρ and
ω, first considering a purely axial load, and followed by a purely bending load. From the
results, values of Y were extracted (using Equation 5.3 and Equation 4.3) and tabulated
as a function of ρ and ω. The J-integral analyses were run over a range of thicknesses to
confirm that the value of Y is independent of thickness. The tables were then used as a
mapping to find the SIF over the fatigue life of the sample during numerical integration.
The tabulated Y values are shown in Appendix A. Because the shape factor was defined
as a function of dimensionless parameters ρ and ω and under a uniform remote stress,
the calculated shape factor values implicitly include effects such as the section properties
changing as the crack grows.
From these, the numerical integration process proceeded, essentially using the same








Figure 5.5: Definition of loading and dimension parameters for the asymmet-
rical FEA model.
from axial and bending loads were added together:
∆K = ∆Kaxial + ∆Kbending (5.9)
A particular consideration when calculating the SIF from bending is that the value of kϕ
varies with the applied stress due to second order effects, as shown in Equation 5.6. To
account for this, the SIF for bending was calculated using a modified stress range:
∆σbending = (kϕ,maxσmax − kϕ,minσmin) (5.10)
(5.11)
where kϕ,max and kϕ,min are calculated with Equation 5.6 by replacing σ with σmax and
σmin, respectively. It should be noted that because the bending stress range was no longer
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directly proportional to the axial load, a different stress ratio would be calculated. This
affected the crack closure model as it is dependent on the R ratio. However, it was decided
to keep R as the value specified in axial loading, since the SIF from bending was a small
proportion of the total SIF for all but the last few cycles.
5.3 Mesh and Analysis Parameters
As previously mentioned, using a script to automatically generate the FEA model allowed
direct control over parameters and ensured replicability. For the static case, it was decided
to model only one quarter of a sample, and to use the symmetry properties to reduce
the computational effort. Material non-linearity was considered through the stress-strain
curves indicated previously, and geometric non-linearity was also directly considered by
using the NLGEOM option in ABAQUS. It was decided to fully model the sample in the
linear fatigue model, to allow the inclusion of asymmetrical defects and misalignments.
Given the relative simplicity of the fatigue model, the computational effort required was
small, and thus including the complete model had negligible impact on the total analysis
time.
The static samples were modeled as fixed at one end, and had a moving boundary
condition in the direction of the load at the other end, simulating a displacement-controlled
test. For the fatigue model, a pressure load was applied at the end to simulate a remote
stress σ. Motion in the Y -direction was unrestrained, which allowed full development of
Poisson effects.
The mesh was primarily composed of 2D second-order quadrilateral elements with
reduced-integration, using a plane strain assumption (CPE8R type in ABAQUS). For the
linear elastic J-integral model, collapsed CPE8R elements were used at the weld root to
better represent the singularity at what is effectively a crack-tip. Instead of a quadrilateral
shape, in collapsed elements, three of the eight nodes are “combined” into one which gives
the element a triangular shape, and mid-point nodes are advanced to a quarter of the
length between the crack tip and the other end of the element. These elements were then
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arranged in a pie shape around the crack tip, shown in Figure 5.6.
Figure 5.6: Typical mesh at the crack tip for the linear elastic model used in
the J-integral method. The bright red points represent node locations. Note
the inside-most ring which has its nodes at the quarterpoint instead of the
midpoint.
For the static tests, the mesh outside the crack-tip region was automatically generated
with a specified average element size of t/100, and inside the crack-tip region, approxi-
mately t/400. Some manual adjustments to the mesh were required at extreme values of ρ
to assist the automatic mesh generator, but care was taken that this would only increase
the mesh density. A typical meshed quarter-model is shown in Figure 5.7 In the contour
integral tests, the mesh was much coarser at t/20, reducing down to approximately t/100
near the crack tip. A total of 6 contours were considered in the J-integral calculation to
ensure path independence. This was found, through a mesh convergence study described
below, to provide more than adequate results.
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Figure 5.7: Typical mesh on a quarter-model of the statically loaded samples.
Static tests mesh convergence study
The parameter used to establish convergence in static tests was the Y -direction strain found
by the virtual extensometer shown in Figure 5.1. This value was directly compared with
experimental results. It was measuring highly localized values in the most highly stressed
part of the model, making it an essential parameter for convergence in this case. The value
at a net section stress of σn = 180 MPa was chosen, which is the value at which the lateral
strain measurements were taken. Two degrees of penetration, ρ = 10% and ρ = 90%
were chosen, as the extremes of ρ were suspected to be susceptible to the most numerical
instability. The results of the convergence study are shown in Figure 5.8, confirming that
the mesh size of t/100 was adequate.
Contour integral mesh convergence study
Two parameters were considered for convergence with the fatigue tests. In both cases, the









































Figure 5.8: Mesh convergence study on the strain measured using the virtual
extensometer shown in Figure 5.1.
as the range of parameters most susceptible to numerical instability. First, the result of the
J-integral was taken at the crack tip as it was the main output desired from the FEA model
used in fatigue. This was done at both the crack tip nearer the edge and the one farther
from the edge as the sample was asymmetrically loaded (Figure 5.5), but the dependency
on the mesh size was much higher at the crack tip nearer to the edge and so the convergence
study is only shown for this side.
Second was the error in path independence of the J-integral value. The relative error
between the maximum and minimum values of the J-integral of all contours was thus calcu-
lated. In general, this error should remain under 5% to confirm convergence. As multiple
contours are taken, they will have different values due to errors in approximation. Path
independence is however an important property of the J-integral and thus, the difference
in value by contour should be minimized. The results of the convergence study on the
J-integral value is shown in Figure 5.9 and on the path independence in Figure 5.10. It
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can be seen that the J-integral converges extremely rapidly, with a very coarse mesh being
completely adequate to calculate the contour integral, justifying the use of a t/20 mesh size
which has less than 0.01% relative error with the t/50 mesh size. The path independence




































































6.1 Effective Throat of Welds
After testing the welds to failure, it was immediately clear that some samples suffered from
major lack of penetration defects, as shown in Figure 6.1. Every sample thus had its actual
weld size measured by the method described in Section 3.5.
Figure 6.1: On the left, a weld with a penetration specified at 50%. On the
right, a weld with 70% specified penetration. The actual degrees of penetration
were 55% and 44% respectively.
Additionally, significant porosity was observed in some welds as shown in Figure 6.2.
This corresponds with previous findings in the literature which noted that PJP welds
generally exhibited more porosity than their CJP counterparts [30].
Figure 6.3 shows the measured degree of penetration as opposed to its specified value,
while Figure 6.4 shows the difference in penetration observed for different levels of specified
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Figure 6.2: Failure plane of a 1080A sample showing significant porosity.
penetration. These measurements indicate severe discrepancies between the weld size as
specified and as observed. In general, welds with their degree of penetration specified as
50% or less had their actual weld size either larger or equal to specified. However, once the
specified degree of penetration increased, there was significant under-penetration, leading
to welds up to 30% smaller than specified. In fact, for the 19 mm [3/4”] plates, there was
no increase and even a decrease in absolute weld size with a higher groove preparation
depth.














Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.3: Measured degree of penetration as a function of the specified
degree of penetration. The dashed line indicates the line where ρactual = ρspecified.
Observation of the samples confirmed that the grooves had been properly prepared,
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Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.4: Difference in the degree of penetration ρ between actual and spec-
ified weld size. Positive values indicate welds measured larger than specified,
and negative values smaller welds than specified.
with the groove depths and angles corresponding to their design specification as shown
in Figure 3.1. With a groove angle of 60 degrees specified, this satisfies both the CSA
W59.2-18 (minimum 60◦) and the Aluminum Design Manual (minimum 45◦) requirements
for the effective throat to be taken as equal to the groove depth.
As can be seen in Figure 6.4, the samples from the three fabricators all exhibited
the same discrepancy between specified and actual penetration. This suggests that the
underpenetration may not be due to errors in the welding processes but rather because
the code-specified minimum groove angles were not large enough to ensure proper pene-
tration. An immediate solution would be rigorous evaluation using ultrasonic testing, a




The measurements taken as described in Section 3.5.1 were used to quantify the roughness
of the welds. The mean weld throat and every deviation over 100 equally spaced points
were measured for each sample and the standard deviation was calculated. The standard
deviation σ̂, used as a parameter for roughness, was then compared to the degree of pene-
tration ρ. It was clearly observed that the samples from fabricator C, which have a 19 mm
thickness, had significantly rougher welds, as shown in Figure 6.5.






















Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.5: The roughness of the welds with varying degrees of penetration.
It can be seen that the 19 mm samples had much higher roughness.







Where te is the average effective throat, measured by dividing the total weld area by the
width of the sample. Since the effective throat te is a function of the sample thickness,
for the same degree of penetration, doubling the thickness doubles the effective throat.
Finding the COV was thus in essence an adjustment for thickness. When looking at the
COV in Figure 6.6, all significant differences between fabricators essentially disappear.
Additionally, there is no clear correlation between the degree of penetration and the weld
roughness.










Figure 6.6: The coefficient of variation of weld throat depths with varying
degrees of penetration. There is no clear relationship between the COV and the
degree of penetration ρ. Legend is the same as in Figure 6.5.
6.2 Weld Cross-Section and Micro-Hardness Measure-
ments
The micro-hardness measurements taken per Section 3.2 show the extents of the heat
affected zone in Figure 6.7. A few interesting effects can clearly be observed.
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Figure 6.7: Hardness maps of the welded samples. Each image is at the same
scale, with the height of each picture equal to the plate thickness (9.5 mm).
The degree of penetration (specified) is shown on the left, and the hardness is
measured on the Vickers scale as shown on the right.
The welds are consistently the softest part of the measured area. This however does not
translate to them being weaker. Since the welding alloy (5356) is different than the base
metal (6061), the metals have very different strain hardening profiles (5356 has a lower
yield strength but hardens much more dramatically than 6061). Hardness is thus a much
better direct comparison tool between the yield strengths of the two different alloys than
ultimate strengths.
In all cases, there is a visible weak path which crosses from one side of the plates to the
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other. This supports the concept of using the HAZ strength when checking the strength
of PJP welds. Samples from fabricator A, who used a 100% argon shielding gas, generally
had a much larger HAZ than fabricator B. Comparison of records shows that samples from
both fabricators were welded using similar parameters, which suggests that the shielding
gas had a large influence on the extent of the HAZ. However, in both cases, there is a weak
path as described previously, which suggests that the shielding gas may not have a large
influence on the performance of the PJP welds.
A “halo effect” occurs near the weld metal, which corresponds to findings observed in
past studies [6]. This effect is shown more clearly in Figure 6.8. The lowest hardness is
in the weld metal: this is because the 5356 alloy has relatively low yield strength, but
hardens significantly and has a high ultimate strength. Moving away from the weld metal,
there is then a zone of relatively high hardness, where the temperature was high enough
during the welding process to completely dissolve all alloying metals, which strengthens
the aluminum (though not as much as when it is fully tempered and precipitates are at
their optimal concentration). Next is a significant drop in hardness that occurs because the
heat of welding is not enough to dissolve all alloying metals, but enough to precipitate and
lump them at grain boundaries, a process called over-aging. These lumped precipitates
significantly weaken the metal. Finally, the hardness increases again as the over-aging
effect diminishes until the hardness of the base metal is reached.
The softening has some noticeable asymmetry, where one side of the plate is harder
than the other. The softer side likely corresponds to the first side that was welded. As the
welder makes the first pass, the previously described “halo effect” as previously described
takes place. After the second pass, the heat of welding is enough to over-age the entire
HAZ around the first pass, which leads to the softened condition around the entire weld.
The HAZ around the second pass, exposed to the highest heat, has a zone of increased
hardness where the alloying metals were fully dissolved.
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Distance from Weld Centreline [mm]
Hardness [HV]
Figure 6.8: Hardness along the heat affected zone and the weld of the 1040A
sample. The measurements were taken along the highlighted region. Note that
the weld is skewed to one side, but the x = 0 location was defined by the groove
centreline.
6.3 Static Tests
Overall, the static tests showed the PJP welds had relatively high strength, but very low
ductility.
A typical stress-strain curve is shown in Figure 6.9. The Portevin-Le Chatelier (PLC)
effect is clearly visible in the stress strain curve. This effect is characterized by the sharp
serrations observed after yielding. In many 5000 series aluminum alloys, the onset of
yielding causes supersaturated magnesium solutes to precipitate in voids created by plastic
dislocations. In general, the PLC effect is much less pronounced in the 6061 alloy (which
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do not contain supersaturated magnesium). In some cases, welded 6061 aluminum does
exhibit a PLC effect due to the over-aging effect described in Section 2.1.1 and because of
excess precipitates after welding [47]. The presence of serrations in the stress-strain curve
thus indicates that yielding occurs either in the weld metal or in the HAZ, as expected,
but it is difficult to affirm whether yielding is occuring in the weld or the HAZ.




















Figure 6.9: Stress-strain curve for the 1060A2 sample. The serrated pattern
after yielding is attributed to the Portevin-Le Chatelier effect.
6.3.1 Strength
In all cases, failure occurred over the net section at the weld. To directly compare strength,
the load at failure was divided by the net cross-sectional area, measured as explained in
Section 3.5.
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Influence of degree of penetration
The strength of the welds was compared to the degree of penetration in two ways - first was
looking at the failure load of the welds, which did not consider the degree of penetration.
Second, the net section failure stress was compared, which allowed direct comparison of
the metal strength as a function of the degree of penetration, using the measured effective
throat of the weld.
Figure 6.10 shows the relationship between the failure load and the degreee of pene-
tration as measured. It can be seen that as the degree of penetration increases, so does
the failure load. This is what was expected, as a higher degree of penetration translates
to more weld metal resisting the load.





















Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.10: The failure load of samples as a function of degree of penetration.
Note that for the 19 mm samples, the failure load was divided by two to adjust
for plate thickness.
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Similarly, Figure 6.11 shows the net failure stress from the tests as a function of the
degree of penetration. Because of significant under-penetration as discussed previously,
data over a smaller effective range of ρ than originally desired were observed in tests. This
prevented inferring any significant trends between strength and the degree of penetration,
as was found by Gagnon and Kennedy [24].

























Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Weld Metal Strength [9]
HAZ Strength [9]
Adjusted HAZ Strength (Eq. 2.20)
Figure 6.11: The net section failure stress and degree of penetration of samples
tested statically. The HAZ and weld metal strengths were obtained from the
CSA S157-17 standard, and the adjusted HAZ strength as calculated by Gagnon
& Kennedy [24].
It can be seen that all samples failed near the weld filler metal strength, and much higher
than the HAZ strength. Since the failure planes generally occurred near the interface of
the filler and base metal interface, the overall strength may be a function of the strength
of both metals. This would thus suggest that the HAZ strength is a conservative value to
use in design. Using the the finite element model described in Section 5.1 allowed further
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investigation on the effect of material properties.
Effect of material properties
To study the effect of varying material properties, the yield and ultimate strengths were
changed by a factor of ±10% and the corresponding effect on the stress-strain curve is
displayed in Figure 6.12. The exact difference on the failure stress cannot be determined
as the FEA model does not simulate failure; however, the effect on the stress-strain curve
is strongly indicative of the sensitivity to changing any of the three materials.


































Figure 6.12: Stress strain curves generated with the FEA model by varying
the strength of each material by ±10%, shown in the gray range. In red, the
measured stress-strain curve for the 2060C16 sample. The FEA model does not
simulate failure conditions and thus does not follow the measured stress-strain
curve near failure.
It is clear from Figure 6.12 that the strength depends entirely on the heat affected
zone. Changing the weld metal strength impacts the overall strength negligibly, and the
base metal does not affect it at all. In large part, this is explained by the HAZ being much
weaker than the other materials. However, this does not fully explain the trend; the weld
metal has essentially the same yield strength as the HAZ but its strength has essentially
no effect on the stress-strain curve. This suggests that the failure plane always occurs in
the HAZ.
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6.3.2 Strain Field and Lateral Restraint
As explained in Section 3.3.1, DIC measurements were taken during tests to measure the
strain field as the samples were loaded. To validate the results, a virtual extensometer
with 50 mm gauge length was applied on the DIC. The corresponding stress-strain curves
are shown to be in good agreement in Figure 6.13. The finite element model described
in Section 5.1 was validated using extensometer-measured stress-strain data, and was also
found to be in good agreement.
























Figure 6.13: Stress-strain curves measured using an extensometer and with
DIC for the 2060C16 sample. The curve generated from the FEA is also super-
imposed. The curves match nicely, validating the DIC and FEA measurements.
In their study, Gagnon and Kennedy [24] indicate that increased lateral restraint as
the degree of penetration decreased provided an increase in net sectional strength. To
verify the presence of this restraint, the FEA model was used to look at the strain in the
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direction perpendicular to the load, which would be expected to reduce at lower degrees of
penetration due to the described restraining effect. To do so, a virtual extensometer was
added to the FEA model and the DIC measurements, which measured the strain across the
weld perpendicular to the load axis. A typical strain field found by the DIC measurements,
which was used to calculate the lateral strain, is shown in Figure 6.14.
Figure 6.14: Strain field from DIC measurements on the 2060C16 sample.
To validate the measurements, the strain from the FEA was compared to the DIC
measurements, as shown in Figure 6.15. Here it can be seen that the model is in good
agreement with the measurements until the global strain reaches approximately 0.006. The
flat curve in the early stages of loading in the DIC data is attributed to the effects of residual
stresses, which were not considered in the FEA model. The divergence of the curves at
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high strain is most likely the result of the loss of accuracy of the DIC measurements near
the crack and the sample edge when yielding occurs as these are the most distorted areas.
Since the primary concern was in observing the trend of lateral strain with regards to the
degree of penetration (and not the precise values of strain), this divergence was deemed
adequate.























Figure 6.15: The strain in the direction parallel to the “crack” as a function of
the global strain measured in the direction of loading by a 50 mm extensometer.
With the model validated, the next step was to examine the restraining effects at various
degrees of penetration. The lateral restraint strain at a net section stress of 180 MPa was
measured at various degrees of penetration. This corresponds to the limit at which the
FEA model showed a good match with the DIC data. At this value, plasticity effects are
well developed, and inaccuracies from the FEA model’s lack of consideration for failure are
negligible. The results of this study are shown in Figure 6.16.
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Figure 6.16: The lateral strain in the weld at a net section stress of 180 MPa.
Lower levels of strain indicate higher restraint, increasing the effective strength.
The individual points correspond to the data measured from DIC.
Overall, it is seen that as the degree of penetration increases, so does the lateral strain
in the weld. The increased confinement from the unloaded portion of the joint significantly
reduces strain in the lower penetration welds. Overall, these results support the findings of
Gagnon and Kennedy [24] that the lateral restraint in strain in the weld is a strengthening
mechanism for PJP welds. The data from DIC were also plotted over the existing data,
however the range of degrees of penetration is too small to confirm any trends. The three
data points also exhibit a high variance, likely owed to the fact that the DIC measurements
are relatively inaccurate at a such a small scale near the weld, and to the difficulty in
tracking points near the crack tip and the plate edge.
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6.3.3 Ductility
Overall, the PJP welds exhibited extremely low ductility, which is typically high in alu-
minum welds because of the annealing effect of welding. Two phenomena cause this reduc-
tion in ductility. First is that since the welded area is much weaker than the base metal,
fracture occurs near the weld before the onset of yielding in the base metal. However, this
affects all aluminum welds. PJP welds suffer from a second reduction in ductility due to
the lateral restraint explained in the previous section. The lateral restraint, which raises
the effective strength of the weld, also stiffens against yielding movement. The weld thus
remains elastic for a larger proportion of its loading.
A method sometimes employed to increase weld strength in aluminum is to perform
a post-weld heat treatment, which can bring material properties to their base unwelded
values. However, it is doubtful that this would increase ductility as it would essentially
leave all yielding to occur in the weld metal, as the heat affected zone would no longer
be yielding. Furthermore, such processes are impractical to perform in typical structures
other than specialized applications such as highway luminaries.
The stress-strain curve for the PJP welds is compared to the base metal 6061-T6 in
Figure 6.17. The lack of ductility is particularly critical in aluminum welds as, unlike struc-
tural steel, welds are often weaker than the base metal and all ductility in a structure may
come from the connections. As such, using PJP welds in highly loaded or low-redundancy
members would be ill-advised. Though unmentioned in the respective commentaries, this
is likely a principal reason to discourage or outright ban the use of PJP welds in aluminum
design standards.
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Figure 6.17: Stress-strain curve of a PJP weld compared to the 6061-T6 base
metal.
6.4 Fatigue Performance
6.4.1 Statistical Analysis of Fatigue Data
It is typical for fatigue test data to have considerable scatter due to the inherent randomness
of crack initiation and growth. The International Institute of Welding (IIW) publishes
guidelines on the analysis of fatigue data that were used when analyzing the fatigue results
in this experimental program [18].
As explained in Section 2.2.2, the relationship between stress range and the number of
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or, to determine the life for a stress range:
N = C∆σm (6.3)
This can be linearized as such:
logN = logC −m log ∆σ (6.4)
By using a least squares regression, the best-fit values of C and m can be determined. It
is also desirable to determine “characteristic” values of C and m, associated with a certain
probability of survival. In this study, a survival probability of 95% was selected, at a
confidence level on the mean of 75%. Establishing the characteristic values allows direct
consideration of the scatter in data and the survival probabilities selected are in line with
most design standards.
The method proposed by the IIW begins with the assumption that the slope m is
constant at all confidence levels. Thus, only the value of C is changed from the mean
to reflect the desired survival probability. The first step is to calculate the corresponding
value of C for each data point, by rearranging Eq. 6.4:
logCi = logNi +m log ∆σi (6.5)
The average (logC)m and standard deviation σ̂ of logCi values are then calculated. From
this, the characteristic value of C at the given survival probability level can be calculated:
logC = (logC)m − k × σ̂ (6.6)
where k is a factor accounting for the size of the data set. In some design standards, k is
98
taken as a constant value of 2, corresponding to the mean less two standard deviations as
a characteristic value. The IIW however suggests that sample size should be considered
in the value of k, to account for uncertainty in the variance of the data. This is done
using a formula based on Student’s t-distribution for variability of the mean, and the χ2









where n is the number of samples, t, φ−1 and χ are the two-sided t-distribution, inverse
normal distribution and χ2 distribution, α is the survival probability (taken as 0.95) and
β is the level of confidence of the mean (taken as 0.75). When n = 20 samples are tested,
Equation 6.7 is equal to 2, and Equation 6.6 becomes approximately equivalent to the mean
less two standard deviations used in some standards. Testing less than 20 samples makes
Equation 6.7 give more conservative results, and more than 20 samples less conservative,
representing increased certainty in both the mean and variance as more samples are tested.
The characteristic value of C can thus be calculated for the desired survival probability.
6.4.2 Stress-Life Data
The stress-life data obtained from tests is shown in Figure 6.18 for tests with R = 0.1 and
Figure 6.19 for tests with R = 0.5. Consistent with the CSA S157 standard and the ADM,
the fatigue limit was assumed to occur at 5,000,000 cycles [9, 10]. The best-fit and 95%
survival lines are also plotted, calculated in accordance with the previous section. The test
samples which failed with N < 10, 000 cycles were not considered when fitting the S-N
curve, as maximum stresses near the yield strength significantly affect performance and do
not exhibit the linear relationship observed in S-N curves.
Figure 6.20 compares the S-N curves for all three fabricators (fabricator C at R = 0.1
and R = 0.5) by comparing the stress range estimated to cause failure at N = 2,000,000
cycles. This is also the reference fatigue strength used by Eurocode 9 and the IIW [18,33].
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Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.18: Stress-life data for all tested samples with R = 0.1.
Effect of stress ratio
It is observed that the samples tested at R = 0.5 have a lower fatigue performance, with
the stress range at Nf = 2,000,000 approximately 25% lower than at R = 0.1 (Figure 6.20).
This does not agree with common wisdom that the stress ratio or mean stress has negligible
effect in welded joints, described in Section 2.2.1. There are two principal causes which
could explain this:
• Residual stresses are typically lower in small-scale samples such as those tested in
this study. The IIW [18] suggests testing these samples at R = 0.5 or higher to mimic
the effect of higher residual stresses. Alternatively, if testing is done at lower stress
ratios such as R = 0, the IIW suggests to simply reduce the stress range by 20% for
a given life.
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Figure 6.19: Stress-life data for all tested samples with R = 0.5.
• There is a possibility that residual stresses are lower in aluminum PJP welds than
anticipated. This could stem from some stress relieving in the welding process, metal
relaxation, or other processes. One would anticipate reduced residual stresses to
reduce the crack propagation rate by reducing the effective stress ratio.
Since all samples tested at both R = 0.1 and R = 0.5 were exactly the same size and
thickness, it is impossible to determine the effect of sample size on the residual stress and
the impact of stress ratio on weld performance. However, lower residual stress in smaller
samples is a known phenomenon and it seems highly plausible that this is the driving factor
for the difference between R = 0.1 and R = 0.5 samples. Some tests at greater thicknesses
and weld sizes would provide a quick means to evaluate this effect. If it is suspected, as the
second bullet proposes that residual stresses are low in PJP welds overall, direct residual
101




























Figure 6.20: The stress range associated with a total life of Nf = 2, 000, 000
cycles. The error bars indicate the 95% survival stress range as calculated
previously.
stress measurements could be undertaken using methods such as X-ray diffraction.
There is also a significant decrease in variance in the R = 0.5 tests. In fact, while the
best-fit estimate is lower, the 95% survival estimate for fatigue performance is almost the
same as for the R = 0.1 samples. This is most likely attributable to the reduced influence
of residual stresses. The mean stress applied by the loading frame is practically constant,
but the mean stress from residual stresses is not, due to variations in the weld throat,
inherent defects, metal relaxation, etc. In the R = 0.5 samples, the machine-applied mean
stress is a much bigger proportion of the total mean stress, which abates the variance from
residual stresses. This also suggests that residual stresses are lower than expected, contrary
to conventional wisdom.
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6.4.3 Adjusted Stress-Life Data and Comparison with Standard
S-N Curves
As previously explained, the stress ratio had a larger influence on fatigue performance
than was expected from the literature review. The IIW recommends using test data at
R = 0.5 in welds [18], and it was decided to adjust the R = 0.1 data to their equivalent at
R = 0.5. This was done using the Walker equation as a correction for mean stress, which








where ∆σR=−1 is the equivalent stress range at R = −1, ie with full stress reversal, γ
is a material constant, which was found to be approximately 0.63 for 6061-T6 aluminum
and 0.66 for a 5000-series alloy in a previous study [48]. This can quickly be checked by
comparing the R = 0.1 and R = 0.5 data at 2,000,000 cycles, as they should have the same













γ = 0.66 (6.10)
This is the same value as the one found in previous studies [48]. While this is certainly not
a rigorous fitting procedure for γ, it does confirm that the material behaviour is generally
as expected. The stress range for data at R = 0.1 can thus be converted to its equivalent
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∆σR=0.5 = ∆σR=0.1 × 0.819 (6.13)
Note that since only two stress ratios were tested, this simplifies down to scaling the stress
range by a constant. However, the solved value of γ = 0.66 matching with previous studies
confirms that this method is adequate. With all data points converted, a new stress-life
diagram was created, shown in Figure 6.21.
When comparing with the CSA S157 (and the ADM) standard S-N curves, there is a
clear discrepancy in terms of slope, which will be discussed further below. It can be seen
that Category E curve is the only one that is conservative for all test cases. However, in
the high cycle fatigue, it is excessively conservative when compared to the data. Category
D, on the other hand, is closer to the test data and the 95% survival curve. However,
in the low-cycle regime, it is somewhat unconservative. Category C is practically always
unconservative and clearly unsuitable for the design of PJP welds.
The fatigue limits predicted by the standard curves for Categories D and E are clearly
much lower than the data seems to suggest, and the best-fit line is also under the three
runout samples. In the case of the best-fit line, the “knee” where the fatigue limit begins
was manually selected at 5,000,000 cycles. This was done because there were few samples
with extremely high cycle counts. It is also consistent with the CSA S157 and ADM design
standards, which set the knee at 5,000,000 cycles. The design standards may have selected
this value with added conservatism, as the assumption of infinite fatigue life would be
associated with components undergoing less maintenance and higher damage in case of
failure.
When comparing with the CSA S157 S-N curves to the best-fitted S-N curve, there
is a clear discrepancy in terms of slope. The slope calculated from the test samples is
104


































Figure 6.21: Stress-life data for all tested samples, adjusted for R = 0.5. The
three solid lines represent the standard S-N curves used in CSA S157 and the
ADM.
approximately 4.3, while the standard curves are all at approximately 3.6. It was thus
decided to perform a statistical test to confirm whether Category D or E S-N curves could
be used for PJP welds. Another publication by the IIW provides information on performing
this test [49]. The approach employed is to show with a given confidence level that PJP
welds will always have a higher fatigue performance than predicted by the design S-N
curve. In other words, the number of cycles to failure at a given stress level will always be
higher than predicted by the design S-N curve, with 95% confidence.
The first test to perform is the determination of whether the slope is within the accept-
able confidence interval for the slope found by regression analysis. The confidence interval
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on the slope can be calculated as such:





log ∆σi − log ∆σ
)2 (6.14)
where t is the two-sided Student t-distribution with significance α and with n− 2 degrees
of freedom, where n is the number of samples, log ∆σi is the logarithm of stress range for
individual samples and log ∆σ is the mean of all log ∆σi. Using this formula, the 95%
confidence interval for slope was found to be between 3.86 and 4.71. Since Categories D
and E have slopes of 3.73 and 3.45 respectively, it was found that the slope from the tests
could not be assumed with confidence to be the same as in the detail categories.
However, it was decided to continue with the statistical test, by “forcing” the fitted
slope to be equal to the Category D standard and finding the best fit given the slope.
While this may not be statistically rigorous, it is commonly done in the analysis of fatigue
data, for example, the IIW recommends that the slope be taken as m = 3 in all welded
joints [18]. There is also a certain amount of engineering judgement required, since the
slope is rather sensitive to extreme data points. If samples with N < 50,000 are truncated
instead of only the samples with N < 10,000, the slopes already become much closer and
the Category D slope fits within the confidence interval found by Equation 6.14. This is
shown in Figure 6.22. The decision to overrule the statistical test of similar slopes was
therefore justified. With this achieved, the second component of the test can be formulated
as a simple observation that the 95% survival curve is above the standard S-N curve.
Visually, the Category D S-N curve and the 95% survival curve overlap almost perfectly.
The value of C used in Equation 6.3 associated with the 95% survival curve is 195.2× 109,
while the value of C used for the Category D curve is 206× 109, a difference of 5%. This
indicates that using the Category D S-N curve would be slightly unconservative and outside
the 95% confidence range. It also remains clear that Category E, much lower than Category
D, is far below the 95% survival line and thus provides more than adequate safety.
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Figure 6.22: Stress-life data for all tested samples, adjusted for R = 0.5, but
with the best-fit and 95% survival lines based on a “forced” sloped value of
3.73, the same as the Category D S-N curve in the CSA S157 standard.
6.4.4 Comparison of Stress-Life Data with Models
Effect of plate thickness
The LEFM model predicted a significant influence on fatigue life from the plate thickness,
as a consequence of the
√
πa term in the SIF equation (Equation 4.3) that varies with the
absolute length of the crack. However, the test results did not show such an influence, as
shown in Figure 6.23.
The disagreement in trends is rather perplexing. Doubling the thickness approximately
halves the fatigue life of the samples, but no such trend is clear from the data. The
predictions using a thickness of 9.5 mm seem to correspond much better with all data
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Figure 6.23: Stress-life data for all tested samples with R = 0.1, separated by
thickness. The lines indicate the results from the LEFM model.
points. It is not clear what explains this discrepancy. The influence of triaxiality, residual
stresses, weld geometry, under-penetration and its effect on the crack tip geometry, and
other defects, may all have a part to play in the explanation. Further tests on a larger
range of thickness would be required to evaluate whether the thickness effect was lost in
the scatter of the data or if such an effect truly is mitigated.
Effect of the degree of penetration
As discussed in Section 4.6, it was theorized that the degree of penetration would have
relatively little influence on the fatigue performance when the stress range is defined over
the net section. Figure 6.24 shows the S-N curves predicted by the LEFM model, with the
test data superimposed and coloured by the degree of penetration. When comparing the
test results with the LEFM results, it is clear that there is essentially no influence from
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the degree of penetration in the range of samples tested, as was expected. The variations
between S-N curves fall well within the scatter of the test data.


































Figure 6.24: Stress-life data for all tested samples with R = 0.1, separated by
degree of penetration. The lines (coloured using the same scale as the points)
indicate the results from the LEFM model, which in this case was run with
t = 9.5 mm and had a range of ρ between 0.4 and 0.7.
Effect of angular misalignment
The effect of angular misalignment were studied because it was expected that it would
provoke asymmetric crack growth and accelerate failure. The asymmetry was considered
by comparing results at various misalignment angles ϕ for a 9.5 mm thick sample with
ρ = 50%. It was clearly observed that, as predicted, angular misalignment severely affected
fatigue performance by precipitating crack growth to one side of the joint. In Figure 6.25,
it can be seen that the crack slowly skews more and more to one side, until a critical point
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is reached after which essentially all crack growth occurs on the side nearest to the plate
surface. It was observed that by the final cycle, the crack tip on the side near the surface
was growing more than 100 times faster than the other side.




















Figure 6.25: Evolution of the crack asymmetry in a sample with angular
misalignment. In this case, ϕ = 1◦, ∆σ = 60 MPa and t = 9.5 mm.
When considering the effects on fatigue life, the stress range at 500,000 cycles was
directly compared for the different values of angular misalignment. This value was chosen
as opposed to the 2,000,000 cycles used for comparison in other cases, because the model
directly accounted for the threshold SIF range and values near that range were already
somewhat in the “knee”, and linearity was no longer reliable. From this, it can be observed
that there is essentially a linear relationship between the angular misalignment and the
fatigue performance. While the reduction in performance is relatively severe, it is also
not catastrophic. At ϕ = 1◦, the 400 mm long samples would already have been outside
the weld acceptance criteria of most welding standards, with a performance reduction of
only 20%. It should also be noted that the assumptions made in the model were very
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conservative.




















Figure 6.26: Fatigue performance as a function of the angular asymmetry.
The sample had t = 9.5 mm and the stress range was applied at R = 0.1.
There was an initial attempt to correct the experimental data for the effects of misalign-
ment using the techniques for consideration of the asymmetry. However, once the samples
were inserted in the testing frame, they were effectively flattened by the grip mechanism.
Therefore, the bending stress did not increase the stress range but rather the mean stress,
which had little effect on fatigue performance when compared to increasing the alternating
stress.
6.4.5 Influence of Weld Roughness on Fatigue Performance
The effect of the welds’ roughness was also compared to their fatigue performance. The
relative difference between individual sample results and the performance predicted by the
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Where ∆σPredicted was calculated using mean S-N curves (Figure 6.18, Figure 6.19) for the
number of cycles observed in the respective test results. This was then compared with the
coefficient of variation (Equation 6.1), as shown in Figure 6.27.





























Fab. A (9.5 mm - 100% Ar)
Fab. B (9.5 mm - 50%/50% Ar-He)
Fab. C (19 mm - 100% Ar UHP)
Figure 6.27: The relative fatigue performance of welds compared to their
roughness.
It is clear that essentially no correlation exists between the fatigue performance and the
COV. It was theorized that there was a shortcoming with using the COV as a definition
of roughness. No account is taken of the “wavelength” of the roughness, which means
that two samples with vastly different profiles may still have the same COV, as shown in
Figure 6.28. It was theorized that the wavelength component of the roughness would have
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an effect on the fatigue life of the sample. Small discontinuities (small wavelength) would
have a small impact on fatigue life due to neighbouring metal providing reinforcement,
while large discontinuities where the sample has a reduced effective throat may not benefit
from reinforcement.
Figure 6.28: The two samples (left: 2060C10, right: 2070C15) both have a
COV of ∼ 0.17, but have very different shapes at the root, where the right
sample roughness is dominated by a relatively smooth large curve at the bot-
tom while the other sample has a more constant effective throat but more
peaks/valleys.
More advanced methods were tried to define the roughness, such as using a low-pass
filter to only consider large wavelengths or directly comparing the wavelength spectra of
samples using the Fourier transform (Figure 6.29). In all cases however, no significant
correlation could be found between the weld roughness and the fatigue performance. It
is suspected that because the lack of penetration is such a significant crack-like defect,
essentially all crack growth is driven by it, and any effects from roughness are negligible.
This suggests that simply considering the net weld area is enough to account for the
roughness in fatigue.
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Figure 6.29: Fourier transform of the weld root profiles of the 2060C10 and
2070C15 samples. It is difficult to establish a pattern between the roughness
and the profiles. The half-wavelength was used as it more intuitively considers




A comprehensive study on the strength and fatigue performance of flare bevel PJP welds
(FB welds) was also undertaken as part of this project, but was ultimately delayed due
to the measures taken in response to the global COVID-19 pandemic. Flare bevel welds,
as briefly described in the literature review, are welds joining a curved surface, such as a
rod or the rounded corner of a tube, to a flat surface. This chapter consists of a short
summary of the work performed in this subject area at the time of the thesis writing. A
typical cross-section of a flare-bevel weld, along with its defining parameters is shown in
Figure 7.1.
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Figure 7.1: Cross-section of a flare-bevel weld joining two tubes with rounded
corners. R is the tube’s corner radius and t is the wall thickness of the connect-
ing tube.
7.1 Effective Throat of Flare Bevel Welds
Similarly to butt-welded joints with partial penetration, the effective throat of the weld is
a critical variable in the performance of flare bevel welds. This value is, however, much
harder to define because in most cases, the weld filler metal does not penetrate completely
in the radius – leaving a gap and a reduced effective throat, as shown in Figure 7.2.
The AISC 360-16 code, the governing design code for steel in the United States, specifies




of the radius, depending on the
welding process. This is based on research by Packer and Frater [50] who studied various
configurations of HSS connections. There is essentially no reference for the value of the
design throat to use in aluminum members, with structural codes usually resorting to
requiring assessment by testing.
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Figure 7.2: A cross-section of a flare bevel weld showing incomplete penetra-
tion at the root. Image from [50].
7.2 Experimental Program
Samples of FB welds were fabricated to be tested in static and fatigue loading. These were
all of the same general geometry, consisting of a T-type tubular connection, as shown in
Figure 7.3. These are often seen in aluminum trusses.
In total, 32 samples were fabricated, with the main varying parameter being the corner
radius. Four different corner radii were tested. Wall thicknesses and tube dimensions varied
according to the availability of tubes with the desired corner radii. One set of samples had
a corner radius hand ground (HG). In all but one set of samples, the wall thickness was
selected to be larger than the corner radius (t > R). The samples which had t < R were
the R11.1 batch, due to an error in fabrication. As shown in Figure 7.1, the gap left by
the corner radius was filled by weld metal and ground to be flush with the tube walls.
All samples were made of 6061-T6 alloy base metal, and welded with the 5356 alloy. The
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Figure 7.3: Drawing for the tubular samples (top) and typical tested sample
(bottom) as part of the flare-bevel weld experimental program. All dimensions
are in millimetres.
sample types are summarized in Table 7.1.
Two samples of each type were tested in static loading for strength and ductility, with
the remainder intended for fatigue testing and macro-etching. The tests were performed in
a MTS servo-hydraulic loading frame with a capacity of 600 kN. A special steel attachment
was designed and fabricated to attach the tubular connection to the grips of the loading
frame, shown in Figure 7.4. The attachment, consisting of a 64 mm square bar going
through the loaded tube and connected to a 102 mm square bar on the outside, was much
stiffer than the aluminum tubes, allowing an essentially uniform loading over the square
tube.
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Table 7.1: Fabricated tubular samples
Sample type Number of Samples Corner radius R (mm) Wall thickness t
HG 8 HG 12.7
R4.8 8 4.8 6.4
R11.1 8 11.1 6.4
R12.7 8 12.7 12.7
Similarly to the method described in Section 3.3.1, DIC measurements were taken to
analyze the strain field as the samples were loaded.
7.2.1 Determining the Effective Throat of Flare Bevel Welds
Using a similar method to the one described in Section 3.5, image processing was employed
to determine the true size of the welds. This consisted of measuring the total area of weld
material in a scaled image. The weld area measured in this way is more susceptible to
being changed by plastic deformations, but it was deemed the most accurate method. A
typical image-processed result is shown in Figure 7.5.
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Figure 7.4: A tubular sample ready to be loaded in the MTS 600 kN frame,
attached by the stiff steel connector to the grips.
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Figure 7.5: A failed tubular sample with the weld area highlighted in red,
which was measured to find the true weld size. The two tack-welds at the




As described previously, image processing was used to determine the effective throat of
the welds. The total weld area was calculated, and divided by the weld length to find the
average weld throat on the failure surface. The effective throat per sample is summarized
in Table 7.2 and shown graphically in Figure 7.6. Note that because of plastic deformation
and inherent errors in the image processing method, there is a somewhat large variation
and the results can only be deemed approximate.
Table 7.2: Measured effective throat in tubular samples









Because the hand-ground samples did not have a constant corner radius, it was futile
to calculate the ratio of effective throat to corner radius on these samples. For the R11.1
samples, because the wall thickness was less than the corner radius, some “leakage” of
the weld prevented the throat to be fully developed over the radius. A relationship can
nevertheless be seen whereby the ratio E/R decreases as the corner radius increases. It
is suspected that this occurs because, in the smaller radius (R4.8) samples, the heat of
welding is distributed over a smaller area, thus allowing deeper fusion and penetration.
In the large radius (R12.7) samples, the area exposed to weld is much larger and deeper
penetration is harder to achieve. It is suspected that this size effect may only apply at
smaller radii and that the effect tapers off at larger radii, which was also observed in the
study by Packer and Frater [50]. This is however difficult to show with only two effective
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Figure 7.6: The measured effective throat of the tubular samples at the spec-
ified corner radii.
radii to serve as data points. Overall, these results suggest that the assumption used for
steel of E = 0.64R is unconservative in aluminum, with the R12.7 samples having effective
throats much below this ratio.
7.3.2 Strength and Ductility
The strength of the flare bevel welds is probably their most critical property; it was ana-
lyzed both in terms of unitary strength per weld length and of the ultimate failure stress.
Figure 7.7 shows a typical sample after testing to failure.
Strength per unit of weld length
The final strengths were first calculated by comparing the unit strength of weld. This
allowed direct comparison of the strength to the corner radius without consideration for
the effective throat of the welds. These results are shown in Figure 7.8,
As the radius of the hand ground samples did not have a constant value, it was not
considered in this analysis. Overall, it can be seen that as the corner radius goes up, so
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Figure 7.7: A typical failed tubular sample, showing the fracture at the inter-
face of the HAZ and the weld metal. The two tack welds were broken before
loading began.
does the failure load. It appears however that the relationship between corner radius and
strength is not linear as may be expected (connecting the points between the samples clearly
shows that the predicted strength would not go to zero with R = 0). This is likely related
to the theorized size effect on the effective weld throat discussed previously. It is, however,
difficult to determine conclusions on the nature of the relationship between strength and
corner radius for two reasons. First, because the R11.1 specimen had a wall thickness t less
than the corner radius R, it is doubtful that the fully achievable weld throat was reached,
as it was evident from visual observations that the weld filler metal had “leaked” through
to the inside of the tube. Second, the small number of data points makes it difficult to
infer a trend, especially since the R11.1 samples are of dubious importance, which leaves
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Figure 7.8: The strength per unit length of weld as a function of corner radius.
Note that the hand ground (HG) samples were not considered here, and that
the two points for the R12.7 samples had exactly the same failure load, thus
appearing as only one point on the chart.
a total of only 4 data points at 2 different corner radii.
Ultimate stress
By dividing the linear strength by the effective throat, the failure stress over the welds could
be calculated. Since the corner radius was not needed here, this allowed direct comparison
of all four sample types, including the hand-ground samples. These results are shown in
Table 7.3.
The samples have an average failure stress of 181 MPa with relatively low variance. This
is lower than what was observed in the PJP butt welds shown in Figure 6.11, despite the
same base and weld filler metal being used in the both types of samples. In fact, analysis
of some mill test reports shows that the tubular samples were of stronger base metal than
the plates used for the PJP butt welds (Appendix B). It is possible that the weld metal
used in the tubular joints was weaker; however, this is unlikely given that three different
fabricators provided samples. In fact, one fabricator provided both plate and tubular
samples, presumably using the same procedures and filler metal. A likely explanation is
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Table 7.3: Ultimate failure stress of tested tubular samples









that the high degree of lateral restraint seen in the butt welds (Section 6.3.2) does not
develop in the flare bevel welds. The connecting tubes do not have nearly as much stiffness
relative to the solid plates used in the butt welded samples. It should be noted that the
values here remain comfortably above the S157 and ADM standards’ specified heat affected
zone strength of 165 MPa.
Digital Image Correlation Results
The DIC results were analyzed and provided two important pieces of information by allow-
ing the creation of a stress-strain curve and by visualizing the strain field during loading.
The welds in the samples did not fail on both sides simultaneously – one side failed, and
the sample re-adjusted itself, thus allowing the remaining side to be loaded further, though
never exceeding the failure load of the first weld. The side which failed first was seemingly
random, and, unluckily, only two samples had their failure on the side analyzed for DIC,
which somewhat limited the available data. This limited data is however a very insightful
look into the behaviour of flare bevel groove welds.
First, a virtual extensometer with a gauge length of 50 mm (Figure 7.10) was used to
evaluate the weld ductility, as was done with the plate PJP butt weld samples. The gauge
length of 50 mm, which was the gauge length of extensometers in the plate tests, allowed a
more or less direct comparison of ductility. A typical resultant stress-strain curve is shown
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in Figure 7.9. The stress-strain curve from PJP butt welds (Figure 6.9) was superimposed
for comparison.





















Figure 7.9: Stress-strain curve for the R4.8-01 sample. The stress-strain curve
for the 1060A2 plate sample is superimposed in dashed line for comparison.
Compared with the PJP butt welds, there appears to be slightly higher ductility and
lower overall strength in the FB welds. Some sources of discrepancies would include that
the heat affected zone has a different size than in the plate samples, and that the surface
strain on the flare bevel welds, observed by DIC may not be representative of the overall
strain in the sample. This may also be explained by the reduced lateral restraint effect in
FB welds, theorized to significantly reduce ductility in PJP welds. With reduced lateral
restraint in the tubular samples, ductility would be expected to increase at the expense
of strength. The Portevin-Le Chatelier (PLC) effect, which appears in the form of a saw
tooth pattern in the stress-strain curve after yielding, is not visible in the curve for the
plate sample. It is uncertain whether this is a consequence of inaccuracies in the DIC
measurements or because of a separate phenomenon.
The DIC results were also used to qualitatively observe the behaviour of the flare bevel
welds, as shown in Figure 7.10. From the strain analysis, it is clear that yielding occurs
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at the interface between the weld filler and the HAZ. No yielding is apparent at any other
location, explaining the low ductility of the joints.
Figure 7.10: Results of the DIC analysis showing the von Mises equivalent
strain just before failure. The analysis was performed using the GOM Correlate
software. The red arrow indicates the location of the virtual extensometer.
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Chapter 8
Conclusions and Future Work
A research project on the performance of aluminum partial joint penetration (PJP) groove
welds was undertaken. The project was conceived in response to restrictions and a lack
of guidance on their use in Canadian aluminum structures. First, properties of aluminum
PJP butt welds such as effective weld throat and the extent of the heat affected zone
were examined. The strength of these welds was studied through a comprehensive testing
program making use of advanced measurement technologies and accurate finite element
models. The samples had different degrees of penetration and plate thicknesses and were
made with products from three different fabricators. The weld performance in fatigue
was examined by performing 56 fatigue life tests and developing a linear-elastic fracture
mechanics model, which, aided by the use of finite element analysis, accounted for asym-
metrical crack growth from the weld root. Finally, an extension of this research program
was introduced: applying the models and testing methods to flare bevel welds, a different
kind of partial penetration weld. Overall, the results indicate that although some concerns
arise with their use, PJP welds can provide strong and reliable connections in aluminum
structures. Specific findings are discussed in the following sections of this chapter. Al-
though Canada is a leading producer of aluminum in the world, it remains mostly an
exporter of raw aluminum. Reducing barriers to design, like confusing or inadequate rules,




The findings reached as an outcome of this research program may be separated into four
principal categories, as detailed in the following sections.
8.1.1 Properties of PJP Welds
• The effective throats in samples with the highest specified degrees of penetration
were far below the specified value. This suggests that code limits for groove angle
may not be adequate to ensure proper penetration. A major safety concern occurs
here on the reliability of the welds. Until more information is found on the effective
throat of PJP welds, rigorous ultrasonic testing of the welds may provide confidence
that the adequate effective throat has been reached.
• Although the heat input associated with PJP welds is lower than traditional welds,
the heat affected zone in the base metal spans the entire thickness of the plate and
thus the full HAZ effects must be considered through the thickness.
• Overall, the weld quality varied relatively little by fabricator, regardless of the shield-
ing gas employed or the specific source of materials. The performance of these welds
is relatively insensitive to the procedure used or the individual welder.
8.1.2 Strength of PJP Welds
• The strength of PJP butt welds is entirely determined by the strength of the heat
affected zone. This does not vary according to the groove preparation and with
typical structural alloys, does not depend on the weld filler metal strength.
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• The unwelded area between welds provides significant lateral restraint, which in-
creases the effective strength of the welds. This was confirmed using advanced mea-
surement techniques on laboratory samples and using finite element analysis.
• PJP welds exhibit extremely low ductility when compared to other aluminum weld
types, which renders them unattractive for primary load carrying members.
8.1.3 Fatigue Performance of PJP Welds
• The degree of penetration has relatively little influence over the fatigue performance
of PJP welds when the applied stress is defined over the net weld cross-section, which
confirms that a typical S-N curve design approach is appropriate for these welds.
• According to a statistical analysis, the Category D S-N curve in CSA S157 and the
Aluminum Design Manual could serve as an adequate design curve for PJP welds.
However, for increased safety, it may be advisable to use Category E in more critical
applications. Such an approach would also coincide with the Eurocode 9 detail
category for PJP welds.
• The magnitude of residual stresses in the welds is somewhat unknown. The tests
indicate that only minimal residual stresses are present in the welds; however, this
may be because only small scale samples were used.
• Accidental eccentricities from warping during welding and unequal crack length were
found to have a detrimental effect on the fatigue life as the crack growth is precipitated
to one side.
• The weld roughness at the root did not seem to have a significant effect on fatigue
performance, probably because the lack of penetration creates a far larger global
effect on stress concentration than does localized roughness.
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8.1.4 Flare Bevel Welds
• It is unconservative to simply assume the effective throat of flare bevel welds as equal
to the corner radius. Assuming an effective throat of 5/16 of the corner radius, as is
sometimes done in steel structures, would appear to be conservative.
• Compared to PJP butt welds, the strength of flare bevel welds is expected to be
slightly lower per unit weld area, but with greater ductility. This is likely due to
reduced lateral restraint in the weld.
8.2 Future Work
Many areas requiring further investigation were identified over the course of this research
project. The subjects deemed most important are as follows:
• Expansion of both static and fatigue tests to a wider range of degrees of penetration.
This would allow the confirmation of the adequacy of models on lateral restraint and
on the relative sensitivity of fatigue life to the degree of penetration.
• Investigation into the required groove angle and appropriate welding parameters to
consistently ensure adequate welds.
• Performance of additional fatigue tests on a larger variety of thicknesses. The con-
tradiction between the fracture-mechanics-based model and the test results, where
the model predicted a high sensitivity to plate thickness that was not seen in the
tests results, is perplexing The presence and magnitude of residual stresses and their
effects also require further investigation.
• Expansion of the testing program to different aluminum alloys. Given the large vari-
ety of alloys used in practice, it would be sensible to obtain more certainty about the
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Tabulated Shape Factor Values for
Stress Intensity Factor Calculations
This appendix presents tabulated values used for calculating the stress intensity factor as
explained in Section 5.2.3. These values were calculated using finite element analysis and
a contour integral approach. As a reminder:












Figure A.1: Dimensions used in calculating the J-integral to find Y .
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A.1 Purely Axial Loading with Uncentered Crack
Table A.1: Shape factor Y for crack tip nearer to plate edge (axial)
ρ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ω
0 2.58 1.82 1.49 1.30 1.19 1.11 1.06 1.02 1.01
0.1 2.64 1.85 1.51 1.32 1.20 1.11 1.06 1.03 1.01
0.2 2.71 1.90 1.54 1.34 1.21 1.12 1.06 1.03 1.01
0.3 2.81 1.95 1.58 1.36 1.23 1.13 1.07 1.03 1.01
0.4 2.93 2.03 1.63 1.40 1.25 1.15 1.08 1.03 1.01
0.5 3.10 2.13 1.71 1.45 1.29 1.17 1.09 1.04 1.01
0.6 3.33 2.28 1.81 1.53 1.34 1.21 1.12 1.05 1.01
0.7 3.70 2.52 1.98 1.66 1.44 1.27 1.15 1.07 1.02
0.8 4.34 2.94 2.29 1.89 1.60 1.39 1.23 1.11 1.03
0.9 5.87 3.95 3.03 2.44 2.00 1.67 1.41 1.21 1.06
Table A.2: Shape factor Y for crack tip farther from plate edge (axial)
ρ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ω
0 2.58 1.82 1.49 1.30 1.19 1.11 1.06 1.02 1.01
0.1 2.52 1.78 1.47 1.29 1.18 1.11 1.06 1.02 1.01
0.2 2.47 1.75 1.45 1.28 1.17 1.10 1.06 1.02 1.01
0.3 2.42 1.73 1.43 1.27 1.17 1.10 1.06 1.03 1.01
0.4 2.36 1.70 1.42 1.27 1.17 1.11 1.06 1.03 1.01
0.5 2.31 1.68 1.41 1.27 1.18 1.11 1.07 1.03 1.01
0.6 2.26 1.66 1.41 1.28 1.19 1.13 1.08 1.04 1.01
0.7 2.22 1.65 1.43 1.30 1.21 1.15 1.10 1.05 1.02
0.8 2.19 1.67 1.46 1.35 1.26 1.20 1.13 1.07 1.02
0.9 2.20 1.74 1.57 1.46 1.38 1.29 1.21 1.12 1.05
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A.2 Purely Flexural Loading with Uncentered Crack
Table A.3: Shape factor Y for crack tip nearer to plate edge (bending)
ρ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ω
0 0.78 0.52 0.40 0.32 0.26 0.20 0.15 0.10 0.05
0.1 0.81 0.55 0.43 0.35 0.29 0.24 0.19 0.14 0.10
0.2 0.85 0.58 0.46 0.38 0.33 0.28 0.23 0.19 0.15
0.3 0.90 0.62 0.50 0.42 0.37 0.32 0.28 0.25 0.21
0.4 0.95 0.67 0.55 0.47 0.42 0.38 0.34 0.31 0.28
0.5 1.03 0.73 0.61 0.53 0.48 0.44 0.41 0.38 0.35
0.6 1.14 0.82 0.69 0.61 0.56 0.52 0.49 0.46 0.44
0.7 1.29 0.95 0.80 0.72 0.67 0.62 0.59 0.56 0.54
0.8 1.56 1.16 0.99 0.90 0.83 0.77 0.73 0.69 0.67
0.9 2.18 1.64 1.41 1.27 1.15 1.06 0.97 0.89 0.83
Table A.4: Shape factor Y for crack tip farther from plate edge (bending)
ρ
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ω
0 -0.78 -0.52 -0.40 -0.32 -0.26 -0.20 -0.15 -0.10 -0.05
0.1 -0.75 -0.49 -0.37 -0.29 -0.23 -0.17 -0.11 -0.06 0.00
0.2 -0.72 -0.46 -0.34 -0.26 -0.19 -0.13 -0.07 -0.01 0.05
0.3 -0.68 -0.43 -0.31 -0.22 -0.15 -0.08 -0.02 0.04 0.11
0.4 -0.65 -0.40 -0.27 -0.18 -0.11 -0.03 0.04 0.11 0.18
0.5 -0.61 -0.36 -0.23 -0.14 -0.05 0.02 0.10 0.18 0.25
0.6 -0.57 -0.32 -0.19 -0.08 0.01 0.09 0.17 0.26 0.34
0.7 -0.52 -0.27 -0.13 -0.02 0.08 0.17 0.26 0.35 0.44
0.8 -0.46 -0.21 -0.05 0.07 0.18 0.28 0.38 0.47 0.56
0.9 -0.39 -0.12 0.06 0.20 0.33 0.44 0.55 0.64 0.72





The following are mill test reports from one fabricator which provided both plate and
tubular samples. The first is the report for the plates, with the batch from which the
samples were taken highlighted in yellow. Second is the test report for the tube samples.
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