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Abstract
We initiate the study of representations of elementary abelian p-groups via restrictions to truncated poly-
nomial subalgebras of the group algebra generated by r nilpotent elements, k[t1, . . . , tr ]/(tp1 , . . . , t
p
r ). We
introduce new geometric invariants based on the behavior of modules upon restrictions to such subalgebras.
We also introduce modules of constant radical and socle type generalizing modules of constant Jordan type
and provide several general constructions of modules with these properties. We show that modules of con-
stant radical and socle type lead to families of algebraic vector bundles on Grassmannians and illustrate our
theory with numerous examples.
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Quillen’s fundamental ideas on applying geometry to the study of group cohomology in posi-
tive characteristic [25] opened the door to many exciting developments in both cohomology and
modular representation theory. Cyclic shifted subgroups, the prototypes of the rank r shifted sub-
groups studied in this paper, were introduced by Dade in [14] and quickly became the subject
of an intense study. In [1], Avrunin and Scott proved the conjecture of the first author tying the
cohomological support variety originating from Quillen’s approach with the variety of shifted
subgroups (rank variety) introduced in [8].
These ideas were successfully applied to restricted Lie algebras [15] and, more generally,
infinitesimal group schemes [27,28] yielding many surprising geometric results which also un-
derline the very different nature of infinitesimal group schemes and finite groups. Nonetheless,
in [16,17], the second and third authors found a unifying tool, called π -points, that allowed
the generalization of cyclic shifted subgroups and Avrunin–Scott’s theorem to any finite group
scheme.
In a surprising twist, the π -point approach has led to new discoveries even for elementary
abelian p-groups, the context in which cyclic shifted subgroups were originally introduced.
Among these, the most relevant to the present paper are modules of constant Jordan type [11] and
the connection between such modules and algebraic vector bundles on projective varieties [19]
(see also [5] and [3] for a treatment specific to elementary abelian p-groups).
Equipped with the understanding of the versatility as well as the limits of cyclic shifted sub-
groups, we set out on the quest of studying modular representations via their restrictions to rank
r shifted subgroups. Following the original course of the development of the theory, we devote
this paper entirely to modular representations of an elementary abelian p-group E over an al-
gebraically closed field k of positive characteristic p. A rank r shifted subgroup of the group
algebra kE is a subalgebra C ⊂ kE isomorphic to a group algebra of an elementary abelian
p-group of rank r , for 1  r < n, with the property that kE is free as a C-module. For an E-
module M , we consider restrictions of M to such subalgebras C of kE. The concept of a “shifted
subgroup” exists in the literature (see, e.g., [2]) but no systematic study of such restrictions has
been undertaken for r > 1.
Throughout the paper, we choose an n-dimensional linear subspace V ⊂ Rad(kE) which gives
a splitting of the projection Rad(kE) → Rad(kE)/Rad2(kE). Once such a V is fixed, we con-
sider only the rank r shifted subgroups which are determined by a linear subspace of V. Such
shifted subgroups are naturally parametrized by the Grassmann variety Grass(r,V) of r-planes
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of the invariants we introduce do not depend on the choice of V.
The paper naturally splits into two parts. In the first part which occupies Sections 1 through 5,
we introduce new geometric and numerical invariants for modules arising from their restrictions
to rank r shifted subgroups and then construct many examples to reveal some of the interesting
behavior of these invariants. We show how to associate subvarieties of Grass(r,V) to a finite di-
mensional kE-module M ; for r = 1, these subvarieties are refinements of the rank variety of M .
In the second half of the paper we construct and study algebraic vector bundles on Grass(r,V)
associated to certain kE-modules, extending the construction for r = 1 first introduced in [19].
Whereas the isomorphism type of a k[t]/tp-module M is specified by a p-tuple of integers
(the Jordan type of M), there is no such classification for r > 1. Indeed, except in the very special
case in which p = 2 = r , the category of finite dimensional C  k[t1, . . . , tr ]/(tp1 , . . . , tpr )-
modules is wild. For r  1, we consider dimensions of C-socles and C-radicals of a given
kE-module M as C ranges over rank r shifted subgroups of kE. For r = 1, this numerical
data is equivalent to the Jordan type of M . Although these ranks do not determine the isomor-
phism types of the restrictions of a given kE-module M for r > 1, they do provide intriguing
new invariants for M .
Extending our earlier investigations of kE-modules of constant Jordan type, we formulate
in (3.1) and then study the condition on a kE-module M that it has constant r-radical type or
constant r-socle type. We introduce invariants for kE-modules which do not have constant r-
radical type (or constant r-socle type). Our simplest invariant, a straightforward generalization
of the rank variety of a kE-module M , is the r-rank variety Grass(r,V)M ⊂ Grass(r,V). More
elaborate geometric invariants, also closed subvarieties of Grass(r,V), extend the generalized
support varieties of [18].
The generalization to r > 1 raises many interesting questions for which we have only partial
answers. For example, even though the rank r shifted subgroups are parametrized by Grass(r,V),
for r > 1 the Zariski topology on this Grassmannian is not easily obtained from the representa-
tion theory of kE. This stands in stark contrast with the situation for r = 1 where the realization
theorem asserts that any closed subvariety of the support variety of a finite group G is real-
ized as a support (equivalently, rank) variety of some finite dimensional representation of G as
proved in [9]. For r = 1, Avrunin–Scott’s theorem says that the rank variety of a kE-module
M has an interpretation in terms of the action of H∗(kE, k) on Ext∗kE(M,M); we know of no
such cohomological interpretation for r > 1. Theorem 2.9 is a partial generalization to r  1 of
the fundamental theorem of [21] concerning maximal Jordan type, yet we do not have the full
generalization to all radical ranks.
We verify that the classes of kE-modules of constant r-radical type or constant r-socle type
share some of the good properties of the class of modules of constant Jordan type. Informed by a
variety of examples, we develop some sense of the complicated nature and independence of the
condition of being of constant socle versus radical type. Many of our examples have very rich
symmetries and, hence, have constant r-radical type and r-socle type for all r , 1  r < n. On
the other hand, in Section 4 we introduce modules arising from quantum complete intersections
which have much less symmetry and, therefore, much more intricate properties. In particular,
we exhibit kE-modules which have constant 2-radical type but not constant 2-socle type. Using
Carlson modules Lζ in Section 5, we produce examples of modules which have constant r-
radical type for a given r , 1 < r < n, but not constant s-radical type for any s, 1  s < r . We
also construct modules which have constant s-radical type all s, 1 s < r < n, but not constant
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radical types lead to examples of constant socle types.
The second part of the paper is dedicated to the construction of algebraic vector bundles
on Grass(r,V) associated to kE-modules of constant r-radical type or constant r-socle type
(and, more generally, to kE-modules of constant r-Radj -rank or constant r-Socj -rank for j ,
1 j  r(p − 1), as defined in (3.1)). All are associated to images or kernels of the restrictions
of the kE-module M to rank r shifted subgroups C ⊂ kE indexed by points of Grass(r,V). We
construct these bundles using various complementary techniques:
(1) patching images or kernels of local operators on standard affine open subsets of Grass(r,V)
(Section 6.1);
(2) applying equivariant descent to images or kernels of global operators on Stiefel varieties over
Grass(r,V) (Section 7);
(3) investigating explicit actions on graded modules over the homogeneous coordinate ring of
Grass(r,V) generated by Plücker coordinates (Section 8).
We mention a few specific results of this paper. In Section 1, we investigate the generalization
Grass(r,V)M ⊂ Grass(r,V) of the classical rank variety of a kE-module M ; the choice of V ⊂
Rad(kE) is less restrictive than the classical choice of a basis of Rad(kE) modulo Rad2(kE). As
shown in Corollary 2.5, Grass(r,V)M ⊂ Grass(r,V) and its refinements are closed subvarieties
of Grass(r,V); moreover, in Corollary 2.10, we show that Grass(r,V)M is essentially dependent
only upon M and not upon a choice of V ⊂ Rad(kE). In Section 3, we consider various classes
of modules which have constant r-radical type and constant r-socle type for all r . The examples
of Sections 4 and 5 reveal some of the subtle possibilities for restrictions of kE-modules to
rank r shifted subgroups C of kE. The quantum complete intersections of Section 4 are perhaps
new, and certainly not fully understood. The Carlson modules Lζ of Section 5 show a surprising
variability of behavior.
Section 6 contains two constructions of bundles arising from modules of constant socle or
radical type. In Proposition 6.1, we show that kernels and images of some local operators defined
via explicit equations on principal affine opens of Grass(r,V) patch together to give globally
defined coherent sheaves associated to a given kE-module M , Ker(M) and Im(M). Theo-
rem 6.2 proves that starting with a kE-module of constant socle or radical type we get a locally
free sheaf (equivalently, an algebraic vector bundle) on Grass(r,V). Finally, in Theorem 6.8,
we prove that the local construction of bundles coincides with the construction by equivariant
descent as described in Section 6.2.
In Section 7, we concentrate on algebraic vector bundles on Grass(r,V) associated to various
GLn-equivariant kE-modules introduced in Definition 3.5. For such kE-modules, Theorem 7.6
provides a useful method of determining their associated vector bundles on Grass(r,V) using a
standard construction from the representation theory of reductive algebraic groups. We find that
many familiar vector bundles on Grass(r,V) arise in this manner and fill the second half of Sec-
tion 7 with examples. To demonstrate the explicit nature of our techniques, we show in Section 8
how to calculate (typically, with the aid of a computer) “generators” of kernel bundles arising
from homogeneous elements of graded modules over the homogeneous coordinate algebra of
Grass(r,V).
Appendix A, written by the first author, shows how one can calculate explicitly generalized
rank varieties for small examples using MAGMA. Any reader interested in obtaining the pro-
grams used for calculations should contact the first author.
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1. The r-rank variety Grass(r,V)M
Throughout this section, E is an elementary abelian p-group of rank n  1 and r is a
fixed integer satisfying 1  r  n. Recall that the group algebra kE is isomorphic to the trun-
cated polynomial algebra k[x1, . . . , xn]/(xp1 , . . . , xpn ). We choose a subspace V ⊂ Rad(kE)
of the radical of kE with the property that V is a choice of splitting of the projection
Rad(kE) → Rad(kE)/Rad2(kE); in other words, the composition ρV :V → Rad(kE) →
Rad(kE)/Rad2(kE) is an isomorphism. Observe that if W ⊂ Rad(kE) is another choice of split-
ting, then there is a unique map ψ :V → W such that ρW ◦ψ = ρV; that is, the following diagram
commutes:
V
ρV
ψ
W
ρW
Rad(kE)
Rad2(kE)
Our choice of V ⊂ Rad(kE) provides an identification
S∗(V)/
〈
vp, v ∈ V〉∼= kE (1.0.1)
which we employ throughout this paper.
For r = 1, rank varieties were originally defined in terms of a choice of V ⊂ Rad(kE) together
with a choice of ordered basis for V; these r = 1 rank varieties have an interpretation in terms
of cohomology, and thus are independent of such choices. More refined support varieties for
r = 1 are also independent of such choices, thanks to results of [21]. For r > 1, we do not have
a cohomological interpretation of r-rank varieties, so that we take some care in establishing
invariance properties. In particular, we consistently avoid specifying an ordered basis of V.
We consider r-planes U ⊂ V (i.e., subspaces of the k-vector space V of dimension r). We
recall the projective algebraic variety Grass(r,V) whose (closed) points are r-planes of V. We
construct this Grassmannian by fixing some r-plane U0 ⊂ V and considering the set of k-linear
maps of maximal rank
Homk(U0,V)o ⊂ Homk(U0,V); (1.0.2)
then
Grass(r,V) ≡ GL(V)/Stab(U0) ∼= Homk(U0,V)o/GL(U0).
In particular, we observe for later use that there is a natural transitive (left) action of GL(V) on
Grass(r,V). We view Homk(U0,V)o → Grass(r,V) as the principal GL(U0)-bundle whose fiber
above an r-plane U ∈ Grass(r,V) consists of vector space bases of U . Provide V with an ordered
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with the affine space Anr . Then Grass(r,V) is given the identification
Grassn,r ≡ GLn /Pr,n−r ∼= Mon,r/GLr , (1.0.3)
where Mn,r is the affine space of n× r-matrices, where Mon,r ⊂ Mn,r consists of those matrices
of rank r , and where Pr,n−r  Stab(U0) is the standard parabolic subgroup stabilizing the vector
[1, . . . ,1︸ ︷︷ ︸
r
,0, . . . ,0] in the standard representation of GLn.
We employ the Plücker embedding p : Grass(r,V) ↪→ P(Λr(V)) of Grass(r,V), providing
Grass(r,V) with the structure of a closed subvariety of projective space. Once we choose an
ordered basis for V, this embedding can be described explicitly as follows. The inclusion (1.0.2)
becomes Mon,r ⊂ Mn,r . For any subset Σ ⊂ {1, . . . , n} of cardinality r , the Σ -submatrix of an
n × r-matrix A ∈ Mn,r is the r × r-matrix obtained by removing all rows indexed by numbers
not in Σ . The Plücker coordinates {pΣ(U)} of the r-plane U ∈ GLn /Pr,n−r are the entries of
the ordered
(
n
r
)
-tuple (well defined up to scalar multiple) obtained by taking any matrix A ∈ GLn
representing U and setting pΣ(U) equal to the determinant of the Σ -submatrix of A. In these
terms, the Plücker embedding becomes
p : Grassn,r ↪→ P(nr)−1, U 
→
[
pΣ(AU)
]
. (1.0.4)
The homogeneous coordinate ring of the Grassmannian can be written as the quotient of the
polynomial ring on
(
n
r
)
variables {pΣ } by the homogeneous ideal generated by standard Plücker
relations.
We investigate kE-modules by considering their restrictions along flat maps
k[t1, . . . , tr ]/
(
t
p
i
)→ kE,
where we use k[t1, . . . , tr ]/(tpi ) to denote k[t1, . . . , tr ]/(tp1 , . . . , tpr ). To give such a map is
to choose an ordered r-tuple of elements of Rad(kE) which are linearly independent mod-
ulo Rad2(kE). We formulate our consideration so that our maps are parametrized by U ∈
Grass(r,V).
For any r-plane U ∈ Grass(r,V), we define the finite dimensional commutative k-algebra
C(U) ≡ S∗(U)/〈up, u ∈ U 〉 k[t1, . . . , tr ]/(tpi )
to be the quotient of the symmetric algebra S∗(U) by the ideal generated by pth powers of
elements of U ⊂ S∗(U). We naturally associate to each U ∈ Grass(r,V) the map of k-algebras
αU :C(U) → kE (1.0.5)
induced by S∗(U) → S∗(V), the projection S∗(V) → S∗(V)/〈vp, v ∈ V〉, and the identification
of (1.0.1).
The following characterization of flatness for certain maps of k-algebras applies in particular
to show that αU is flat. The essence of the proof of this fact (for r = 1) is present in [8]. Recall
that a finitely generated module over a commutative, local ring (such as C) is flat if and only if it
is free. If α :C → A is a homomorphism of k-algebras and M is a C-module, then we denote by
α∗(M) the restriction of M along α.
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α :C ≡ k[t1, . . . , tr ]/
(
t
p
1 , . . . , t
p
r
)→ k[x1, . . . , xn]/(xp1 , . . . , xpn )≡ A.
The map α is flat as a map of C-modules if and only if the images of α(t1), . . . , α(tr ) in
Rad(A)/Rad2(A) are linearly independent.
Proof. We first consider the case r = 1 so that C = k[t1]/tp1 . Write
α′ :C → A, α′(t1) def= a1x1 + · · · + anxn ≡ α(t1) mod Rad2(A).
By [10, 9.5.10] or [16, 2.2], A is a free C-module with respect to α :C → A if and only if α(t1)
acts freely on A if and only if A is a free C-module with respect to α′ :C → A. Hence, we may
replace α by α′. Applying a linear automorphism to A which maps α(t1) to x1, we may assume
that α(t1) = x1. For A, given the structure of a C-module through such a map α, it is clear that
A is free as a C-module.
We now assume r > 1 and equip A with the structure of a C-module through the given k-
algebra homomorphism α :C → A. By Dade’s Lemma [14], [17, 5.3], A is free as a C-module
if and only if β∗(A) is free as a k[t]/tp-module for every non-zero k-algebra homomorphism
β : k[t]/tp → C, β(t) = b1t1 + · · · + br tr = 0.
Applying the case r = 1, A is free as a C-module if and only if α ◦β(t) ≡ 0 mod Rad2(A) for all
(non-zero) β which is the case if and only if the images of α(t1), . . . , α(tr ) in Rad(A)/Rad2(A)
are linearly independent. 
We now introduce the r-rank variety of a finite dimensional kE-module M .
Definition 1.2. For any finite dimensional kE-module M , we denote by
Grass(r,V)M ⊂ Grass(r,V)
the set of those r-planes U ∈ Grass(r,V) with the property that α∗U(M) is not a free C(U)-
module (where αU is given in (1.0.5)). We say that Grass(r,V)M is the r-rank variety of M .
Remark 1.3. As shown in Corollary 2.10, Grass(r,V)M is independent of the choice of V
in the sense that if W ⊂ Rad(A) is another choice of splitting for the projection Rad(A) →
Rad(A)/Rad2(A), then the unique isomorphism ψ :V → W commuting with the projections to
Rad(A)/Rad2(A) induces an isomorphism Ψ : Grass(r,V)M ∼−→ Grassr (W)M .
The following interpretation of Grass(r,V)M in terms of classical (i.e., r = 1) rank varieties
follows immediately from Dade’s Lemma asserting that a C-module N is free if and only if
β∗(N) is a free k[t]/tp-algebra for every β : k[t]/tp → C, with β(t) = b1t1 + · · · + br tr = 0.
Proposition 1.4. For any finite dimensional kE-module M and any r-plane U ∈ Grass(r,V),
Grass(r,V)M =
{
U ∈ Grass(r,V); Grass(1,U)α∗U (M) = ∅
}
.
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ering by affine pieces UΣ  A(n−r)r , the GLr -orbits of matrices A = (aij ) such that pΣ(A) = 0,
UΣ ≡ p−1
(
P(
n
r)−1\Z(pΣ)
)⊂ Grassn,r .
We consider the section of Mon,r → Grassn,r over UΣ defined by sending a GLr -orbit to its unique
representative such that the Σ -submatrix is the identity matrix.
Suppose that Σ = {i1, . . . , ir } with i1 < · · · < ir . Our choice of section identifies k[UΣ ] with
the quotient
k[Mn,r ] = k[Yi,j ]1in,1jr → k
[
YΣi,j
]
i /∈Σ,1jr = k[UΣ ] (1.4.1)
sending Yi,j to 1, if i = ij ∈ Σ ; to 0 if i = ij ′ ∈ Σ and j = j ′; and to YΣi,j otherwise. For
notational convenience, we set YΣi,j equal to 1, if i ∈ Σ and i = ij , and we set YΣi,j = 0 if i =
ij ′ ∈ Σ and j = j ′.
Definition 1.5. For any Σ = {i1, . . . , ir } with i1 < · · ·< ir , we define the map of k[UΣ ]-algebras
αΣ :C ⊗ k[UΣ ] = k[t1, . . . , tr ]/
(
t
p
i
)⊗ k[UΣ ] → k[x1, . . . , xn]/(xpi )⊗ k[UΣ ] = kE ⊗ k[UΣ ]
via
tj 
→
n∑
i=1
xi ⊗ YΣi,j .
Pick a basis for V and choose U0 to be the span of the first r basis elements. For any U ∈ UΣ ⊂
Grass(r,V), these choices enable us to identify αU :C(U) → kE with the result of specializing
αΣ by setting the variables YΣi,j to values ai,j ∈ k, where AU = (ai,j ) ∈ Mn,r is the unique
representation of U whose Σ -submatrix is the identity.
Proposition 1.6. For any finite dimensional A-module M , Grass(r,V)M ⊂ Grass(r,V) is a
closed subvariety.
Proof. It suffices to pick an ordered basis for V and thus work with Grassn,r . It further suffices
to show that for any Σ ⊂ {1, . . . , n} of cardinality r ,
UΣ ∩ (Grassn,r )M ⊂ UΣ
is closed. Having made a choice of ordered basis for V and a choice of Σ with U ∈ UΣ , we may
identify C(U) with C = k[t1, . . . , tr ]/(tpi ) and thus identify αU as a map of the form αU :C →
kE. The condition that the finite dimensional C-module α∗U(M) is not free is equivalent to the
condition that
dim
(
Rad
(
α∗U(M)
))
<
pr − 1
r
· dim(M). (1.6.1)
p
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r∑
i=1
αΣ(ti) :
(
M ⊗ k[UΣ ]
)⊕r → M ⊗ k[UΣ ]. (1.6.2)
Denote by Φ(M) ∈ Mm,rm(k[UΣ ]) the associated matrix, where m = dimM . The rank of the
specialization of Φ(M) at some point of U ∈ UΣ equals the dimension of Rad(C) · α∗UM ,
rk
(
Φ(M)⊗k[UΣ ] k
)= dim(Rad(α∗U(M))), (1.6.3)
where k[UΣ ] → k is evaluation at U represented by AU ∈ Mn,r with Σ -submatrix equal to the
identity.
The fact that (1.6.1) is a closed condition follows immediately from the lower semi-continuity
of rk(Φ(M)) as a function on UΣ . 
Remark 1.7. Proposition 1.6 follows almost immediately from Proposition 1.4. Indeed, Propo-
sition 1.4 states that Grass(r,V)M is the locus of all r-planes in Pn−1 meeting the projectivized
support variety of M non-trivially. Hence, it is a closed subvariety in Grass(r,V) (see, for exam-
ple, [22, 6.14]). We chose to give a self-contained proof since it will play a role in the proof of
Theorem 2.4.
Example 1.8. Suppose that n = 4, and choose [x1, x2, x3, x4] spanning V ⊂ Rad(kE) deter-
mining an (ordered) basis for Rad(kE)/Rad2(kE). Take r = 2. Set M = kE/(x1, x2). Then
(Grass4,2)M consists of all 2-planes which intersect non-trivially the plane 〈x1, x2〉 spanned by
x1 and x2. Namely, α∗UM is a free C = k[t1, t2]/(tp1 , tp2 )-module if and only if the 2-plane U ⊂ V
does not intersect 〈x1, x2〉. Take u1 =∑4j=1 u1,j xj , u2 =∑4j=1 u2,j xj spanning U . Then U does
not intersect 〈x1, x2〉 if and only if the vectors {x1, x2, u1, u2} span V. This is equivalent to non-
singularity of the matrix
⎛⎜⎝
1 0 0 0
0 1 0 0
u11 u12 u13 u14
u21 u22 u23 u24
⎞⎟⎠ .
Hence, in Plücker coordinates, (Grass4,2)M is the zero locus of p{3,4} = u13u24 − u23u14 = 0.
For r = 1, Grass(1,V)M ⊂ Grass(1,V)  Pn−1 can be naturally identified with the projec-
tivized support variety of the kE-module M (see [10]). The following proposition extends to all
r  1 various familiar properties of support varieties. As usual, Ωs(M) is the name of the sth
syzygy or sth Heller shift of the kE-module M . (We also use this notation for the Heller shift
of any C-module, where C is a commutative k-algebra of the form k[t1, . . . , tr ]/(tpi ).) Recall
that Ω(M) is the kernel of a projective cover Q → M of M , and Ω−1(M) is the cokernel of an
injective hull M → I . Then inductively,
Ωs(M) = Ω(Ωs−1(M)), Ω−s(M) = Ω−1(Ω−s+1(M)), s > 1. (1.8.1)
2994 J.F. Carlson et al. / Advances in Mathematics 229 (2012) 2985–3051Proposition 1.9. Let M and N be finite dimensional kE-modules, and fix an integer r  1.
(1) M is projective as a kE-module if and only if Grass(r,V)M = ∅.
(2) Grass(r,V)M⊕N = Grass(r,V)M ∪ Grass(r,V)N .
(3) Grass(r,V)Ωi(M) = Grass(r,V)M for any i ∈ Z.
(4) If 0 → M1 → M2 → M3 → 0 is an exact sequence of kE-modules, then
Grass(r,V)M2 ⊂ Grass(r,V)M1 ∪ Grass(r,V)M3 .
(5) Grass(r,V)M⊗N ⊂ Grass(r,V)M ∩ Grass(r,V)N .
Proof. The assertion (1) follows from Proposition 1.4 together with Dade’s Lemma. Assertion
(2) is immediate. The assertion (3) follows from Proposition 1.4, the observation that the restric-
tion of Ωi(M) along some αU :C(U) → kE is stably isomorphic to the ith Heller shift of the
restriction of M along αU , and the corresponding result for r = 1.
To prove (4), we first observe that if the restrictions along αU of both M1 and M3 are free,
then the pull-back along αU of 0 → M1 → M2 → M3 → 0 splits and thus M2 is also free.
Complicating the proof of (5) is the fact that, in general, the restriction functor along αU does
not commute with tensor products, for the tensor product operation depends upon on the choice
of Hopf algebra structure. We use the fact proved in [8] (see also [17]), that
Grass(1,V)M⊗N = Grass(1,V)M ∩ Grass(1,V)N , (1.9.1)
without regard to Hopf algebra structures. If U is in Grass(r,V)M⊗N , then α∗U(M ⊗ N) is
not a free module. So there exists β : k[t]/(tp) → C(U) such that β∗(α∗U(M ⊗ N)) is not
a free k[t]/tp-module. Consequently, the line W ∈ Grass(1,V) generated by α(β(t)) is in
Grass(1,V)M⊗N . Thus, the line W ′ ⊂ U generated by β(t) is in Grass(1,U)α∗U (M⊗N). By (1.9.1)
(with V replaced by U ), W ′ is in both Grass(1,U)α∗U (M) and Grass(1,U)α∗U (N). Therefore, nei-
ther α∗U(M) nor α∗U(N) is free, so that U ∈ Grass(r,V)M ∩ Grass(r,V)N . 
Example 1.10. The reverse inclusion of Proposition 1.9(4) does not hold if r  2. Retain the
notation of Example 1.8. Let U = 〈x1, x2〉 ⊂ V, and let M = kE/(x1) and N = kE/(x2). Then
M ⊗ N is a free kE-module so that Grass(2,V)M⊗N = ∅; however, neither α∗U(M) nor α∗U(N)
is free as a C(U)-module, so that U ∈ Grass(2,V)M ∩ Grass(2,V)N .
To end this section, we observe that it is not possible, in general, to realize all of the closed
sets of Grass(2,V) as 2-support varieties of kE-modules. This contrasts with the case r = 1:
every closed subvariety of the usual support variety Grass(1,V) is the support variety of a tensor
product of Carlson modules Lζ for suitably chosen cohomology classes ζ ∈ H∗(kE, k) [9].
Example 1.11. Take n = 3, so that Grass(2,V)  P2. Recall that the complexity of a kE-module
M is the dimension of the affine support variety of M (whose projectivization is Grass(1,V)M ).
• If M has complexity 0, then M is projective and Grass(2,V)M = ∅.
• If M has complexity 1, then the affine support variety of M is a finite union of lines. Under
the identification Grass(2,V)  P2, the subvariety of planes U ∈ Grass(2,V) containing a
given line is a line in P2. By Proposition 1.4, Grass(2,V)M consists of those U ∈ V such
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the subsets in Grass(2,V)  P2 of the form Grass(2,V)M for M of complexity 1 are finite
unions of lines.
• If M has complexity 2 or 3, then there are no 2-planes in V which fail to intersect
Grass(1,V). Consequently, Grass(2,V)M = Grass(2,V).
Hence, the closed subsets of Grass(2,V) of the form Grass(2,V)M do not generate the Zariski
topology of Grass(2,V).
2. Radicals and socles
We retain the notation of Section 1: E is an elementary abelian p-group of rank n and V ⊂
Rad(kE) is a splitting of the projection Rad(kE) → Rad(kE)/Rad2(kE). As in Definition 2.1,
for a given kE-module M we consider radicals and socles with respect to rank r elementary
subgroups parametrized by U ∈ Grass(r,V). The dimensions of these radicals and socles are
numerical invariants which in some sense are the extension to r > 1 of the Jordan type of a
kE-module at a cyclic shifted subgroup (or the Jordan type of a u(g)-module at a 1-parameter
subgroup of a p-restricted Lie algebra g).
Definition 2.1. Let M be a kE-module, U ∈ Grass(r,V) be an r-plane of V, and take αU as
in (1.0.5). We define
RadU(M) ≡ Rad
(
α∗U(M)
)=∑
u∈U
u ·M,
SocU(M) ≡ Soc
(
α∗U(M)
)= {m ∈ M | u ·m = 0 ∀u ∈ U},
the radical and socle of M as a C(U)-module. For j > 1, we inductively define the kE-
submodules of M
RadjU (N) = RadU
(
Radj−1U (M)
)
and
SocjU (M) =
{
m ∈ M ∣∣m ∈ SocU(M)/Socj−1U (M)}.
Thus, if {u1, . . . , ur} spans U and if Sj (u1, . . . , ur ) ⊂ Rad(kE) denotes the subspace gener-
ated by all monomials on {u1, . . . , ur} of degree j , then
RadjU (M) =
∑
s∈Sj (u1,...,ur )
s ·M (2.1.1)
and
SocjU (M) =
{
m ∈ M ∣∣ s ·m = 0 for all s ∈ Sj (u1, . . . , ur )}. (2.1.2)
The commutativity of E implies that each RadjU (M) and each Soc
j
U (M) is a kE-submodule
of M .
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f # :M# → L# the induced map of A-modules and denote by L⊥ ≡ Ker{f #}. Explicitly, the
action of A on M# is given by sending a ∈ A,φ :M → k to
a · φ :M → k, (a · φ)(m) = φ(ι(a)(m)),
where ι :A → A is the antipode of A; thus, the A-module structures on M# and L⊥ depend upon
the Hopf algebra structure on A, not just the structure of A as an algebra.
Although we assume throughout this paper that kE is equipped with the Hopf algebra struc-
ture which is primitively generated (so that kE is viewed as a quotient of the primitively gener-
ated Hopf algebra S∗(V)), the following proposition is formulated to apply as well to the usual
group-like Hopf algebra structure of kE.
For the automorphism ι : kE → kE defined by the antipode of kE, and a kE-module M , we
denote by ι(M) the kE-module M twisted by ι. That is, M coincides with ι(M) as a vector
space but an element x ∈ kE acts on ι(M) as ι(x) acts on M . We denote an element of ι(M)
corresponding to m ∈ M by ι(m).
Proposition 2.2. Choose any Hopf algebra structure on kE, and let ι be the antipode of this
structure. For any kE-module M , let ι(M) denote the kE-module which coincides with ι(M) as
a k-vector space and such that x ∈ kE acts on m ∈ ι(M) as ι(x) ·m.
For any U ∈ Grass(r,V) and any j  1, there are natural isomorphisms of kE-modules
SocjU
(
ι(M)
)#  (RadjU (M))⊥, RadjU (ι(M))#  (SocjU (M))⊥. (2.2.1)
Proof. Choose a basis {u1, . . . , ur} for U . An element ι(f ) in ι(M#) is in SocjU (ι(M#)) if and
only if for any monomial s of degree j in the elements u1, . . . , ur , we have that s · ι(f ) = 0. This
happens if and only if for any such s and any m in M , (s · ι(f ))(m) = (ι(s)f )(m) = f (sm) = 0.
In turn, this can happen if and only if f vanishes on RadjU (M). This proves the first equality; the
proof of the second is similar. 
We introduce refinements of the r-rank variety Grass(r,V)M , thereby extending to r > 1 the
generalized support varieties of [18].
Definition 2.3. Let M be a finite dimensional kE-module, and let j be a positive integer. We
define the non-maximal r-radical support variety of M , Radj (r,V)M ⊂ Grass(r,V), to be
Radj (r,V)M ≡
{
U ∈ Grass(r,V)
∣∣∣ dim RadjU (M) < max
U ′∈Grass(r,V)
dim Radj
U ′(M)
}
.
Similarly, we define the non-minimal r-socle support variety of M , Socj (r,V)M ⊂ Grass(r,V),
to be
Socj (r,V)M ≡
{
U ∈ Grass(r,V)
∣∣∣ dim SocjU (M) > min
U ′∈Grass(r,V)
dim Socj
U ′(M)
}
.
For j = 1, we simplify this notation by writing
Rad(r,V)M = Rad1(r,V)M, Soc(r,V)M = Soc1(r,V)M.
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Proposition 1.6.
Theorem 2.4. Let M be a finite dimensional kE-module. For any j , the function
U ∈ Grass(r,V) 
→ fM,j (U) ≡ dim RadjU (M)
is lower semi-continuous: in other words, there is a (Zariski) open subset U ⊂ Grass(r,V) of U
such that fM,j (U) fM,j (U ′) for all U ′ ∈ U .
Similarly, for any j the function
U ∈ Grass(r,V) 
→ gM,j (U) ≡ dim SocjU (M)
is upper semi-continuous.
Proof. As in the proof of Proposition 1.6, we may equip V with an ordered basis, replacing
Grass(r,V) by Grassn,r . It suffices to restrict to affine open subsets UΣ ⊂ Grass(r,V). Recall the
notation Sj (t1, . . . , tr ) ⊂ C for the linear subspace generated by all monomials on {t1, . . . , tr} of
degree j , and let d(j) = dimSj (t1, . . . , tr ). We replace the map (1.6.2) by∑
d1+···+dr=j
0di<p
αΣ(t1)
d1 · · ·αΣ(tr )dr :
(
M ⊗ k[UΣ ]
)⊕d(j) → M ⊗ k[UΣ ]. (2.4.1)
Let Φj(M) ∈ Mm,d(j)m(k[UΣ ]) denote the associated matrix, where m = dimM . Then, as for
(1.6.3) with the same notation, we have the equality
rk
(
Φj(M)⊗k[UΣ ] k
)= dim(Radj (C) · α∗U(M)). (2.4.2)
The lower semi-continuity of U 
→ fM,j (U) now follows immediately from the lower semi-
continuity of Φj(M) as a function on UΣ .
The upper semi-continuity for U 
→ gM,j (U) is a consequence of lower semi-continuity for
U 
→ fM#,j (U) and Proposition 2.2. 
As an immediate corollary of Theorem 2.4, we conclude that the subsets introduced in Defi-
nition 2.3 are Zariski closed subvarieties of Grass(r,V).
Corollary 2.5. For any finite dimensional kE-module M , and any positive integer j , Radj (r,V)M
and Socj (r,V)M are Zariski closed subsets of Grass(r,V).
The reader should observe that the polynomial equations expressing the non-maximality of
fM,j (U) must be expressible in terms of homogeneous polynomials in the Plücker coordinates.
This fact is exploited in Appendix A, where some computer calculations of non-minimal r-socle
support varieties are presented.
Example 2.6. We return to Example 1.8, in which n = 4 and [x1, x2, x3, x4] is an ordered basis
of some V ⊂ Rad(kE) splitting the projection Rad(kE) → Rad(kE)/Rad2(kE). As in Exam-
ple 1.8, we take M = kE/〈x1, x2〉.
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Grass(2,V)M .
Now, set r = 3. We have Grass(3,V)  P3. Let 〈x1, x2〉 ⊂ V be the 2-plane spanned by
x1, x2. Observe that the module M has dimension p2. Let U ⊂ V be any 3-plane in V.
Then RadU M ⊂ M has codimension p if 〈x1, x2〉 ⊂ U and codimension 1 otherwise. Hence,
Rad(3,V)M = ∅; indeed, Rad(3,V)M consists of all 3-planes which contain 〈x1, x2〉. In Plücker
coordinates Rad(3,V)M is given as the zero locus of the equations p{1,3,4} = 0 = p{2,3,4}.
Our next example is more complicated and uses the identification of the rank variety
Grass(1,V) with Proj H∗(E, k).
Example 2.7. Choose some V ⊂ Rad(kE) splitting the projection Rad(kE) → Rad(kE)/
Rad2(kE), and assume that p = 2, r = 2. Let ζ ∈ Hm(E,k) be a non-trivial homogeneous co-
homology class of positive degree m. Let ζ :Ωm(k) → k be the cocycle representing ζ and let
Lζ denote the kernel of the module map ζ (investigated in detail in Section 5). Recall that the
support variety of Lζ may be identified with the zero locus of ζ , Z(ζ ) ⊂ Spec H∗(E, k) (see [9]).
There are two possibilities for the restriction of Lζ along αU :C → kE for U ∈ Grass(2,V)
(see Lemma 5.4): [
α∗(M)  Lα∗(ζ ) ⊕Cs if α∗(ζ ) = 0,
α∗(M)  Ωm(kC)⊕Ω(kC)⊕Cs−1 if α∗(ζ ) = 0,
where 2m + 1 + 4s = dim(Ωm(k)). In particular, Grass(2,V)Lζ = Grass(2,V). Since C 
k(Z/2 × Z/2), we can compute dim Rad(Ωm(kC)) = dim(Lα∗(ζ )) = m and dim Rad(C) = 3
(see [23]). Hence, if α∗(ζ ) = 0, dim RadU(Lζ ) = 3s +m while for α∗(ζ ) = 0, dim RadU(Lζ ) =
3(s − 1)+m+ 1. It follows that Rad(2,V)Lζ = ∅, with Rad(2,V)Lζ consisting of exactly those
2-planes that are contained in Z(ζ ). We can compute further that dim Rad2U(Lζ ) = s in the first
case and s − 1 in the second. Hence,
Rad2(2,V)Lζ = Rad(2,V)Lζ = ∅.
Finally, we find a curious thing happens when we consider socles. The point is that
dim SocU(Lζ ) = s + m in both cases. Hence, Soc(2,V)Lζ = ∅, so that Lζ has constant 2-
Soc-rank in the terminology of Section 3. However, dim Soc2U(Lζ ) = 3s + 2m if α∗(ζ ) = 0
and 3s + 2m + 1 otherwise. Consequently, Soc2(2,V)Lζ is the same as the radical variety
Rad(2,V)Lζ . Thus,
Soc2(2,V)Lζ = Soc(2,V)Lζ = ∅.
By taking duals, we can get a module M with the property that Rad(2,V)M = ∅ and
Rad2(2,V)M is a proper non-trivial subvariety of Grass(2,V).
We conclude this section with a consideration of the dependence of the dimension of radicals
on the choice of V, continuing the investigation of [21]. Our statements are given for radicals,
but using Proposition 2.2 one immediately gets similar statements for socles.
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radical rank at the r-plane V ∈ Grass(r,V) if
dim RadV (M) dim RadW(M)
for any W ⊂ Rad(kE) splitting the projection Rad(kE) → Rad(kE)/Rad2(kE) and any W ∈
Grass(r,W).
The following theorem is a generalization to r > 1 of [21, 1.9].
Theorem 2.9. Let V,W ⊂ Rad(kE) be splittings of the projection Rad(kE) → Rad(kE)/
Rad2(kE) and let ψ :V ∼−→ W be the unique isomorphism commuting with the projection iso-
morphisms to Rad(kE)/Rad2(kE). Denote by Ψ : Grass(r,V) −→ Grass(r,W) the induced iso-
morphism of Grassmannians. Then:
(1) Ψ restricts to an isomorphism
Rad(r,V)M ∼−→ Rad(r,W)M.
(2) For any U /∈ Rad(r,V)M , dim RadU(M) = dim RadΨ (U)(M).
(3) max
V∈Grass(r,V)
dim RadV (M) = max
W∈Grass(r,W)
dim RadW(M).
Proof. We first assume that V satisfies the condition that there exists some r-plane V ⊂ V at
which M has absolute radical rank. Since for any U,U ′ /∈ Rad(r,V)M , we have an equality
dim RadU(M) = dim RadU ′(M), we immediately conclude that any U ′ /∈ Rad(r,V)M satisfies
the property that M has absolute maximal radical rank at U ′. Hence, the validity of statements
(1) and (3) will follow from the validity of statement (2) since Ψ is a bijection.
Let U ∈ Grass(r,V) satisfy the property that M has absolute maximal radical rank at U .
Choose an ordered basis [u1, . . . , ur ] of U . For each m,0  m  r , we consider αm :C ≡
k[t1, . . . , tr ]/(tpi ) → kE defined as follows:{
αm(ti) = ψ(ui), i m,
αm(ti) = ui, m+ 1 i  r.
Since ψ commutes with the projections to Rad(kE) → Rad(kE)/Rad2(kE), we conclude that
ψ(ui)− ui ∈ Rad2(kE), 1 i  r.
Observe that
RadU(M) = Rad
(
α∗0(M)
)
, Radψ(U)(M) = Rad
(
α∗r (M)
)
. (2.9.1)
Consider the kE-module N = M/(u2M + · · · + urM). We have
dim Rad
(
α∗0(M)
)= dim r∑uiM = dim(u1N)+ dim r∑uiM (2.9.2)
i=1 i=2
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dim Rad
(
α∗1(M)
)= dim r∑
i=1
α1(ti)M = dim
(
ψ(u1)N
)+ dim r∑
i=2
uiM. (2.9.3)
Our assumption that Rad(α∗0(M)) = RadU(M) has absolute maximal rank and Eq. (2.9.2) imply
that
dim(u1N) dim(uN), ∀u ∈ Rad(kE).
Together with the fact that u1 ≡ ψ(u1) mod Rad2(kE), this implies the equality
dim(u1 ·N) = dim
(
ψ(u1) ·N
) (2.9.4)
by [21, 1.9]. Equalities (2.9.2), (2.9.3), and (2.9.4) now imply
dim Rad
(
α∗0(M)
)= dim Rad(α∗1(M)).
We proceed by induction on m  1, replacing um by ψ(um) as we just replaced u1 by ψ(u1).
We conclude that dim Rad(α∗m−1(M)) = dim Rad(α∗m(M)) for 1  m  r . Thus, by (2.9.1), we
obtain
dim Rad
(
α∗U(M)
)= dim Rad(α∗ψ(U)(M)).
To prove the theorem without the condition that V contains an r-plane at which M has abso-
lute maximal radical rank, we consider two arbitrary V,W ⊂ Rad(kE) subspaces which split the
projection Rad(kE) → Rad(kE)/Rad2(kE) and choose some third V′ ⊂ Rad(kE) which also
splits the projection Rad(kE) → Rad(kE)/Rad2(kE) and does contain an r-plane V ′ ⊂ V′ at
which M has absolute maximal rank. Then appealing to the above argument for the pairs (V′,V)
and (V′,W), we conclude the theorem for the pair (V,W). 
Corollary 2.10. Retain the notation of Theorem 2.9. Then Ψ restricts to an isomorphism
Grass(r,V)M ∼−→ Grass(r,W)M.
Proof. For any U ∈ Grass(r,V), α∗U(M) is free if and only if RadU(M) has dimension equal to
pr−1
pr
· dim(M). For any V ∈ Grass(r,V) we have the inequality
dim
(
RadV (M)
)
 p
r − 1
pr
· dim(M).
The corollary now follows immediately from Theorem 2.9(2). 
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We continue our previous notation: E is an elementary abelian p-group of rank n and V ⊂
Rad(kE) is a choice of splitting of the projection Rad(kE) → Rad(kE)/Rad2(kE) providing
the identification S∗(V)/〈vp, v ∈ V〉 ∼= kE of (1.0.1). As in Theorem 2.4, we can associate to
any finite dimensional kE-module M and any j > 0 the integer-valued functions
U ∈ Grass(r,V) 
→ fM,j (U) ≡ dim RadjU (M)
and
U ∈ Grass(r,V) 
→ gM,j (U) ≡ dim SocjU (M).
We view these functions as defining the local radical ranks and local socle ranks of M .
In this section we introduce kE-modules of constant r-radical (resp., r-socle) type and more
generally of constant r-Radj -rank (resp., r-Socj -rank). By definition, these are the modules for
which the functions fM,j (resp., gM,j ) whose value fM,j (U) is independent of U in Grass(r,V).
These are natural analogues for r > 1 of modules of constant Jordan type (see [11]) which have
many good properties and lead to algebraic vector bundles (see [19]). In Section 6, we see how
to associate vector bundles on Grass(r,V) to kE-modules of constant r-Radj -rank or constant
r-Socj -rank.
Definition 3.1. We fix integers r > 0, j,1  j  (p − 1)r , and let M be a finite dimensional
kE-module.
(1) The module M has constant r-Radj -rank (respectively, r-Socj -rank) if the dimension of
RadjU (M) (resp., SocjU (M)) is independent of choice of U ∈ Grass(r,V).
(2) M has constant r-radical type (respectively, r-socle type) if it has constant r-Radj -rank
(resp. r-Socj -rank) for all j , 1 j  (p − 1)r .
To simplify notation, we refer to constant r-Rad1-rank (respectively, r-Soc1-rank) as constant
r-Rad-rank (respectively, r-Soc-rank).
Remark 3.2. It is immediate from the definitions that M has constant r-Radj -rank (respectively,
r-Socj -rank) if and only if Radj (r,V)M = ∅ (resp., Socj (r,V)M = ∅).
The following proposition, stating that the property of constant r-Rad and r-Soc-rank is in-
dependent of the choice of V, is an immediate corollary of Theorem 2.9.
Proposition 3.3. Let W ⊂ Rad(kE) also provide a splitting of the projection Rad(kE) →
Rad(kE)/Rad2(kE). Then for any kE-module M and any r  1, M has constant r-radical rank
(respectively, constant r-socle rank) as above if and only if dim RadW(M) (resp., dim SocW(M))
is independent of the choice of W ∈ Grass(r,W).
The reader should observe that in the case that r = 1, either one of the set of 1-Radj -ranks or
the set of 1-Socj -ranks, for all j , is sufficient to determine the Jordan type. Also the Jordan type
determines all of the radical and socle ranks for r = 1. Consequently, a kE-module has constant
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show in Examples 4.6, 4.7.
We begin with particularly easy examples of modules of constant radical and socle types.
Since their identification does not depend upon the choice of V ⊂ Rad(kE), we conclude that
these examples are examples of constant radical and socle types for any choice of V ⊂ Rad(kE).
Example 3.4. For any finite dimensional projective kE-module M , the r-radical type and the r-
socle type of M are constant for every r > 0. Indeed, a projective module is free and its restriction
along αU :C(U) → kE is a free module for any U ∈ Grass(r,V) whose rank is determined by r
and the dimension of M .
Another evident family of examples of modules of constant radical and socle type arises from
Heller shifts of the trivial module (see (1.8.1)). For any s ∈ Z, if M  Ωs(k), then M has constant
r-radical type and constant r-socle type for each r > 0. Indeed, for any U ∈ Grass(r,V), we
have α∗U(M)  Ωs(k) ⊕ Q as a C(U)-module, where Q is a free C(U)-module whose rank is
determined by the dimension of M and the choice of r .
Recall that we identify kE with S∗(V)/〈vp, v ∈ V〉; with this identification, any kE-module
is equipped with the structure of an S∗(V)-module. Moreover, we get an action of GLn  GL(V)
on kE by algebra automorphisms induced by the standard representation of GLn on V. We
view S∗(V) as the coordinate algebra of the affine space V# = An. Thus, any kE-module M
determines a quasi-coherent sheaf M˜ of OV# -modules. The natural action of GLn = GL(V) on
S∗(V) determines an action of GLn = GL(V) on the variety V#. As recalled in Definition 6.4,
there is a widely used concept of a GLn-equivariant sheaf on a variety X which is provided with
a GLn-action. In the special case of GLn = GL(V) acting on V#, this specializes to the following
explicit definition of a GLn-equivariant kE-module.
Definition 3.5. Let M be a kE-module, whose structure map is given by the k-linear pairing
S∗(V)/
〈
vp, v ∈ V〉⊗M → M. (3.5.1)
We say that M is GLn-equivariant (or GL(V)-equivariant) if it is provided with a second k-linear
pairing
GL(V)×M → M, (g,m) 
→ gm (3.5.2)
such that for any g ∈ GL(V), x ∈ kE, and m ∈ M , we have
g(xm) = (gx)(gm).
In other words, the GL(V)-action on M of (3.5.2) is such that the pairing (3.5.1) is a map of
GL(V)-modules with GL(V) acting diagonally on the tensor product.
We employ the following notation: if M is a GLn-equivariant kE-module and N ⊂ M is a
subset, then we denote by gN the image of N under the action of g ∈ GLn; if U ∈ Grass(r,V),
then we denote by gU the image of U under the action of g ∈ GL(V).
As we see in the next proposition, the abundant symmetries of GLn-equivariant kE-modules
imply that they have constant radical and socle types.
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(1) M has constant r-radical and r-socle type for any r > 0.
(2) For any U ∈ Grass(r,V), any g ∈ GLn, and any , 1  r(p − 1),
RadgU (M) = g RadU (M), SocgU (M) = g SocU (M).
Proof. Clearly, (1) follows from (2). We prove (2) for RadU(M), the other statements are similar.
Let {u1, . . . , ur} be a basis of U . We have
RadgU (M) =
r∑
i=1
(gui)M =
r∑
i=1
g
(
ui
(
g−1M
))
= g
r∑
i=1
ui
(
g−1M
)= g RadU (g−1M)= g RadU(M)
where the second and last equalities hold since M is GLn-equivariant. 
Examples of GLn-equivariant kE-modules arise as follows. The identification kE  S∗(V)/
〈vp, v ∈ V〉 provides the kE-module
Radi (kE)/Radi+j (kE)
with a GL(V)-structure. Thus, the subquotients S∗i (V)/S∗j (V) for i  j , are naturally mod-
ules over S∗(V) with a GL(V)-action. If j − i  p, then the action of S∗(V) on these subquotient
factors through the quotient map S∗(V) → kE, so that
S∗i (V)/S∗j (V) for j − i  p (3.6.1)
inherits a kE-module structure.
Let kG = k[y1, . . . , yn]/(yp
m
1 , . . . , y
pm
n )  k((Z/pm)×n)  S∗(V)/(vpm, v ∈ V) for some
m> 0. Arguing exactly as above, we give
Radi (kG)/Radj (kG) (3.6.2)
the structure of a kE-module for j − i  p.
If Λ∗(V) denotes the exterior algebra on V, then the GL(V)-module
Radi
(
Λ∗(V)
)
/Radi+2
(
Λ∗(V)
) (3.6.3)
also inherits a kE-module structure. Note that the anticommutativity of Λ∗(V) causes no problem
in the definition of the action because it gives a relation in Rad2(Λ∗(V)).
It is straightforward to check that the kE and GLn-actions described above are compatible,
so that the kE-modules of (3.6.1), (3.6.2), and (3.6.3) are GLn-equivariant. Proposition 3.6 thus
implies the following.
Proposition 3.7. Each of the following kE-modules M is GLn-equivariant. Consequently, each
has constant r-radical type and constant r-socle type for every r > 0.
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(2) M = Radi (Λ∗(V))/Radi+2(Λ∗(V)) for any 0 i,
(3) M = S∗i (V)/S∗j (V) for any 0 i, 1 j − i  p,
(4) M = Radi (kG)/Radj (kG) for any 0 i, 1 j − i  p.
We next see how to generate examples of modules of constant type arising from the considera-
tion of (negative) Tate cohomology. Once again, their formulation does not depend upon a choice
of V so that we conclude that these examples are modules of constant radical and socle type inde-
pendent of the choice of V ⊂ Rad(kE) splitting the projection Rad(kE) → Rad(kE)/Rad2(kE).
Proposition 3.8. Consider the extension of kE-modules
0 → k → M → Ω−t−1(k) → 0 (3.8.1)
corresponding to a non-zero Tate cohomlogy class ζ ∈ Ĥ−t (E, k) for some t > 0. The kE-module
M has constant r-radical type and constant r-socle type for every 0 < r < n.
Proof. Let 0 → M1 → M2 → M3 → 0 be a short exact sequence of kE-modules with the prop-
erty that for every U ∈ Grass(r,V) the restriction of this sequence along αU :C(U) → kE splits.
If M1 and M3 have constant r-radical type (respectively, r-socle type), then so does M2. Conse-
quently, by Example 3.4 it suffices to prove that the sequence (3.8.1) splits along αU for every
U ∈ Grass(r,V). As shown in [4], the splitting of (3.8.1) is implied by
α∗U(ζ ) = 0 ∈ Ĥ−t (C, k), ∀U ∈ Grass(r,V), (3.8.2)
where C ≡ k[t1, . . . , tr ]/(tpi )  C(U).
To show that α∗(ζ ) = 0, we employ the non-degenerate pairing of Tate duality (see [4]),
Ĥ−t (C, k)⊗ Ĥt−1(C, k) → Ĥ−1(C, k) = k. (3.8.3)
Suppose that α∗(ζ ) = 0. Then there exists η′ ∈ Ĥt−1(C, k) such that α∗(ζ )η′ = 0. Since
t − 1 0, α∗ : Ĥt−1(E, k) → Ĥt−1(C, k) is surjective. Hence, there exists η ∈ Ĥt−1(E, k) such
that η′ = α∗(η). This implies, by the non-degeneracy of (3.8.3), that
α∗(ζη) = α∗(ζ )η′ = 0.
However, this is a contradiction, because we know that the map α∗ : Ĥ−1(E, k) → Ĥ−1(C, k) is
the zero map [4]. Thus we conclude that α∗(ζ ) = 0. 
It certainly is not always the case that constant r-Rad-rank is preserved by Heller shifts. For
a very easy example, let M be a 2-dimensional indecomposable kE-module where the rank n
of E is at least 2. Then M does not have constant 1-Rad1-rank, but Ω(M) does have constant
1-Rad1-rank.
A more complicated example is the following. In this case, M is a kE-module with
Rad2(M) = 0 such that the 2-Rad1-rank of M is constant (hence, M has constant 2-radical
type) but the Heller shifts of M do not have constant 2-radical type. Note that this also gives an
example of a module with constant 2-radical type that does not have constant 1-radical type, that
is, constant Jordan type.
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(w2, x2, y2, z2) is the group algebra of an elementary abelian group of order 24 = 16. We con-
sider the module Rad2(kE) which is spanned as a subspace of kE by the monomials
wx, wy, wz, xy, xz, yz, wxy, wxz, wyz, xyz, wxyz.
Let L be the submodule generated by wx, which has k-basis wx,wxy,wxz,wxyz. Let M be
the quotient Rad2(kE)/L. The reader can easily check that M has constant 2-radical type. In
particular, for any U ∈ Grass(r,V), RadU(M) = Rad(M) which is spanned by wyz and xyz.
Because Rad2(M) = {0}, it also has 2-Rad2-type.
In terms of diagrams, the restriction of M to kF1 = k[x,w]/[x2,w2] has the form
yz
x w
xyz wyz
⊕wy ⊕wz⊕ xy ⊕ xz.
Thus we see that M↓kF1 ∼= Ω−1(k) ⊕ k⊕4. On the other hand, the restriction to kF2 =
k[y, z]/(y2, z2) has the form
wz
y
wy
z
wyz
⊕
xz
y
xy
z
xyz
⊕ yz.
Thus we have that M↓kF2 ∼= (Ω1(k))⊕2 ⊕ k.
Now consider the modules Ωt(M) with t = 2j an even non-negative integer. First note that
the dimension of M is 7, and so the dimension of Ω2n(M) must be 3 + 4d for some number d
which depends on n. In what follows we use the facts that if kF = k(Z/2 × Z/2) then for any
t > 0
dimΩt(kF ) = 2t + 1, dim Rad
(
Ωt(kF )
)= t, dim Rad(kF ) = 3
(see [23]). The formula
Ω2j (M)↓kF1 = Ω2j
(
Ω−1(k)⊕ k⊕4)↓kF1 = Ω2j−1(kF1)⊕ (Ω2j (kF1))⊕4 ⊕ (kF1)⊕m1
for some m1 yields the dimension formula
3 + 4d = (4j − 1)+ 4(4j + 1)+ 4m1
which implies that m1 = d − 5j . When a similar thing is done for the restriction to kF2, we get
that m2 = d − 3j − 1. We conclude that
dim
(
Rad(kF1)Ω2j (M)
)= 3d − 5j − 1 = 3d − 3j − 1 = dim(Rad(kF2)Ω2j (M)).
Consequently, the 2-Rad1-rank of Ω2j (M) is constant if and only if j = 0. A similar analysis
can be performed on Ωt(M), for t odd or negative with the same result.
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Ω2j (M) to kFi . Thus, Ω2j (M) has constant 2-Rad2-rank if and only if j = 0.
4. Modules from quantum complete intersections
In this section, we consider kE-modules constructed as subquotients of quantum complete
intersection algebras. We demonstrate how by varying parameters, we get families of modules
with interesting properties, such as modules of constant Jordan type or constant r-radical or
r-socle type for r > 1. We supplement our constructions with multiple specific examples.
Let E be an elementary abelian p-group of rank n, and let kE = k[x1, . . . , xn]/(xp1 , . . . , xpn ).
Let q = (qij )ni,j=1 be the matrix of quantum parameters: choose non-zero qij ∈ k for 1  i <
j  n, and set qij = q−1ji and qii = 1.
Let k〈z1, . . . , zn〉 be the algebra generated by n (non-commuting) variables z1, . . . , zn, and let
s > 1 be an integer. Let
S = k〈z1, . . . , zn〉
(zsi , zizj − qij zj zi)
be a quotient of the quantum complete intersection algebra k〈z1, . . . , zn〉/(zizj − qij zj zi) with
respect to the ideal generated by (zs1, . . . , z
s
n). Let I = Rad(S). When this causes no confusion,
we denote the generators of the augmentation ideal I by the same letters zi , 1  i  n. For
0 a  n(s − 1)− 1, we define
Wa(s,q) = I a/Ia+2, frequently denoted by Wa. (4.0.1)
As a vector space, Wa is generated by the monomials {za11 · · · zann } where a1 + · · · + an = a or
a+1 and ai  s−1 for 1 i  n. We define the structure of a kE-module on Wa(s,q) by letting
xi act via multiplication by zi :
xiw
def= ziw
(
mod I a+2
)
for any w ∈ Wa . By construction, Rad2(kE)Wa = 0. We also note that for a  s − 2, Wa is
independent of s.
Example 4.1. Let n = 2 and choose s and a such that a < s − 1. Let q = q1,2 be the quantization
parameter. In this case kE = k[x, y]/(xp, yp) and S = k〈z, t〉/(zs, ts, zt−qtz). Then the module
Wa(s, q) looks as follows:
za
qayx
za−1t
x q
a−1y
. . . ta
x y
za+1 zat za−1t2 . . . zta ta+1
,
where, for example, an arrow zi tj q
iy−−→ zi tj+1 indicates that the action of y on zi tj is defined
via qiy(zi tj ) = zi tj+1.
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in [12]. That is, in the case n = 2 introducing the parameter q does not lead to new isomorphism
classes of modules. For n > 2, though, the choice of the qi,j does make a difference as we
demonstrate in this section.
We now show that if a is sufficiently large, then the module Wa has a very strong property of
having equal r-images independently of the choice of qij . In particular, it has constant r-radical
type.
Proposition 4.2. Let Wa = Wa(s,q) for some fixed choice of s  1 and elements qij ∈ k. If
a  (n − r)(s − 1), then the module Wa has the equal r-images property, meaning that for any
U in Grass(r,V), we have that RadU(Wa) = Rad(Wa) = Rad(kE)Wa . Hence, Wa has constant
r-Rad-type.
Proof. Let V ⊂ Rad(kE) be the subspace generated by {x1, . . . , xn}. Choose U in Grass(r,V).
For the purposes of the argument we desire a basis for the subspace U ⊆ V that is cho-
sen carefully as follows. Let u = [u1, . . . , ur ] be an ordered basis for U and suppose that
ui = ∑ni=1 ai,j xj for ai,j ∈ k. We may assume that the matrix (ai,j ) is in echelon form, so
that there is some subset Σ = {i1, . . . , ir } in {1, . . . , n} such that the r × r-submatrix having
the columns indexed by Σ is the identity matrix. We claim that, without loss of generality, we
may assume that Σ = {1, . . . , r}. That is, if Σ is not of this form then we correct the situation
by applying a suitable permutation to the basis x1, . . . , xn of V. The same permutation must be
applied to the generators z1, . . . , zn of the algebra S. Note that this changes the values of the qij ,
but because these are assumed to be non-zero, the augmentation ideal I ⊂ S is invariant under
the permutation. Hence, Wa is unchanged.
Let
α : kF = k[t1, . . . , tr ]/
(
t
p
1 , . . . , t
p
r
)→ kE
be given by α(ti) = ui for u = [u1, . . . , ur ] chosen as above. For i ∈ {1, . . . , r}, let ui =∑ai,j xj ,
and set wi =∑ai,j zj ∈ S, so that α(ti) acts on Wa by multiplication by wi (mod I a+2). Because
of the way that the basis was chosen, we have that for each i, 1 i  r , wi = zi +∑nj=r+1 ai,j zj .
The module Wa has a basis consisting of the monomials
Zs1,...,sn = zs11 · · · zsnn
where s1 + · · · + sn = a or a + 1 and 0 si < s for all i, taken modulo (zs1, . . . , zsn) and I a+2.
Since α(ti) acts on Wa via wi which is a linear combination of zi , we have
α(ti)I
a ⊂ I a+1.
Therefore,
RadU(Wa) ⊂ I a+1/Ia+2 = Rad(kE)Wa.
Hence, we need to show that
I a+1/Ia+2 ⊂ RadU(Wa),
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∑r
i=1 wiWa . We
accomplish this by an induction on the number N = s1 + · · · + sr .
Because we assume that a  (n − r)(s − 1), the minimum value that N can have is a + 1 −
(n − r)(s − 1) > 0 and that occurs when the monomial has the form zs11 · · · zsrr zs−1r+1 · · · zs−1n for
s1 + · · · + sr = a + 1 − (n− r)(s − 1). Let i be the least integer such that si > 0. Since zsj = 0 in
S and wi = zi +∑nj=r+1 ai,j zj , we have
z
si
i · · · zsrr zs−1r+1 · · · zs−1n −wizsi−1i · · · zsrr zs−1r+1 · · · zs−1n
= −
n∑
j=r+1
ai,j zj z
si−1
i · · · zsrr zs−1r+1 · · · zs−1n = 0. (4.2.1)
Hence, the class of zsii · · · zsrr zs−1r+1 · · · zs−1n is in RadU(Wa).
For the induction step, let Z = zs11 · · · zsnn with N = s1 + · · · + sr > a + 1 − (n− r)(s − 1). If
i is the least integer with si > 0, then we get the exact same formula as in (4.2.1). By induction,
the classes of the elements on the right-hand side are all in RadU(Wa). Hence, so too is the class
of Z.
We conclude that RadU(Wa) = Iα+1/Ia+2 is independent of U . On the other hand, for r-
planes U,V ⊂ V
RadU
(
I 2
)= RadU (RadV (Ma))= RadV (RadU(Ma))= RadV (I 2).
Continuing by induction on j , we conclude that Wa has constant r-Radj -rank for all j ,
1 j < p. 
The following lemma (whose proof we leave to the reader) is proved by induction using the
q-binomial formula: suppose X,Y are q-commuting variables, that is YX = qXY . Then
(X + Y)n =
n∑
i=0
(
n
i
)
q
XiY n−i ,
where
(
n
i
)
q
= (n)q !
(i)q !(n−i)q ! , (i)q = 1 + q + · · · + qi−1, and (i)q ! = (i)q(i − 1)q · · · (1)q .
Lemma 4.3. Let s > 1 be an integer prime to p, and let ζ ∈ k be a primitive sth root of unity.
Let z1, . . . , zn be ζ -commuting variables, that is zizj = ζzj zi for 1  i < j  n. Then for any
a1, . . . , an ∈ k,
(a1z1 + · · · + anzn)s = as1zs1 + · · · + asnzsn.
This lemma enables us to show that the modules Wa,q of (4.0.1) are of constant Jordan type
provided that our quantum parameters q are given by a single sth root of unity.
Proposition 4.4. Let s > 1 be an integer. Assume that one of the following holds
I. a < s − 1 or
II. (s,p) = 1 and qi,j = ζ for 1 i < j  n where ζ be a primitive sth root of unity in k.
Then the module Wa = Wa(s,q) has constant Jordan type.
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n-tuple (a1, . . . , an) ∈ kn, the Jordan type of the element u = a1x1 + · · · + anxn as an operator
on Wa is the same. Since u2 acts trivially by construction of Wa , we just need to show that the
rank of u is constant.
Let  = ∑ni=1 aizi ∈ S. Choose some i so that ai = 0. Then I = Rad(S) is generated by
the elements , z1, . . . , zi−1, zi+1, . . . , zn. By an argument as in the proof of Proposition 4.2,
we have that Wa has a basis as a k-vector space consisting of the classes modulo I a+2 of the
monomials
vz
v1
1 · · · zvi−1i−1 zvi+1i+1 · · · zvnn
for 0 v, vi  s − 1, and (v +∑j =i vi) ∈ {a, a + 1} under either one of our two assumptions.
By the definition of the action, u acts on Wa via multiplication by . We compute the kernel of
the action of u on Wa in our two cases.
I. Assume a < s − 1. In this case, the kernel of u is precisely Rad(Wa) since multiplication
by  does not annihilate any linear combination of the monomials vzv11 · · · zvi−1i−1 zvi+1i+1 · · · zvnn with
v +∑j =i vi = a. Hence, Wa has constant Jordan type.
II. Now suppose qij = ζ for 1  i < j  n. Since we also assume (s,p) = 1, Lemma 4.3
implies that s = 0 in this case.
The kernel of multiplication by  on Wa is precisely the space spanned by those monomials
vz
v1
1 · · · zvi−1i−1 zvi+1i+1 · · · zvnn for which either v +
∑
j =i vi = a + 1 or v = s − 1. Since the number
of such monomials is again independent of the choice of  we conclude that Wa has constant
Jordan type. 
The next example illustrates that the condition of Proposition 4.4 requiring that ζ is the sth
root of unity is crucial.
Example 4.5. Let n = 3, s = 2, and a = 1. Let kE = k[x, y, z]/(xp, yp, zp). Pick q ∈ k∗
and let qij = q for any i < j . Let x˜, y˜, z˜ be the algebraic generators of S, that is, S =
k〈x˜, y˜, z˜〉/(x˜2, y˜2, z˜2, x˜y˜ − qy˜x˜, x˜z˜ − qz˜x˜, y˜z˜ − qz˜y˜). Then W1(2, q) can be depicted as fol-
lows:
z˜
y x
y˜z˜ x˜z˜
y˜
qz
x
x˜
qz
qy
x˜y˜
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lar, it has constant Jordan type. We show that for q = −1, W1(2, q) fails to have constant
Jordan type. To achieve this, we compute the non-maximal support variety of W1(2, q) for a
generic q .
Fix the following order of the linear generators of W1(2, q): x˜, y˜, z˜, x˜y˜, x˜z˜, y˜z˜. Let
[a : b : c] ∈ P2 and let  = ax + by + cz ∈ V be a generator of the corresponding line in
Rad(kE). The matrix of  as an endomorphism of W1(2, q) with respect to our fixed basis has
the form
 ↔
(
0 0
A 0
)
where for x, y and z we have
Ax =
(0 1 0
0 0 1
0 0 0
)
, Ay =
(
q 0 0
0 0 0
0 0 1
)
, Az =
( 0 0 0
q 0 0
0 q 0
)
.
For the general element  = ax + by + cz we get
A =
(
qb a 0
qc 0 a
0 qc b
)
.
The determinant of A is −q(q + 1)abc. Hence, for q = −1 the non-maximal support variety is
a union of three lines: a = 0, b = 0, c = 0. In particular, W1(2, q) has constant Jordan type if and
only if q = −1.
We finish this example recording the properties of radicals and socles of W1(2, q). First,
since the condition a  (n − r)(s − 1) is satisfied for r = 2 (we get 1  (3 − 2)(2 − 1)),
Proposition 4.2 implies that W1(2, q) has constant 2-radical type. Since the module W1(2, q)
is self-dual, it also has constant 2-socle type. So, in particular, we conclude that for q =
−1, W1(2, q) does not have constant Jordan type but has constant 2-radical and 2-socle
type.
In the following example, we construct a module of the form Wa(s, q) that has constant Jor-
dan type and constant 2-socle type but fails to have constant 2-radical type. It follows that the
dual of such Wa(s, q) has constant Jordan type, constant 2-radical type, but not constant 2-socle
type.
Example 4.6. Let n = 3, s  3, a = 1. Let q = 0 be a quantum parameter, and set qij = q for
1  i < j  3. Let Mq = W1(s,q). Let kE = k[x1, x2, x3]/(xp1 , xp2 , xp3 ) and S = k〈z1, z2, z3〉/
(zs = 0, zizj = qij zj zi). Here is a depiction of Mq :i
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x1 x2
(q)
x3 (q)
z2
x1 x2
x3(q)
z1z3 z2z3
z3
x3
x1 x2
z23
Here, an arrow marked with (q) means that the action is twisted by q . For example, x3 ◦ z1 =
q−1z1z3.
We make several observations about Mq .
I. By Proposition 4.4, Mq has constant Jordan type.
II. The module Mq has constant 2-socle type. Indeed, let a = 3s − 5 and consider the module
Wa(s,q) for arbitrary non-zero parameters q = (qij ):
zs−31 z
s−1
2 z
s−1
3
x1
zs−21 z
s−2
2 z
s−1
3
x2
(?) x1
zs−11 z
s−3
2 z
s−1
3
x2
zs−21 z
s−1
2 z
s−1
3 z
s−1
1 z
s−2
2 z
s−1
3
zs−21 z
s−1
2 z
s−2
3
x3 (?)
x1
zs−11 z
s−2
2 z
s−2
3
x3 (?)
x2
(?)
zs−11 z
s−1
2 z
s−2
3
zs−11 z
s−1
2 z
s−3
3
x3
The action along the arrows marked with (?) is twisted by some monomials in qij . By choos-
ing the parameters q12, q23 and q13 appropriately, we can arrange the twists so that
W3s−5(s,q)  M#q .
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2-radical type. By duality, Mq has constant 2-socle type.
III. Proposition 4.2 does not apply to 2-images of Mq since the parameters n = 3, r = 2,
s  3, and a = 1 fail to satisfy the condition a  (n− r)(s − 1). In fact, we proceed to show that
Mq does not have constant 2-radical type unless q = 1.
Let U ∈ Grass(2,V) be a 2-plane in the three-dimensional space V. Let
u1 = a1x1 + a2x2 + a3x3,
u2 = b1x1 + b2x2 + b3x3
be a basis of U , and let
1 = a1z1 + a2z2 + a3z3,
2 = b1z1 + b2z2 + b3z3
be the corresponding elements in S = k〈z1, z2, z3〉/(zsi , zizj − qij zj zi).
We fix the following order of the basis of Mq : z1, z2, z3 for Mq/Rad(Mq) and z1z2, z1z3, z2z3,
z21, z
2
2, z
2
3 for Rad(Mq). Since RadU(Mq) ⊂ Rad(Mq), we work inside Rad(Mq). We have
1z1 = a1z21 + qa2z1z2 + qa3z1z3,
1z2 = a1z1z2 + a2z22 + qa3z2z3,
1z3 = a1z1z3 + a2z2z3 + a3z23
and similarly for 2. Hence, with respect to our fixed basis, RadU(Mq) is generated by the fol-
lowing six vectors:
R =
⎛⎜⎜⎜⎜⎜⎝
qa2 a1 0 qb2 b1 0
qa3 0 a1 qb3 0 b1
0 qa3 a2 0 qb3 b2
a1 0 0 b1 0 0
0 a2 0 0 b2 0
0 0 a3 0 0 b3
⎞⎟⎟⎟⎟⎟⎠ .
To compute the non-maximal 2-radical support variety of Mq , one would need to calculate the
rank of this matrix for different parameters ai , bi . We leave such calculations to Appendix A and
just show here that the rank of this matrix is not constant.
First, take u1 = x1 and u2 = x2. In this case we see from the picture that α∗U(Mq) for U =〈x1, x2〉 splits as a direct sum of three “zig-zag” modules:
• ⊕
•
• •
⊕
• •
• • •
.
Hence, dim RadU(Mq) = 5.
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In this case,
R =
⎛⎜⎜⎜⎜⎜⎝
q 1 0 q 0 0
0 0 1 q 0 0
0 0 1 0 q 1
1 0 0 0 0 0
0 1 0 0 1 0
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎠ .
We have detR = q(1 − q). Hence, if q = 1, the rank of R is 6, and, therefore, for the 2-plane
U spanned by u1, u2, we have dim RadU(Mq) = 6. We conclude that Mq does not have constant
2-radical rank.
We give another example of the same phenomenon. This time, we construct a module which
has constant Jordan type, constant 2-radical type but does not have constant 2-socle type.
Example 4.7. Assume that p > 3. Let n = 4, s = 3 and qi,j = ζ3 for all 1  i < j  r , where
ζ = ζ3 ∈ k is a primitive third root of unity. Consider the module
M = W6(3, ζ3) = I 6/I 8.
By Proposition 4.4, M has constant Jordan type. Since 6 > (4−2)(3−1), Proposition 4.2 implies
that M has constant 2-radical type. We wish to show that M fails to have constant 2-socle type.
The module M has dimension 14, and has a basis consisting of the classes of the monomials
of the form za1z
b
2z
c
3z
d
4 with 0 a, b, c, d  2 and where a+ b+ c+ d is either 6 or 7. The radical
of M , which is spanned by the monomials with a + b + c + d = 7, has dimension 4. Because
the module has the equal 1-images property by Proposition 4.2, the image of multiplication by
any non-zero u = a1x1 + · · · + a4x4 is the entire radical. Consequently the Jordan type of any
such u consists of 4 blocks of size 2, and 6 blocks of size 1. Also, the dimension of the kernel of
multiplication by u is 10.
Assume first that U ⊆ V is the subspace spanned by x1 and x2. Then SocU(M) is the set
of all elements annihilated by multiplication by both x1 and x2. Clearly, the monomials z21z
2
2z
2
3,
z21z
2
2z3z4, and z
2
1z
2
2z
2
4 are in SocU(M). Moreover, Rad(M) ∈ SocU(M). From this we see that
SocU(M) has dimension at least 7, and further investigation shows that the dimension is ex-
actly 7.
Next suppose that U is the subspace spanned by the elements u1 = x1 + x2 and u2 = x1 + x3.
We claim that the dimension of SocU(M) is 6. Let Ki denote the kernel of multiplication by ui
on M . Then Rad(M) is in both K1 and K2. In addition, the elements
z21z
2
2z
2
3, z
2
1z
2
2z3z4, z
2
1z
2
2z
2
4, z
2
1z
2
3z
2
4, z
1
1z
2
2z
2
3z4 − ζz21z12z23z4, z21z12z23z4,
z11z
2
2z
1
3z
2
4 − ζz21z12z13z24, z21z23z24 + z22z23z24 − ζ 2z21z12z13z24,
z11z
1
2z
2
3z
2
4 − z21z12z13z24, z11z22z13z24 − z22z23z24 − ζ 2z21z21z23z24
are in K1 + K2. That is, the reader may check that each of the above elements is annihilated
by either u1 or by u2. Moreover, it is straightforward to check that these elements are linearly
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Ki has dimension 10. Hence dim SocU(M) = dim(K1 ∩K2) = 6.
In Appendix A we calculate some non-minimal r-socle support varieties for modules of the
form Wa . Whereas calculations in the two examples above were simple enough to do by hand,
the calculations left in Appendix A use computational software.
5. Radicals of Lζ -modules
As in previous sections, E is an elementary abelian p-group of rank n and V ⊂ Rad(kE)
is chosen as in (1.0.1). For a homogeneous cohomology class ζ ∈ Hm(E,k), we recall that the
module Lζ is defined to be
Lζ ≡ Ker
{
ζ :Ωm(k) → k}. (5.0.1)
Here, we have abused notation by using ζ :Ωm(k) → k also to denote the map representing
ζ ∈ Hm(G,k). As we see in this section, the Lζ -modules give good examples of behavior of
radical and socle ranks.
If α :C = k[t1, . . . , tr ]/(tpi ) → kE is a flat map, we write Ωm(kC) for the mth Heller trans-
late of the trivial C-module, thereby distinguishing this Heller translate from the restriction
α∗(Ωm(k)) of the kE-module (which is stably equivalent to Ωm(kC)).
We employ the following notation:
H•(E, k) =
{
H∗(E, k) if p = 2,
Heven(E, k) otherwise. (5.0.2)
Thus, H•(E, k) is a commutative algebra, and Proj H•(E, k)  Pn−1  Grass(1,V).
For our analysis of the behavior of radicals of Lζ , we need to exploit a somewhat finer
structure of the cohomology ring of kE = k[x1, . . . , xn]/(xpi ) and of the restriction map on co-
homology.
Let f : k a 
→a
p−−−−→ k be the Frobenius map. For a k-vector space V we use the standard notation
V (1) for the Frobenius twist of V , a vector space obtained via base change f : k → k
V (1) = V ⊗f k.
If R is a (finitely generated commutative) k-algebra, then we have a map of k-algebras
R(1) → R
which sends x ⊗ a to apx. Hence, there is an induced map of k-varieties
F : SpecA → (SpecA)(1) def= SpecA(1).
The same construction applies globally. If X is any k-variety, we obtain a Frobenius twist X(1)
and a map of k-varieties
F :X → X(1).
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nius map becomes a self-map
FX :X → X.
We direct the reader to [24, I.2] and [20, §1] for a detailed discussion of the properties of the
Frobenius twist.
We apply the above discussion to the algebra S∗(V #), so that the k-points of SpecS∗(V #)
constitute the vector space V . Using the natural k-algebra isomorphisms S∗((V (1))#) 
(S∗(V #))(1) = S∗(V #)⊗f k (see [20, §1]), we get a map of varieties over k
F :V → V (1).
Suppose that V is given an Fp-structure; in other words, V is identified with V0 ⊗Fp k where V0
is an Fp-vector space. Then we have a natural identification V (1)  V , and the Frobenius map
becomes a self-map
F = FV :V → V.
If we pick a basis {e1, . . . , en} of V0, then the Frobenius map is given explicitly via the formula
FV :V → V, a1e1 + · · · + anen 
→ ap1 e1 + · · · + apn en.
Since k is assumed to be algebraically closed (hence, perfect), the Frobenius map is a bijection
on V .
The following description of the cohomology of A = k[x1, . . . , xn]/(xpi ) can be found in [24,
I.4.27]. Note that V (1) has a natural structure of a GLn-module given by pulling back the standard
representation of GLn = GL(V ) on V via the Frobenius map F : GLn → GLn.
Proposition 5.1. Let V be an n-dimensional k-vector space with a basis {x1, . . . , xn}, and let
A = S∗(V )/(vp, v ∈ V ). There is an isomorphism of graded GLn-algebras
H∗(A, k)  S∗(V #) for p = 2,
H∗(A, k)  S∗((V (1))#[2])⊗Λ∗(V #) for p > 2,
where (V (1))#[2] is the vector space (V (1))# placed in degree 2.
Identifying kE with S∗(V)/(vp, v ∈ V), we conclude that
H∗(E, k) =
{
k[ζ1, . . . , ζn] if p = 2,
k[ζ1, . . . , ζn] ⊗Λ(η1, . . . , ηn) otherwise, (5.1.1)
where deg(ζi) = 1 if p = 2 and deg(ζi) = 2 for p > 2. Hence, k[ζ1, . . . , ζn] is the homoge-
neous coordinate ring of Proj H•(E, k) = ProjS∗(V#)  Pn−1 for p = 2 and Proj(H•(E, k)red) =
ProjS∗((V(1))#)  Pn−1 (with GLn-action twisted by Frobenius) for p > 2.
The functoriality of the identifications of Proposition 5.1 immediately implies the following
corollary.
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C = k[t1, . . . , tr ]/(tp1 , . . . , tpr ), and let α :C → A be a k-algebra map such that {α(t1) =
u1, . . . , α(tr ) = ur} is a basis for U . Then there is a commutative diagram of k-algebras
H•(A, k)red
∼
α∗
S∗((V (1))#)
H•(C, k)red
∼
S∗((U(1))#)
for p > 2 with the right vertical map induced by the Frobenius twist of the embedding U ⊂ V ,
and
H∗(A, k) ∼
α∗
S∗(V #)
H∗(C, k) ∼ S∗(U#)
for p = 2.
Let
α∗ : Spec
(
H•(C, k)red
)→ Spec(H•(A, k)red)
be the map of k-varieties induced by α. Then we have a commutative diagram of k-varieties
(Spec H•(C, k)red)
α∗

(Spec H•(A, k)red)

U(1) V (1)
for p > 2 and
Spec H•(C, k)
α∗

Spec H•(A, k)

U V
for p = 2.
The following proposition is our key tool in determining whether the modules Lζ have con-
stant r-Radj -rank. In contrast to most of the results of this paper, this proposition is proved for a
general finite group scheme.
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degree m. Then
dim Rad
(
Ωm(k)
)− dim Rad(Lζ ) = dim Ker{·ζ : H1(G, k) → Hm+1(G, k)}.
In particular, if ζ : H1(G, k) → Hm+1(G, k) is injective, then
Radj (Lζ ) = Radj
(
Ωm(k)
)
for any j > 0.
Proof. To prove the proposition, we construct a linear isomorphism
Ψ :
(
Rad
(
Ωm(k)
)
/Rad(Lζ )
)# → Ker{·ζ : H1(G, k) → Hm+1(G, k)}.
Let
0 → Lζ → Ωm(k) → k → 0
be the defining sequence for Lζ , and let
γ : 0 → Lζ /Rad(Lζ ) → Ωm(k)/Rad(Lζ ) → k → 0
be the induced sequence. For a non-trivial map f :Lζ /Rad(Lζ ) → k, we let
γf : 0 → k → M → k → 0
be the pushout of the sequence γ along the map f . In other words, we have a commutative
diagram with exact rows:
Rad(Ωm(k))/Rad(Lζ )
i
Rad(Ωm(k))/Rad(Lζ )
0 Lζ /Rad(Lζ )
f
Ωm(k)/Rad(Lζ )
ζ
f ′
k 0
0 k M k 0
(5.3.1)
The cohomology class γf ζ ∈ Hm+1(G, k) is represented by the composition
Ωm(k)
ζ
k M k
γf
Ω−1(k)
(5.3.2)
Because the composition γf ζ :Ωm(k) → Ω−1(k) factors through M and the bottom row of
(5.3.2) is a distinguished triangle in the stable category stmod(G), γf ζ must be zero.
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ρ :Lζ /Rad(Lζ ) → Rad
(
Ωm(k)
)
/Rad(Lζ )
of the map i. For any linear map φ : Rad(Ωm(k))/Rad(Lζ ) → k we thus have a map φ ◦
ρ :Lζ /Rad(Lζ ) → k, and therefore an extension γφ◦ρ such that γφ◦ρζ = 0. We define
Ψ :
(
Rad
(
Ωm(k)
)
/Rad(Lζ )
)# → Ker{·ζ : H1(G, k) → Hm+1(G, k)}, φ 
→ γφ◦ρ.
To show that Ψ is injective, let φ ∈ (Rad(Ωm(k))/Rad(Lζ ))#, and set f = φ ◦ ρ. Ob-
serve that the extension γf (the bottom row of (5.3.1)) is not split if and only if the map
f ′ :Ωm(k)/Rad(Lζ ) → M does not factor through Ωm(k)/Rad(Ωm(k)) which happens if and
only if f ◦ i = 0. Since (φ ◦ ρ) ◦ i = φ, we conclude that Ψ is injective.
To verify that Ψ is surjective, consider some η ∈ H1(G, k) such that ηζ = 0. Then
ζ :Ωm(k) → Ωm(k)/Rad(Ωm(k)) → k must factor through the extension k → M → k corre-
sponding to η. Let f ′ :Ωm(k) → M be the factorization map, and denote by f :Lζ /Rad(Lζ ) →
k the restriction to Lζ /Rad(Lζ ). Then by construction η = γf .
Finally, if dim Ker{·ζ : H1(G, k) → Hm+1(G, k)} = 0, we conclude that Radj (Lζ ) =
Radj (Ωm(k)) for all j . 
To apply Proposition 5.3, we require the following facts about restrictions of Lζ modules.
Lemma 5.4. Suppose that U ∈ Grass(r,V) is an r-plane in V. Let α :C = k[t1, . . . , tr ]/
(t
p
1 , . . . , t
p
r ) → kE be a flat map such that α(t1), . . . , α(tr ) is a basis for U . Suppose that
ζ ∈ Hm(E,k) is a non-zero homogeneous cohomology element of degree m > 0. There exists
a number γm independent of α such that
α∗(Lζ )  C⊕γm−1 ⊕Ω(kC)⊕Ωm(kC) if α∗(ζ ) = 0,
α∗(Lζ )  C⊕γm ⊕Lα∗(ζ ) if α∗(ζ ) = 0.
Consequently,
dim Rad
(
α∗(Lζ )
)= γm(pr − 1)− r + dim Rad(Ωm(kC)) if α∗(ζ ) = 0,
dim Rad
(
α∗(Lζ )
)= γm(pr − 1)+ dim Rad(Lα∗(ζ )) if α∗(ζ ) = 0.
Proof. We have an exact sequence
0 → Lζ → Ωm(k) ζ−→ k → 0
defining Lζ . Restricting along α, we get
α∗
(
Ωm(k)
) C⊕γm ⊕Ωm(kC),
where the rank γm of the free summand is determined entirely by the dimensions of the other
two modules. Explicitly, γm = (dimΩm(kE) − dimΩm(kC))/pr , which depends only on m
and r . The case that α∗(ζ ) = 0 is now clear from the restriction of the sequence. In the case
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is an easy exercise to show that the restriction of the kernel of ζ in the sequence is as indicated
(see also [2, II, §5.9]).
For the computations of the dimensions of Rad(α∗(Lζ )), we recall that Ω(kC)  Rad(C) and,
hence, dim Rad(Ω(kC)) = pr − 1 − r . 
The relevance of Proposition 5.3 to radical types of Lζ modules is made explicit in the fol-
lowing theorem.
Theorem 5.5. Suppose that ζ ∈ Hm(E,k) is a non-nilpotent cohomology class satisfying the
condition that the hypersurface
Z(ζ ) ⊂ Proj H•(E, k)
does not contain a linear hyperplane of dimension r − 1. Then Lζ has constant r-radical type.
Proof. For any U ∈ Grass(r,V), let α :C = k[t1, . . . , tr ]/(tp1 , . . . , tpr ) → kE be a homo-
morphism with {α(t1), . . . , α(tr )} a basis for U . By Corollary 5.2, we may identify α∗:
Proj H•(C, k) → Proj H•(E, k) with the linear embedding of projective spaces associated to
the embedding U(1) ⊂ V(1). Hence, the image of α∗ is a linear subspace of dimension r − 1.
Our hypothesis implies that the image of α∗ cannot be in the zero set of ζ and, therefore, the
restriction α∗(ζ ) ∈ H∗(C, k) is not nilpotent.
Since H∗(C, k) is a product of a symmetric algebra and an exterior algebra, this implies
that α∗(ζ ) is not a zero divisor. Hence, Ker{·α∗(ζ ) : H1(C, k) → Hm+1(C, k)} = 0. By Propo-
sition 5.3, we get that Radi (Lα∗(ζ )) = Radi (ΩmkC) for i  1. Lemma 5.4 now implies that
α∗(Lζ ) has constant r-radical type. 
We now see how Lζ -modules give us examples of modules of constant r-radical type but not
constant s-radical type for any s with 1 s < r .
Proposition 5.6. Suppose that ζ ∈ k[ζ1, . . . , ζn] is a homogeneous polynomial of degree m such
that the zero locus of ζ inside Projk[ζ1, . . . , ζn]  Proj(H•(E, k)red) contains a linear subspace
of dimension r − 2 but not of dimension r − 1. Then the kE-module Lζ has constant r-radical
type but not constant s-radical type for any s, 1 s < r .
Proof. We view ζ as a homogeneous polynomial function on V(1) of degree m. Theorem 5.5
implies that Lζ has constant r-radical type.
For s < r , we proceed to find s-planes U,V ∈ Grass(s,V) such that dim RadU(Lζ ) =
dim RadV (Lζ ). By assumption, we can find a linear s-subspace U˜ ⊂ V  V(1) such that ζ van-
ishes on U˜ . Let FV :V → V(1) be the Frobenius map on V, and let U = F−1(U˜). Note that U is
again a linear subspace of V, and by construction we have
U(1) = FV(U) = U˜ .
Choose an ordered basis u = [u1, . . . , us] of U , and define
α :C = k[t1, . . . , ts]/
(
t
p
, . . . , t
p
s
)→ kE1
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α∗ : Spec
(
H•(C, k)red
)→ Spec(H•(kE, k)red)
with the inclusion U(1) ⊂ V(1)  V obtained by applying the Frobenius twist to U ⊂ V. Since
U(1) = U˜ , we conclude that α∗(ζ ) = 0. Applying Lemma 5.4, we get
dim RadU(Lζ ) = dim Rad
(
α∗(Lζ )
)= γm(pr − 1)− r + dim Rad(Ωm(kC)).
Now let W˜ be a linear s-subspace in V such that ζ does not vanish on W˜ , and let W =
F−1
V
(W˜ ), so that W˜ = W(1). Let w = [w1, . . . ,ws] be a basis of W , and let
β :C = k[t1, . . . , ts]/
(
t
p
1 , . . . , t
p
s
)→ kE
be the flat k-algebra homomorphism defined by β(ti) = wi . Then β∗(ζ ) is not nilpotent, and, in
particular,
dim RadW(Lζ ) = dim Rad
(
β∗(Lζ )
)= γm(pr − 1)+ dim Rad(Lβ∗(ζ ))
by Lemma 5.4. Since β∗(ζ ) is not nilpotent, we conclude that Ker{β∗(ζ ) : H1(C, k) →
Hm+1(C, k)} = 0. Hence, by Proposition 5.3,
dim RadW(Lβ∗(ζ )) = dim Rad
(
Ωm(kC)
)
.
Therefore,
dim RadW(Lζ ) = dim RadU(Lζ )+ r
which implies the desired inequality. 
The following proposition provides examples of homogeneous polynomials which satisfy the
condition of Proposition 5.6. We are grateful to Sándor Kovács for suggesting the argument in
the proof that follows.
Proposition 5.7. Let n > r be positive integers. There exists a homogeneous polynomial f ∈
k[X1, . . . ,Xn] such that the zero locus of f , Z(f ) ⊂ Pn−1, contains a linear subspace of dimen-
sion r − 1 (Pr−1) but not of dimension r .
Proof. Fix L = Pr−1 to be the projective subspace which is the zero set of the ideal
IL = (Xr+1, . . . ,Xn).
Fix a positive degree d . Then the set of polynomials f of degree d such that L ⊂ Z(f ) is the set
of global sections of IL(d) on Pn−1, that is, H0(Pn,IL(d)). The exact sequence
0 → H0(Pn−1,IL(d))→ H0(Pn−1,OPn−1(d))→ H0(Pn−1,OL(d))→ 0
implies the equality of dimensions:
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(
P
n−1,IL(d)
)
= dim H0(Pn−1,OPn−1(d))− dim H0(Pn−1,OL(d))
= dimk[X1, . . . ,Xn](d) − dimk[X1, . . . ,Xr−1](d) =
(
n+ d − 1
d
)
−
(
r + d − 1
d
)
.
Now, let L′ = Pr be any linear subspace of dimension r . Such subspaces are parametrized
by Grassn,r+1. For each one, the corresponding space of homogeneous functions of de-
gree d that vanish on L′ has dimension dim H0(Pn−1,IL′(d)) =
(
n+d−1
d
) − (r+d
d
)
. Let T ⊂
Grassn,r+1 ×H0(Pn−1,OPn−1(d)) be a subspace defined as follows:
T = {(L′, f ), Pr = L′ ⊂ Pn−1, f ∈ H0(Pn−1,IL′(d))}.
This is a vector bundle with the fiber of dimension dim H0(Pn−1,IL′(d)) and the base Grassn,r+1,
and it is precisely the space of functions we need to avoid. Hence, altogether we need to avoid a
total space of dimension
dimT =
(
n+ d − 1
d
)
−
(
r + d
d
)
+ (r + 1)(n− r − 1).
Therefore, to prove the claim, we need to establish that for a large enough d , we have an inequal-
ity (
n+ d − 1
d
)
−
(
r + d − 1
d
)
>
(
n+ d − 1
d
)
−
(
r + d
d
)
+ (r + 1)(n− r − 1).
Equivalently, (
r + d − 1
d − 1
)
> (r + 1)(n− r − 1).
Since r and n are fixed but d can be chosen arbitrarily large, this is now evident. 
The following corollary is immediate from Propositions 5.6 and 5.7.
Corollary 5.8. Let E be an elementary abelian p-group of rank n. For any integer r , 1 < r < n,
there exists a module of constant r-radical type but not of constant s-radical type for s < r .
We next construct examples of a kE-modules which have constant r-radical type for small r ,
but not for large r .
Proposition 5.9. Assume that p > 2. As before we write H∗(E, k) = k[ζ1, . . . , ζn] ⊗ Λ∗(η1,
. . . , ηn). Let ζ = η1 · · ·ηs for some s with 1 < s < n. Then Lζ satisfies the following properties:
(1) Lζ has constant r-radical type for any r , r < s.
(2) Lζ has constant s-Rad-rank, but not constant s-radical type.
(3) Lζ does not have constant r-Rad-rank for any r such that s < r < n.
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that α(t1), . . . , α(tr ) is a basis for U .
For r < s, the product of any s elements of degree one is necessarily zero in Hs(C, k). Hence,
α∗(ζ ) = 0. By Lemma 5.4, α∗(Lζ )  C⊕γs−1 ⊕ Ω(kC) ⊕ Ωs(kC) for some γs which does not
depend on the choice of U . Consequently, Lζ has constant r-radical type.
Assume that s  r  n. If U is the subspace such as the one spanned by x1, . . . , xr , then
α∗(ζ ) = 0. Since α∗(ζ ) is a product of s degree 1 classes, it annihilates a subspace of dimension
s of H1(C, k). Hence, Lemma 5.4 and Proposition 5.3 imply that
dim RadU(Lζ ) = γs
(
pr − 1)+ dim Rad(Lα∗(ζ ))
= γs
(
pr − 1)+ dim Rad(Ωr(kC))− s. (5.9.1)
If U is the subspace spanned by x2, . . . , xr+1, then α∗(ζ ) = 0 and
dim RadU(Lζ ) = γs
(
pr − 1)− r + dim Rad(Ωr(kC)). (5.9.2)
It follows that Lζ has constant r-Rad-rank if and only if r = s. This proves (3) and the first part
of (2).
For the remainder of part (2), notice that the dimension of Radr(p−1)(M) of a C-module M
counts the number of direct summands of C in a decomposition of the module into indecompos-
able submodules. In the case r  s, we can get two different values for dim Radr(p−1)(α∗(Lζ ))
depending on whether α∗(ζ ) is zero or not, by Lemma 5.4. Therefore Lζ does not have constant
r-Radr(p−1)-rank for any r  s. In particular, it does not have constant s-radical type. 
Corollary 5.10. Let p > 2, and let ζ ∈ Hs(E, k) be a product of s degree one cohomology
classes. For any r > s the non-maximal radical support variety Rad(r,V)Lζ consists of exactly
those r-planes U for which α∗(ζ ) = 0, where α : k[t1, . . . , tr ]/(tp1 , . . . , tpr ) → kE is a map such
that α(t1), . . . , α(tr ) form a basis for U .
Proof. This follows by comparing equalities (5.9.1) and (5.9.2) of the proof of Proposi-
tion 5.9. 
In a similar way, we get the following statement about non-maximal radical support varieties.
Corollary 5.11. Let ζ ∈ H2m(E,k). If r = 1,2,3 or if ζ is a product of one-dimensional coho-
mology classes, then
Rad(r,V)Lζ =
{
U ∈ Grass(r,V) ∣∣ α∗(ζ ) = 0 in H∗(C, k)red}
where α :C = k[t1, . . . , tr ]/(tp1 , . . . , tpr ) → kE is a map such that α(t1), . . . , α(tr ) form a basisfor U .
On the other hand, for r > 3, there exists a homogeneous cohomology class ζ for which this
equality is not valid.
Proof. If ζ ∈ H2m(E,k) satisfies the hypothesis of the corollary, then the condition that
Ker{·α∗u(ζ ) : H1(C, k) → H2m+1(C, k)} be zero is equivalent to a simpler condition that α∗u(ζ )
is not nilpotent. Hence, Proposition 5.3 implies the desired equality.
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is a nilpotent element in H∗(C, k) which does not annihilate any non-zero class of degree 1. 
We finish this section with a simple observation about the socle series of α∗(Lζ ).
Proposition 5.12. Suppose that ζ ∈ Hm(E,k) is a non-zero cohomology class. If r > 1, then for
any U in Grass(r,V) we have that SocU(Lζ ) = SocU(Ωm(k)).
Consequently, Lζ has constant r-Soc-rank for any r > 1.
Proof. Choose U in Grass(r,V). Let α :C = k[t1, . . . , tr ]/(tp1 , . . . , tpr ) → kE be a k-algebra
homomorphism such that α(t1), . . . , α(tr ) is a basis for U . Suppose there is a simple sub-
module in α∗(Ωmk) which does not map to 0 under α∗(ζ ) and, hence, is not a submodule
in Soc(α∗(Lζ )). Then it maps isomorphically onto k. This implies that the sequence 0 →
α∗(Lζ ) → α∗(Ωm(k)) → k → 0 splits. But if r > 1, then this is not possible because α∗(Ωm(k))
has no summand that is isomorphic to k. 
6. Construction of bundles on Grass(r,V)
This section opens the second part of the paper in which we discuss algebraic vector bundles
on Grassmannians arising from finite dimensional kE-modules having either constant r-Radj -
rank or constant r-Socj -rank for some j . We begin by developing two approaches of constructing
vector bundles on Grass(r,V) which we then show determine isomorphic algebraic vector bun-
dles. The first approach uses a local analysis on standard affine open subsets of the Grassmannian,
while the second is a global process defining the bundles by equivariant descent. In the next
section we show that for the class of GLn-equivariant kE-modules discussed in Section 3, our
construction can be recognized as a familiar functor widely used for algebraic groups and homo-
geneous spaces. Our first series of examples appears in the same section. Finally, in Section 8 we
introduce a formula that constructs a graded module over the homogeneous coordinate ring of
the Grassmannian whose associated coherent sheaf is the kernel bundle associated to a module
of constant r-socle rank.
We use notations and conventions for the Grassmannian discussed in detail in Section 1.
6.1. A local construction of bundles
Let x1, . . . , xn be a basis for the space V ⊂ Rad(kE) splitting the projection Rad(kE) →
Rad(kE)/Rad2(kE). Let C = k[t1, . . . , tr ]/(tp1 , . . . , tpr ). For
αΣ :C ⊗ k[UΣ ] → kE ⊗ k[UΣ ]
as in Definition 1.5, we denote by θΣj , 1  j  r , the k[UΣ ]-linear p-nilpotent operator on
M ⊗ k[UΣ ] given by multiplication by αΣ(tj ):
M ⊗ k[UΣ ]
θΣj−−→ M ⊗ k[UΣ ],
m⊗ f 
→
n∑
xim⊗ YΣi,j f. (6.0.1)
i=1
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Ker(M)UΣ =
⋂
1j1,...,jr
Ker
{
θΣj1 · · · θΣj :M ⊗ k[UΣ ] → M ⊗ k[UΣ ]
}
, (6.0.2)
Im(M)UΣ =
∑
1j1,...,jr
Im
{
θΣj1 · · · θΣj :M ⊗ k[UΣ ] → M ⊗ k[UΣ ]
}
. (6.0.3)
We denote by OGr the structure sheaf of Grass(r,V). For any finite dimensional kE-
module M , the coherent sheaf M ⊗ OGr is a free OGr-module of rank equal to the dimension
of M . In the next proposition, we define the th kernel and image sheaves,
Ker(M) and Im(M), (6.0.4)
associated to a kE-module M .
Proposition 6.1. Let M be a finite dimensional kE-module. There is a unique subsheaf
Ker(M) ⊂ M⊗OGr whose restriction to UΣ equals Ker(M)UΣ for each subset Σ ⊂ {1, . . . , n}
of cardinality r . We refer to Ker(M) as the th kernel sheaf.
Similarly, there is a unique subsheaf Im(M) ⊂ M ⊗ OGr whose restriction to UΣ equals
Im(M)UΣ for each subset Σ ⊂ {1, . . . , n} of cardinality r . We refer to Im(M) as the th
image sheaf.
Proof. Let Σ,Σ ′ ⊂ {1, . . . , n} be two r-subsets and let
τΣ,Σ ′ : k
[
YΣi,j ,p
−1
Σ ′
] k[UΣ ∩ UΣ ′ ]  k[YΣ ′i,j ,p−1Σ ]
denote the evident transition function. Observe that on UΣ ∩ UΣ ′ , each θΣj can be written using
the transition functions τΣ,Σ ′ as a k[YΣ ′i,j ,p−1Σ ]-linear combination of the θ ′Σj ’s:
θΣ
′
j = τΣ,Σ ′
(
θΣj
)
:M ⊗ k[YΣ ′a,b,p−1Σ ]→ M ⊗ k[YΣ ′a,b,p−1Σ ]. (6.1.1)
This enables us to identify Ker(M)UΣ and Im(M)UΣ when restricted to UΣ ∩ UΣ ′ as submod-
ules of M⊗k[YΣ ′a,b,p−1Σ ]. It can be verified that the kernels and images of the products of θΣj , θΣ
′
j
acting on M ⊗ k[YΣ ′a,b,p−1Σ ] are equal by specializing to a sufficiently general point x ∈ UΣ ∩UΣ ′
and using the relationship (6.1.1). 
For  = 1, we write Ker(M) for Ker1(M), and we write Im(M) for Im1(M).
Theorem 6.2. Let M be a finite dimensional kE-module, and U ⊂ V an r-plane. Let  be an
integer, 1  (p − 1)r .
(1) If M has constant r-Soc-rank, then
◦ Ker(M) is an algebraic vector bundle on Grass(r,V),
◦ rkKer(M) = dim SocU (M).
(2) If M has constant r-Rad-rank, then
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◦ rkIm(M) = dim RadU (M).
Proof. First assume that  = 1.
(1) Let Σ be an r-subset of {1, . . . , n}. We proceed to define a map
ΘΣ :M ⊗ k[UΣ ] [θ
Σ
1 ,...,θ
Σ
r ]−−−−−−→ (M ⊗ k[UΣ ])⊕r (6.2.1)
such that Ker(M)UΣ = KerΘΣ . Let U ∈ UΣ ⊂ Grass(r,V) and let {u1, . . . , ur} be the unique
choice of ordered basis for U such that the Σ -submatrix of AU = (ai,j ) equals [u1, . . . , ur ]
(expressed with respect to the fixed basis {x1, . . . , xn} of V) is the identity matrix. Then αU :C →
kE, defined by αU(ti) = ui , equals the result of specializing αΣ :C ⊗ k[UΣ ] → kE ⊗ k[UΣ ] by
setting the variables YΣi,j to values ai,j ∈ k. Hence, the specialization of the map ΘΣ at the point
U ∈ UΣ gives the k-linear map [αU(t1), . . . , αU (tr )] :M → M⊕r . In other words,
ΘΣ ⊗k[UΣ ] k =
[
αU(t1), . . . , αU (tr )
]
where the tensor is taken over the map k[UΣ ] → k corresponding to the point U ∈ UΣ . Since
specialization is right exact, we have an equality
Coker
{
ΘΣ
}⊗k[UΣ ] k = Coker{ΘΣ ⊗k[UΣ ] k}= Coker{[αU(t1), . . . , αU (tr )] :M → M⊕r}.
Let f :W → W ′ be a linear map of k-vector spaces. Then dim Cokerf = dim Kerf −
dimW + dimW ′. Using this observation, we further conclude that
dim Coker
{[
αU(t1), . . . , αU (tr )
]
:M → M⊕r}
= dim Ker{[αU(t1), . . . , αU (tr )] :M → M⊕r}+ (r − 1)dimM
= dim SocU(M)+ (r − 1)dimM.
Therefore, all specializations of the k[UΣ ]-module CokerΘΣ have the same dimension. By [19,
4.11] (see also [22, 5 ex.5.8]), CokerΘΣ is a projective module over k[UΣ ]. Now the exact
sequence
0 → KerΘΣ → M ⊗ k[UΣ ] ΘΣ−−→
(
M ⊗ k[UΣ ]
)⊕r → CokerΘΣ → 0
implies that Ker(M)UΣ = KerΘΣ is also projective. Since this holds for any r-subset Σ ⊂{1, . . . , n}, we conclude that Ker(M) is locally free.
(2) For an r-subset Σ ⊂ {1, . . . , n}, define a map ΘΣ : (M ⊗ k[UΣ ])⊕r → M ⊗ k[UΣ ] as the
composition
ΘΣ :
(
M ⊗ k[UΣ ]
)⊕r diag[θΣ1 ,...,θΣr ]−−−−−−−−−→ (M ⊗ k[UΣ ])⊕r Σ−→ M ⊗ k[UΣ ]
where the second map is the sum over all r coordinates. Arguing as in (1) and using that
dim Cokerf = dimW ′ − dim Imf for a map of k-vector spaces f :W → W ′, we conclude (2)
for  = 1.
Finally, the proof for  > 1 is very similar with the map ΘΣ replaced by its th iterate. 
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just described; indeed, both are defined in terms of moving frames inside trivial bundles of ap-
propriate ranks on the Grassmannian. Formal verifications are given in Examples 7.4 and 7.8.
Example 6.3. (1) (Tautological/universal subbundle γr ). Let kE = k[x1, . . . , xr ]/(xp1 , . . . , xpn ),
and let M = kE/Rad2(kE). We can represent M pictorially as follows:
•
x1
x2 xn−1
xn
• • . . . • •
Then RadU(M) ⊂ Rad(M) can be naturally identified with the plane U ⊂ V under our fixed
isomorphism Rad(M) = Rad(kE)/Rad2(kE)  V. Thus,
Im(M) = γr,
where γr ⊂ O⊕nGr  Rad(M)⊗OGr is the tautological (or universal) rank r subbundle of the rank
n trivial bundle on Grassn,r .
(2) (Universal subbundle δn−r ). Let δn−r be the universal rank n− r subbundle of the trivial
bundle of rank n on Grassn,r , that is, the subbundle whose dual, δ∨n−r , fits into a short exact
sequence
0 → γr → O⊕nGr → δ∨n−r → 0.
Let M = kE/Rad2(kE). Note that M# can be represented pictorially as follows:
•
x1
•
x2
. . . •
xn−1
•
xn
•
We have {Ker(M#)⊂ M# ⊗ OGr}= {δn−r ⊕ OGr ⊂ O⊕n+1Gr }.
6.2. A construction by equivariant descent
Our second construction has the advantage of producing bundles on Grass(r,V) by a “global”
process rather than as a patching of locally defined kernels or images. In this sense, it resembles
the global operator Θ in the case r = 1 employed in [19] to construct bundles on cohomological
support varieties of infinitesimal group schemes. However, the reader should be alert to the fact
that the kernels (or images) are not produced as kernels (or images) of a map of bundles on
Grass(r,V) but rather by a descent process.
We begin by recalling the definition of a G-equivariant sheaf followed by a general lemma.
We refer the reader to [13, 5] or [6, I.0] for a detailed discussion of equivariant sheaves.
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a variety equipped with an algebraic G-action μ :G × Y → Y . Denote by p :G × Y → Y the
projection map, and by m :G × G → G multiplication in G. A sheaf F of OY -modules is G-
equivariant if there is an isomorphism f :μ∗F  p∗F satisfying the natural cocycle condition.
Explicitly, for
p1 = idG ×μ :G×G× Y → G× Y,
p2 = m× idY :G×G× Y → G× Y,
p3 = projG×Y :G×G× Y → G× Y
(where p3 is the projection along the first factor), F satisfies the condition
p∗1(f ) ◦ p∗3(f ) = p∗2(f ). (6.4.1)
The following fact is well known although usually mentioned without proof (e.g., [6, 0.3] or
[13, 5.2.15]). We provide a straightforward proof for completeness.
Lemma 6.5. Let G be a linear algebraic group and let p :Y → X be a principal homogeneous
space for G locally trivial in the étale topology. There is an equivalence of categories given by
the pull-back functor
p∗ : Coh(X) ∼−→ CohG(Y )
between coherent sheaves of OX-modules and G-equivariant coherent sheaves of OY -modules.
Proof. Note that our assumption implies that Y → X is faithfully flat and quasi-compact. Hence,
we can use faithfully flat descent [26, VIII, §.1]. Therefore, we have an equivalence between
the category of coherent sheaves of OX-modules and the category of coherent sheaves of OY -
modules with descent data. Consider the diagram
Y ×X Y
π1
π2
Y
Y X
Recall that the descent data for an OY -module F is an isomorphism φ :π∗1 (F)  π∗2 (F) such
that
π∗23(φ)π∗12(φ) = π∗13(φ), (6.5.1)
where πij :Y ×X Y ×X Y → Y ×X Y is the projection on the (i, j) component. Since p : Y → X
is a principal homogeneous space for G (i.e., a G-torsor for G×X over X), G× Y → Y ×X Y
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square above becomes
G× Y μ
p
Y
Y X
and the maps πi,j :Y ×X Y ×X Y → Y ×X Y become precisely the maps in Definition 6.4 with
πi,j going to p for  = i, j
p1 :G×G× Y → G× Y,
p2 :G×G× Y → G× Y,
p3 :G×G× Y → G× Y.
Consequently, the descent data (6.5.1) is transformed into the condition (6.4.1) for G-
equivariance. 
Remark 6.6. Suppose p :Y → X is a trivial G-fiber bundle, that is, there is a section s :X → Y
such that Y = s(X)×G  X ×G. In this special case, p∗ is given simply by tensoring with the
structure sheaf of G: for F ∈ Coh(X),
p∗(F) = s∗(F)⊗ OG  F ⊗ OG.
We fix an ordered basis of V and an r-plane U0 ⊂ V. As in (1.0.3), we identify M = Mn,r 
Homk(U0,V) with the affine variety of n × r-matrices, and we set Mo ⊂ M equal to the open
quasi-affine subvariety of matrices of maximal rank. Then Grassn,r  Mo/GLr and, moreover,
M
o → Grassn,r is a principal GLr -equivariant bundle. Hence, we have an equivalence of cate-
gories
Coh(Grassn,r )  CohGLr
(
M
o
)
. (6.6.1)
Moreover, using the action of GLn on M via multiplication on the left which commutes with the
action by GLr (via multiplication by the inverse on the right), we get an equivalence between
(GLn, GLr )-equivariant sheaves on Mo (with GLn acting on the left and GLr on the right) and
GLn-equivariant sheaves on Grassn,r (with GLn acting on Grassn,r  GLn /GLr via multiplica-
tion on the left).
We denote by
R : CohGLr (M) → Coh(Grassn,r ) (6.6.2)
the functor defined as a composition
R : CohGLr (M) res−→ CohGLr (Mo) ∼−→ Coh(Grassn,r )
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of categories in Lemma 6.5. Since M is an affine scheme, the category of GLr -equivariant co-
herent OM-modules is equivalent to the category of GLr -equivariant k[M]-modules. Using this
equivalence, we apply the functor R to GLr -equivariant k[M]-modules. Finally, recall that the
choice of basis for V determines the choice of the dual basis of (V⊕r )# which we denoted by
{Yi,j }1in,1jr in Section 1. Since k[M] = S∗(M#n,r ) = S∗((V⊕r )#), we get that {Yi,j } are
algebraic generators of k[M]. We use the identification k[M]  k[Yi,j ].
Let M be a finite dimensional kE-module, and let M˜ = M ⊗ k[Yi,j ] be a free module of rank
dimM over k[Yi,j ]. We define a k[Yi,j ]-linear map
Θ˜ = [θ˜1, . . . , θ˜r ] : M˜ → (M˜)⊕r
by
θ˜j (m⊗ f ) =
n∑
i=1
xim⊗ Yi,j f
for all j , 1 j  r . We further define
Ker{Θ˜,M} = Ker{Θ˜ : M˜ → (M˜)⊕r} (6.6.3)
to be the k[Yi,j ]-submodule of M˜ which is the kernel of the map Θ˜ . Letting
Θ˜ = [θ˜ 1 , θ˜ −11 θ˜2, . . . , θ˜ r ]
(all monomials of degree  in θ˜1, . . . , θ˜r ) we similarly define
Ker
{
Θ˜,M
}= Ker{Θ˜ : M˜ → (M˜)⊕(r+−1 )} (6.6.4)
for any , 1  (p − 1)r .
An analogous construction is applied to the image. Let
Im{Θ˜,M} = Im{(M ⊗ k[Yi,j ])r diag[θ˜1,...,θ˜r ]−−−−−−−−→ (M ⊗ k[Yi,j ])r Σ−→ M ⊗ k[Yi,j ]}. (6.6.5)
Replacing Θ˜ with Θ˜, we obtain k[Yi,j ]-modules Im{Θ˜,M} for any , 1  (p − 1)r .
Lemma 6.7. Let M be a kE-module. Then Ker{Θ˜,M}, Im{Θ˜,M} are GLr -equivariant k[M]-
submodules of M ⊗ k[M] for any , 1  r(p − 1), where the action of GLr is trivial on M
and is given by the multiplication by the inverse on the right on M.
Proof. We prove the statement for Ker{Θ˜,M}, other cases are similar.
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→ f g . Let
[Ag] ∈ GLr be the matrix that gives the action of g on M#n,r with respect to the basis {Yi,j }.
Consider the diagram (which is not commutative!)
M ⊗ k[M] Θ˜
g
(M ⊗ k[M])⊕r
g
M ⊗ k[M] Θ˜ (M ⊗ k[M])⊕r
Going to the right and then down, we get
(
Θ˜(m⊗ f ))g =
⎛⎜⎜⎜⎝(x1 . . . xn)⊗
⎛⎜⎜⎜⎝
Y1,1 . . . Y1,r
...
. . .
...
...
. . .
...
Yn,1 . . . Yn,r
⎞⎟⎟⎟⎠
g⎞⎟⎟⎟⎠(m⊗ f g)
=
⎛⎜⎜⎜⎝(x1 . . . xn)⊗
⎛⎜⎜⎜⎝
Y1,1 . . . Y1,r
...
. . .
...
...
. . .
...
Yn,1 . . . Yn,r
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠ [Ag](m⊗ f g)
= [θ˜1(m⊗ f g), . . . , θ˜r(m⊗ f g)][Ag].
Going down and to the left, we get
Θ˜
(
m⊗ f g)=
⎛⎜⎜⎜⎝(x1 . . . xn)⊗
⎛⎜⎜⎜⎝
Y1,1 . . . Y1,r
...
. . .
...
...
. . .
...
Yn,1 . . . Yn,r
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠(m⊗ f g)
= [θ˜1(m⊗ f g), . . . , θ˜r(m⊗ f g)].
Since the results differ by multiplication by an invertible matrix, we conclude that Ker{Θ˜,M} is
a GLr -invariant submodule of M ⊗ k[M]. 
Lemmas 6.7 and 6.5 imply that the GLr -equivariant sheaf Ker{Θ˜,M} (resp., Im{Θ˜,M})
descends to a coherent sheaf on Grassn,r via the functor R. We denote the resulting sheaf by
R(Ker{Θ˜,M}) (resp., R(Ker{Θ˜,M})).
Note that Ker(M) (resp., Im(M)) is a subsheaf of M ⊗ OGr by construction. The equality
R(M˜) = M ⊗OGr and the naturality of R imply that R(Ker{Θ˜,M}) (resp., R(Im{Θ˜,M})) is
also a subsheaf of M ⊗ OGr. We now show that the subsheaves Ker(M) and R(Ker{Θ˜,M})
(resp., Im(M) and R(Im{Θ˜,M})) of M ⊗ OGr are equal.
Theorem 6.8. For any finite dimensional kE-module M and any integer , 1  (p− 1)r , we
have equalities of coherent OGr-modules
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Im(M) = R(Im{Θ˜,M}).
Proof. We establish the equality Ker(M)  R(Ker{Θ˜,M}), other cases are similar.
Let {x1, . . . , xn} be the fixed basis of V so that kE  k[x1, . . . , xn]/(xp1 , . . . , xpn ). Globally on
M the operator
Θ˜ = [θ˜1, . . . , θ˜r ]T : M˜ → (M˜)⊕r
is given as a product
Θ˜ = (x1 . . . xn)⊗
⎛⎜⎜⎜⎝
Y1,1 . . . Y1,r
...
. . .
...
...
. . .
...
Yn,1 . . . Yn,r
⎞⎟⎟⎟⎠ . (6.8.1)
Let Σ = {i1, . . . , ir}, i1 < · · · < ir , be a subset of {1, . . . , n}, and let UΣ ⊂ Grassn,r be the
corresponding principal open. Let U˜Σ ⊂ Mo ⊂ M be the principal open subset defined by the
non-vanishing of the minor corresponding to the columns numbered by Σ . Hence, k[U˜Σ ] is
the localization of k[M] at the determinant of the matrix [Yit ,j ]1t,jr . Note that U˜Σ is GLr -
invariant subset of M and that U˜Σ → UΣ is a trivial GLr -bundle. Denote by
ηUΣ : Coh
GLr (U˜Σ)  Coh(UΣ)
the corresponding equivalence of categories as in Lemma 6.5. As in Section 1 (prior to Defini-
tion 1.5), we choose a section of M0 → Grassn,r over UΣ defined by sending a GLr -orbit to its
unique representative such that the Σ -matrix is the identity matrix. This section splits the trivial
bundle U˜Σ → UΣ giving an isomorphism U˜Σ  UΣ × GLr and, hence,
k[U˜Σ ]  k[UΣ ] ⊗ k[GLr ] = k
[
YΣi,j
]⊗ k[Yit ,j ][ 1det(Yit ,j )
]
where YΣi,j are as defined in (1.4.1). Using the identification of k[U˜Σ ] as k[UΣ ] ⊗ k[GLr ], we
can write ⎛⎜⎜⎜⎝
Y1,1 . . . Y1,r
...
. . .
...
...
. . .
...
Yn,1 . . . Yn,r
⎞⎟⎟⎟⎠=
⎛⎜⎜⎜⎝
YΣ1,1 . . . Y
Σ
1,r
...
. . .
...
...
. . .
...
YΣn,1 . . . Y
Σ
n,r
⎞⎟⎟⎟⎠⊗
⎛⎝Yi1,1 . . . Yi1,r... . . . ...
Yir ,1 . . . Yir ,r
⎞⎠−1 .
Hence, we can decompose the operator Θ˜↓U˜Σ on M⊗k[U˜Σ ]  M⊗k[UΣ ]⊗k[GLr ] as follows:
Θ˜↓˜ = ΘΣ ⊗ [Yit ,j ]−1,UΣ
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Ker{Θ˜↓U˜Σ } = KerΘΣ ⊗ k[GLr ] = η−1UΣ
(
KerΘΣ
)
,
where the last equality holds by the triviality of the bundle U˜Σ → UΣ and Remark 6.6. Since
localization is exact, we have Ker{Θ˜,M}↓U˜Σ = Ker{Θ˜↓U˜Σ }. Hence,
ηUΣ
(
Ker{Θ˜,M}↓U˜Σ
)= KerΘΣ. (6.8.2)
The Cartesian square
U˜Σ Mo
UΣ Grassn,r
gives rise to a commutative diagram where the vertical arrows are equivalences of categories as
in Lemma 6.5
CohGLr (Mo)

Res
CohGLr (U˜Σ)

Coh(Grassn,r )
Res Coh(UΣ)
Therefore, R(Ker{Θ˜,M})↓UΣ = ηUΣ (Ker{Θ˜,M}↓U˜Σ ). Combining this observation with the
equality (6.8.2), we conclude
R(Ker{Θ˜,M})↓UΣ = ηUΣ (Ker{Θ˜,M}↓U˜Σ )= KerΘΣ = Ker(M)↓UΣ , (6.8.3)
where the last equality holds by the definition of Ker(M). Since this holds for any r-subset
Σ ⊂ {1, . . . , n}, we conclude that Ker(M) = R(Ker{Θ˜,M}). 
7. Bundles for GLn-equivariant modules
For the special class of GLn-equivariant kE-modules (see Definition 3.5), the constructions
from the previous section can be shown to coincide with a well-known construction of alge-
braic vector bundles arising in representation theory of algebraic groups. This enables us to
identify various algebraic vector bundles on Grassmannians associated to such GLn-equivariant
kE-modules. We give many examples of the applicability of this approach: Examples 7.7, 7.8,
7.11, 7.12, 7.13, 7.14, 7.15, and 7.16.
We start by recalling some generalities. Let G be an algebraic group and H ⊂ G be a closed
subgroup. For any rational H -module V , we consider the flat map of varieties
π :G×H V → G/H
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L :H -mod → OG/H -mod
which sends a rational H -module V to a quasi-coherent sheaf of OG/H -modules which is the
sheaf of sections of G×H V . That is, for U ⊂ G/H we have
L(V )(U) = Γ (U,G×H V ).
We summarize properties of the functor L in the following proposition.
Proposition 7.1. Let G be an algebraic group and H ⊂ G be a closed subgroup.
(1) [24, II.4.1] The functor L is exact and commutes with tensor products, duals, symmetric and
exterior powers, and Frobenius twists.
(2) [24, I.5.14] Let V be a rational G-module. Then L(V↓H )  OG/H ⊗ V is a trivial bundle.
We say that an algebraic vector bundle E on G/H (i.e., a locally free, coherent sheaf on
G/H ) is G-equivariant if G acts on E compatibly with the action of G on the base G/H (via
multiplication on the left). That is, for all Zariski open subsets U ⊂ G/H and each g ∈ G, there
is an isomorphism
g∗ :E(U) → E(g−1 ·U) (7.1.1)
such that
g∗(f s) = g∗(f )g∗(s), s ∈ E(U), f ∈ OG/H (U).
In other words, the algebraic vector bundle E on G/H is G-equivariant in the sense of Defini-
tion 6.4.
Proposition 7.2.
(1) [13, 5.1.8] Let G be a linear algebraic group, H be a closed subgroup of G, and V a
rational H -module. Then the sheaf of sections of π :G×H V → V (a quasi-coherent sheaf
of OG/H -modules) is G-equivariant.
(2) [24, II.4.1] Let G be a reductive linear algebraic group, P ⊂ G be a parabolic subgroup, and
V be a rational P -module. Then G×P V → G/P is locally trivial for the Zariski topology
of G/P . Hence, L(V ) is an algebraic vector bundle on G/P .
The following result complements the preceding recollections.
Proposition 7.3. Let G be an algebraic group and H ⊂ G be a closed subgroup such that
p :G → G/H is locally trivial with respect to the Zariski topology on G/H . Consider a G-
equivariant algebraic vector bundle E on G/H . Then there is an isomorphism L(V ) ∼−→ E of
G-equivariant vector bundles on G/H ,
L(V )(U) = Γ (U,G×H V ) ∼−→ E(U), U ⊂ G/H,
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the restriction of the G-action on E .
Proof. Let U ⊂ G/H be a Zariski open neighborhood of eH ∈ G/H such that p|U :p−1(U) →
U is isomorphic to the product projection U × V → U and E|U  V ⊗k OU is trivial. Choices
of trivialization of pU and E|U determine an isomorphism φ :L(V )(U) ∼−→ E(U). Some finite
collection of subsets gi · U ⊂ G/H is a finite open covering of G/H . For each gi , we define
φi :L(gi ·U) → E(gi ·U) by sending gis ∈ L(V )(gi ·U) for any s ∈ L(U) to giφ(s); this is well
defined, for each s′ ∈ L(gi ·U) is uniquely of the form gis for some s ∈ L(U). We readily check
that each φi induces an isomorphism on fibers, and that (φi)|Ui∩Uj = (φj )|Ui∩Uj . 
Let U0 ⊂ V be a fixed r-dimensional subspace, and let P0 = Stab(U0). With U0 chosen,
we may identify G as GLn and P0 as the standard parabolic subgroup of type (r, n − r) of
GLn. We consider the above construction of the functor L with G = GL(V) and H = P0. Since
GL(V)/P0  Grass(r,V), we get a functor
L : P0-mod → locally free OGr-mod
where we denote by OGr the structure sheaf on Grass(r,V).
Example 7.4. We revisit and supplement the examples of Example 6.3.
(1) Let γr be the universal subbundle (of O⊕nGr ) of rank r on Grassn,r . Then
L(U0) = γr . (7.4.1)
(2) Let δn−r be the universal subbundle (of O⊕nGr ) of rank n− r on Grassn,r . Then
L(W0) = δn−r , where W0 = Ker
{
V
# → U#0
}
, (7.4.2)
as can be verified using Proposition 7.1 and the short exact sequence
0 → γr → O⊕nGr → δ∨n−r → 0.
(3) By Proposition 7.1,
L(Λr(U0))= Λr(γr).
Let p : Grass(r,V) → P(Λr(V)) be the Plücker embedding, and let OP(Λr (V))(−1) be the tauto-
logical line bundle on P(Λr(V)). Then by definition
OGr(−1) = p∗
(OP(Λr (V))(−1)).
The fiber of OP(Λr (V))(−1) over a point v1 ∧ · · · ∧ vr ∈ Pr (Λr(V)) equals k(v1 ∧ · · · ∧ vr).
Pulling back via p, we get that the fiber of OGr(−1) over the r-plane U = kv1 + · · · + kvr =
p−1(v1 ∧ · · · ∧ vr) equals Λr(U). Thus,
L(Λr(U0))= Λr(γr)  OGr(−1). (7.4.3)
J.F. Carlson et al. / Advances in Mathematics 229 (2012) 2985–3051 3035Proposition 7.5. Let M be a GLn-equivariant kE-module. Then Im(M), Ker(M) are GLn-
equivariant OGr-modules for any , 1  (p − 1)r .
Proof. We first observe that Proposition 3.6 implies that SocU0(M) and Rad

U0
(M) are stable un-
der the action of the standard parabolic subgroup P0 ⊂ GL(V) on M for any , 1  (p− 1)r .
We consider only Im; verification of the proposition for Im(M), Ker(M) with , 1 
(p − 1)r is similar.
Let M = Mn,r be the affine variety of n× r-matrices. We identify
M = V⊕r
as k-linear space and note that both GLn and GLr act on M: GLn via multiplication on the left
and GLr via multiplication on the right. Moreover, these actions obviously commute. Hence, the
coordinate ring k[M] is a (GLn,GLr )-bimodule.
Recall the GLr -invariant submodule Im{Θ˜,M} of M ⊗ k[M] defined in (6.6.5). The GLr -
action on M ⊗ k[M] is given via the trivial action on M and the action on k[M] induced by
multiplication on M on the right. There is also a GLn-action on M ⊗ k[M] which is diagonal: as
given on the GLn-equivariant module M and via the left multiplication on M. We first show that
Im{Θ˜,M} is a GLn-invariant submodule of M ⊗ k[M] (and, hence, a (GLn,GLr )-submodule).
Recall Θ˜ = [θ˜1, . . . , θ˜r ] : M˜ → (M˜)⊕r where for each j , 1 j  r ,
θ˜j (m⊗ f ) =
∑
i
xim⊗ Yi,j f.
Fix an element g ∈ GLn. We proceed to compute the effect of the action of g on θ˜j (m⊗ f ).
Let (yij )1in,1jr be linear generators of M = V⊕r chosen in such a way that yij is simply
the generator xi of V put in the j th column. Suppose the action of g on V with respect to the
fixed basis {x1, . . . , xn} is given by a matrix A = (ast ). The action of g on yij is then given by
gyij =∑ aiyj , the same action on each factor V in M.
We identify the coordinate algebra k[M] as S∗(M#)  k[Yi,j ] with the coordinate func-
tions Yi,j defined as the linear duals of yi,j . For f ∈ k[M], we have g ◦ f (−) = f (g−1−).
Consequently, the action of g on M# with respect to the basis {Yi,j }1in,1jr is given by
multiplication on the right by A−1. We compute
g
(∑
i
xi ⊗ Yi,j
)
= g([x1, . . . , xn] ⊗ [Y1,j , . . . , Yn,j ]T )
= g([x1, . . . , xn])⊗ g([Y1,j , . . . , Yn,j ]T )
= [x1, . . . , xn] ·AT ⊗
([Y1,j , . . . , Yn,j ] ·A−1)T
= [x1, . . . , xn] ·AT ⊗
(
AT
)−1 · [Y1,j , . . . , Yn,j ]T =∑
i
xi ⊗ Yi,j .
Hence,
g
(
θ˜j (m⊗ f )
)= g(∑xi ⊗ Yi,j)g(m⊗ f ) = (∑xi ⊗ Yi,j)(gm⊗ gf ) = θ˜j (gm⊗ gf ).
i i
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g
(
θ˜j (m⊗ f )
)= θ˜j (gm⊗ gf ) ∈ Im θ˜j .
Since this holds for all j , we conclude that Im{Θ˜,M} = ∑rj=1 Im θj ⊂ M ⊗ k[M] is invari-
ant under the GLn-action. Hence, Im(Θ˜,M) determines a (GLn,GLr )-equivariant sheaf on M.
Moreover, since M0 ⊂ M is a (GLn,GLr )-stable subvariety, the restriction of Im{Θ˜,M} to M0
is a (GLn,GLr )-equivariant sheaf on M0. Since the actions of GLn and GLr commute, the equiv-
alence
CohGLr
(
M
0) Coh(Grassn,r )
of Lemma 6.5 restricts to an equivalence of GLn-equivariant sheaves. Consequently, Im(M) =
R(Im(Θ˜,M)) (by Theorem 6.8) is a GLn-equivariant OGr-module. 
The following theorem enables us to identify kernel and image bundles as in Proposition 6.1
with bundles obtained via the functor L.
Theorem 7.6. Let M be a GLn-equivariant kE-module, and let U0 = kx0 + · · · + kxr ⊂ V.
Then for any , 1  r(p − 1), we have an isomorphism of GLn-equivariant algebraic vector
bundles on Grassn,r = Grass(r,V)
Ker(M)  L(SocU0(M)), Im(M)  L(RadU0(M)).
Proof. By Proposition 7.5, Ker(M) is a GLn-equivariant vector bundle on Grass(r,V). The
fiber of Ker(M) above the base point of Grass(r,V) equals SocU0(M). We now apply Proposi-
tion 7.3 to conclude that Ker(M)  L(SocU0(M)).
The proof that Im(M)  L(RadU0(M)) is strictly analogous. 
In the following examples, we show how to realize various “standard” bundles on Grass(r,V)
as kernel and image bundles associated to GLn-equivariant kE-modules. For convenience, we fix
a basis {x1, . . . , xn} of V and choose U0 to be the subspace generated by {x1, . . . , xr}. As before,
the action of GLn  GL(V) on kE is given via the identification kE  S∗(V)/〈vp, v ∈ V〉 
k[x1, . . . , xn]/(xp1 , . . . , xpn ).
Example 7.7 (Universal subbundle of rank r). Let M = kE/Rad2(kE). As a P0-module,
RadU0(M)  U0. Hence, Im(M)  γr by Example 7.4(1).
Example 7.8 (Universal subbundle of rank n− r). Let M = Radn−1(Λ∗(V)). Then
SocU0(M) 
(
n∑
j=r+1
kx1 ∧ · · · ∧ xj−1 ∧ xj+1 ∧ · · · ∧ xn
)
⊕Λn(V)
as a P0-module. Moreover, the second direct summand is a GLn-module. The first direct sum-
mand can be naturally identified with the P0-module
W0 = Ker
{
V
# → U#}0
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Ker(M) = L(W0)⊕ L
(
Λn(V)
)= δn−r ⊕ OGr.
It is straightforward to see that Im(M) is a trivial bundle of rank one. Hence,
Ker(M)/Im(M)  δn−r .
We also note that we have an isomorphism of kE-modules: Radn−1(Λ∗(V))  (kE/Rad2(kE))#.
Hence, we have also justified the second part of Example 6.3.
The previous two examples are connected by a certain “duality” which we now state formally.
As before, we fix the basis {x1, . . . , xn} of V. We give kE  k[x1, . . . , xn]/(xp1 , . . . , xpn ) the Hopf
algebra structure of the truncated polynomial algebra. That is, the elements xi are primitive with
respect to the coproduct, and the antipode sends xi to −xi . In particular, V ⊂ Rad(kE) is stable
under the antipode. We emphasize that the kE-module structure of the dual M# of a kE-module
M utilizes this Hopf algebra structure.
Proposition 7.9. Let M be a GLn-equivariant kE  k[x1, . . . , xn]/(xp1 , . . . , xpn )-module. Then
M# is also a GLn-equivariant kE-module (with the standard GLn-action on the dual) and for
any j , 1 j  p−1, we have a short exact sequence of algebraic vector bundles on Grass(r,V):
0 → Kerj (M#)→ M# ⊗ OGr → Imj(M)∨ → 0.
Proof. Let U0 ⊂ V be the r-plane spanned by {x1, . . . , xr}. Proposition 2.2 implies that the
following sequence of P0 = Stab(U0)-modules
0 → SocjU0
(
M#
)→ M# → RadjU0(M)# → 0 (7.9.1)
is exact. Applying the functor L to the short exact sequence (7.9.1), using the properties of L
given in Proposition 7.1, and appealing to Theorem 7.6, we conclude the desired short exact
sequence of bundles. 
Remark 7.10. Let M = kE/Rad2(kE) as in Examples 6.3(1) and 7.7. Then the short exact
sequence of Proposition 7.9 (with j = 1) takes the form
0 → δn−r ⊕ OGr → O⊕n+1Gr → γ ∨r → 0.
Example 7.11 (The Serre twist bundle OGr(−1)). Let
M = Radr(Λ∗(V))/Radr+2(Λ∗(V)).
Then SocU0(M) = Λr(U0)⊕ Radr+1(Λ∗(V)) as a P0-module. Hence,
Ker(M)  L(Λr(U0))⊕ L(Radr+1(Λ∗(V))).
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tion 7.1(2) implies that L(Radr+1(Λ∗(V))) is a trivial bundle. Hence, Proposition 7.1 and
Example 7.4 imply that
Ker(M)  Λr(γr)⊕
(OGr ⊗Λr+1(V)) OGr(−1)⊕ O( nr+1)Gr .
Example 7.12 (Symmetric powers). Let j be a positive integer, j  p − 1, and let
M = S∗(V)/S∗j+1(V).
Then RadjU0(M) is isomorphic to S
j (U0) as a P0-module. Hence, by Proposition 7.1 and Exam-
ple 7.4,
Imj(M) = Sj (γr ).
More generally, let M = S∗i (V)/S∗i+j+1(V). Consider the multiplication map
μ :Sj (U0)⊗ Si(V) → Si+j (V),
and the corresponding exact sequence of P0-modules
0 → Kerμ → Sj (U0)⊗ Si(V) μ−→ Si+j (V) → Cokerμ → 0.
The image of the multiplication map μ is spanned by all monomials divisible by a monomial in
x1, . . . , xr of degree j . Hence, RadjU0(M)  Imμ. Applying the functor L to the exact sequence
above, we conclude that
Imj(M)  Im{L(μ)}
where L(μ) :Sj (γr) ⊗ Si(V) ⊂ Sj (V) ⊗ Si(V) ⊗ OGr → Si+j (V) ⊗ OGr is the multiplication
map.
We now specialize to the case j = 1. Then,
M = S∗i (V)/S∗i+2(V).
In this case, the image of the multiplication map μ :U0 ⊗ Si(V) → Si+1(V) is spanned by all
monomials divisible by one of the variables x1, . . . , xr . Therefore, we have a short exact sequence
of P0-modules
0 → Rad(M) = Imμ → Si+1(V) → Si+1(V/U0) → 0. (7.12.1)
In the notation of Example 7.4(2), V/U0  W #0 . Hence, Proposition 7.1 and Example 7.4(2)
imply that
L(Si+1(V/U0)) L(Si+1(W #))= Si+1(δ∨n−r).0
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exact sequence of vector bundles
0 → Im(M) → Si+1(V)⊗ OGr → Si+1
(
δ∨n−r
)→ 0. (7.12.2)
Example 7.13. Let i be a positive integer such that i  p − 1, and let
M = Rad
n(p−1)−i−1(kE)
Radn(p−1)−i+1(kE)
.
Note that as a kE-module,
M#  Radi (kE)/Radi+2(kE).
Moreover, the restriction on i implies that
Radi (kE)/Radi+2(kE)  S∗i (V)/S∗i+2(V).
Applying Proposition 7.9, we get a short exact sequence of bundles
0 → Ker(M) → M ⊗ OGr → Im
(
M#
)∨ → 0.
Since the bottom radical layer of M is in the socle for any U ⊂ V, the kernel bundle Ker(M) has
a trivial subbundle Rad(M)⊗ OGr  Si(V#)⊗ OGr as a direct summand. Hence, we can rewrite
the exact sequence above as
0 → Ker(M)
Rad(M)⊗ OGr ⊕
(
Rad(M)⊗ OGr
)→ (Si(V#)⊕ Si+1(V#))⊗ OGr → Im(M#)∨ → 0.
Discarding the direct summand Rad(M)⊗ OGr which splits off, we get
0 Ker(M)Rad(M)⊗OGr S
i+1(
V
#)⊗ OGr Im(M#)∨ 0.
Dualizing, we further get
0 → Im(M#)→ Si+1(V)⊗ OGr → ( Ker(M)Rad(M)⊗ OGr
)∨
→ 0.
It follows from the construction that the embedding Im(M#) ↪→ Si+1(V) ⊗ OGr in this short
exact sequence coincides with the corresponding map in (7.12.2) which was induced by the
multiplication map μ :γr ⊗ Si(V) → Si+1(V)⊗ OGr. Hence,
Ker(M)
Im(M) =
Ker(M)
Rad(M)⊗ OGr  S
i(δn−r ).
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M = Radr(p−1)(kE)/Radr(p−1)+2(kE).
Then
SocU0(M) = kxp−11 · · ·xp−1r ⊕ Rad(M).
We have an obvious isomorphism of one-dimensional P0-modules
Λr(U0)⊗ · · · ⊗Λr(U0)︸ ︷︷ ︸
p−1
 kxp−11 · · ·xp−1r
given by sending x1 ∧ · · · ∧ xr ⊗ · · · ⊗ x1 ∧ · · · ∧ xr to xp−11 · · ·xp−1r . Hence,
Ker(M)  L((Λr(U0)⊗p−1))⊕ L(Rad(M)) OGr(1 − p)⊕ Rad(M)⊗ OGr
where the last equality follows from Example 7.11 and Proposition 7.1.
Example 7.15 (δ∨n−r via cokernel). Let Coker(M) def= (M ⊗ OGr)/Im(M). Let M = kE/
Rad2(kE). The exactness of L together with Example 7.4 imply that
Coker(M)  δ∨n−r .
In the following example we study a bundle that comes not from a GLn-equivariant kE-
module but from the cohomology of E considered as a GLn-module. For the coherence of
notation, assume that p > 2. Recall that H∗(E, k) has a GLn-structure and, moreover, we have
an isomorphism of GLn-modules
H∗(kE, k)  Λ∗(V #)⊗ S∗((V (1)[2])#)
as stated in Proposition 5.1.
Example 7.16. Let α0 :C = k[t1, . . . , tr ]/(tpi ) → kE be the map defined by α0(ti) = xi for 1
i  r , and let
α∗0 : H2m(kE,k) → H2m(C, k)
be the induced map on cohomology for some positive integer m. Reducing modulo nilpotents,
we get a map
α∗0 : H2m(kE,k)red  Sm
((
V (1)
)#)→ H2m(C, k)red  Sm((U(1)0 )#)
which is induced by (α(1)0 )
# : (V (1))# → (U(1)0 )# by Proposition 5.1. This implies that the kernel
of α∗ is stable under the action of the standard parabolic P0. Hence, we can apply the functor L0
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of bundles
0 → L(Kerα∗0)→ OGr ⊗ Sm((V (1))#)→ Sm(F ∗(γ ∨r ))→ 0
where F : Grass(r,V) → Grass(r,V) is the Frobenius map.
8. A construction using the Plücker embedding
We present another construction of bundles from modules of constant r-socle rank, one that
applies only to kernel bundles. This construction provides “generators” for graded modules for
the coordinate algebra of the Grassmannian whose associated coherent sheaf is the kernel bundle
of Theorem 6.8.
We denote the homogeneous coordinate ring of Grassn,r by A and identify it with a quotient
of k[pΣ ] via the Plücker embedding p : Grassr,n → P(nr)−1. As before, OGr denotes the structure
sheaf of Grassn,r . Since A is generated in degree one, we have an equivalence of categories (the
Serre correspondence)
Coh(Grassn,r )  fin. gen. graded A-modfin. dim. graded A-mod (8.0.1)
between the category of coherent OGr-modules and the quotient category of finitely generated
graded A-modules modulo the finite dimensional graded A-modules. The equivalence is given
explicitly by sending an OGr-module F to
⊕
i∈Z Γ (Grassn,r ,F(i)) (see [22, II.5]).
Starting with a module of constant r-socle rank, we construct a graded A-module Ker{ΘA,M}
which is in the equivalence class of the kernel bundle Ker(M) via the Serre correspondence (The-
orem 8.2). We then develop an algorithm that can be used to construct a collection of generators
w1, . . . ,wt , in degrees d1, . . . , dt , of the graded module Ker{ΘA,M}, up to a finite dimensional
quotient. Applying the Serre correspondence again, we obtain a surjective map of vector bundles
t⊕
i=1
OGr(−di) → Ker(M).
Definition 8.1. Let M be a kE  k[x1, . . . , xr ]/(xp1 , . . . , xpn )-module. We define the map
ΘA :M ⊗ A → (M ⊗ A)(
n
r−1)
by components ΘA = {ϑW } where the index is over the subsets W ⊂ {1, . . . , n} having r − 1
elements. For any such W , and any m ∈ M , let
ϑW(m⊗ 1) =
∑
i /∈W
(−1)u(W,i)xim⊗ pW∪{i}
where u(W, i) = #{j ∈ W | j < i}.
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homogeneous coordinate algebra k[pΣ ] of P(nr)−1 where the Plücker coordinates pΣ have de-
gree 1), the kernel of ΘA, denoted Ker{ΘA,M}, is a graded A-module.
Theorem 8.2. For any finite dimensional kE-module M , the graded A-module Ker{ΘA,M}
corresponds to the coherent sheaf Ker(M) as defined in Proposition 6.1 via the equivalence of
categories (8.0.1).
Proof. Let UΣ ⊂ Grassn,r be a principal open subset indexed by some subset Σ ⊂ {1, . . . , n} of
cardinality r . Then
k[UΣ ] =
(A[1/pΣ ])0, Ker{ΘA,M}UΣ = (Ker{ΘA,M} ⊗ A[1/pΣ ])0,
where Ker(M)UΣ = Ker(M)↓UΣ .
We show that for any r-subset Σ ⊂ {1, . . . , n},
Ker{ΘA,M}UΣ = Ker(M)UΣ
as submodules of M ⊗ k[UΣ ] which is sufficient to prove the theorem.
Let Ir−1 be the set of all subsets W of {1, . . . , n} of cardinality r − 1. Recall that Ker(M)UΣ
is given as the kernel of the operator
[
θΣ1 , . . . , θ
Σ
r
]= [x1, . . . , xn] ⊗
⎛⎜⎜⎜⎝
YΣ1,1 . . . Y
Σ
1,r
...
. . .
...
...
. . .
...
YΣn,1 . . . Y
Σ
n,r
⎞⎟⎟⎟⎠ :M ⊗ k[UΣ ] → (M ⊗ k[UΣ ])⊕r .
On the other hand, the operator ΘA :M ⊗ k[UΣ ] → (M ⊗ k[UΣ ])(
n
r−1) is given by localizing
[ϑW ]W∈Ir−1 as defined in Definition 8.1 to k[UΣ ]. We show that the operators [θΣ1 , . . . , θΣr ] and
[ϑW ]W∈Ir−1 are related by multiplication by a matrix B (of size
(
n
r−1
)×r) which does not change
the kernel.
To simplify notation, assume that Σ = {1, . . . , r}. We define the matrix B with columns in-
dexed by subsets W = {i1, . . . , ir−1} of {1, . . . , n} and rows indexed by j , 1 j  r . Let BW,j
be the (−1)j times the determinant of the (r − 1) × (r − 1)-submatrix obtained from [YΣi,j ] by
taking the rows indexed by W and deleting the j th column. That is,
Bj,W = (−1)j Det
⎡⎢⎢⎢⎢⎢⎢⎣
YΣi1,1 . . . Y
Σ
i1,j−1 Y
Σ
i1,j+1 . . . Y
Σ
i1,r
YΣi2,1 . . . Y
Σ
i2,j−1 Y
Σ
i2,j+1 . . . Y
Σ
i2,r
...
. . .
...
...
. . .
...
...
. . .
...
...
. . .
...
YΣir−1,1 . . . Y
Σ
ir−1,j−1 Y
Σ
ir−1,j+1 . . . Y
Σ
ir−1,r
⎤⎥⎥⎥⎥⎥⎥⎦ .
We pick a special order on the subsets W ∈ Ir−1, so that the first r columns of B are indexed
by {1, . . . , r − 1}, {1, . . . , r − 2, r}, . . . , {1,3, . . . , r}, {2, . . . , r}. With this assumption, the first r
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matrix, we have
Bj,{1,...,j−1,j+1,...,r} = 1 and Bj ′,{1,...,j−1,j+1,...,r} = 0 for j ′ = j.
We rewrite
B = (Ir ∣∣ B ′). (8.2.1)
Next we compute the n× ( n
r−1
)
-matrix [YΣi,j ] ·B . We have that([
YΣi,j
] ·B)
i,W
= YΣi,1B1,W + YΣi,2B2,W + YΣi,rBr,W
which is the determinant of the matrix⎛⎜⎜⎜⎝
YΣi,1 Y
Σ
i,2 . . . Y
Σ
i,r
YΣi1,1 Y
Σ
i1,2 . . . Y
Σ
i1,r
...
. . .
...
YΣir−1,1 Y
Σ
ir−1,2 . . . Y
Σ
ir−1,r
⎞⎟⎟⎟⎠ ,
where W = {i1, . . . , ir−1}. If i is in W then the matrix has two identical columns and its deter-
minant is zero. If i is not in W then the determinant is precisely (−1)u(W,i)pW∪{i}. That is, the
only difference between the above matrix and the matrix whose determinant is pW∪{i} is that
the first row must be moved to the proper position so that the elements i, i1, . . . , ir−1 are rear-
ranged to be consecutive. This requires u(W, i) moves. We conclude that the matrix B has an
entry (−1)u(W,i)pW∪{i} at the place {W, i} (where we assume for convenience that pW∪{i} = 0 if
i ∈ W ). Hence, ([xi] · [YΣi,j ] ·B)W = ϑW .
The formula [θΣ1 , . . . , θΣr ] = [xi] · [YΣi,j ] now implies the equality[
θΣ1 , . . . , θ
Σ
r
] ·B = [ϑW ]W∈Ir−1 . (8.2.2)
Since B = [I | B ′] has maximal rank, we conclude that
Ker
{[
θΣ1 , . . . , θ
Σ
r
]
:M ⊗ k[UΣ ] →
(
M ⊗ k[UΣ ]
)⊕r}
= Ker{[ϑW ] :M ⊗ k[UΣ ] → (M ⊗ k[UΣ ])( nr−1)}.
Hence, Ker{ΘA,M}UΣ = Ker(M)UΣ . 
Combining Theorems 8.2 and 6.2, we get the following corollary.
Corollary 8.3. Assume that M is a kE-module of constant r-Soc1-rank. Then the Serre cor-
respondent (via the equivalence (8.0.1)) of the graded A-module Ker{ΘA,M} is an algebraic
vector bundle on Grassn,r .
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inition 8.1. Let Ir−1 be the set of all subsets of {1, . . . , n} having r − 1 elements. Let M be a
kE-module of constant socle type with the property that Rad2(M) = {0}. Note that the assump-
tion Rad2(M) = 0 implies that constant r-socle type is equivalent to constant r-Soc1-rank.
We define the map
ΘA :M/Rad(M)⊗ A →
(
Rad(M)⊗ A)( nr−1)
by its components ΘA = {ϑW } where the index is over W ∈ Ir−1. For any such W , and any
m ∈ M , let
ϑW
((
m+ Rad(M))⊗ 1)=∑
i /∈W
(−1)u(W,i)xim⊗ pW∪{i} (8.3.1)
where u(W, i) = #{j ∈ W | j < i}.
Corollary 8.4. Let M be a kE-module of constant socle type with the property that Rad2(M) =
{0}. Then the graded A-module Ker{ΘA,M} corresponds to an algebraic vector bundle on
Grassn,r via the equivalence (8.0.1).
Proof. Because Rad2(M) = {0}, the free A-module Rad(M)⊗A is a submodule of Ker{ΘA,M}
with quotient Ker{ΘA,M}. 
Remark 8.5. For certain kE-modules M of constant r-socle rank, Corollary 8.4 can be used to
determine a graded A-submodule of M ⊗A with Serre correspondent Ker(M) ⊂ M ⊗OGr. The
process goes in two steps. First, a set of elements of the kernel is calculated. This can be done
using a computer searching through the degrees. That is, we use (8.3.1) to calculate a matrix
of the map ΘA on the degree one grading of M/Rad(M) ⊗ A to the degree two grading of
Rad(M) ⊗ A. A spanning set of elements of the null space of this matrix constitutes part of
our set of “generators”. We continue, next looking for a spanning set of the null space of our
matrix for ΘA on the degree two grading of M/Rad(M)⊗ A. We proceed to higher and higher
gradings.
The next step is to verify that we have found sufficiently many elements in the kernel to
generate a graded module with Serre correspondent Ker(M). In certain examples, it is possible
to show that the elements obtained by considering gradings less than or equal to a given degree
generate a graded submodule N ⊆ Ker{ΘA,M} with Serre correspondent Ker(M). We start with
the information that the Serre correspondent of N should have rank equal to d = dim SocU(M)−
dim Rad(M) (which is independent of r-plane U since M has constant r-socle rank).
Because the module M has constant r-socle rank, for any extension K of k and any special-
ization A → K at a homogeneous prime ideal of A, the induced inclusion map N ⊗A K →
M/Rad(M) ⊗A K cannot have rank more than d by Corollary 8.4. If it can be shown that the
rank of any such specialization is exactly d , then we have that N is a graded module corre-
sponding to a vector bundle of rank d that is contained in Ker{ΘA,M} which also has rank d .
Consequently, the Serre correspondents of N and Ker{ΘA,M} are equal.
We revisit some of the examples of Section 7 to illustrate how this method works.
J.F. Carlson et al. / Advances in Mathematics 229 (2012) 2985–3051 3045Example 8.6 (Universal subbundle δn−r ). Let M  Rad(p−1)n−1(kE). Then Rad2(M) =
Rad(p−1)n+1(kE) = {0} and, hence, M satisfies the hypothesis of Corollary 8.4. Pictorially, we
can represent M as follows:
f1•
x1
f2•
x2
. . . fn−1•
xn−1
fn•
xn
•
f
It is then evident that M  Radn−1(Λ∗(V)). By Example 7.8, Ker(M)/(Rad(M)⊗OGr)  δn−r ,
the universal subbundle of O⊕nGr of rank n− r .
We proceed to write down explicit generators for the kernel Ker{ΘA,M} as a submodule
of M/Rad(M) ⊗ A. Let {f,f1, . . . , fn} be linear generators of M as indicated on the diagram
above. Let Ir+1 be the set of subsets of {1, . . . , n} having exactly r + 1 elements. For each
S ∈ Ir+1 let wS be the element of M/Rad(M)⊗ A given as
wS =
∑
j∈S
(−1)u(S,j)fj ⊗ pS\{j }
where u(S, j) = #{i ∈ S | i  j}. These wS , all of grading one, generate δn−r as we verify in the
next proposition.
Proposition 8.7. The elements wS generate a graded A-module corresponding to the algebraic
vector bundle δn−r via (8.0.1).
Proof. A proof proceeds as follows. We should note that the elements were generated by com-
puter in special cases, but it is a straightforward exercise to check that these elements are in the
kernel of ΘA. We leave this exercise to the reader.
The defining equations for the elements wS can be written as a matrix equation
w = f ⊗ P
where w = [w
S
]
S∈Ir+1 , P = (pj,S ) is the n×
(
n
r+1
)
-matrix with entries pj,S = (−1)u(S,j)pS\{j } if
j ∈ S and pj,S = 0 otherwise, and f = [f1, . . . , fn]. Because the elements f1, . . . , fn are linearly
independent, the dimension of the image depends entirely on the rank of the matrix P. As was
noted in Remark 8.5, at any specialization φ :A → K , K an extension of k, the rank of φ(P)
cannot be greater than n− r which is dim(SocU(M))− 1 for any U . So the task is to show that
the rank of the matrix P at any specialization is at least n− r .
In any specialization, one of the Plücker coordinates, call it pΣ , must be non-zero. Consider
the (n − r) × (n − r)-submatrix of P determined by the columns indexed by subsets T ∈ Ir+1
that contain a fixed Σ ∈ Ir and the rows indexed by all j such that j /∈ Σ . The (i, T ) entry in this
matrix is (−1)u(T ,j)pΣ if i = j , and is 0 if i = j . Consequently, the determinant of this submatrix
is ±pn−rΣ which is not zero. So we have proved that the elements wS generate a locally free graded
module whose corresponding bundle is the kernel bundle Ker(M)/(Rad(M)⊗ OGr). 
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Ker{ΘA,Radn−1(Λ∗(V))} is generated by the element
v =
∑
i /∈Σ
(−1)u(Σ,i)(yΣ ⊗ pΣ),
where u(Σ, i) is the number of elements in Σ ∈ Ir that are less than i, and the sum is over all
subsets of {1, . . . , n} having exactly r elements. Here yΣ = xi1 ∧· · ·∧xir where Σ = {i1, . . . , ir}.
Hence, in this case we have a graded A-module corresponding to the universal bundle δn−r
generated by only one element.
Example 8.9. Set p = 3, n = 4, r = 2 and consider M = Rad4 kE/Rad6 kE. By Exam-
ple 7.14, Ker(M)/(Rad(M)⊗ OGr)  OGr(−2). The following generator of the graded module
Ker{ΘA,M} whose associated bundle is Ker(M)/(Rad(M) ⊗ OGr), was constructed with the
aid of the computational algebra package Magma [7]:
v = x21x22 ⊗ p212 − x21x2x3 ⊗ p12p13 − x21x2x4 ⊗ p12p14 + x1x22x3 ⊗ p12p23
+ x1x22x4 ⊗ p12p24 + x21x23 ⊗ p213 − x21x3x4 ⊗ p13p14 − x1x2x23 ⊗ p13p23
− x1x2x3x4 ⊗ p13p24 + x1x23x4 ⊗ p13p34 + x21x24 ⊗ p214 − x1x2x3x4 ⊗ p14p23
− x1x2x24 ⊗ p14p24 − x1x3x24 ⊗ p14p34 + x22x23 ⊗ p223 − x22x3x4 ⊗ p23p24
+ x2x23x4 ⊗ p23p34 + x22x24 ⊗ p224 − x2x3x24 ⊗ p24p34 + x23x24 ⊗ p234.
Note that the degree of this generator is 2, which is consistent with the fact that the associated
bundle is OGr(−2).
We end this section with non-trivial computation of the graded module of a vector bundle of
rank 3 over Grass(2,V). It confirms the intuition that modules become more complicated as the
rank and degree increase. The generators in this example were calculated using Magma [7] for
specific fields, but were checked for general fields by hand.
Example 8.10. Assume that r = 2 and n = 4. We consider the module
M = Radn(p−1)−2(kE)/Radn(p−1)(kE),
and look at the kernel of the operator
ΘA :M/Rad(M)⊗ A → Rad(M)4 ⊗ A
as in Corollary 8.4. Taking i = 1 in Example 7.13, we see that
Ker(M)  S2(δn−r ) = S2(δ2).Rad(M)⊗ OGr
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j=1 ai,j xj ∈ V = k4, i = 1,2, we have that SocU(M) is spanned by a basis for Rad(M) to-
gether with the classes of the elements
u
p−1
1 u
p−1
2 u
p−3
3 u
p−1
4 , u
p−1
1 u
p−1
2 u
p−2
3 u
p−2
4 , u
p−1
1 u
p−1
2 u
p−1
3 u
p−3
4 ,
where u3 and u4 are two elements of V which together with u1 and u2 span V  Rad(kE)/
Rad2(kE).
We proceed to write down generators of the graded A-module Ker{ΘA,M}. They come in
two types. We note that neither of the collections of all generators of a single type generates a
subbundle. That is to say, if we specialize the Plücker coordinates to a random point, then (in
general) the subspace of k10 spanned by the specialized generators of each type has dimension 3
and hence is equal to the subspace spanned by all of the specialized generators. The generators
are described as follows.
Generators of Type 1. These are indexed by the set {1,2,3,4}. For each  ∈ {1,2,3,4}, let i,
j and k denote the other three elements. In what follows, we are not assuming that i, j , k are in
any particular order. The generator corresponding to the choice of  has the form
γ =
∑
μa,b,c ⊗ xp−1−ai xp−1−bj xp−1−ck xp−1
where the index is over all tuples (a, b, c) such that a, b, c are in {0,1,2} and a + b + c = 2.
The coefficient μa,b,c is determined by the following rule. First, μ2,0,0 = p2j,k . In the other cases,
μ1,1,0 = βpi,kpj,k , where β is 1 if k is between i and j and −1 otherwise. The other coefficients
are obtained by permuting i, j and k. The notational convention is that pi,j = pj,i in the event
that i > j . So in the case that  = 2, the generator has the form
γ2 = p21,3 ⊗ xp−11 xp−12 xp−13 xp−34 + p21,4 ⊗ xp−11 xp−12 xp−33 xp−14
+ p23,4 ⊗ xp−31 xp−12 xp−13 xp−14 − p1,3p1,4 ⊗ xp−11 xp−12 xp−23 xp−24
+ p1,3p3,4 ⊗ xp−21 xp−12 xp−13 xp−24 − p1,4p3,4 ⊗ xp−21 xp−12 xp−23 xp−14 .
Generators of Type 2. The generators of the second type are indexed by subsets S = {i, j} with
two elements in I = {1,2,3,4}. Let k,  denote the other two elements in I . Again, we are not
assuming any ordering on i, j , k and . The generator corresponding to S has the form
γS =
∑
μa,b,c,d ⊗ xp−1−ai xp−1−bj xp−1−ck xp−1−d
where the sum is over the set of all tuples (a, b, c, d) such that {a, b} ⊂ {0,1,2}, {c, d} ⊂ {0,1},
and a + b + c + d = 2. The coefficients μa,b,c,d are determined by the following rules.
(1) Let μ0,0,1,1 = p2i,j .
(2) Let μ0,1,1,0 = βpi,jpi,k , where β = 1 if i is between j and k (i.e. j < i < k or k < i < j )
and β = −1 otherwise.
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γ1 =
{
1 if j < ,
−1 otherwise, δ1 =
{
1 if i < k,
−1 otherwise,
and β2 is given by the same formula with k and  interchanged.
(4) Let μ0,2,0,0 = βpj,kpj, where β is 2 if j is between k and  and is −2 otherwise.
So, for example, if S = {2,4}, then
γS = p22,4 ⊗ xp−21 xp−12 xp−23 xp−14 − 2p1,2p2,3 ⊗ xp−11 xp−12 xp−13 xp−34
+ p1,2p2,4 ⊗ xp−11 xp−12 xp−23 xp−24 − p1,4p2,4 ⊗ xp−11 xp−22 xp−23 xp−14
+ 2p1,4p3,4 ⊗ xp−11 xp−32 xp−13 xp−14 − p2,3p2,4 ⊗ xp−21 xp−12 xp−13 xp−24
− p2,4p3,4 ⊗ xp−21 xp−22 xp−13 xp−14 + (−p1,2p3,4 + p1.4p2,3)⊗ xp−11 xp−12 xp−13 xp−44 .
Appendix A. Computing non-minimal 2-socle support varieties using MAGMA
(by J.F. Carlson)
We reveal the results of computer calculations of the non-minimal 2-socle support variety of
some modules. Our aim is to illustrate the computational method and to show some examples
using modules that have been discussed in this paper. All of the calculations were made using
the computer algebra system Magma [7].
Our first interest is the module M = W6 = I 6/I 8 of Example 4.7. In that example, we showed
that the module has constant 2-radical type, but not constant 2-socle type. The collection of
all U ∈ Grass(2,V) for which the dimension of SocU(M) is more than minimal form a closed
subvariety of Grass(2,V), Soc(2,V)M .
Example A.1. Assume that p > 3. We recall the situation in Example 4.7. Let ζ be a primitive
third root of unity in k. Let qi,i = 1, qi,j = ζ , and qj,i = ζ−1 for 1 i < j  4. Then
S = k〈z1, . . . , z4〉/J
where J is the ideal generated by z3i and by all zj zi − qi,j zizj for i, j ∈ 1,2,3,4. Let I be the
ideal generated by the classes of z1, . . . , z4. Let the generator xi of kE act on M = I 6/I 8 by
multiplication by zi . This is a module with constant 2-radical rank but not constant 2-socle rank.
Recall from the proof of Example 4.7 that M has dimension 14, and Rad(M) has dimension 4,
so M/Rad(M) has dimension 10. The matrix of multiplication by any xi has rank 4.
If U ∈ Grass(2,V), then U is spanned by two elements which we can denote u1 = ax1 +
bx2 + cx3 + dx4 and that u2 = Ax1 + Bx2 + Cx3 + Dx4 where a, b, c, d and A, B , C, D are
elements of k. In the generic case we consider them to be indeterminants. We are interested in
the maps
ui :M/Rad(M) → Rad(M)
of multiplication by ui for i = 1,2. If Y1 is the 4 × 10-matrix of u1 for this map (which is
computed by taking the indicated linear combination of the matrices for x1, . . . , x4) and Y2 is
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space of the 8 × 10-matrix Y obtained by stacking Y1 on top of Y2. (Note here that we are
taking a vertical join of the matrices rather than a horizontal join as we would everywhere else
in the paper because the computer algebra system takes right modules rather than left modules.)
Generically, this matrix has rank 8. That is, when U has minimal socle type on M , then RadU(M)
has dimension 6, which counts 4 for the dimension of Rad(M) and another 2 for the dimension
of the intersection of the kernels of u1 and u2 on M/Rad(M). The dimension of SocU(M) is
more than minimal precisely when the rank of Y is less than 8.
Hence, the exercise of finding the non-minimal 2-socle support variety of M is reduced to
that of finding all 8 × 8 minors of the matrix U . These are polynomials in a, b, c, d , A, B , C,
D and to make sense of them in terms of the Grassmannian, they should be converted to Plücker
coordinates. The variety is the zero locus of the converted polynomials. The Plücker coordinates
are p12,p13,p14,p23,p24,p34 which are the determinants of the 2 × 2 minors of the basis matrix
of the plane. So, for example, p14 = aD − dA. One example is the following.
Proposition A.2. Suppose that p = 7 and that M is the module given above. Then the non-
minimal 2-socle support variety of M is the zero locus of the ideal generated by the elements
p12p14p24, p12p13p23, p12p14p34, p23p24p34, p13p14p34,
p12p14p23, p13p14p34, p14p23p34, p12p23p34.
With a little work we can interpret the zero locus in terms of the geometric model for the
Grassmannian. Thinking of a point in the zero locus as a plane in four space we get that it
consists of planes satisfying any one of the conditions below. For notation, let Vij be the two-
dimensional subspace of k4 spanned by the ith and j th coordinate vectors. So V23 consists of all
vectors of the form (0, a, b,0) for a, b ∈ k. Then a closed point (plane defined over k) is in the
variety of the proposition if and only if it satisfies one of the following:
• it contains one of the coordinate vectors, or
• it has a basis u1, u2 where u1 ∈ V12 and u2 ∈ V34, or
• it has a basis u1, u2 where u1 ∈ V14 and u2 ∈ V23.
At first it may seem surprising that the description is not symmetric. That is, it does not
include the case that u1 ∈ V13 and u2 ∈ V24. However, we should recall that the algebra S is not
symmetric. There is no automorphism that interchanges the variables.
Some similar calculations have been made in other cases. The identical result was obtained
when p = 13. We conjecture that Proposition A.2 is true for all primes p > 3.
We also got a very similar outcome in the case that p = 3, s = 4 (that is where relations sat-
isfied by the variables of S consist of z4i = 0 and zizj = qzj zi for i > j and q a primitive 4th
root of 1) and we consider the module M = Rad10(S)/Rad12(S). For the case that E is an ele-
mentary abelian group of rank 5, p = 7 and M = Rad8(S)/Rad10(S), the variety again appears
to be generated by monomials which are the products of three distinct Plücker coordinates. This
case was not fully completed in that not all of the relations were converted to Plücker coordi-
nates. However, the experimental evidence suggests that the closed points in the variety consist
of planes which contain a coordinate vector or have a basis u1, u2 where u1 is in the subspace Vij
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spanned by the other three coordinate vectors.
Finally, we can also experiment with changing the commutativity relations in the ring S de-
fined as above. These are the relations with the form zj zi = qij zizj for j > i. If qij = 1 for all i
and j , so that S is commutative, then the module M has constant 2-socle type. In another exper-
iment, we made random choices of the elements qij in the field k = F7. For one such choice the
module M has a non-minimal 2-socle support variety which is the zero locus of the ideal gen-
erated by the polynomials p12p13p23, p12p13p24, p12p14p24, p12p23p24, p12p23p34, p12p24p34,
p13p23p24, p14p23, p23p24p34 and p13p24. This variety includes all planes that contain a coor-
dinate vector (except that if it is the second coordinate vector, then the other spanning vector
must have zero in one of its other coordinates). It also included all planes contained in the sub-
space V134.
We end with the remark that several other examples similar to Example 4.7 were checked for
constant 2-socle rank. In every experiment 100 random planes U ∈ Grass(2,V) were chosen and
the value of d = dim SocU(M)− dim Rad(M) was calculated for each. Here M = Wa(s, {qi,j }),
with qi,j = ζs , a primitive sth root of unity. For example, for k = F7, the value of d was calculated
in the cases for which n = 4, s = 3, a = 4,5,6 and n = 5, s = 3 and a = 6,7,8. For k = F5,
d was calculated for n = 4, s = 4, a = 6,7,8,9. In all of these and in other cases, the module
M = Wa = I a/Ia+2, failed to have constant 2-socle type, even though it has constant Jordan
type and constant 2-radical type. With this evidence in hand, we conjecture that M never has
constant 2-socle type for (n− r)(s − 1) a  n(s − 1)− 2.
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