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Abstract
We consider a linear full elliptic second order partial differential
equation in a d-dimensional domain, d ≥ 1, approximated by isoge-
ometric collocation methods based on uniform B-splines of degrees
p := (p1, . . . , pd), pj ≥ 2, j = 1, . . . , d. We give a construction of the
inherently non-symmetric matrices arising from this approximation
technique and we perform an analysis of their spectral properties. In
particular, we find the associated (spectral) symbol, that is the func-
tion describing their asymptotic spectral distribution (in the Weyl
sense), when the matrix-size tends to infinity or, equivalently, the
fineness parameters tend to zero. The symbol is a nonnegative func-
tion with a unique zero of order two at θ = 0 (with θ the Fourier
variables), but with infinitely many numerical zeros for large ‖p‖∞,
showing up at θj = pi if pj is large. The presence of a zero of order
two at θ = 0 is expected, because it is intrinsic in any local ap-
proximation method of differential operators, like finite differences
and finite elements. However, the second type of zeros leads to the
surprising fact that, for large ‖p‖∞, there is a subspace of high fre-
quencies where the collocation matrices are ill-conditioned. This
non-canonical feature is responsible for the slowdown, with respect
to p, of standard iterative methods. On the other hand, its knowl-
edge and the knowledge of other properties of the symbol can be
exploited to construct iterative solvers with convergence properties,
independent of the fineness parameters and of the degrees p.
Keywords : Spectral distribution, symbol, collocation method, B-splines, iso-
geometric analysis.
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Abstract. We consider a linear full elliptic second order partial differential
equation in a d-dimensional domain, d ≥ 1, approximated by isogeometric
collocation methods based on uniform B-splines of degrees p := (p1, . . . , pd),
pj ≥ 2, j = 1, . . . , d. We give a construction of the inherently non-symmetric
matrices arising from this approximation technique and we perform an analy-
sis of their spectral properties. In particular, we find the associated (spectral)
symbol, that is the function describing their asymptotic spectral distribution
(in the Weyl sense), when the matrix-size tends to infinity or, equivalently, the
fineness parameters tend to zero. The symbol is a nonnegative function with
a unique zero of order two at θ = 0 (with θ the Fourier variables), but with
infinitely many numerical zeros for large ‖p‖∞, showing up at θj = pi if pj is
large. The presence of a zero of order two at θ = 0 is expected, because it is
intrinsic in any local approximation method of differential operators, like finite
differences and finite elements. However, the second type of zeros leads to the
surprising fact that, for large ‖p‖∞, there is a subspace of high frequencies
where the collocation matrices are ill-conditioned. This non-canonical feature
is responsible for the slowdown, with respect to p, of standard iterative meth-
ods. On the other hand, its knowledge and the knowledge of other properties
of the symbol can be exploited to construct iterative solvers with convergence
properties, independent of the fineness parameters and of the degrees p.
1. Introduction
Isogeometric Analysis (IgA) is a paradigm for the analysis of problems governed
by partial differential equations [10]. Its goal is to improve the connection between
numerical simulation and Computer Aided Design (CAD) systems. In its original
formulation, the main idea in IgA is to use directly the geometry provided by CAD
systems and to approximate the unknown solutions of differential equations by the
same type of functions. Tensor-product B-splines and their rational extension, the
so-called NURBS, are the dominant technology in CAD systems used in engineering,
and thus also in IgA. Here we consider the following linear full elliptic second order
partial differential equation (PDE), with non-constant coefficients and homogeneous
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Dirichlet boundary conditions:
(1.1)
{ −∇ ·K∇u+α · ∇u+ γu = f, in Ω,
u = 0, on ∂Ω,
where Ω is a bounded domain in Rd, K : Ω→ Rd×d is a symmetric positive definite
(SPD) matrix of C1 functions, α : Ω → Rd is a vector of continuous functions,
γ ≥ 0 ∈ C(Ω) and f ∈ C(Ω).
Galerkin formulations have been intensively employed in the IgA context. In such
a case, an efficient implementation requires special numerical quadrature rules when
assembling the system of equations, see e.g. [16]. To avoid this issue, isogeometric
collocation methods have been recently introduced and used in [2, 21]. We briefly
describe the isogeometric collocation approach in Section 2.1, where uniform B-
splines of arbitrary degrees p := (p1, . . . , pd), pj ≥ 2, j = 1, . . . , d, are considered.
In this paper we focus on the study of the spectrum of the resulting collocation
IgA matrices approximating problem (1.1), when the fineness parameters tend to
zero and the related matrix-size tends to infinity. More specifically, besides the
conditioning and the extremes of the spectrum (see e.g. [17, 26, 27]), which are
important for evaluating the inherent error, we are interested whether there ex-
ists an eigenvalue distribution in the Weyl sense [8]. As already demonstrated in
several contexts, such an information plays a role in the convergence analysis of
(preconditioned) Krylov methods (see [3, 18] and references therein) and is even
more important in the design and in the theoretical analysis of effective precondi-
tioners [22, 26] and effective multigrid/multi-iterative solvers [1, 11]. Here we prove
the following:
a) an eigenvalue distribution exists and is compactly described by a symbol f ;
b) the symbol f has a canonical structure incorporating
b1) the approximation technique, which is identified by a finite set of poly-
nomials in the Fourier variables θ := (θ1, . . . , θd) ∈ [0, pi]d;
b2) the geometry, which is identified by the map G in the variables xˆ :=
(xˆ1, . . . , xˆd) defined on the reference domain [0, 1]
d;
b3) the coefficients of the principal terms of the PDE, namely K, in the
physical variables x := (x1, . . . , xd) defined on the physical domain Ω.
In reality, the picture in item b) is intrinsic to the approximation of PDEs by any
local method, such as Finite Differences (FDs) and Finite Elements (FEs). In fact,
formally, the structure of the symbol is substantially the same when considering
different techniques (see [4, 24] and references therein) to approximate the same
problem. The only difference is due to the polynomials in the Fourier variables and
this is no surprise, since this part specifically depends on the chosen approximation
technique. Even though the formal structure of the symbol is not new, some of the
analytic features of the symbol are not expected. For instance, when one of the p
parameters, say pj, becomes large, then the symbol f shows a numerical zero at
θj = pi and the convergence to zero is monotonic and exponential with respect to
pj. The latter information implies that small eigenvalues appear related to high
frequency eigenvectors and this non-canonical source of ill-conditioning is indeed
responsible for a sensible slowdown of all the standard multigrid and preconditioning
techniques. On the other hand, the latter information can be exploited for designing
ad hoc algorithms with convergence speed independent of the fineness parameters
and the approximation parameters p. We refer to [11] for extensive numerical
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results and [13] for the same approach in the Galerkin B-spline IgA setting, both
in the simplified case where K is the identity matrix.
Finally, it is worthwhile to emphasize the mathematical tools used in our deriva-
tion. We use the theory of Generalized Locally Toeplitz (GLT) sequences, which
goes back to the pioneering work by Tilli [28] and is developed in [24, 25], and,
implicitly, the concept of approximation class of sequences (a.c.s.), see [23], which
allows us to derive the spectral distribution of a complicated sequence of matrices
(matrix-sequence) starting from those of simpler matrix-sequences. We also ex-
ploit general results, contained in [15] and generalized in [14], which allow us to
determine the spectral distribution of arbitrary (non-Hermitian) perturbations of
Hermitian matrix sequences, under certain conditions on the perturbation matri-
ces. Here we do not use the quoted machinery in its full generality, but, as done
in [4, 19], we somehow simplify the approach, since the considered matrices show a
band structure in a multilevel sense.
The paper is organized as follows. In Section 2 we introduce our model problem,
we define the collocation method, and we present preliminary tools for the spectral
analysis. Section 3 deals with the symbols associated to cardinal B-splines, which
are used in Sections 4 and 5 to give a formal expression of the associated collocation
matrices and of their spectral distributions in 1D and 2D, respectively. We also
provide the expression of the general symbol in the d-dimensional setting. We end
in Section 6 with conclusions and open problems. An extensive numerical testing
of fast solvers, designed in accordance with the given spectral analysis, is reported
and discussed in the twin paper [12].
2. Notations and tools
Problem (1.1) can be reformulated as follows:
(2.1)
{ −1(K ◦ Pu)1T + β · ∇u+ γu = f, in Ω,
u = 0, on ∂Ω,
where 1 := [1 · · · 1], Pu denotes the Hessian of u, i.e.
(Pu)i,j :=
∂2u
∂xi∂xj
,
and ◦ denotes the componentwise Hadamard matrix product (see [5]). Moreover,
β collects the coefficients of the first order derivatives in (1.1), namely
βj := αj −
d∑
i=1
∂κi,j
∂xi
,
with κi,j the entries of the matrix K.
We consider an approximation of the solution of the problem (2.1) by the stan-
dard collocation approach, as explained briefly in the following. Let W be a finite
dimensional approximation space of sufficiently smooth functions vanishing on the
boundary. Then, we introduce a set of N := dimW collocation points in Ω,
(2.2) {τi ∈ Ω, i = 1, . . . , N},
and we look for a function uW ∈ W such that
(2.3) −1(K(τi) ◦ PuW(τi))1T + β(τi) · ∇uW(τi) + γ(τi)uW(τi) = f(τi), ∀τi.
4 M. DONATELLI, C. GARONI, C. MANNI, S. SERRA-CAPIZZANO, AND H. SPELEERS
If we fix a basis {ϕ1, . . . , ϕN} for W , then each v ∈ W can be written as v =∑N
j=1 vjϕj . The collocation problem (2.3) is equivalent to the problem of finding a
vector u := [u1 u2 · · · uN ]T ∈ RN such that
(2.4) Au = f ,
where
A :=
[−1(K(τi) ◦ Pϕj(τi))1T + β(τi) · ∇ϕj(τi) + γ(τi)ϕj(τi)]Ni,j=1 ∈ RN×N
is the collocation matrix and f := [f(τi)]
N
i=1. Once we find u, we know uW =∑N
j=1 ujϕj . The regularity of the system (2.4) depends on the selection of the
collocation points (2.2).
2.1. Isogeometric collocation methods. Let
(2.5) {ϕˆ1, . . . , ϕˆN+Nb}
be a set of basis functions defined on Ω̂ := [0, 1]d, such that the physical domain Ω
in (2.1) can be described by a global geometry function,
(2.6) G : Ω̂→ Ω, G(xˆ) :=
N+Nb∑
i=1
ϕˆi(xˆ)pi, pi ∈ Rd, xˆ ∈ Ω̂.
We assume that the map G is invertible in Ω̂ and G(∂Ω̂) = ∂Ω. If {ϕˆ1, . . . , ϕˆN} is
defined as the subset of functions given in (2.5) which vanish on the boundary ∂Ω̂,
then the approximation space W is spanned by
(2.7) ϕi(x) := ϕˆi(G
−1(x)) = ϕˆi(xˆ), i = 1, . . . , N, x =G(xˆ).
In the most common formulation of IgA, the functions in (2.5) are tensor-product
B-splines or NURBS, since they allow an exact representation – by definition –
of an arbitrary domain designed in a (NURBS-based) CAD system. Nonetheless,
other kinds of functions can be used as well.
Finally, we introduce a set of collocation points in the parametric domain,
{τˆj ∈ Ω̂, j = 1, . . . , N},
and we set
(2.8) τj := G(τˆj).
In the isogeometric collocation approach, we solve the linear system (2.4) with
the basis functions and the collocation points given by (2.7) and (2.8), respectively.
In this paper we present a detailed spectral analysis of the matrices obtained by
isogeometric collocation methods based on B-splines with equally spaced knots for
problem (2.1) in the univariate and in the bivariate setting. We first address the
case of the unit interval and the unit square, and then we investigate the case of
more complex geometries.
The choice of the collocation points is crucial for the stability and good behavior
of the discrete problem. Following the approach in [2], our collocation points in the
parametric domain are taken as the Greville abscissae corresponding to the used
B-splines.
SPECTRAL ANALYSIS OF MATRICES IN ISOGEOMETRIC COLLOCATION METHODS 5
2.2. Preliminaries on spectral analysis. Let us start with introducing some
linear algebra notation and recalling some basic results that will be used throughout
this paper. We refer to [5] for more details on basic linear algebra results.
Given a matrix X ∈ Cm×m, ‖X‖ is the 2-norm of X , i.e. ‖X‖ = √ρ(X∗X) =
s1(X), where s1(X) is the maximum singular value of X and ρ(X) is the spectral
radius of X . Denote by ‖X‖1 the trace norm of X , i.e. the sum of all the singular
values of X : ‖X‖1 =
∑m
j=1 sj(X). Since the number of nonzero singular values of
X is precisely rank(X), it follows that ‖X‖1 ≤ rank(X)‖X‖ ≤ m‖X‖.
We now introduce the fundamental definitions for developing our spectral analy-
sis, see [15, Definitions 1.1 and 1.2]. We denote by µd the Lebesgue measure in Rd.
Definition 2.1 (Spectral distribution of a sequence of matrices). Let Cc(C,C) be
the space of continuous functions F : C→ C with compact support. Let {Xn} be a
sequence of matrices with increasing dimension (Xn ∈ Cdn×dn with dn < dn+1 for
every n), and let f : D → C be a measurable function defined on the measurable
set D ⊂ Rd with 0 < µd(D) < ∞. We say that {Xn} is distributed like f in the
sense of the singular values and we write {Xn} σ∼ f , if
lim
n→∞
1
dn
dn∑
j=1
F (σj(Xn)) =
1
µd(D)
∫
D
F (|f(x1, . . . , xd)|) dx1 · · · dxd, ∀F ∈ Cc(C,C).
Similarly, we say that {Xn} is distributed like f in the sense of the eigenvalues and
we write {Xn} λ∼ f , if
lim
n→∞
1
dn
dn∑
j=1
F (λj(Xn)) =
1
µd(D)
∫
D
F (f(x1, . . . , xd)) dx1 · · · dxd, ∀F ∈ Cc(C,C).
Definition 2.2 (Clustering of a sequence of matrices at a subset of C). Let {Xn}
be a sequence of matrices with increasing dimension (Xn ∈ Cdn×dn with dn < dn+1
for every n), and let S ⊆ C be a non-empty closed subset of C. We say that {Xn}
is strongly clustered at S if the following condition is satisfied:
∀ε > 0, ∃Cε and ∃nε : ∀n ≥ nε, qn(ε) ≤ Cε,
where qn(ε) is the number of eigenvalues of Xn lying outside the ε-expansion Sε of
S, i.e.,
Sε :=
⋃
s∈S
[Re s− ε,Re s+ ε]× [Im s− ε, Im s+ ε] .
We say that {Xn} is weakly clustered at S if the quantity qn(ε) is o(dn) as n→∞,
i.e.,
lim
n→∞
qn(ε)
dn
= 0.
We also recall the following results, see [15, Theorems 3.4 and 3.5].
Theorem 2.3. Let {Xn} and {Yn} be two sequences of matrices with Xn, Yn ∈
Cdn×dn, and dn < dn+1 for all n, such that
• Xn is Hermitian for all n and {Xn} λ∼ f , where f : D ⊂ Rd → R is a
measurable function defined on the measurable set D with 0 < µd(D) <∞;
• there exists a constant C so that ‖Xn‖, ‖Yn‖ ≤ C for all n;
• ‖Yn‖1 = o(dn) as n→∞, i.e., lim
n→∞
‖Yn‖1
dn
= 0.
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Set Zn := Xn + Yn. Then {Zn} λ∼ f and {Zn} is weakly clustered at the essential
range of f .1
Theorem 2.4. Let {Xn} and {Yn} be two sequences of matrices with Xn, Yn ∈
Cdn×dn, and dn < dn+1 for all n, such that
• Xn is Hermitian for all n and {Xn} λ∼ f , where f : D ⊂ Rd → R is a
measurable function defined on the measurable set D with 0 < µd(D) <∞;
• there exists a constant C so that ‖Xn‖, ‖Yn‖1 ≤ C for all n.
Set Zn := Xn + Yn. Then {Zn} λ∼ f and {Zn} is strongly clustered at the essential
range of f .
Given the multi-index m := (m1, . . . ,md), the d-level Toeplitz matrix Tm(f)
associated to a function f ∈ L1([−pi, pi]d) is defined as
(2.9) Tm(f) :=
[
· · ·
[
[fi1−j1,i2−j2,...,id−jd ]
md
id,jd=1
]md−1
id−1,jd−1=1
· · ·
]m1
i1,j1=1
,
where for each k := (k1, . . . , kd) ∈ Zd,
fk :=
1
(2pi)d
∫ pi
−pi
· · ·
∫ pi
−pi
f(θ1, . . . , θd)e
−i(k1θ1+...+kdθd) dθ1 · · ·dθd
is the k-th Fourier coefficient of f . The function f is called the generating function
of the Toeplitz family {Tm(f)}m∈Nd . From the theory of Toeplitz matrices, we
know that
(2.10) ‖Tm(f)‖ ≤Mf , Mf := ess sup
θ∈[−pi,pi]d
|f(θ)|.
where ess supθ∈[−pi,pi]d |f(θ)| = maxθ∈[−pi,pi]d |f(θ)|, because in this paper we will
only deal with continuous functions f . The above inequality is strict whenever
|f(θ)| is not constant (see e.g. [8]). The d-level diagonal sampling matrix Dm(a)
associated to a Riemann integrable function a ∈ [0, 1]d → C is defined as
(2.11) Dm(a) := diag
j1=0,...,m1−1
(
· · · diag
jd=0,...,md−1
(
a
(
jd
md
, . . . ,
j1
m1
))
· · ·
)
.
Furthermore, throughout the paper, when we use a sequence based on a multi-index
m→∞, we actually mean that minj=1,...,dmj →∞.
The following theorem describes the asymptotic distribution of sequences of ma-
trices obtained from algebraic operations on Toeplitz matrices and diagonal sam-
pling matrices.
Theorem 2.5. Given k ∈ {1, . . . , η} and l ∈ {1, . . . , ηk}, let {B(k,l)m } be a sequence
of matrices, where
{B(k,l)m } = {Dm(a(k,l))}, or {B(k,l)m } = {Tm(f (k,l))},
and let
Xm =
η∑
k=1
ηk∏
l=1
B(k,l)m .
1Note that if f : D ⊂ Rd → C is continuous, then the essential range of f coincides with the
closure of the range of f , provided that the domain D is ‘sufficiently regular’. Here, ‘sufficiently
regular’ means that D is contained in the set of accumulation points of its interior D˚.
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Then,
{Xm} σ∼
η∑
k=1
ηk∏
l=1
b(k,l),
where
b(k,l)(x1, . . . , xd; θ1, . . . , θd) =
{
a(k,l)(x1, . . . , xd), if {B(k,l)m } = {Dm(a(k,l))},
f (k,l)(θ1, . . . , θd), if {B(k,l)m } = {Tm(f (k,l))}.
Moreover, if {Xm} is a sequence of Hermitian matrices, then
{Xm} λ∼
η∑
k=1
ηk∏
l=1
b(k,l).
The above theorem combines results from [25, Theorem 2.2] and [24, Theo-
rems 4.5 and 4.8]. These results are formulated in the more general setting of GLT
sequences and are based on the a.c.s. notion given in [23], but already present in
the seminal work by Tilli [28]. Theorem 2.5 could also be extended by including the
(pseudo-)inverse of matrices under mild assumptions on the function b(k,l), namely
that the set where b(k,l) vanishes has zero Lebesgue measure, see [25, Theorem 2.2].
We now focus on a specific application of Theorem 2.5 which will be of interest
later on. Given a d-level diagonal sampling matrix Dm(a), we define the symmetric
matrix D˜m(a) as
(2.12) (D˜m(a))i,j := (Dm(a))min(i,j),min(i,j) =
{
(Dm(a))i,i, if i ≤ j,
(Dm(a))j,j , if i > j.
In the next corollary, we relate a sequence of matrices of the form {D˜m(a)◦Tm(f)}
to the tensor-product function a⊗ f defined over [0, 1]d × [−pi, pi]d by
(a⊗ f)(x1, . . . , xd; θ1, . . . , θd) := a(x1, . . . , xd)f(θ1, . . . , θd).
Corollary 2.6. Let {Tm(f)} be a sequence of d-level Toeplitz matrices associated
with a d-variate trigonometric polynomial f , and let {D˜m(a)} be a sequence of
matrices with D˜m(a) defined in (2.12). Then,
{D˜m(a) ◦ Tm(f)} σ∼ a⊗ f.
Moreover, if a and f are real, then
{D˜m(a) ◦ Tm(f)} λ∼ a⊗ f.
Proof. We decompose the Toeplitz matrix Tm(f) as
Tm(f) = T
D
m(f) + T
L
m(f) + T
U
m(f),
where TDm(f), T
L
m(f) and T
U
m(f) form the diagonal, lower and upper triangular
matrix of Tm(f), respectively. Note that T
D
m(f), T
L
m(f) and T
U
m(f) are also d-level
Toeplitz matrices associated with suitable trigonometric polynomials fD, fL and
fU such that f = fD + fL + fU .
Then, one can verify that the matrix D˜m(a) ◦ Tm(f) can be decomposed as
(2.13) D˜m(a) ◦ Tm(f) = TLm(f)Dm(a) +Dm(a)TDm(f) +Dm(a)TUm(f),
where Dm(a) is the diagonal sampling matrix used in (2.12). Note that D˜m(a)
and Tm(f) are Hermitian because a and f are real, and so D˜m(a) ◦ Tm(f) is
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Hermitian as well. Hence, due to the decomposition (2.13), the spectral distribution
of {D˜m(a) ◦ Tm(f)} follows from Theorem 2.5. 
Since many of the matrices appearing in Section 5 will be formed by a tensor-
product of matrices defined in Section 4, we collect in the next lemma some basic
results concerning tensor-products of matrices, see e.g. [5]. Without loss of clarity,
we use the same symbol ⊗ for both tensor-products of matrices and of functions.
Lemma 2.7. Let X ∈ Cm1×m1 and Y ∈ Cm2×m2 , then
a) rank(X ⊗ Y ) = rank(X) rank(Y );
b) ‖X ⊗ Y ‖ = ‖X‖ ‖Y ‖ and ‖X ⊗ Y ‖1 = ‖X‖1 ‖Y ‖1.
The next result relates tensor-products and Toeplitz matrices. Given two (uni-
variate) functions f, h ∈ L1([−pi, pi]), we can construct the (bivariate) tensor-
product function f ⊗ h, which belongs to L1([−pi, pi]2). Hence, we can consider
the three families of Toeplitz matrices {Tm1(f)}, {Tm2(h)} and {Tm1,m2(f ⊗ h)}.
A direct computation gives the following result.
Lemma 2.8. Given f, h ∈ L1([−pi, pi]), we have for all m1,m2 ≥ 1,
Tm1(f)⊗ Tm2(h) = Tm1,m2(f ⊗ h).
3. Cardinal B-splines and symbols
Let φ[p] be the cardinal B-spline of degree p over the uniform knot sequence
{0, 1, . . . , p+ 1}, which is defined recursively as follows [7]:
(3.1) φ[0](t) :=
{
1, if t ∈ [0, 1),
0, elsewhere,
and
(3.2) φ[p](t) :=
t
p
φ[p−1](t) +
p+ 1− t
p
φ[p−1](t− 1), p ≥ 1.
As usual in the literature, we will refer to cardinal B-splines of degree p as the set
of integer translates of φ[p], that is {φ[p](· − k), k ∈ Z}.
Denoting by Pp the space of algebraic polynomials of degree less than or equal
to p, it turns out that the cardinal B-spline φ[p] belongs piecewisely to Pp and it is
globally of class Cp−1. It is well known that the cardinal B-spline possesses some
fundamental properties. Some of them are briefly summarized below, see [7, 9].
• Positivity:
φ[p](t) > 0, t ∈ (0, p+ 1).
• Minimal support:
(3.3) φ[p](t) = 0, t /∈ [0, p+ 1].
• Partition of unity:
(3.4)
∑
k∈Z
φ[p](t− k) = 1.
• Recurrence relation for derivatives:
φ
(r)
[p] (t) = φ
(r−1)
[p−1] (t)− φ(r−1)[p−1] (t− 1).(3.5)
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We will denote by φ˙[p](t) and φ¨[p](t) the first and second derivative of φ[p](t) with
respect to its argument t. We recall from [9] that the Fourier transform of the
cardinal B-spline φ[p] and its derivative is given by
φ̂[p](θ) =
(
φ̂[0](θ)
)p+1
=
(
1− e−i θ
i θ
)p+1
,(3.6)
̂˙φ[p](θ) = iθφ̂[p](θ) = (1− e−i θ) φ̂[p−1](θ),(3.7)
so that
(3.8)
∣∣∣φ̂[p](θ)∣∣∣ = ∣∣∣φ̂[0](θ)∣∣∣p+1 = (2− 2 cos θ
θ2
) p+1
2
=
∣∣∣∣sin(θ/2)θ/2
∣∣∣∣p+1 .
We also note that for the symmetrized function φ∗[0](t) := φ[0](t+ 1/2), we have
(3.9) φ̂∗[0](θ) =
sin(θ/2)
θ/2
.
In addition, we recall the following results from [13, Lemmas 3 and 4].
Lemma 3.1. Let φ[p] be the cardinal B-spline as defined in (3.1)–(3.2), then
φ
(r)
[p]
(
p+ 1
2
+ t
)
= (−1)r φ(r)[p]
(
p+ 1
2
− t
)
.
Lemma 3.2. Let φ[p] be the cardinal B-spline as defined in (3.1)–(3.2), then∫
R
φ
(r)
[p1]
(t)φ
(s)
[p2]
(t+x) dt = (−1)r φ(r+s)[p1+p2+1](p1+1+x) = (−1)s φ
(r+s)
[p1+p2+1]
(p2+1−x).
We now analyze three functions associated to certain Toeplitz matrices of interest
later on. More precisely, for θ ∈ [−pi, pi],
hp(θ) := φ[p]
(
p+ 1
2
)
+ 2
⌊p/2⌋∑
k=1
φ[p]
(
p+ 1
2
− k
)
cos(kθ), p ≥ 0,(3.10)
gp(θ) := −2
⌊p/2⌋∑
k=1
φ˙[p]
(
p+ 1
2
− k
)
sin(kθ), p ≥ 2,(3.11)
fp(θ) := −φ¨[p]
(
p+ 1
2
)
− 2
⌊p/2⌋∑
k=1
φ¨[p]
(
p+ 1
2
− k
)
cos(kθ), p ≥ 2,(3.12)
with the usual assumption that a sum is empty when the upper index is less than
the lower one. Note that
φ˙[p]
(
p+ 1
2
)
= 0,
and by using (3.1)–(3.2) and (3.5), it can be easily checked that
(3.13) h0(θ) = h1(θ) = 1, g2(θ) = g3(θ) = − sin θ, f2(θ) = f3(θ) = 2− 2 cos θ.
Remark 3.3. The functions (3.10) and (3.12) have already been analyzed in [13]
for odd degrees p = 2q + 1, q ≥ 1. Note that fp (resp. hp) in [13] corresponds to
f2q+1 (resp. h2q+1) here. In addition, the parameter p in [13] corresponds to the
parameter q here.
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In the following lemmas we provide some properties of the functions hp, gp and
fp. They extend to any degree p the results obtained in [13, Lemma 6, Lemma 7
and Remark 2] for odd degree p = 2q + 1. The next lemma gives an alternative
expression for hp, gp and fp.
Lemma 3.4. Let p ≥ 2, and let hp, gp and fp be the functions defined in (3.10)–
(3.12). Then the following properties hold:
a) ∀θ ∈ [−pi, pi],
(3.14) hp(θ) =
∑
k∈Z
(
φ̂∗[0](θ + 2kpi)
)p+1
=
∑
k∈Z
(2 sin(θ/2 + kpi))p+1
(θ + 2kpi)p+1
;
b) ∀θ ∈ [−pi, pi],
(3.15) gp(θ) = −
∑
k∈Z
(2 sin(θ/2 + kpi))p+1
(θ + 2kpi)p
;
c) ∀θ ∈ [−pi, pi],
(3.16) fp(θ) = (2− 2 cos θ)hp−2(θ),
and for p ≥ 4,
(3.17) fp(θ) =
∑
k∈Z
(2 sin(θ/2 + kpi))p+1
(θ + 2kpi)p−1
.
Proof. We first recall the Parseval identity for Fourier transforms, i.e.,
(3.18)
∫
R
ϕ(t)ψ(t) dt =
1
2pi
∫
R
ϕ̂(θ)ψ̂(θ) dθ, ϕ, ψ ∈ L2(R),
and the translation property of the Fourier transform, i.e.,
(3.19) ̂ψ(·+ x)(θ) = ψ̂(θ) eixθ, ψ ∈ L1(R), x ∈ R.
We differentiate the cases of odd and even degree p. We start with proving the
relation (3.14) for p = 2q. From Lemma 3.2 we know that ∀k ∈ Z,
(3.20) φ[p]
(
p+ 1
2
− k
)
= φ[2q]
(
q +
1
2
− k
)
=
∫
R
φ[q](t)φ[q−1]
(
t+ k − 1
2
)
dt.
In view of (3.18)–(3.19) and (3.6), for any k ∈ Z the expression in (3.20) is equal to∫
R
φ[q](t)φ[q−1]
(
t+ k − 1
2
)
dt =
1
2pi
∫
R
φ̂[q](θ) φ̂[q−1](θ) e−i(k−1/2)θ dθ
=
1
2pi
∫
R
∣∣∣φ̂[q−1](θ)∣∣∣2 φ̂[0](θ) e−i(k−1/2)θ dθ
=
1
2pi
∑
l∈Z
∫ pi
−pi
∣∣∣φ̂[q−1](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)le−i(k−1/2)θ dθ
=
1
2pi
∫ pi
−pi
[∑
l∈Z
∣∣∣φ̂[q−1](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)leiθ/2
]
e−ikθ dθ.
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Note that the last equality follows from the Dominated Convergence Theorem.
Indeed, since q ≥ 1, we obtain from (3.8) that∫ pi
−pi
∣∣∣∣∣∑
l∈Z
∣∣∣φ̂[q−1](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)leiθ/2e−ikθ
∣∣∣∣∣ dθ
≤
∫ pi
−pi
∑
l∈Z
(
2− 2 cos θ
(θ + 2lpi)2
)q+1/2
dθ <∞.
We conclude that the values (3.20), i.e. the Fourier coefficients of h2q in (3.10), are
also the Fourier coefficients of the function
(3.21)
∑
l∈Z
∣∣∣φ̂[q−1](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)leiθ/2.
Moreover, by using (3.6)–(3.9) we get
φ̂[0](θ + 2lpi)(−1)leiθ/2 = 1− e
−i (θ+2lpi)
i (θ + 2lpi)
ei(θ+2lpi)/2 =
sin(θ/2 + lpi)
θ/2 + lpi
= φ̂∗[0](θ + 2lpi),
and it follows that h2q is given by (3.14) for q ≥ 1.
To prove the expression (3.15) of gp for p = 2q, we follow an argument similar
to the one in the proof of (3.14). Note that, by Lemma 3.2, we have ∀k ∈ Z,
(3.22)
−φ˙[p]
(
p+ 1
2
− k
)
1
i
= −φ˙[2q]
(
q +
1
2
− k
)
1
i
=
1
i
∫
R
φ[q](t)φ˙[q−1]
(
t+ k − 1
2
)
dt.
In view of (3.18)–(3.19) and (3.6)–(3.7), for any k ∈ Z the expression in (3.22) is
equal to
1
i
∫
R
φ[q](t)φ˙[q−1]
(
t+ k − 1
2
)
dt =
1
2ipi
∫
R
φ̂[q](θ)
̂˙φ[q−1](θ) e−i(k−1/2)θ dθ
= − 1
2pi
∫
R
∣∣∣φ̂[q−1](θ)∣∣∣2 2 sin(θ/2)e−ikθ dθ
= − 1
2pi
∫ pi
−pi
[∑
l∈Z
∣∣∣φ̂[q−1](θ + 2lpi)∣∣∣2 2 sin(θ/2 + lpi)
]
e−ikθ dθ
=
1
2pi
∫ pi
−pi
[
−
∑
l∈Z
2(sin(θ/2 + lpi))p+1
(θ/2 + lpi)p
]
e−ikθ dθ.
We conclude that the values (3.22), i.e. the Fourier coefficients of g2q in (3.11), are
also the Fourier coefficients of the function
−
∑
l∈Z
2(sin(θ/2 + lpi))p+1
(θ/2 + lpi)p
= −
∑
l∈Z
(2 sin(θ/2 + lpi))p+1
(θ + 2lpi)p
.
To prove the expression (3.16) of fp for p = 2q, we follow again a similar argument
as the one to prove (3.14). Note that, by Lemma 3.2, we have ∀k ∈ Z,
(3.23)
−φ¨[p]
(
p+ 1
2
− k
)
= −φ¨[2q]
(
q +
1
2
− k
)
=
∫
R
φ˙[q](t)φ˙[q−1]
(
t+ k − 1
2
)
dt.
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In view of (3.18)–(3.19) and (3.6)–(3.7), for any k ∈ Z the expression in (3.23) is
equal to∫
R
φ˙[q](t)φ˙[q−1](t+ k − 1/2) dt = 1
2pi
∫
R
̂˙φ[q](θ)̂˙φ[q−1](θ) e−i(k−1/2)θ dθ
=
1
2pi
∫
R
∣∣∣φ̂[q−2](θ)∣∣∣2 φ̂[0](θ) (2− 2 cos θ)e−i(k−1/2)θ dθ
=
1
2pi
∫ pi
−pi
[∑
l∈Z
∣∣∣φ̂[q−2](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)l(2− 2 cos θ)eiθ/2
]
e−ikθ dθ.
We conclude that the values (3.23), i.e. the Fourier coefficients of f2q in (3.11), are
also the Fourier coefficients of the function∑
l∈Z
∣∣∣φ̂[q−2](θ + 2lpi)∣∣∣2 φ̂[0](θ + 2lpi) (−1)l(2− 2 cos θ)eiθ/2.
Hence, from (3.21) we obtain that f2q(θ) = (2 − 2 cos θ)h2(q−1)(θ) for q ≥ 2. From
(3.13) we see that the equality (3.16) holds for q = 1 as well. Moreover, (3.17)
immediately follows from (3.14) and (3.16).
For odd degree p = 2q + 1, keeping Remark 3.3 in mind, we recall from [13,
Lemma 7] that
h2q+1(θ) =
∑
k∈Z
∣∣∣φ̂[q](θ + 2kpi)∣∣∣2 , q ≥ 1.
In view of (3.8) and (3.9), we immediately obtain the relation (3.14). The equality
(3.16) follows from [13, Remark 2] for q ≥ 2 and from (3.13) for q = 1. Moreover,
(3.17) is obtained by combining (3.14) and (3.16). The expression of g2q+1 can be
shown by applying the same arguments as in the case of even degree. 
To establish lower and upper bounds for hp, gp and fp we need the following
technical lemma.
Lemma 3.5. Let p ≥ 2, and let us consider the functions
(3.24) rp(θ) :=
∑
k 6=0
(−1)k(p+1)
(θ + 2kpi)p+1
, r˜p(θ) := −
∑
k 6=0
(−1)k(p+1)
(θ + 2kpi)p
, θ ∈ [−pi, pi].
Then, rp and r˜p are continuous functions over [−pi, pi], and
(3.25) 0 < rp(θ) ≤ rp(pi) ≤
(
pi4
48
− 1
)
1
pip+1
, θ ∈ (0, pi];
(3.26) 0 < r˜p(θ) ≤ r˜p(pi) = 1
pip
, θ ∈ (0, pi].
Proof. The functions rp and r˜p are continuous over [−pi, pi] because the two series
in (3.24) converge uniformly. We now derive an upper and lower bound for rp(θ),
θ ∈ [0, pi]. From (3.24) we obtain
(3.27) rp(θ) =
∞∑
k=1
[
(−1)k(p+1)
(2kpi + θ)p+1
+
(−1)k(p+1)
(−2kpi + θ)p+1
]
.
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We differentiate the cases of odd and even degree. We first focus on the odd case
p = 2q + 1, i.e., from (3.27)
r2q+1(θ) =
∞∑
k=1
[
1
(2kpi + θ)2q+2
+
1
(2kpi − θ)2q+2
]
.
It is easy to see that r2q+1(θ) > 0 for θ ∈ [0, pi]. For ρ > 1, k ≥ 1 and θ ∈ [0, pi],
one can check that
1
(2kpi + θ)ρ
+
1
(2kpi − θ)ρ ≤
1
(2kpi + pi)ρ
+
1
(2kpi − pi)ρ ,
and then we obtain for q ≥ 1,
r2q+1(θ) ≤
∞∑
k=1
[
1
(2kpi + pi)2q+2
+
1
(2kpi − pi)2q+2
]
≤ 1
pi2q+2
∞∑
k=1
[
1
(2k + 1)4
+
1
(2k − 1)4
]
=
1
pi2q+2
(
pi4
48
− 1
)
.
We follow a similar argument for the even case p = 2q. In this case, from (3.27)
we have
r2q(θ) =
∞∑
k=1
(−1)k
[
1
(2kpi + θ)2q+1
− 1
(2kpi − θ)2q+1
]
=
∞∑
l=1
[
1
(4lpi + θ)2q+1
− 1
(4lpi − θ)2q+1 −
1
((4l − 2)pi + θ)2q+1 +
1
((4l − 2)pi − θ)2q+1
]
.
Let us define
sρ(θ) :=
1
(b+ θ)ρ
− 1
(b− θ)ρ +
1
(a− θ)ρ −
1
(a+ θ)ρ
.
If ρ > 1 and 0 ≤ θ ≤ pi < a < b, then we have
s′ρ(θ) = −
ρ
(b+ θ)ρ+1
− ρ
(b− θ)ρ+1 +
ρ
(a− θ)ρ+1 +
ρ
(a+ θ)ρ+1
> 0,
and thus sρ is a strictly increasing function, which implies that sρ(θ) > sρ(0) = 0
for θ ∈ (0, pi]. As a consequence, we have r2q(θ) > 0 for θ ∈ (0, pi]. Moreover, for
q ≥ 1 and θ ∈ [0, pi],
r2q(θ) ≤
∞∑
l=1
1
((4l − 2)pi − θ)2q+1 ≤
∞∑
l=1
1
((4l − 2)pi − pi)2q+1 ≤
1
pi2q+1
∞∑
l=1
1
(4l− 3)3 ,
where
∞∑
l=1
1
(4l − 3)3 < 1.02 <
pi4
48
− 1.
Hence, both in the odd and even case we obtain the bounds in (3.25).
We now derive an upper and lower bound for r˜p(θ), θ ∈ [0, pi]. From (3.24) we
have
r˜p(θ) = −
∞∑
k=1
[
(−1)k(p+1)
(2kpi + θ)p
+
(−1)k(p+1)
(−2kpi + θ)p
]
.
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We differentiate the cases of odd and even degree. We first focus on the odd case
p = 2q + 1, i.e.,
r˜2q+1(θ) =
∞∑
k=1
1
(2kpi − θ)2q+1 −
1
(2kpi + θ)2q+1
.
We note that the function
1
(a− θ)ρ −
1
(a+ θ)ρ
, 0 ≤ θ ≤ pi < a, ρ > 1,
is nonnegative and increasing. Then, for all θ ∈ (0, pi] we have
0 < r˜2q+1(θ) ≤ r˜2q+1(pi) = 1
pi2q+1
∞∑
k=1
1
(2k − 1)2q+1 −
1
(2k + 1)2q+1
=
1
pi2q+1
,
which immediately gives (3.26).
Let us now consider the case p = 2q. We have
r˜2q(θ) =
∞∑
k=1
1
((4k − 2)pi + θ)2q −
1
(4kpi + θ)2q
+
1
((4k − 2)pi − θ)2q −
1
(4kpi − θ)2q .
It can be easily checked that the function
s˜ρ(θ) :=
1
(a+ θ)ρ
− 1
(b + θ)ρ
+
1
(a− θ)ρ −
1
(b − θ)ρ , 0 ≤ θ ≤ pi < a < b, ρ > 1,
is positive, and s˜′ρ(θ) = ρ sρ+1(θ) > s˜′ρ(0) = 0 for θ ∈ (0, pi]. Therefore, s˜ρ is
increasing in [0, pi]. As a consequence,
0 < r˜2q(θ) ≤ r˜2q(pi) = 1
pi2q
∞∑
k=1
1
(4k − 1)2q −
1
(4k + 1)2q
+
1
(4k − 3)2q −
1
(4k − 1)2q
=
1
pi2q
∞∑
k=1
1
(4k − 3)2q −
1
(4k + 1)2q
=
1
pi2q
.
Thus we obtain (3.26) for the even case as well. 
We now provide lower and upper bounds for hp.
Lemma 3.6. Let p ≥ 2, and let hp be the function defined in (3.10). Then the
following properties hold:
a) ∀θ ∈ [−pi, pi],
(3.28) Lp(θ) ≤ hp(θ) ≤ min(1, Up(θ)),
where
Lp(θ) :=
(
2− 2 cos θ
θ2
) p+1
2
,(3.29)
Up(θ) :=
(
2− 2 cos θ
θ2
) p+1
2
+
(
pi4
48
− 1
)(
2− 2 cos θ
pi2
) p+1
2
;(3.30)
b) max
θ∈[−pi,pi]
hp(θ) = hp(0) = 1;
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c) let mhp := min
θ∈[−pi,pi]
hp(θ), then
(3.31) mhp ≥
(
2
pi
)p+1
> 0;
d) the value hp(pi) converges to 0 exponentially as p→∞, and in particular
(3.32) hp(pi) ≤ hp(pi)
hp(
pi
2 )
≤ 2 1−p2 .
Proof. First of all, we remark that hp, Lp and Up are symmetric around θ = 0.
Hence, it is sufficient to prove the various statements of the lemma for θ ∈ [0, pi].
We also recall that
sin(θ/2)
θ/2
=
(
2− 2 cos θ
θ2
)1/2
, θ ∈ [−pi, pi].
Let us consider the first statement of the lemma. From (3.14) we obtain
hp(θ) = (sin(θ/2))
p+1
∑
k∈Z
(−1)k(p+1)
(θ/2 + kpi)p+1
=
(
sin(θ/2)
θ/2
)p+1
+ (2 sin(θ/2))p+1 rp(θ),
where rp is defined in (3.24). Hence, from (3.25) we get
Lp(θ) ≤ hp(θ) ≤ Up(θ).
We now focus on the second statement in the lemma. By using the local support
property (3.3) and the partition of unity property (3.4) of cardinal B-splines, we
obtain from (3.10) that
hp(θ) =
∑
k∈Z
φ[p]
(
p+ 1
2
− k
)
ei(kθ) ≤
∑
k∈Z
φ[p]
(
p+ 1
2
− k
)
|ei(kθ)| = 1.
In addition, it can be easily checked that hp(0) = 1. This also completes the proof
of the upper bound in (3.28).
To address the lower bound (3.31), we observe that (2 − 2 cos θ)/(θ2) is mono-
tonically decreasing in [0, pi]. As a consequence, we obtain that
(3.33) Lp(θ) ≥
(
2
pi
)p+1
> 0, θ ∈ [−pi, pi].
Finally, we focus on (3.32). For p = 0, 1 the statement follows from (3.13). Since
hp(θ) ≤ 1, it is sufficient to consider the ratio hp(pi)/hp(pi/2) in order to prove
(3.32) for the general case p ≥ 2. From (3.14) we have
hp
(pi
2
)
=
2
3(p+1)
2
pip+1
∑
k∈Z
(−1)k(p+1)
(4k + 1)p+1
, hp (pi) =
2p+1
pip+1
∑
k∈Z
(−1)k(p+1)
(2k + 1)p+1
.
We differentiate the case of even and odd degree. We start with the even case
p = 2q. Then,
h2q
(pi
2
)
=
2
3(2q+1)
2
pi2q+1
∑
k∈Z
(−1)k
(4k + 1)2q+1
, h2q (pi) =
22q+1
pi2q+1
∑
k∈Z
(−1)k
(2k + 1)2q+1
.
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By splitting the latter sum into a sum over the even integers and a sum over the
odd integers, we get∑
k∈Z
(−1)k
(2k + 1)2q+1
=
∑
l∈Z
1
(4l + 1)2q+1
−
∑
l∈Z
1
(4l+ 3)2q+1
=
∑
l∈Z
1
(4l + 1)2q+1
+
∑
m∈Z
1
(4m+ 1)2q+1
=
∑
l∈Z
2
(4l + 1)2q+1
= 2(a2q + b2q),
where
a2q :=
∑
l∈Z
1
(8l + 1)2q+1
, b2q :=
∑
l∈Z
1
(8l + 5)2q+1
.
Hence,
h2q
(pi
2
)
=
2
3(2q+1)
2
pi2q+1
(a2q − b2q), h2q (pi) = 2
2q+1
pi2q+1
2(a2q + b2q).
It is easy to see that b2q < 0. In addition, from (3.31) we know that hp(θ) > 0, so
that a2q + b2q > 0, a2q − b2q > 0. Therefore, we obtain
h2q(pi)
h2q
(
pi
2
) = 22q+2(a2q + b2q)
2
3(2q+1)
2 (a2q − b2q)
≤ 2 1−2q2 = 2 1−p2 .
For odd degree p = 2q + 1, with a completely similar manipulation we obtain
h2q+1(pi)
h2q+1
(
pi
2
) = 2 1−p2 ,
and so it follows that (3.32) holds again. 
The next lemma is devoted to lower and upper bounds for gp.
Lemma 3.7. Let p ≥ 2, and let gp be the function defined in (3.11). Then the
following properties hold:
a) ∀θ ∈ [−pi, pi],
(3.34) |2 sin(θ/2)|p+1
(
1
θp
− 1
pip
)
≤ |gp(θ)| ≤ |2 sin(θ/2)|p+1 1
θp
;
b) the zeros of gp are given by
(3.35) gp(−pi) = gp(0) = gp(pi) = 0.
Proof. We first remark that from (3.11) it follows that gp is antisymmetric. Hence,
it is sufficient to consider the interval [0, pi]. From (3.15) and (3.24) we have
(3.36) gp(θ) = −
∑
k∈Z
(2 sin(θ/2 + kpi))p+1
(θ + 2kpi)p
= −(2 sin(θ/2))p+1
[
1
θp
− r˜p(θ)
]
.
Then, (3.26) immediately gives (3.34) and (3.35). 
In the following lemma we provide lower and upper bounds for fp.
Lemma 3.8. Let p ≥ 2, and let fp be the function defined in (3.12). Then the
following properties hold:
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a) ∀θ ∈ [−pi, pi],
(3.37) fp(θ) = 2− 2 cos θ, p = 2, 3,
and
(3.38) (2− 2 cos θ)Lp−2(θ) ≤ fp(θ) ≤ (2− 2 cos θ)min(1, Up−2(θ)), p ≥ 4,
where Lp and Up are defined in (3.29) and (3.30) respectively;
b) min
θ∈[−pi,pi]
fp(θ) = fp(0) = 0, and θ = 0 is the unique zero of fp in [−pi, pi];
this zero is of order two;
c) let Mfp := max
θ∈[−pi,pi]
fp(θ), then
(3.39) Mfp ≤ min
(
4,
16
p+ 1
+
(
pi4
12
− 4
)(
2
pi
)p−1)
,
so that Mfp → 0 as p→∞;
d) the ratio fp(pi)/Mfp converges to 0 exponentially as p→∞, and in partic-
ular
(3.40)
fp(pi)
Mfp
≤ fp(pi)
fp(
pi
2 )
≤ 2 5−p2 .
Proof. The first statement of the lemma immediately follows from (3.13), (3.16)
and (3.28).
The relations (3.37)–(3.38) and the lower bound (3.33) imply that fp(θ) ≥ 0 in
[−pi, pi] and that it has a unique zero at θ = 0 in [−pi, pi]. Moreover, from (3.16) we
obtain
f ′p(θ) = 2(sin θ)hp−2(θ) + (2− 2 cos θ)h′p−2(θ),
f ′′p (θ) = 2(cos θ)hp−2(θ) + 4(sin θ)h
′
p−2(θ) + (2− 2 cos θ)h′′p−2(θ).
By using (3.13) and the second statement of Lemma 3.6, we get f ′p(0) = 0 and
f ′′p (0) = 2. This proves that fp has a zero of order two at θ = 0 and completes the
second statement of the lemma.
From (3.37)–(3.38) it is also easy to see thatMfp ≤ 4. Now, we derive the upper
bound (3.39) for Mfp in the third statement of the lemma. To this end, we use the
inequalities
2− 2 cos θ ≤ θ2 − θ
4
18
≤ θ2, ∀θ ∈ [−pi, pi].
It follows
(2− 2 cos θ)
(
2− 2 cos θ
θ2
) p−1
2
≤ θ2
(
1− θ
2
18
) p−1
2
, ∀θ ∈ [−pi, pi].
Let ρ be a positive real number. If 18ρ+1 ≤ pi2, then the maximum of θ2
(
1− θ218
)ρ
over [−pi, pi] is located at θ2 = 18ρ+1 and its value is given by
18
ρ+ 1
(
1− 1
ρ+ 1
)ρ
≤ 8
ρ+ 1
.
Therefore, when p ≥ 3, we have
(3.41) (2 − 2 cos θ)
(
2− 2 cos θ
θ2
) p−1
2
≤ 16
p+ 1
, ∀θ ∈ [−pi, pi].
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Figure 1. Graph of fp/Mfp for p = 3, . . . , 8.
Moreover, ∀θ ∈ [−pi, pi],
(3.42) (2 − 2 cos θ)
(
pi4
48
− 1
)(
2− 2 cos θ
pi2
) p−1
2
≤ 4
(
pi4
48
− 1
)(
2
pi
)p−1
.
From (3.30) and (3.38), the inequalities (3.41)–(3.42) imply that, for p ≥ 4,
(3.43) Mfp ≤
16
p+ 1
+
(
pi4
12
− 4
)(
2
pi
)p−1
.
In addition, (3.43) holds for p = 2 and p = 3 too, because of (3.37) and Mf2 =
Mf3 = 4.
To conclude the proof, we notice that the inequalities in (3.40) follow from (3.32)
taking into account that fp(θ) = (2− 2 cos θ)hp−2(θ). 
Figure 1 shows the graph of fp normalized by its maximumMfp for p = 3, . . . , 8.
The ratio fp(pi)/Mfp decreases exponentially to zero as p → ∞, see (3.40). From
a numerical viewpoint, we can say that, for large p, the function fp/Mfp possesses
two zeros over [0, pi]: one in θ = 0 and the other in θ = pi.
Finally, we provide an important relation between the functions hp, gp and fp.
Lemma 3.9. For all θ ∈ [−pi, pi]\0, we have
(3.44) fp(θ)hp(θ) − (gp(θ))2 > 0.
Proof. From (3.28), (3.38) and (3.34) we have
fp(θ)hp(θ) − (gp(θ))2 ≥ (2 sin(θ/2))
2p+2
(θp)2
− (gp(θ))2 ≥ 0.
Moreover, since r˜p(θ) is strictly positive if θ 6= 0 (see (3.26)), from (3.36) we obtain
the complete statement of the lemma. 
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4. The 1D setting
Without loss of generality we can assume Ω = (0, 1). Then we focus on the
problem
(4.1)
{ −κ(x)u′′(x) + β(x)u′(x) + γ(x)u(x) = f(x), 0 < x < 1,
u(0) = 0, u(1) = 0.
Fix p ≥ 2, n ≥ 2 and let V [p]n be the space of splines of degree p (or order p+ 1)
defined over the knot sequence
(4.2) t1 = · · · = tp+1 = 0 < tp+2 < · · · < tp+n < 1 = tp+n+1 = · · · = t2p+n+1,
where
(4.3) tp+i+1 :=
i
n
, ∀i = 0, . . . , n,
and the extreme knots have multiplicity p+ 1. More precisely,
V [p]n := {s ∈ Cp−1([0, 1]) : s|[tp+i+1,tp+i+2) ∈ Pp, ∀ i = 0, 1, . . . , n− 1}.
Let W [p]n be the subspace of V [p]n formed by the spline functions vanishing at the
boundary of [0, 1], i.e.,
W [p]n := {s ∈ V [p]n : s(0) = s(1) = 0}.
We recall that dimV [p]n = n+ p and dimW [p]n = n+ p− 2.
The space V [p]n is spanned by the B-spline basis {Ni,[p](x), i = 1, . . . , n + p}
defined as follows (see [7]). Using the convention that a fraction with zero de-
nominator is zero, define the function Ni,[k] : [0, 1] → R for every (k, i) such that
0 ≤ k ≤ p, 1 ≤ i ≤ (n+ p) + p− k:
Ni,[0](x) :=
{
1, if x ∈ [ti, ti+1),
0, elsewhere,
and, if k > 0,
(4.4) Ni,[k](x) :=
x− ti
ti+k − ti Ni,[k−1](x) +
ti+k+1 − x
ti+k+1 − ti+1 Ni+1,[k−1](x).
We point out that the derivative of a B-spline Ni,[p](x) is given by (see [7])
(4.5) N ′i,[p](x) = p
(
Ni,[p−1](x)
ti+p − ti −
Ni+1,[p−1](x)
ti+p+1 − ti+1
)
.
The set {Ni,[p] : i = 1, . . . , n+ p} is a basis of V [p]n , called the B-spline basis of V [p]n .
Moreover, recalling that [7]
Ni,[p](0) = Ni,[p](1) = 0, ∀ i = 2, . . . , n+ p− 1,
we deduce that {Ni,[p] : i = 2, . . . , n+ p− 1} is a basis of W [p]n , called the B-spline
basis of W [p]n .
A particular interesting set of collocation points for the B-spline space are the
Greville abscissae, see [2]. They are defined as
(4.6) ξi,[p] :=
ti+1 + ti+2 + . . .+ ti+p
p
, i = 2, . . . , n+ p− 1.
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In the isogeometric collocation approach, the approximation uW =
∑n+p−2
j=1 ujϕj
of the solution of (4.1) is obtained by solving the linear system (2.4) where the basis
functions are given by (2.7) with
(4.7) ϕˆj(xˆ) = Nj+1,[p](xˆ), j = 1, . . . , n+ p− 2,
and
(4.8) τˆj = ξj+1,[p], j = 1, . . . , n+ p− 2.
The matrix A in (2.4) based on (2.7)–(2.8) and (4.7)–(4.8) is the object of our
interest and, from now onwards, will be denoted by A
[p]
n in order to emphasize its
dependence on n and p. For the sake of simplicity, we first analyze the matrix
A
[p]
n when G is the identity map, before considering the general case related to a
non-trivial geometry map (see Section 4.3).
4.1. Construction of the matrices A
[p]
n without geometry map. When G is
the identity map, our matrix A = A
[p]
n in (2.4) is equal to
A =
[
−κ(ξi+1,[p])N ′′j+1,[p](ξi+1,[p]) + β(ξi+1,[p])N ′j+1,[p](ξi+1,[p])(4.9)
+ γ(ξi+1,[p])Nj+1,[p](ξi+1,[p])
]n+p−2
i,j=1
,
and f =
[
f(ξi+1,[p])
]n+p−2
i=1
. The elements of this matrix can be computed by using
the recurrence relation (4.4) and by iterating the derivative formula (4.5).
As mentioned in our previous paper [13], the ‘central’ basis functions Nj,[p](x),
j = p + 1, . . . , n, defined on the knot sequence (4.2)–(4.3) are cardinal B-splines,
and we have
(4.10) Nj,[p](x) = φ[p](nx− j + p+ 1), j = p+ 1, . . . , n.
Due to the compact support of the B-spline basis, the matrix A
[p]
n has at most a
(p+ 1)-band structure. We note that
N ′j,[p](x) = n φ˙[p](nx− j + p+ 1), j = p+ 1, . . . , n,
and
N ′′j,[p](x) = n
2 φ¨[p](nx− j + p+ 1), j = p+ 1, . . . , n.
In addition, the interior Greville abscissae, given by (4.6) for i = p + 1, . . . , n,
simplify to
(4.11) ξi,[p] =
i
n
− p+ 1
2n
, i = p+ 1, . . . , n,
or, equivalently,
nξi,[p] + p+ 1 = i+
p+ 1
2
, i = p+ 1, . . . , n.
Let us denote by D
[p]
n (a) the diagonal matrix containing the samples of the
function a at the Greville abscissae, i.e.,
D[p]n (a) := diag
j=1,...,n+p−2
(
a
(
ξj+1,[p]
))
.
Then, we can consider the following split of A
[p]
n ,
(4.12) A[p]n = n
2D[p]n (κ)K
[p]
n + nD
[p]
n (β)H
[p]
n +D
[p]
n (γ)M
[p]
n ,
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according to the diffusion, advection and reaction terms, respectively. More pre-
cisely,
n2K [p]n :=
[
−N ′′j+1,[p](ξi+1,[p])
]n+p−2
i,j=1
,(4.13)
nH [p]n :=
[
N ′j+1,[p](ξi+1,[p])
]n+p−2
i,j=1
,(4.14)
M [p]n :=
[
Nj+1,[p](ξi+1,[p])
]n+p−2
i,j=1
.(4.15)
We now focus on the central submatrix of A
[p]
n that is determined only by the
cardinal B-splines in (4.10) and by the interior Greville abscissae (4.11), i.e., the
submatrix
[
(A
[p]
n )ij
]n−1
i,j=p
. We assume n ≥ p + 1 to be sure that this submatrix
exists. Then, the submatrices
[
(K
[p]
n )ij
]n−1
i,j=p
,
[
(H
[p]
n )ij
]n−1
i,j=p
and
[
(M
[p]
n )ij
]n−1
i,j=p
are given by
(K [p]n )ij = −φ¨[p]
(
p+ 1
2
+ i− j
)
,
(H [p]n )ij = φ˙[p]
(
p+ 1
2
+ i− j
)
,
(M [p]n )ij = φ[p]
(
p+ 1
2
+ i− j
)
,
for i, j = p, . . . , n−1. From Lemma 3.1 it follows that the above central submatrices
ofK
[p]
n andM
[p]
n are symmetric, whereas the above central submatrix ofH
[p]
n is skew-
symmetric. We note that the coefficients depend only on the difference i−j, and so
all the above submatrices are Toeplitz matrices of size (n− p)× (n− p). Moreover,
because of the local support property (3.3), for every fixed i = p, . . . , n − 1, the
i-th row of K
[p]
n , H
[p]
n and M
[p]
n contains nonzero entries only for the column index
ranging from j = i− ⌈(p− 1)/2⌉ , . . . , i+ ⌈(p− 1)/2⌉.
We conclude this section by giving a formal definition of what we call ‘central
rows’ of A
[p]
n . Assuming for the moment that n ≫ p, we look for indices i ∈
{p, . . . , n− 1} such that
(4.16) (A[p]n )i,1 = · · · = (A[p]n )i,p−1 = 0 = (A[p]n )i,n = · · · = (A[p]n )i,n+p−2.
To find indices i ∈ {p, . . . , n−1} such that (4.16) is satisfied, we fix i ∈ {p, . . . , n−1}
and we recall that supp(N2,[p]) ⊆ · · · ⊆ supp(Np,[p]) =
[
0, pn
]
and
[
1− pn , 1
]
=
supp(Nn+1,[p]) ⊇ · · · ⊇ supp(Nn+p−1,[p]). From (4.9) and (4.11) it follows that
condition (4.16) is implied by
ξi+1,[p] /∈
[
0,
p
n
)
∪
(
1− p
n
, 1
]
⇔ p
n
≤ ξi+1,[p] ≤ 1− p
n
⇔ p
n
≤ i+ 1
n
− p+ 1
2n
≤ 1− p
n
⇔ 3p− 1
2
≤ i ≤ n+ p− 1− 3p− 1
2
.
Note that p ≤ 3p−12 and n+ p− 1− 3p−12 ≤ n− 1. In view of these results, ‘central
rows’ of A
[p]
n are those rows of A
[p]
n with index ranging from i = ⌈(3p−1)/2⌉, . . . , n+
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p− 1−⌈(3p− 1)/2⌉. Consequently, a condition to ensure that A[p]n has at least one
central row is n ≥ p∗, where
(4.17) p∗ :=
{
2p, if p is odd,
2p+ 1, if p is even.
4.2. Spectral analysis, symbol and distribution without geometry map.
We will now study, for a fixed p ≥ 2, the spectral distribution of the sequence
formed by the scaled matrices:
(4.18)
1
n2
A[p]n = D
[p]
n (κ)K
[p]
n +
1
n
D[p]n (β)H
[p]
n +
1
n2
D[p]n (γ)M
[p]
n .
For every n ≥ p∗, we decompose the matrix K [p]n into
(4.19) K [p]n = Tn+p−2(fp) +R
[p]
n ,
where fp is defined in (3.12) and Tn+p−2(fp) is the corresponding (one-level) Toeplitz
matrix defined in (2.9). By the construction of our diffusion matrix we know that
R
[p]
n := K
[p]
n − Tn+p−2(fp) is a low-rank correction term. Indeed, R[p]n has at most
2⌈(3p− 1)/2⌉ − 2 non-zero rows (all the central rows are null) and hence
(4.20) rank(R[p]n ) ≤ 2⌈(3p− 1)/2⌉ − 2, ∀n ≥ p∗.
Similarly, we decompose the matrices H
[p]
n and M
[p]
n into
(4.21) H [p]n = iTn+p−2(gp) +Q
[p]
n , M
[p]
n = Tn+p−2(hp) + S
[p]
n ,
where gp and hp are defined in (3.11) and (3.10) respectively. Moreover, Q
[p]
n :=
H
[p]
n − iTn+p−2(gp) and S[p]n := M [p]n − Tn+p−2(hp) are again low-rank correction
terms analogous to R
[p]
n .
The spectral analysis can then be performed in a way similar to the Galerkin case
considered in [13]. We first provide upper bounds for the 2-norm of the matrices
K
[p]
n , H
[p]
n , M
[p]
n in the next lemma.
Lemma 4.1. For every p ≥ 2 and every n ≥ 2, we have
‖M [p]n ‖ ≤
√
3p
2
, ‖H [p]n ‖ ≤ p
√
3p, ‖K [p]n ‖ ≤ 2p(p− 1)
√
3p.
Proof. The 2-norm of any square matrix X can be bounded by
(4.22) ‖X‖ ≤
√
‖X‖∞‖XT‖∞,
see e.g. [6, p. 121]. Hence, we now look for bounds of the infinity norm of the
matrices K
[p]
n , H
[p]
n , M
[p]
n and their transposes.
We first bound the infinity norm of K
[p]
n , H
[p]
n , M
[p]
n . From (4.15), the positivity
property and the partition of unity property of B-splines, we obtain
‖M [p]n ‖∞ = max
i=1,...,n+p−2
n+p−2∑
j=1
Nj+1,[p](ξi+1,[p]) ≤ 1.
Similarly, from (4.14), (4.5), the partition of unity property of B-splines, and by
taking into account that the sequence of knots (4.2)–(4.3) implies that ti+p+1 −
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ti+1 ≥ 1n for all i = 1, . . . , n+ p− 1, we have
‖nH [p]n ‖∞ = max
i=1,...,n+p−2
n+p−2∑
j=1
∣∣∣N ′j+1,[p](ξi+1,[p]) ∣∣∣
≤ max
i=1,...,n+p−2
p
n+p−2∑
j=1
(
Nj+1,[p−1](ξi+1,[p])
tj+p+1 − tj+1 +
Nj+2,[p−1](ξi+1,[p])
tj+p+2 − tj+2
)
≤ 2pn.
By using similar arguments and by iterating (4.5), we obtain from (4.13) that
‖n2K [p]n ‖∞ = max
i=1,...,n+p−2
n+p−2∑
j=1
∣∣∣N ′′j+1,[p](ξi+1,[p]) ∣∣∣ ≤ 4p(p− 1)n2.
We now bound the infinity norm of the transposes of K
[p]
n , H
[p]
n , M
[p]
n . The
number of Greville abscissae in the interior of the support of any B-spline is at
most 3p2 . In combination with the positivity property and the partition of unity
property of B-splines, we obtain
‖(M [p]n )T ‖∞ = max
j=1,...,n+p−2
n+p−2∑
i=1
Nj+1,[p](ξi+1,[p]) ≤ 3p
2
.
From (4.5), and by exploiting again the properties of the B-splines, we have
|N ′j+1,[p](ξi+1,[p])| ≤ p
(
Nj+1,[p−1](ξi+1,[p])
tj+p+1 − tj+1 +
Nj+2,[p−1](ξi+1,[p])
tj+p+2 − tj+2
)
≤ pn,
and so
‖(nH [p]n )T ‖∞ = max
j=1,...,n+p−2
n+p−2∑
i=1
∣∣∣N ′j+1,[p](ξi+1,[p]) ∣∣∣ ≤ pn3p2 .
Similarly, by iterating (4.5), we obtain
‖(n2K [p]n )T ‖∞ = max
i=1,...,n+p−2
n+p−2∑
j=1
∣∣∣N ′′j+1,[p](ξi+1,[p]) ∣∣∣ ≤ 2p(p− 1)n2 3p2 .
The proof is completed by combining the above bounds as given by (4.22). 
The next theorem provides us the symbol of the sequence { 1n2A[p]n }. For this, we
need the concept of modulus of continuity, which is defined for any (multivariate)
function s : Ω→ R, and δ > 0 as
ω(s, δ) := sup
x,y∈Ω, ‖x−y‖≤δ
|s(x)− s(y)|.
In the following, we denote by C a generic constant independent of n.
Theorem 4.2. Let p ≥ 2. Then, the sequence of normalized collocation matrices
{ 1n2A[p]n } as in (4.9) is distributed like the function κ ⊗ fp in the sense of the
eigenvalues, i.e., ∀F ∈ Cc(C,C),
lim
n→∞
1
n+ p− 2
n+p−2∑
j=1
F
(
λj
(
1
n2
A[p]n
))
=
1
2pi
∫ 1
0
∫ pi
−pi
F (κ(x)fp(θ)) dθdx.
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Furthermore, if
(4.23) ω
(
κ,
1
n
)
≤ C
n
,
then { 1n2A[p]n } is strongly clustered at the range [0,Mκ,fp ], where
Mκ,fp := max
x∈[0,1], θ∈[−pi,pi]
κ(x)fp(θ).
Proof. Let D˜n+p−2(κ) be the symmetric matrix defined in (2.12) which is con-
structed from the diagonal sampling matrix Dn+p−2(κ). Then, we decompose the
expression of 1n2A
[p]
n in (4.18) as follows:
1
n2
A[p]n = D˜n+p−2(κ) ◦ Tn+p−2(fp) + E[p]n + F [p]n + L[p]n ,
where
E[p]n :=
1
n
D[p]n (β)H
[p]
n +
1
n2
D[p]n (γ)M
[p]
n ,
F [p]n := D
[p]
n (κ)K
[p]
n −D[p]n (κ)Tn+p−2(fp).
and
L[p]n := D
[p]
n (κ)Tn+p−2(fp)− D˜n+p−2(κ) ◦ Tn+p−2(fp).
We now prove that the hypotheses of Theorem 2.3 are satisfied with Zn =
1
n2A
[p]
n ,
Xn = D˜n+p−2(κ) ◦ Tn+p−2(fp) and Yn = E[p]n + F [p]n + L[p]n .
We know that Tn+p−2(fp) is symmetric. Then, from Corollary 2.6 it follows
that {D˜n+p−2(κ) ◦ Tn+p−2(fp)} λ∼ κ ⊗ fp. From (2.10) we have ‖Tn+p−2(fp)‖ ≤
Mfp , whereMfp := maxθ∈[−pi,pi] fp(θ). Moreover, the band structure of Tn+p−2(fp)
implies that ‖Tn+p−2(fp)‖∞ ≤ CT , and
‖D˜n+p−2(κ) ◦ Tn+p−2(fp)‖ ≤ ‖D˜n+p−2(κ) ◦ Tn+p−2(fp)‖∞ ≤MκCT ,
where Mκ := maxx∈[0,1] κ(x) and CT are constants independent of n.
From Lemma 4.1 we have
‖E[p]n ‖ ≤M|β|
p
√
3p
n
+Mγ
1
n2
√
3p
2
,
and
‖E[p]n ‖1 ≤ (n+ p− 2)‖E[p]n ‖ ≤ (n+ p− 2)
(
M|β|
p
√
3p
n
+Mγ
1
n2
√
3p
2
)
,
where M|β| := maxx∈[0,1] |β(x)| and Mγ := maxx∈[0,1] γ(x). Therefore, ‖E[p]n ‖ and
‖E[p]n ‖1 are bounded above by a constant independent of n.
From Lemma 4.1 we have
‖F [p]n ‖ ≤Mκ(‖K [p]n ‖+ ‖Tn+p−2(fp)‖) ≤Mκ(2p(p− 1)
√
3p+Mfp),
and since R
[p]
n = K
[p]
n − Tn+p−2(fp) and rank(R[p]n ) ≤ 2⌈(3p− 1)/2⌉− 2, see (4.19)–
(4.20), we obtain
‖F [p]n ‖1 = ‖D[p]n (κ)R[p]n ‖1 ≤ (2⌈(3p− 1)/2⌉ − 2)‖D[p]n (κ)R[p]n ‖
≤ (2⌈(3p− 1)/2⌉ − 2)Mκ(2p(p− 1)
√
3p+Mfp).
Therefore, ‖F [p]n ‖ and ‖F [p]n ‖1 are bounded above by a constant independent of n.
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We now focus on the matrix L
[p]
n , which shares the same band structure as the
Toeplitz matrix Tn+p−2(fp). This band has a width of at most p + 1. We can
express any non-zero element of L
[p]
n at row i and column j by
(L[p]n )i,j = (Tn+p−2(fp))i,j
(
κ(ξi+1,[p])− κ
(
min(i, j)− 1
n+ p− 2
))
,
where 0 ≤ |i− j| ≤ ⌊p2⌋. Since
(4.24)
∣∣∣∣ξi+1,[p] − min(i, j)− 1n+ p− 2
∣∣∣∣ ≤ Cn ,
we have
|(L[p]n )i,j | ≤ |(Tn+p−2(fp))i,j |ω
(
κ,
C
n
)
.
It follows that both ‖L[p]n ‖∞ and ‖(L[p]n )T ‖∞ are bounded above by the expression
ω
(
κ, Cn
) ‖Tn+p−2(fp)‖∞, and so by (4.22) we have
‖L[p]n ‖ ≤ ω
(
κ,
C
n
)
‖Tn+p−2(fp)‖∞ ≤ CT ω
(
κ,
C
n
)
.
This means that
(4.25)
‖L[p]n ‖1
n+ p− 2 ≤ ‖L
[p]
n ‖ ≤ CT ω
(
κ,
C
n
)
.
Since κ is continuous over the interval [0, 1], we obtain that limn→∞ ω
(
κ, Cn
)
= 0,
and this implies
lim
n→∞
‖L[p]n ‖1
n+ p− 2 = 0.
Summarizing,
‖E[p]n + F [p]n + L[p]n ‖ ≤ ‖E[p]n ‖+ ‖F [p]n ‖+ ‖L[p]n ‖ ≤ C,
which is an upper bound independent of n, and
lim
n→∞
‖E[p]n + F [p]n + L[p]n ‖1
n+ p− 2 = 0.
Hence, all the hypotheses of Theorem 2.3 are satisfied, and we conclude that
{ 1n2A[p]n }
λ∼ κ⊗ fp.
In addition, if (4.23) holds, then (4.25) implies that ‖L[p]n ‖1 is bounded above by
a constant independent of n, and all the hypotheses of Theorem 2.4 are satisfied as
well. This implies that { 1n2A[p]n } is strongly clustered at [0,Mκ,fp ]. 
Remark 4.3. If κ is a C1-continuous function over [0, 1], then the condition (4.23)
is satisfied, so that in this case the sequence { 1n2A[p]n } is strongly clustered at the
range [0,Mκ,fp ].
Remark 4.4. From Lemma 3.8 we know that the symbol κ(x)fp(θ) of the sequence
of scaled collocation matrices will have a zero at θ = 0, and moreover a numerical
zero at θ = pi for large p.
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Remark 4.5. Referring to [13, Theorem 12], in the case of constant coefficients,
we note that the symbol derived for the scaled stiffness matrix in the Galerkin
formulation with B-splines of degree q is the same as for the scaled matrix in the
collocation formulation with B-splines of odd degree 2q + 1.
4.3. Construction and symbol of the matrices A
[p]
n with a geometry map.
The general case of isogeometric collocation methods with a non-trivial geometry
map can be easily addressed with the aid of the results from the previous subsection.
Indeed, the geometry map only invokes a change of variable, and leads to a new
formulation of the problem (4.1) with different coefficients. Given a geometry map
G : [0, 1]→ [0, 1], our model problem becomes
(4.26)−
κ(G(xˆ))
(G′(xˆ))2
u′′(xˆ) +
(
κ(G(xˆ))G′′(xˆ)
(G′(xˆ))3
+
β(G(xˆ))
G′(xˆ)
)
u′(xˆ) + γ(G(xˆ))u(xˆ) = f(G(xˆ)),
u(0) = 0, u(1) = 0,
with 0 < xˆ < 1. Hence, our matrix A = A
[p]
n in (2.4) with (4.7)–(4.8) is equal to
A[p]n =
[
− κ(G(ξi+1,[p]))
(G′(ξi+1,[p]))2
N ′′j+1,[p](ξi+1,[p])(4.27)
+
(
κ(G(ξi+1,[p]))G
′′(ξi+1,[p])
(G′(ξi+1,[p]))3
+
β(G(ξi+1,[p]))
G′(ξi+1,[p])
)
N ′j+1,[p](ξi+1,[p])
+ γ(G(ξi+1,[p]))Nj+1,[p](ξi+1,[p])
]n+p−2
i,j=1
,
and f =
[
f(G(ξi+1,[p]))
]n+p−2
i=1
.
The next theorem shows explicitly the influence of the geometry map on the
spectral distribution of the scaled matrices { 1n2A[p]n }.
Theorem 4.6. Let p ≥ 2. Let G : [0, 1]→ [0, 1] such that G ∈ C1([0, 1]), 0 < G′(xˆ)
for all xˆ ∈ [0, 1] and G′′ is bounded. Then, the sequence of normalized collocation
matrices { 1n2A[p]n } as in (4.27) is distributed like the function κ(G)(G′)2 ⊗fp in the sense
of the eigenvalues. Furthermore, if
(4.28) ω
(
κ(G)
(G′)2
,
1
n
)
≤ C
n
,
then { 1n2A[p]n } is strongly clustered at the range [0,M κ(G)
(G′)2 ,fp
], where
M κ(G)
(G′)2 ,fp
:= max
xˆ∈[0,1], θ∈[−pi,pi]
κ(G(xˆ))
(G′(xˆ))2
fp(θ).
Proof. This follows immediately from Theorem 4.2 by comparing the matrices
(4.27) and (4.9). 
Remark 4.7. The considered geometry map G in Theorem 4.6 can be given in any
representation and is not confined to the B-spline form (2.6) as prescribed by the
IgA paradigm.
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5. The 2D setting
We now consider our model problem (2.1) on a two-dimensional domain Ω,
namely
(5.1)
{ −1(K(x) ◦ Pu(x))1T + β(x) · ∇u(x) + γ(x)u(x) = f(x), ∀x ∈ Ω,
u(x) = 0, ∀x ∈ ∂Ω,
where K =
[
κ1,1 κ1,2
κ2,1 κ2,2
]
and β = [β1 β2]
T .
We will approximate the solution of problem (5.1) in the space of smooth tensor-
product splines that we now describe. We consider two univariate B-spline bases
and sets of Greville abscissae as defined in Section 4 (for the x and y directions):
• the B-spline basis {Ni,[p1](x), i = 1, . . . , n1 + p1} and the corresponding
Greville abscissae ξi,[p1] over the knot sequence {si, i = 1, . . . , 2p1+n1+1},
similar to (4.2)–(4.3);
• the B-spline basis {Ni,[p2](y), i = 1, . . . , n2 + p2} and the corresponding
Greville abscissae ξi,[p2] over the knot sequence {ti, i = 1, . . . , 2p2+n2+1},
similar to (4.2)–(4.3).
The bivariate tensor-product B-spline basis {Ni,j,[p1,p2], i = 1, . . . , n1 + p1, j =
1, . . . , n2 + p2} is given by
Ni,j,[p1,p2](x, y) :=
(
Ni,[p1] ⊗Nj,[p2]
)
(x, y) = Ni,[p1](x)Nj,[p2](y),
and the corresponding Greville abscissa is given by
ξi,j,[p1,p2] := (ξi,[p1 ], ξj,[p2]).
We choose the space W [p1,p2]n1,n2 as approximation space, where
(5.2) W [p1,p2]n1,n2 := 〈Ni,j,[p1,p2] : i = 2, . . . , n1 + p1 − 1, j = 2, . . . , n2 + p2 − 1〉,
and we consider the elements of the basis (5.2) ordered as follows:
(5.3) ϕˆ(n1+p1−2)(j−1)+i = Ni+1,j+1,[p1,p2],
with i = 1, . . . , n1+ p1− 2, j = 1, . . . , n2+ p2− 2. We follow the same rule to order
the Greville abscissae:
(5.4) τˆ(n1+p1−2)(j−1)+i = ξi+1,j+1,[p1,p2],
with i = 1, . . . , n1 + p1 − 2, j = 1, . . . , n2 + p2 − 2.
The corresponding collocation matrix A in (2.4) based on (2.7)–(2.8) and (5.3)–
(5.4) is the object of our interest and, from now onwards, will be denoted by A
[p1,p2]
n1,n2
in order to emphasize its dependence on n1, n2 and p1, p2. We first consider our
model problem on the reference domain Ω = (0, 1)2 and then we will address the
case of a general two-dimensional physical domain Ω, parametrized by a non-trivial
geometry map from Ω̂ = [0, 1]2.
5.1. Construction and symbol of the matrices A
[p1,p2]
n1,n2 without geometry
map. When using the identity geometry map, the matrix A = A
[p1,p2]
n1,n2 in (2.4) has
the following expression:
(5.5)
A[p1,p2]n1,n2 =
[−1(K(τˆi)◦Pϕˆj(τˆi))1T+β(τˆi)·∇ϕˆj(τˆi)+γ(τˆi)ϕˆj(τˆi)](n1+p1−2)(n2+p2−2)i,j=1 .
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Let us denote by D
[p1,p2]
n1,n2 (a) the two-level diagonal matrix containing the samples
of the function a at the Greville abscissae, i.e.,
D[p1,p2]n1,n2 (a) := diag
j=1,...,n2+p2−2
(
diag
i=1,...,n1+p1−2
(
a
(
ξi+1,j+1,[p1,p2]
)))
.
By using the univariate collocation matrices in Section 4.1, we obtain that the
matrix in (5.5) can be written as
A[p1,p2]n1,n2 = n1
2D[p1,p2]n1,n2 (κ1,1)K̂
[p1,p2]
n1,n2 + n1n2D
[p1,p2]
n1,n2 (κ1,2 + κ2,1)K
[p1,p2]
n1,n2(5.6)
+ n2
2D[p1,p2]n1,n2 (κ2,2)K˜
[p1,p2]
n1,n2 + n1D
[p1,p2]
n1,n2 (β1)Ĥ
[p1,p2]
n1,n2
+ n2D
[p1,p2]
n1,n2 (β2)H˜
[p1,p2]
n1,n2 +D
[p1,p2]
n1,n2 (γ)M
[p1,p2]
n1,n2 ,
where
K̂ [p1,p2]n1,n2 :=M
[p2]
n2 ⊗K [p1]n1 , K
[p1,p2]
n1,n2 := −H [p2]n2 ⊗H [p1]n1 , K˜ [p1,p2]n1,n2 := K [p2]n2 ⊗M [p1]n1 ,
Ĥ [p1,p2]n1,n2 :=M
[p2]
n2 ⊗H [p1]n1 , H˜ [p1,p2]n1,n2 := H [p2]n2 ⊗M [p1]n1 , M [p1,p2]n1,n2 :=M [p2]n2 ⊗M [p1]n1 .
We will now study, for fixed p1, p2 ≥ 2, the spectral distribution of the sequence
of matrices (5.6) under the additional mild assumption that n1n =: ν1 and
n2
n =: ν2
are constants as n→∞.2 Let n := (ν2n+ p2 − 2, ν1n+ p1 − 2). For every n such
that n1 ≥ p∗1 and n2 ≥ p∗2, see (4.17), we decompose the matrices K̂ [p1,p2]n1,n2 , K
[p1,p2]
n1,n2
and K˜
[p1,p2]
n1,n2 into
B̂[p1,p2]n1,n2 := Tn2+p2−2(hp2)⊗ Tn1+p1−2(fp1) = Tn(hp2 ⊗ fp1),
B
[p1,p2]
n1,n2 := −iTn2+p2−2(gp2)⊗ iTn1+p1−2(gp1) = Tn(gp2 ⊗ gp1),
B˜[p1,p2]n1,n2 := Tn2+p2−2(fp2)⊗ Tn1+p1−2(hp1) = Tn(fp2 ⊗ hp1),
and
R̂[p1,p2]n1,n2 := K̂
[p1,p2]
n1,n2 − B̂[p1,p2]n1,n2 ,
R
[p1,p2]
n1,n2 := K
[p1,p2]
n1,n2 −B
[p1,p2]
n1,n2 ,
R˜[p1,p2]n1,n2 := K˜
[p1,p2]
n1,n2 − B˜[p1,p2]n1,n2 .
We note that
R̂[p1,p2]n1,n2 = Tn2+p2−2(hp2)⊗R[p1]n1 + S[p2]n2 ⊗ Tn1+p1−2(fp1) + S[p2]n2 ⊗R[p1]n1 ,
2In this way, A
[p1,p2]
n1,n2 is really a sequence of matrices, since only n is a free parameter. The
relations n1 = ν1n and n2 = ν2n must be kept in mind while reading this section.
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where the matrices R
[p]
m , S
[p]
m were introduced in (4.19) and (4.21). Since they are
matrices of low rank independent of m, see (4.20), we obtain from Lemma 2.7 that
rank(R̂[p1,p2]n1,n2 )
(5.7)
≤ rank(Tn2+p2−2(hp2)⊗R[p1]n1 ) + rank(S[p2]n2 ⊗ Tn1+p1−2(fp1))
+ rank(S[p2]n2 ⊗R[p1]n1 )
= rank(Tn2+p2−2(hp2)) rank(R
[p1]
n1 ) + rank(S
[p2]
n2 ) rank(Tn1+p1−2(fp1))
+ rank(S[p2]n2 ) rank(R
[p1]
n1 )
≤ (ν2n+ p2 − 2)2(2p1 − 1) + 2(2p2 − 1)(ν1n+ p1 − 2) + 2(2p2 − 1)2(2p1 − 1)
= o((ν1n+ p1 − 2)(ν2n+ p2 − 2)), as n→∞.
Similar relations hold for rank(R
[p1,p2]
n1,n2 ) and rank(R˜
[p1,p2]
n1,n2 ).
The spectral distribution of the scaled matrix 1n2A
[p1,p2]
n1,n2 is given by the following
theorem.
Theorem 5.1. The sequence of matrices { 1n2A[p1,p2]n1,n2 }n (with n1 = ν1n and n2 =
ν2n) is distributed like the function
(ν1)
2 κ1,1 ⊗ hp2 ⊗ fp1 + ν1ν2 (κ1,2 + κ2,1)⊗ gp2 ⊗ gp1 + (ν2)2 κ2,2 ⊗ fp2 ⊗ hp1 ,
in the sense of the eigenvalues, where the functions fp, gp and hp are defined in
(3.12), (3.11) and (3.10), respectively.
Proof. We just provide an outline of the proof, since it combines the arguments
used in the Proof of Theorem 4.2 and in the Proof of [13, Theorem 18]. In the
following, C will denote a generic constant independent of n. We decompose the
expression of 1n2A
[p1,p2]
n1,n2 as follows
1
n2
A[p1,p2]n1,n2 = (ν1)
2 D˜n(κ1,1) ◦ B̂[p1,p2]n1,n2 + ν1ν2 D˜n(κ1,2 + κ2,1) ◦B
[p1,p2]
n1,n2
+ (ν2)
2 D˜n(κ2,2) ◦ B˜[p1,p2]n1,n2 + L[p1,p2]n1,n2 + F [p1,p2]n1,n2 + E[p1,p2]n1,n2 ,
where
L[p1,p2]n1,n2 := (ν1)
2 L̂[p1,p2]n1,n2 + ν1ν2 L
[p1,p2]
n1,n2 + (ν2)
2 L˜[p1,p2]n1,n2 ,
L̂[p1,p2]n1,n2 := D
[p1,p2]
n1,n2 (κ1,1)B̂
[p1,p2]
n1,n2 − D˜n(κ1,1) ◦ B̂[p1,p2]n1,n2 ,
L
[p1,p2]
n1,n2 := D
[p1,p2]
n1,n2 (κ1,2 + κ2,1)B
[p1,p2]
n1,n2 − D˜n(κ1,2 + κ2,1) ◦B
[p1,p2]
n1,n2 ,
L˜[p1,p2]n1,n2 := D
[p1,p2]
n1,n2 (κ2,2)B˜
[p1,p2]
n1,n2 − D˜n(κ2,2) ◦ B˜[p1,p2]n1,n2 ,
and
F [p1,p2]n1,n2 := (ν1)
2D[p1,p2]n1,n2 (κ1,1)R̂
[p1,p2]
n1,n2 + ν1ν2D
[p1,p2]
n1,n2 (κ1,2 + κ2,1)R
[p1,p2]
n1,n2
+ (ν2)
2D[p1,p2]n1,n2 (κ2,2)R˜
[p1,p2]
n1,n2 ,
E[p1,p2]n1,n2 :=
ν1
n
D[p1,p2]n1,n2 (β1)Ĥ
[p1,p2]
n1,n2 +
ν2
n
D[p1,p2]n1,n2 (β2)H˜
[p1,p2]
n1,n2 +
1
n2
D[p1,p2]n1,n2 (γ)M
[p1,p2]
n1,n2 .
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We now prove that the hypotheses of Theorem 2.3 are satisfied with
Zn =
1
n2
A[p1,p2]n1,n2 ,
Xn = (ν1)
2 D˜n(κ1,1) ◦ B̂[p1,p2]n1,n2 + ν1ν2 D˜n(κ1,2 + κ2,1) ◦B
[p1,p2]
n1,n2
+ (ν2)
2 D˜n(κ2,2) ◦ B˜[p1,p2]n1,n2 ,
Yn = L
[p1,p2]
n1,n2 + F
[p1,p2]
n1,n2 + E
[p1,p2]
n1,n2 .
We first remark that B̂
[p1,p2]
n1,n2 = Tn(hp2⊗fp1), B˜[p1,p2]n1,n2 = Tn(fp2⊗hp1) and B[p1,p2]n1,n2 =
Tn(gp2 ⊗ gp1) are symmetric. Then, from Corollary 2.6 it follows that
Xn
λ∼ (ν1)2 κ1,1 ⊗ hp2 ⊗ fp1 + ν1ν2 (κ1,2 + κ2,1)⊗ gp2 ⊗ gp1 + (ν2)2 κ2,2 ⊗ fp2 ⊗ hp1 .
Moreover, the 2-level band structure of Xn and the continuity of κi,j , i, j = 1, 2
imply that
‖Xn‖ ≤ ‖Xn‖∞ ≤ C.
Now we analyze the behavior of the perturbation matrix Yn. First we address
E
[p1,p2]
n1,n2 . From Lemmas 2.7 and 4.1, we obtain
‖Ĥ [p1,p2]n1,n2 ‖, ‖H˜ [p1,p2]n1,n2 ‖, ‖M [p1,p2]n1,n2 ‖ ≤ C.
Therefore, by the continuity of β and γ we have
‖E[p1,p2]n1,n2 ‖ ≤ O
(
1
n
)
,
and
lim
n→∞
‖E[p1,p2]n1,n2 ‖1
(ν1n+ p1 − 2)(ν2n+ p2 − 2) ≤ limn→∞ ‖E
[p1,p2]
n1,n2 ‖ = 0.
Note that (ν1n+ p1 − 2)(ν2n+ p2 − 2) is the dimension of the matrix A[p1,p2]n1,n2 .
Let us now consider F
[p1,p2]
n1,n2 . We have
‖R̂[p1,p2]n1,n2 ‖ = ‖K̂ [p1,p2]n1,n2 − B̂[p1,p2]n1,n2 ‖
≤ ‖M [p2]n2 ‖‖K [p1]n1 ‖+ ‖Tn2+p2−2(hp2)‖‖Tn1+p1−2(fp1)‖,
and similar bounds hold for ‖R[p1,p2]n1,n2 ‖ and ‖R˜[p1,p2]n1,n2 ‖. Then, from Lemma 4.1,
from the properties of Toeplitz and diagonal matrices, see e.g. (2.10), and from the
continuity of κi,j , i, j = 1, 2 we obtain
‖F [p1,p2]n1,n2 ‖ ≤ C,
and by the low rank (5.7) of R̂
[p1,p2]
n1,n2 , R
[p1,p2]
n1,n2 and R˜
[p1,p2]
n1,n2 we have
lim
n→∞
‖F [p1,p2]n1,n2 ‖1
(ν1n+ p1 − 2)(ν2n+ p2 − 2)
≤ lim
n→∞
rank(F
[p1,p2]
n1,n2 )
(ν1n+ p1 − 2)(ν2n+ p2 − 2)‖F
[p1,p2]
n1,n2 ‖ = 0.
Finally, let us focus on L̂
[p1,p2]
n1,n2 which shares the same sparsity structure as the
2-level Toeplitz matrix B̂
[p1,p2]
n1,n2 = Tn(hp2⊗fp1). Since B̂[p1,p2]n1,n2 is the tensor-product
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of two banded matrices, we have ‖B̂[p1,p2]n1,n2 ‖∞ ≤ C and ‖(B̂[p1,p2]n1,n2 )T ‖∞ ≤ C. Hence,
from (4.22) and from the continuity of κ1,1 we deduce
‖D˜n(κ1,1) ◦ B̂[p1,p2]n1,n2 ‖ ≤Mκ1,1C,
where Mκ1,1 := max(x,y)∈Ω κ1,1(x, y). We can express any non-zero element of
L̂
[p1,p2]
n1,n2 at row i and column j by
(5.8) (L̂[p1,p2]n1,n2 )i,j = (Tn(hp2 ⊗ fp1))i,j
(
κ1,1(τˆi)− (D˜n(κ1,1))i,j
)
,
where from (2.11) and (5.4) we know
(D˜n(κ1,1))i,j = κ1,1
(
lmin(i,j)
n1 + p1 − 2 ,
kmin(i,j)
n2 + p2 − 2
)
,
τˆi = ξli+2,ki+2,[p1,p2] = (ξli+2,[p1], ξki+2,[p2]),
and
lr := (r − 1)mod (n1 + p1 − 2), kr :=
⌊
r − 1
n1 + p1 − 2
⌋
.
The structure of Tn(hp2 ⊗ fp1) = Tn2+p2−2(hp2) ⊗ Tn1+p1−2(fp1) and the band
structure of Tn2+p2−2(hp2), Tn1+p1−2(fp1) imply that for the non-zero elements
(5.8) at position (i, j) we have
|lj − li| ≤
⌊p1
2
⌋
, |kj − ki| ≤
⌊p2
2
⌋
.
Therefore, ‖Tn(hp2⊗fp1)‖∞ ≤ CT , with CT a constant independent of n. Moreover,
by (4.24) we have
|(L̂[p1,p2]n1,n2 )i,j | ≤ |(Tn(hp2 ⊗ fp1))i,j |ω
(
κ1,1,
C
n
)
.
It follows that both ‖L̂[p1,p2]n1,n2 ‖∞ and ‖(L̂[p1,p2]n1,n2 )T ‖∞ are bounded above by
ω
(
κ1,1,
C
n
)
‖Tn(hp2 ⊗ fp1)‖∞ ≤ CT ω
(
κ1,1,
C
n
)
,
and so by (4.22) we have
‖L̂[p1,p2]n1,n2 ‖ ≤ ω
(
κ1,1,
C
n
)
‖Tn(hp2 ⊗ fp1)‖∞ ≤ CT ω
(
κ1,1,
C
n
)
.
This means that
‖L̂[p1,p2]n1,n2 ‖1
(ν1n+ p1 − 2)(ν2n+ p2 − 2) ≤ ‖L̂
[p1,p2]
n1,n2 ‖ ≤ CT ω
(
κ1,1,
C
n
)
.
Since κ1,1 is continuous over the set [0, 1]
2, we deduce that limn→∞ ω
(
κ1,1,
C
n
)
= 0,
and this implies
lim
n→∞
‖L̂[p1,p2]n1,n2 ‖1
(ν1n+ p1 − 2)(ν2n+ p2 − 2) = 0.
With similar arguments we can obtain analogous upper bounds for ‖L[p1,p2]n1,n2 ‖,
‖L[p1,p2]n1,n2 ‖1, ‖L˜[p1,p2]n1,n2 ‖ and ‖L˜[p1,p2]n1,n2 ‖1. Hence, all the hypotheses of Theorem 2.3
are satisfied, and we conclude that { 1n2A[p1,p2]n1,n2 }n is distributed in the sense of the
eigenvalues as claimed. 
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The symbol in Theorem 5.1 can be compactly written in matrix form as
(5.9) [ν1 ν2] (K ◦ Pp1,p2) [ν1 ν2]T ,
where K is the coefficient matrix of our problem (5.1), and
(5.10) Pp1,p2 :=
[
hp2 ⊗ fp1 gp2 ⊗ gp1
gp2 ⊗ gp1 fp2 ⊗ hp1
]
.
Note that the spectral distribution described in Theorem 5.1 holds without any
assumption on the coefficient matrix K except continuity. However, in order to
ensure that (5.1) is an elliptic problem, this matrix has to be SPD.
Theorem 5.2. The matrix Pp1,p2 in (5.10) is Symmetric Positive Semi-Definite
(SPSD) over the domain [−pi, pi]2 and SPD for all (θ1, θ2) such that θ1θ2 6= 0.
Moreover, if K is SPD then K ◦Pp1,p2 is SPSD over [−pi, pi]2 and SPD if θ1θ2 6= 0.
Proof. From the construction of the matrix, it is clear that Pp1,p2 is symmetric.
Moreover, Lemmas 3.6 and 3.8 imply that
hp2 ⊗ fp1 ≥ 0, fp2 ⊗ hp1 ≥ 0,
and if θ1θ2 6= 0 then
hp2 ⊗ fp1 > 0, fp2 ⊗ hp1 > 0.
In addition, Lemma 3.9 ensures that
det(Pp1,p2) = hp2(θ2)fp2(θ2)fp1(θ1)hp1(θ1)− (gp2(θ2))2(gp1(θ1))2 ≥ 0,
and if θ1θ2 6= 0 then det(Pp1,p2) > 0. Thus, Pp1,p2 is SPSD over [−pi, pi]2, and SPD
if θ1θ2 6= 0.
Finally, we remark that the componentwise Hadamard product of two symmet-
ric positive (semi-)definite matrices is a symmetric positive (semi-)definite matrix,
because A ◦B is a principal submatrix of A⊗B. This concludes the proof. 
From (3.16) and (3.34) we also obtain easily the following factorization of the
matrix Pp1,p2 .
Theorem 5.3. Let Pp1,p2 be defined as in (5.10), then
Pp1,p2 = S P̂p1,p2 S,
with
S :=
[
2 sin(θ1/2) 0
0 2 sin(θ2/2)
]
,
P̂p1,p2 :=
[
hp2(θ2)hp1−2(θ1) gˆp2(θ2)gˆp1(θ1)
gˆp2(θ2)gˆp1(θ1) hp2−2(θ2)hp1(θ2)
]
,
and gˆp(θ) :=
gp(θ)
2 sin(θ/2) , for which holds
|2 sin(θ/2)|p
(
1
θp
− 1
pip
)
≤ |gˆp(θ)| ≤ |2 sin(θ/2)|p 1
θp
.
The next theorem analyzes the zeros of the symbol in (5.9).
Theorem 5.4. If K is SPD, the symbol in (5.9) is nonnegative over the domain
[−pi, pi]2 and has a unique zero of order two at (θ1, θ2) = (0, 0).
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Proof. Theorem 5.2 implies that the matrix K ◦ Pp1,p2 is SPSD over the domain
[−pi, pi]2, so the symbol in (5.9) is nonnegative on [−pi, pi]2 and it can vanish only
if [ν1 ν2]
T is an eigenvector associated to a zero eigenvalue of K ◦ Pp1,p2 . From
Theorem 5.2 we know that this can only occur if θ1θ2 = 0.
From Theorem 5.3 and Lemmas 3.6–3.8 we may conclude that θ := (θ1, θ2) =
(0, 0) is a zero of order two for the symbol in (5.9). Indeed, by taking the Taylor
expansion around θ = (0, 0) of the matrix P̂p1,p2 in Theorem 5.3 we have
P̂p1,p2 =
[
1 1
1 1
]
+O(‖θ‖),
so we obtain that the symbol is equal to
[ν1 ν2]SK S [ν1 ν2]
T +O(‖θ‖3).
Since K is assumed to be SPD, the symbol has a zero of order two at θ = (0, 0).
Moreover, it is easy to check that the matrix K ◦ Pp1,p2 has a zero eigenvalue of
multiplicity one if θ1 = 0 or θ2 = 0 but (θ1, θ2) 6= (0, 0). In the first case, the second
component of the corresponding eigenvector is zero. In the second case, the first
component of the corresponding eigenvector is zero. Since ν1ν2 6= 0, it follows that
in both cases [ν1 ν2]
T cannot be an eigenvector associated to a zero eigenvalue of
multiplicity one. Hence, (θ1, θ2) = (0, 0) is the unique zero of (5.9) over the domain
[−pi, pi]2. 
Remark 5.5. Theorem 5.4 states that the symbol in (5.9) has a unique (theoretical)
zero at (θ1, θ2) = (0, 0). However, other numerical zeros occur elsewhere for large
p := (p1, p2). Indeed, from Lemmas 3.6–3.8 we can easily see that all entries in the
matrix Pp1,p2 vanish numerically at θ1 = pi or θ2 = pi for large values of p. Since
the entries in K are assumed to be continuous, it follows that the symbol in (5.9)
has numerical zeros at θ1 = pi or θ2 = pi for large p.
5.2. Spectral analysis with a geometry map. In order to address a general
physical domain, and so a non-trivial geometry map G, we can follow a similar
approach as in Section 4.3 for the 1D case. The construction of the collocation
matrices only requires some more tedious computations with respect to the 1D
case due to the more involved expressions of the first and second derivatives of the
inverse of G. We omit the details and we refer to Appendix A for the computation
of the derivatives of the basis functions ϕi defined in (2.7).
In view of the spectral analysis of the matrices we are interested in, it is sufficient
to provide the expression of the second order terms for the transformed form of
problem (5.1) in the presence of a geometry map,
G : Ω̂→ Ω, G(xˆ, yˆ) =
(
G1(xˆ, yˆ)
G2(xˆ, yˆ)
)
.
We denote by J the Jacobian of the geometry map G and by |J | its determinant,
i.e.,
(5.11) J :=
[
∂G1
∂xˆ
∂G1
∂yˆ
∂G2
∂xˆ
∂G2
∂yˆ
]
, |J | := ∂G1
∂xˆ
∂G2
∂yˆ
− ∂G2
∂xˆ
∂G1
∂yˆ
.
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Because (x, y) =G(xˆ, yˆ), we have[ ∂
∂x
∂
∂y
]
=
1
|J |
[
∂G2
∂yˆ −∂G2∂xˆ
−∂G1∂yˆ ∂G1∂xˆ ,
][ ∂
∂xˆ
∂
∂yˆ
]
= J−T
[ ∂
∂xˆ
∂
∂yˆ
]
.
Therefore,[
∂
∂x
∂
∂y
] [
κ1,1 κ1,2
κ2,1 κ2,2
] [ ∂
∂x
∂
∂y
]
=
[
∂
∂xˆ
∂
∂yˆ
]
J−1
[
κ1,1 κ1,2
κ2,1 κ2,2
]
J−T
[ ∂
∂xˆ
∂
∂yˆ
]
.
Moreover, we have
1(J−1K(G)J−T ◦ Pu)1T = ∇ · J−1K(G)J−T∇u
+ terms with lower order derivatives.
It follows that the problem (2.1) is equivalent to
(5.12){
−1(J−1K(G)J−T ◦ Pu)1T + terms with lower order deriv. = f(G), in Ω̂,
u = 0, on ∂Ω̂.
The next theorem is a direct consequence of Theorem 5.1, and shows explicitly the
influence of the geometry map on the spectral distribution of the collocation ma-
trices for the problem (2.1), i.e., for the sequence {A[p1,p2]n1,n2 }n obtained by applying
the procedure described in Section 5.1 to the problem in (5.12).
Theorem 5.6. Let G : Ω̂ → Ω be a geometry map such that G ∈ C1(Ω̂), G is
invertible in Ω̂ and has bounded second derivatives. Then, the sequence of matrices
{ 1n2A[p1,p2]n1,n2 }n (with n1 = ν1n and n2 = ν2n) is distributed like the function
(5.13) [ν1 ν2]
(
J−1K(G)J−T ◦ Pp1,p2
)
[ν1 ν2]
T ,
in the sense of the eigenvalues, where the matrices Pp1,p2 and J are defined in
(5.10) and (5.11) respectively.
Remark 5.7. The expression of the symbol (5.9) and (5.13) has a completely similar
structure as the expression of the differential problem (5.1) and (5.12) respectively.
This motivates the reformulation of (1.1) into the less common form (2.1).
5.3. The d-dimensional setting. Following the same steps as in the 2D case, it is
clear that no specific difficulties arise in the d-dimensional setting for any d ≥ 3. In
other words, all the relevant ingredients are already considered when passing from
one dimension to two dimensions. We can summarize the general situation in the
following way. Consider the matrices { 1n2A[p1,...,pd]n1,...,nd }n (with nj = νjn, j = 1, . . . , d)
approximating problem (2.1) in its full generality. Let G : Ω̂ → Ω such that
G ∈ C1(Ω̂), G is invertible in Ω̂ and with bounded second derivatives. Then, the
sequence of matrices { 1n2A[p1,...,pd]n1,...,nd }n (with nj = νjn, j = 1, . . . , d) is distributed
like the function
(5.14) ν
(
J−1K(G)J−T ◦ Pp1,...,pd
)
νT ,
in the sense of the eigenvalues. Here, ν = [ν1 · · · νd] and the matrix Pp1,...,pd(θ) is
the d× d symmetric matrix in the Fourier variables, whose entry in position (j, k)
represents the formula approximating the second derivative ∂
2
∂xj∂xk
, in analogy to
the two-dimensional setting shown compactly in equation (5.10).
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6. Final remarks and conclusions
We have presented a construction of the inherently non-symmetric matrices aris-
ing in isogeometric collocation methods based on uniform B-splines of degrees p,
approximating problem (2.1), and we have performed an analysis of their spectral
properties. More specifically, we have computed the associated (spectral) symbol,
that is the function describing their asymptotic spectral distribution (in the Weyl
sense), when the matrix-size tends to infinity or, equivalently, the fineness param-
eters tend to zero. We have studied the symbol f : in accordance with previous
results in FD and FE contexts (see [4, 24]), f has a canonical structure incorporat-
ing
1) the approximation technique, identified by a finite set of polynomials in the
Fourier variables θ := (θ1, . . . , θd) ∈ [0, pi]d;
2) the geometry, identified by the map G in the variables xˆ := (xˆ1, . . . , xˆd)
defined on the reference domain [0, 1]d;
3) the coefficients of the principal terms of the PDE, namely K in the physical
variables x := (x1, . . . , xd) defined on the physical domain Ω.
Looking at the range of f , we have observed that f is a nonnegative function with
a unique zero of order two at θ = 0, but it shows infinitely many numerical zeros
for large ‖p‖∞ and in particular at θj = pi if pj is large. While the first fact is
expected, because it is common in any approximation method (see analogous fea-
tures in the FD, FE symbols [4, 24]), the second leads to the surprising fact that,
for large ‖p‖∞, there is a subspace of high frequencies where the collocation matri-
ces are ill-conditioned. This non-canonical feature is responsible for the slowdown,
with respect to p, of standard iterative methods. On the other hand, its knowledge
and the knowledge of other properties of the symbol allow us to construct a pre-
conditioned GMRES/multigrid method, for which optimal convergence properties
are numerically observed, with a remarkable robustness with respect to all the rel-
evant parameters: see the twin paper [12]. Still many issues remain, both on the
theoretical and numerical sides, and these will be the subject of future research.
Appendix A. Derivatives of the 2D IgA basis functions with a
geometry map
Let G : Ω̂ := [0, 1]2 → Ω ⊂ R2 be a geometry map such that
(s, t) ∈ Ω̂→ G(s, t) := (x(s, t), y(s, t)) ∈ Ω.
Then, we consider a basis function ϕi,j : Ω→ R,
ϕi,j(x, y) := Ni(s(x, y))Nj(t(x, y)), (s, t) = (s(x, y), t(x, y)) = G
−1(x, y),
where we denote by Nl the univariate B-splines defined in Section 4. To simplify
the notation, we omit the subscript corresponding to the degree and we use (s, t)
as variables in Ω̂ instead of (xˆ, yˆ). In addition we use the notation
xs :=
∂x
∂s
, ys :=
∂y
∂s
, xt :=
∂x
∂t
, yt :=
∂y
∂t
,
sx :=
∂s
∂x
, sy :=
∂s
∂y
, tx :=
∂t
∂x
, ty :=
∂t
∂y
.
36 M. DONATELLI, C. GARONI, C. MANNI, S. SERRA-CAPIZZANO, AND H. SPELEERS
A similar notation will be used to denote derivatives of higher order. Finally, we
denote by J the Jacobian of the map G, see (5.11), and
|J | := xsyt − ysxt.
The first derivatives are given by
∂ϕi,j
∂x
= N ′iNjsx +NiN
′
jtx,
∂ϕi,j
∂y
= N ′iNjsy +NiN
′
jty,
where
(A.1) sx =
yt
|J | , tx = −
ys
|J | , sy = −
xt
|J | , ty =
xs
|J | .
Note that
J−1 =
1
|J |
[
yt −xt
−ys xs
]
=
[
sx sy
tx ty
]
.
The second derivatives are given by
∂2ϕi,j
∂x2
=
∂
∂x
(
N ′iNjsx +NiN
′
jtx
)
= N ′′i Njsxsx + 2N
′
iN
′
jsxtx +NiN
′′
j txtx +N
′
iNjsxx +NiN
′
jtxx,
∂2ϕi,j
∂y∂x
=
∂
∂y
(
N ′iNjsx +NiN
′
jtx
)
= N ′′i Njsxsy +N
′
iN
′
jsxty +N
′
iN
′
jsytx +NiN
′′
j txty +N
′
iNjsxy +NiN
′
jtxy,
∂2ϕi,j
∂y2
=
∂
∂y
(
N ′iNjsy +NiN
′
jty
)
= N ′′i Njsysy + 2N
′
iN
′
jsyty +NiN
′′
j tyty +N
′
iNjsyy +NiN
′
jtyy.
In the above expressions, we use
sxx =
∂
∂x
sx =
∂
∂x
(
yt
|J |
)
=
(
∂
∂xyt
) |J | − yt ( ∂∂x |J |)
|J |2 ,
and so
sxx =
(ytssx + ytttx) |J | − yt
(
∂
∂x |J |
)
|J |2 .
Similarly,
syy =
− (xtssy + xttty) |J |+ xt
(
∂
∂y |J |
)
|J |2 ,
txx =
− (ysssx + ysttx) |J |+ ys
(
∂
∂x |J |
)
|J |2 ,
tyy =
(xsssy + xstty) |J | − xs
(
∂
∂y |J |
)
|J |2 ,
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and finally,
∂
∂x
|J | = (xssyt + xsyts) sx + (xstyt + xsytt) tx
− (yssxt + ysxts) sx − (ystxt + ysxtt) tx,
∂
∂y
|J | = (xssyt + xsyts) sy + (xstyt + xsytt) ty
− (yssxt + ysxts) sy − (ystxt + ysxtt) ty.
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