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TUNING MULTIGRID METHODS WITH ROBUST OPTIMIZATION
AND LOCAL FOURIER ANALYSIS∗
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Abstract. Local Fourier analysis is a useful tool for predicting and analyzing the performance
of many efficient algorithms for the solution of discretized PDEs, such as multigrid and domain
decomposition methods. The crucial aspect of local Fourier analysis is that it can be used to min-
imize an estimate of the spectral radius of a stationary iteration, or the condition number of a
preconditioned system, in terms of a symbol representation of the algorithm. In practice, this is a
“minimax” problem, minimizing with respect to solver parameters the appropriate measure of solver
work, which involves maximizing over the Fourier frequency. Often, several algorithmic parameters
may be determined by local Fourier analysis in order to obtain efficient algorithms. Analytical so-
lutions to minimax problems are rarely possible beyond simple problems; the status quo in local
Fourier analysis involves grid sampling, which is prohibitively expensive in high dimensions. In this
paper, we propose and explore optimization algorithms to solve these problems efficiently. Several
examples, with known and unknown analytical solutions, are presented to show the effectiveness of
these approaches.
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1. Introduction. Multigrid methods [3, 4, 17, 46, 49] have been successfully de-
veloped for the numerical solution of many discretized partial differential equations
(PDEs), leading to broadly applicable algorithms that solve problems with N un-
knowns in O(N) work and storage. Constructing efficient multigrid methods depends
heavily on the choice of the algorithmic components, such as the coarse-grid cor-
rection, prolongation, restriction, and relaxation schemes. No general rules for such
choices exist, however, and many problem-dependent decisions must be made. Local
Fourier analysis (LFA) [47, 50] is a commonly used tool for analyzing multigrid and
other multilevel algorithms. LFA was first introduced by Brandt [2], where the LFA
smoothing factor was presented as a good predictor for multigrid performance. The
principal advantage of LFA is that it provides relatively sharp quantitative estimates
of the asymptotic multigrid convergence factor for some classes of relaxation schemes
and multigrid algorithms applied to linear PDEs possessing appropriate (generaliza-
tions of Toeplitz) structure.
LFA has been applied to many PDEs, deriving optimal algorithmic parameters
in a variety of settings. LFA for pointwise relaxation of scalar PDEs is covered in
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standard textbooks [4, 47] and substantial work has been done to develop and apply
LFA to coupled systems. For the Stokes equations, LFA was first presented for dis-
tributive relaxation applied to the staggered marker-and-cell (MAC) finite-difference
discretization scheme in [37] and later for multiplicative Vanka relaxation for both
the MAC scheme and the Taylor-Hood finite-element discretization [33,44]. Recently,
LFA has been used to analytically optimize relaxation parameters for additive variants
of standard block-structured relaxations for both finite-difference and finite-element
discretizations of the Stokes equations [18, 19]. These works, in particular, show the
importance of choosing proper relaxation parameters to improve multigrid perfor-
mance. Similar work has been done for several other common coupled systems, such
as poroelasticity [12,29,31] or Stokes-Darcy flow [30]. With insights gained from this
and similar work, LFA has also been applied in much broader settings, such as the
optimization of algorithmic parameters in balancing domain decomposition by con-
straints preconditioners [5]. While the use of a Fourier ansatz inherently limits LFA
to a class of homogeneous (or periodic [1,24]) discretized operators (block-structured
with (multilevel) Toeplitz blocks), recent work has shown that LFA can be applied
to increasingly complex and challenging classes of both problems and solution algo-
rithms, limited only by one’s ability to optimize parameters within the LFA symbols.
This problem can often be cast as the minimization of the spectral radius or
norm of the Fourier representation of an error-propagation operator with respect to
its algorithmic parameters. Because the computation of this spectral radius involves
a maximization over the Fourier frequency, this problem can be formulated as one
of minimax optimization. For problems with simple structure or few parameters,
the analytical solution of this minimax problem can be determined. In many cases,
however, the solution of this minimax optimization problem is difficult because of its
nonconvexity and nonsmoothness.
In previous work, optimization approaches have been used to tune performance
of multigrid methods. In [38], a genetic algorithm is used to select the multigrid com-
ponents for discretized PDEs from a discrete set such that an approximate three-grid
Fourier convergence factor is minimized. Relatedly, in [43] a two-step optimization
procedure is presented; in the first step a genetic algorithm is applied to a biob-
jective optimization formulation (one objective is the approximate LFA convergence
factor) to choose multigrid components from a discrete set, and in the second step a
single-objective evolutionary algorithm (CMA-ES) is used to tune values of relaxation
parameters from the approximate Pareto points computed in the first step. However,
neither of these approaches directly solves the minimax problem derived from LFA
and hence neither achieve the same goal proposed here. Grebhahn et al. [15] apply
the domain-independent tool SPL Conqueror in a series of experiments to predict
performance-optimal configurations of two geometric multigrid codes, but this tool
is based largely on heuristics of estimating performance gains and does not attempt
to optimize directly any particular objective. Recently, machine learning approaches
have been used in learning multigrid parameters. Neural network training has been
proposed to learn prolongation matrices for multigrid methods for 2D diffusion and
related unstructured problems to obtain fast numerical solvers [16, 32]. By defining
a stochastic convergence functional approximating the spectral radius of an itera-
tion matrix, Katrutsa et al. [22] demonstrate good performance of stochastic gradient
methods applied to the functional to learn parameters defining restriction and pro-
longation matrices.
Optimizing even a few parameters in a multigrid method using LFA can be a
difficult task, which can be done analytically for only a very small set of PDEs,
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discretizations, and solution algorithms; see, for example, [18, 19]. In practical use,
we often sample the parameters on only a finite set to approximately optimize the
LFA predictions. The accuracy of these predictions can be unsatisfactory since it
may be computationally prohibitive to sample the parameter space finely enough to
make good predictions. Thus, there is a need to design better optimization tools
for LFA. In this paper, we investigate the use of modern nonsmooth and derivative-
free optimization algorithms to optimize algorithmic parameters within the context
of LFA. While tools from machine learning could also be applied to achieve this goal
(either directly to the same LFA-based objective functions as are used here or to
other proxies for the multigrid convergence factor, as in [16, 22, 32]), the approaches
proposed here are expected to more efficiently yield good parameter choices, under
the restrictions of applicability that are inherent to LFA.
After introducing the minimax problem for LFA in Section 2, in Section 3 we dis-
cuss optimization algorithms for the LFA minimax problem. We employ an approach
based on outer approximations for minimax optimization problems [35] to solve the
minimax problem considered here. This method dynamically samples the Fourier
frequency space, which defines a sequence of relatively more tractable minimax opti-
mization problems. In our numerical experiments in Section 4, we investigate the use
of derivative-free and derivative-based variants of this method for several LFA opti-
mization problems to validate our approach. We conclude in Section 5 with additional
remarks.
2. Local Fourier Analysis. LFA [47, 50] is a tool for predicting the actual
performance of multigrid and other multilevel algorithms. The fundamental idea be-
hind LFA is to transform a given discretized PDE operator and the error-propagation
operator of its solution algorithm into small-sized matrix representations known as
Fourier symbols. To design efficient algorithms using LFA, we analyze and optimize
the properties of the Fourier representation instead of directly optimizing properties
of the discrete systems themselves. This reduction in problem size is necessary in
order to analytically optimize simple methods and to numerically optimize methods
with many parameters. Such use of LFA leads to a minimax problem, minimizing
an appropriate measure of work in the solver over its parameters, measured by maxi-
mizing the predicted convergence factor over all Fourier frequencies. While the focus
of this paper is on solving these minimax problems, we first introduce some basic
definitions of LFA; for more details, see [47,50].
2.1. Definitions and Notation. We assume that the PDEs targeted here are
posed on domains in d dimensions. A standard approach to LFA is to consider infinite-
mesh problems, thereby avoiding treatment of boundary conditions. Thus, we consider
d-dimensional uniform infinite grids
Gh =
{
x := (x1, x2, . . . , xd) = kh = (k1, k2, . . . , kd)h, ki ∈ Z
}
,
where we use the subscript h to indicate an operator discretized with a meshsize h.
Let Lh be a scalar Toeplitz or multilevel Toeplitz operator, representing a dis-
cretization of a scalar PDE, defined by its stencil acting on l∞(Gh) as follows,
Lh := [sκ]h (κ = (κ1, κ2, · · · , κd) ∈ V ); Lhwh(x) =
∑
κ∈V
sκwh(x+ κh),
with constant coefficients sκ ∈ R (or C), V ⊂ Zd a finite index set, and wh(x) a
bounded function on Gh. Because Lh is formally diagonalized by the Fourier modes
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ϕ(θ,x) = eιθ·x/h, where θ = (θ1, θ2, . . . , θd) and ι2 = −1, we use ϕ(θ,x) as a Fourier
basis with θ ∈ [− pi2 , 3pi2 )d (or any product of intervals with length 2pi).
Definition 2.1. We call L˜h(θ) =
∑
κ∈V sκe
ιθ·κ the symbol of Lh.
Note that for all functions ϕ(θ,x), Lhϕ(θ,x) = L˜h(θ)ϕ(θ,x).
Here, we focus on the design and use of multigrid methods for solving such dis-
cretized PDEs. The choice of multigrid components is critical to attaining rapid
convergence. In general, multigrid methods make use of complementary relaxation
and coarse-grid correction processes to build effective iterative solvers. While alge-
braic multigrid [42] is effective in some settings where geometric multigrid is not, our
focus is on the design and optimization of relaxation schemes for problems posed on
regular meshes, to complement a geometric coarse-grid correction process. The error-
propagation operator for a relaxation scheme, represented similarly by a (multilevel)
Toeplitz operator, Mh, applied to Lh is generally written as
Sh(p) = I −M−1h Lh,
where p ∈ Rn can represent classical relaxation weights or other parameters within
the relaxation scheme represented by Mh. For geometric multigrid to be effective, the
relaxation scheme Sh should reduce high-frequency error components quickly but can
be slow to reduce low-frequency errors. Here, we consider standard geometric grid
coarsening; that is, we construct a sequence of coarse grids by doubling the mesh size
in each direction. The coarse grid, GH , is defined similarly to Gh. Low and high
frequencies for standard coarsening (as considered here) are given by
T low :=
[
−pi
2
,
pi
2
)d
and T high :=
[
−pi
2
,
3pi
2
)d∖
T low.
It is thus natural to define the following LFA smoothing factor.
Definition 2.2. The error-propagation symbol, S˜h(p,θ), for relaxation scheme
Sh(p) on the infinite grid Gh satisfies
Sh(p)ϕ(θ,x) = S˜h(p,θ)ϕ(θ,x), θ ∈
[
− pi
2
,
3pi
2
)d
,
for all ϕ(θ,x), and the corresponding smoothing factor for Sh is given by
(2.1) µ = max
θ∈Thigh
{∣∣S˜h(p,θ)∣∣}.
If the smoothing factor µ is small, then the dominant error after relaxation is
associated with the low-frequency modes on Gh. These modes can be well approxi-
mated by their analogues on the coarse grid GH , which is inherently cheaper to deal
with in comparison to Gh. This leads to a two-grid method—see [3,49]—where relax-
ation on Gh is complemented with a direct solve for an approximation of the error on
GH . To fix notation, we introduce a standard two-grid algorithm in Algorithm 2.1.
Here, the relaxation process is specified by Mh, as well as the number of pre- and
post-relaxation steps, ν1 and ν2. The coarse-grid correction process is specified by
the coarse-grid operator, LH , as well as the interpolation and restriction operators,
Ph and Rh, respectively. The error-propagation operator for this algorithm is given
by
(2.2) E =
(
I −M−1h Lh
)ν2(
I − PhL−1H RhLh
)(
I −M−1h Lh
)ν1
.
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Solving the coarse-grid problem recursively by the two-grid method yields a multigrid
method, and (2.2) can be extended to the corresponding multigrid error-propagation
operator. Varieties of multigrid methods have been developed and used, including
W-, V-, and F-cycles; here, we focus on two-level methods.
Algorithm 2.1 Two-grid method: uj+1h = TG(Lh,Mh, LH , Ph, Rh, bh, u
j
h, ν1, ν2)
1. Pre-relaxation: Apply ν1 sweeps of relaxation to u
j
h:
u˜jh = Relaxation
ν1(Lh,Mh, bh, u
j
h).
2. Coarse grid correction (CGC):
• Compute the residual: rh = bh − Lhu˜jh;
• Restrict the residual: rH = Rhrh;
• Solve the coarse-grid problem: LHuH = rH ;
• Interpolate the correction: δuh = PhuH ;
• Update the corrected approximation: uˆjh = u˜jh + δuh;
3. Post-relaxation: Apply ν2 sweeps of relaxation to uˆ
j
h,
uj+1h = Relaxation
ν2(Lh,Mh, bh, uˆ
j
h).
For many real-world problems, the operator Lh can be much more complicated
than a scalar PDE. To extend LFA to coupled systems of PDEs or higher-order
discretizations, one often needs to consider q × q linear systems of operators,
Lh =
L
1,1
h · · · L1,qh
... · · · ...
Lq,1h · · · Lq,qh
 .
Here, Li,jh denotes a scalar (multilevel) Toeplitz operator describing how component
j in the solution appears in the equations of component i, where the number of
components, q, is determined by the PDE itself and its discretization; see, for example,
[11,18–20]. Each entry in the symbol L˜h is computed, following Definition 2.1, as the
(scalar) symbol of the corresponding block of Li,jh . For a given relaxation scheme,
the symbol of the block operator Mh can be found in the same way, leading to the
extension of the smoothing factor from Definition 2.2, where the spectral radius of a
matrix, ρ
(
S˜h(p,θ)
)
, appears in (2.1) in place of the scalar absolute value. As in the
scalar case, ρ
(
S˜h(p,θ)
)
represents the worst-case convergence estimate for asymptotic
reduction of error in the space of modes at frequency θ per step of relaxation.
The spectral radius or norm of E provides measures of the efficiency of the two-
grid method. In practice, however, directly analyzing E is difficult because of the
large size of the discretized system and the (many) algorithmic parameters involved
in relaxation. As a proxy for directly optimizing ρ(E), LFA is often used to choose
relaxation parameters to minimize either the smoothing factor µ or the “two-grid LFA
convergence factor”
(2.3) ΨT low(p) := max
θ∈T low
{
ρ
(
E˜(p,θ)
)}
,
where E˜ is the symbol of E computed by using extensions of the above approach.
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The parameter set, p, may now include relaxation parameters, as above, and/or
parameters related to the coarse-grid correction process, such as under/over-relaxation
weights or entries in the stencils for Ph, Rh, or LH . To estimate the convergence
factor of the two-grid operator E in (2.2) using LFA, one thus needs to compute
the symbol E˜ by examining how the operators Lh, Ph, LH ,Sh, and so on act on the
Fourier components ϕ(θ,x).
Note that for any θ′ ∈ [−pi2 , pi2 )d,
(2.4) ϕ(θ,x) = ϕ(θ′,x) forx ∈ GH ,
if and only if θ = θ′(mod pi). This means that only those frequency components
ϕ(θ, ·) with θ ∈ [−pi2 , pi2 )d are distinguishable on GH . From (2.4), we know that there
are (2d − 1) harmonic frequencies, θ, of θ′ such that ϕ(θ,x) coincides with ϕ(θ′,x)
on GH . Let
Iα : =
{
α = (α1, α2, · · · , αd) : αj ∈ {0, 1}, j = 1, . . . , d
}
,
θα = (θα11 , θ
α2
2 , · · · , θαdd ) = θ + pi ·α, θ ∈ T low.
Given θ ∈ T low, we define a 2d-dimensional space F(θ) = span {ϕ(θα, ·) : α ∈ Iα} .
Under reasonable assumptions, the space F(θ) is invariant under the two-grid operator
E [47].
Inserting the representations of Sh, Lh, LH , Ph, and Rh into (2.2), we obtain the
Fourier representation of the two-grid error-propagation operator [47, Section 4] as
(2.5) E˜(p,θ) = S˜
ν2
h (p,θ)
[
I − P˜ h(θ)
(
L˜H(p, 2θ)
)−1
R˜h(θ)L˜h(θ)
]
S˜
ν1
h (p,θ),
where
L˜h(θ) = diag
{
L˜h(θ
α1), · · · , L˜h(θαj ), · · · , L˜h(θα2d )
}
,
S˜h(p,θ) = diag
{
S˜h(p,θα1), · · · , S˜h(p,θαj ), · · · , S˜h(p,θα2d )
}
,
R˜h(θ) =
(
R˜h(θ
α1), · · · , R˜h(θαj ), · · · , R˜h(θα2d )
)
,
P˜ h(θ) =
(
P˜h(θ
α1); · · · ; P˜h(θαj ); · · · ; P˜h(θα2d )
)
,
in which diag{T1, · · · , T2d} stands for the block diagonal matrix with diagonal blocks
T1 through T2d , block-row and block-column matrices are represented by (T1, · · · , T2d)
and (T1; · · · ;T2d), respectively, and {α1, · · · ,α2d} is the set Iα. We note that L˜H is
sampled at frequency 2θ in (2.5) because we use factor-two coarsening. While Ph and
Rh may also depend on p, we suppress this notation and only consider LH and Sh to
be dependent on p, as is used in the examples below.
In many cases, the convergence factor of the two-grid method in (2.2) can be
estimated directly from the LFA smoothing factor in Definition 2.2. In particular, if
we have an “ideal” coarse-grid correction operator that annihilates low-frequency error
components and leaves high-frequency components unchanged, then the resulting LFA
smoothing factor usually gives a good prediction for the actual multigrid performance.
In this case, we need to optimize only the smoothing factor, which is simpler than
optimizing the two-grid LFA convergence factor. For some discretizations, however,
µ fails to accurately predict the actual two-grid performance; see, for example, [19,
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20, 33]. Thus, we focus on the two-grid LFA convergence factor, which accounts for
coupling between different harmonic frequencies and often gives a sharp prediction
of the actual two-grid performance. In Section 4, we present several examples of
optimizing two-grid LFA convergence factors.
Remark 2.3. While the periodicity of Fourier representations naturally leads to
minimax problems over half-open intervals such as T low, computational optimization
is more naturally handled over closed sets. Thus, in what follows, we optimize the
two-grid convergence factor over the closure of the given interval.
2.2. Minimax Problem in LFA. The main goal in our use of LFA is to find
an approximate solution of the minimax problem
(2.6) min
p∈D
ΨT low(p) = min
p∈D
max
θ∈T low
{
ρ
(
E˜(p,θ)
)}
,
where E˜ is as discussed above and p are algorithmic parameters in D, a compact set
of allowable parameters. In general, we think of D as being implicitly defined as
D =
{
p : ρ
(
E˜(p,θ)
) ≤ 1 ∀θ ∈ T low} ;
in practice, we typically use an explicit definition of D that is expected to contain
this minimal set (and, most important, the optimal p). Generalizations of (2.6) are
also possible, such as to minimize the condition number of a preconditioned system
corresponding to other solution approaches. For example, the authors of [5] use LFA
to study the condition numbers of the preconditioned system in one type of domain
decomposition method, where a different minimax problem arises. Similarly, in [45],
the optimization of ‖E˜(p,θ)‖ is considered in the highly non-normal case.
The minimax problem in (2.6) is often difficult to solve. First, the minimization
over p in (2.6) is generally a nonconvex optimization problem. Second, the mini-
mization over p in (2.6) is generally a nonsmooth optimization problem. There are
two sources of nonsmoothness in (2.6); most apparently, the maximum over θ ∈ T low
creates a nonsmooth minimization problem over p, which we will discuss further in
the next section. Perhaps more subtle, for fixed (p,θ), the eigenvalue that realizes
the maximum in ρ(·) need not be unique; in this case, a gradient may not exist, and
so ρ(E˜(p,θ)) is generally not a differentiable function of p. Third, the matrix E˜ is
often not Hermitian, and there is no specific structure that can be taken advantage
of. Thus, while analytical solution of the minimax problem is sometimes possible, one
commonly only approximates the solution. Often, this approximation is accomplished
simply by a brute-force search over discrete sets of Fourier frequencies and algorithmic
parameters, as described next.
2.3. Brute-Force Discretized Search. Since T low is of infinite cardinality,
(2.6) is a semi-infinite optimization problem. The current practice is to consider a
discrete form of (2.6), resulting from brute-force sampling over only a finite set of
points (p,θ). Assuming D is an n-dimensional rectangle, this can mean sampling Np
points in each dimension of the parameter p on the intervals ak ≤ pk ≤ bk and Nθ
points in each dimension of the frequency θ.
A simple brute-force discretized search algorithm is given in Algorithm A.1. For
convenience, we sample points evenly in each interval, but other choices can also be
used. Since there are Nnp sampling points in parameter space and N
d
θ sampling points
in frequency space, Nnp ·Ndθ spectral radii need to be computed within the algorithm.
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With increasing values of q, n, and d, this requires substantial computational work
that is infeasible for large values of d and n.1 Thus, there is a clear need for efficient
optimization algorithms for LFA. The aim of this paper is to solve (2.6) efficiently
without loss of accuracy in the solution.
3. Robust Optimization Methods. The minimax problem (2.6) involves min-
imization of a function ΨT low that is generally nonsmooth and defined by the “inner
problem” of (2.3). When T low has infinite cardinality (e.g., a connected range of
frequencies), solving the maximization problem in (2.3) is generally intractable; it
results in a global optimization problem provided ρ
(
E˜(p,θ)
)
is nonconvex in θ. One
attempt to mitigate this difficulty, which we test in our numerical results, is to relax
the inner problem (2.3) by replacing T low with a finite discretization.
3.1. Fixed Inner Discretization. Given Ndθ frequencies
θ(Ndθ ) := {θj : j = 1, . . . , Ndθ } ⊂ T low,
we can define a relaxed version of the inner problem (2.3),
(3.1) Ψθ(Ndθ )(p) := maxθj∈θ(Ndθ )
{
ρ
(
E˜(p,θj)
)} ≤ ΨT low(p).
A single evaluation of Ψθ(Ndθ )(p) can be performed in finite time by performing N
d
θ
evaluations of ρ
(
E˜(p, ·)) and recording the maximum value. This is the “inner loop”
performed over Ndθ points in lines 9–19 of Algorithm A.1.
Provided there exist gradients with respect to p for a fixed value of θ,
(3.2) ∇pρ
(
E˜(p,θ)
)
,
we automatically obtain a subgradient of Ψθ(Ndθ )(p) by choosing an arbitrary index
j∗ ∈ argmax
j=1,...,Ndθ
{
ρ
(
E˜(p,θj)
)}
and returning ∇pρ
(
E˜(p,θj∗)
)
. It is thus straightforward to apply nonsmooth opti-
mization algorithms that query a (sub)gradient at each point to the minimization of
the relaxation Ψθ(Ndθ )(p) in (3.1). One such algorithm employing derivative informa-
tion is HANSO [6]; in preliminary experiments, we found HANSO to be suitable when
applied to the minimization of Ψθ(Ndθ )(p).
This sampling-based approach of applying methods for nonconvex nonsmooth
optimization still requires the specification of θ(Ndθ ), which may be difficult to do a
priori; it may amount to brute-force sampling of the frequency space.
3.2. Direct Minimax Solution. We additionally consider inexact methods of
outer approximation [40], in particular those for minimax optimization [35], to directly
solve (2.6). The defining feature of such methods is that, rather than minimizing a
fixed relaxation Ψθ(Ndθ )(p) in the kth outer iteration, they solve
(3.3) min
p∈D
{
ΨUk(p) := max
θj∈Uk
{
ρ
(
E˜(p,θj)
)}}
,
1For example, assume we take Np = 20 and Nθ = 33 sample points in parameters and frequency,
respectively. Then, the total number of evaluations of ρ
(
E˜(p,θ)
)
is W (n, d) = 20n ·33d. For 2D and
3D PDEs with 3 and 5 algorithmic parameters, this would yield W (3, 2) ≈ 9 · 106, W (5, 2) ≈ 3 · 109,
W (3, 3) ≈ 3 · 108, and W (5, 3) ≈ 1011.
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wherein the relaxation is based on a set Uk ⊂ T low that is defined iteratively. In the
kth iteration of the procedure used here, a nonsmooth optimization method known
as manifold sampling [23,26] is applied to obtain an approximate solution pk to (3.3).
A new frequency θk is then computed as an approximate maximizer of
(3.4) max
θ∈T low
{
ρ
(
E˜(pk,θ)
)}
,
and the set Uk is augmented so that θk ∈ Uk+1. This two-phase optimization algo-
rithm, which alternately finds approximate solutions to (3.3) and (3.4), is guaranteed
to find Clarke-stationary points (i.e., points where 0 is a subgradient of ΨT low(p) when
p is on the interior of D) of (2.6) as k →∞, given basic assumptions [35].
Remark 3.1. The work of [35] (and, in particular, the manifold sampling algo-
rithm employed to approximately solve (3.3)) was originally intended for problems in
which the (sub)gradients ∂pρ
(
E˜(p,θ)
)
and ∂θρ
(
E˜(p,θ)
)
are assumed to be unavail-
able. However, the method in [35] can exploit such derivative information when it is
available. Using the concept of model-based methods for derivative-free optimization
(see, e.g., [8, Chapter 10], [27, Section 2.2]), manifold sampling depends on the con-
struction at pk of local models of functions ρ
(
E˜(·,θj)
)
for a subset of θj ∈ Uk, each
of which is as accurate as a first-order Taylor model of ρ
(
E˜(·,θj)
)
. When gradient
information is available, a gradient can be employed to construct the exact first-order
Taylor model of ρ
(
E˜(·,θj)
)
around pk. In our numerical results, we test this method
both with and without derivative information.
3.3. Computation of Derivatives. In our setting, computing (sub)gradients
as in (3.2) can be nontrivial. Here we discuss possible approaches. Note that for
any point (p,θ), ρ
(
E˜(p,θ)
)
is the absolute value of some eigenvalue of E˜. Thus, of
interest are the following derivatives of eigenpairs of a matrix E˜.
Theorem 3.2. Suppose that, for all p in an open neighborhood of pˆ, λ(p) is a
simple eigenvalue of E˜(p) with right eigenvector x(p) and left eigenvector y(p) such
that yTx(p) 6= 0 and that E˜(p), λ(p), and either x(p) or y(p) are differentiable at
p = pˆ. Then, at p = pˆ,
dλ
dpj
=
yT dE˜dpj x
yTx
and
d|λ|
dpj
= Re
( λ
|λ|
dλ
dpj
)
, for j = 1, 2, · · · , n,
where λ is the complex conjugate of λ, Re(z) is the real part of z ∈ C, and the second
expression only holds if λ(pˆ) 6= 0.
Proof. Differentiating both sides of E˜x = λx, we have
(3.5)
d(E˜x)
dpj
=
dE˜
dpj
x+ E˜
dx
dpj
=
dλ
dpj
x+ λ
dx
dpj
.
Multiplying by yT on the left side of (3.5), we obtain
yT
dE˜
dpj
x+ yT E˜
dx
dpj
= yT
dλ
dpj
x+ yTλ
dx
dpj
.
Noting that yT E˜ = λyT and since yTx 6= 0, we arrive at the first statement, dλdpj =
yT dE˜dpj
x
yTx
. The same conclusion holds if, instead, we differentiate yT E˜ = λyT . For
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λ 6= 0, we rewrite |λ| =
√
λλ and see that
d|λ|
dpj
=
d
dpj
(λλ)1/2 =
1
2|λ|
( dλ
dpj
λ+ λ
dλ
dpj
)
=
1
2|λ|2Re
( dλ
dpj
λ
)
= Re
( λ
|λ|
dλ
dpj
)
,
which is the second statement.
Remark 3.3. Where E˜ is diagonalizable, one can easily see that for any right
eigenvector, x, there always exists a left eigenvector, y, such that yTx 6= 0. This
follows from writing the eigenvector decomposition of E˜ = V ΛV −1, so that the right
eigenvectors are defined by E˜V = V Λ (i.e., any right eigenvector is a linear combi-
nation of columns of V ) and the left eigenvectors are defined by V −1E˜ = ΛV −1 (i.e.,
any left eigenvector is a linear combination of rows of V −1). For any (scaled) column
of V , there is a unique (scaled) row of V −1 such that yTx 6= 0 since V −1V = I. Thus,
for eigenvalues of multiplicity 1, for any right eigenvector, x, there is a unique y (up
to scaling) such that yTx 6= 0. For eigenvalues of multiplicity greater than one, for
any eigenvalue, λ, there exist multiple eigenvectors, x, taken as linear combinations
of columns of V . Taking the same linear combination of rows of V −1 to define the left
eigenvector, yT , still satisfies the requirement. In the non-diagonalizable case, this
argument can be extended to simple or semi-simple eigenvalues within the Jordan
normal form, E˜ = V JV −1, but not directly to the degenerate case. While there is a
long history of study of the question of differentiability of eigenvalues and eigenvectors
(see, for example, [7, 25,34]), we are unaware of results that cover the general case.
In our numerical results, we employ the derivative expressions noted in Theo-
rem 3.2. We note that the restrictive assumptions of Theorem 3.2 may not always
apply and, hence, the expressions at best correspond to subderivatives. We emphasize
that this is an important practical issue, as non-normal systems are common as com-
ponents in multigrid methods, such as with (block) Gauss-Seidel or Uzawa schemes
used as relaxation methods. Even for simple examples, we observe frequency and
parameter pairs where the symbol of a component of the multigrid method has ei-
ther orthogonal left- and right-eigenvectors or non-differentiable eigenvectors. Thus,
there are more fundamental issues associated with the use of Theorem 3.2 in addi-
tion to the usual numerical issues in computing eigenvalues of (non-normal) matrices.
Nonetheless, we successfully use the expressions above in this work. A slightly sim-
pler theoretical setting arises when considering ‖E˜‖ in place of ρ(E˜) in (3.4), similar
to what was considered for the parallel-in-time case in [45]. The differences between
this and the traditional approach of (3.4) are significant, though, so we defer these to
future work.
In some settings, we can readily compute dE˜dpj , providing the derivatives of the rele-
vant eigenvalues as analytical expressions. When derivative information is unavailable,
one (sub)derivative approximation arises by considering central finite differences:
(3.6)
dρ(E˜(p,θ))
dpj
≈ ρ
(
E˜(p+ tej ,θ)
)− ρ(E˜(p− tej ,θ))
2t
, j = 1, . . . , n,
where ej is the jth canonical unit vector (acknowledging that this approximation can
be problematic in cases of multiplicity or increasing t > 0). We use t = 10−6, 10−8,
and 10−12 in our numerical experiments but note that automatic selection of t [36,39]
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and/or high-order finite-difference approaches can also be used. Algorithmic differen-
tiation is also possible but presents additional challenges that we do not address here.
In the results below, we distinguish between optimization using analytical derivatives
and central-difference approximations; furthermore, we use the term “derivative” to
include the particular (sub)derivative obtained by analytical calculation or central-
difference approximation.
4. Numerical Results. We now study the above optimization approaches on
1D, 2D, and 3D problems obtained from the Fourier representation in (2.5) of the
two-grid error propagation operator (2.2). Although we primarily examine relax-
ation schemes (different Mh) in the two-grid method, other parameters can also be
considered, such as optimizing the coefficients in the grid-transfer operators. All op-
erators with a superscript tilde denote LFA symbols. We emphasize that the subject
of the optimization considered here is the convergence factor of a stationary iterative
method, which should lie in the interval [0, 1] and is typically bounded away from both
endpoints of the interval. As such, optimization is needed only to one or two digits
of accuracy, since the difference in performance between algorithms with convergence
factors that differ by less than 0.01 is often not worth the expense of finding such a
small improvement in the optimal values. Likewise, the algorithms are generally not
so sensitive to the parameter values beyond two digits of accuracy.
For our test problems, we consider both finite-difference and finite-element dis-
cretizations. We use two types of finite-element methods for the Laplacian. First, we
consider the approximation for 1D meshes, using continuous piecewise linear (P1) ap-
proximations. Second, we consider the approximation for structured meshes of trian-
gular elements using continuous piecewise quadratic (P2) approximations. Similarly,
we consider both finite-difference and finite-element discretizations of the Stokes prob-
lem, using the classical staggered (Marker and Cell, or MAC) finite-difference scheme,
stabilized equal-order bilinear (Q1) finite-elements on quadrilateral meshes, and the
stable Taylor-Hood (P2-P1) finite-element discretization on triangular meshes. For the
3D optimal control problem, we consider the trilinear (Q1) finite-element discretiza-
tion on hexahedral meshes. For details on these finite-element methods, see [10].
4.1. Optimization Methods. We consider brute-force discretized search (Al-
gorithm A.1) as well as different modes of two optimization approaches.
The first (“HANSO-FI”) is based on running the HANSO code from [28] to min-
imize the nonsmooth function in (3.1) resulting from a fixed inner sampling using
Ndθ samples. We chose HANSO because it is capable of handling nonsmooth, noncon-
vex objectives. To the best of our knowledge, there are few such off-the-shelf solvers
that have any form of guarantee concerning the minimization of (3.1), and none that
directly solve (3.3). We note that, given access to an oracle returning an (approx-
imate) subgradient of (3.1), solvers for smooth, nonconvex optimization could also
be applied to the minimization of (3.1); although such application can be problem-
atic, it has been shown to work well in practice for some nonsmooth problems (see,
e.g., [28]).
The second is based on running the ROBOBOA code from [35] to solve (3.3) based
on its adaptive sampling of the inner problem. In both cases we use either analyt-
ical (denoted by “ROBOBOA-D, AG”) or central-difference approximate (denoted
by “ROBOBOA-D, FDG” with the difference parameter t indicated) gradients; for
ROBOBOA we also consider a derivative-free variant (“ROBOBOA-DF”), which does
not directly employ analytical or approximate gradients.
For the test problems considered here, the parameters are damping parameters
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associated with either the relaxation scheme or the coarse-grid correction process; thus
we set D = Rd+. Each method is initialized at the point corresponding to pi = 0.5 for
i = 1, . . . , n, except for the P1 discretization for the Laplacian with single relaxation
and P2 discretization for the Laplacian, where we use pi = 0.1.
4.2. Performance Measures. In all cases we measure performance in terms of
the number of function (i.e., ρ(E˜(·, ·))) evaluations; in particular, we do not charge
the cost associated with an analytical gradient, but we do charge the 2n+ 1 function
evaluations for the central-difference approximation.
Our first metric for optimizing ρ is based on a fixed, equally spaced sampling of
T low:
(4.1) ρΨ∗(pˆ) := Ψθ(Ndθ=33d)(pˆ),
where pˆ is the best p (with respect to this metric) obtained by the tested method.
When Nθ is odd (as in (4.1)), the sampling points include the frequency θ = 0. The
symbol of the coarse-grid operator LH in (2.2) is not invertible, since the vector with
all ones is an eigenvector associated with eigenvalue zero. For our numerical tests,
when θ = 0, we approximate the limit (which does exist) by setting the compo-
nents of θ to 10−7, a suitably small value, chosen experimentally to give a reliable
approximation of the limit.
Remark 4.1. In (4.1), we take Nθ to be odd since, in most cases, the frequency
near zero plays an important role in measuring and understanding the performance
of the resulting multigrid methods.
For the Laplace problems, we also show a second metric based on measured two-
grid performance of the resulting multigrid methods, to validate the approximate
parameters obtained by the optimization approaches. We consider the homogeneous
problem, Ahxh = b = 0, with discrete solution xh ≡ 0, and start with a random
initial x
(0)
h to test the two-grid convergence factor. Rediscretization is used to define
the coarse-grid operator, and we consider Dirichlet boundary conditions for the P1
discretization and periodic boundary conditions for the P2 discretization. We use the
defects after 100 two-grid cycles, d
(100)
h (with d
(100)
h = b−Ahx(100)h ), to experimentally
measure performance of the convergence factor through the two estimates
ρm,1 :=
(
‖d(100)h ‖2/‖d(0)h ‖2
)1/100
,
ρm,2 :=‖d(100)h ‖2/‖d(99)h ‖2;
(4.2)
see [47]. For the two-grid methods, the fine-grid mesh size is h = 164 .
We additionally consider an approximate measure of first-order stationarity of ob-
tained solutions pˆ, denoted σ(pˆ); details concerning σ(pˆ) are provided in Appendix B.
Moreover, Appendix B provides a summary of the approximate solutions pˆ obtained
by various solvers, as well as corresponding values of ρΨ∗(pˆ) and σ(pˆ).
The examples considered below primarily take the form of validating our ap-
proach, by reproducing analytical solutions to the LFA optimization problems con-
sidered. In some cases, these come from optimizing the LFA smoothing factor (as in
Subsection 4.4.2 and Subsection 4.5), while others come from optimizing the LFA two-
grid convergence factor. In some cases (such as for the classical 1D Poisson operator
with weighted-Jacobi relaxation, or for the various relaxation schemes for the MAC-
scheme and Q1-Q1 finite-element discretizations of Stokes), corresponding analytical
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results are known in the literature. For others (1D Poisson with 2 sweeps of weighted
Jacobi and the 3D control problem), the results are new but can be verified analyt-
ically. Finally, we also consider some cases where analytical results are unknown to
us, namely for factor-three coarsening of 1D Poisson, the P2 discretization of Poisson
in 2D, and the P2-P1 discretization of Stokes.
4.3. Poisson Equation. We first consider the Poisson problem
−∆u(x) = f(x), x ∈ Ω,
u(x) = g(x), x ∈ ∂Ω,
using the P1 discretization in 1D and the P2 discretization in 2D with simple Jacobi
relaxation. In 1D, there are two harmonics for each θ ∈ T low, θ and θ + pi. For
each harmonic, the LFA representation for the Laplace operator in 1D using the P1
discretization is a scalar. We use standard stencil notation (see, for example, [50])
to describe the discrete operators. The stencil for −∆ is Lh = 1h
[−1 2 −1] . For
weighted Jacobi relaxation, we have
Sh = I − p1M−1h Lh,
where the stencil for the diagonal matrix Mh =
1
h
[
2
]
. We consider linear interpola-
tion, with stencil representation
Ph =
1
2
 12
1
h
2h
,
and Rh = P
T
h for the restriction in the two-grid method. We denote Q = I −
PhL
−1
H RhLh, S1 = I − p1M−1h Lh, and S2 = I − p2M−1h Lh, so that the error-
propagation operator is Sν22 QS
ν1
1 for a TG(ν1, ν2)-cycle (i.e., a two-grid V (ν1, ν2)-
cycle).
We first consider ν1 = 1, ν2 = 0, and E1 = QS1. According to Definition 2.1 and
(2.5), we have
L˜H(2θ) =
1− cos(2θ)
h
, L˜h = 4
h
(
s2 0
0 c2
)
, M˜h = 2
h
(
1 0
0 1
)
,
where s = sin θ2 and c = cos
θ
2 , and
P˜ h =
1
2
(
1 + cos(θ)
1− cos(θ)
)
, R˜h = 2P˜
T
h .
By a standard calculation, we have
Q˜ =
(
s2 −c2
−s2 c2
)
, S˜1 =
(
1− 2p1s2 0
0 1− 2p1c2
)
,
which yields
(4.3) E˜1 = Q˜S˜1 =
(
s2(1− 2p1s2) −c2(1− 2p1c2)
−s2(1− 2p1s2) c2(1− 2p1c2)
)
.
Figure 4.1 plots the convergence factor ρ
(
E˜1(p1, θ)
)
as a function of (p1, θ). For
fixed p1, we can see that max
θ
ρ
(
E˜1(p1, θ)
)
is achieved at either θ = ±pi2 or θ = 0. There
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Fig. 4.1: Left: Contours of ρ
(
E˜1(p1, θ)
)
as a function of θ and p1 for the P1 discretiza-
tion of the 1D Laplacian in (4.3). The overset lines show the inner-maximizing θ value
based on different discretizations and approximations in θ. Right: The corresponding
Ψ approximations illustrate the differences in the outer function being minimized,
with all cases exhibiting nondifferentiability.
is a unique point p1 =
2
3 , where we observe that ΨT low in (2.3) is nondifferentiable,
with ρ
(
E˜1(
2
3 , 0)
)
= ρ
(
E˜1(
2
3 ,
pi
2 )
)
. For values of p1 > 1, divergence is observed. The
behavior seen also supports the importance of an appropriate discretization in θ:
Figure 4.1 (right) illustrates that a coarse sampling with an even-valued Nθ will result
in an approximation (3.1) whose minimum value does not accurately reflect the true
convergence factor.
To derive the analytical solution of this minimax problem for p1 ≤ 1, we note that
the two eigenvalues of E˜1 are λ1 = 0 and λ2 = 1−4p1
(
(s2− 12 )2+ 14
)
. Since θ ∈ [−pi2 , pi2 ]
and s2 = sin2( θ2 ) ∈ [0, 12 ], it follows that maxθ |λ2| = max{|1− 2p1|, |1− p1|}. Thus,
ρopt = min
0≤p1≤1
max
θ∈[−pi2 ,pi2 ]
{
ρ
(
E˜1(p1, θ)
)}
= min
0≤p1≤1
max
θ∈[−pi2 ,pi2 ]
{∣∣∣1− 4p1((s2 − 1/2)2 + 1/4)∣∣∣} = 1
3
,
if and only if p1 =
2
3 . This is, of course, the well-known optimal weight for Jacobi re-
laxation for this problem, which we compute as a verification of the approach proposed
here.
Figure 4.2 shows the performance of ROBOBOA and HANSO variants (using an-
alytical derivatives) applied to this optimization problem. All variants shown achieve
near-optimal performance in 100–400 function evaluations, and the two performance
metrics show excellent agreement. For comparison, the brute-force discretized search
of Algorithm A.1 (with Np = 20 evenly spaced points in [0, 1] and Nθ = 32) takes 640
function evaluations and achieves ρΨ∗ = 0.35 with p1 = 0.65. Any sampling strategy
that happens to sample the points ( 23 , 0) or (
2
3 ,±pi2 ) should, of course, provide the
exact solution in this simple case. Because the optimal points occur at θ ∈ {0,±pi2 },
HANSO can successfully achieve the optimum at low cost using coarse sampling in θ
(in this case, with Nθ = 3) that includes these points. Note that, for this problem,
the LFA symbol offers a near-perfect approximation of the expected performance, as
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Fig. 4.2: Optimization performance for Laplace in 1D with a single relaxation, (4.3).
Left: predicted performance using (4.1); right: measured two-grid performance using
ρm,2 (see (4.2)).
can be seen comparing the left and right panels of Figure 4.2.
If we consider ν1 = ν2 = 1 and p1 =
2
3 , then ρopt = (
1
3 )
2 = 19 . A natural question
is whether we can improve the two-grid performance by using two different weights
for pre- and post- relaxation. Thus, we consider
(4.4) E˜2 = S˜2Q˜S˜1.
For this problem, λ
(
E˜2
)
= λ
(
S˜2Q˜S˜1
)
= λ
(
Q˜S˜1S˜2
)
; and, similar to the calculation
above, we have
Q˜S˜1S˜2 =
(
(1− 2p1s2)(1− 2p2s2)s2 −(1− 2p1c2)(1− 2p2c2)c2
−(1− 2p1s2)(1− 2p2s2)s2 (1− 2p1c2)(1− 2p2c2)c2
)
.
The two eigenvalues of E˜2 are λ1 = 0 and λ2 = (1 − 2p1s2)(1 − 2p2s2)s2 + (1 −
2p1c
2)(1− 2p2c2)c2, which we note is symmetric about p1 = p2. Therefore
ρopt = min
p∈R2+
max
θ∈[−pi2 ,pi2 ]
{
ρ
(
E˜2(p, θ)
)}
= min
p∈R2+
max
θ∈[−pi2 ,pi2 ]
{∣∣(1− 2p1s2)(1− 2p2s2)s2 + (1− 2p1c2)(1− 2p2c2)c2∣∣} = 0,
with the last equality obtained (independent of θ) if and only if (p1, p2) is (1,
1
2 ) or its
symmetric equivalent ( 12 , 1). Since E˜2 is not the zero matrix, a zero spectral radius
indicates convergence to the exact solution in at most two iterations of the two-grid
method; while this result can be verified algebraically, to our knowledge it is new to
the literature.
The inner function of p (i.e., (2.3)) is illustrated on the top right of Figure 4.3,
wherein the nondifferentiability with respect to p is evident along two quadratic level
curves. Approximations (3.1) of this inner function are shown in the top left (Nθ = 2)
and top middle (Nθ = 4) plots of Figure 4.3. For each case, the bottom row shows
the corresponding inner (approximately) maximizing θ value.
Figure 4.4 shows the performance (left: the LFA-predicted convergence factor
using a fixed sampling of Fourier space, ρΨ∗ , as in (4.1) with Nθ = 33; right: measured
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Fig. 4.3: Using 2 sweeps of Jacobi relaxation for P1-Laplace in 1D (i.e., (4.4)) as
a function of (p1, p2). Top row: Contours of (3.1) using resolution levels (from left
to right) Nθ = 2, Nθ = 4, and approximately solving (3.4). Cross denotes the solu-
tion obtained by the ROBOBOA variants, diamond denotes the solution obtained by
HANSO for Nθ ≥ 4 resolutions, circle denotes the solution obtained by HANSO for
Nθ = 2 resolution. Bottom row: Corresponding maximizer θ in each approximation.
two-grid convergence, ρm,1) of the three methods for this problem using analytical (or
no) derivatives. We see that using ROBOBOA with derivatives is successful, finding a
good approximation to ρopt using fewer than 100 ρ evaluations. ROBOBOA without
derivatives achieves a similar approximate solution but at a greater expense, requiring
roughly 900 function evaluations to find a comparable approximation. In contrast,
HANSO converges to a value of ρΨ∗ ≈ 0.11. The corresponding approximate solutions
are illustrated in Figure 4.3, which shows that HANSO (in fact, independent of Nθ-
sampling resolution once Nθ > 2) is converging to a Clarke-stationary saddle point.
Because we employed the gradient sampling method within HANSO, this observed
convergence behavior is theoretically supported [6]. We again note good agreement
between the LFA-predicted and measured two-grid performance.
Next, we consider the two-grid method for the P2 approximation for the Laplace
problem in 2D with a single weighted Jacobi relaxation, with ν1 + ν2 = 1. In 2D,
there are four harmonics: (θ1, θ2) ∈ T low, (θ1 +pi, θ2), (θ1, θ2 +pi), and (θ1 +pi, θ2 +pi).
For P2 elements, we have 4 types of basis functions, leading to a 4× 4 matrix symbol
for each harmonic. Thus, E˜ is a 16× 16 matrix; for more details on computing E˜, we
refer to [11]. For this example, we do not know the analytical solution; brute-force
discretized search with Np = 50 points in parameter p1 ∈ [0, 1] and Nθ = 33 points
in each component of θ, we find ρΨ∗ ≈ 0.596 with parameter p1 ≈ 0.82 using 54,450
function evaluations.
Using central differences for the derivative approximation, the left of Figure 4.5
shows the performance of the three optimization approaches for this problem, using
a central-difference stepsize t = 10−8. All three approaches are successful, yielding
something comparable to the brute-force discretized value within 500–600 function
evaluations. Because we can sample coarsely in θ, HANSO (with Nθ = 3) is most
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Fig. 4.4: Optimization performance for Laplace in 1D using the P1 discretization with
two sweeps of Jacobi relaxation (4.4) measured using LFA-predicted ρΨ∗ (left) and
measured ρm,1 (right).
0 200 400 600 800 1,000
0.6
0.7
0.8
0.9
1
number of function evaluations
ρ
Ψ
∗
ROBOBOA-D, FDG-t=1e-8
ROBOBOA-DF
HANSO-FI, FDG-t=1e-8, N2θ = 3
2
0 200 400 600 800 1,000
0.6
0.7
0.8
0.9
1
number of function evaluations
ρ
m
,2
ROBOBOA-D, FDG-t=1e-8
ROBOBOA-DF
HANSO-FI, FDG-t=1e-8, N2θ = 3
2
Fig. 4.5: Optimization performance for P2 discretization of the Laplace equation in
2D using central-difference derivatives with stepsize t = 10−8 using LFA-predicted
ρΨ∗ (left) and measured ρm,2 (right).
efficient in this setting. Comparing the left and right of Figure 4.5, we see that the
measured convergence factor is slightly better than the discretized ρΨ∗ prediction of
the three methods; this is reasonable, since LFA offers a sharp prediction.
As a validation test, we report the LFA predictions and the measured convergence
factors using p1 = 0.82 for different numbers of pre- and post- smoothing (ν1, ν2) of
the two-grid method (TG(ν1, ν2)) in Table 4.1. Consistent with the behavior seen
in Figure 4.5, in Table 4.1 we see a very small difference between the predicted and
measured convergence factors, providing further confidence in our prediction ρΨ∗ .
Moreover, the LFA-based ρΨ∗ offers a good prediction of both ρm,1 and ρm,2. Conse-
quently, in the following examples we measure performance using only ρΨ∗ .
As a final example of applying these optimization algorithms to a scalar differ-
ential equation, we return to the 1D P1 discretization of the Laplacian, but now
consider coarsening-by-three multigrid with piecewise constant interpolation operator
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Table 4.1: Two-grid LFA-predicted (ρΨ∗) and measured (ρm,1 and ρm,2) convergence
factors for the P2 approximation of the Laplacian at p1 = 0.82.
TG(0, 1) TG(1, 1) TG(1, 2) TG(2, 2)
ρΨ∗ 0.596 0.516 0.391 0.312
ρm,1 0.577 0.496 0.360 0.300
ρm,2 0.593 0.507 0.370 0.309
with stencil representation
Ph =
 11
1
h
3h
,
Rh = P
T , and LH = RhLhPh. We use a single sweep of pre- and post- Jacobi
relaxation with weight p1 and, to attempt to ameliorate the choice of interpolation
operator, introduce a second weighting parameter, p2, to under- or over-damp the
coarse-grid correction process. The resulting two-grid error propagation operator is
E = (I − p1M−1h Lh)(I − p2PhL−1H RhLh)(I − p1M−1h Lh).
We omit the computation of the symbols in this case, but note that similar com-
putations can be found, for example, in [14]. When coarsening by threes, the low
frequency range becomes T low = [−pi3 , pi3 ), and there are 3 harmonic frequencies for
each low-frequency mode; thus, the symbol of E is a 3× 3 matrix.
For this example, an analytical solution for the optimal parameters is not known;
brute-force discretized search with Np = 126
2 points for parameters p ∈ [0, 2.5]2
and Nθ = 33 points for θ yields ρΨ∗ ≈ 0.421 with parameter (p1, p2) = (0.72, 2.30).
This has been confirmed using measured convergence factors for both periodic and
Dirichlet boundary conditions. Using central differences for the derivative approxi-
mation, Figure 4.6 shows the performance of the three optimization approaches for
this problem, using a central-difference stepsize t = 10−8. All three approaches are
successful, yielding something comparable to the brute-force discretized value within
500 function evaluations, with no further improvement observed, even when increas-
ing the computational budget to 1500 function evaluations. For this example, we note
that ROBOBOA-DF gets closest to the value found by the brute-force search, while
ROBOBOA-D is slightly worse (0.442 vs. 0.429). While HANSO-FI with Nθ = 3
appears to be equally effective to ROBOBOA based on the small sampling space, the
parameter values found are slightly suboptimal when higher-resolution sampling in θ
is considered, giving a convergence factor of 0.461.
4.4. Stokes Equations. LFA has been applied to both finite-difference and
finite-element methods for the Stokes equations, with several different relaxation
schemes [9, 11, 13, 18, 19, 31, 33, 37, 44]. Here, we present a variety of examples for
the choice of relaxation within the two-grid method using a single pre-relaxation (i.e.,
ν1 = 1 and ν2 = 0). While we do not review the details of LFA for these schemes (see
the references above), we briefly review the discretization and relaxation schemes.
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Fig. 4.6: Optimization performance for P1 discretization of the Laplace equation in
1D with coarsening-by-threes and piecewise constant interpolation. The derivatives
are obtained using central differences with stepsize 10−8.
We consider the Stokes equations,
(4.5)
−∆~u+∇p = ~f
−∇ · ~u = 0,
where ~u is the velocity vector, p is the scalar pressure of a viscous fluid, and ~f
represents a known forcing term, together with suitable boundary conditions. Dis-
cretizations of (4.5) typically lead to linear systems of the form
(4.6) Lhy =
(
A BT
B −C
)(U
p
)
=
(
f
0
)
= b,
where A corresponds to the discretized vector Laplacian and B is the negative of the
discrete divergence operator. If the discretization is naturally unstable, such as for
the Q1 −Q1 discretization, then C 6= 0 is the stabilization matrix; otherwise C = 0,
such as for the stable P2 − P1 and Q2 − Q1 (Taylor-Hood elements) finite-element
discretizations [10].
We consider three discretizations. First, we consider the stable staggered finite-
difference MAC scheme, with edge-based velocity degrees of freedom and cell-centered
pressures. Second, we consider the unstable Q1 −Q1 finite-element discretization on
quadrilateral meshes, taking all degrees of freedom in the system to be collocated at
the nodes of the mesh, stabilized by taking C to be h2 times the Q1 discretization of
the Laplacian. Third, we consider the stable P2 − P1 finite-element discretization on
triangular meshes, with C = 0.
4.4.1. Finite-Difference Discretizations. We first consider Braess-Sarazin
relaxation based on solution of the simplified linear system with damping parame-
ter p2
(4.7) MIδx =
(
p2D B
T
B 0
)(
δU
δp
)
=
(
rU
rp
)
,
where D = diag(A). Solutions of (4.7) are computed in two stages as
(4.8)
(BD−1BT )δp = BD−1rU − p2rp,
δU = 1p2D−1(rU −BT δp).
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Fig. 4.7: Optimization results for the MAC scheme discretization with inexact Braess-
Sarazin relaxation (4.7). The derivatives are obtained analytically (left) or using
central differences with stepsize 10−12 (right).
In practice, (4.8) is not solved exactly; an approximate solve is sufficient, such as using
a simple sweep of a Gauss-Seidel or weighted Jacobi iteration in place of inverting
BD−1BT . For the inexact Braess-Sarazin relaxation scheme, we consider a single
sweep of weighted Jacobi relaxation on BD−1BT with weight p3 and an outer damping
parameter, p1, for the whole relaxation scheme (i.e., Sh = I − p1M−1I Lh). This gives
a three-dimensional parameter space, p = (p1, p2, p3), for the optimization.
Since each harmonic has a three-dimensional symbol, the resulting two-grid LFA
representation E˜I(p,θ) is a 12 × 12 system. In [18], the solution to the minimax
problem is shown to be
(4.9) ρopt = min
p∈R3+
max
θ∈[−pi2 ,pi2 ]2
{
ρ
(
E˜I ((p1, p2, p3),θ)
)}
=
3
5
,
with (p1, p2, p3) = (1,
5
4 ,
4
5 ), although this parameter choice may not be unique.
Here, we explore the influence of the accuracy of the derivatives on the perfor-
mance of HANSO and ROBOBOA with derivatives. Analytical derivatives are used
in the left of Figure 4.7, which shows that ROBOBOA with derivatives obtains a
near-optimal value of ρΨ∗ in approximately half as many evaluations as ROBOBOA
without derivatives. Central-difference derivatives (with t = 10−12) are used in the
right of Figure 4.7, which shows that the performance (in terms of function evaluations
required) of both ROBOBOA and HANSO suffer.
The Uzawa relaxation scheme can be viewed as a block triangular approximation
of Braess-Sarazin, solving
(4.10) MUδx =
(
p2D 0
B p−13 I
)(
δU
δp
)
=
(
rU
rp
)
.
We again consider a three-dimensional parameter space, (p1, p2, p3), with outer damp-
ing parameter p1.
From [18], we know that the optimal LFA two-grid convergence factor is
ρopt = min
p∈R3+
max
θ∈[−pi2 ,pi2 ]2
{
ρ
(
E˜U ((p1, p2, p3),θ)
)}
=
√
3
5
≈ 0.775,
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Fig. 4.8: Optimization performance for MAC finite-difference discretization using
Uzawa relaxation (4.10). Left: results using analytical derivatives; right: results using
central differences with stepsize 10−12. Note differences in horizontal axis limits.
with multiple solutions of the minimax problem, including (p1, p2, p3) = (1,
5
4 ,
1
4 ).
Figure 4.8 again compares the use of analytical calculations and central-difference
approximations for the derivatives. In both cases, HANSO (with the coarse sam-
pling Nθ = 3) quickly approaches the optimal convergence factor; ROBOBOA without
derivatives finds ρΨ∗ ≤ 0.775 in roughly 800 function evaluations. When using analyt-
ical derivatives, ROBOBOA with derivatives performs similarly to without derivatives
but is less efficient in the central-difference case. This provides an example where
adaptive sampling with less accurate derivatives can require additional evaluations.
While this is almost five times slower than ROBOBOA without derivatives, it still
represents a great improvement on even a coarsely discretized brute-force approach,
which might require 105 (or more) function evaluations to sample on a mesh in three
parameter directions and two Fourier frequencies.
4.4.2. Stabilized Q1 − Q1 Discretization. We now consider the distributive
weighted-Jacobi (DWJ) relaxation analyzed in [19]. The idea of distributive relaxation
is to replace relaxation on the equation Ly = b by introducing a new variable, yˆ with
y = F yˆ, and considering relaxation on the transformed system Ly = LF yˆ = b. Here,
F is chosen such that the resulting operator LF is suitable for decoupled relaxation
with a pointwise relaxation process. For Stokes, it is common to take
F =
(
I BT
0 −Ap
)
,
where Ap is the Laplacian operator discretized at the pressure points. Here, we use
(4.11) MDWJδx =
(
p2D 0
B G
)(
δU
δp
)
=
(
rU
rp
)
,
where G stands for applying either a scaling operation (equivalent to one sweep of
weighted Jacobi relaxation) or two sweeps of weighted-Jacobi relaxation with equal
weights, p3, on the pressure equation in (4.8). An outer damping parameter, p1, is
used for the relaxation scheme so that Sh = I − p1FM−1DWJLh. This gives a three-
dimensional parameter space and 3× 3 symbols for each harmonic frequency, leading
to a 12× 12 symbol for the two-grid error propagation operator.
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Fig. 4.9: Optimization performance for
the stabilized Q1 − Q1 discretization of
the Stokes equations, using distributive
weighted Jacobi relaxation (4.11) with a
single sweep of relaxation on the trans-
formed pressure equation.
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Fig. 4.10: Optimization performance for
the stabilized Q1 − Q1 discretization of
the Stokes equations, using distributive
weighted Jacobi relaxation (4.11) with
two sweeps of relaxation on the trans-
formed pressure equation.
As found in [19], the optimal convergence factor for a single sweep of relaxation on
the pressure when using a rediscretization coarse-grid operator is ρopt =
55
89 ≈ 0.618,
which is achieved if and only if
p1
p3
=
459
356
,
136
267
≤ p1
p2
≤ 96
89
.
Figure 4.9 shows the performance of the methods, using central-difference approxima-
tions of the derivatives for two different values of t. We see that the HANSO variants
and ROBOBOA without derivatives are most effective, obtaining rapid decrease in
roughly 1,000 function evaluations. For both stepsizes t, ROBOBOA with central dif-
ferences suffers (failing to attain a similar value within 10,000 function evaluations).
Remark 4.2. In contrast to the results above, when a Galerkin coarse-grid opera-
tor is used, the corresponding two-grid LFA convergence factor degrades to 0.906. This
is not particularly surprising, since the stabilization term depends on the meshsize, h,
and the Galerkin coarse-grid operator does not properly “rescale” this value. In this
setting, we can again add a weighting factor to the coarse-grid correction process to
attempt to recover improved performance. By brute-force search, we find the optimal
parameter is a damping factor of 0.70, which recovers the two-grid convergence factor
from the rediscretization case. A more systematic exploration of the potential use
of such factors in monolithic methods for the Stokes equations (and other coupled
systems) is left for future work.
As shown in [19], using two sweeps of weighted Jacobi on the transformed pressure
equation greatly improves the performance of the DWJ relaxation, yielding ρopt =
1
3 with many solutions, including (p1, p2, p3) = (
4
3 ,
3
2 , 1), achieving this value. In
Figure 4.10, we use central differences to evaluate the derivatives; shown are the results
with t = 10−6, the test stepsize for which both methods performed best. In contrast
to the single-sweep case, ROBOBOA with derivatives performs best and outperforms
ROBOBOA without derivatives. This is also a case where sampling at θ = 0 is not
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vital; although the initial decrease obtained by HANSO is as expected and ordered in
terms of the sampling rate Nθ, only the N
2
θ = 8
2 variant is close to approaching the
ρopt value. The N
2
θ = 3
2 and N2θ = 9
2 variants of HANSO converge (up to 10,000
function evaluations were tested) to parameter values with ρΨ∗ ≈ 0.4. We note that
a brute-force discretized search with Np = 20 and Nθ = 33 costs 20
3 · 332 ≈ 8.7× 106
function evaluations, considerably more expensive than any of these approaches.
4.4.3. Additive Vanka Relaxation for Stokes. We next consider the stable
P2 − P1 approximation for the Stokes equations with an additive Vanka relaxation
scheme [11]. Vanka relaxation, a form of overlapping Schwarz iteration, is well
known as an effective relaxation scheme for the Stokes equations when used in its
multiplicative form [33, 48]. However, as is typical, the multiplicative scheme is less
readily parallelized than its additive counterpart. This has driven recent interest in
additive Vanka relaxation schemes. The additive form of Vanka relaxation, however,
is more sensitive to the choice of relaxation parameters, which is the subject of [11]
and the problem tackled here. This sensitivity makes the problem attractive as a test
case for the methods proposed here.
We first consider the case of ν1 + ν2 = 2 sweeps of additive Vanka-inclusive
relaxation that uses n = 3 relaxation weights, separately weighting the corrections
to nodal and edge velocity degrees of freedom and the (nodal) pressure degrees of
freedom. Because of the structure of the P2 − P1 discretization, the symbol of each
harmonic frequency is a 9 × 9 matrix; consequently, that of the two-grid operator is
a 36 × 36 matrix. A brute-force discretized search using Np = 15 points for each
parameter and Nθ = 33 points for each frequency finds parameters that yield ρΨ∗ ≈
0.455 using 3,675,375 function evaluations. Figure 4.11 (left) shows that ROBOBOA
without derivatives attains this value in roughly 3,400 function evaluations. For the
ROBOBOA and HANSO variants with approximate derivatives, rapid decrease is seen,
but the values found have ρΨ∗ ∈ [0.45, 0.5], independent of the central-difference
stepsize.
An even more challenging problem is shown in Figure 4.11 (right), where we
optimize n = 5 relaxation parameters by including separate relaxation parameters for
each type of P2 degree of freedom in the velocity discretization. Here, a brute-force
discretized search is out of scope because of the high dimensionality of the problem.
Only through advanced optimization can one analyze the benefit of the additional
parameters. In this case, the multigrid performance is not improved by increasing the
degrees of freedom from n = 3 to n = 5.
4.5. Control Problem in 3D. Our final problem is a 3D elliptic optimal control
problem from [51] that seeks the state z ∈ H1(Ω) and control g ∈ L2(Ω) that solve
(4.12)
min
(z,g)∈H1(Ω)×L2(Ω)
1
2
‖z − yd‖2L2(Ω) +
β
2
‖g‖2L2(Ω)
subject to −∆z = g in Ω
z = 0 on ∂Ω,
where yd is the desired state and β > 0 is the weight of the cost of the control
(or simply a regularization parameter). We consider discretization using Q1 finite
23
0 1,000 2,000 3,000 4,000 5,000
0.4
0.5
0.6
0.7
0.8
0.9
number of function evaluations
ρ
Ψ
∗
ROBOBOA-D, FDG-t=1e-12
ROBOBOA-D, FDG-t=1e-6
ROBOBOA-DF
HANSO-FI, FDG-t=1e-12, N2θ = 3
2
HANSO-FI, FDG-t=1e-6, N2θ = 3
2
0 1,000 2,000 3,000 4,000 5,000
0.4
0.5
0.6
0.7
0.8
0.9
number of function evaluations
ρ
Ψ
∗
ROBOBOA-D, FDG-t=1e-12
ROBOBOA-D, FDG-t=1e-6
ROBOBOA-DF
HANSO-FI, FDG-t=1e-12, N2θ = 3
2
HANSO-FI, FDG-t=1e-6, N2θ = 3
2
Fig. 4.11: Optimization results for additive Vanka relaxation applied to the P2 − P1
discretization of the Stokes equations using n = 3 (left) and n = 5 (right) parame-
ters. Both cases use central differences with stepsize 10−6 and 10−12 to approximate
derivatives.
elements, which yields
min
zh,gh
1
2
‖zh − yd‖2L2(Ω) +
β
2
‖gh‖2L2(Ω),
subject to:
∫
Ω
∇zh · ∇vh =
∫
Ω
ghvh, ∀vh ∈ V h0 .
Using a Lagrange multiplier approach to enforce the constraint leads to a linear system
of the form
Ax =
M KT 0K 0 −M
0 −MT βM
zhλh
gh
 =
f1f2
f3
 = b,
where M and K are the mass and stiffness matrices, respectively, of the Q1 discretiza-
tion of the Laplacian in 3D. We consider a block Jacobi relaxation scheme with
Aˆ =
 diag(M) p2diag(K) 0p2diag(K) 0 −diag(M)
0 −diag(MT ) βdiag(M)

and a multigrid method that uses an outer damping parameter, p1, for the relaxation
scheme (i.e., Sh = I − p1Aˆ−1A). This gives an (n = 2)-dimensional parameter space
and 3 × 3 symbols for each harmonic frequency, leading to a 24 × 24 symbol for the
two-grid error propagation operator. To our knowledge, the optimization of these
relaxation parameters has not been considered before; however, standard (if tedious)
calculations show that the LFA smoothing factor achieves a minimum value of 1719
if and only if p1 =
16
19 and p2 ∈ [ 23 , 4], which we have confirmed with numerical
experiments.
The results in Figure 4.12 use central differences with stepsize 10−12 to approxi-
mate the derivatives. The three tested methods find near-optimal values within 1,300
function evaluations, with the coarse-sampling (Nθ = 3) HANSO showing rapid im-
provement.
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Fig. 4.13: Ψθ(N3θ=333)(p1, p2) as a func-
tion of p1 and p2 for 3D control prob-
lem. Cross denotes solution found by
ROBOBOA-D, circle denotes solution
found by ROBOBOA-DF, and diamond
denotes solution found by HANSO.
To explore the sensitivity of LFA-predicted convergence factors to parameter
choice, in Figure 4.13 we examine Ψθ(N3θ=333)(p1, p2) as a function of p1 and p2. We
see that the optimal parameters match with the analytical solutions where p1 =
16
19
and p2 ∈ [ 23 , 4].
5. Conclusions. While both analytical calculations and brute-force search have
been used for many years to optimize multigrid parameter choices with LFA, increas-
ingly many problems are encountered where both these methods are computationally
infeasible. Here, we propose variants of recent robust optimization algorithms applied
to the LFA minimax problem. Numerical results show that these algorithms are,
in general, capable of finding optimal (or near-optimal) parameters in a number of
function evaluations orders of magnitude smaller than brute-force search. When ana-
lytical derivatives are available, ROBOBOA with derivatives is often the most efficient
approach, but its performance clearly suffers when using central-difference approxima-
tions. ROBOBOA without derivatives and HANSO coupled with a brute-force inner
search are less efficient but frequently successful. In terms of consistently finding
approximately optimal solutions, however, ROBOBOA without derivatives seems to
be the preferred method. Moreover, a strong case can be made for ROBOBOA in
that ROBOBOA does not depend heavily on an a priori discretization Ndθ but instead
adapts to the most “active” Fourier modes (in the sense of those that dominate the
multigrid performance prediction) at a set of parameter values p. Thus, ROBOBOA
is a preferable method when not much is known analytically about an LFA problem.
Given the importance of accurate derivatives to the optimization process, an ob-
vious avenue for future work is to use automated differentiation tools in combination
with ROBOBOA. This poses more of a software engineering challenge than a concep-
tual one but may be able to leverage recent LFA software projects such as [21, 41].
Similarly, better inner search approaches for HANSO could lead to a better tool.
Important future work also lies in applying these optimization tools to design and
improve multigrid algorithms for the complex systems of PDEs that are of interest
25
in modern computational science and engineering. While we have focused primarily
on the choice of relaxation parameters in this work, the tools developed could be
directly applied to any part of the multigrid algorithm, including determining coeffi-
cients in the grid-transfer operators or scalings of stabilization terms in the coarse-grid
equations. The tools could also be applied to other families of preconditioners, such
as determining optimized boundary conditions or two-level processes within Schwarz
methods.
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Appendix A. Simple Brute-Force Discretized Search.
Algorithm A.1 Brute-Force Discretized Search
Input: Np, Nθ (number of samples for parameter and frequency in each dimension)
Output: ρopt and popt (approximate minimax solution)
1: function OutLoop(Np, Nθ)
2: pk = Linspace(ak, bk, Np)
n
k=1 and θi = Linspace(−pi2 , pi2 , Nθ)di=1
3: ρopt = 1
4: for k1 ← 1 to Np do
5: for
. . . ← 1 to Np do
6: for kn ← 1 to Np do
7: p← (p1(k1), p2(k2), · · · , pn(kn)) % sample p
8: ρI = 0 % store approximation to maxt ρ
(
E˜(p, t)
)
9: for j1 ← 1 to Nθ do
10: for
. . . ← 1 to Nθ do
11: for jd ← 1 to Nθ do
12: θ =
(
θ1(j1), θ2(j2), · · · , θd(jd)
)
% sample θ
13: Compute ρ∗ = ρ
(
E˜(p, θ)
)
% spectral radius of E˜ at sampled (p, θ)
14: if ρ∗ ≥ ρI then
15: ρI ← ρ∗
16: end if
17: end for
18: end for
19: end for
20: if ρopt ≥ ρI then
21: ρopt ⇐ ρI and popt ⇐ p % update minimax approximation
22: end if
23: end for
24: end for
25: end for
26: return ρopt and popt
27: end function
Appendix B. Obtained Parameter Values.
Here we report the first three digits for the parameters p obtained by each method
in the plots provided, the corresponding value of ρΨ∗(p), and an approximate measure
of stationarity of Ψ at p, σ(p). The measure σ(p) is intended to approximate the
quantity
(B.1)
∥∥Proj (0 | co (∪y∈B(p,10−3)∂CΨ(y)))∥∥ ,
where B(p, 10−3) denotes the Euclidean norm ball of radius 10−3 centered at p,
∂CΨ(y) denotes the (convex-set-valued) Clarke subdifferential of Ψ at y, Proj (0 | ·)
denotes the (unique) projection of the zero vector onto a given (convex) set, and
co denotes the (set-valued) convex hull operator. (B.1) is a natural measure of -
stationarity for nonconvex, nonsmooth, but locally Lipschitz functions Ψ; here, we
have taken  = 10−3. Computing (B.1) is impractical, however, so we replace the
set B(p, 10−3) in (B.1) with the proper subset B˜(p, 10−3) = {p} ∪ {p± 10−3ej}nj=1,
where ej denotes the jth elementary basis vector. Because Ψ is almost everywhere
differentiable, we can define almost everywhere the quantity
σ(p) =
∥∥∥Proj(0 | co(∪y∈B˜(p,10−3)∇Ψ(y)))∥∥∥ ,
the computation of which entails the solution of a convex quadratic optimization
problem. In our experiments, no method returned parameter values p for which
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∇Ψ(p) did not exist. We note that σ(p) upper bounds the quantity in (B.1). Thus,
a nearly zero value for σ(p) implies that p is nearly 10−3-stationary.
We remark that the figures corresponding to the tables below exhibit the best-
found value of ρΨ∗ (see (4.1)) within a given number of function evaluations. However,
because none of the algorithms tested actually compute the value of ρΨ∗ during the
optimization, the final reported values of p (and, hence, ρΨ∗(p)) may not be the best-
obtained during the optimization. This accounts for a few instances of discrepancies
between the figures and tables (see, for example, Figure 4.6).
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Table B.1: Parameter values and properties
Figure 4.2: Laplace in 1D with a single relaxation, (4.3)
Method p1 ρΨ∗(p) σ(p)
ROBOBOA-D, AG 0.667 0.333 1.110e-16
ROBOBOA-DF 0.667 0.333 0
HANSO-FI, AG, Nθ = 3 0.667 0.333 1.110e-16
HANSO-FI, AG, Nθ = 33 0.667 0.333 1.110e-16
Figure 4.4: Laplace in 1D using the P1 discretization with two sweeps of Jacobi
relaxation (4.4)
Method p1 p2 ρΨ∗(p) σ(p)
ROBOBOA-D, AG 1.000 0.500 0.000 1.145e-16
ROBOBOA-DF 1.000 0.500 0.000 2.372e-16
HANSO-FI, AG, Nθ = 3 0.667 0.667 0.111 8.135e-15
Figure 4.5: P2 discretization of the Laplace equation in 2D
Method p1 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-8 0.851 0.610 1.891
ROBOBOA-DF 0.835 0.589 0
HANSO-FI, FDG-t=1e-8, N2θ = 3
2 0.849 0.605 1.891
Figure 4.6: P1 discretization of the Laplace equation in 1D with
coarsening-by-threes and piecewise constant interpolation
Method p1 p2 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-8 0.671 2.479 0.442 0.145
ROBOBOA-DF 0.741 2.249 0.429 0
HANSO-FI, FDG-t=1e-8 Nθ = 3 0.775 2.073 0.461 0.847
Figure 4.7: MAC scheme discretization with inexact Braess-Sarazin relaxation (4.7)
Method p1 p2 p3 ρΨ∗(p) σ(p)
ROBOBOA-D, AG 1.208 0.967 0.799 0.601 0.021
ROBOBOA-DF 1.137 0.910 0.793 0.604 0.086
HANSO-FI, AG, N2θ = 3
2 1.250 1.000 0.800 0.600 2.074e-13
HANSO-FI, AG, N2θ = 9
2 1.250 1.000 0.800 0.600 1.634e-4
ROBOBOA-D, FDG-t=1e-12 1.209 0.963 0.805 0.603 1.398
HANSO-FI, FDG-t=1e-12, N2θ = 3
2 1.249 1.000 0.800 0.600 3.480e-4
HANSO-FI, FDG-t=1e-12, N2θ = 9
2 1.224 0.979 0.800 0.600 0.018
Figure 4.8: MAC finite-difference discretization using Uzawa relaxation (4.10)
Method p1 p2 p3 ρΨ∗(p) σ(p)
ROBOBOA-D, AG 1.918 1.691 0.134 0.775 5.176e-5
ROBOBOA-DF 0.914 0.618 0.479 0.775 3.500e-4
HANSO-FI, AG, N2θ = 3
2 1.191 0.937 0.272 0.775 6.317e-5
ROBOBOA-D, FDG-t=1e-12 1.953 1.725 0.135 0.775 0.268
HANSO-FI, FDG-t=1e-12, N2θ = 3
2 1.197 0.943 0.269 0.775 3.187e-13
Figure 4.9: Q1 −Q1 discretization of the Stokes equations, using DWJ relaxation
(4.11) with a single sweep of relaxation on the transformed pressure equation
Method p1 p2 p3 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-12 0.574 0.760 0.666 0.813 2.196
ROBOBOA-D, FDG-t=1e-6 2.297 1.279 1.650 0.618 8.975e-5
ROBOBOA-DF 3.080 1.553 2.003 0.618 0
HANSO-FI, FDG-t=1e-12, N2θ = 3
2 3.046 1.698 2.292 0.694 1.239
HANSO-FI, FDG-t=1e-6, N2θ = 3
2 2.964 1.670 2.255 0.694 1.26131
Table B.2: Additional parameter values and properties
Figure 4.10: Q1 −Q1 discretization of the Stokes equations, using DWJ relaxation
(4.11) with two sweeps of relaxation on the transformed pressure equation
Method p1 p2 p3 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-6 1.443 1.124 1.283 0.333 1.596e-4
ROBOBOA-DF 1.248 1.280 1.110 0.333 0
HANSO-FI, FDG-t=1e-6, N2θ = 3
2 1.321 1.357 1.174 0.406 2.129
HANSO-FI, FDG-t=1e-6, N2θ = 8
2 1.196 1.264 1.072 0.347 0.727
HANSO-FI, FDG-t=1e-6, N2θ = 9
2 1.242 1.300 1.104 0.337 1.847
Figure 4.11: Vanka relaxation with n = 3 parameters
Method p1 p2 p3 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-12 0.092 0.298 0.477 0.560 2.716
ROBOBOA-D, FDG-t=1e-6 0.063 0.302 0.506 0.649 2.543
ROBOBOA-DF 0.218 0.293 0.465 0.437 0
HANSO-FI, FDG-t=1e-12, N3θ = 3
3 0.200 0.241 0.456 0.465 0.856
HANSO-FI, FDG-t=1e-6, N3θ = 3
3 0.201 0.241 0.456 0.465 0.856
Figure 4.11: Vanka relaxation with n = 5 parameters
Method p1 p2 p3 p4 p5 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-12 0.165 0.250 0.182 0.327 0.441 0.477 0.828
ROBOBOA-D, FDG-t=1e-6 0.208 0.321 0.168 0.320 0.523 0.638 2.388
ROBOBOA-DF 0.218 0.321 0.202 0.248 0.457 0.459 0
HANSO-FI, FDG-t=1e-12, N3θ = 3
3 0.197 0.297 0.297 0.243 0.450 0.457 0.848
HANSO-FI, FDG-t=1e-6, N3θ = 3
3 0.189 0.236 0.236 0.240 0.456 0.466 0.791
Figure 4.12: 3D control problem (4.12)
Method p1 p2 ρΨ∗(p) σ(p)
ROBOBOA-D, FDG-t=1e-12 0.913 0.734 0.908 0.125
ROBOBOA-DF 1.527 0.842 0.895 0
HANSO-FI, FDG-t=1e-12, N3θ = 3
3 0.668 0.842 0.895 1.023e-4
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