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Resumen
Este proyecto tiene como objetivo ﬁnal la implementación de algoritmos que sean
capaces de modelar, mediante estimaciones de la matriz fundamental, la geometría
epipolar existente entre dos imágenes. La ﬁnalidad de este proceso es la obtención de
manera automática de la posición de las cámaras mediante los parámetros extrínsecos,
es decir, la calibración externa automática de dichas cámaras.
Para la consecución del objetivo principal se ha estudiado previamente el compor-
tamiento de las cámaras a la hora de capturar y formar imágenes así como diferentes
métodos de detección, descripción de puntos y búsqueda de correspondencias entre
imágenes. Entre ellos, podemos destacar el detector D1norm que mide la caracterís-
tica Hessiana sobre el Scale-Space, y los algoritmos SIFT-DSIFT y DAISY como
descriptores y NRDC para el establecimiento de correspondencias densas.
Ayudándonos de los métodos anteriores se obtiene una primera estimación de la
matriz fundamental mediante el algoritmo RANSAC. Posteriormente, se realizará un
reﬁnamiento de dicha estimación inicial a partir de un conjunto de técnicas diseñadas
y desarrolladas en el transcurso del trabajo ﬁn de grado que se presenta.
Adicionalmente, se ha diseñado una herramienta que permite al usuario seleccionar
manualmente las correspondencias utilizadas para el cálculo de la primera estimación
de la matriz fundamental y, que a partir de dicha estimación, pueda desarrollar la fase
de reﬁnamiento. Esta herramienta será de utilidad cuando la extracción automática
de correspondencias no sea posible debido a las condiciones de captura de la escena.
Por último, se han evaluado las estimaciones iniciales de la matriz fundamental y
las obtenidas tras la fase de reﬁnamiento a través de diferentes medidas de error.
Palabras clave
Matriz fundamental, geometría epipolar, detección de puntos, descripción, búsqueda
de correspondencias, matriz de proyección
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Abstract
This project aims to design and develop a set of algorithms able to cope with the
problem of modelling the epipolar geometry between two cameras capturing the same
scene. The ultimate goal of this process is the automatic estimation of the relative
position between both cameras. Whereas the epipolar geometry is fully explained
through the fundamental matrix, the relative position may be extracted, up to a
scene homography, from the fundamental matrix.
To fulﬁll the faced task, an study of the image capture and camera calibration
processes was ﬁrst required. Automatic calibration strategies usually rely in a previous
set of inter-image correspondences, hence, the analysis of this research topic was also
required during this project. Speciﬁcally, Hessian-based detectors on the Scale-Space
were explored for the feature detection stage, SIFT-DSIFT and DAISY descriptores
were assessed to describe the extracted features, whereas the NRDC algorithm was
evaluated as an alternative for feature matching.
The use of these feature-matching pipeline leads in conjuction with the RANSAC
estimator to an intial estimation of the fundamental matrix. Afterwards, such ma-
trix is reﬁned by a set of strategies designed and developed during this project.
Moreover, a Graphical User Interface (GUI) which eases the manually introduction
of reliable correspondences has been also designed and developed. The aim of this
GUI is to face scenarios where the feature-matching pipeline is not able to produce
an initial estimation of enough quality,
Finally, both the initial estimates of the fundamental matrix and its subsequent
reﬁnements have been evaluated by means of diﬀerent experiments and error mea-
surements.
Key words
Fundamental matrix, epipolar geomatry, feature detection and description, corre-
spondence searching, projection matrix.
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Capítulo 1
Introducción.
1.1. Motivación.
Actualmente los métodos más utilizados para la calibración de cámaras son aque-
llos que determinan sus parámetros a partir de puntos 3D conocidos y sus proyecciones
en el plano de la imagen. Estas correspondencias son extraídas manualmente mediante
el uso de patrones, centrando su atención en la exactitud de los parámetros intrínsecos
y extrínsecos obtenidos, pero olvidándose de la automatización del proceso.
Los parámetros intrínsecos deﬁnen la geometría y la óptica de las cámaras y los
extrínsecos la posición y la orientación de éstas. Por lo tanto, la calibración es un
procedimiento que intenta conocer cómo una cámara proyecta un punto 3D sobre el
plano de la imagen en 2D y cómo se relacionan las proyecciones de los puntos 3D en
varias cámaras.
Los parámetros extrínsecos puede obtenerse mediante el cálculo de la matriz fun-
damental, es decir, modelando la geometría epipolar existente entre dos (o más) imá-
genes capturadas por las cámaras (cada cámara una imagen). Una vez obtenida la
matriz fundamental, es posible la extracción de las matrices de proyección de ambas
cámaras (salvo como veremos por una homografía de escena) y, con ellas, los paráme-
tros mencionados anteriormente estableciendo una de las cámaras como cámara de
referencia.
En deﬁnitiva, conocer esta geometría epipolar permite establecer una constricción
proyectiva fuerte entre las proyecciones de los objetos 3D en diferentes vistas. Esta
constricción puede ser utilizada para mejorar el establecimiento de correspondencias
biunívocas entre las proyecciones, que pueden ser usadas para, mediante triangulación,
la obtención de la posición de objetos del mundo real.
1
2 CAPÍTULO 1. INTRODUCCIÓN.
1.2. Objetivos.
El objetivo principal de este trabajo es el diseño, implementación y reﬁnamiento
de técnicas que permitan estimar correctamente la matriz fundamental existente entre
dos imágenes capturadas por cámaras ampliamente separadas. Esto implicaría la ex-
tracción de la geometría epipolar sin necesidad de conocer los parámetros intrínsecos
y extrínsecos de las cámaras con las que se han capturado las imágenes y, además,
permitiría la obtención de la posición de una de las cámaras con respecto de la otra.
Para la consecución del objetivo ﬁnal, podemos desglosar los objetivos de la si-
guiente forma:
1. Estudio detallado del estado del arte. Este estudio puede dividirse en dos
fases; en la primera de ellas, se estudiará y entenderá el proceso de captura y for-
mación de imágenes por parte de las cámaras. En la segunda fase, se estudiarán
las técnicas conocidas para la extracción de correspondencias entre imágenes.
2. Implementación del código. Se han desarrollado diferentes estrategias para
la consecución del objetivo principal. Estas técnicas podrán combinarse para
generar diferentes resultados.
3. Creación de una interfaz de usuario. Hemos generado una interfaz que
permita al usuario generar las correspondencias que estimarán una primera
aproximación de la matriz fundamental y, a partir de ella, puedan interaccionar
con las diferentes técnicas desarrolladas.
4. Evaluación de resultados. Evaluaremos las matrices fundamentales iniciales,
así como las reestimaciones obtenidas mediante las técnicas generadas, y las
compararemos entre sí.
1.3. Estructura de la memoria.
La memoria del trabajo se divide en los siguientes capítulos:
Capítulo 1. Motivación, objetivos del proyecto y estructura de la memoria.
Capítulo 2. Estudio de la geometría proyectiva. Estado del arte de las técnicas
en detección y descripción de puntos de interés, así como de la obtención de las
correspondencias entre imágenes.
Capítulo 3. Diseño y desarrollo. Descripción de los métodos elegidos para la
estimación inicial de la matriz fundamental. Explicación de las técnicas desa-
rrolladas para el reﬁnamiento.
1.3. ESTRUCTURA DE LA MEMORIA. 3
Capítulo 4. Herramienta para el reﬁnamiento de correspondencias manuales.
Creación de la interfaz usuario.
Capítulo 5. Resultados experimentales. Análisis comparativo de todas las posi-
bles combinaciones implementadas.
Capítulo 6. Conclusiones derivadas del análisis de los resultados y enumeración
de posibles líneas de trabajo futuro.
Referencias y Apéndices.
4 CAPÍTULO 1. INTRODUCCIÓN.
Capítulo 2
Estado del arte y conceptos básicos
Este capítulo proporciona una visión general del trabajo realizado previamente en
las áreas relacionadas con el objetivo del proyecto. Con las siguientes secciones enten-
deremos la estructura del trabajo así como los pasos a seguir para la aproximación
y extracción de la matriz fundamental y, por lo tanto, de los parámetros extrínsecos
necesarios para la estimación de la posición de una cámara respecto de la otra.
2.1. Geometría Proyectiva
En este trabajo partimos de dos puntos de vista diferentes de una misma escena
y, a partir de estas dos imágenes, tratamos de encontrar la posición de una cámara
respecto de la otra. Para entender esto es necesario hacer una breve introducción a
los fundamentos de captura y formación de imágenes ya que, a la hora de proyectar el
mundo real sobre una imagen, perdemos una dimensión, pasando de las tres dimen-
siones (3D) del mundo que conocemos a las dos dimensiones (2D) que se representan
en las imágenes. Para ello explicaremos el modelo de cámara pin-hole, los parámetros
intrínsecos y extrínsecos de una cámara y la composición de la matriz de proyección.
Una vez hecho esto, se tendrán los conocimientos necesarios para entender el concep-
to de geometría epipolar entre dos puntos de vista. Como veremos, esta geometría es
completamente independiente de la estructura de la escena, dependiendo únicamente
de los parámetros intrínsecos de la cámara y de la posición relativa de una cámara
respecto de la otra. La denominada matriz fundamental contiene toda la información
necesaria para expresar dicha geometría.
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2.1.1. Modelo de cámara pin-hole
Los fundamentos de la formación de imágenes se basan generalmente en un modelo
ideal de cámara denominado cámara pin-hole. El modelo de cámara pin-hole, cuya
explicación podemos encontrar en varios de los artículos referenciados ([1], [2], [3]),
consiste en una lente delgada cuya apertura tiende a cero, de esta forma, nos quedamos
con el modelo más sencillo posible debido a que todos los rayos pasan por el centro
óptico simpliﬁcando considerablemente el análisis porque se desprecian los efectos de
reﬂexión y difracción que se producen en las lentes.
El modelo de dicha cámara describe la relación matemática entre las coordenadas
de un punto 3D y su proyección sobre el plano de la imagen. Esto se basa en lo que
se conoce como geometría proyectiva, cuyos principales axiomas son, según [4], los
siguientes:
Dos puntos deﬁnen una recta.
Todo par de rectas se cortan en un punto. En caso de que estas dos rectas sean
paralelas diremos que se cortan en el inﬁnito.
Basándonos en estos dos axiomas podemos decir que la proyección de un punto de la
escena se obtiene de la intersección que forma una línea que pasa por dicho punto y
por el centro de proyección con el plano de la imagen.
Para describir y entender el proceso de captación de una escena por una cámara
pin-hole es necesario introducir la geometría que compone dicho modelo, para ello
nos ayudaremos de los textos anteriores ([1], [2], [3], [4]) y de la Figura 2.1. En
ella podemos observar que el modelo tiene un centro óptico, C, contenido en el plano
focal, por este punto pasarán todos los rayos de la proyección . Esos rayos tienen como
ﬁnalidad encontrar el plano de la imagen para formar la llamada imagen proyectada.
La distancia f que separa ambos planos se denomina distancia focal.
Como explica Faugeras en [2], para formar la proyección o imagen proyectada es
necesario hacer una serie de transformaciones y referirse a los diferentes sistemas de
coordenadas que pueden verse en la Figura 2.1:
Sistema de coordenadas del mundo (X,Y, Z): la elección de estas coordenadas
es arbitraria y con ellas se describe la posición del punto M en 3D respecto de
la escena.
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Figura 2.1: Modelo de cámara pin-hole [4].
Sistema de coordenadas de la cámara (Xc, Yc, Zc): son las coordenadas que des-
criben la posición del punto M c respecto a la cámara. El origen de este sistema
de coordenadas es el centro óptico, C, de la cámara.
Sistema de coordenadas de la imagen (u, v): describen la posición del punto m
en 2D con respecto al plano de la imagen. Este sistema de coordenadas tiene
como origen el punto c, es decir donde el eje óptico corta al plano de la imagen.
Sistema de coordenadas normalizadas de la imagen (un, vn): describen la posi-
ción del punto mn en 2D con respecto al plano de la imagen. Lo único que hace
a este sistema de coordenadas diferente al anterior es que tiene como origen de
coordenadas la esquina superior izquierda del plano de la imagen (cn).
Tenemos que resaltar, que el punto M es idéntico al puntoM c, al igual que ocurre con
el punto m y mn, pero nos referimos a ellos con diferente notación para identiﬁcarlos
con el sistema de coordenadas adecuado.
Además, todas las cámaras tienen una serie de parámetros que hacen referencia a
este modelo de proyección, dichos parámetros podemos clasiﬁcarlos en dos grupos:
1. Parámetros extrínsecos: deﬁnen la orientación y la posición de la cámara
con respecto a un sistema de coordenadas conocido (Sistema de coordenadas
del mundo, Figura 2.1). Se compone de:
Traslación: es el vector que mide la distancia entre el centro óptico de la
cámara (C ) y el centro de coordenadas del origen del mundo. Según la
Figura 2.1 este vector corresponde con t = [tx, ty, tz]
T .
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Rotación: se trata de los ángulos rotados sobre cada uno de los ejes del sis-
tema de coordenadas de la imagen con respecto al sistema de coordenadas
del mundo. [ϕx, ϕy, ϕz].
2. Parámetros intrínsecos: Describen la óptica y geometría interna de la cáma-
ra. Son los que afectan al proceso que sufre un rayo de luz desde que alcanza
la lente de la cámara hasta que llega al plano de la imagen dónde debe ser
proyectado. Estos parámetros son constantes para cada cámara pero diferentes
para diferentes cámaras, y son:
Centro del eje óptico, centro de la imagen o punto principal (c = (u0, v0)).
Se trata del punto del plano de la imagen que corta con el eje óptico (Zc).
Factores de escala (ku, kv): relacionan el tamaño del objeto visto en la
realidad con respecto a su tamaño una vez proyectado sobre plano de la
imagen. Esta relación de proporcionalidad puede ser diferente en cada eje,
por eso se compone de dos parámetros. A su vez, este factor de escala
depende de:
G Distancia focal (f ): es la distancia existente entre el centro óptico y el
centro del plano de la imagen.
G Factores de conversión pixel-milímetros (du, dv): se trata del número
de píxeles por milímetro que usa la cámara. Se obtiene de la división
del tamaño de la imagen en píxeles y el tamaño en milímetros del
sensor CCD.
G Factor de proporción (s): indica la relación de tamaño entre la dimen-
sión horizontal y la vertical de un pixel.
La relación entre estos tres últimos parámetros para formar los factores de escala
ﬁnales viene dada por:
ku = s·du·f kv = s·dv·f (2.1)
Dicha relación únicamente es válida para este modelo ideal es decir, cuando no
existe distorsión.
2.1.2. Matriz de Proyección
Toda cámara se modela mediante su matriz de proyección o matriz P, de tama-
ño 3 × 4, dependiente de la matriz de parámetros intrínsecos K, que engloba a los
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cinco componentes descritos en el apartado anterior, y las matrices de parámetros
extrínsecos: rotación R y traslación ~t.
Si suponemos que la cámara capta una escena y la proyecta sobre el plano de
la imagen, es necesario encontrar la relación entre el punto M de la escena 3D y su
proyección m sobre el plano de la imagen en 2D, dicha relación viene dada por:
m = P ·M (2.2)
Esta igualdad es correcta excepto por un factor de escala:
λm = P ·M (2.3)
Para simpliﬁcar la deﬁnición de la transformación de proyección anterior de 3D a
2D se utilizan coordenadas homogéneas: si consideramos un punto 2D dado en coor-
denadas cartesianas m = [x, y] y los expresamos en coordenadas homogéneas, dicho
punto tendrá tres coordenadas: m = [αu, αv, α], donde las coordenadas cartesianas
podrían recuperarse haciendo α = 1. De manera similar, el punto 3D tendrá cuatro
coordenadas en lugar de tres: M = [βX, βY, βZ, β].
Como hemos adelantado anteriormente, para determinar la forma de la matriz de
proyección de una cámara es necesario realizar las transformaciones de los sistemas
de coordenadas vistos en el apartado anterior. En el Apéndice A podemos encontrar
explicadas todas estas transformaciones siguiendo a Faugeras en [2], aquí únicamente
nos centraremos en aquella que tiene que ver con los parámetros extrínsecos que se
quieren estimar, puesto que son éstos el objeto de análisis del trabajo de ﬁn de grado
que se describe. Terminaremos con la forma genérica de la matriz de proyección P.
Paso del sistema de coordenadas del mundo (X,Y, Z) al sistema de coorde-
nadas de la cámara (Xc, Yc, Zc):
En este caso, se trata de realizar una transformación Euclídea incluyendo los
parámetros extrínsecos de rotación y traslación como la que nos muestra la Figura
2.2.
Este cambio de coordenadas que incluye tanto rotación como traslación, quedaría
de la siguiente forma:
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Figura 2.2: Transformación Euclídea en 3D [4].
 XcYc
Zc
 = R·
 XY
Z
+ t (2.4)
En coordenadas homogéneas tendríamos (con β = 1):

Xc
Yc
Zc
1
 =
[
R t
0T 1
]
·

X
Y
Z
1
 (2.5)
Para llegar a la ecuación anterior vamos a centrarnos primero en la matriz de
rotación R; dicha matriz puede ser descompuesta en una multiplicación de las matrices
de rotación sobre cada uno de los ejes, obteniendo: R = Rx·Ry·Rz. Ayudándonos de
la Figura 2.3 podemos obtener dichas matrices de rotación individuales:
Figura 2.3: Rotación de los ejes individualmente[4].
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Rz =
 cosϕz sinϕz 0− sinϕz cosϕz 0
0 0 1
 (2.6)
Ry =
 cosϕy 0 − sinϕy0 1 0
sinϕy 0 cosϕy
 (2.7)
Rx =
 1 0 00 cosϕx sinϕx
0 − sinϕx cosϕx
 (2.8)
Por lo tanto, la multiplicación de las matrices de rotación individuales dará la
matriz R. Aplicamos esta matriz al sistema de coordenadas del mundo, para obtener
un sistema intermedio (Xr, Yr, Zr): XrYr
Zr
 =
 r11 r12 r13r21 r22 r23
r31 r32 r33
 ·
 XY
Z
 Mr = R·M (2.9)
Y, ahora, aplicamos la traslación sobre este sistema intermedio para llegar al
sistema de coordenadas de la cámara:
 XcYc
Zc
 =
 XrYr
Zr
+
 txty
tz
 Mc = Mr + t (2.10)
Si combinamos las Ecuaciones 2.9 y 2.10 conseguimos formular el paso directo de
coordenadas del mundo a coordenadas de la cámara: Mc = R·M + t, y pasando a
coordenadas homogéneas se deduce la Ecuación 2.5.
Finalmente tenemos toda la información necesaria para saber que la matriz de
proyección de una cámara se forma multiplicando la matriz de parámetros intrínsecos,
K (Ecuación A.7 que podemos encontrar en el Apéndice A), y la matriz de parámetros
extrínsecos de la Ecuación 2.5:
P =
 f ·du 0 u0 00 f ·dv v0 0
0 0 1 0
 ·

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 P = K·[R | t ] (2.11)
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2.1.3. Geometría Epipolar y Matriz Fundamental
Según Hartley en [5], la geometría epipolar es la geometría proyectiva intrínseca
entre dos vistas, es completamente independiente de la estructura de la escena y sólo
depende de los parámetros intrínsecos de ambas cámaras así como de la posición rela-
tiva en la que se encuentran. En otras palabras, determina una serie de restricciones
en la proyección de un punto del espacio sobre los planos de imagen de un par de
cámaras. Estas restricciones las engloba lo que se conoce como matriz fundamental.
Para entender la geometría epipolar vamos a seguir las explicaciones de varios
textos, entre ellos [5] y [6]. Considerando las dos cámaras que se muestran en la
Figura 2.4a, observamos que el punto M, o punto 3D, está contenido en el mismo
plano que los centros de proyección, C y C', de las cámaras A y B respectivamente. A
dicho plano se le denomina plano epipolar. Por otro lado, la línea que une los centros
de las cámaras se denomina línea de base y corta a las dos imágenes por lo que se
conoce como epipolos (e y e' en la Figura 2.4b). Todos los planos que pasan por los
centros ópticos de las cámaras y cualquier punto M cortan a los planos de imagen en
los epipolos, esta condición es conocida como condición de coplanaridad y es la base
de la que deriva la geometría epipolar.
(a) (b)
Figura 2.4: Geometría epipolar [5].
Vemos que el punto M se proyecta en el plano de la imagen A como m, de la
misma forma, M se proyecta sobre la imagen B como m' y, dada esta geometría,
observamos en la Figura 2.4b que el punto m' forma parte de la línea l' (denominada
línea epipolar). La restricción epipolar derivada de esto establece lo siguiente: dado
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un punto M, cuya proyección sobre el plano de la imagen A es m, tenemos que,
el punto m' correspondiente a la proyección de M sobre el plano de la imagen B,
deberá estar sobre la línea epipolar l' (ver Figura 2.4b), y viceversa, pudiendo así
reducir considerablemente el espacio de búsqueda de correspondencias entre ambas
imágenes. Es decir, la línea epipolar es la proyección en la segunda imagen del rayo
desde el punto m a través del centro C de la primera cámara.
Como hemos adelantado al inicio de esta sección, y se explica en [5], la matriz
fundamental (F ) es la representación algebraica de la geometría epipolar siendo la
encargada de relacionar los puntos de una imagen con las correspondientes líneas
epipolares en la otra imagen, y lo hace de la siguiente forma:
l′ = F ·m (2.12)
Hay que destacar, que para cualquier par de puntos correspondientes entre las dos
imágenes, la matriz fundamental cumple: m′·F ·m = 0, por lo tanto es posible calcular
F a partir de correspondencias entre ambas imágenes.
Propiedades de la matriz fundamental (según Hartley en [5])
Traspuesta: Si F es la matriz fundamental asociada a las cámaras con matrices
de proyección P y P', entonces F T es la asociada a P' y P.
Líneas epipolares: Para el punto m de la Figura 2.4b, la línea epipolar asociada
viene dada por la Ecuación 2.12. De forma inversa, para el punto m', la línea
epipolar asociada es l = F T ·m′.
Grados de libertad: F es una matriz de tamaño 3x3 y tiene sólo 7 grados de
libertad ya que det(F ) = 0.
Estimación de la matriz fundamental a partir de correspondencias
Si conocemos los parámetros de ambas cámaras, es decir, sus matrices de pro-
yección, entonces tenemos información suﬁciente para obtener la geometría epipolar.
Generalmente dichos parámetros no se conocen, por lo que existen numerosos méto-
dos para la estimación de la matriz fundamental a partir de correspondencias entre
las imágenes capturadas por las dos cámaras. En general, dado un conjunto de corres-
pondencias tentativas entre dos imágenes, debido a la existencia de correspondencias
ruidosas e incorrectas, no es posible estimar directamente la geometría epipolar de la
escena. Por ello, los métodos existentes proponen estrategias para reducir la inﬂuencia
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de las correspondencias incorrectas (conocidas como outliers), dichos métodos pueden
clasiﬁcarse en: métodos lineales, iterativos o robustos.
Siguiendo [7], todos estos métodos están basados en la obtención de una estimación
de la matriz fundamental mediante la resolución de un sistema de ecuaciones que se
deduce de m′·F ·m = 0. Este sistema de ecuaciones puede escribirse como:
U ·f = 0 (2.13)
donde
f = [F11, F12, F13, F21, F22, F23, F31, F32, F33]
T (2.14)
U =

u1u
′
1 u1v
′
1 u1 v1u
′
1 v1v
′
1 v1 u
′
1 v
′
1 1
...
...
...
...
...
...
...
...
...
unu
′
n unv
′
n un vnu
′
n vnv
′
n vn u
′
n v
′
n 1
 (2.15)
Fij corresponde al elemento de la ﬁla i y de la columna j de la matriz fundamental.
Es importante notar que hay sólo siete parámetros independiente y nueve incóg-
nitas. Los siete parámetros independientes vienen dados por las dos columnas inde-
pendientes de la matriz fundamental y el factor de escala. Esta conﬁguración fuerza
a la matriz fundamental a ser de rango 2.
Métodos lineales. El método lineal de siete puntos esta basado en el cálculo
de la matriz fundamental usando únicamente siete correspondencias. Debido a
la homogeneidad de las ecuaciones anteriores, la solución viene dada por un
conjunto de matrices de la forma: F = α·F1 + (1 − α)·F2. Forzando al rango
de la matriz a ser igual a 2 y usando la expresión det(α·F1 + (1 − α)·F2), se
obtendría un polinomio que tiene que ser resuelto para la obtención de α y F . La
gran ventaja de este método es que la matriz fundamental puede ser estimada
sólo con siete correspondencias. Esto se convierte en un inconveniente cuando
dichos puntos están mal localizados, además, este método no puede aplicarse
en presencia de redundancia, es decir, con n > 7. Otro método interesante es el
método de ocho puntos, donde la redundancia de puntos permite la minimización
del error en la estimación de F mediante mı´nF
∑
(m′i·F ·mi)2. El método clásico
para resolver una ecuación de este tipo es la técnica de mínimos cuadrados
obligando a uno de los componentes de F a ser 1.
Métodos iterativos. Los métodos iterativos pueden clasiﬁcarse en dos grupos:
aquellos que minimizan las distancias (d ) entre puntos y líneas epipolares y los
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basados en gradiente. Los primeros, tratan de minimizar la siguiente ecuación:
mı´n
F
∑
i
(d2(mi, F
Tm′i) + d
2(m′i, Fmi)) (2.16)
Una primera aproximación consiste en aplicar métodos iterativos como Newton-
Raphson o Levenberg-Marquardt en la ecuación anterior. Otra aproximación
propone reescribir la ecuación 2.16 como mı´nF
∑
w2i (m
T
i ·F ·m′i)2 donde F Tm′i =
(l1, l2, l3)
T , Fmi = (l′1, l′2, l′3)T y wi = (
1
l21+l
2
2
+ 1
l′21+l′
2
2
)1/2. Este método iterativo
consiste en calcular el valor del peso wi equivalente a las distancias epipolares
mediante el uso de la F de la iteración anterior (en la primera iteración wi = 1)
y luego minimizar mediante el uso de mínimos cuadrados en cada iteración.
El segundo grupo basado en gradiente, trata de resolver la siguiente ecuación:
mı´n
F
∑
i
(mTi Fm
′
i)
2/g2i (2.17)
donde gi =
√
l21 + l
2
2 + l
′2
1 + l
′2
2.
Métodos robustos. Entre los que se encuentra RANSAC. Se trata de un algo-
ritmo aleatorio e iterativo que sirve para calcular un modelo matemático sobre
un conjunto de datos (en este caso correspondencias) que contienen valores
atípicos. Consiste en la selección de un subconjunto aleatorio de las correspon-
dencias encontradas y, a partir de ellas, generar un modelo. Una vez hecho esto,
se prueban el resto de datos sobre el modelo generado. Dicho modelo se consi-
derará bueno si ha clasiﬁcado suﬁcientes puntos como parte de lo que se conoce
como conjunto de consenso, de ser así se pasaría a la fase de mejora en la cual se
utiliza dicho conjunto para reestimar el modelo matemático. Si el modelo mate-
mático no es bueno se vuelve a elegir un conjunto aleatorio de correspondencias
iniciales y se repiten todos los pasos. Por último, además de una estimación de
la matriz fundamental, RANSAC también devolverá el conjunto de inliers con
los que ha realizado dicha estimación.
Este tipo de métodos englobaría también algoritmos comoM-Estimators, LMedS
(Least-Median-Squares), MLESAC y MAPSAC.
Medidas de error
Para saber cómo de válida es nuestra estimación inicial y cuál es la diferencia entre
las diferentes aproximaciones existentes para su obtención, es necesario establecer
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una medida de error de la matriz fundamental. En [8] se exponen principalmente
dos formas de medida de error: siendo F la estimación de la matriz fundamental
tenemos, por un lado, el error geométrico, calculado como el error cuadrático medio
de la distancia entre las correspondencias que estiman dicha matriz (m←→ m′) y la
línea epipolar que generan:
+
ErrorGeom (F ) =
√
1
n
·
∑
d (m, Fm′)2 (2.18)
Y, por otro lado, lo que los autores denominan error real. Para medirlo, se genera
una nube de 1000 correspondencias correctas (m∗ ←→ m∗′) y se calcula el error
obtenido para dichas correspondencias mediante la Ecuación 2.18.
Posición relativa de una cámara respecto de la otra
La idea en la que se basa nuestro trabajo es conseguir una estimación inicial
de F y reﬁnarla mediante diferentes técnicas relacionadas con la geometría epipolar.
Una vez conseguida dicha estimación se extraerían las matrices de proyección, P y P',
asociadas a ambas imágenes y sería posible la obtención de los parámetros extrínsecos
de rotación y traslación de una de las cámaras estableciendo la posición de la otra
como referencia. Este proceso lleva implícito la ambigüedad introducida por el uso
de la matriz fundamental. La matriz fundamental es independiente de la elección del
origen del sistema de coordenadas del mundo y de la calibración interna de cada
cámara. Por lo tanto, permanece inalterada ante una transformación proyectiva del
espacio 3D. En otras palabras, sea H una transformación proyectiva del espacio 3D
y P y P' las matrices de proyección asociadas a dos cámaras, la matriz fundamental
para el par P y P' y el par PH y P'H será la misma [5].
Para realizar este proceso seguiremos las indicaciones de [5]:
Se deﬁne una de las matrices de proyección en su forma canónica:
P =
[
I|~0
]
(2.19)
, donde I es la matriz identidad 3x3 y ~0 es el vector de ceros 3x1.
La matriz de proyección de la otra cámara vendrá determinada por (salvo por
una homografía de escena):
P ′ =
[[
e′
]
x
Ff |e′
]
(2.20)
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, donde [e′]x es la expansión en matriz antisimétrica de su epipolo.
El vector de traslación ~t′ y la matriz de rotación R' de C' respecto de C puede
obtenerse a partir de P' :
R′ = P ′(., 4) ∗ (K ′)−1/ ∥∥P ′(., 4) ∗ (K ′)−1∥∥
fro
(2.21)
~t′ = −P ′(., 1, 2, 3) (2.22)
, donde P ′(., j) es la submatriz resultante de eliminar la columna j, ‖, ‖fro es el
operador que realiza la norma de Frobenius para matrices cuadradas y (K ′)−1
es la inversa de la matriz de parámetros intrínsecos de la cámara analizada. El
procedimiento para la obtención de la matriz de rotación R' puede verse como
una descomposición QR en una matriz ortogonal R y otra triangular superior
conocida K ′.
2.2. Detección de puntos de interés
Como hemos visto, la correcta estimación de la matriz fundamental vendrá deter-
minada por la calidad de las correspondencias encontradas. Normalmente, la búsqueda
de correspondencias entre dos imágenes está compuesta de tres pasos: la detección
de puntos de interés o puntos característicos, su descripción y la obtención de las
correspondencias. En este apartado nos centraremos en la detección. Consiste en la
extracción de puntos que, por sus características, son susceptibles a mantenerse igua-
les a pesar de los cambios en la imagen. Es decir, se trata de encontrar aquellos puntos
que sean invariantes a transformaciones típicas como traslaciones, rotaciones, cambios
de escala, de perspectiva o de iluminación.
2.2.1. Scale-Space
Consiste en la representación de una imagen como una familia de imágenes sua-
vizadas mediante el uso de un kernel, normalmente Gaussiano porque no introduce
nuevas estructuras a la imagen. Conforme aumenta el suavizado, aumenta lo que se
conoce como escala (ψ). En el ejemplo de la Figura 2.5 observamos que, generando
este scale-space, ciertas estructuras prevalecen o incluso aumentan su signiﬁcancia con
el aumento de escala. Dichas estructuras serán las que nos pueden ayudar a extraer
los puntos característicos de la imagen, es decir, serán las que habrá que tener en
cuenta a la hora de buscar correspondencias entre un par de imágenes.
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Figura 2.5: Ejemplo de Scale-Space.
Basándonos en la explicación de Lindeberg en [9], si partimos de una imagen
I (u, v), su scale-space (L (u, v;ψ)) estará formado por la convolución de dicha imagen
con un ﬁltro Gaussiano deﬁnido como:
g (u, v;ψ) =
1
2·pi·ψe
−(u2+v2)/2ψ (2.23)
Se utiliza este tipo de ﬁltro porque no introduce nuevas estructuras a la imagen.
De forma que, obtendríamos: L (u, v;ψ) = g (u, v;ψ) ∗ I (u, v)
La escala ψ suele ser establecida como proporcional a la varianza del ﬁltro Gaus-
siano: ψi = iσ2. Para i = 0, no existe suavizado, siendo la primera imagen del scale-
space la imagen original como veíamos en la Figura 2.5.
Utilizar un detector sobre este espacio hará que los puntos extraídos sean invarian-
tes a escala, esto es necesario para hacer frente a las posibles variaciones de tamaño
sobre las imágenes.
2.2.2. Detectores sobre el Scale-Space
Existen numerosos detectores sobre el Scale-Space basados principalmente en las
derivadas de la señal. Además si dichas derivadas se normalizan es posible obtener
la escala a la que se producen las características. Algunos de estos detectores uti-
lizan la Laplaciana de la Gaussiana (LoG), la diferencia de Gaussianas (DoG) o el
Determinante del Hessiano (DoH).
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LoG. Siendo L(u, v; ψ) la representación del Scale-Space Gaussiano, la Lapla-
ciana normalizada respecto de la escala viene dada por la expresión ∇2L =
Luu + Lvv, donde Luu y Lvv son las segundas derivadas. Con esto obtendre-
mos máximos/mínimos relativos en el volumen (u, v; ψ) cuando existan blobs
oscuros/claros permitiendo localizar tanto el blob como la escala a la que se
detecta.
DoG. En este caso la detección se realizará sobre la resta de dos Gaussianas
consecutivas D(u, v; ψ) = L(u, v; ψi+1) − L(u, v; ψi). De nuevo se obtendrán
los máximos y mínimos relativos en el volumen generado para obtener los puntos
de interés.
DoH. La matriz Hessiana (HL) viene dada por las segundas derivadas de la
función, es decir, describe la curvatura. Se denomina Hessiano al determinante
de dicha matriz. La detección de puntos sobre el espacio generado por este de-
terminante también es muy característica y la utilizan detectores como D1norm
que se ha desarrollado en este trabajo y que explicaremos en la Sección 3.2.1.
HL(u, v; ψ) =
[
Luu Luv
Lvu Lvv
]
det HL(u, v; ψ) = Luu·Lvv − L2uv (2.24)
SIFT. Es una versión optimizada computacionalmente del detector LoG, uti-
liza pirámides (reducción progresiva del tamaño de la imagen) para reducir el
número de suavizados necesarios y así abaratar el coste computacional.
SURF. Se trata de una versión optimizada computacionalmente del detector
DoG, utiliza ﬁltros de caja de tamaño creciente para simular el incremento de
escala y abaratar así el coste computacional.
2.3. Descripción de puntos de interés
Una vez localizados los puntos de interés que servirán para establecer las corres-
pondencias, pasaríamos a la fase de descripción. El objetivo de esta fase es conseguir,
para cada punto, una información distintiva y relevante de la región que lo rodea, de
esta forma la misma región podrá ser reconocida en otra imagen. De nuevo, se trata
de conseguir una descripción invariante a las transformaciones típicas enumeradas
anteriormente.
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Figura 2.6: Orientaciones del descriptor SIFT.
2.3.1. SIFT (Scale-Invariant Feature Transform) y DSIFT (Dense
Scale-Invariant Feature Transform)
El descriptor SIFT fue presentado por Lowe [10] a la vez que el detector. Tanto
SIFT como su versión para descripción densa (Dense-SIFT o DSIFT) se calculan
sobre regiones locales, generalmente, centradas en puntos de interés. Cada uno de los
píxeles pertenecientes a esta región local contribuye a un histograma, dependiendo de
su ubicación en la región, y de la orientación y la norma del gradiente de la imagen
en dicha localización. Para calcular el descriptor debemos conocer la escala a la que
ha sido detectado el punto de interés y trabajar sobre la imagen suavizada, de esta
forma el descriptor será invariante a escala. El paso principal es la obtención del
gradiente de la imagen sobre la que trabajamos así como su orientación. Una vez
hecho esto, se genera un histograma de orientaciones de 36 bins (1 orientación cada
360o/36 bins = 10o) sobre el cual, cada pixel de la región local vota en función de la
magnitud (ponderada con un ﬁltro Gaussiano centrado en el punto a describir) y la
orientación de su gradiente (que se rota respecto a la orientación dominante del punto
de interés). De este histograma se extraen las orientaciones principales haciendo al
descriptor invariante a rotaciones.
En la Figura 2.6 vemos que se describe una región de 16 × 16 píxeles entorno
al punto de interés. A su vez, esta región se divide en subregiones de 4 × 4 píxeles
obteniendo un histograma de orientaciones de 8 bins (1 orientación cada 360o/8 =
45o) para cada subregión, de esta forma, se consigue que el descriptor sea robusto a
desplazamientos locales. Por último, el descriptor se extrae de la concatenación de los
16 histogramas generados por las subregiones anteriores.
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(a) (b)
Figura 2.7: DAISY. En la (a) podemos ver la forma del descriptor DAISY. Y en (b)
observamos cómo se calcula dicho descriptor. Ambas Figuras provienen de [11].
2.3.2. DAISY
Según los autores de [11], se trata de un descriptor local de imagen inspirado
en SIFT y GLOH. El objetivo de este descriptor es reformular los dos anteriores
para que puedan ser calculados de forma eﬁciente cuando se quiere describir un gran
número de puntos o, incluso, imágenes completas. Intuitivamente, dicho objetivo se
conseguirá calculando los histogramas de orientaciones una única vez y volviéndolos a
utilizar para todos los píxeles vecinos. Con este ﬁn y como podemos ver en la Figura
2.7a, DAISY reemplaza las sumas ponderadas de las normas de los gradientes por
circunvoluciones de los gradientes en direcciones especíﬁcas mediante el uso de varios
ﬁltros Gaussianos.
Analicemos el parecido entre SIFT y DAISY para entender éste último. Cada
vector de gradiente que obteníamos en SIFT para el cálculo de un solo descriptor,
ahora con DAISY contribuirá a varios de los elementos del vector de descripción,
pero en este caso, la suma de las contribuciones no se realiza mediante ponderación
como ocurría con SIFT sino que es calculada a través de convoluciones para mayor
eﬁciencia computacional. En primer lugar, se calculan los mapas de orientaciones de
las imágenes originales como podemos ver en la Figura 2.7b, estos mapas luego serán
convolucionados para obtener los mapas de orientación convolucionada, G
∑
i
o . El valor
de G
∑
i
o se corresponde conceptualmente con los valores de los bins de SIFT, y serán
usados para la construcción del descriptor DAISY.
Para hacer que DAISY sea invariante a rotaciones estableceremos las direcciones
de los grandientes en cada uno de los puntos tomando como referencia la dirección
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dada por la línea epipolar sobre el punto bajo análisis.
2.4. Correspondencias entre imágenes
En esta Sección se explicarán las posibles formas de extracción de corresponden-
cias. En este caso evaluaremos dos métodos diferentes, mediante el uso de descriptores
(2.4.1) o mediante mapas de conﬁanza de correspondencias densas (2.4.2).
2.4.1. Método de obtención de correspondencias
Según Lowe [10], para establecer correspondencias entre puntos de interés descri-
tos mediante un vector de características, únicamente hay que calcular la distancia
Euclídea entre descriptores de puntos en la imagen A y puntos en la imagen B me-
diante la Ecuación 2.25. Es decir, se deﬁne como correspondencia para un punto m en
la imagen A aquel punto m′ en la imagen B cuyo descriptor tengan menor distancia,
es decir, sea más parecidos al descriptor de m. Sea desc() el operador que extrae la
descripción (e.g. DAISY o SIFT) para un punto en la imagen. La distancia entre dos
puntos vendrá determinada por:
d(m,m′) =
√∑
(desc(m)− desc(m′))2 (2.25)
Por último, de entre estas correspondencias, para eliminar correspondencias rui-
dosas, se seleccionan solo aquellas que generen una distancia de correspondencia que
sea, el menos, η veces menor que la obtenida para cualquier otro punto de la imagen
B. Donde η es establecido por el usuario: a mayor η mayor restrictividad.
2.4.2. NRDC (Non-Rigid Dense Correspondence)
Este algoritmo esta diseñado para el cálculo de un conjunto denso de correspon-
dencias ﬁables entre dos imágenes que comparten algunos contenidos pero pueden
diferir en varias condiciones de la escena o de la cámara. La región de correspon-
dencias densas se consigue alineando pequeños parches transformados por geometría
simple y transformaciones fotométricas para lograr la robustez a dichos cambios en
las condiciones de la escena o las cámaras. Se encuentran coincidencias a través de
cambios signiﬁcativos de contenido o de pose, a la vez que se establece esta región de
correspondencias, se diseña un modelo de transformación de color.
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Figura 2.8: Descripción del algoritmo NRDC según [12].
En resumen, como se explica en [12] y podemos ver en la Figura 2.8, NRDC sigue
los siguientes pasos para cada una de las escalas:
1. Búsqueda del vecino más próximo: para cada parche en la imagen origen encon-
trar su vecino más cercano en la imagen de referencia, esto se hace buscando en
un rango limitado de traslaciones, escalas, rotaciones, etc.
2. Región de agregación: someter a las regiones de correspondencias encontradas
a unas pruebas de consistencia, si dichas pruebas son superadas se considerarán
correspondencias ﬁables.
3. Transformación de color apropiada: generar el modelo de transformación de
color basado en las regiones de correspondencias ﬁables.
4. Ajustar el rango de búsqueda mediante las regiones de correspondencias y el
modelo de transformación de color.
Este proceso se repetirá, iterativamente y hasta su convergencia, con el ﬁn de perfec-
cionar el modelo.

Capítulo 3
Diseño y desarrollo
3.1. Introducción
En este capítulo describiremos los algoritmos desarrollados. Todos comparten un
objetivo ﬁnal: la obtención de una estimación de la matriz fundamental entre dos
vistas a partir de la cual se puedan extraer las matrices de proyección de ambas
cámaras y, por consiguiente, la posición de una con respecto a la otra. Para ello
seguiremos los pasos de la Figura 3.1 a partir de los cuales llegaremos a una primera
estimación de dicha matriz fundamental y posteriormente procederemos a una fase
de reﬁnamiento con el ﬁn de mejorarla para terminar con el cálculo de los parámetros
extrínsecos, R y ~t.
3.2. Búsqueda de correspondencias iniciales
Partiendo de dos puntos de vista diferentes de una misma escena, en adelante, y
respetando la nomenclatura introducida en el estado del arte, imagen A e imagen B,
Figura 3.1: Diagrama de bloques.
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el objetivo de esta sección es encontrar las correspondencias existentes entre dichas
vistas para la posterior estimación de la matriz fundamental. Para conseguir esto
se han utilizado dos métodos diferentes que explicaremos a continuación. Hay que
destacar que esta búsqueda de correspondencias inicial únicamente se calcula una vez
para ahorrar coste computacional al algoritmo.
3.2.1. Correspondencias locales
Este método engloba los pasos de detección y descripción de puntos así como la
posterior búsqueda de correspondencias.
Basándonos en el texto [13] de Lindeberg, hemos implementado un detector de
puntos de interés sobre el Scale-Space que responde, en cada pixel de la imagen, a la
fuerza de la característica Hessiana. Para ello, es necesario el cálculo del determinante
normalizado de la matriz Hessiana (Hessiano) y de su traza (Ecuación 2.24) para todos
los píxeles de la imagen, a partir de sus segundas derivadas:
detHnormL = ψ
2
(
Luu·Lvv − L2uv
)
traceHL = Luu + Lvv (3.1)
Posteriormente aplicamos la fórmula del detector descrito por Lindeberg ([13]) que
incluye dos variantes. Detector sin signo y detector con signo:
D1,normL =
ψ2(detHL− k·trace2HL) si detHL− k·trace2HL > 00 (3.2)
D1,normL =

ψ2(detHL− k·trace2HL) si detHL− k·trace2HL > 0
ψ2(detHL+ k·trace2HL) si detHL+ k·trace2HL < 0
0
(3.3)
Donde HL es la matriz Hessiana calculada en cada punto de la imagen, ψ es la
escala actual sobre la que se extraen los puntos de interés y k es una constante de
valor 0.06 establecido por [13].
De los resultados derivados de este detector nos quedamos únicamente con cierto
número de puntos. En el caso del detector con signo dichos puntos serán elegidos
como los mínimos y máximos, locales y entre escalas, más fuerte de entre los valores
derivados del detector. Si el detector es sin signo, nos quedaremos con los máximos
más fuertes. Además, para evitar que las correspondencias se agrupen únicamente en
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(a) Imagen A (b) Imagen B
Figura 3.2: Ejemplo de detección de puntos sobre el Scale-Space con descripción SIFT.
Únicamente se muestran 100 puntos de interés
una parte del plano de la imagen se ha obligado, mediante el uso de una rejilla, a que
exista mínimo un punto de interés en cada una de las divisiones de la imagen. Esto se
hace con el ﬁn de que la estimación de la matriz fundamental tenga en cuenta toda
la imagen y no solo parte de ella.
Una vez seleccionados los puntos característicos se procedería a su descripción
mediante el descriptor SIFT (Sección 2.3.1). En la Figura 3.2 podemos ver un ejemplo
de los puntos detectados sobre el Scale-Space así como de la orientación dominante
del gradiente en la descripción SIFT. El tamaño del radio de las circunferencias es
equivalente a la escala a la que ha sido detectado el punto de interés.
Por último y como ya se explicó en la Sección 2.4, una vez obtenidos los puntos de
interés y sus descripciones buscamos las correspondencias midiendo el parecido entre
los descriptores de ambas imágenes a partir de la distancia Euclídea existente entre
ellos y seleccionando aquellas correspondencias que resulten en distancias mínimas con
puntos de la otra imagen η veces menores que la segunda menor distancia obtenida.
Como hemos adelantado, y podemos intuir con la Figura 3.2, existen varios pará-
metros de conﬁguración para la búsqueda de correspondencias locales mediante este
método como, por ejemplo, el número de puntos de interés, el número de escalas del
Scale-Space o, incluso, la forma del detector (con signo o sin signo). Por lo tanto, para
generar una estimación inicial adecuada hemos realizado un barrido de los paráme-
tros de conﬁguración, es decir, del número de puntos y del número de escalas, así nos
quedaremos con la conﬁguración que produzca un menor error de F.
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3.2.2. Correspondencias densas
El otro método utilizado para la búsqueda de correspondencias es NRDC debido a
su gran capacidad para encontrar correspondencias densas entre dos imágenes (como
ya se describió en la Sección 2.4.2). En este caso, la búsqueda de correspondencias no
necesita de una detección previa de puntos de interés, sino que NRDC genera unos
mapas de conﬁanza densos mediante los cuales relaciona las imágenes A y B.
En la aproximación diseñada se propone extraer todas las correspondencias cuya
conﬁanza fuese igual a 1 obteniendo así un conjunto elevado de correspondencias. De-
bido al gran tamaño de este conjunto, y con el objetivo de reducir coste computacional
del algoritmo, nos hemos visto obligados a hacer una preselección de correspondencias
antes de estimar la matriz fundamental. Esta preselección se ha realizado calculando
los descriptores DAISY de los puntos correspondientes en ambas imágenes, midiendo
la distancia Euclídea entre ellos y seleccionando las N correspondencias que resultan
en menores distancias.
3.3. Estimación de la matriz fundamental inicial
Una vez obtenidas las correspondencias entre ambas imágenes se procede al cálculo
de una primera estimación de la matriz fundamental. Esta estimación es obtenida
introduciendo dichas correspondencias al algoritmo RANSAC (explicado en la Sección
2.1.3). El resultado de este proceso deriva en la obtención de una matriz fundamental
inicial, que denominaremos F0.
3.4. Reﬁnamiento
Una vez conseguida la matriz fundamental inicial (F0), trataremos de mejorar
dicha estimación por medio de un conjunto de estrategias diseñadas en el transcurso
de este trabajo de ﬁn de grado. En esta sección explicaremos estas técnicas basadas,
principalmente, en el cambio en la descripción de los puntos y en la mejora de las
correspondencias que estimaban inicialmente la matriz fundamental.
3.4.1. Mejora de la descripción
En primer lugar, para este proceso de reﬁnamiento, es necesario elegir un método
de descripción densa de puntos. Hablamos de descripción densa porque las técnicas
de mejora de correspondencias que se explicarán a continuación están basadas en un
análisis exhaustivo de todos los puntos existentes sobre las rectas epipolares o sobre
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las máscaras que rodean dichas rectas, por lo que calcular todos los descriptores de las
imágenes en un solo paso evitará la necesidad de repetir su cálculo. Además, de esta
forma evitamos la inﬂuencia de un detector de singularidades preliminar, que podría
limitar el número de puntos a analizar, examinando así todos los posibles candidatos
a ser coincidentes con el punto inicial.
Los descriptores elegidos son DAISY (explicado en la Sección 2.3.2) y DSIFT que,
como ya veíamos en la Sección 2.3.1, es exactamente igual a SIFT pero desarrollado
para describir una gran cantidad de puntos.
3.4.2. Mejora de las correspondencias
Una vez se disponga de los descriptores densos de las imágenes A y B se pasa a la
mejora de las correspondencias que inicialmente estimaban F0, es decir, las devueltas
por el algoritmo RANSAC tras la fase de búsqueda de correspondencias locales o den-
sas. Para ello hemos implementado tres métodos diferentes basados en la restricción
epipolar que mencionábamos en la Sección 2.1.3 del Estado del Arte:
Dado un punto M, cuya proyección sobre el plano de la imagen A es m, tenemos
que, el punto m' correspondiente a la proyección de M sobre el plano de la imagen
B, deberá estar sobre la línea epipolar l', y viceversa
3.4.2.1. Proyección y Retroproyección
El primero de los métodos implementados, denominado Proyección y retroproyec-
ción, parte del supuesto de que la primera estimación de la matriz fundamental tiene
un error bajo, es decir, es una estimación aceptable pero mejorable. Como vemos
en la Figura 3.3, este método parte de un punto en la imagen A, m, con el cual se
genera la línea epipolar que constriñe sus correspondencias en la imagen B mediante
l′ = F0·m. Una vez hecho esto se analizan las distancias entre el descriptor del punto
en A y los descriptores de los puntos que están sobre la línea epipolar en B ; de este
paso se extrae el punto en B (m′) cuyo descriptor es más parecido (en términos de
distancia Euclídea) al descriptor del punto m. Denominamos a esta etapa: proceso de
proyección.
Por otro lado, el proceso de retroproyección que se muestra en la Figura 3.4, parte
del punto m′ que se extrajo en el proceso de proyección. El número de potenciales
correspondencias am′ en A se constriñe a puntos en la línea epipolar dem′: l = F T0 ·m′.
De entre estas potenciales correspondencias el punto de retroproyección m∗será aquel
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Figura 3.3: Proyección.
Figura 3.4: Retroproyección.
cuya descripción sea más parecida a la del punto m′, siempre en términos de distancia
Euclídea.
Por último, si el punto de retroproyección, m∗, es igual al punto de partida en A,
m, o bien se encuentra dentro del área de vecindad (deﬁnida mediante la Ecuación 3.4)
que establece el radio dado por la escala a la que se detecta dicho punto de partida,
se establecerá que la relación entre el punto inicial y el punto en B es correcta, es
decir, son correspondientes, y por lo tantom y m′ también lo son.
(um∗ − um)2 + (vm∗ − vm)2 ≤ (ψm)2 (3.4)
Mediante este proceso eliminamos correspondencias m←→ m′ incorrectas e intro-
ducimos nuevas correspondencias m∗ ←→ m′. Nótese, que si realizamos este proce-
dimiento de manera iterativa, podríamos generar correspondencias donde ninguno de
los puntos que las compusiesen fuesen parte de la correspondencia inicial: m←→ m′.
En este trabajo, se propone realizar un máximo de dos procesos de proyección con
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Figura 3.5: Búsqueda exhaustiva: proyección con máscara
uno de retroproyección intercalado, es decir, pueden alcanzarse correspondencias de
naturaleza: m∗ ←→ m∗′ siguiendo el procedimiento: proyección →retroproyección
→proyección.
3.4.2.2. Búsqueda exhaustiva mediante máscara
En este segundo método no se tiene en cuenta el paso de retroproyección, es decir,
el punto sobre la imagen B que se encuentre durante la fase de proyección será el que
se asocie como correspondencia al punto de partida.
Para generar una técnica que realmente intente corregir el error de la estimación
inicial de la matriz fundamental, F0, hemos ampliado el área de búsqueda alrede-
dor de la línea epipolar generando una máscara a partir de los radios dados por las
escalas de cada uno de los puntos que caen sobre dicha línea epipolar. Es decir, se
permiten correspondencias fuera de la línea epipolar. Un ejemplo de esta situación
puede observarse en la Figura 3.5. Dado un punto m en la imagen A se construye
una máscara de candidatos potenciales alrededor de su línea epipolar en la imagen B.
El proceso consiste en calcular la distancia entre el descriptor del punto en A y los
descriptores de todos los puntos activados en la máscara sobre B (en la Figura 3.5 el
área de aplicación de la máscara se ilustra por la zona que contiene información de la
imagen) y quedarnos con aquel punto m′ en B cuyo descriptor sea más parecido a m.
3.4.2.3. Combinación
Esta última técnica desarrollada está formada por la combinación de las dos an-
teriores, es decir, se mantiene la búsqueda exhaustiva mediante máscara explicada
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Figura 3.6: Proyección y retroproyección con el uso de la máscara sobre la línea epi-
polar.
anteriormente en 3.4.2.2 y, además, se añade el proceso de retroproyección que deﬁ-
níamos en 3.4.2.1. Es decir, la proyección es igual a la que se muestra en la Figura 3.5
pero, como podemos ver en la Figura 3.6, una vez obtenido el punto m' en B se inicia
la fase de retroproyección con el cálculo de la línea epipolar sobre la imagen A y la
máscara de búsqueda asociada, ampliando así el área de búsqueda de corresponden-
cias no solo en proyección, sino también en retroproyección. En esta técnica también
se permite el procedimiento de doble proyección descrito al ﬁnal de la sección 3.4.2.1.
3.5. Reestimación de la matriz fundamental
La combinación de las técnicas explicadas en la sección anterior genera un nuevo
conjunto de correspondencias con las que se reestima la matriz fundamental. De nuevo,
esta reestimación se apoyará en el algoritmo RANSAC (explicado brevemente en la
Sección 2.1.3) para estimar una nueva matriz fundamental a partir del nuevo conjunto
de correspondencias.
En el Capítulo 5 se evaluará el error producido por la estimación inicial de la
matriz fundamental así como por las reestimaciones alcanzadas después de cada una
de las fases de reﬁnamiento. Permitiendo así comparar las diferentes aproximaciones
para el reﬁnado y veriﬁcando la bondad de sus resultados.
3.6. Rotación y Traslación
Obtenida la matriz fundamental, es decir, la matriz que modela la geometría
epipolar existente entre las imágenes analizadas, podemos extraer las matrices de
proyección, P y P ′, de las cámaras que han capturado dichas imágenes. Esto se hace
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como se ha explicado en el apartado Posición relativa de una cámara respecto de la
otra de la Sección 2.1.3.
3.7. Limitaciones
Cuando el desplazamiento entre las imágenes es muy grande los métodos analiza-
dos para la extracción automática de correspondencias no son, generalmente, capaces
de encontrar un número suﬁciente de correspondencias correctas con las que obtener
una buena estimación inicial de la matriz fundamental. Por eso, y con el ﬁn de poder
analizar las estrategias desarrolladas durante el trabajo ﬁn de grado con indepen-
dencia de la etapa de estimación inicial, se propone diseñar una interfaz de usuario
que permita establecer manualmente las correspondencias con las que se realizará la
primera estimación de la matriz fundamental. Esta interfaz se explica paso a paso y
con todas sus funcionalidades en el siguiente capítulo.
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Capítulo 4
Interfaz gráﬁca de usuario (GUI)
Cuando los desplazamientos entre las imágenes A y B son demasiado grandes
los métodos explicados en las Secciones 3.2 y 3.3 no generan buenas estimaciones
iniciales de la matriz fundamental ya que las correspondencias encontradas entre
ambas imágenes no son, en general, correctas. Para estos casos, y con el ﬁn de probar
el funcionamiento de las técnicas explicadas en la Sección 3.4 con independencia
de la estimación inicial, hemos implementado una interfaz que permita al usuario
seleccionar las correspondencias que considere correctas y oportunas para generar la
estimación inicial de la matriz fundamental. En este capítulo describiremos, paso a
paso, el funcionamiento de dicha interfaz. El aspecto general de la interfaz diseñada se
muestra en la Figura 4.1. Sirva este capítulo como una guía de usuario de la interfaz
implementada.
En primer lugar será necesario abrir las dos imágenes, esto se hace pulsando sobre
los botones 'Seleccionar Imagen A' y 'Seleccionar Imagen B ' que podemos encontrar
señalados con rojo en la parte superior de la interfaz en la Figura 4.2.
En esta misma Figura 4.2, vemos otros dos botones resaltados con el color verde,
con ellos calcularemos la primera estimación de F. Existen para ello dos posibilidades:
1. Pulsar el botón 'Comenzar Estimación Inicial de F ', donde se nos pedirá se-
leccionar sobre la imagen A cinco puntos de test. Una vez hecho, pasará a la
imagen B dónde nos pedirá que establezcamos las correspondencias con los pun-
tos seleccionados anteriormente en A (en el mismo orden de introducción). Estas
correspondencias son guardadas en un archivo .mat con el nombre Correspon-
denciasTEST_carpetaImágenes_nombreIA_nombreIB.mat y serán utilizadas
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Figura 4.1: Interfaz de usuario.
posteriormente para el cálculo de los errores producidos por la matriz funda-
mental. Después de esto, la interfaz nos volverá a solicitar otros 15 puntos
en A y sus respectivas correspondientes sobre B. Estas serán las correspon-
dencias que se introducirán en el algoritmo RANSAC para generar la estima-
ción inicial de F0. Una vez ﬁnalizado este el proceso, se calcularán tanto los
descriptores DAISY como los descriptores DSIFT de las imágenes completas
y se almacenará todo ello en un archivo .mat con el nombre Corresponden-
ciasF0_[carpetaImágenes]_[nombreIA]_[nombreIB].mat.
2. Pulsar sobre el botón 'Abrir Estimación Inicial de F '. Esta opción sólo es posible
si alguna vez se ha hecho la estimación inicial pulsando el botón 'Comenzar
Estimación Inicial de F ' para el dataset analizado, es decir, sólo si tenemos
guardados los archivos .mat anteriores. Pulsando sobre este botón únicamente
cargaremos los parámetros de dichos archivos para que la interfaz trabaje con
ellos sin necesidad de volver a seleccionar las correspondencias manualmente.
Una vez obtenida la estimación inicial de la matriz fundamental podemos probar
las diferentes combinaciones de las técnicas desarrolladas, para ello, únicamente es
necesario seleccionar una de las opciones del panel denominado 'Descripción para la
fase de reﬁnamiento', es decir, DSIFT o DAISY; y una de las opciones del panel 'Mé-
todo de búsqueda de correspondencias para la fase de reﬁnamiento'. Una vez escogidos
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Figura 4.2: Interfaz de usuario: botones de selección de imágenes (rojo), fase de esti-
mación inicial (verde) y fase de reﬁnamiento (azul)
estos parámetros sólo tendríamos que pulsar sobre el botón 'Comenzar Reﬁnamiento
de F ' para iniciar la fase de reestimación. Tanto los paneles, como el botón nombrado
anteriormente podemos encontrarlos resaltados en color azul en la Figura 4.2.
Por último, se procedería al análisis de los resultados pulsando sobre el botón 'Test '
resaltado en color rojo en la Figura 4.3. Estos resultados se basan en la evaluación
de las correspondencias de test sobre la matriz fundamental inicial y sobre la matriz
fundamental ﬁnal, es decir, tras el reﬁnamiento. La evaluación se hace calculando
la media de la distancia entre los puntos de test y las líneas epipolares de las dos
matrices fundamentales, se explicará en detalle en la Sección 5.4.3.
Estos resultados obtenidos pueden observarse sobre los paneles resaltados en ama-
rillo en la derecha de la Figura 4.3. Además tenemos otra forma de ver los resultados
sobre las imágenes (ver de nuevo la Figura 4.3) mediante las líneas epipolares que
producen sobre B ambas matrices fundamentales (inicial y reﬁnada), para ello única-
mente tenemos que pulsar sobre el botón 'Ver Resultados con Líneas Epipolares'.
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Figura 4.3: Interfaz de usuario: botón de test para el cálculo de los errores (rojo),
paneles dónde se muestran los errores obtenidos (amarillo) y botón para visualizar las
líneas epipolares que producen las estimaciones de F (verde).
Capítulo 5
Resultados experimentales
En este capítulo introduciremos el dataset y el código utilizado para la realización
de este trabajo y explicaremos el proceso de evaluación que se ha llevado a cabo así
como las medidas de error diseñadas ya sea a través de información extraída del gound-
truth o sin ella. Posteriormente analizaremos y compararemos las combinaciones de
los diferentes métodos descritos anteriormente en el Capítulo 3.
5.1. Dataset y Código
Principalmente nos hemos centrado en un dataset con ground-truth cuyas imáge-
nes vienen acompañadas de unos archivos de calibración donde podemos encontrar
los parámetros intrínsecos y extrínsecos de las cámaras, así como sus matrices de pro-
yección y, además, unos archivos .dmb que contienen las imágenes de profundidad:
distancia del punto 3D a la cámara que captura cada una de las vistas. Dentro de este
dataset vamos a trabajar durante todo este capítulo sobre las imágenes denominadas
Herzjesu que podemos encontrar en el Apéndice B.
Se han utilizado varias librerías de Matlab de código libre. Para la descripción
SIFT y DSFIT hemos usado el código que se propone en http://www.vlfeat.
org/. Por otro lado, el código de búsqueda de correspondencias densas median-
te NRDC ha sido extraído de http://www.cs.huji.ac.il/~yoavhacohen/
nrdc/ y, por último la descripción DAISY se ha conseguido gracias al código sumi-
nistrado en http://cvlab.epfl.ch/software/daisy. Hay que destacar que
se han mantenido los parámetros por defecto que explican los autores en [12] y [11]
tanto para NRDC como para DAISY, respectivamente. Finalmente, para el cálculo
de las matriz fundamental a partir de las matrices de proyección y para el proce-
dimiento inverso, es decir, la obtención de las matrices de proyección a partir de la
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matriz fundamental se ha utilizado el código suministrado por los autores de [5] en
https://www.robots.ox.ac.uk/~vgg/hzbook/.
5.2. Procedimiento de evaluación
El dataset utilizado se compone de un total de 7 imágenes. La primera de ellas
(0000.jpg) la utilizaremos como imagen de referencia durante todos los experimentos
y será comparada con el resto de imágenes del dataset. Como se puede ver en el
Apéndice B cada una de las imágenes representa una vista más alejada de la imagen
de referencia.
El procedimiento de evaluación tiene una fase previa donde se mide el error de
la estimación inicial de la matriz fundamental para diferentes parámetros de conﬁgu-
ración (número de escalas y /o número de puntos en función del método utilizado).
Realizada esta fase, se selecciona la mejor de las estimaciones anteriores, de esta for-
ma se consigue trabajar con la misma estimación inicial para todas las combinaciones
posibles de las técnicas diseñadas para el reﬁnamiento, haciendo así más sencilla y
ﬁable la comparación posterior.
Una vez elegida la estimación inicial de la matriz fundamental, se procederá a
medir la ganancia o pérdida de error que producen las diferentes combinaciones de
las técnicas de reﬁnamiento con respecto al error asociado a la estimación inicial. Para
ello hay que obtener el error que deriva de la fase de reﬁnamiento.
5.3. Extracción de la información de Ground-truth
Para generar medidas de error correctas nos hemos ayudado de la información
real que contiene el dataset, es decir, de su ground-truth. Como ya adelantábamos en
la Sección 5.1, cada una de las imágenes viene acompañada de un archivo .dbm con
información de profundidad y otro archivo de calibración que contiene, entre otras
cosas, los parámetros intrínsecos y extrínsecos de las cámaras que han capturado la
imágenes así como sus matrices de proyección.
A partir de las matrices de proyección reales de las dos vistas bajo análisis, extraí-
das de los archivos de calibración, calculamos la matriz fundamental real (Freal) que
deﬁne la geometría epipolar mediante el procedimiento descrito en [5]. Esta matriz
fundamental real nos servirá para medir la bondad de las correspondencias encontra-
das entre las dos imágenes (Sección 5.4.1).
Por otro lado, tanto las matrices de proyección obtenidas del archivo de calibración
como las imágenes de profundidad serán utilizadas para generar una medida de error
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Figura 5.1: Extracción de los mapas de error de F.
que establezca la bondad de las matrices fundamentales estimadas. Como se muestra
en la Figura 5.1, partimos de los puntos de la imagen A y, con la información de
profundidad y un sencillo cambio de coordenadas mediante los parámetros extrínsecos
de la matriz de proyección de la cámara que captura la imagen A, obtenemos los
puntos del espacio que fueron capturados por la cámara. El siguiente paso, paso 2 en
la Figura 5.1, sería obtener el lugar exacto donde deberían proyectarse estos puntos
del espacio sobre la imagen B. De nuevo, esto se consigue con la ayuda de la matriz
de proyección de la cámara B. Una vez hecho esto tendríamos la posición real de las
proyecciones de todos los puntos de la imagen A sobre la imagen B.
Este proceso puede formularse de la siguiente manera. Sea λ la información de
profundidad asociada al punto 2D mreal. El punto 3D P−1se obtiene en el paso 1:
M = λ[P (., 4)]−1mreal − [P (., 4)]−1P (., 1, 2, 3) (5.1)
, donde P (., j) es la submatriz resultante de eliminar la columna j y [P ]−1es la
inversa de la matriz P .
A partir del punto 3D M , su proyección en la otra imagen: m′real se obtiene en el
paso 2 como:
m′real = P
′M (5.2)
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5.4. Medidas de error
Se han diseñado tres medidas de error diferentes. Dos de ellas se apoyan en el
ground-truth: una para evaluar la bondad de las correspondencias y otra para medir
la precisión en la estimación de la matriz fundamental. La tercera métrica de error es
extraída a partir de unas correspondencias de test elegidas por el usuario mediante la
GUI descrita en el Capítulo 4.
5.4.1. Error de las correspondencias con Ground-Truth
A partir de la matriz fundamental real, Freal, procederíamos al cálculo del error
de las correspondencias mediante la ecuación que deﬁne la distancia entre punto y
recta. La distancia derivada de dicha ecuación estaría medida en pixeles.
En primer lugar se obtiene el error de proyección partiendo de los puntos en A de
las correspondencias a evaluar, generando sus líneas epipolares sobre la imagen B con
ayuda de la matriz fundamental real extraída del ground-truth mediante la Ecuación
2.12 y calculando la distancia entre estas rectas y los puntos en B de las correspon-
dencias. Por lo tanto, si partimos de un punto en A (m) cuya correspondencia es el
punto m′ sobre la imagen B, las operaciones serían las siguientes:
l′real = Freal·m (5.3)
d(l′real,m
′) =
|l′real,a·u′ + l′real,b·v′ + l′real,c|√
(l′real,a)2 + (l
′
real,b)
2
(5.4)
Donde l′real,a, l
′
real,b y l
′
real,c son los valores que deﬁnen la ecuación general de la
línea epipolar sobre la imagen B ; y u′ y v′ son las coordenadas que deﬁnen m′.
De la misma forma, se procedería al cálculo del error de retroproyección. La única
diferencia entre ambos es que esta vez partiríamos del punto de la correspondencia que
se encuentra sobre la imagen B. Es decir, siendo un punto m′ en la imagen B, se genera
la línea epipolar correspondiente sobre A mediante lreal = F Treal·m′, calculando con
ello la distancia entre el punto de la correspondencia en A (m) y dicha línea epipolar
mediante la Ecuación 5.4.
Esto se haría para todas y cada una de las correspondencias bajo análisis. Por
último, y con la ﬁnalidad de quedarnos con una única cifra, obtendríamos la media
del error entre correspondencias:
ε(m′,m|Freal) = d(l
′
real,m
′) + d(lreal,m)
2
(5.5)
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Si se desea obtener una medida global del error para un conjunto de N correspon-
dencias Π = {mi ←→ m′i, i[1, N ]}, puede calcularse el error promedio del conjunto:
ε(Π|Freal) = 1
N
N∑
i
ε(m′i,mi|Freal) (5.6)
5.4.2. Error de la matriz fundamental usando información de Ground-
Truth
En este caso se medirá el error de la matriz fundamental partiendo de las posiciones
reales de las proyecciones de todos los puntos de la imagen A sobre la imagen B que
fueron calculadas con ayuda del ground-truth (Sección 5.3) siguiendo los pasos de la
Figura 5.1. Una vez obtenidas estas proyecciones reales Πreal = {mreal ←→ m′real} se
podría calcular el error de la matriz fundamental obtenida (Ff ) entre la proyección
real en B (m′real) y las líneas epipolares generadas a partir de Ff de un punto en A
mreal mediante la ecuación:
ε(Ff |mreal) = d(l′f ,m′real) (5.7)
Si analizamos el error para todos los píxeles de la imagen, es posible generar un mapa
de error para Ff como el que podemos ver en la Figura 5.2.
Por otro lado, para suministrar una medida global de la calidad de la estimación
realizada, se propone introducir una medida de error medio para cada estimación
de Ff . Para ello, simplemente promediamos los errores obtenidos para el número de
correspondencias analizadas (N):
ε(Ff |Πreal) = 1
N
N∑
i
ε(Ff |mreal,i) (5.8)
.
5.4.3. Error de las correspondencias sin utilizar información de Ground-
Truth
En el caso en el que se desee analizar el comportamiento de las técnicas diseñadas
sobre datasets que no incluyan información de ground-truth, se puede realizar una
evaluación de las correspondencias utilizando información suministrada por el usuario.
Para estos casos, el usuario debe introducir manualmente un número determi-
nado de correspondencias correctas, denominadas correspondencias de test (Πtest =
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Figura 5.2: Ejemplo de mapa de distribución del error de la matriz fundamental.
{mtest ←→ m′test}). A partir de ellas, y con las estimaciones de la matriz fundamental
cuya bondad queremos medir (Ff ), obtenemos sus líneas epipolares (l′f , y lf ,) sobre
las imágenes, y calculamos el error de Ff a partir de la información suministrada por
el usuario es decir, para un punto de test (mtest):
ε(Ff |mtest) = d(l′f ,m′test) (5.9)
, la interfaz también permite medir el error obtenido en la retroproyección, si-
guiendo simplemente:
ε(Ff |m′test) = d(lf ,mtest) (5.10)
Siguiendo el esquema de las secciones anteriores, para calcular una medida de error
global en este caso simplemente promediamos el error de todas las correspondencias
analizadas, para la proyección:
ε(Ff |Πtest) = 1
N
N∑
i
ε(Ff |mtest,i) (5.11)
y, para la retroproyección:
ε(Ff |Π−1test) =
1
N
N∑
i
ε(Ff |m′test,i) (5.12)
Nótese que este error sólo se calculará en el análisis de los resultados obtenidos
con la GUI descrita en el Capítulo 4.
5.5. ANÁLISIS DE RESULTADOS 45
5.5. Análisis de resultados
Una vez que hemos explicado cómo medimos la bondad de nuestras estimaciones
podemos pasar a analizar y comparar las diferentes técnicas implementadas. Las tablas
de datos de los gráﬁcos que se manejarán en esta sección pueden encontrarse en el
Apéndice C.
5.5.1. Análisis de F0 a partir de la búsqueda de correspondencias
iniciales
En primer lugar, es necesario aclarar que el algoritmo con el que se realizan las
estimaciones de la matriz fundamental, es decir, RANSAC, es de naturaleza no de-
terminista, por lo tanto si introducimos las mismas correspondencias (número y na-
turaleza) dos veces el resultado obtenido puede ser diferente. Por este motivo y para
aislar el funcionamiento del algoritmo de este factor de incertidumbre se ha calculado
la estimación inicial de la matriz fundamental, F0, una única vez y se ha almacenado
en un archivo .mat para su uso en las siguientes secciones.
F0 basada en búsqueda de correspondencias locales
Como adelantábamos en la Sección 3.2.1, cuando utilizamos el método de búsque-
da de correspondencias locales para la estimación inicial de la matriz fundamental,
realizamos un barrido de los posibles parámetros de conﬁguración, en este caso úni-
camente el número de puntos (N ) y el número de escalas (nsc) debido a que la forma
del detector se ha ﬁjado a detector con signo. Con cada una de las conﬁguraciones se
obtiene una estimación inicial de la matriz fundamental mediante RANSAC para la
cual se calcula y almacena su error. Posteriormente, utilizaremos aquella conﬁguración
cuya matriz fundamental presente menor error medio entre todas las correspondencias
clasiﬁcadas por RANSAC como inliers (NRANSAC), es decir, a las utilizadas para la
estimación de F0. Introduciendo estos parámetros en la Ecuación 5.8 se obtiene:
ε(F0|Πreal) = 1
NRANSAC
NRANSAC∑
i
ε(F0|mreal,i) (5.13)
En la Tabla 5.1 se muestra un ejemplo de este proceso de estimación inicial barrien-
do ambos parámetros para un par de imágenes, los resultados obtenidos, siguiendo el
mismo proceso, para el resto de imágenes analizadas, se incluyen en el Apéndice C.
En la Tabla 5.1, se representa el número de puntos en las columnas y el número de
escalas en las ﬁlas. La matriz fundamental con menor error la encontramos resaltada
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Tabla 5.1: Búsqueda automática de correspondencias locales y matriz fundamental
asociada: barrido de los parámetros de conﬁguración y error medio ε(F0) resultante
para cada conﬁguración analizada.
en rojo y se corresponde con la conﬁguración nsc = 50 y N = 1500 (para este caso
particular resulta NRANSAC = 475 como se puede ver en la Tabla 5.2).
Realizamos este proceso para cada par de imágenes del dataset Herzjesu, mante-
niendo la imagen 0000 como la de referencia, y los resultados obtenidos los podemos
ver en la Tabla 5.2. En esta tabla también se ha incluido el error medio entre las
correspondencias que RANSAC clasiﬁca como inliers, es decir, aquellas que han sido
utilizadas para la estimación de F0. Este error (en la tercera ﬁla de la Tabla 5.2), se
mide respecto a la matriz fundamental real, es decir, es el promedio resultante de me-
dir el error deﬁnido en la Ecuación 5.6 para las NRANSAC correspondencias (segunda
ﬁla de la Tabla 5.2). Introduciendo estos parámetros en la Ecuación 5.6, obtenemos:
ε(Π|Freal) = 1
NRANSAC
NRANSAC∑
i
ε(m′i,mi|Freal) (5.14)
F0 basada en búsqueda de correspondencias densas
Mostraremos ahora la tabla de resultados que deriva de la obtención de la matriz
fundamental a partir de la búsqueda inicial de correspondencias densas mediante de
NRDC. Recordamos que en este caso se ha hecho una preselección de N = 3000 co-
rrespondencias sobre el conjunto de aquellas que tenían máxima conﬁanza con el ﬁn de
reducir el coste computacional. Es decir, para este caso no se realiza un barrido de los
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Tabla 5.2: Mejor estimación de F0 para cada par de imágenes a partir de búsqueda
automática de correspondencias locales. Incluyendo: la escala óptima de extracción
(nsc), el número de inliers devuelto por RANSAC (NRANSAC), el error medio aso-
ciado para la matriz fundamental estimada y para las correspondencias utilizadas para
su estimación.
parámetros. Los resultados obtenidos después de este proceso de preselección se mues-
tran sobre la Tabla 5.3. Nótese, que el número ﬁnal de correspondencias NRANSAC
puede ser menor que el deseado (N), puesto que sólo se contemplan las que el algo-
ritmo RANSAC clasiﬁca como inliers.
Tabla 5.3: Resultados de F0 a partir de búsqueda de correspondencias densas después
de la preselección de correspondencias. Incluyendo: el número de inliers devuelto por
RANSAC (primera ﬁla), el error medio asociado para la matriz fundamental estimada
(tercera ﬁla) y para las correspondencias utilizadas para su estimación (segunda ﬁla).
Comparación de las dos formas diferentes de obtener F0
Podemos comparar los resultados de la matriz fundamental obtenidos mediante
el uso de búsqueda de correspondencias locales o densas. A través del gráﬁco de la
Figura 5.3, observamos que, a excepción del análisis de la imagen de referencia con las
imágenes 0002 y 0003, el método SIFT obtiene mejores resultados que la preselección
de correspondencias NRDC.
Como veremos a continuación, cuando los errores de la estimación inicial se dis-
paran será complicado obtener una mejora signiﬁcativa de la matriz fundamental.
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Figura 5.3: Comparativa de los dos métodos de estimación inicial: locales (SIFT) y
globales (NRDC)
5.5.2. Análisis de F tras el reﬁnamiento
En la sección anterior comparábamos los dos métodos iniciales de búsqueda de
correspondencias para la estimación de la matriz fundamental, ahora podremos com-
parar las diferentes técnicas diseñadas para una posible mejora de esa primera esti-
mación de la matriz fundamental.
Resultados derivados de las técnicas de reﬁnamiento desarrolladas para la
mejora de las correspondencias.
Error global
Empezaremos comparando las tres técnicas vistas en la Sección 3.4.2 para la me-
jora de las correspondencias iniciales, para ello ﬁjamos tanto el método elegido para
la estimación inicial F0, como el tipo de descriptor elegido para la fase de reﬁna-
miento. Por ejemplo, en el caso de la Figura 5.4, en la cual el error producido por
la estimación inicial queda ocluido bajo el producido por el método de proyección y
retroproyección, partimos de la estimación inicial obtenida mediante la búsqueda de
correspondencias locales y observamos los errores globales ε(Ff ) que se producen tras
la fase de reﬁnamiento mediante las diferentes técnicas diseñadas.
Veamos ahora, con ayuda de la Figura 5.5, los resultados que se producen cuando
partimos de la estimación inicial F0, derivada de la búsqueda de correspondencias
densas mediante NRDC, donde una vez más el error de la estimación inicial queda
ocluido en la primera gráﬁca por el de proyección y retroproyección. Si queremos ver
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Figura 5.4: Comparación de las técnicas de búsqueda de nuevas correspondencias a
partir de la estimación inicial obtenida mediante correspondencias locales (SIFT).
Figura 5.5: Comparación de las técnicas de búsqueda de nuevas correspondencias a
partir de la estimación inicial mediante correspondencias densas (NRDC).
los resultados en tablas, debemos ir al Apéndice C dónde numéricamente serán más
claros.
Distribución del error en la imagen
Los números que vemos en los gráﬁcos anteriores y en sus correspondientes ta-
blas (Apéndice C) proceden de la media extraída del mapa de error de la matriz
fundamental.
Si el objetivo es analizar las áreas de la imagen para las cuales los métodos anali-
zados fallan (o tienen éxito), la distribución del error producido por las estimaciones
de la matriz fundamental puede verse creando los mapas de distribución del error
para cada de estos métodos a partir de la Ecuación 5.7 aplicada para todos los píxeles
de la imagen referencia.
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Figura 5.6: Mapas de error utilizando búsqueda de correspondencias locales para la
estimación inicial F0.
Las Figuras 5.6 y 5.7 muestran los mapas de error obtenidos para todas las posibles
combinaciones de la fase de reﬁnamiento. La nomenclatura utilizada para referirnos
a estas combinaciones es Fi,j , donde i = 1, 2 (siendo i = 2 mejora en la descripción
mediante DAISY y i = 2 mediante DSIFT) y j = 1, 2, 3 (siendo j = 1 mejora en la
búsqueda de correspondencias mediante proyección y retroproyección, j = 2 mediante
búsqueda exhaustiva y j = 3 mediante combinación de las técnicas anteriores).
Los mapas de error de las Figuras 5.6 y 5.7 han sido obtenidos normalizando
respecto al máximo error de la estimación inicial F0 de la cual parte cada reﬁnamiento
y el mapa de color utilizado se encuentra en la Figura 5.8.
Resultados derivados de las técnicas desarrolladas para la mejora en la
descripción de las imágenes.
En este apartado se suministra una medida global del error introducido por cada
uno de los métodos utilizados para describir los puntos de la imagen, para poder así
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Figura 5.7: Mapas de error utilizando búsqueda de correspondencias densas para la
estimación inicial F0.
Figura 5.8: Leyenda de color.
evaluar cuál de los métodos de descripción es el más adecuado para cada método de
estimación inicial y reﬁnamiento diseñado.
Como podemos ver en las Figura 5.9, 5.10 y 5.11, para poder comparar el fun-
cionamiento aislado de los descriptores DSIFT y DAISY ﬁjaremos tanto el método
utilizado para la búsqueda de correspondencias que producen la estimación inicial
de la matriz fundamental como el método de búsqueda de correspondencias escogido
para la fase de reﬁnamiento pero, en este caso, trabajaremos sobre el error global en
las correspondencias (Ecuación 5.6), que es el más afectado por la elección de uno u
otro descriptor. De nuevo, las tablas utilizadas para hacer los gráﬁcos se presentan en
el Apéndice C.
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Figura 5.9: Errores en las correspondencias analizando la técnica de Proyección y
Retroproyección.
Figura 5.10: Errores en las correspondencias analizando la técnica de Búsqueda Ex-
haustiva.
Figura 5.11: Errores en las correspondencias analizando la técnica que combina los
métodos de Proyección y Retroproyección y Búsqueda Exhaustiva.
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Tabla 5.4: Estimación inicial de F mediante correspondencias manuales.
Tabla 5.5: Reﬁnamiento de correspondencias manuales: Descriptor DSIFT.
Resultados derivados del uso de la interfaz de usuario.
Como ya se explicaba en el Capítulo 4, hemos implementado una interfaz para
que el usuario pueda seleccionar a mano las correspondencias iniciales que se usarán
para la estimación inicial de la matriz fundamental.
En primer lugar se seleccionan las imágenes a analizar y N = 5 correspondencias
de test de las cuales derivarán los resultados. .
Inicialmente analizaremos la bondad de la estimación inicial de la matriz funda-
mental F0, promediando las distancias de las correspondencias de test a las líneas
epipolares que ésta produce mediante las Ecuaciones 5.11 (proyección) y 5.12 (retro-
proyección). Los resultados de este procedimiento se incluyen en la Tabla 5.4.
Por otro lado, se propone medir el error global cometido para cada una de las
matrices fundamentales reﬁnadas Ff obtenidas con cada una de las técnicas diseñadas
y cada uno de los métodos de descripción evaluados. Para ello aplicamos de nuevo las
Ecuaciones 5.11 (proyección) y 5.12 (retroproyección) para cada matriz fundamental.
Los resultados obtenidos se incluyen en la Tabla 5.6.
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Tabla 5.6: Reﬁnamiento de correspondencias manuales: Descriptor DAISY.
5.6. Estimación de la posición de una cámara respecto de
otra
Finalmente, evaluaremos la capacidad de estimar la posición de una cámara res-
pecto de la otra a partir de las matrices fundamentales obtenidas con cada método
descrito. Para ello, realizaremos el proceso de obtención de las matrices de rotación
y traslación descritos en la Sección 2.1.3.
Las Figuras 5.12 y 5.13 comparan el error cometido en cada estimación de la tras-
lación y las Figuras 5.14 y 5.15 el error de las estimaciones de las matrices de rotación
para cada método analizado. Dichas tablas siguen la nomenclatura Fi,j deﬁnida en el
análisis de los mapas de distribución del error de Ff .
El error se mide respecto al vector de traslación
−→
t real y la matrices de rotación
Rreal entre cada par de imágenes. En particular, sea Ff la estimación de la matriz
fundamental analizada y
−→
t f y Rf ses vectores de traslación y matriz de rotación
asociados, el error cometido en la estimación de la traslación se mide mediante la
norma L2 como:
ε(
−→
t real,
−→
t f ) =
∥∥∥−→t real −−→t f∥∥∥
2
(5.15)
y el error en la estimación de la matriz de rotación, por medio de la norma de
Frobenius:
ε(Rreal, Rf ) = ‖Rreal −Rf‖fro (5.16)
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Figura 5.12: Error de los vectores de traslación para una fase de estimación inicial
mediante correspondencias densas.
Figura 5.13: Error de los vectores de traslación para una fase de estimación inicial
mediante correspondencias locales.
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Figura 5.14: Error de los vectores de rotación para una fase de estimación inicial
mediante correspondencias densas.
Figura 5.15: Error de los vectores de rotación para una fase de estimación inicial
mediante correspondencias locales.
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5.7. Evaluación de resultados
A la vista de las tablas y gráﬁcos anteriores podemos evaluar tanto las estimaciones
iniciales obtenidas mediante la búsqueda de correspondencias locales o densas, como
cada una de las técnicas diseñadas durante el transcurso del trabajo de ﬁn de grado.
En cuanto a las estimaciones iniciales de F, y como podemos ver en las Tablas 5.2,
5.3 y en la Figura 5.3, dichas matrices fundamentales generadas por ambos métodos
de búsqueda de correspondencias iniciales producen unos errores mayores conforme
la separación entre las vistas aumenta. Esto se debe a que los descriptores elegidos
para esta fase no son lo suﬁcientemente robustos a las cambios existentes entre las
imágenes cuando la distancia entre las cámaras que las capturan es elevada.
Generalmente, y como podemos ver con ayuda de los gráﬁcos de las Figuras 5.4
(Tablas C.11 y C.12) y 5.5 (Tablas C.13 y C.14), las técnicas de reﬁnamiento que
parten de estimaciones iniciales de la matriz fundamental obtenidas mediante corres-
pondencias locales producen mejoras más signiﬁcativas. En cambio, las derivadas de la
búsqueda de correspondencias densas, generan mejoras insigniﬁcantes o, incluso, pro-
ducen peores resultados. Esto puede atribuirse a que el conjunto de correspondencias
densas no procede de una fase previa de detección singuladidad de puntos de interés
sino de la extracción de unos mapas de conﬁanza y, por lo tanto, los puntos de las
correspondencias pueden no tener ninguna característica que les diferencie del resto
de puntos. Esto queda reﬂejado en su descripción y, a la hora de buscar corresponden-
cias mediante alguna de las técnicas diseñadas para su mejora, no encontraremos un
descriptor que genere una distancia de correspondencia (Ecuación 2.25 de la Sección
2.4.1) que sea, el menos, η veces menor que la obtenida para cualquier otro punto.
Lo mismo ocurre cuando el usuario selecciona manualmente las correspondencias que
estimarán la matriz fundamental inicial mediante la interfaz de usuario descrita en el
Capítulo 4.
Pasemos a hablar ahora de las descripciones que producen DAISY y DSIFT como
posibles opciones de la fase de mejora en la descripción de los puntos de las imágenes.
Si observamos las Figuras 5.9, 5.10 y 5.11 vemos que, para los mismos escenarios,
DAISY generalmente obtiene menores errores en las correspondencias. Por lo que
podríamos concluir que es preferible la elección de DAISY frente a DSIFT.
Analicemos los resultados derivados de cada una de las técnicas diseñadas para la
fase de mejora de correspondencias, de nuevo, con ayuda de los gráﬁcos de las Figuras
5.4 y 5.5 y sus respectivas tablas en el Apéndice C. Es fácil ver que, generalmente,
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la técnica de búsqueda exhaustiva es la que produce mejoras más pequeñas o incluso
llega obtener errores mayores a los de la estimación inicial. Esto puede atribuirse a
que este método carece de fase de retroproyección. Por otro lado, es lógico intuir el
motivo por el cual el método de proyección y retroproyección obtiene resultados pa-
recidos al de la estimación inicial de F, esto puede deberse a que trabaja únicamente
buscando correspondencias sobre la línea epipolar inicial, por lo que no nos desviare-
mos en exceso de dicha aproximación. En cuanto al método que combina proyección y
retroproyección con búsqueda exhaustiva se puede concluir que si los descriptores son
suﬁcientemente robustos a los cambios existentes entre las imágenes será el método
que mayor mejora pueda producir.
No sólo hay que tener en cuenta los resultados que se muestran en los gráﬁcos 5.4
y 5.5, puesto que han sido generados calculando la media de error de Ff mediante
la Ecuación 5.8, sino que también es necesario entender y comparar la distribución
de dicho error mediante las Figuras 5.6 y 5.7. Estas Figuras apoyan las conclusiones
extraídas en el apartado anterior donde, por ejemplo, podemos ver como la búsqueda
exhaustiva produce, además de peores medias de error, peores distribuciones.
Por último, se han evaluado los errores de las matrices de rotación y de los vec-
tores de traslación extraídas de cada una de las estimaciones de F obtenidas. De los
gráﬁcos de la Figura 5.12, donde la estimación inicial se realiza mediante búsqueda de
correspondencias densas, se puede concluir que las estimaciones iniciales y las mejoras
desarrolladas con respecto a dichas estimaciones producen vectores de traslación co-
rrectos cuando el desplazamiento entre imágenes no es muy grande. En cambio, en la
Figura 5.13, donde la estimación inicial se realiza mediante búsqueda de corresponden-
cias locales, esto no se cumple (salvo para el primer par de imágenes). Si analizamos
las matrices de rotación mediante las Figuras 5.14 y 5.15 vemos, que para ambos
métodos de búsqueda de correspondencias iniciales, las diferentes combinaciones de
técnicas de reﬁnamiento normalmente generan mejoras o mantienen las iniciales. A
modo de conclusión de este último párrafo, establecemos que la búsqueda de corres-
pondencias densas para las estimaciones iniciales de F produce mejores resultados
en cuanto a la obtención de los parámetros extrínsecos de las cámaras, que cuando
se calculan las estimaciones iniciales de F mediante búsqueda de correspondencias
locales.
Las conclusiones generales que pueden ser extraídas de este análisis de resultados
son las siguientes:
SIFT a pesar de tener un error global menor o similar el de NRDC produce
peores estimaciones de F0 atendiendo a la distribución del error.
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DAISY parece ser mejor que DSIFT en la descripción de puntos de interés.
Las técnicas para el reﬁnamiento mejoran el error global de las estimaciones
iniciales de F que parten de correspondencias locales en mayor medida que
aquellas que parten de correspondencias densas (obtenidas mediante NRDC).
Esto es lógico ya que las estimaciones dependientes de correspondencias locales
son algo peores y por tanto tienen un margen mayor de mejora.
Ni las estimaciones iniciales, ni las fases de reﬁnamiento tienen éxito en situa-
ciones de grandes desplazamientos.
La GUI esta diseñada para hacer frente a situaciones de grandes desplazamiento
donde, además, las técnicas de reﬁnamiento mejoran sensiblemente la estimación
inicial.
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Capítulo 6
Conclusiones y trabajo futuro.
6.1. Conclusiones.
Este trabajo tenía como objetivo la obtención de técnicas que consiguieran una
estimación de la matriz fundamental que englobara las restricciones establecidas por
la geometría epipolar existente entre dos vistas de una misma escena. A partir de
dicha estimación se podría obtener la posición de una de las cámaras con respecto
de la otra, consiguiendo con esto una calibración externa de las cámaras de forma
automática, es decir, sin necesidad de patrones.
Para cumplir este objetivo se ha realizado un estudio del estado del arte de dife-
rentes formas de extracción de correspondencias entre dos imágenes: detectores sobre
el Scale-Space, descriptores SIFT-DSIFT y DAISY y la obtención directa de corres-
pondencias mediante NRDC. También se ha hecho un estudio previo de conceptos
básicos necesarios para comprender el proceso de captura de imágenes así como la
geometría epipolar que relaciona dos vistas de una misma escena.
A partir de la detección de puntos sobre el Scale-Space y la descripción de los
mismos mediante SIFT o directamente mediante NRDC, se han extraído correspon-
dencias entre dos imágenes con el ﬁn de generar, mediante RANSAC, una estimación
inicial de la matriz fundamental.
Posteriormente, se ha implementado una segunda fase que contiene diferentes téc-
nicas que tienen como objetivo intentar mejorar dicha estimación inicial. Esta segunda
fase se compone de un primer proceso de descripción de las imágenes completas a tra-
vés de DSIFT o DAISY y un segundo proceso que trata de mejorar las corresponden-
cias de la primera estimación a partir de la geometría epipolar derivada de la matriz
fundamental inicial. Este segundo proceso se compone de tres técnicas denominadas:
proyección y retroproyección, búsqueda exhaustiva y combinación de ambas.
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Se han calculado los errores producidos por las dos fases en las que se divide el
trabajo, se han comparado las diferentes técnicas y, además, se ha implementado una
interfaz de usuario para los casos en los que no se consigue generar una buena esti-
mación inicial de la matriz fundamental. Dicho demostrador solicitará que el usuario
introduzca cierto número de correspondencias manualmente para poder realizar un
cálculo correcto de la matriz fundamental.
Aunque el rendimiento de las técnicas de mejora desarrolladas depende de la
estimación inicial de la matriz fundamental extraída mediante técnicas conocidas y
no deriva en mejoras signiﬁcativas de dicha estimación inicial, podemos decir que se
han cumplido los objetivos establecidos al comienzo del proyecto. Los resultados no
son los esperados debido a que los descriptores utilizados no son lo suﬁcientemente
robustos a cambios de vista tan signiﬁcativos como los tratados en este trabajo.
Ahora, conociendo las limitaciones encontradas durante el desarrollo del trabajo
de ﬁn de grado, podemos establecer diversas líneas de trabajo futuro que podrían
establecer mejoras mayores de las estimaciones iniciales de la matriz fundamental
6.2. Trabajo futuro.
A partir de los resultados obtenidos y del estudio previo hecho antes del comienzo
del trabajo, podemos establecer diversas líneas de trabajo futuro.
En primer lugar, en las tablas del Apéndice C encontramos numerosas mejoras
en los resultados sobre las estimaciones iniciales de F que, a veces, y debido a que
los errores de esas primeras estimaciones son muy grandes, se quedan cortos para la
obtención de un resultado decente. Por lo que una posible línea de trabajo futuro sería
simplemente partir de un mayor número de correspondencias para la obtención de la
matriz fundamental inicial y realizar el proceso de reﬁnamiento de forma iterativa
hasta que se dejen de obtener mejoras.
Por otro lado, sería interesante probar las técnicas de mejora implementadas con
diferentes detectores y descriptores de puntos de interés para la búsqueda de co-
rrespondencias iniciales, puesto que, cuánto mejores sean dichas correspondencias,
mayores mejoras podrán conseguirse a la hora del reﬁnamiento. De la misma forma,
podríamos probar con diferentes algoritmos para la estimación robusta de F a partir
de correspondencias y quedarnos con aquel que produzca unas matrices fundamenta-
les con menor error. El objetivo de estas dos líneas de trabajo futuro sería la obtención
de una matriz fundamental inicial con menor error posible.
Por último, a la hora de mejorar las correspondencias iniciales mediante los tres
métodos desarrollados durante el transcurso del trabajo (proyección y retroproyec-
6.2. TRABAJO FUTURO. 63
ción, búsqueda exhaustiva y combinación de las anteriores), podríamos establecer
una búsqueda de correspondencias que no sólo tuviera en cuenta la descripción de los
puntos bajo análisis sino también la de sus vecinos.
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Apéndice A
Transformaciones para el cálculo
de P
Conversión de las coordenadas de la cámara (xc, yc, zc) a las del plano
de la imagen (u, v):
Se trata de un cambio de 3 a 2 dimensiones. Ayudándonos de la geometría pro-
yectiva podemos relacionar estas coordenadas fácilmente mediante triangulación, ob-
teniendo:
f
zc
=
u
xc
=
v
yc
(A.1)
O de forma equivalente:
u = f ·xc
zc
v = f ·yc
zc
(A.2)
Podemos escribir esto matricialmente como sigue:
[
u
v
]
=
f
zc
[
xc
yc
]
(A.3)
Por último, pasamos a coordenadas homogéneas:
 UV
S
 =
 f 0 0 00 f 0 0
0 0 1 0
 ·

Xc
Yc
Zc
1
 (A.4)
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Conversión de las coordenadas del plano de la imagen (u, v) al sistema
de coordenadas normalizadas de la imagen (un, vn):
Figura A.1: Cambio del sistema de coordenadas de la imagen al sistema de coordenadas
normalizado [4].
El sistema de coordenadas (u, v) está centrado en el punto c, cuyas coordenadas son
(u0, v0), donde intersecan el eje óptico con el plano de la imagen y tiene unidades
iguales sobre ambos ejes. En este caso, transformaremos este sistema de coordenadas
a otro con centro en cn, normalmente las dimensiones sobre los nuevos ejes son de-
siguales. Podemos hacerlo sumando vectorialmente a m la posición de c respecto a cn
como se muestra en la Figura A.1.
Debido a este cambio, las coordenadas dejan de expresarse en milímetros y pasan a
expresarse en píxeles, para ello es necesario utilizar los factores de conversión:
un = du·u+ u0 vn = dv·v + v0 (A.5)
Podemos expresar este cambio en forma matricial como sigue:
 unvn
1
 =
 du 0 u00 dv v0
0 0 1
 ·
 uv
1
 (A.6)
Con estos dos primeros pasos hemos construido la matriz de parámetros intrínsecos,
que en adelante denominaremos K. De esta forma relacionamos el punto M c, cuyo
sistema de coordenadas es el referido a la cámara (Xc, Yc, Zc), con el puntomn referido
a las coordenadas normalizadas de la imagen. De nuevo expresamos esto en forma
matricial y con coordenadas homogéneas:
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 UnVn
Sn
 =
 f ·du 0 u0 00 f ·dv v0 0
0 0 1 0
 ·

Xc
Yc
Zc
1
 mn = K·Mc (A.7)
Únicamente sería necesario un último paso ya que el sistema de coordenadas de
la cámara (Xc, Yc, Zc) no suele coincidir con el sistema de coordenadas del mundo
(X,Y, Z), este paso se explica en la Sección 2.1.2.
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Apéndice B
Imágenes evaluadas
En este Apéndice únicamente mostraremos las imágenes utilizadas para que el lec-
tor pueda hacerse una idea del incremento de la distancia entre vistas comparándolas
entre sí.
Figura B.1: Imágenes a analizar. La primera de las imágenes será la utilizada como
referencia, es decir, estará en todos los análisis.
71
72 APÉNDICE B. IMÁGENES EVALUADAS
Apéndice C
Tablas de resultados
Utilizaremos este Apéndice para mostrar todas y cada una de las tablas de resul-
tados obtenidas en el análisis de las imágenes Herzjesu extraídas de http://cvlab.
epfl.ch/software/daisy.
C.1. Estimación inicial SIFT
Aquí se mostrarán las tablas de resultados que se han obtenido realizando el
barrido de los parámetros de conﬁguración (número de puntos y número de escalas).
Tabla C.1: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0002.
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Tabla C.2: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0003.
Tabla C.3: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0004.
Tabla C.4: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0005.
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Tabla C.5: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0006.
Tabla C.6: Búsqueda de correspondencias locales: barrido de los parámetros de conﬁ-
guración entre las imágenes 0000-0007.
C.2. Reﬁnamiento
En primer lugar, vemos el método de estimación inicial mediante búsqueda de
correspondencias locales, a partir del cual se han analizado todas las combinaciones
posibles de las técnicas de reﬁnamiento explicadas en la Sección 3.4, obteniendo como
resultados las Tablas C.7 y C.8.
Se observan también, en las Tablas C.9 e C.10, los resultados obtenidos sobre
la estimación inicial realizada a partir de búsqueda de correspondencias densas con
NRDC.
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Tabla C.7: Resultados completos del reﬁnamiento de la matriz fundamental extraída
mediante correspondencias iniciales locales con el descriptor DAISY.
Tabla C.8: Resultados completos del reﬁnamiento de la matriz fundamental extraída
mediante correspondencias iniciales locales con el descriptor DSIFT.
C.2.1. Error de las matrices fundamentales
Para que al lector le sea más sencillo entender los gráﬁcos del Capítulo 5, adjun-
taremos ahora las tablas con las que se han generado dichos gráﬁcos.
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Tabla C.9: Resultados completos del reﬁnamiento de la matriz fundamental extraída
mediante correspondencias iniciales densas con el descriptor DAISY.
Tabla C.10: Resultados completos del reﬁnamiento de la matriz fundamental extraída
mediante correspondencias iniciales densas con el descriptor DSIFT.
C.2.2. Errores de las correspondencias
Para comparar los descriptores utilizados en la fase de reﬁnamiento, se han gene-
rado los gráﬁcos a partir de los errores de las correspondencias que producen cada una
de las técnicas de mejora implementadas. Esas gráﬁcas están hechas con las tablas
que se muestran a continuación.
Tabla C.11: Correspondencias iniciales locales y fase de reﬁnamiento DSIFT. Gráﬁco
1 Figura 5.4.
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Tabla C.12: Correspondencias iniciales locales y fase de reﬁnamiento DAISY. Gráﬁco
2 Figura 5.4.
Tabla C.13: Correspondencias iniciales densas y fase de reﬁnamiento DSIFT. Gráﬁco
1 Figura 5.5.
Tabla C.14: Correspondencias iniciales densas y fase de reﬁnamiento DAISY. Gráﬁco
2 Figura 5.5.
Tabla C.15: Errores en las correspondencias utilizando la técnica de Proyección y
Retroproyección. Gráﬁcos de la Figura 5.9
Tabla C.16: Errores en las correspondencias utilizando la técnica de Búsqueda Ex-
haustiva. Gráﬁcos de la Figura 5.10
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Tabla C.17: Errores en las correspondencias utilizando la técnica de Combinación de
ambas. Gráﬁcos de la Figura 5.11
