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INTRODUCTION 
In ultrasonic grain size characterization, grain signals are the only tangible 
results that can be obtained directly from gr'l-in scattering in the specimen. Grain 
scattering results in an upward shift in the expected frequency of broadband, re-
turned ultrasonic echoes, while the attenuation effect influences the frequency shift 
in a downward direction. Both the upward and downward shifts are closely related 
to the grain structures of the materials. In this paper, the second order linear 
predictive method is used to characterize the spectral shift by utilizing of features 
such as resonating frequency, system poles and linear predictive coefficients. The 
feasibility of applying pattern recognition techniques based on these features are 
discussed and supported by simulated computer and experimental results. 
In ultrasonic grain size characterization using a pulse-echo technique, the backscat-
tered signals contain information related to the grain size and grain boundaries of 
the specimen. This type of signal often bears the grain information in a very com-
plex manner such that the signal exhibits a great deal of variability in time domain. 
Furthermore, in the Rayleigh scattering region, where multiple reflections between 
grain boundaries are negligible, high frequency components are backscattered with 
intensity [l]larger than that of low frequency components. Subsequently, this situ-
ation results in an upward shift in the expected frequency of the power spectrum of 
broadband echoes. On the other hand, the attenuation effect varie's with the aver-
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age volume of the grain (D) and the fourth power of the frequency in the Rayleigh 
scattering region, which causes a frequency shift in a down ward direction. These 
opposing phenomena greatly influence the backscattered signal spectrum. Thus, 
the spectral analysis approach is often adopted in order to reveal certain frequency 
features in the grain signal. In this paper, linear predictive analysis is applied to 
grain signals for spectral estimation and the featuTe vectors obtained by this method 
are used for pattern recognition. Furthermore, computer-simulated data and exper-
imental results are examined using linear predictive analysis, with a linear distance 
classifier designed for grain size classification. 
LINEAR PREDICTIVE THEORY 
The autoregressive (AR) or autoregressive moving average (ARMA) techniques 
have been extensively applied to speech processing [4,5], and recently, to seismic and 
radar signal processing [6, 7]. The autoregressive parameter identification process 
is closely related to the theory of linear prediction. An all pole (AR) model of the 
measured grain signal can be represented as follows. The discrete-time signal x( n) 
(t = nT, where T is the sampling interval) in a stationary segment of signal can be 
predicted by 
p 
x(n) = e(n) - L aix(n - i) 
i=l 
where {ad are constants and {e( n)} is estimation error. 
(1) 
Minimization of the estimation error, results in equations for solving ai. The 
AR coefficients can be estimated from the sample data by using existing processing 
techniques [4-7]. When the signal is not an AR process, but an AR model is used, 
the number of linear predictive parameters of the optimal predictor is generally 
infinite. Theoretically, as the number of predictor parameters increases, the error 
will decrease. Therefore, choosing the order of the model becomes a key problem in 
linear predictive analysis. In this investigation we used the second order AR model 
for the grain signal since it is computationally efficient. Furthermore, simulation 
results support that this model fits the /1:rain si/1:'1al satisfactorily. Fi.e;ure 1 shows 
a typical second order linear predictive spectrum that matches the spectrum of 
the measured grain signal. This match shows some degrading effects on peaks and 
valleys of the spectrum, but it is capable of representing the overall characteristics 
of the spectrum of the grain signal. 
SECOND ORDER AR MODEL 
It was observed that, the second order linear predictive model provides the 
smoothed version of the signal power spectrum. This model matches the signal 
spectrum much more closely in the frequency regions of large signal energy (i.e., near 
the spectrum peaks) than near the regions of low signal energy. The second order 
model, in spite of the highly smoothed spectrum, can efficiently estimate maximum-
energy frequency which is approximately equal to the resonating frequency[8]. As 
shown in Figure 2, for the second order model, the phase of poles is the resonating 
frequency, Wl. Note that the phase of the w* (maximum-energy frequency) often 
differs from the phase of the poles (see Figure 2). The phase of maximum-energy 
frequency is defined as the phase in which the product of distances from the point 
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Fig. 1. (a) Ultrasonic Grain Signal from the Steel Sample 
(b) Magnitude Spectrum of Grain Signal 
(c) Log Spectrum of Grain Signal and a Second Order Autoregressive 
Model 
at unit circle to the two poles· is minimum. When the bandwidth of the system 
decreases, (this occurs as the poles approach the unit circle. i.e., a2 -> 1) the phase 
w* will approach to Wl. This can be confirmed by an analytical solution of the 
second order AR model. 
The transfer function of a second order AR model can be written as : 
1 
H( z) = -1-+-a-l-z--<1-+-a2-z--"2 (2) 
or in terms of resonating frequency, Wl, the second order AR model can be rewritten 
as : 
1 
H (z) = -1-+-2-r-c-os-C=-W-l=-)Z--'1-+-r"'2 z--"'2 (3) 
where 
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The poles Zl and Z2 are: 
Zl = rcoswl +jrsinwl 
Z2 = r cos Wl - j r sin Wl 
The power spectrum of the AR model is: 
(4) 
(5) 
(6) 
The maximum value of IH(w)12 is found by differentiating Equation 6 with respect 
to w, and set to zero; i.e., 
oIH(w)12 0 1 
ow = ow[l+ale-jw+ a2e-2jw 
Hence 
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Fig. 2. The Relation between the ResoGating Frequency and the Maximum 
Energy Frequency 
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(7) 
(8) 
In general, the w* is not equal to Wl [8]; the difference between the maximum-energy 
frequency, w*, and the resonating frequency, Wl, is: 
Equation 9 can be evaluated numerically. Based on numerical estimations of al and 
a2, ranges for al and a2 are, -1.9 < al < -1.6,0.9 < a2 < 1.0. As shown in Figure 
3, the absolute difference between Wl and w* in these ranges is small. Therefore, the 
resonating frequency of the second order AR system can approximately represent 
the maximum-energy frequency, w*, and can be potentially useful for extracting 
spectral information from the random grain signals. 
COMPUTER SIMULATION AND SPECTRUM CLASSIFICATION 
In our earlier studies [1-3], it was shown that grain scattering effects the fre-
quency content of the backscattered signal. For simulating different backscattered 
signals from specimens with different grain sizes, the following method is used. The 
grain signals are simulated by superimposing multiple echoes with random positions 
and random amplitudes. It is assumed that the mean ultrasonic wavelets are Gaus-
sian in shape with center frequencies 5.0, 5.2 and 5.4 MHz and the 3-dB bandwidth 
of 2.5 MHz respectively. The entire generated signal is represented by 2048 points 
with a 100 MHz sampling rate. It is also assumed that 512 random echoes will be 
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Energy Frequency. 
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detected by the transducer iri a duration of 20j.ts of the backscattered signal. To 
depict the amplitude of the detected echoes, a random number generator with a 
Rayleigh prob ability distribution is used for determining the size of the detected 
echoes[3]. In addition, a uniform distribution random number generator is used for 
locating the position of the scatterers. The linear predictive coefficients are com-
puted by using Press et. al's program [9] based on the autocorrelation method. The 
resonating frequency and poles of the system were calculated using Equations 3, 4 
and 5. 
The Euclidean distance measure, D( a, b), is us~d :or grain signal classifica-
tion. The classifier measures the distance between estimated parameters and their 
expected values determined from a group of training signals. Decision are made 
through examination of AR coefficients, system poles, or resonating frequencies. 
The cluster centers are formed by using 10 sets of dat~ for each cluster centers. 
These 10 sets of autoregressive coefficients, poles and resonating frequencies were 
used to compute their individual expected values to form the cluster centers. Fur-
thermore, the Euclidean distances within the autoregressive coefficients, the poles 
and the resonating frequency, were computed and the specimens were classified 
according to the minimum distance rule. 
Table I presents the cluster centers used for classification. As noted, the sec-
ond order linear predictive model can effectively describe the grain signal so that 
the separation between the cluster centers is apparent. Table II shows the classi-
fication results for using linear predictive coefficients, the poles and the resonating 
frequency. For these three classification problems, 51 sets of data were generated 
by using different random seeds for the random number generator with different 
center frequencies. As presented in Table II, the prob ability of correct classification 
using second order linear predictive coefficients is 74.5% given the condition that 
the difference between the center frequency of the wavelets is 0.2 MHz. Under the 
same conditions, the probability of correct classification using the positions of the 
poles at Z-plane, or the resonating frequency is 76.5%. 
Table 1. Cluster Centers Used for Classification (Simul. Results) 
Actual Center LP Coeffi. Poles Estimated 
Frequency Resonating Freq. 
5.0 MHz al: -1.887 ReZ: 0.944 5.12 MHz 
a2: 0.990 ImZ: 0.314 
5.2 MHz al: -1.881 ReZ: 0.939 5.31 MHz 
a2: 0.989 ImZ: 0.326 
5.4 MHz al: -1.871 ReZ: 0.935 5.52 MHz 
a2: 0.988 ImZ: 0.337 
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Table H. Classification Results Using Computer Generated Data 
Parameters 
Probability of 
Correct Decision 
LP Coeffi. 
74.5% 
EXPERIMENTAL RESULTS & DISCUSSION 
Poles Resonating Freq. 
76.5% 76.5% 
The experiments were conducted using a Panametrics transducer with 6.22 
MHz center frequency and 3-dB bandwidth of 2.75 MHz. Two specimens examined 
in this study were steel blocks type 1018. One steel block had an average grain size of 
14j.lm and the other had an average grain size of 50j.lm. The specimens were placed 
at the far fields of the transducer and the grain signals were measured at 20 different 
positions of each specimen. The training pattern classifier was accomplished by 
using 5 sets of the data for each specimen, the remaining 15 sets of data were used 
for classification. Table III presents the cluster centers formed by 5 sets of training 
data for each specimen. Table IV presents the prob ability of correct classification. 
A comparison of the results presented in Tables I! and IV indicates that the second 
order linear predictive model can classify the grain signals. The computer simulation 
and the experimental results presented in this paper are encouraging, and future 
improvement can be expected by increasing the order of the linear predictive process, 
which demands a higher computational effort. 
Tahle II!. Cluster Centers for Classification (Exp. Results) 
Samples LP Coeffi. Poles Estimated 
(Steel) Resonating Freq. 
#1 (14j.lm) al: -1.791 ReZ: 0.895 6.73 MHz 
a2: 0.963 ImZ: 0.402 
#6 (50j.lm) al: -1.794 ReZ: 0.897 6.61 MHz 
a2: 0.961 ImZ: 0.395 
Tahle IV. Classification Results Using Exp. Data 
Parameters 
Prohability of 
Correct Decision 
LP Coeffi. 
73.3% 
Poles Resonating Freq. 
70.0% 73.3% 
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