Abstract. Recently, a new class of semi-Lagrangian methods for the BGK model of the Boltzmann equation has been introduced [8, 17, 18] . These methods work in a satisfactory way either in rarefied or fluid regime. Moreover, because of the semi-Lagrangian feature, the stability property is not restricted by the CFL condition. These aspects make them very attractive for practical applications. In this paper, we investigate the convergence properties of the method and prove that the discrete solution of the scheme converges in a weighted L 1 norm to the unique smooth solution by deriving an explicit error estimate.
Introduction
In the kinetic theory of gases, the dynamics of a non-ionized monatomic rarefied gas system is described by the celebrated Boltzmann equation. But numerical approximation of the Boltzmann dynamics is a formidable challenge due mainly to the complicated structure of the collision operator. Many good numerical techniques have been developed to this end, but often they lead to time consuming computations.
To circumvent these difficulties, Bhatnagar, Gross and Krook [4] , and independently Welander [20] , proposed a simplified model for the Boltzmann equation where the collision operator was replaced by a relaxation operator:
f (x, v, 0) = f 0 (x, v).
(1.1)
Here T d denotes the d-dimensional torus and 1 k is the collision frequency. Although the collision frequency takes various forms depending on hypotheses imposed in the derivation of the model [3, 16, 19, 21, 22, 23] , we assume in this paper that it is a fixed constant for simplicity. M denotes the local Maxwellian constructed from the velocity moments of the distribution function f : M(f )(x, v, t) = ρ(x, t) (2πT (x, t)) d exp − |v − U (x, t)| 2 2T (x, t) ,
The BGK model (1.1) is computationally less expensive than the Boltzmann equation since it is sufficient to update the macroscopic fields in each time step. On the other hand, it provides qualitatively correct solutions for the macroscopic moments in fluid regime. These two aspects, namely, the relatively low computational cost and the correct description of hydrodynamic limit, explain the interest in the BGK model and its variations over the last decades. It also shares important features with the original Boltzmann equation, such as the conservation laws and the dissipation of entropy:
The local conservation laws (1.2) leads to a system of hydrodynamic type equations.
( 1.4) There are extensive literatures on various topics of the BGK model. For mathematical analysis, we refer to [5, 9, 12, 14, 15, 21, 22] . For numerical computations, since there are too many of them, we do not attempt to present a complete set of references. See [6, 16, 13, 8, 18] and references therein.
Recently, a semi-Lagrangian scheme was proposed and tested successfully for various flow problems arising in gas dynamics [8, 17, 18] . The first order version of the method can be written down as follows:
where M n i,j denotes the local Maxwellian defined by
The precise definitions of each terms will be given in later sections. The main feature of the scheme is that even though the relaxation operator is treated implicitly, computations can be performed explicitly by exploiting the approximate conservation laws in a very clever way. (See section 2). Therefore, (1.5) enjoys the stability property of implicit schemes and the low computational cost of explicit schemes at the same time. Moreover, the semiLagrangian treatment of the transport part enables one to perform the computation over a wide range of CFL numbers. In this paper, we study the convergence issue of this scheme and derive an explicit estimate of the convergence rate measured in a weighted L 1 space. As far as we know, this seems to be the first result on the strong convergence of a fully discretized scheme for nonlinear collisional kinetic equations. This paper, after introduction is organized as follows. In section 2, we describe the numerical method considered in this paper. In section 3, we recall relevant existence results. In section 4, we present our main result. Then several essential estimates to be used in later sections are presented in section 5. In section 6, we derive a consistent form and obtain error estimates of the remainder terms. Finally, in section 7, we combine these elements to prove the main theorem.
Description of the numerical scheme
For simplicity, we consider one dimensional problem in space and velocity. We assume constant time step △t with final time T f and uniform grid in space and velocity with mesh spacing △x, △v respectively. We denote the grid points as follows: 6) where N t △t = T f , N x △x = 1 and N v △v = R. We also denote the approximate solution of f (x i , v j , t) by f n i,j,R . To describe the numerical scheme more succinctly, we introduce the following convenient notation. First, we define x(i, j) = x i − △tv j . We also set s = s(i, j) to be the index of the spatial node such that x(i, j) ∈ [x s , x s+1 ). Definition 2.1. We define the reconstructed distribution function f n i,j,R as
Note that f n i,j,R is the linear reconstruction of f (x − v△t, v, n△t). The numerical scheme we consider in this paper can now be stated as follows.
where
(2.9)
We now explain briefly how (2.8) is derived. The numerical scheme for (1.1) is based on the following characteristic formulation of the problem:
Then the time evolution of f i,j (t) = f (x i , v j , t) along the characteristic line in the time step [t n , t n+1 ] is presented as
We then discretize (2.11) implicitly to obtain
At this step, (2.12) seems to be time consuming, and this is where the clever trick kicks in. We first observe that conservation of mass, momentum and energy gives for φ(
This in turn gives
We then substitute the above approximation (2.13) into (2.12) to obtain
Note that the implicit scheme (2.12) now can be calculated explicitly. We then collect relevant terms together to obtain (2.8). For more details about (2.8), we refer to [17, 18] .
2.1. Extension of the scheme. In this section, we extend the discrete distribution function {f n i,j } i,j to the whole numerical domain T x × R v and reformulate (2.8) in accordance with the extension. This allows us to treat the discrete numerical solution and the exact solution in the same framework. First we introduce
Here X A denotes the usual characteristic function and we used the following convenient notation:
We now define
For given sequences {a i } and {b ij } defined on grid nodes, we define the following extension operators:
Now the approximate distribution function can be extended to the whole numerical domain as follows.
Note that f n R (x, v) is piecewise constant in the velocity domain and piecewise linear in the spatial domain. Using this, we define the macroscopic fields and the local Maxwellian as follows:
.
We also define the reconstructed distribution function f n R as
Then the corresponding macroscopic fields and the local Maxwellian are defined analogously:
2.2.
Consistency. The following series of lemmas show that the preceding definitions are reasonable.
Lemma 2.1. f n R , f n R are periodic functions with period 1:
Proof. This follows directly from the periodicity of the spatial domain.
Lemma 2.2.
For each x i and v j , the following consistency properties hold.
The second statement follows in a similar way.
Lemma 2.3. For macroscopic fields, we have
Proof. We prove the third identity. We observe
Other identities can be proved in a similar manner.
Lemma 2.4. The following consistency properties hold for local Maxwellians.
Proof. This follows directly from the definition (2.19) and Lemma 2.3.
Our main scheme (2.8) can now be restated as follows
Applying the extension operator to (2.25) once more, we obtain the following reformulation of (2.8):
Theorem 2.1. The discrete scheme (2.8) can be recast in the following form:
where we used a slightly abbreviated notation for brevity:
Before we proceed to the next section, we set some notational conventions.
• C denotes generic constants.
• C x,y,.. denotes generic constants that depend on x, y,... but not exclusively.
• We use the following convention for the L 1 norm with polynomial weight and the
• We introduce the following notation for weighted L ∞ -Sobolev norms for smooth or approximate solutions.
For simplicity, we set
Remark 2.1. Note that we have deliberately distinguished N q from N q . This simplifies many computations in later sections.
Existence and uniqueness of smooth solutions
In this section, we recall relevant existence results of (1.1). The existence and uniqueness was first obtained in [15] and the regularity was investigated in [9] . The following theorem is a slight simplification of the corresponding results in [9, 15] , which is enough for our purpose. For the proof, we refer to [9, 15] .
. Suppose further that there exists constants C 1 and C 2 such that 
Macroscopic fields satisfy the following estimates:
In what follows, we list some of the important estimates satisfied by the smooth solutions. Readers are referred to [15] for the proof. ρ
(3.29)
Main result
We are now in a place to state our main result. 
and the size of spatial and velocity meshes satisfies the following smallness assumption:
where [17, 18] , we expect to obtain a high-order error estimate of the following form:
For high-order methods
which we leave for the future research.
Basic estimates
In this section, we present several estimates which will be crucial in later sections. Unless it is necessary, we do not restrict our argument to one dimensional problems and present the result in general d-dimension.
Lemma 5.1. The reconstruction procedure does not increase the N q -norm of the discrete distribution function:
Therefore, we have from the definition of
Hence we have
We then combine the above two estimates to obtain
Then the following estimates hold.
Proof. We only prove (5.33). (5.32) can be proved in a similar manner.
(i) The estimate of
We have from (2.16)
This proves (5.32).
(
We note that
We take
: Note that
(iv) The estimate of
For q > 1, we have by Hölder inequality,
We maximize the estimate by taking
to obtain the desired result.
The next lemma shows that the N q -norm of the discrete local Maxwellian can be controlled by the N q -norm of the approximate distribution function.
is more involved. We divide it into the following two cases.
We apply (5.32) to see
(5.37)
We combine the Case I and Case II to obtain
We then substitute (5.35), (5.38) into (5.34) to complete the proof.
(II) The estimate of N 1 q (M(f n R )) : We have by Taylor's theorem
for some 0 ≤ θ ≤ 1. We recall that
Other estimates can be obtained similarly as follows:
We substitute the above estimates into (5.39) to see
We now estimate each terms separately. First we observe
Similarly, we have
We substitute (5.41), (5.42), (5.43) into (5.40) to obtain
We now establish the stability estimate for the scheme (2.26).
We take N q norm on both sides of (2.26) and apply Lemma 5.1 and Lemma 5.3 to see
Iterating the above inequality, we obtain
where we used (1 + x) n ≤ e nx and n△t ≤ N t △t = T f . 
Then the following estimates holds for approximate macroscopic fields.
Proof. Note that we have from Lemma 5.4
CqT f N q (f 0 R ). To proceed to the estimates for U n R and T n R , we need to establish the lower bound for ρ n R (x, t) and T n R (x, t) first. Note that we have from (2.26)
(5.47)
In the last line, we used
On the other hand, we note from the definition of E x that
This gives from (5.47)
We iterate the above lower bound estimate to obtain
Then we employ the following elementary inequality
Here we used the fact that the boundedness asuumption on △t implies
Hence (5.48) gives
Now we should replace the estimate of f 0 R with the estimate of f 0R . We first observe that the difference between f 0 R and f 0R can be estimated as follows:
where x θ ∈ [x s , x s+1 ) and s = s(i, j) denotes the index of spatial mesh grid such that ) gives 
In the last line, we used the smallness assumption (5.45) to see
Hence we have from (3.27)
We now turn to the proof of the lower bound of T n R . Note from the estimate (5.32) of Lemma 5.2, we have
Now the pointwise upper bound estimate of U and T follows directly from the following observations:
The following continuity property of local Maxwellians is from [15] .
Lemma 5.6. [15] Let f and g be solutions of (1.1) such that N p (f ) < ∞ and N p (g) < ∞. Suppose f and g satisfy estimates (3.28). Then we have
The proof of this lemma is given in [15] , we present here the detailed proof for the reader's convenience.
Proof. We observe from Taylor's theorem
Multiplying (1 + |v| 2 ) to both sides and integrating with respect to (x, v), we get
We then substitute the following estimates into (5.53)
to obtain
In a similar manner, we can estimate the remaining terms of (5.53) as follows:
Substituting these estimates into (5.53), we get
We then integrate over T x and employ Lemma 5.2 to have
where C = C(N q (f 0 ), e at ). We estimate these terms separately. Note first that we have (5.56)
On the other hand, we observe that
The first term can be estimated as follows
Combining these estimates, we get (5.57)
Finally, we consider
The combination of these two estimates yields
We now substitute (5.56), (5.57), (5.58) into (5.55) to obtain
The above continuity property also holds for discrete distribution functions.
Lemma 5.7. Let f n R and g n R numerical solutions defined recursively by 2.26 corresponding to initial discretization f 0 R and g 0 R respectively. Assume that N q (f 0 R ) < ∞ and N q (g 0 R ) < ∞ with q > 4. Then we have
Proof. Combination of Lemma 5.4, Lemma 5.5 and Lemma 5.6 gives the desired result.
Consistent form
In this section, we transform the BGK equation (1.1) to derive a consistent form which is compatible with the reformulated scheme (2.26). To be consistent with the notation for discrete problems, we employ the following notation for the smooth distrbution function:
Theorem 6.1. Let f be a smooth solution of (1.1), then we have
(6.60)
Proof. Along the characteristic line, we have from (1.1)
We integrate in time from t to t + △t to obtain
or, equivalently,
Application of Taylor's theorem around (x − △tv, v, t) gives
where x θ 1 lies between x − △tv and x − (t + △t − s) and t θ 1 ∈ [s, t]. Hence we have (6.62)
On the other hand, we employ Taylor's theorem around (x, v, t + △t) to get
where x θ 2 lies between x and x − (t + △t − s) and t θ 2 ∈ [s, t]. This gives (6.63)
for some appropriate θ 2 ∈ [t, t + △t]. Substituting (6.62) and (6.63) into (6.61), we obtain
We then collect relevant terms to have
(6.64)
Finally, we put
Before we estimate these remainder terms, we need to establish the following technical lemmas.
Lemma 6.1. Let f be a smooth solution of (1.1) corresponding to an initial data f 0 . Then we have for
Proof. We prove only the first estimate. Other estimates can be treated in a similar manner.
Then the result follows from (6.67) and the lower bound estimates for local density and temperature given in Theorem 3.1. 
Proof. We recall the chain rule:
∂T and apply the estimates of the Lemma 6.1 to obtain dM dt
This completes the proof.
The following lemma provides the estimate of the remainder term, which will be crucial for the convergence proof.
Proposition 6.1. R M , R f satisfies following estimates.
This, with the estimate of Lemma 6.2, yields
On the other hand, we have by Lemma 6.2
7. Proof of the main result.
Before we delve into the proof of the main theorem, we need to establish some technical lemmas.
Proof. We divide the estimate of f − f n R L 1 2 into the following four integrals.
(7.70) By Taylor's theorem, I can be treated as follows
On the other hand, we have by the change of variables with respect to x
We now turn to the estimate of III. We define for simplicity R ij as
We first observe that if x ∈ [x i−1 , x i ) and x i − v j △t ∈ [x s , x s+1 ), then we have either
). Hence we divide the estimate into the following two cases.
(i) The case of x − v j △t ∈ [x s−1 , x s ): For brevity, we put
(ii) The case of x − v j △t ∈ [x s , x s+1 ): An almost identical argument gives
From (i) and (ii), we have
which gives
Hence we have for (
Therefore, we have by a similar argument as in III
where we used x−x i △x ≤ 1. Substituting these estimates into (7.70), we obtain the desired result.
Proof. By Lemma 5.6 and Lemma 7.1 (a), we have
which concludes (a). We now prove (b). Let
Then we have
To estimate this, we recall Lemma 5.5 to see
where we used
We now turn to (c), We consider , v ℓ+
≤ N q (f n R ) (1 + |v|) q−2 (△x + △v), which can be obtained by an almost identical argument as the one given in the proof of Lemma 5.3. B can be handled in a similar manner.
We are now in a position to prove our main theorem.
7.1. Proof of the main theorem. We subtract (2.26) from (6.64) and take L 1 2 norms to obtain
We then collect the estimates of Lemma 7.1 and Lemma 7.2:
We substitute these estimates into (7.71) to obtain
+ N q (f 0 )△v△t + N q (f 0 )(△v + △x)
We now put Γ = C T △t κ+△t for simplicity of notation and iterate the above inequality to obtain f (·, ·,
(1 + Γ) i (△x + △v)
(7.72)
Note that from the elementary inequality (1 + x) n ≤ e nx , we have We then substitute these estimates into (7.72) to obtain f (·, ·, N t △t) − f , we decompose the integral as
By direct estimates, we have
≤ C q N q (f 0 )(△x + △v).
On the other hand, the second term can be estimated as follows
We substitute them into (7.73) and take
