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NORMALITY AND UNIQUENESS PROPERTY OF
MEROMORPHIC FUNCTION IN TERMS OF SOME
DIFFERENTIAL POLYNOMIALS
NGUYEN VIET PHUONG
Abstract. In this paper, we will consider normality and uniqueness property
of a family F of meromorphic functions when [Q(f)](k) and [Q(g)](k) share α
ignoring multiplicities, for any f, g ∈ F , where Q is a polynomial and α is a
small function. Our results do not need all of zeros of Q have large order as
other authors’s results.
1. Introduction and main results
A family F of meromorphic functions defined in a plane domain D is said to
be normal on D, in the sense of Montel, if each sequence {fn} ⊂ F contains a
subsequence which converges spherically locally uniformly in D. In 2004, Fang
and Zalcman [9] obtained an interesting result about the normality of a family of
meromorphic functions and sharing values. In their paper, they consider a family
F of meromorphic functions such that their zero’s orders are at least k + 2; and
for each pair of functions f and g in F share 0; and f (k) and g(k) share a nonzero
value b in D, then F is normal in D. In 2008, Zhang [18] improved the above
result for the case of the first derivative by removing the condition that f and g
share the value 0, and he considers for the case when n ≥ 3 and (fn)′ and (gn)′
share a nonzero value b in D. Then, in 2009, Li and Gu [13] extended the results
for higher derivative polynomials by considering for any positive integer k and for
n ≥ k+2, if (fn)(k) and (gn)(k)share a nonzero b in D for every pair of functions
f, g ∈ F , then F is normal in D.
In this paper, we generalize the above results for differential polynomials as
follows. Our result do not need the condition such that meromorphic functions
have high zeros’s orders.
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2Theorem 1.1. Let F be a family of meromorphic functions defined in a domain
D. Let k, q ≥ m ≥ k+2 be positive integers and let Q(z) = zq + aq−1z
q−1 + · · ·+
amz
m + a0, where a0, am, . . . , aq−1 are complex constants and am 6= 0. If for each
pair of functions f and g in F , [Q(f)](k) and [Q(g)](k) share a nonzero value b in
D ignoring multiplicity, then F is normal in D.
As an immediately consequence of Theorem 1.1 when q = m ≥ k + 2 and
a0 = 0, we obtain the following special case which recovers the known result in
[13].
Corollary 1.1. [13, Theorem 1] Let F be a family of meromorphic functions
defined in a domain D. Let k,m ≥ k + 2 be positive integers. If for each pair of
functions f and g in F , (fm)(k) and (gm)(k) share a nonzero value b in D, then
F is normal in D.
Next, we will give some conditions such that for meromorphic functions f
and g in a family F if [Q(f)](k) and [Q(g)](k) share a small function α, ignoring
multiplicity, then f must be either equal to g or closely related to g. Relating
to this problem, in 2002, Fang and Fang [7] considered differential polynomials
of the form f ′fn(f − 1)2, where f is the meromorphic function. Recently, Li,
Qiu and Xuan [12] considered this problem to the case of higher order derivatives
and expressions of the form [fnP (f)](k). In 2017, An and Phuong [2] considered
expressions of the form [Q(f)](k), where instead of assuming that the polynomials
Q have a high order zero, they assumed a more general hypothesis that Q has a
point of large ramification and small functions α without any restrictions on the
zeros and poles.
Denote by
Q′(z) = b
l∏
i=1
(z − ζi)
mi
with b ∈ C∗, and denote by υ and h the indexes such that 1 ≤ υ ≤ h ≤ l, and
m1 ≥ m2 ≥ · · · ≥ mυ > k ≥ mυ+1 ≥ · · · ≥ ml,
m1 ≥ m2 ≥ · · · ≥ mh ≥ k > mh+1 ≥ · · · ≥ ml.
Considering the above, we obtain the following results.
Theorem 1.2. Let f and g be nonconstant meromorphic functions and α be a
non-zero small function with respect to f . Suppose [Q(f)](k) and [Q(g)](k) share
α ignoring multiplicity. If q > 4k + 12 + υ(5k + 2) + 5
∑l
i=υ+1mi, and if one of
the following holds
3(i) h ≥ 4;
(ii) h = 3 and q 6= 2m1 − 2k + 2, q 6=
3m1−2k+3
2 , and q 6= 3mi − 2k + 3, for
all i = 1, 2, 3; or
(iii) h = 2 and f and g share ∞ ignoring multiplicities,
then
Q(f) = Q(g) + c, for some constant c.
Readers can find in [1, 3, 4, 5, 10] conditions of Q such that the equation
Q(f) = Q(g) + c has no nontrivial meromorphic function solution, i.e if Q(f) =
Q(g), then f = g.
The polynomial Q(z) is said to satisfy Hypothesis I if
Q(ζi) 6= Q(ζj) whenever i 6= j, i, j = 1, 2, . . . , l,
or in other words Q is injective on the roots of Q′.
As a consequence of Theorem 1.2 and Theorem 1.4 in [2], we obtain the fol-
lowing
Theorem 1.3. Let f and g be nonconstant meromorphic functions satisfying the
conditions in Theorem 1.2. Let Q(z) be a polynomial of degree at least 7.
(i) If there exists i (1 ≤ i ≤ l) such that mi >
q+1
2 , then c = 0.
(ii) If Q(z) satisfies the Hypothesis I then f = g, except when Q(z) = (z −
ζ1)
m1(z − ζ2).
In the special case that Q(z) = znP (z), we recover known result in [12], as
special case of our result.
Corollary 1.2. [12, Theorem 1] Let f and g be nonconstant meromorphic func-
tions and α be a non-zero small function respect to f . Let P be a polynomial of
degree m. Suppose [fnP (f)](k) and [gnP (g)](k) share α ignoring multiplicities. If
n > 4m+ 9k + 14 then one of the following holds
(i) fnP (f) = gnP (g); or
(ii) [fnP (f)](k)[fnP (f)](k) = α2.
2. Results Needed from Nevanlinna’s Theory
We recall some standard definitions and results in Nevanlinna theory (see [6, 14]
for more detail).
Let f be a meromorphic function on C. Let n(t, f) be the number of poles of
f(z) in |z| ≤ t, each counted with correct multiplicity, and let n(t, f) denote the
4number of poles of f(z) in |z| ≤ t, where each multiple pole is counted only once.
The counting function of poles is defined as follows
N(r, f) :=
∫ r
0
[n(t, f)− n(0, f)
t
]
dt+ n(0, f) log r,
with a similar definition for N(r, f). The proximity function and characteristic
function are defined respectively as follows:
m(r, f) :=
1
2π
∫ 2pi
0
log+ |f(reiθ)|dθ, and
T (r, f) := m(r, f) +N(r, f).
We denote by Np)(r, f) the counting function of poles of f which have multiplicity
at most p, each pole counted with its multiplicity, by N(p(r, f) the counting
function of poles of f which have multiplicity at least p, each pole counted with
its multiplicity, and the corresponding reduced counting functions are denoted
by Np)(r, f) and N (p(r, f). We denote by NL(r,
1
f − α
) the counting function for
zeros of both f − α and g − α about which f − α has larger multiplicity than
g−α, with multiplicity not being counted, denote by N
1)
E (r,
1
f − α
) the counting
function for common simple zeros of both f−α and g−α, byN
1)
E
(
r, 1
f−α
|α = 0
)
the
counting function of common simple zeros of both f−α and g−α which are zeros
of α and by N
1)
E
(
r, 1
f−α
|α =∞
)
the counting function of common simple zeros of
both f−α and g−α which are poles of α and denote by N
1)
E
(
r, 1
f−α
|α 6= 0, α 6=∞
)
the counting function of common simple zeros of both f − α and g − α which
are not zeros and poles of α, and denote by N
(2
E (r,
1
f − α
) the counting function
for common multiple zeros of both f − α and g − α with the same multiplicity,
where multiplicity is not counted. Similarly, we have the notations Np)(r, g),
N(p(r, g), Np)(r, g), N (p(r, g), NL(r,
1
g − α
), N
1)
E (r,
1
g − α
), N
1)
E
(
r, 1
g−α
|α = 0
)
,
N
1)
E
(
r, 1
g−α
|α =∞
)
, N
1)
E
(
r, 1
g−α
|α 6= 0, α 6=∞
)
and N
(2
E (r,
1
g − α
).
Let a be a finite complex number, and let p be a positive integer. We denote by
Np
(
r, 1
f−a
)
the counting function for zeros of f − a where a zero of multiplicity
m is counted m times if m ≤ p and p times if m > p.
The logarithmic derivative lemma can be stated as follows (see [14]).
Lemma 2.1 (Logarithmic Derivative Lemma). Let f be a nonconstant meromor-
phic function on C. Then
m
(
r,
f ′
f
)
= S(r, f)
5as r →∞ outside a subset of finite measure.
We state the first and second fundamental theorem in Nevanlinna theory (see
e.g. [11], [14]):
Theorem 2.1 (First fundamental theorem). Let f be a meromorphic function,
and let c be a complex number. Then
T
(
r,
1
f − c
)
= T (r, f) +O(1).
Theorem 2.2 (Second fundamental theorem). Let f be a nonconstant mero-
morphic function on C. Let a1, · · · , aq be distinct meromorphic functions on C.
Assume that ai are small functions with respect to f for all i = 1, ..., q. Then, the
inequality
(q − 2)T (r, f) ≤
q∑
j=1
N
(
r,
1
f − aj
)
+ S(r, f),
holds for all r outside a set E ⊂ (0,+∞) with finite Lebesgue measure.
Lemma 2.2. [19, Lemma 2.4] Let f be a nonconstant meromorphic function, and
let p and k be two positive integers. Then
Np
(
r,
1
f (k)
)
≤ T (r, f (k))− T (r, f) +Np+k
(
r,
1
f
)
+ S(r, f),
Np
(
r,
1
f (k)
)
≤ kN(r, f) +Np+k
(
r,
1
f
)
+ S(r, f).
Moreover, if f (k) 6≡ 0, then
N
(
r,
1
f (k)
)
≤ kN(r, f) +N
(
r,
1
f
)
+ S(r, f).
Lemma 2.3. [16] Let f(z) be a nonconstant meromorphic function and let an(6≡
0), an−1, . . . , a0 be small functions with respect to f. Then
T (r, anf
n + an−1f
n−1 + · · ·+ a0) = nT (r, f) + S(r, f).
Lemma 2.4. [2, Lemma 3.1] Let Q be a polynomial of degree q in C, and let k
be positive integer. Let
Q′(z) = b
l∏
i=1
(z − ζi)
mi
with b ∈ C∗. Let f and g be nonconstant meromorphic functions. Assume that
[Q(f)](k) = [Q(g)](k). If q − 2l − 2k − 4 > 0 then Q(f) = Q(g) + c, for some
constant c.
6A meromorphic function α on C is called a small function with respect to f if it
satisfies T (r, α) = S(r, f). We say that two meromorphic functions f and g share
a function α counting multiplicities if f −α and g−α admit the same zeros with
the same multiplicities, and we say that f and g share α ignoring multiplicities
if we do not consider the multiplicities.
Lemma 2.5. [2, Lemma 3.4] Let f, g be nonconstant meromorphic functions and
α(6≡ 0,∞) be a small function with respect to f and g. If
[Q(f)](k)[Q(g)](k) = α2,
then h ≤ 2 or h = 3 and either q = 2m1 − 2k + 2, q =
3m1−2k+3
2 , or q =
3mi − 2k + 3, for i = 1, 2, and 3. If we further assume that f and g share ∞
ignoring multiplicities, then also h = 1.
Lemma 2.6. [2, Lemma 3.2] Let f and g be nonconstant meromorphic functions,
and let α be a small function with respect to f . If q > υ(k+1)+
∑l
i=υ+1mi+6 and
[Q(f)](k) and [Q(g)](k) share α ignoring multiplicities, then T (r, f) = O(T (r, g)),
T (r, g) = O(T (r, f)), and α is a small function with respect to g.
3. Proof of Theorem 1.1
Before giving a proof, we will recall some known results.
Lemma 3.1. [13, Lemma 2] Let k,m ≥ k + 2 be positive integers, b 6= 0 be a
finite complex number and f be a nonconstant rational meromorphic function,
then (fm)(k) − b has at least two distinct zeros.
Lemma 3.2. [8, Theorem 10] Let f be a transcendental meromorphic function
on C having at most finitely many simple zeros, then f (k) takes on every non-zero
complex value infinitely often.
Lemma 3.3. [15, Lemma 10] Let f be a meromorphic function of finite order in
C, k be a positive integer. If the zeros of f are of multiplicities at least k+2 and
f (k) 6= 1, then f is a constant.
Lemma 3.4. [17] Let F be a family of meromorphic functions in the unit disc
∆ satisfying all zeros of functions in F have multiplicity greater than or equal to
ℓ and all poles of functions in F have multiplicity greater than or equal to j. Let
α be a real number satisfying −ℓ < α < j. Then if F is not normal at a point
z0 ∈ ∆ if and only if there exist
(i) points zn ∈ ∆, zn → z0;
7(ii) positive numbers ρn, ρn → 0; and
(iii) functions fn ∈ F
such that gn(ζ) = ρ
α
nfn(zn+ρnζ)→ g(ζ) spherically uniformly on compact subsets
of C, where g is a nonconstant meromorphic function and g#(ζ) ≤ g#(0) = 1.
Moreover, the order of g is not greater than 2. Here, as usual,
g#(z) =
|g′(z)|
1 + |g(z)|2
is the spherical derivative.
Proof of Theorem 1.1. Suppose that F is not normal in D. Then there exists at
least one point z0 ∈ D such that F is not normal at the point z0. Without loss of
generality we assume that z0 = 0. By Lemma 3.4 for α = −
k
m
, there exist points
zn → 0, positive numbers ρn → 0 and functions fn ∈ F such that
gn(ζ) = ρ
−
k
m
n fn(zn + ρnζ) =⇒ g(ζ) (3.1)
locally uniformly with respect to the spherical metric, where g is a nonconstant
meromorphic function in C and its order is less than or equal to 2. From (3.1),
we obtain
(gνn(ζ))
(k) = [(ρ
−
k
m
n fn(zn + ρnζ))
ν ](k) = ρ
(m−ν)k
m
n [f
ν
n(zn + ρnζ)]
(k),
for ν = m, . . . , q − 1, q. Hence, we have
[Q(fn)(zn + ρnζ)]
(k) =ρ
(q−m)k
m
n [g
q
n(ζ)]
(k) + aq−1ρ
(q−m−1)k
m
n [g
q−1
n (ζ)]
(k)
+ · · ·+ am[g
m
n (ζ)]
(k) =⇒ am[g
m(ζ)](k) (3.2)
also locally uniformly with respect to the spherical metric.
If am[g
m(ζ)](k) − b ≡ 0, then gm(ζ) ≡ Pk(ζ) where Pk(ζ) is a polynomial of
degree k, this contradicts the fact that g is a nonconstant meromorphic function
since m ≥ k + 2. Thus, am[g
m(ζ)](k) − b 6≡ 0.
If am[g
m(ζ)](k) 6= b, then by Lemma 3.3, we obtain that g is a constant which
is a contradiction. Hence, am[g
m(ζ)](k) − b must have one zero at least.
Now we claim that am[g
m(ζ)](k)−b has just a unique zero. In fact, suppose that
there exist two distinct zeros ζ0 and ζ
∗
0 of am[g
m(ζ)](k)− b and choose δ > 0 small
enough such that D(ζ0, δ) ∪D(ζ
∗
0 , δ) = ∅ and am[g
m(ζ)](k) − b has no other zeros
in D(ζ0, δ)∩D(ζ
∗
0 , δ) except for ζ0 and ζ
∗
0 , where D(ζ0, δ) = {ζ ∈ C : |ζ− ζ0| < δ}
and D(ζ∗0 , δ) = {ζ ∈ C : |ζ − ζ
∗
0 | < δ}.
From (3.2), by Hurwitz’s theorem, there exist points ζn ∈ D(ζ0, δ), ζ
∗
n ∈
D(ζ∗0 , δ) such that for sufficiently large n, we have
[Q(fn)(zn + ρnζn)]
(k) − b = 0 and [Q(fn)(zn + ρnζ
∗
n)]
(k) − b = 0.
8By the assumption that [Q(fn)]
(k) and [Q(f1)]
(k) share b inD ignoring multiplicity
for each n, it follows that
[Q(f1)(zn + ρnζn)]
(k) − b = 0 and [Q(f1)(zn + ρnζ
∗
n)]
(k) − b = 0.
By letting n→∞, and noting zn + ρnζn → 0 and zn + ρnζ
∗
n → 0, we get
[Q(f1)(0)]
(k) − b = 0.
Since the zeros of [Q(f1)]
(k) − b has no accumulation points, for sufficiently large
n, we have
zn + ρnζn = 0 and zn + ρnζ
∗
n = 0.
Hence
ζn = −
zn
ρn
and ζ∗n = −
zn
ρn
.
This contradicts the fact that ζn ∈ D(ζ0, δ), ζ
∗
n ∈ D(ζ
∗
0 , δ) andD(ζ0, δ)∪D(ζ
∗
0 , δ) =
∅. Thus am[g
m(ζ)](k)− b has just a unique zero. This contradicts Lemma 3.2 and
Lemma 3.1. Theorem 1.1 is proved completely. 
4. Proofs of Theorem 1.2
To prove the results, we need to prove the following lemmas.
Lemma 4.1. Let f and g be two nonconstant meromorphic functions, and let α
be a non-zero small function with respect to f and g. If f and g share α ignoring
multiplicity. then one of the following three cases holds:
(i) T (r, f) ≤ N2(r, f)+N2(r, g)+N2(r,
1
f
)+N2(r,
1
g
)+2
(
N(r, f)+N(r, 1
f
)
)
+
N(r, g) +N(r, 1
g
) + S(r, f) + S(r, g), and the same inequality holding for
T (r, g);
(ii) f ≡ g; or
(iii) fg ≡ α2.
Proof. Set
F :=
f
α
, G :=
g
α
(4.1)
and
H :=
F ′′
F ′
− 2
F ′
F − 1
−
G′′
G′
+ 2
G′
G − 1
(4.2)
Let z0 6∈ {z : α(z) = 0} ∪ {z : α(z) = ∞} be a common simple zero of f − α
and g − α. Then, it follows from (4.1) that z0 is a common simple zero of F − 1
and G− 1. By a simple computation on local expansions shows that H(z0) = 0.
9Suppose that H 6≡ 0. Since f and g share α ignoring multiplicity, we have
N
1)
E
(
r,
1
f − α
)
= N
1)
E
(
r,
1
f − α
|α 6= 0, α 6=∞
)
+N
1)
E
(
r,
1
f − α
|α = 0
)
+N
1)
E
(
r,
1
f − α
|α =∞
)
≤ N
1)
E
(
r,
1
F − 1
)
+N
(
r,
1
α
)
+N(r, α)
≤ N
(
r,
1
H
)
+ S(r, f)
≤ T (r,H) + S(r, f) ≤ N(r,H) + S(r, f) + S(r, g) (4.3)
By (4.2) we see that F has only simple poles. On the other hand, let
z1 6∈ {z : α(z) = 0} ∪ {z : α(z) =∞}
be a common multiple zero of f −α and g−α with the same multiplicity. Then,
it follows from (4.1) that z1 is a common multiple zero of F − 1 and G− 1 with
the same multiplicity and by calculating we get H(z1) 6= ∞. In addition, by a
simple computation we can easily follow from (4.2) that any simple pole of F
and G is not a pole of H. Therefore, by (4.2), the poles of H only occur at zeros
of F ′ that are not the zeros of F (F − 1), zeros of G′ that are not the zeros of
G(G − 1), the multiple zeros of F and G and the multiple poles of F and G,
the common zeros of F − 1 and G − 1 where their multiples are different and
zeros or poles of α. We denote by N0
(
r, 1
F ′
)
the counting function of zeros of F ′
that are not the zeros of F (F − 1), and by N0
(
r, 1
F ′
)
the corresponding reduced
counting function. Similarly, we can define N0
(
r, 1
G′
)
and N0
(
r, 1
G′
)
. Hence, from
the above observations, we obtain
N(r,H) ≤ N (2(r, F ) +N (2(r,G) +N (2
(
r,
1
F
)
+N (2
(
r,
1
G
)
+NL
(
r,
1
F − 1
)
+NL
(
r,
1
G− 1
)
+N0
(
r,
1
F ′
)
+N0
(
r,
1
G′
)
+N(r, α) +N
(
r,
1
α
)
+ S(r, f) + S(r, g)
≤ N (2(r, F ) +N (2(r,G) +N (2
(
r,
1
F
)
+N (2
(
r,
1
G
)
+NL
(
r,
1
F − 1
)
+NL
(
r,
1
G− 1
)
+N0
(
r,
1
F ′
)
+N0
(
r,
1
G′
)
+ S(r, f) + S(r, g). (4.4)
10
Since f and g share α ignoring multiplicity, we have
N
(
r,
1
f − α
)
= N
1)
E
(
r,
1
f − α
)
+N
(2
E
(
r,
1
f − α
)
+NL
(
r,
1
f − α
)
+NL
(
r,
1
g − α
)
≤ N
1)
E
(
r,
1
f − α
)
+N
(2
E
(
r,
1
F − 1
)
+NL
(
r,
1
F − 1
)
+NL
(
r,
1
G− 1
)
+ S(r, f) + S(r, g) (4.5)
where the inequality follows from the fact that
N
(2
E
(
r,
1
f − α
)
≤ N
(2
E
(
r,
1
f − α
|α 6= 0,∞
)
+N
(2
E
(
r,
1
f − α
|α = 0
)
+N
(2
E
(
r,
1
f − α
|α =∞
)
≤ N
(2
E
(
r,
1
f − α
|α 6= 0,∞
)
+N(r,
1
α
) +N(r, α)
≤ N
(2
E
(
r,
1
F − 1
)
+ S(r, f),
Similarly,
NL
(
r,
1
f − α
)
≤ NL
(
r,
1
f − α
| α 6= 0,∞
)
+NL
(
r,
1
f − α
| α = 0
)
+NL
(
r,
1
f − α
| α =∞
)
≤ NL
(
r,
1
F − 1
)
+N
(
r,
1
α
)
+N(r, α)
≤ NL
(
r,
1
F − 1
)
+ S(r, f),
and
NL
(
r,
1
g − α
)
≤ NL
(
r,
1
G− 1
)
+ S(r, g).
On the other hand, from the definition of N0(r,
1
G′
) we follow that
N
(
r,
1
G′
)
≥ N0
(
r,
1
G′
)
+N
(2
E
(
r,
1
F − 1
)
+NL
(
r,
1
G− 1
)
+N(2
(
r,
1
G
)
−N (2
(
r,
1
G
)
. (4.6)
Combining (4.6) and Lemma 2.2, we get
N(r,G) +N
(
r,
1
G
)
+S(r, g) ≥ N
(2
E
(
r,
1
F − 1
)
+NL
(
r,
1
G− 1
)
+N0
(
r,
1
G′
)
(4.7)
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Moreover, we have
NL
(
r,
1
F − 1
)
≤ N
(
r,
1
F − 1
)
−N
(
r,
1
F − 1
)
≤ N
(
r,
1
F
)
+N(r, F ) + S(r, f), (4.8)
where the second inequality follows from Lemma 2.2 and the fact that
N
(
r,
1
F − 1
)
−N
(
r,
1
F − 1
)
+N
(
r,
1
F
)
−N
(
r,
1
F
)
≤ N
(
r,
1
F ′
)
.
By repeating the above argument, we can prove
NL
(
r,
1
G− 1
)
≤ N
(
r,
1
G
)
+N(r,G) + S(r, g), (4.9)
On the other hand, we have
N
(
r,
1
F − 1
)
≤ N
(
r,
1
f − α
)
+N(r, α) ≤ N
(
r,
1
f − α
)
+ S(r, f). (4.10)
Applying the Second Main Theorem for F and 0,∞ and 1, we have
T (r, F ) ≤ N(r, F ) +N
(
r,
1
F
)
+N
(
r,
1
F − 1
)
−N0
(
r,
1
F ′
)
+ S(r, f). (4.11)
Therefore, by combining (4.4), (4.5) and (4.7)-(4.11) and using the fact that
N2(r, F ) ≤ N2(r, f) +N2
(
r,
1
α
)
≤ N2(r, f) + S(r, f),
N2
(
r,
1
F
)
≤ N2
(
r,
1
f
)
+N2(r, α) ≤ N2
(
r,
1
f
)
+ S(r, f),
and similar inequalities
N(r, F ) ≤ N(r, f) + S(r, f), N
(
r,
1
F
)
≤ N
(
r,
1
f
)
+ S(r, f),
N2(r,G) ≤ N2(r, g) + S(r, g), N2
(
r,
1
G
)
≤ N2
(
r,
1
g
)
+ S(r, g),
we obtain
T (r, F ) ≤ N2(r, f) +N2(r, g) +N2
(
r,
1
f
)
+N2
(
r,
1
g
)
+N(r, g) +N
(
r,
1
g
)
+ 2
(
N(r, f) +N
(
r,
1
f
))
+ S(r, f) + S(r, g). (4.12)
On the other hand,
T (r, F ) = T
(
r,
f
α
)
≥ T (r, f)− T (r, α) +O(1). (4.13)
Combining inequalities (4.12) and (4.13), we obtain (i).
Suppose that H ≡ 0. We deduce from (4.2) that
F =
(b+ 1)G+ a− b− 1
bG+ a− b
,
where a, b are finite complex numbers and a 6= 0.
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If b 6= 0,−1, then
F −
b+ 1
b
= −
a
b(bG+ a− b)
.
Applying the Second Main Theorem for F and 0,∞ and b+1
b
, we have
T (r, F ) ≤ N(r, F ) +N
(
r,
1
F − b+1
b
)
+N
(
r,
1
F
)
+ S(r, f)
≤ N(r, F ) +N(r,G) +N
(
r,
1
F
)
+ S(r, f)
Hence, we get
T (r, f) ≤ T (r, F ) + S(r, f)
≤ N(r, f) +N(r, g) +N
(
r,
1
f
)
+ S(r, f) + S(r, g),
which implies (i).
If b = 0, then F =
G+ a− 1
a
. If a = 1, then F = G which implies (ii). If
a 6= 1, applying the Second Main Theorem for F and 0,∞ and a−1
a
, we have
T (r, f) ≤ T (r, F ) + S(r, f)
≤ N(r, F ) +N
(
r,
1
F − a−1
a
)
+N
(
r,
1
F
)
+ S(r, f)
≤ N(r, F ) +N(r,
1
G
) +N
(
r,
1
F
)
+ S(r, f)
≤ N(r, f) +N(r,
1
f
) +N
(
r,
1
f
)
+ S(r, f) + S(r, g).
We obtain (i).
If b = −1, then F =
a
a+ 1−G
. If a 6= −1, applying the Second Main Theorem
for G and 0,∞ and a+ 1, we have
T (r, g) ≤ T (r,G) + S(r, g)
≤ N(r,G) +N
(
r,
1
G− (a+ 1)
)
+N
(
r,
1
G
)
+ S(r, g)
≤ N(r,G) +N(r, F ) +N
(
r,
1
G
)
+ S(r, g)
≤ N(r, f) +N(r, g) +N
(
r,
1
g
)
+ S(r, f) + S(r, g).
We get (i). If a = −1, then FG ≡ 1 which implies (iii). 
Theorem 4.1. Let f and g be nonconstant meromorphic functions, α be a non-
zero small function with respect to f. Suppose [Q(f)](k) and [Q(g)](k) share α
ignoring multiplicity. If q > 4k + 12 + υ(5k + 2) + 5
∑l
i=υ+1mi, then one of the
following holds:
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(i) Q(f) = Q(g) + c, for some constant c.
(ii) [Q(f)](k)[Q(g)](k) = α2.
The conclusion (ii) in Theorem 4.1 can be ruled out if we add more constraints
on the multiple zeros of Q′(z) or if f and g share ∞ ignoring multiplicities.
Proof of Theorem 4.1. We denote
F := [Q(f)](k), F1 := Q(f),
G := [Q(g)](k), G1 := Q(g).
It is easy to see that
S(r, F ) = S(r, f), and S(r,G) = S(r, g).
By Lemma 2.6, α is also a small function with respect to g.
Since [Q(g)](k) share α ignoring multiplicities, by Lemma 4.1, one of the fol-
lowing cases holds:
(i) T (r, F ) ≤ N2(r, F )+N2(r,G)+N2(r,
1
F
)+N2(r,
1
G
)+2
(
N(r, F )+N (r, 1
F
)
)
+
N(r,G) +N(r, 1
G
)+S(r, f) +S(r, g), and the same inequality holding for
T (r,G);
(ii) F ≡ G; or
(iii) FG ≡ α2.
If Case (ii) holds then, by Lemma 2.4, we have Q(f) = Q(g) + c, for some
constant c, which is the conclusion (i) of the theorem. If Case (iii) holds, then we
get the conclusion (ii) in the theorem. Therefore, we only have to consider when
Case (i) holds, which we now examine in more detail.
If Case (i) holds, we have
T (r, F ) ≤ N2(r, F ) +N2(r,G) +N2(r,
1
F
) +N2(r,
1
G
) +N(r,G) +N(r,
1
G
)
+ 2
(
N(r, F ) +N(r,
1
F
)
)
+ S(r, f) + S(r, g)
≤ N2
(
r,
1
F
)
+ (k − 1)N (r,G′1) +Nk+1
(
r,
1
G′1
)
+N2(r, F ) +N2(r,G)
+ 2
(
(k − 1)N (r, F ′1) +Nk
(
r,
1
F ′1
))
+ 2N(r, F )
+ (k − 1)N(r,G′1) +Nk
(
r,
1
G′1
)
+N(r,G) + S(r, f) + S(r, g). (4.14)
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where the second inequality follows from Lemma 2.2, that
N2
(
r,
1
G
)
= N2
(
r,
1
(G′1)
(k−1)
)
≤ (k − 1)N(r,G′1) +Nk+1
(
r,
1
G′1
)
+ S(r, g),
N(r,
1
F
)
= N1
(
r,
1
(F ′1)
(k−1)
)
≤ (k − 1)N(r, F ′1) +Nk
(
r,
1
F ′1
)
+ S(r, f),
and
N(r,
1
G
)
≤ (k − 1)N(r,G′1) +Nk
(
r,
1
G′1
)
+ S(r, g).
On the other hand, we can write
Q(z)−R(z) = a(z − β)Q′(z)
where a 6= 0 and β are constants, and R(z) is a polynomial of degree at most
q − 2. Applying the Logarithmic Derivative Lemma, we have
m
(
r,
1
Q(f)−R(f)
)
= m
(
r,
(Q(f))′
Q(f)−R(f)
·
1
(Q(f))′
)
≤ m
(
r,
f ′
a(f − β)
)
+m
(
r,
1
F ′1
)
+O(1)
≤ m
(
r,
1
F ′1
)
+ S(r, f),
which gives
T (r, F ′1) = m(r,
1
F ′1
) +N(r,
1
F ′1
) +O(1)
≥ T
(
r,
1
Q(f)−R(f)
)
−N
(
r,
1
Q(f)−R(f)
)
+N
(
r,
1
F ′1
)
+O(1)
≥ qT (r, f)−N
(
r,
1
Q′(f)
)
−N
(
r,
1
f − β
)
+N
(
r,
1
F ′1
)
+O(1).
Therefore, applying Lemma 2.2 to the function F ′1 (with the notation (F
′
1)
(k−1) =
F ), we have
T (r, F ) ≥ T (r, F ′1) +N2
(
r,
1
F
)
−Nk+1
(
r,
1
F ′1
)
+ S(r, f)
≥ qT (r, f)−N
(
r,
1
Q′(f)
)
−N
(
r,
1
f − β
)
+N
(
r,
1
F ′1
)
+N2
(
r,
1
F
)
−Nk+1
(
r,
1
F ′1
)
+ S(r, f). (4.15)
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The inequalities (4.14) and (4.15) imply
qT (r, f) ≤ (k − 1)N(r,G′1) +Nk+1
(
r,
1
G′1
)
+N2(r,G) +N2(r, F )
+ 2
(
(k − 1)N (r, F ′1) +Nk
(
r,
1
F ′1
))
+ 2N(r, F ) + (k − 1)N(r,G′1)
+Nk
(
r,
1
G′1
)
+N(r,G) +N
(
r,
1
f − β
)
+N
(
r,
1
Q′(f)
)
−N
(
r,
1
F ′1
)
+Nk+1
(
r,
1
F ′1
)
+ S(r, f) + S(r, g)
≤ (2k + 1)N (r, g) + 2N
(
r,
1
g′
)
+ (2k + 1)
υ∑
i=1
N
(
r,
1
g − ζi
)
+ 2
l∑
i=υ+1
miN
(
r,
1
g − ζi
)
+ (2k + 2)N(r, f) + 2N
(
r,
1
f ′
)
+ (3k + 1)
υ∑
i=1
N
(
r,
1
f − ζi
)
+ 3
l∑
i=υ+1
miN
(
r,
1
f − ζi
)
+N
(
r,
1
f − β
)
+ S(r, f) + S(r, g)
≤
(
2k + 5 + υ(2k + 1) + 2
l∑
i=υ+1
mi
)
T (r, g)
+
(
2k + 7 + υ(3k + 1) + 3
l∑
i=υ+1
mi
)
T (r, f)
+ S(r, f) + S(r, g).
Therefore
(
q − 2k − 7− υ(3k + 1)− 3
l∑
i=υ+1
mi
)
T (r, f)
≤
(
2k + 5 + υ(2k + 1) + 2
l∑
i=υ+1
mi
)
T (r, g) + S(r, f) + S(r, g). (4.16)
By similar arguments, we have
(
q − 2k − 7− υ(3k + 1)− 3
l∑
i=υ+1
mi
)
T (r, g)
≤
(
2k + 5 + υ(2k + 1) + 2
l∑
i=υ+1
mi
)
T (r, f) + S(r, f) + S(r, g). (4.17)
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Combining (4.16) and (4.17), we get
(
q − 4k − 12− υ(5k + 2)− 5
l∑
i=υ+1
mi
)
(T (r, g) + T (r, f)) ≤ S(r, f) + S(r, g).
Thus, when q > 4k + 12 + υ(5k + 2) + 5
∑l
i=υ+1mi we have a contradiction. 
Proof of Theorem 1.2. The Theorem 1.2 follows from Theorem 4.1 and Lemma 2.5.

4.1. Proof of Corollary 1.2. We take Q(z) = znP (z), and q := degQ = n+m.
We can write
Q′(z) = bzn−1
l∏
j=2
(z − ζj)
mj
with b ∈ C∗. We will check that the hypotheses in the corollary imply the hy-
potheses in the theorems.
We have n > 4m+ 9k + 14 = 3m+ q − n+ 9k + 14, hence n >
q + 1
2
, and
q = n+m > 9k + 5m+ 14 = 9k + 5
υ∑
j=2
mj + 5
l∑
j=υ+1
mj + 14
≥ 9k + 14 + 5(υ − 1)(k + 1) + 5
l∑
j=υ+1
mj
= 4k + 9 + 3υ + υ(5k + 2) + 5
l∑
j=υ+1
mj
≥ 4k + 12 + υ(5k + 2) + 5
l∑
j=υ+1
mj
which satisfies the condition in Theorem 4.1. Hence, we are done for Corollary 1.2.
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