ABSTRACT In order to provide more available spectrum and quickly switchover, wideband spectrum sensing (WSS) is desirable for cognitive radio. Sub-Nyquist sampling is crucial for WSS to reduce energy and computational costs, while the existing algorithms based on sub-Nyquist sampling either compute very complexly or perform poorly at low signal to noise ratio. In this paper, we propose a blind wideband spectrum sensing scheme based on a multi-coset sub-Nyquist sampling system. In contrast to the traditional subspace decomposition-based algorithms which first compute correlation matrix and then make eigenvalue decomposition, the proposed scheme directly uses the sample sequences to estimate the support set of active channels at sub-Nyquist rate, without up-sampling and reconstructing the original signal. In order to compute a suitable threshold value to decrease false alarm, we derive the effects of noises on compressed sensing systems through theoretical analysis. Numerical simulation results show that the proposed scheme outperforms traditional subspace decomposition-based algorithms in detection probability and computational complexity.
I. INTRODUCTION
With explosive increase of wireless devices and services, telecom operators require more spectrum resources to provide high date rate services for a large number of users. Now the spectrum policies of almost all countries are predefined, i.e., allocating a fixed frequency band to some exclusive wireless services, which have caused the remaining spectrum resource very scarce for new services. Spectrum scarcity has become a major bottleneck for the development of telecommunications industries. Much measurement monitored by the national spectrum regulation agencies of many countries, however, shows that many frequency bands are underutilized [1] - [4] .
In this context, cognitive radio (CR) has been the most popular candidate to address spectrum scarcity problem. The concept of CR was first proposed by Mitola and Maguire in [5] . The main idea of CR is that secondary users (SUs) can opportunistically and dynamically access the licensed spectrum without interferences to primary users (PUs) [5] - [7] . Overlay [8] and underlay [9] are two main types of dynamical spectrum access methods in CR, and both of them require to know the spectrum occupancy of PUs. Therefore, spectrum sensing (SS) is considered to be a crucial functionality in CR systems. The purpose of spectrum sensing is to enable SUs to confirm whether the channel is occupied before access, in order to protect PUs from interference caused by SUs [10] - [13] . Traditional spectrum sensing generally detects only one channel. If a PU reappears in a certain channel, the SU should exit this channel and search for a new available channel, which will lead to the SU transmission interruption.
In order to sense multiple channels simultaneously, wideband spectrum sensing (WSS) becomes a highly desirable feature in CR system. However, compact SUs are energy limited, while wideband spectrum sensing limited by the Nyquist sampling theorem requires very high sampling rate, which is of high energy consumption and computational complexity. Therefore, efficient wideband spectrum sensing becomes one of the main challenges in cognitive radio systems. Common wideband spectrum sensing methods are generally classified into two categories. One category is sequential detection [14] . This method adopts a narrow band filter with adjustable center frequency, and uses the existing narrowband spectrum sensing technology to detect channels one by one. Since only one channel is detected in each sensing, the full band sensing takes long time. Thus, sequential detection causes large sensing delay. Another category is parallel detection [15] . This method uses filter bank to partition the whole frequency band into multiple sub-bands, and all sub-bands are simultaneously detected in parallel. Compared with sequential detection, the sensing delay is greatly reduced. However, parallel detection requires a great number of radio frequency (RF) frontend, which is costly for compact SUs.
Due to the sparsity of licensed spectrum, compressed sensing (CS) [16] - [18] provides an efficient solution for wideband spectrum sensing. According to CS theory, as long as the signal is sparse in a transform domain, an appropriate measurement matrix can be used to project the original highdimensional signal onto a low-dimensional space, greatly reducing sampling cost. And then the original signal can be reconstructed with high probability via solving an optimization problem. CS theory is generally used to analyze discrete signals, but all signals in real world are analogue. How CS is applied to sample analog signals has become a hot research topic. In [19] , a wideband sub-Nyquist sampling scheme named random demodulator (RD) was proposed, which uses a pseudorandom sequence generator and an integrator to randomly demodulate the analog signal and then sample the signal at sub-Nyquist rate. However, RD can only sample multi-tone signals, which limits its applications. In addition, Moshe and Yonina proposed a multi-channel sub-Nyquist sampling scheme for multiband signal named modulated wideband converter (MWC) [20] , which can sample multiband signal at sub-Nyquist rate and accurately reconstruct it with the prior information of the maximum bandwidth and the maximum number of signals. However, in order to perform analog matrix multiplication at high frequencies, MWC requires a large number of analog filters and highspeed analog modulators. Thus it is hard to implement in compact SUs.
For wideband spectrum sensing, efficient sampling front ends and simple sensing algorithms are very important. In [21] , Venkataramani and Bresler proposed a sub-Nyquist non-uniform sampling scheme named multi-coset, and proposed a design scheme for its analog front end in [22] , which is easy to be implemented with normal analog to digital converters (ADC). Multi-coset requires multiband signals to have a frequency support on a union of finite intervals. Fortunately, wireless communications generally divide the spectrum into many channels uniformly. Thus, multi-coset is very suitable for wideband spectrum sensing. In [21] and [22] , the prior information of the frequency support of signals are required to reconstruct the signal from its multi-coset samples. However, the frequency support is unknown in advance in spectrum sensing.
In order to solve the problem, Feng and Bresler [23] found the similarity between the signal frequency support estimation and the direction of arrival estimation, and used the multiple signal classification (MUSIC) [24] algorithm to estimate the signal frequency support. In [25] , Mishali and Eldar proposed a spectrum-blind signal reconstruction method, which estimates the signal frequency support via compressed sensing. However, these approaches require the prior information of the sparsity of received signals, which is unknown in advance in spectrum sensing. Besides, [23] did not consider the effects of noises and [25] required the received signal to have high signal to noise ratio (SNR). In telecommunications, due to the effects of multipath fading, shadowing, and noises, received signals hardly maintain high SNR. To estimate the sparsity of the received signal and denoise, a rank-revealing eigenvalue decomposition (RREVD) algorithm was proposed in [26] , whereas the eigenvalues of the received signals are larger than those of the corresponding white noises matrix and the eigenvalues of the white noises matrix are approximately equal to each other, thus the signal subspace and the noise subspace can be separated by eigenvalue decomposition. However, at less sampling channels and low SNR, the two subspaces is hard to be separated, so the sparsity of the signal cannot be estimated accurately, which would result in high false alarms or false dismissals. In addition, the methods mentioned above all require to interpolate the sampling sequences to Nyquist rate and calculate eigenvalue and eigenvector, which requires high computational complexity for compact SUs.
Motivated by the challenges mentioned above, we propose a novel wideband spectrum sensing scheme based on multi-coset sampling. The new scheme samples the wideband signals at sub-Nyquist rate without the prior information of the signals spectrum supports. The only prior information required is the channel bandwidth B, the sensing frequency range [f min , f max ], and the variance of the white noise σ 2 . Thus, there are L = (f max − f min )/B channels in the sensing frequency range. The main contributions of this paper are summarized as follows:
• Since wideband spectrum sensing only requires the location of occupied channels and does not require reconstructing the original signal, interpolating the sampling sequences to Nyquist rate is unnecessary for wideband spectrum sensing. In our approach, the sampling sequences are directly processed at sub-Nyquist rate to estimate the support of occupied channels blindly, without interpolation, eigenvalue decomposition, and sparsity estimation, which can save much storage and computational resources for SUs. In order to improve the detection probability and decrease the false alarm probability, a two thresholds iterative detection scheme is proposed, which uses one threshold to determine whether the channel is occupied, and uses another threshold to stop the iteration. Furthermore, we analyze the computational complexity of the proposed wideband spectrum sensing scheme, and compare it with the subspace decomposition based schemes.
• As compressed sensing theory is sensitive to the noises, we analyze the effects of noises on multi-coset sampling and derive an analysis formula for the SNR decrease of multi-coset sampling. As we only use the correlation of VOLUME 6, 2018 the measurement matrix to analyze the effects of noises, the analysis procedure of SNR decrease is suitable for all compressed sensing system. Based on the conclusion, we derive the probability of detection and false alarm in each iteration. Finally, we compare the performance of our proposed algorithm with subspace decomposition based orthogonal matching pursuit (OMP) and MUSIC algorithm through numerical simulation. This paper is organized as follows. Section II introduces the signal model of the wideband spectrum sensing and multi-coset sampling system. In section III, we analyze the problem of the subspace decomposition based algorithms and then propose the two thresholds iterative detection scheme.
In section IV, we analyze the effects of noises on compressed sensing system and derive the theoretical performance of our proposed scheme. Section V conducts numerical simulation to evaluate the performance of the proposed algorithm and compare with other algorithms. Conclusions are drawn in Section VI.
II. SYSTEM MODEL
In this section, we first introduce the signal model of the wideband spectrum sensing. Then, we introduce the multicoset sampling and analyze it in the frequency domain. The multi-coset sampling is a sub-Nyquist sampling front end of our proposed wideband spectrum sensing scheme.
A. SIGNAL MODEL
Define the received signal of SU as
where F contains L channels and the bandwidth of each channel is B, i.e., L = (f max − f min )/B. These channels are indexed from 0 to L − 1 and the number of active channels is k. The received signal can be denoted as
where s i (t) is the received signal from the ith PU, f i is the carrier frequency of the ith PU, and n(t) ∼ N (0, σ 2 ) is the additive white Gaussian noise (AWGN). Each PU occupies one channel, and the index set of active channels is defined as S = {s 1 , s 2 , · · · , s k }. Figure 1 shows an example of x(t), in which the channels number is L = 16, the channel bandwidth is B, and the index set of active channels is S = {1, 5, 8, 10}. The Fourier transform of x(t) is defined as
The spectrum of received signal in active channels are PU signals with noises, and the other channels are only noises. For SUs, the prior information of PUs is unknown, such as the number of active channels k, the carrier frequency f i , symbol rate and modulation and so on. The only prior information is the channel bandwidth B, the sensing frequency range F and the variance of noise σ 2 . The main purpose of wideband spectrum sensing is to find and locate the active channels, i.e., to estimate the index set of active channel S.
B. MULTI-COSET SAMPLING
As SUs are compact and resource limited, our wideband spectrum snesing scheme adopt a sub-Nyquist sampling strategy to reduce sampling and computational costs. Let x(nT s ) be the uniform samples of x(t) at Nyquist rate, where T s is the sampling interval, and f s = 1/T s is the Nyquist sampling rate. Multi-coset sampling is a periodic non-uniform sampling scheme, which sample the signal x(t) at t = (nL + c i )T s , where i = 1, 2, · · · , p and n ∈ Z. The parameter c i is a integer choosing from 0 to L − 1 randomly. And the set
In order to implement the periodic non-uniform sampling, a parallel multi-channel multi-coset sampling scheme was proposed [22] , as shown in figure 2. It has p parallel channels, and each channel is called as a coset. In the ith coset, the signal is first delayed c i T s , then uniformly sampled at a decimated sampling rate 1/(LT s ). In practical application, the parallel multi-channel multi-coset sampling scheme can be realized by time delay lines, in which the input end is connected with the different ADCs using different time delay lines. However, accurate time delay is hardly controlled, that will result in a bad effect on the multi-coset sampling. In [27] , a time-interleaved ADC on integrated circuits was proposed. The multi-coset can be realized via choosing a part of channels from the time-interleaved ADC.
The sampling sequence of the ith coset is defined as
The discrete Fourier transform (DFT) of the sampling sequence y i [n] links the known spectrum Y i (e j2πfLT s ) and the unknown spectrum X (f ),
where
The spectrum Y i (e j2πfLT s ) can be considered as the weighted summation of all X l (f ). Therefore, the spectrum
For convenience of analysis, (4) can be denoted in matrix form as
where Y(f ) is the DFT of the sampling sequences whose ith row is
is the shifted Fourier transform of the unknown PUs spectrum whose ith row is X i−1 (f ), and
is a p × L matrix. From compressed sensing viewpoint, the matrix A is the measurement matrix of the multi-coset sampling pattern C = {c 1 , c 2 , · · · , c p }, and the columns of A are referred to as the atom, which is denoted as
The Landau's sampling theorem [28] has shown that the minimum sampling rate allowing perfect reconstruction should be no less than the total bandwidth of occupied spectrum. However, this requires to know the frequency support of the sampled signal. In the blind scenario, the minimum sampling should be more than twice the Landau rate [25] . The average sampling rate of multi-coset sampling is
where p ≥ 2k is required. As p < L, the average sampling rate is lower than the Nyquist rate.
As the sampling parameter L is equal to the channel number, if we set the sampling rate is equal to the channel bandwidth, i.e.,1/(LT s ) = B, the frequency shift of X(f ) is corresponding to the channel bandwidth B. In this setting, X l (f ) is the spectrum of the lth channel. Therefore, in our proposed wideband compressive spectrum sensing method, it is unnecessary to reconstruct the original signal. We only need to estimate the index set of the active channel S when the sampling parameters are set suitable.
III. PROPOSED SUB-NYQUIST WIDEBAND SPECTRUM SENSING ALGORITHM
In the related works [21] - [23] , [25] , [26] , the sample sequences of the multi-coset sampling are up-sampled before processing, which results the quantity of the data is p times the quantity of the Nyquist samples. For example, if the multicoset sampling has 20 cosets, the quantity of the up-sampled data is 20 times as much as that of Nyquist rate, which is a significant consumption of computing and storage resources. For wideband spectrum sensing, the signal reconstruction is not required, so we can directly process the sub-Nyquist sample sequences to estimate the active channel indexes based on (5) .
In this section, we first introduce the wideband spectrum sensing method based on subspace decomposition. Then, we propose a two thresholds iterative detection scheme for sub-Nyquist wideband compressive spectrum sensing. Finally, we compare the computational complexity of these two method.
A. SUB-NYQUIST WIDEBAND SPECTRUM SENSING BASED ON SUBSPACE DECOMPOSITION
In order to separate the signal subspace and noises subspaces, the sample sequences should be upsampled and shifted. The detailed procedures are introduced in [26] . Define the spectrum of the obtained Nyquist rate sequences are
where () H is Hermitian transpose. Since the noises of each channel is not correlated with other channels and the noises are not correlated with the PUs signal, the correlation matrix can be denoted as
is the correlation matrix of PUs signal, S(f ) is the Fourier transform of the PUs signals, and I is an identity matrix. Since the matrix A is a Vandermonde matrix, if the matrix P is nonsingular, the rank of the matrix
which is equal to the number of active PUs. Since P is positive definite, the eigenvalues of APA H is positive, i.e., there are k positive eigenvalues of APA H . As the eigenvalue of APA H is positive and σ 2 > 0, Q is a full rank matrix with positive eigenvalues. Denote the eigenvalues of Q in descending order as λ 1 ≥ λ 2 ≥ · · · ≥ λ p , and the corresponding eigenvectors are v 1 , v 2 , · · · , v p , VOLUME 6, 2018 which construct a orthogonal basis of p × p dimension space. The largest k eigenvalues are corresponding to the signal subspace, which is equal to the eigenvalue of APA H plus σ 2 /(LT s 2 ), and the other (p − k) smaller eigenvalues are corresponding to the noise subspace, which is equal to σ 2 /(LT s 2 ). Figure 3 shows an example of the eigenvalues of the correlation matrix with p = 10, k = 4 and SNR=35dB. When the SNR is high and the number of samples is enough, the signal subspace and noise subspace can be easily decomposed, so the signal number can be estimated, and then we can use MUSIC or OMP algorithm to estimate the index set S.
In wireless communications, due to the effects of multipath fading, shadowing, and noises, the received signals are hardly maintain high SNR. However, when the SNR is low, as shown in figure 4 , we cannot use the eigenvalues to separate signal subspace and noise subspace, which will result in high false dismissals or false alarms.
B. PROPOSED ACTIVE CHANNEL INDEX SET ESTIMATION
In the subspace decomposition method, as the signals are measured by A ∈ C p×L (p < L), where A can be regarded as an over-complete dictionary, orthogonal decomposition cannot accurately separate the occupied channels from all channels at low SNR. In this subsection, we propose a two thresholds iterative detection scheme for sub-Nyquist wideband spectrum sensing. The proposed scheme use all samples to detect the active channels, so the performance of it is better at low SNR.
For the sake of analysis in the digital domain, we denote (5) in discrete form as
. . .
for 
and 
In order to decrease the effects of noises, we sum all correlation coefficient of different frequencies,
Since the cross-correlation between different atoms is small, the index of the maximal z i is the most probable position of active channel. The index of the maximal z i is
The estimated PU signal iŝ
The energy of the estimated PU signal is
Assuming that the first threshold is λ 1 , the binary hypothesis testing model is denoted as
where H 0 denotes the channel is vacant and H 1 denotes the channel is occupied. If Eθ > λ 1 , we subtract the component corresponding toθ [k] from the residual, and calculate the energy of the residual E r . If E r ≤ λ 2 (the second threshold), iterations would be terminated. In the next section, we will introduce the values of the threshold λ 1 and λ 2 . The detailed computing process of our proposed schene is illustrated as follows.
At the beginning, we initialize the variables: the iteration number t = 1, the residual
, estimated index set 0 = ∅, where ∅ denotes an empty set. Then, we introduce the iteration process.
In the tth iteration, the most possible index is (20) where R t is the residual in the tth iteration. Then, we update the index set t = t−1 ∪ α t , and calculate the estimated PUs signals aŝ
where A t is consisted of a part of columns of A whose indexes is corresponding to t . The energy of all estimated PUs signals is
where E i is the quadratic sum of the ith row ofˆ , i.e., the energy of the ith estimated PUs signal. If there are any E i satisfying H 0 , the iteration will be finished. The estimated index set of the active channels isŜ = t−1 . Since we choose the maximal correlation coefficient in each iteration, the energy of other channels will all satisfy H 0 if H 0 is once occurred. If all E i satify H 1 , we update the residual
Then, the energy of R t is
where A F is the Frobenius norm of the matrix A. Until E R ≤ λ 2 , the iteration would be terminated. The estimated index set of the active channels isŜ = t . The iteration process is summarized in Algorithm 1. Taking inverse discrete Fourier transform (IDFT) to (5), we can obtain the relation between the sample sequences and
Algorithm 1 The Two Thresholds Iterative Detection Scheme
Input: Y, A Output:
the equivalent baseband signals of PUs. Therefore, the proposed algorithm can directly input the sample sequences, without taking the FFT process, which can decrease the computation complexity.
C. COMPUTATIONAL COMPLEXITY ANALYSIS
In this part, the computational complexity of the proposed wideband spectrum sensing scheme is analyzed and compared with the subspace decomposition based scheme. Our proposed scheme directly use the sampling sequences to detect the active channels. The quantity of input date (i.e., the number of samples) is pN . In the calculation process, the main computational complexity is concentrated in the formula (20) , (21) and (23) .
Assume that there are k active PUs in the sensing frequency range, and ignore the false alarms. Therefore, the proposed scheme would iterate k times before the detection is completed. Formula (20) can be solved by least square method, which is denoted aŝ
As the dimensionality of the matrixes A t andˆ are different in each iteration, we choose (k + 1)/2 as the dimensionality of A t andˆ , which is the average dimensionality of them. In each iteration, the floating-point operation (FLOP) count of the formula (20) , (21) and (23) are 2pLN + 2LN , (k + 1) 2 p + (k + 1)pN and LN + (k + 1)pN respectively. In formula (21) , the flops of solving the inverse matrix are ignored, because it is very small compared with other processes. Since the iteration would repeat k times and L k, p ≥ 2k, the time complexity of the proposed wideband spectrum sensing scheme is O(kpLN ).
In the subspace decomposition based scheme, the sampling sequences are interpolated to the Nyquist rate. So the input date is a p×LN matrix. Considering the process of calculating the correlation matrix, the flop of it is 2p 2 LN , and this is the main computational complexity in the subspace decomposition based scheme. Therefore, the time complexity of the subspace decomposition based scheme is O(p 2 LN ) . Comparing the two schemes, the time complexity of our proposed scheme is k/p times of that of the subspace decomposition based scheme. The conclusion is testified in the simulation result of table 1. Besides, considering the storage resource, the quantity of the input date of the proposed scheme is pN , but that of the subspace decomposition based scheme is pLN . Therefore, the proposed scheme can save much storage resource compared with the subspace decomposition based scheme.
IV. PREFORMANCE ANALYSIS
In this section, we first analyze the effects of noises on the proposed algorithm. Then, based on the theoretical analysis, we propose the value of the threshold and analyze the performance of the proposed algorithm.
A. THE EFFECTS OF NOISES
In wideband spectrum sensing, the SNR is defined as (26) where P i is the PUs signal power. When we estimate the index set S and estimate the PUs signals, the cross-correlation of the columns of A will result in interference. Since the measurement matrix A is a p × L matrix where p < L, the columns of A is non-orthogonal. Therefore, each atom A i is correlative to all other atoms. For instance, figure 5 show the correlation coefficients between A 4 and all columns of A. As we can see, all columns of A are correlative to A 4 .
Since Y[k] is the weighted summation of A, when we use
will have contributions to the correlation coefficients. When we estimate the PUs signals, i.e., the step (3) in algorithm 1, the noises of other channels will mix in the reconstructed signal. The goal of (21) is to minimize the residual, so the noises components which are correspond to A t would be subtracted from Y[k]. Define α i,k as the correlation coefficient between A i and A k . Assumeing the ith channel is the active channel, when we use A i to estimate the PU signal, the estimated PU signal can be denoted aŝ
Therefore, the noise variance of the reconstructed signal is α times of σ 2 , where α is the quadratic sum of all α i,k .
The quadratic sum of all correlation coefficients α i,k can de denoted as
when m = n, the last term is equal to 0, and when m = n, the last term is equal to L and e j2π(c m −c n )i/L is equal to 1. Therefore,
Because L > p, the SNR of the estimated baseband signal is decreased. However, as only the signals of active channels are reconstructed, the global SNR is increased. Since we only use the correlation of the measurement matrix to analyze the effects of noises, the analysis procedure of SNR is suitable for all compressed sensing system.
B. PERFORMANCE OF DETECTION AND FALSE ALARM PROBABILITY
As the power of the PUs signal is P i , the probability distribution of the signal spectrum in active channel follows
, and the probability distribution of the signal in vacant channel follows n(t) ∼ N (0, σ 2 ).
Based on the analysis of the previous subsection, when we reconstruct the equivalent baseband signal, the power of noises will be σ 2 1 = Lσ 2 /p. If the reconstructed signal only have noises, it's distribution follows n(t) ∼ N (0, σ 2 1 ). If the reconstructed signal contains PU signal, it's distribution follows s(t) + n(t) ∼ N ( √ P i , σ 2 1 ). Therefore, if the reconstructed signal contains PU signal, its energy follow non-central chi-square distribution with the degree of freedom N , and its probability density function is
where I a (·) is the modified Bessel function of first kind with a order and x denotes the energy of the reconstructed signal, which is corresponding to E i , i = 1, 2, · · · , t in (22) . If the reconstructed signal only has noises, its energy follow central chi-square distribution with the degree of freedom N , and its probability density function is
where (·) is the Gamma function. When N is large, the chi-square distribution is approximate to the Gaussian distribution.
In each iteration, if the first threshold is λ 1 , the probability of false alarm is
where (a, b) denotes the upper incomplete gamma function. Then, we can set λ 1 based on the required probability of false alarm. When the threshold λ 1 is determined, the detection probability is
where Q N (a, b) is the generalized Marcum Q-function and γ = P i /σ 2 .
Since the noises may not distributed uniformly in the total sensing frequency range, those channels with bigger noises energy would result in false alarms. In order to decrease this effect, we can stop the iteration when the energy of residual are less than the threshold λ 2 . The value of λ 2 is related to the power of noises σ 2 , the sample number N . The optimal value can be defined through numerical simulation. The form of the threshold λ 2 can be defined as
where β 1 should be a dynamic value varying with the iterations, because the estimated PUs signals are with noises.
Since the PUs signals cannot be accurately estimated, there are some energy of PUs signals in the residual. Therefore, we set β 2 to decrease the false alarms. β 2 is a small value and the optimal value can be obtained through numerical simulation.
V. NUMERICAL SIMULATION
In this section, we investigate the performance of our proposed wideband spectrum sensing algorithm via numerical simulations. We first introduce the simulation setup and relevant performance evaluation indicators. Then, we demonstrate and analyze the simulation results. 
A. A. SIMULATION SETUP AND PERFORMANCE INDICATORS
We consider the received signal x(t) ∈ F = [0, 320]MHz, which contains L = 40 channels. The bandwidth of each channel is B = 8MHz, and the number of active channel is k. Thus, the PUs occupied ratio of F can be defined as β = k/L. The simulation signal can be denoted as
where sinc(x) = sin(π x)/(π x), P i , τ i and f i is the power, time offset, and carrier frequency of PU signal respectively, and n(t) ∼ N (0, σ 2 ) is the AWGN. Figure 6 shows an example of the simulation signal with k = 4, 5, 10, 15, 20] µs and f i = [44, 108, 172, 236]MHz, i.e., the index set of active channel S = {5, 13, 21, 29}. There is no noises in this example. In all simulation, the signal length is T = 25µs with Nyquist rate f s = 320MHz, which corresponds to T f s = 8000 Nyquist rate points. The performance of the proposed algorithm is evaluated by the detection probability and the number of false alarm signals. When the estimated index setŜ contains all elements of S, the detection is successful. The detection probability is defined as the ratio between the successful detection times and the total simulation times. Except for the elements of S, ifŜ contains other elements, the number of the other elements is defined as the number of false alarm signals. The Monte-Carlo simulations repeat 5000 times at each point. The complexity are measured by the runtime of the Monte-Carlo simulations. Figure 7 shows the simulation signal with same parameters of figure 6 at SNR=−5dB. Figure 8 is the reconstructed signal from the multi-coset samples using p = 20 cosets. Comparing figure 6, figure 7 and figure 8, we can observe that the noises of the reconstructed signals are decreased in the time domain, but in each active channel, the noises are VOLUME 6, 2018 increased in the frequency domain. Since the signal in figure 7 have 4 active channels, the SNR of each active channel is 5dB. After multi-coset sampling and reconstruction, the SNR of each active channel is 1.992dB. Therefore, the noise energy of each active channel increases to twice that of the original signal, which is equal to the theoretical value L/p. Since the noises of the reconstructed signal only appear in the active channels, the SNR of the total bandwidth is 1.992dB also. This phenomenon demonstrate that compressed sensing can increase the SNR in the total bandwidth, but the in-band SNR will decrease in the active channel, which has been mentioned in section IV. Figure 9 compares the detection probability of the proposed scheme, subspace decomposition based OMP and MUSIC at SNR ranging from -15dB to 5dB. The multi-coset with p = 20 coset sample the received signal, where the total sampling rate is corresponding to half of the Nyquist sampling rate. The sampling pattern C is randomly selected from 0 to L − 1. The number of active channel is k = 4, i.e., the PUs occupied ratio β = 10%, and the locations of the active channel is random. From figure 9 , we can observe that the proposed scheme preform batter than OMP and MUSIC at low SNR. When SNR=−8dB, the detection probability of the proposed scheme achieve more than 95%, but that of OMP and MUSIC is almost 0. As a result, the proposed scheme can save 4dB SNR to reach 90% detection probability.
B. PERFORMANCE OF THE PROPOSED ALGORITHM
In figure 10 , we compare the detection probability of the proposed scheme, OMP and MUSIC algorithm with different numbers of cosets p. In the simulations, we still set the number of active channels k = 4 at random location, and SNR=−5dB. From figure 10, we can observe that the proposed scheme can use less cosets to achieve the same performance comparing with OMP and MUSIC algorithms. Specifically, when the number of cosets p = 15, the proposed scheme can reach 90% detection probability, but the detection probability of OMP and MUSIC is only less than 30%. As a result, the proposed scheme can save 6 cosets to reach the same performance comparing with OMP and MUSIC.
In order to evaluate the detection probability with different PUs occupied ratio β, we simulate the detection probability versus SNR with β = 20%, i.e., 8 out of 40 channels are occupied by PUs, as shown in figure 11 . In the simulation, the parameters of multi-coset are same as those of figure 9. Comparing figure 9 with figure 11, we can obtain the detection probability with different PUs occupied ratio β. From figure 10 and figure 12 , we can observe that the detection probability decrease with the increase of β. In compressed sensing theory, increasing active channels number is equivalent to increasing the sparsity of the input signals, so that the number of measurements should be increased to ensure the reconstruction performance, which is corresponding to increase the number of cosets p in multi-coset sampling.
From figure 9, 10, and 11, we can see that the performance of OMP and MUSIC algorithm are similar to each other. As these two algorithms are all based on subspace decomposition, they need to estimate the sparsity of the input signals. However, signal subspace and noise subspace cannot be decomposed at low SNR, so the sparsity of the signal cannot be estimated accurately. As a result, the main bottleneck of the subspace decomposition based algorithms is the sparsity estimatio. Figure 12 shows the average number of false alarm signals with varying SNRs. The number of active channels is set to be k = 4 and k = 8 respectively, i.e., the PUs occupied ratio is β = 10% and β = 20% respectively. As shown in figure 12 , the average number of false alarm signals is less than one channel at the SNR range form -10dB to 10dB. When SNR ≥ 0dB, the average number of false alarm signals is less than 0.2, which has less effects on the estimation of S.
In table 1, we list the runtime of the simulations of figure 9 , which can reflect the computation complexity of these three algorithms. As we can see in table 1, the runtime of OMP and MUSIC is almost five times and six times that of the proposed scheme respectively. Since the proposed scheme does not require to interpolate the sample sequences to the Nyquist rate, the amount of data is 1/L times that of the conventional methods. Therefore, the proposed scheme can greatly decrease the computation complexity and storage resource.
VI. CONCLUSION
In this paper, we consider the wideband spectrum sensing with sub-Nyquist samples. When the SNR is low, the conventional subspace decomposition based algorithms cannot distinguish the signal subspace and noise subspace, so these algorithms will loss efficacy. In order to perform wideband spectrum sensing at low SNR, we propose a two thresholds iterative detection scheme, which can estimate the active channels support accurately at lower SNR. Furthermore, we analyze the effects of noises on the compressed sensing system, and the analytical method is suitable for all compressed sensing system, not only multi-coset sampling. Based on the analysis, we introduce the theoretical performance of the proposed scheme. Finally, we compare the performance of the proposed scheme with two subspace decomposition based algorithms, OMP and MUSIC. The simulation results have shown that the proposed scheme has better noise robustness and low computation complexity. In addition, the proposed scheme needs less sampling resource at low SNR. 
