A fast algorithm for the Voronoi diagram is proposed along with the performance evaluation by extensive computational experiments. It is shown that the proposed algorithm runs in linear time on the average.
Introduction
For a set of n points Pi (i=l, ... ,n) The planar skeleton V formed by the boundaries of V (P.) n n ~ (i=l, ... ,n) is called the Voronoi diagram (sometimes called also the Dirichlet tessellation or the Thiessen tessellation), which plays a fundamental role in computational geometry [16] and finds applications in various fields such as geography, urban planning, ecology, physics and numerical analysis [7] , [8] ,
[IS]. Vertices (edges) of the Voronoi diagram are called Voronoi points (Voronoi edges). We shall call p. (i=l, ... ,n) the generators (or generating
Incremental Method
The basic idea [2] of the incremental method is given in this section.
Though this algorithm has obviously the worst-case complexity o(n 2 ) . it runs in about O(n3/2) time [2] . Furthermore. it can be polished up to run in O(n) time in the sense of the average-case performance. which is the main objective of the present paper.
Suppose that n generators are ordered in some way or other from PI through Our task is to order the generators in such a way that, at each stage, Phase 2 may be done in constant time on the average and that it may be possible to find the nearest neighbor in Phase 1 in constant time on the average, too.
Phase 1 is equivalent to finding such N(m) ( 
N m contains P •
m This problem is a kind of "point location" problem, but existing algorithms [8] , [10] , [16] for the point location problem cannot be directly applied, since the diagram varies from stage to stage. The following simple algorithm will be advantageous from the practical point of view. 
Al gorithm L:
Start with an initial guess Pi (0) (1 si (0) S m-1) and set i :=i (0 
Consecutive cell algorithms
The first class of algorithms we have considered [14] is based on a consecutive cell order technique, which is similar to the one used in [5], [6] for the minimum-weight Euclidean matching problem. The value of the parameter a = kn-1/2 for the cell size is to be determined later. The cells are given a prescribed order, e.g., the "serpentine cell order" in Fig. 2(i) ,
the "outward spiral cell order" in Fig. 2(ii We number the leaves of T from 0 to 4M_l in the natural manner from 1.eft to right; four consecutive nodes grouped in fours from an end at the same depth has a common father. Each cell is given a two-dimensional address 2 An example of this cell order is shown in Fig. 3 for M=4 (k =256).
As is easily seen intuitively from Fig. 3 In the present case, the generators are added in the following order: P ll , P 29 , P 17 , P 5S ; P 15 , P 36 , ... , P 26 , P 44 , P 46 ; P 37 , P 61 , P 14 , PS' ... , P 9 , PI' ... , P 47 , ... , P 30 , P 27 , PlO' As for the initial guess of the nearest neighbor, we use, e.g., P 29 for PIS and P 36 ; P ll for P 26 , P 44 and P 46 ; PIS for P 37 and P 61 ; P 61 for P 14 ; P 29 for P 9 ; and P 9 for PI' 4. Experimental Results
Performance of several algorithms for uniformly distributed generators
Throughout the experiments, we made use of the following "full" data structure for representing generators and Voronoi diagrams, where n is th.~ total number of generators given:
(i) coordinates of generators (2n words);
(ii) coordinates of Voronoi points (4n words);
(iii) Voronoi points incident to Voronoi edges (6n words);
(iv) generators defining Voronoi edges (6n words);
(v) incidence list of Voronoi edges to Voronoi points and to Voronoi regions (15n words).
Recall that the total number of Voronoi points is bounded by 2n and that of Voronoi edges by 3n. Our data structure requires 33n words in total for n generators. The "compact" data structure,of which the idea is found in [3] , requires l4nwords, consisting of (i), (iv) and part of (v), Le., (v') the edges which are clockwise adjacent to each edge at its both ends (6n words).
(The latter is more efficient in space, but the computational performance is less efficient in time, Le., the computation time needed for the latter i.s for n from 27 (=128) to 2 13 (=8192) or to 2 15 (=32768).
In the first place, the optimal values of the parameter a of the consecutive cell algorithms are determined empirically. average. In spite of the drastic improvement in performance due to the preprocessing, the consecutive cell algorithm did not run in O(n) time.
Next, the optimal value of the parameter a of the quaternary incremental algorithm was determined again by experiment. On 'the basis of the observation that the average running time of the quaternary incremental algorithm per generator is independent of the total number n of generators (see Fig. 9 ), the optimal value of parameter a was determined to be approximately equal to unity from the performance for n=8l92 generators shown in Fig. 8 . Finally, the performance of the several algorithms are compared in Fig. 9 when the generators are distributed uniformly in the unit square. The program we wrote according to the divide-and-conquer algorithm [16] of worst-case complexity O(n log n ), with either "full" or "compact" data structure, did not run in O(n) time even on the average (see Fig. 9 ). The code with the "full"
data structure ran about twice as fast as that with the "compact" structure.
The consecutive cell algorithm with, say, the outward spiral cell order is substantially faster than the divide-and-conquer algorithm. The quaternary incremental algorithm was found to be quite efficient.
We have not tested the variants of incremental algorithms with the compact data structure, but the effect of the difference in data structures will be the same for the incremental algorithms as for the divide-and-conquer algorithms. . : quaternary incremental algorithm (a=l)
Robustness of the quaternary incremental method against nonuniformity of the distribution of generators
In this subsection, we will investi.gate the sensitivity of the quaternary incremental algorithm to the distributieon of generators, i.e., how the performance of the algorithm changes when the distribution of generators deviates from the uniform. As typical nonuniform distributions, we have considered the four cases below.
[Case 1J Uncorrelated bivariate normal distribution
The generators are distributed subject to the normal distribution:
where the generators lying outside the unit square S are ignored. An instance of this distribution with n=128 and 0=2-2 is shown in Fig. ll(i) . The CPU times per generator required by the quaternary incremental algorithm are shown in Fig. lOCi) . There seems to be no big difference from those for the uniform distribution and the total CPU time for n generators is approximately proportional to n. where the generators outside the unit square are ignored.
For S small, the generators are clustered along the diagonal line, as is illustrated in Fig. 11 -"
(ii) with n=128 and 8=2~.
The CPU times per generator required by the quaternary incremental algorithm are shown in Fig. 10 (ii). Even in the extreme -8
case of 8=2 , the running time is about 1.2 times as much as that for the uniform distribution.
[Case 3J Mixture of normal distributions Among the n generators in the unit square S, n/2 generators are taken from the normal distribution:
and the remaining n/2 from As 0 becomes smaller, the generators tend to cluster around the two diagonally opposite corners. The CPU times per generator by the quaternary incremental algorithm are shown in Fig. 10(iii) . Though the performance of the quaternary incremental algorithm appears most sensitive to this type of nonuniformity of generators, it is still good enough for such distribution as is shown in Fig. ll(iii), where n=128 and 0=2-3 .
[Case 4J Distribution concentrated along a circle Points are randomly gener"ated in such a way that the distances of generators from the center (1/2, 1/2) are normally distributed subject to N(1/2-0, 0 2 ) and their angles around the center are subject to the uniform distribution.
(Those outside the unit square are ignored.) An example is shown in Fig. 11 -4
(iv), where n=l28 and 0=2 . The CPU times per generator required by the quaternary incremental algorithm are shown in Fig. lO(iv) . No serious deterioration of the performance is observed. It may seem strange that it takes less time than in the case of the uniform distribution when both nand 0 are small, e.g., n=2 7 and 0=2-12 . This phenomenon may be explained as follows.
If the generators are clustered along a circle, the number of generators lying
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on the boundary of the convex hull of the generators is significantly larger than that in the case of uniform distribution, and consequently the total number of Voronoi edges is considerably smaller, especially when n is moderately small.
For comparison, the CPU times of the consecutive cell algorithm with the outward spiral cell order (a=0.25) are shown in Fig. 12 when the generators are distributed as in Case 3 above. Conparing Fig. 12 with Fig. 10(iii) , it may be seen that the quaternary incremental algorithm is considerably more robust than the consecutive cell algorithms.
Conclusion
In Considering the running time and the ease in coding, the "full" data structure is recommended, if space permits, rather than the "compact"
one.
The extension of the ideas presented in this paper for the incremental method to the case of more general Voronoi diagrams such as the Voronoi diagram of line segments and polygons [9] , that in the Laguerre geometry [4] , etc., should deserve due investigation. Al. 2.
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Combining (AI.9) and (Al.17), we can obtain (Al.2).
Al.4. Derivation of (Al.15)
In what follows, we will establish CALlS) under the simplifying assumption that the sectors 50' 51 and 52 may be regarded as unbounded regions.
In other words, the generators are assumed as points of a homogeneous planar
Poisson process of intensity n and the whole plane is divided into cells of 
Suppose that n generators are distributed randomly uniformly in the unit square and consider a pair of left and right diagrams to be merged, each containing n generators.
Let {Po li £ L} (resp. {p ·IJ ER}) be the set of Let f be the probability that N(i) E R for a fixed i (E L). Evidently, it may be assumed that this probability does not depend on index i. Then the expected number of the new Voronoi edges created in merging a pair of diagrams p-l of size n is asymptotically greater tha·:1 fn , and, since we have 2 merging T P Next, we will estimate the probability f.
is of the order 2-< n ,the n generators for n large. Combining (A2.5) and (A2.6), we obtain (A2.2), and consequently, that the expected total number LT of the Voronoi edges created by the divideand-conquer algorithm is of the order B(n log n ).
The total number LT of Voronoi edges created by the divide-and-conquer algorithm was observed in our experiment. Note that LT does not depend on a particular implementation but only on the algorithm. The average of LT/n of 10 independent samples against n=2 7 to 2 15 is plotted in Fig. A2 .2, and the minimum and the maximum of LT among those of the 10 samples, along with the average normalized by n and by n log n, is listed in Table A2 
