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Abstract: We establish conservation laws for the second order Kudryashov–
Sinelshchikov equation, which models pressure waves in liquid with bubbles.
For this purpose we use the method of Nail Ibragimov based on the notion
of nonlinear self-adjointness.
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This paper is dedicated to Professor Nail Ibragimov
in Memoriam
1 Introduction
In [12], Kudryashov and Sinelshchikov studied nonlinear pressure waves
in a mixture of a liquid and gas bubbles. Among other results and considera-
tions, they obtained the following second order partial differential equation:
ut + uux − (1 + u)uxx − u
2
x = 0. (1)
Here t and x are the independent variables and u = u(t, x) denotes the
dimensionless dependent variable. We shall call the Eq. (1) the Kudryashov-
Sinelshchikov equation.
The purpose of this paper is to establish nontrivial conservation laws
by using the N. Ibragimov’s conservation theorem [8–11], which is done
in section 3. For this aim we first study in section 2 the nonlinear self-
adjointness of the more general class of partial differential equations
ut − f(u)ux − g(u)uxx + h(u)u
2
x = 0, (2)
where the functions f, g, h satisfy the conditions
f 6= 0, g 6= 0, g′ 6= 0, (3)
and ′ denotes the derivative d/du.
We suppose that the reader is familiar with the basic concepts of Lie
point symmetries of differential equations. The fundamental monographs in
this area are [1–3,6, 7, 13,14] .
2 Nonlinear Self-Adjointness
We first briefly present the main definitions in the N. Ibragimov’s ap-
proach to nonlinear self-adjointness of differential equations adopted to our
specific case. For further details the interested reader is directed to [5,8–11].
Consider an s−th order evolution equation
F(t, x, u(1), u(2), · · · , u(s)) = 0 (4)
with independent variables t, x and a dependent variable u, where u(1), u(2),.
..u(s) denote the collection of 1, 2, ..., s−th order partial derivatives of u.
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Definition 2.1. Let F be a differential function and ν = ν(t, x)−the new
dependent variable, known as the adjoint variable or nonlocal variable [11].
The formal Lagrangian for F = 0 is the differential function defined by
L := νF. (5)
Definition 2.2. Let F be a differential function and for the differential
equation (4), denoted by F[u] = 0, we define the adjoint differential function
to F by
F∗ :=
δL
δu
(6)
and the adjoint differential equation by
F∗[u, ν] = 0, (7)
where the Euler operator
δ
δu
=
∂
∂u
+
∞∑
m=1
Dxi1 · · ·Dxim
∂
∂uxi1xi2 ···xim
(8)
and Dxi is the total derivative operator with respect to xi defined by
Dxi = ∂xi + uxi∂u + uxixj∂uxj + · · ·+ uxixi1xi2 ···xin∂uxi1 xi2 ···xin
...
Definition 2.3. The differential equation (4) is said to be nonlinearly self-
adjoint if there exists a substitution
ν = φ(t, x, u) 6= 0 (9)
such that
F∗ |ν=φ(t,x,u)= λF (10)
for some undetermined coefficient λ = λ(t, x, u, · · · ). If ν = φ(u) in (9) and
(10), the equation (4) is called quasi self-adjoint. If ν = u, we say that the
equation (4) is strictly self-adjoint.
Now we shall obtain the adjoint equation to the eq. (2). For this purpose
we write (2) in the form (4), where
F := ut − f(u)ux − g(u)uxx + h(u)u
2
x = 0. (11)
Then the corresponding formal Lagrangian (5) is given by
L := ν(ut − f(u)ux − g(u)uxx + h(u)u
2
x) = 0 (12)
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and the Euler operator (8) assumes the following form:
δL
δu
=
∂L
∂u
−Dt
∂L
∂ut
−Dx
∂L
∂ux
+D2x
∂L
∂uxx
. (13)
We calculate explicitly the Euler operator (13) applied to L determined by
(12). In this way we obtain the adjoint equation (7) to (2):
F∗ = −νt + f(u)νx − g(u)νxx − 2νg
′(u)uxx − 2νh(u)uxx
− νh′(u)u2x − νg
′′(u)u2x − 2g
′(u)νxux − 2h(u)uxνx = 0. (14)
The main result in this section can be stated as follows.
Theorem 1. The generalized Kudryashov-Sinelshchikov equation (2) is non-
linearly self-adjoint.
If f(u) = ag(u) + b, a, b−constants, and f(u) itself is not a constant,
then the substitution is given by
φ(t, x, u) = (c1 exp(ax+ abt) + c2) exp
(
−
∫
g′(u) + h(u)
g(u)
du
)
. (15)
If f(u) = b−constant, then the corresponding substitution is given by
φ(t, x, u) = (c3(x+ bt) + c4) exp
(
−
∫
g′(u) + h(u)
g(u)
du
)
. (16)
In the rest of the cases, the substitution is
φ(u) = c5 exp
(
−
∫
g′(u) + h(u)
g(u)
du
)
. (17)
The constants c1, c2, c3, c4, c5 are such that (c1, c2) 6= (0, 0), (c3, c4) 6=
(0, 0) and c5 6= 0.
Proof. Substituting in (14), and then in (10), ν = φ(t, x, u) and its respective
partial derivatives, and comparing the corresponding coefficients we get four
equations:
g(u)φu + (h(u) + g
′(u))φ = 0, (18)
g(u)φuu + (h(u) + 2g
′(u))φu + (h
′(u) + g′′(u))φ = 0. (19)
g(u)φxu + (h(u) + g
′(u))φx = 0, (20)
φt − f(u)φx + g(u))φxx = 0 (21)
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We observe that Eq.(19) is obtaned from Eq.(18) by differentiation with
respect to u as well as that Eq.(20) is obtaned from Eq.(18) by differentiation
with respect to x. Therefore we have to study only Eqs. (18) and (21).
Solving for φ in (18) we obtain
φ(t, x, u) = M(t, x) exp
(
−
∫
g′(u) + h(u)
g(u)
du
)
(22)
for certain function M(t, x). Substituting (22) into (21) we get that
Mt − f(u)Mx + g(u)Mxx = 0. (23)
Consider now the Wronskian
W = W (1,−f, g) = f ′′g′ − f ′g′′.
1.) If W 6= 0 then Mt = Mx = 0 from (23). Hence M =const., and in
this case the equation is quasi self-adjoint.
2.) Let W = 0. Since g′ 6= 0 (see (3)) we divide by g′2 and obtain
(
f ′(u)
g′(u)
)′
= 0.
Thus f ′ = ag′ and f(u) = ag(u) + b, with a, b−constants.
Let a 6= 0. We note that this condition is equivalent to the fact that the
function f(u) is not a constant.
We substitute this form of f into (23):
Mt − bMx + g(u)(Mxx − aMx) = 0. (24)
Differentiating (24) with respect to u we obtain that (Mxx−aMx)g
′(u) = 0.
Hence
Mxx − aMx = 0 (25)
since g′ 6= 0. Further we substitute the general solution
M(t, x) = c1(t) exp(ax) + c2(t)
of the last equation into Mt − bMx = 0 (see (24)), and obtain that
M(t, x) = c1 exp(ax+ abt) + c2,
where c1, c2 are arbitrary constants and a 6= 0.
If a = 0 then f(u) = b−constant and Mxx = 0 from (25). Therefore
M(t, x) = c3(t)x + c4(t). Substituting this into Mt − bMx = 0 we finally
obtain thatM(t, x) = c3(x+bt)+c4, where c3, c4 are arbitrary constants.
5
Observation. The equations (18)–(21) can be directly obtained from
[4].
This theorem has some immedate consequences.
Corollary 1.1. The generalized Kudryashov-Sinelshchikov equation (2) is
quasi self-adjoint with the substitution
φ(u) = M exp
(
−
∫
g′(u) + h(u)
g(u)
du
)
(26)
where M 6= 0 is a constant.
Corollary 1.2. The generalized Kudryashov-Sinelshchikov equation (2) is
strictly self-adjoint if and only if
h(u) = −
g(u)
u
− g′(u). (27)
Corollary 1.3. The Kudryashov-Sinelshchikov equation (1) is nonlinearly
self-adjoint with the substitution
φ(u) = c1 exp(−t− x) + c2 (28)
with (c1, c2) 6= (0, 0)−constants. It is not strictly self-adjoint equation.
The results in this section are compatible with the considerations of
N. Ibragimov, [11], pp. 20–21, on the self-adjointnes of the nonlinear heat
equation.
3 Conservation laws
Following the classical S. Lie algorithm it is easy to obtain that the Lie
point symmetries of equation (1) are determined by the vector fields
X1 = ∂t, X2 = ∂x, X3 = t∂t − t∂x − (1 + u)∂u. (29)
In this section we shall establish some conservation laws for the Kudrya-
shov-Sinelshchikov equation (1) using the conservation theorem of N. Ibra-
gimov in [11].
To begin with, we observe that Eq. (1) itself is a conservation laws since
it can be written in the form
Dtu+Dx[u
2/2− (1 + u)ux] = 0. (30)
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Since the Eq. (1) is of second order, the formal Lagrangian contains
derivatives up to order two. Thus, the general formula in [11] for the com-
ponents of the conserved vector is reduced to
Ci = W
[
∂L
∂ui
−Dj(
∂L
∂uij
)
]
+Dj [W ]
[
∂L
∂uij
]
, (31)
where
W = η − ξjuj,
i, j = 1, 2, the formal Lagrangian
L = ν(ut + uux − (1 + u)uxx − u
2
x)
and ξ1, ξ2, η are the infinitesimals of a Lie point symmetry admitted by Eq.
(1), given in (29).
If c1 = 0 in the substitution (28), then the resulting conservation laws
are trivial. Therefore we can set c1 = 1 and c2 = 0 without loss of generality.
Hence
ν = exp(−t− x).
Using (1) and (31) we obtain that the symmetry X2 determines the following
conserved vector C = (C1, C2), where
C1 = −ux exp(−t− x), C
2 = (ut + (1 + u)ux) exp(−t− x).
Similarly, for X1 we get
C1 = −ut exp(−t− x), C
2 = [ut(1 + ux) + (1 + u)utx) exp(−t− x).
Further, we apply the simplifying procedure of transfering terms of form
Dx(...) from C
1 to C2, described on pp. 50–51 of [11], in order to eliminate
the second partial derivatives of u. After some work, the components of the
conserved vector C = (C1, C2) become
C1 = [u2/2− (1 + u)ux] exp(−t− x),
C2 = [−u2/2 + (1 + u)ut + (1 + u)ux] exp(−t− x).
Analogously, for the symmetry X3 we obtain conserved vector C =
(C1, C2) with
C1 = [−(1 + u) + tu2/2− tuux] exp(−t− x),
C2 = [(1 + u) + (1 + u)ux + u
2/2 + tuut − tu
2/2] exp(−t− x).
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