We study generating functions for the scalar products of SU(2) coherent intertwiners, which can be interpreted as coherent spin network evaluations on a 2-vertex graph. We show that these generating functions are exactly summable for different choices of combinatorial weights. Moreover, we identify one choice of weight distinguished thanks to its geometric interpretation. As an example of dynamics, we consider the simple case of SU (2) flatness and describe the corresponding Hamiltonian constraint whose quantization on coherent intertwiners leads to partial differential equations that we solve. Furthermore, we generalize explicitly these Wheeler-DeWitt equations for SU(2) flatness on coherent spin networks for arbitrary graphs.
Loop quantum gravity is an approach to quantizing general relativity where excitations are carried by embedded graphs so that the kinematical Hilbert space is spanned by (diffeomorphism equivalence classes of) such graphs. When restricted to a single graph, the kinematics is equivalent to lattice SU(2) gauge theory and thus can be derived from a phase space with Wilson lines on links and their conjugate su(2)-valued electric fluxes. Moreover this phase space admits a natural interpretation in terms of discrete geometries known as twisted geometries [1, 2] . This is the frame where the dynamics has to be formulated and therefore the quantization heavily relies on SU(2) representation theory. Typical objects from SU(2) re-coupling theory are the Wigner 3nj-symbols, which depend on 3n angular momenta (spins) built from sums of products of Clebsch-Gordan coefficients [3] . They arise in (loop) quantum gravity as evaluations of the spin network states of geometry on the trivial connection and as the building blocks of the spinfoam transition amplitudes between those states.
While some basic properties have been known for several decades, a need for new results involving more and more spins have appeared and have led to some interesting progress. They come from various areas of physics, like quantum information [4, 5] , semi-classical approximations for quantum angular momenta [6, 7] , and quantum gravity [8] [9] [10] [11] [12] [13] [14] [15] .
While these spin network evaluations are very complicated, it has been noticed that they admit generating functions which are remarkably simple and can be written in a closed form. Schwinger calculated in his seminal paper [16] some generating function for the Wigner 6j and 9j-symbols. Bargmann then derived them again through a different reasoning in [17] using Gaussian integrals. Since then, generating functions for generic symbols have been evaluated, mostly on algebraic grounds [18] [19] [20] [21] [22] [23] .
It has been recently understood that such generating functions are very useful for quantum gravity [24, 25] . Indeed the discrete geometry of loop gravity states -twisted geometries -can be formulated classically with spinors [26] , which are quantized as Schwinger's bosonic operators. This way, loop quantum gravity wave-functions can be represented in a basis of coherent states [27] [28] [29] [30] [31] [32] [33] [34] . In [24] , it was shown that the wave-function for a flat geometry on the boundary of a tetrahedron (in the context of three-dimensional gravity) is just the Schwinger's generating function for 6j-symbols when written in the appropriate coherent basis.
This result is exciting for the future. Indeed it means that working with some coherent state basis, one trades spin network evaluations to their generating functions, which are holomorphic functions of classical spinors. As often, we expect generating functions to be easier to handle than the symbols themselves. The usual difficulties can be translated into problems of complex analysis. For instance the asymptotic regime of Wigner symbols is hidden in the poles of the Schwinger's generating functions.
Moreover, simple quantum gravity dynamics and aspects of more realistic dynamics have been formulated in terms of recursion equations on the amplitudes [15] . For example, 3d gravity and the topological 4d BF model admit Wheeler-DeWitt equations which are difference equations solved by Wigner symbols [35, 36] . When re-expressing those equations in a spinor coherent basis, they become partial differential equations [24] .
However, those partial differential equations may be quite complicated. They actually depend on a choice of basis of coherent states, corresponding to a choice of combinatorial weights in the definition of the generating functions. The Schwinger's choice which has been used so far in the literature is certainly a good choice to re-sum spin network evaluations for generic graphs as shown in [25] , but some other choices may lead to simpler partial differential equations and saddle points with more straightforward geometric interpretation.
We investigate those ideas in the present paper using the special case of the graph with two vertices connected by N links. It is obviously a good testing ground, already considered in [37] , but it is also interesting in itself because the generating functions in this case generate scalar products of N -valent intertwiners, which are central objects in quantum gravity.
In Sec. I we review the spinorial description of the LQG phase space and its quantization, presenting different bases of coherent intertwiners. In Sec. II we start to focus on the 2-vertex graph and show that the spin network evaluation in such coherent states basis is a generating function for the intertwiner scalar products, and can be written in terms of SU(2)-invariant variables (cross-ratios). We also introduce several choices of combinatorial weights for the generating function, corresponding to different choices of coherent intertwiners.
In Sec. III we show that it is actually possible to calculate exactly these generating functions for different choices of combinatorial weights, at least in the case of the 2-vertex graph. We discuss the geometric content of their saddle point evaluations in Sec. IV, where it turns out that a natural geometric interpretation comes out when using a specific choice of weight which we will call the geometric choice.
The SU(2)-flat dynamics (as in 3d gravity) is considered in Sec. V and it is found that the simplest WheelerDeWitt equation is obtained when considering the geometric generating function. Finally we give some preliminary calculations of generating functions for arbitrary graphs, and in particular obtain derive the Wheeler-DeWitt equations of flat dynamics.
The appendix A contains material on constrained Gaussian integrals, and B relates generating functions of scalar products of coherent intertwiners to generating functions of Wigner symbols.
where we write V j for the SU(2)-representation of spin j. We now consider N copies of this representation of SU (2), and impose the closure constraints i J i , which amount to require the invariance under the global SU(2)-action. This means that we are looking at SU(2)-invariant states in the tensor product of the SU(2)-representations living on the legs i around the vertex, i.e. intertwiners between the spins j i . This defines the Hilbert space of N -valent intertwiners from our collection of harmonic oscillators,
The operatorsÊ ij ,F ij andF † ij commutes with the generators of the global SU(2)-transformations, i J i = 0, and thus act on the Hilbert space of intertwiners H N . As shown in [27, 28] , the operatorsÊ ij form a u(N )-algebra at the quantum level and generate a U(N ) action on intertwiner states, similarly to the U(N )-action on the sets of classical spinors. These U(N )-transformations leave invariant the total area J ≡ i J i = iÊ ii . This leads to the following decomposition of the space of N -valent intertwiners:
Each subspace R J carries an irreducible representations of U(N ) generated by the operatorsÊ ij [28] . Moreover this endows the Hilbert space H N with a Fock space structure, with the operatorsF ij acting as annihilation operators going from R J to R J−1 while the operatorsF † ij act as annihilation operators going from R J to R J+1 [29] .
We can then build coherent states for each of those Hilbert spaces, from the SU(2) irreducible representations V j to the whole Hilbert space of N -valent intertwiners H N . The coherent intertwiners on H N are obtained by group averaging over SU(2) the harmonic oscillator coherent states. Coherent states on R J and on Inv SU(2) i V ji are obtained by projecting them at fixed total area J or at fixed spins j i . Nevertheless, coherent intertwiners were slowly constructed in the reverse order, with a first definition of the Livine-Speziale coherent intertwiners [38] , then the definition of the U(N ) coherent states [29] and finally the introduction of the final coherent intertwiners [30, 31] . We summarize their definitions and properties below.
• SU(2) Coherent States:
They are defined by acting with the creation operators a A † on the vacuum of the harmonic oscillators, to build the standard coherent states for the harmonic oscillators, and then by projecting to a fixed total energy in order to fix the spin j. We denote them |j, z ∈ V j , with a spin label j and a spinor z ∈ C 2 ,
Their norm is easy to compute: j, z|j, z = z|z 2j . They are coherent statesà la Perelomov, i.e. they transform covariantly under SU(2)-transformations (e.g. [29, 30] ),
where g ∈ SU(2) acts on the spinor z as a 2 × 2 matrix in the fundamental SU(2)-representation 2 . Furthermore, these states are the tensor power of the states in the spin- j, z| J|j, z j, z|j, z = 2j z|
• LS Coherent Intertwiners:
Coherent intertwiners were first introduced in [38] from tensoring together N SU(2) coherent states and groupaveraging in order to get SU(2)-invariant states. This was re-cast in terms of spinors in [29, 30] . Such a N -valent coherent intertwiner is labeled by a list of N spins j i and N spinors z i attached to each leg i and defined by
The norm and scalar product of these LS coherent intertwiners can be expressed as a finite sum of ratios of factorials [29] . Such formulas are also directly deduced from the scalar product of the U(N ) coherent states described below.
An important point is that it is not required that the classical spinors z i labeling the states satisfy the closure constraint. One can show that the LS coherent intertwiners defined by closed sets of spinors are nevertheless dominant and that those labeled by spinors which do not satisfy the closure are exponentially suppressed [38] . This is done by computing asymptotically their norm in the large spin regime and showing that closed sets of spinors dominate the integral over coherent states in the decomposition of the identity on the Hilbert space Inv SU(2) i V ji . Such peakedness properties have been useful to define the EPRL-FK spinfoam models [41] [42] [43] .
As done in [33] , it is possible to compute the action of theÊ andF operators on these states by commuting their action with the operators (z A a A † ) 2j defining the SU(2) coherent states 3 . This giveŝ
• U(N ) Coherent States:
They are defined on R J for fixed total area J = i j i , [29] ,
Finally, all these properties allow to compute exactly the expectation values of theÊ operators [29] :
where we assumed that the spinors z i satisfy the closure condition. Let us emphasize that this expectation value is exact while the expectation values of the SU(2)-observables on the LS coherent intertwiners are only known asymptotically in the large spin limit.
• Coherent Intertwiners:
The last notion of coherent intertwiners was introduced in [30] . They truly represent coherent states on the spinorial phase space: they are simply labeled by a phase space point, i.e. N spinors (up to global SU(2) rotations). More explicitly, they are defined as the eigenstates of the annihilation operatorsF ij (which is possible since the operatorsF ij all commute with each other). Their expansions in the previous bases are
The last equality shows that these coherent intertwiners |{z i } are the group averaging of the standard (unnormalized) coherent states for the harmonic oscillators. Using the above expansion onto the states |J, {z i } and the action of the annihilation operators on them 4 , we easily show that
4 Since the operatorF ij is SU(2)-invariant and thus commute with the SU(2)-action, we could more simply compute its commutator with the usual operator e k z A k a A † k . Indeed, we get the same results by computing
We can similarly compute the action of the other SU(2)-invariant operatorsÊ ij andF † ij ,
We further compute the norm and scalar product of these states [30] :
where the I n are the modified Bessel functions of the first kind. Finally, we also give the expectation values of theÊ-operators:
The asymptotic behavior of the |{z e } coherent states for large area A(z) ≫ 1 is given by
showing that these coherent intertwiners have the right semi-classical behavior.
C. From spinors to SU(2) invariant variables
In this article it will be convenient to work sometimes with SU(2) invariant variables instead of spinors. One way to get them is is as follows. First we consider the variables F ij = [z i |z i formed from z i . But they are not independent variables, due to the Plücker relations (7) . The latter exhaust the dependence relations between the F ij , and can be solved to extract the SU(2) invariant content. One uses the Plücker relations to express some of the F ij in terms of others. Depending on which of them we eliminate, one gets different sets of variables. For instance, one can choose
where the variables Z k , for k = 4, . . . , N are the cross-ratios,
We will show how that is done in practice in the section II B. That gives 2(N − 3) + 3 (complex) variables per intertwiner, which is the expected counting in agreement with the standard 3-valent tree unfolding (N spins plus N − 3 internal spins) of SU(2) intertwiners. The choice of which F ij are eliminated corresponds to a choice of cross-ratios. We expect that choice to be equivalent to the choice of a tree T β to unfold the intertwiner, as already shown in [39] for N = 4. Then, one can try to use those variables to build coherent intertwiners. The simplest way is to re-express the coherent intertwiners described above. It can be done as in [39] by studying the action of SL(2, C) on spinors to extract the dependence on the F ij . One gets for LS intertwiners
5 The asymptotic for the modified Bessel functions In(x) for x ∈ R do not depend on the label n at leading order:
where |{j i , Z k } is a state which only depends on the cross-ratios, and J = N i=1 j i . Other equivalent choices of factorization can be obtained by acting with elements of the permutation group to exchange some links [39] .
A direct derivation of (41) via the U(N ) scalar product and the Plücker identities will be given in the section II B. The scalar product between the states |{j i , Z k } is known in the case N = 4, [39] but not in general 6 . In this paper we will show a generic formula for this scalar product. It has the following polynomial form which is different of that of [39] for N = 4.
Result 1. The scalar product {j i , Z k }|{j i , W k } admits the form
We will show this result in the section II B and also build generating functions for these scalar products.
II. EVALUATIONS OF COHERENT SPIN NETWORKS AS GENERATING FUNCTIONS
A. Coherent Spin Networks on the 2-Vertex Graph Let us consider the 2-vertex graph, made of two vertices α and β connected by N links, as pictured on the figure 1, and start by describing the classical phase space of spinors on that graph, as defined in [31, 33, 34, 40] . We have two sets of spinors, z i at the vertex α and w i at the vertex β, both satisfying the closure constraints, i |z i z i | ∝ I and i |w i w i | ∝ I, which translates into i V (z i ) = i V (w i ) = 0 in terms of 3-vectors. Moreover, we impose matching conditions, z i |z i = w i |w i or equivalently | V (z i )| = | V (w i )| for all edges i. All these constraints form a first class system. While the closure constraints generate SU(2) transformations at each vertex, the matching conditions generate U(1)-phase multiplications on the spinors on each edge i. The resulting phase space on the 2-vertex graph is then defined as the symplectic reduction C 4N //(SU(2) 2 × U(1) N ). This constrained phase space has dimension 2 × (3N − 6) and can be identified with the gauge invariant holonomy-flux phase space of loop quantum gravity on the 2-vertex graph, for which the configuration space is defined as the set of group elements g 1 , .., g N ∈ SU(2) up to global left and right SU(2) translations,
is shown to be isomorphic to the space of L 2 -functions on SU(2) N /SU(2) 2 i.e. to the Hilbert space of spin network functions on the 2-vertex graph [33, 34] .
This isomorphism is realized through the reconstruction of the holonomies g i ∈ SU(2) from the spinor variables as first shown in [26] and further investigated in [33, 34] :
Indeed, when we assume the matching condition, i.e. that the spinors have equal norm, z i |z i = w i |w i , this is the unique SU(2) group element g i mapping the spinor w i on z i . A more detailed analysis of the classical phase space associated to the 2-vertex graph, its various parameterizations, its geometrical interpretation and its relevance for defining cosmological settings in loop (quantum) gravity can be found in [40] .
Flat configurations are defined by g i = I, ∀i up to SU(2) gauge transformations at the two vertices, i.e. g i all equal to one fixed group element g ∈ SU(2) for all edges i. This group element g maps all the spinors |w i on their counterpart |z i ]. In particular, it implies that the SU(2)-invariant observables E and F are equal for both sets of spinors w i and ςz i , i.e. E ij (z) = E ij (w) and
We can actually go further. Indeed, as shown by proposition 1.2 in [31] , the F ij are a complete set of SU (2)-invariant observables. Assuming the closure constraints on both sets of spinors w i and z i , then assuming
, for all pairs of (different) edges is equivalent to the existence of a group element g ∈ SU(2) such that |z i ] = g|w i for all edges i:
This fully characterizes the flat configurations on the 2-vertex graph.
Quantum States
Quantum states of geometry on this graph, as defined by loop quantum gravity, are gauge invariant functions of the holonomies along its edges, i.e. functions ϕ(g 1 , .., g N ) of N group elements with a SU(2) invariance at both vertices:
We endow the space of such functions with the Haar measure on SU(2) N , which allows to define the Hilbert space of quantum states L 2 (SU(2) N /SU (2) 2 ) with the natural scalar product:
Using the Peter-Weyl theorem to decompose L 2 functions on SU(2) in Wigner matrices, one can show that a basis of this Hilbert space is provided by the spin network states. A spin network is defined by assigning a SU(2)-representation j i ∈ N/2 to each edge of the graph and choosing two intertwiners i α and i β in Inv SU(2) i V ji for the two vertices. Then the spin network function reads
The scalar product between these functions is easily computed and is actually equal to the scalar product on the intertwiner space,
We can now define coherent spin network states on the 2-vertex graph by assigning coherent intertwiners to both vertices α and β. Choosing spinors w i and z i , we consider the corresponding coherent intertwiners |{w i } and |{z i } and define the following coherent spin network functions [31, 32] :
Expanding coherent intertwiners into LS intertwiners, we can decompose this coherent spin network function in standard spin network states with fixed spins j i on the edges,
B. Generating function for scalar products of coherent intertwiners
We now evaluate these functions at the identity,
These objects can be interpreted as generating functions. To see that we recourse to the SU(2) invariant variables proposed in the section I C. Using the factorization (41) (and because the cross-ratios for the variables ςz i are the complex conjugateZ k ), we get
where X is a 2 × 2 matrix,
Then, the multinomial expansion yields an expression in which the natural variables are {F ij },
However the F ij are not independent. First, we re-arrange their product,
To see how the cross-ratios (40) appear, we use the Plücker relations appropriately. The variables F 2i are related by
Then one uses the definition of the cross-ratio Z i , for all i ≥ 4, to rewrite F 1i like F 1i =
F12 F3i F23
Z i . Finally, Plücker relations are used to eliminate F kl , 4 ≤ k < l,
Gathering those pieces,
The N (N − 1)/2 integers {p ij } are summed over. We now make a change of variables on N of them,
The spins j i satisfy N i=1 j i = i<j p ij = J, which implies that once they are fixed, the N (N − 3)/2 remaining variables {p 1k , p 2k , p kl } are bounded. Finally, we obtain
Applying the same reasoning to the two nodes of the graph, one arrives at
The result 1 follows from comparing the above expansion with the expansion (52).
C. More Generating Functions for Intertwiner scalar products
The interpretation of the coherent spin network as a generating function suggests a natural generalization which consists in changing the factorial weights in the sums. We will not consider arbitrary factors depending on the individual spins j i but will restrict ourselves to global factors depending on the total area J = i j i . This amounts to changing the normalization of the U(N ) intertwiners in the definition of the spin network function. Considering a sequence f J ∈ C, we define the modified spin network function as
and the corresponding evaluation
Different choices of coefficients f J can then be interpreted as different choices of generating functions for the scalar product of coherent intertwiners. The coherent spin network case of the previous section obviously corresponds to f J = 1. The choice f J = (J + 1)! 2 has been considered on several occasions in the literature, in the context of generating functions for Wigner 3nj-symbols. It started with the seminal work of Schwinger [16] , who found the generating functions of 6j-symbols and 9j-symbols, using the bosonic creation and annihilation operators. His work was revisited later by Bargmann [17] using Gaussian integrals. Bargmann's approach was then generalized to 12j-symbols and 15j-symbols of the first kind (and potentially to all 3nj-symbols of the first kind). The generic structure of generating functions for any 3nj-symbols has regularly attracted several authors who found remarkable closed formulas [20, 21] . More recently, mathematicians have been revisiting 3nj-symbols as trivalent spin network evaluations [22, 23] . From the physics point of view, both choices f J = 1 and f J = (J + 1)! 2 have been considered to express the dynamics of coherent spin networks in the topological BF model, for trivalent graphs, in [24] .
Remarkably, most of these works use methods and variables similar to those which have been recently introduced in the context of loop quantum gravity, like the spinors and their brackets F ij which are used [23] . However, the difference with the present work and loop quantum gravity interests is that we are not only interested in trivalent spin network graphs, but more generally in graphs with nodes of arbitrary degrees. During the completion of this work, the task of finding generating functions in the presence of 4-valent nodes has been carried out by Freidel and Hnybida in [25] .
As in the case f J = 1, the formula (27) for the scalar product of U(N ) coherent states can be used to compute the generating functions as
Depending on the coefficients f J , the convergence properties of the series change. Let us look at the main cases
The coherent spin network evaluation W(w i , z i ) and the exponential generating function W exp (w i , z i ) always converge. On the other hand, the algebraic generating function W alg (w i , z i ), with f J = (J + 1)! 2 as introduced by Schwinger, has a pole at det X = 1, but has the advantage of being a simple rational function in the spinor variables z i and w i .
It is also possible to recast them as functions of the SU(2) invariant variables (39) . We only have to re-express det X appropriately, using the Plücker relations like in (57), (58),
As it was shown in [29] , one can compute this integral over SU(2) at fixed J and obtain
thus reproducing the previous formula for the generating functions.
In the following, we will show that we can evaluate such integrals over SU (2) as Gaussian integrals and recover the closed formulas for the generating functions, (67) and (69). We will use the parametrization (43) of SU (2) group elements in terms of spinors g =
Then as shown in [34] , one can reformulate all integrals over SU (2) as Gaussian integrals over the spinor variables z and w.
A. The Schwinger Generating Function
An arbitrary group element can always be thought as mapping the origin spinor |Ω = ( 1 0 ) to the arbitrary normalized spinor |Z with Z|Z ,
This identifies SU(2) with the 3-sphere S 3 , and the Haar measure is simply induced by the Lebesgue measure on
Now, following [34] , we un-freeze the norm of the spinor Z with a Gaussian weight, to get the following Result 2. The integral of a homogeneous polynomial P (g) in g ∈ SU(2) of even 9 degree 2J can be expressed as a Gaussian integral over C 2 ,
Proof. Considering an arbitrary function ψ(λ) on R + normalized to +∞ 0 ψ = 1, we can write
where we have made the change of variable z = λ Z with λ 2 = z|z and taken into account that the polynomial P is homogeneous of degree 2J. Now, we take ψ ∝ λ 2J and we have shown
We insert this expression in the integral formula (71) for the algebraic generating function,
Taking into account that all the integrals vanish for odd (2J), we can re-sum over J to get an exponential, which shows the following Result 3. The algebraic generating function can be written as a Gaussian integral over spinor variables,
This feature is generalizable to arbitrary graphs beyond our simple 2-vertex graph. This factor is for instance used in [25] to evaluate exactly the generating function and recover the previous results [16] [17] [18] [19] [20] [21] [22] [23] . The advantage of this reformulation is that we can compute easily the Gaussian integral,
Since the identity Xǫ −1 ( t X)ǫ = (det X) I holds for arbitrary 2 × 2 matrices, one computes the determinant of the matrix by block:
We have thus reproduced the expected result for the algebraic generating function, W alg (w i , z i ) = (1 − det X) −2 . As described in [25] , these Gaussian integral techniques can be generalized to arbitrary graphs to evaluate the algebraic generating function explicitly in terms of a block determinant. Expanding this determinant as a sum over cycles, one then recovers a closed formula for this generating function as a rational function in the spinor variables as mentioned in [24] and shown in [16] [17] [18] [19] [20] [21] [22] [23] .
B. Coherent Spin Network and the Geometric Generating Function
Considering the coherent spin network evaluation, we plug f J = 1 in the generic integral formulation (71) and write
There are various ways to compute this integral. We can either write explicitly g in terms of its complex matrix elements or parameterize it in terms of spinor variables. As we show below, both cases lead to Gaussian integrals, but with a unit norm constraint. As explained in appendix A, while straightforward Gaussian integrals give rational function in the parameters, such constrained Gaussian integrals typically lead to Bessel functions. a. First method. It has been reported in the appendix of [29] , by computing dg (Tr Xg) 2J directly on the 3-sphere.
b. Second method. Let us start with writing the group element g in terms of its matrix elements:
Due to the spherical constraint in the measure, one does not change integrals with respect to dg when an extra factor e −a(|Z0| 2 +|Z1|
2 −1) is introduced into the integrand. Then we Fourier transform the spherical constraint to get
2 ) e
If we take a = ℜ(s) > 0, one can safely exchange the integral over s with the one over C 2 . Also writing X = α β γ δ
and expanding in terms of the real and imaginary parts of Z 0 and Z 1 , we obtain a well-defined Gaussian integral which is easily performed, 
which can be found by the residue theorem typically, considering the pole at T = ia for s = a + iT and a > 0. This way one obtains
which is indeed a series expansion of I 1 (2 √ det X)/ √ det X. c. Third method. We can also use a technique similar to the one used previously to compute the algebraic generating function, by mapping the integral over g ∈ SU(2) to a Gaussian integral over the spinor variables z, w ∈ C 4 . Indeed,
dg e
Tr Xg =
π 2 e iT z|z +i T w|w e w|X|z + z|ǫ
Hence we again face a Gaussian integral, very similar to the one found in the case of the Schwinger's generating function (80). However this one should be regularized as in the second method to make sure it is convergent. Instead of reproducing the full calculation, let us simply perform the Gaussian integral formally, dg e Tr Xg = e −iT dT 2π
d. Relation between the Schwinger and the geometric generating functions. What those representations of W(z i , w i ) teach us is that we can express the coherent spin network evaluation as a Fourier transform 10 of the Schwinger's generating function appropriately rescaled. In order to see this, let us remember that det X = i<j F ij F ij where F ij ≡ F ij (z) and F ij ≡ F ij (w). We can then consider both generating functions as functions in F ij and F ij . Carefully considering the Gaussian integral above, we have:
We discuss how to generalize this feature to arbitrary graph in section VI, allowing to deduce the more complicated evaluation of the coherent spin network from the algebraic generating function. This procedure relies on the reformulation of the coherent spin network evaluation as integrals over SU (2) , which can be written as integrals over normalized spinors and then as Gaussian integrals over these spinor variables after Fourier transforming the constraint of unit norm. On the other hand, the algebraic generating function is directly a Gaussian integral over the spinors, it can thus be computed explicitly and can then be used as a first step in order to compute the coherent spin network evaluation.
C. Towards spin networks with non-trivial holonomies
The results presented so far focus on the evaluation of the spin network function with coherent intertwiners and trivial holonomies. In this section, we suggest a generalization to non-trivial holonomies. From the definition (63) and using the translation invariance of the Haar measure,
This is equivalent to evaluating the spin network function on trivial holonomies but with rotated spinors w i = hg i h −1 w i , and averaging over the adjoint action of h,
This simplifies when all links of the 2-point graph but one have the same holonomy. Using SU(2) invariance, one can take g 1 = k ∈ SU(2) and g i = Á for i = 2, . . . , N . Then
The integral of the adjoint action on k shows that ϕ fJ wi,zi (k) only depends on the conjugation class of the holonomy k. Moreover, this averaging can be explicitly performed in the spin expansion using the orthogonality of the matrix elements of h,
where χ j is the character in the representation of spin j, which reads χ j (k) = sin(2j+1)θ k sin θ k if θ k is the class angle of k. In the same way the spin dependence of the matrix element [j 1 , z 1 |g|j 1 , w 1 = [z 1 |g|w 1 2j1 is only via the exponent, one tries to rewrite the full j 1 dependence of the above formula with an exponential. For instance
Hence
This means that the curvature induced by a single non-trivial holonomy on one link can be accounted for as a scalar multiplication of the spinor w 1 (or equivalently z 1 ) by e −t±iθ k , and an integral over the 'Schwinger' parameter t.
IV. STATIONARY POINT ANALYSIS AND GEOMETRIC INTERPRETATION
Let us consider the series defining the coherent spin network evaluation and look at the probability distribution it induces on the total area J and the individual spins j i .
a. Probability distribution on the total area J. We start with the series W(z i , w i ) = J (det X) J J!(J+1)! . The behavior of these terms at large total area J is found using the Stirling formula,
This probability distribution on J defined by the expansion of the Bessel function is very similar to a Poisson distribution. This distribution is peaked in J on the stationary point satisfying ∂ J φ = 0, that is:
Thus as soon as det X is large, the Stirling approximation is valid and we obtain a Gaussian-like distribution around this stationary point J ∼ √ det X. Let us point out that det X is in practice complex and this should be considered more exactly as a saddle point. Computing the second derivative ∂ 2 J φ = −2/J and the corresponding saddle point approximation leads us back to the standard asymptotic approximation for the Bessel function:
A special case is for flat configurations of the classical labels, i.e. when all the spinors z i are related to the spinors w i by a single SU(2) transformation for all edges, |z i ] = g |w i for all i's for a given group element g ∈ SU(2). In this case, the determinant of X is strictly positive and equal to the square of the total area:
Then the stationary point dominating our series for the coherent spin network evaluation is given simply by the sum J of the spins equal to the total classical area, J = A(z i ) as expected. b. Probability distribution on the spins. We can go further and study the finer structure of the coherent intertwiners and spin networks. We would like indeed to describe the probability distribution for the individual spins j i living on each edge of the graph. Since the generating function can be decomposed in terms of LS intertwiners as
the spins j i follow approximatively Poisson distributions, as explained in [31] , if we neglect the group averaging and simply assume that the scalar product {j i , ςz i }|{j i , w i } goes as i [z i |w i 2ji . This is a crude approximation, but it represents rather well what actually happens. Indeed, here we can compute exactly the evaluation W(w i , z i ) and use it to extract exact probability distribution.
Starting from the expression of det X in terms of the spinors z i and w i , we write explicitly the series
The observables F ij (z) and F ij (w) are holomorphic respectively in z i , z j and in w i , w j . Considering the definition (101), the terms of the series corresponding to fixed spins j i are homogeneous of degree 2j i in z i and w i . This is therefore easy to identify the terms corresponding to fixed j i and regroup them according to
This method was actually used in [29] to compute the scalar product {j i , z i }|{j i , w i } between LS intertwiners. The spins j i obviously satisfy i 2j i = i =j k ij = 2J. However, we have N spin labels j i compared to the N (N − 1)/2 integers k i<j . Hence the extra integers that we are summing over should correspond to internal degrees of freedom of the intertwiners (and maybe they can be used to define a new basis of intertwiners).
From the present perspective, the k's appear as much more natural variables than the spins j i . We thus propose to study the probability distribution of the k's and deduce from it the behavior of the spins. As before, we use Stirling approximation for the factorials (where we discard the 2πk ij factors which are irrelevant for the present discussion):
Looking for the stationary points of the exponent gives the equations
with J = i<j k ij . Discarding the log and summing over i < j gives:
as before. Thus we have a unique stationary point for each set of classical spinors z i , w i and it is given by:
It is easier to understand the geometrical meaning of this fixed point in the flat case, when |z i ] = g|w i or equivalently F ij (z) = F ij (w). In that case, converting the previous formula in terms of the 3-vectors V i = V (z i ) and remembering the closure constraint i V i = 0, we get the much simplified following expression:
Translating this in terms of the spins j, we derive:
which is the expected classical values for the spins. Then the coherent spin network evaluation defines approximate Gaussian distributions peaked on these classical values. Moreover, as we have already seen in the case of the series in J, computing the Hessian and saddle point approximation for this series will provide us with a good asymptotic approximation for the exact Bessel function expression of W(w i , z i ). c. Saddle point evaluation of the Schwinger's generating function. We can perform the same analysis on the algebraic generating function,
All that changes is the (J + 1)! factors. However the scaling of the stationary point crucially depends on this factor:
This means that if there is a stationary point, then there is actually a stationary line, since the space of solutions is invariant under global rescaling of all the k ij by an arbitrary constant. Nevertheless, we can see by summing over i < j that the existence of this stationary line requires
This implies that, when det X = 1, we do not have any contribution and the saddle point approximation fails. On the other hand, when det X = 1, we get a fixed line invariant under rescaling, which implies a divergence. This stationary line and its associated divergence are easily interpreted from the exact form of the generating function 1/(1 − det X) 2 , as due to the pole on det X = 1. 
Thus the stationary point always exists unlike for Schwinger's generating function. But it differs from the case of the coherent spin network evaluation W(w i , z i ) by an overall area factor. Indeed considering the special flat case as before, when |z i ] = g|w i with the same group element g for all i's, we get:
Thus the spins j i are peaked on a classical geometry rescaled by a total area A(z) factor. It is unclear what use could such a generating function have. e. Comparison of the different generating functions. This analysis shows that the coherent spin network evaluation has a nice geometrical interpretation in terms of its series being peaked on the correct classical discrete geometry and this is why we call it the geometric generating function, while the Schwinger's choice for the generating function does not admit such a natural geometrical interpretation. The exponential generating function is a bit similar to the geometric one, but the saddle point contribution exhibits a surprising rescaling by the total area.
V. WHEELER-DEWITT EQUATIONS FOR THE FLAT DYNAMICS
Spinors parametrize our phase space. Therefore they can be used to build coherent states and also observables which become operators upon quantization. In the coherent basis, these operators translate to differential operators acting on the spinor labels of the wave-function [40] 
The generating functions we have considered in the previous sections are evaluations of wave-functions on the identity ψ z (Á). Physically, this means restricting to flat space, where Wilson loops are trivial. Hence, one should characterize these states by an equation which would then be a Wheeler-DeWitt equation for a Hamiltonian constraint corresponding to flat space.
To this aim, we use the construction of the Hamiltonian constraint for the topologically flat model which was introduced in [35, 36] in the loop quantum gravity context and generalized to spinors in [24] . The idea is that given two spinors defined at the same node their product is usually not invariant under the rotation of one of them by a Wilson loop. However, when Wilson loops are trivial one can take as a constraint the invariance of their product. For the graph with two vertices, [w i |w j = [w i |g
i g j is the holonomy around the closed path along the lines i and j. By definition, on our phase space parametrized by spinors, holonomies are functions of spinors, (43) , hence we propose (44) as a constraint,
Now we look at the quantization of this constraint. First, we check that its annihilates the evaluations W fJ (w i , z i ) and then we write the differential equation it generates explicitly on the evaluation with the choice f J = 1.
The first step is almost trivial. One notices thatF † ij (z) acts on the dualized intertwiner {ςz k }|,
This is obviously the same asF ij (w)W(w k , z k ). In the following we derive the differential equation for f J = 1. We have already found in equation (33) 
hence
This equation is remarkable simple. The constraint also implies equations on W fJ with other choices of f J but there are more complicated. Indeed, one has then to generate the weight function f J = (J + 1)! α and this can be done by additional derivatives with respect to the spinors. In essence, the equation is similar but it receives higher order derivatives to account for the weight function. This was done explicitly in [24] for the generating function of 6j-symbols with f J = (J + 1)!.
Let us now forget that we know how to calculate W(w i , z i ) in a closed form and instead make some ansatz to reduce the above equation,
where we remind the reader that X = i |w i [z i | is a 2 × 2 matrix. This is actually a crucial assumption, which turns out to hold for any generating function W fJ . The fundamental reason is that the scalar product of coherent intertwiners at fixed total area is a function of det X, J, {ςz i }|J, {w i } = (det X) J . To prove this ansatz (118) without calculating this scalar product, we haven't found any direct proof from the differential equations (117). On the other hand, we show below that W satisfies further differential equations, which reflect its invariance under U(N ) transformations, from which it is straightforward to prove that W must be a function of solely det X. The equivalence between the equations (117) and the U(N ) equations seems to be true under the assumption of an extra "closure constraint" differential equation but we have not been able to prove it explicitly, as we expand upon below.
The ansatz (118) reduces (117) to an ordinary differential equation on φ,
We have used [ 
i.e. the modified Bessel's equation of order 1. We conclude that I = I 1 and thus W = I 1 (2 √ det X)/ √ det X. Let us come back to the ansatz (118) and to proving that W is a function of det X. To make things more explicit and easier to handle, we drop the notation | and |] for the spinors and use explicitly the spinor indices A = 0, 1. The differential equations (117) then read:
where we are including the reverse equations where we have swapped the role of the z's and w's. Following the ideas of [33, 37] , we identify further differential equations satisfied by the the coherent spin network evaluation:
Using the expression of the generating function as an integral over SU(2), explicitly
is actually almost trivial to check that it satisfies the differential equations (117) and these new equations:
The interest of the differential operators
is that they form a closed u(N ) algebra. As exploited in [33, 37] , they generate the following U(N ) action on the spinor variables:
There are only 3 (quadratic) U(N ) invariants (which must also be invariant under SU(2)) from which one can generate all U(N ) invariants:
This is rather natural and can be proved decomposing the U(N ) action into irreducible representations [33, 37] . Since W(w i , z i ) is holomorphic in both z i and w i , it must be a function of the second invariant, recognized as det X. Moreover, it seems possible to show that the F -equations (117) and the U(N ) differential equations are equivalent under assuming that the generating function W satisfies the quantum equivalent of the closure constraint,
and similarly on the w's. It is easy to show that W satisfies these equations by using its formula as an SU(2) integral 11 as before. Indeed, following the ideas of [33] , it seems natural to compose the equations (117) as a N ×N matrix multiplication. Using the closure constraint to simplify this product, we are led to the U(N ) differential equations up to global factors
. We do not go into more details since this does not seem to be a crucial point. What is important is that the generating function W satisfies both the F -equations and the U(N ) equations, and that they form all together a closed algebra (thus not generating further differential equations satisfied by W).
To conclude this section, we note that simpler equations would hold if one puts aside the Plücker relations and expresses the generating functions as functions of the variables F ij directly instead of spinors. Then det X satisfies an obvious differential equation,
which implies differential equations for arbitrary generating functions on the 2-vertex graph.
VI. GENERATING FUNCTIONS OF SPIN NETWORK EVALUATION ON ARBITRARY GRAPHS

A. Coherent Spin Networks, Evaluation and Differential Equations
Up to now, we have discussed in great details the coherent spin network evaluation and generating functions on the 2-vertex graph. In this section, we would like to generalize our framework to arbitrary graphs and present some potential ways to explicitly get the coherent spin network evaluation. Such a computation is essential to spinfoam models since the spinfoam transition amplitudes between quantum states of geometry are defined as some product of coherent spin network evaluation. It is therefore crucial to understand how one could compute them or characterize them through some differential equations.
Considering an arbitrary graph Γ, we consider a set of spinors z v e , one for each vertex v and every edge e attached to v. That is we have two spinors z s(e) e and z t(e) e for each edge e, corresponding the source and target vertices s(e) and t(e) of the edge.We now construct the coherent intertwiners {ς ǫv(e) z v e } around each vertex v. We recall the weight in the total spin J in their definition:
The power ǫ v (e) is 0 if v is the source vertex of the edge while it is 1 if v is the target vertex, that is we switch the orientation of the spinor if v = t(e). Then we define the coherent spin network function by gluing those coherent intertwiners together. As obtained in [31] , we get:
11 For the closure constraint equation, we write:
where we used the notation w e ≡ z s(e) e
and z e ≡ z t(e) e similarly to the case of 2-vertex graph. The geometric generating function is defined as the evaluation of this coherent spin network wave-function at the identity:
It is not obvious how to integrate over these SU (2) group elements living at the vertices at the graph. However this defining expression is already useful in order to derive differential equations satisfied by the generating function. Indeed, let us come back shortly to the case of the 2-vertex graph, for which we are left with a single integration over SU (2) :
As we have already seen previously, tt is then direct to derive the second differential equations (117) characterizing the generating function:
We can generalize this to arbitrary graph by choosing a loop of Γ, i.e. a closed sequence of edges and vertices figure 2 . The strategy already introduced in [15] , and further developed in [33] . [24, 35, 36, 40] , is to write a equation on the scalar product which is true on flat connection and to have it act on the spin network function. For instance, in our case, we consider the scalar product between the spinors at the origin vertex v 1 of the loop:
The scalar product [z n |w 1 acts by multiplication, but the action of the holonomy operators g e is non-trivial. They lead to shifts of the spins j e leaving on the corresponding edges in the standard spin network basis, and this action can be translated to differential operators in the spinor variables when acting on the presently used coherent spin network states. This technique was used in [15, 24, 35, 36] to generate recursion relations on the 6j symbols and other 3nj symbols and to derive the Hamiltonian constraint of topological quantum gravity in 3d and 4d in the spinfoam framework. It was similarly used in [40] Differentiating as such, we see that we slowly compose the holonomies as wanted but we also generate "bad" terms. This is expected since we are acting only with the anti-holomorphic part of the holonomy operator. As explained [33] and carried out explicitly in [24] for the 6j symbol on the tetrahedral graph, we need to include all the holomorphic and anti-holomorphic contributions to the holonomy operator. This translates to:
after straightforward algebraic manipulations 12 . Here the notation |z |∂ w means the contraction over spinor indices,
We see in the previous calculation that we get the correct factor [z 3 |h −1
4 h 1 |w 1 with the holonomy insertion along the loops times another factor [z 2 |h
3 h 2 |w 2 is a term in the exponential and can be simply generated by differentiating the integral W(z v e ) with respect to the norm of w 2 (or equivalently z 2 ). In the spin representation, the factor [z 2 |h −1 3 h 2 |w 2 + 1 is the dimension (2j 2 + 1) of the representation carried by the link. We refer to [24] for the precise relation between the partial differential equations satisfied in the coherent spinorial basis and the recursions satisfied in the spin representation. Repeating this process all around the loop gives us finally a beautiful differential equation satisfied by the coherent spin network evaluation:
This equation (actually its dual, where multiplication and derivation are exchanged) has already been derived for a cycle of three links, n = 3, in the appendix of [24] . An open question is whether this set of differential equations for all the loops of a given graph Γ fully determine the coherent spin network evaluation W(z v e ) like in the case of the 2-vertex graph. For this purpose, it might be interesting to get an expression of the functions W(z v e ) directly in terms of the variables F 's. This is a hard task that we postpone to future investigation.
B. Computing the Generating Functions
At the end of the day, we do not know the solutions to the above partial differential equations. However, the formal expression of W(z v e ) in terms of integrals over SU (2) enables to relate it to the Schwinger-type of coherent spin network evaluations which are easier to calculate. Those coherent spin networks are defined with different combinatorial weights than W (taking for example f J = (J + 1)! 2 in the case of the 2-vertex graph) depending on the total area around each node of the graph. To account for these combinatorial weights, we need a different set of coherent intertwiners,
We define the corresponding algebraic spin network function ϕ [25] , we can use the result 2 of section III A to switch the integrals over SU (2) into Gaussian integrals over spinor variables due to the (J + 1)! factors in the intertwiners. This leads to express this generating functionà la Schwinger as a Gaussian integral:
with
Let us insist on the fact that these H v 's are not SU(2) group element since the spinors ζ v are not normalized. This formula simplifies for the evaluation at the identity:
Since this is a complex Gaussian integral, it is possible to compute it exactly. This was precisely done in [25] , where the authors gave a pretty expression of W(z v e ) alg as a rational function in the spinors z v e (or more explicitly in the product of the F 's along loops of the graph). We will not repeat these results here and we refer the interested reader to [25] for all the details. The idea which we wish to expand upon here is that it should be possible to compute the coherent spin network evaluation W(z alg , as we have shown for the 2-vertex graph in section III B. Indeed the integral over SU(2) can be directly translated into an integral over normalized spinors:
We can Fourier transform the δ-distribution and write alg following the analysis carried out above for W(z v e ). We will now have extra factors due to the fact that the spinors ζ v are not normalized, which will complicate the expression of the differential operators but which will not modify deeply its structure.
We leave a detailed study of the properties of those generating functions W(z v e ) and W(z v e ) alg on arbitrary graphs for future investigation.
Outlook
The main results of the paper are
• a formula for the scalar product of coherent intertwiners at fixed spins and cross-ratios,
• the exact calculation of generating functions for spin network evaluations on the 2-vertex graph, with different possible choices of combinatorial weights, including Schwinger's choice [16] and another one we have called the geometric one, 13 In order to keep the integrals well-defined, it is certainly better to Fourier transform the spherical constraints using the exact identity 2π δ(x) = dT exp((iT − ǫ)x) for all choices of ǫ. This leads to the slightly modified Gaussian integrals
with a clearly better behaved Hessian matrix on the ζ's for an arbitrary positive value for ǫ > 0.
• the geometrical interpretation of their saddle point evaluations,
• the Wheeler-DeWitt equation for SU(2)-flat dynamics on arbitrary graphs (it has the simplest form for the geometric generating function).
Therefore this work strongly support the idea that loop quantum gravity and spin foams would take advantage of being re-formulated in terms of spinors and Schwinger's bosonic operators. In particular in spin foam models, amplitudes are given by sums over spins of products of spin network evaluations. Hence the generating function methods we have introduced here are likely to apply. We expect that such a formulation will make the tools of (complex) analysis applicable which would be a great improvement compared to sums over spins of complicated Wigner symbols. While the (mathematical) literature has focused so far on the Schwinger's choice of combinatorial weights, we have shown other choices are possible and are further maybe more interesting for physical reasons, in particular the geometric generating function. But it requires some work to see how such generating function can be evaluated for arbitrary graphs, beyond our simple 2-vertex example. In the case of arbitrary graphs, we have shown that the geometric function can be recast as a Fourier transform of a suitably rescaled Schwinger's generating function and derived a set of partial differential equations. We hope those features will help us evaluate the geometric generating function in the future. We believe that this is the function which will always have a natural geometric interpretation in its saddle point evaluation and admit the most natural form of Wheeler-DeWitt equation, at least for simple dynamics.
Another natural extension we have pointed out is the insertion of non-trivial Wilson lines to introduce curvature in a simple way. However further work is needed to write partial differential equations satisfied by this function.
The Gaussian integral can be easily evaluated with different methods. Here we go to radial coordinates:
We compare to the evaluation of the constrained Gaussian integral:
given by the modified Bessel function I 0 . This evaluation does not actually involve any Gaussian integral. We can nevertheless compute it by Fourier transforming the constraint and performing the Gaussian integral: We see that W(w i , z i ) is a sum over spins of SU (2) (B3) Here the products run over some independent sets of SU(2) invariant variables, like (39) and its permutations between between links. The exponents ∆ α ij , ∆ β ij are read on (41) and permutations. One can go further with the knowledge of the brackets {j i , j β l }|{j i , W i } . However, they have only been studied in the simplest non-trivial case N = 4, in [39] . Assuming that the generic case is also polynomial in the cross-ratios, we can write 
Then we obtain
Hence, W fJ is a generating function for the following objects
Such an object is a sum of 3nj-symbols at fixed spins j i weighted by the coefficients of the expansion (B4). Just below we give some details on the (somewhat trivial) case N = 3 and the (more interesting) case N = 4.
a. The 3-valent case
The set of intertwiners, i.e. vectors in Inv(V j1 ⊗ V j2 ⊗ V j3 ), is then one-dimensional, spanned by the normalized state |j 1 j 2 j 3 whose components in the usual magnetic number basis are the Wigner 3jm-symbols {j 1 , j 2 , j 3 ; m 1 , m 2 , m 3 }|j 1 j 2 j 3 = j 1 j 2 j 3 m 1 m 2 m 3 .
Therefore, the coherent LS intertwiner is proportional to |j 1 j 2 j 3 , |{j 1 , j 2 , j 3 ; z 1 , z 2 , z 3 } = P j1j2j3 (z 1 , z 2 , z 3 ) |j 1 j 2 j 3 ,
where P j1j2j3 is the generating function for the 3jm-symbols with fixed spins, (j e − n e )! (j e + n e )! j 1 j 2 j 3 n 1 n 2 n 3 ,
and admit a closed formula as an invariant holomorphic polynomial [3] , 
There is obviously no cross-ratio, because there is no Plücker relation between F 12 , F 23 , F 31 which are independent variables. Hence, the coherent spin network evaluation is simply
i=1 (2j i )! P j1,j2,j3 (z 1 , z 2 , z 3 ) P j1,j2,j3 (w 1 , w 2 , w 3 ) , 
This is the expected form of the generating function [3] , which however only generates factorials depending on j 1 , j 2 , j 3 .
b. The 4-valent case
In the standard spin network basis, specifying the intertwiner requires a tree expansion of the 4-valent node. There are three possible channels. For instance, the channel (12) corresponds to a tree which has a node where the links 1 and 2 meet, and another node where the links 3 and 4 meet. The two nodes are connected by a line and one has to choose a spin j on this line to completely determine the intertwiner |{j i }, j 12 . The other channels are obtained by exchanging the link 1 with the link 3 or 4.
In the coherent basis, there is one cross-ratio per intertwiner, which we denote Z 4 and W 4 , and define like in (40) . With our choice of cross-ratios, the channel (12) is somehow distinguished by the fact that the bracket 12 {j i }, j β |{j i }, W 4 satisfies a hypergeometric equation [39] . As a result, it takes the form
which is proportional to some shifted Jacobi polynomial 14 . We first choose the same channel (12) for the two nodes of the graph. With our choice of normalization, 12 {j i }, j α |{j i }, j β 12 = δ j α ,j β . Coming back to (B5), we thus get W(w i , z i ) = For any fixed set of spins {j i }, the remaining sums over p, q, j are finite (though we do not write their range to avoid cumbersome expressions). This is the form of the generating function, as a function of the F 12 , F 13 , F 23 , F 43 , W 4 , Z 4 .
One can actually go further by comparing the above formula with the expansion (62) of W, and identifying their coefficients. To avoid too large formulas, we will illustrate this in the case N = 4 again, which gives 
