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Pembimbing: Nurul Hidayat, S.Pd., M.Sc dan Ratih Kartika Dewi, S.T., M.Kom 
Sistem kemitraan bagi hasil adalah sistem kerjasama yang dilakukan oleh dua 
orang atau lebih (antar peternak) atau peternak sebagai pelaksana yang 
menjalankan usaha budidaya yang dibiayai atau dimiliki oleh perusahaan 
peternakan dan/atau perusahaan di bidang lain. 
Salah satu penelitian mengenai metode LVQ yang telah dilakukan adalah 
mengenai perbandingan metode LVQ1 dengan Backpropagation oleh Nurkhozin, 
dkk (2011) untuk klasifikasi diabetes mellitus. Hasil pembahasan dari penelitian 
ini adalah pengklasifikasian data diabetes melitus menggunakan LVQ 
memberikan tingkat akurasi atau akurasi yang lebih tinggi dalam pola membaca 
jika dibandingkan dengan pengklasifikasian data menggunakan jaringan 
Backpropagation. 
Berdasarkan uraian masalah yang telah disebutkan dan penjelasan dari 
penelitian sebelumnya, maka judul yang diajukan dalam penelitian ini adalah 
“Klasifikasi Kinerja Peternak Unggas Menggunakan Metode Learning Vector 
Quantization (LVQ)”. 






















Production-sharing partnership system is a system of cooperation carried out by 
two or more people (between breeders) or breeders as executors who run 
cultivation businesses that are financed or owned by livestock companies and / or 
companies in other fields. 
One of the studies regarding the LVQ method that has been done is regarding the 
comparison of the LVQ1 method with Backpropagation by Nurkhozin, et al (2011) 
for the classification of diabetes mellitus. The results of the discussion of this 
study are that the classification of diabetes mellitus data using LVQ provides a 
higher level of accuracy or accuracy in reading patterns when compared to data 
classification using the Backpropagation network. 
Based on the description of the problems that have been mentioned and the 
explanation of the previous research, the title proposed in this study is 
"Classification of the performance of poultry farmers using the learning vector 
quantization (LVQ) method". 
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BAB 1 PENDAHULUAN 
1.1 Latar belakang 
Sistem mitra di Indonesia telah diatur melalui Peraturan Kementrian 
Pertanian Republik Indonesia Nomor 13/PERMENTAN/PK240/5/2017 mengenai 
Kemitraan Usaha Peternakan. Relasi bisnis peternakan adalah kerjasama antar 
bisnis peternakan berdasar prinsip saling menghargai, memerlukan, 
menguntungkan, ketergantungan, bertanggung jawab dan memperkuat. Sistim 
bagi hasil, merupakan salah satu contoh sistem mitra usaha peternak ayam 
pedaging. Cara kerjasama dari mitra bagi hasil ini biasanya dilakukan oleh 
minimal dua pihak yang mana ada pihak perusahaan yang bertugas mendanai 
dan juga peternak yang bertugas menjalankan budidaya nya.  
Pada sistem mitra bagi hasil ini, peternak ayam pedaging melakukan 
kontribusi dengan cara menjadi tenaga kerja, namun memiliki kebebasan 
mengembangkan usahanya dengan cara menciptakan penambahan populasi 
ternak, peternak juga berhak menambah kandang produksi maupun pekerja 
untuk dirinya sendiri yang pada akhirnya akan meningkatkan pendapatannya. 
Umumnya, pembagian untung mitra bisnis ternak ayam pedaging dihitung 
berdasarkan all out hasil penjualan yang didasari oleh harga pasar dan dikurangi 
dengan biaya yang dipakai oleh kedua pihak untuk melakukan ternak.  
Kesepakatan perihal pembagian hasil ditentukan berdasar kepekatan oleh 2 
belah pihak lebih dulu. Berdasarkan kesepakatan yang telah dibuat, maka resiko 
yang ditimbulkan akan ditanggung secara bersama apabila peternak mengalami 
kerugian. Adanya tanggung jawab dari kedua pihak menjadi keunggulan 
tersendiri dari sistim bagi hasil ini.  
Tetapi rentannya ketidakjujuran dari kedua belah pihak juga menjadi 
kelemahan dari sistim bagi hasil ini. Terutama pada ketentuan kerjasama yang 
disepakati diawal. Jatuhnya harga jual ayam pedaging hingga harganya dibawah 
harga modal dan produksi adalah resiko yang harus ditanggung  semua peternak. 
Keuntungan yang didapatkan dari bagi hasil ini termasuk kecil karena harus 
dibagi dengan pihak yang terlibat. Pengembangan usaha ternak dalam akses 
peternak terhadap berbagai sumber daya akan sangat bergantung. Sumber daya 
tersebut antara lain adalah asal daya finansial, sumberdaya teknologi, asal daya 
fisik, asal daya ekonomi, asal daya lingkungan, & sumberdaya sosial (Syukur et 
al., 2014). 
Pada kasus kali ini pola kemitraan yang digunakan yaitu kemitraan antara 
peternak unggas dengan CV. Unggas Makmur Indonesia dimana tentunya CV. 
Unggas Makmur Indonesia juga akan selalu melakukan analisa kinerja peternak 
unggas, oleh karena itu jika terdapat cara yang dapat digunakan untuk 
melakukan penilaian kinerja peternak unggas itu akan menjadi lebih baik 
sehingga CV. Unggas Makmur Indonesia dapat mengetahui dan memilah mana 






Jaringan saraf tiruan dapat didefinisikan sebagai suatu bidang ilmu yang 
juga bisa dilakukan untuk pengklasifikasian, salah satunya adalah learning vector 
quantization (LVQ). LVQ adalah sebuah metode klasifikasi pola dengan setiap 
unit outputnya mewakili kelompok tertentu atau kategori. Proses yang 
berlangsung pada masing-masing neuron yaitu melakukan pencarian yang 
terdekat terhadap suatu masukan vector kepada bobot yang berkaitan 
(kusumadewi,2006).  
 
Metode ini memiliki beberapa kelebihan diantaranya yaitu pengaturan 
posisi selama pembelajaran unit output dilakukan dengan cara dilakukan 
pengaturan dan pembaharuan bobot melalui pembelajaran yang terawasi dalam 
melakukan perkiraan klasifikasi yang diputuskan selain mencari jarak terdekat. 
Sedangkan pada LVQ, pembaharuan dua vektor yang terdiri dari pemenang 
danrunner-up dilakukan apabila beberapa kondisi terpenuhi. Algoritma LVQ 
dikembangkan dengan ide yaitutiap vektor pemenang dan sprinter up harus 
melakukan pembelajaran apabila input memiliki kesamaan taksiran jarak dengan 
vektor tersebut (Fausett, 1994).  
 
Terdapat penelitian yang pernah dilakukan yang melibatkan metode LVQ 
salah satunya adalah mengenai membandingkan Backpropagation dengan 
metode LVQ yang dilakukan oleh Nurkhozin, dkk (2011) dalam klasifikasi 
penyakit diabetes mellitus. Pada penelitian ini dihasilkan bahwa informasi 
mengenai penyakit diabetes mellitus yang diklasifikasikan menggunakan LVQ 
menghasilkan tingkat akurasi yang lebih akurat dibandingkan dengan 
menggunakan jaringan Backpropagation.  
 
Untuk permasalahan penelitian sebelumnya adalah bentuk uraian yang 
dimana judul diusulkan dalam penelitian ini adalah "Klasifikasi kinerja peternak 
unggas menggunakan metode learning vector quantization (LVQ)". 
 
1.2 Rumusan masalah 
Berdasarkan penjabaran yang ada dalam rumusan masalah, maka perincian 
masalah dalam pemeriksaan ini adalah sebagai berikut: 
1. Bagaimana implementasi metode learning vector quantization untuk menilai 
kinerja peternak. 
2. Bagaimana hasil pengujian metode LVQ ini untuk menilai kinerja peternak. 
1.3 Tujuan 
Tujuan dalam penelitian ini yang ingin dicapai adalah sebagai berikut: 





2. Melakukan pengujian tingkat akurasi metode learning vector quantization 
untuk menilai kinerja peternak. 
1.4 Manfaat 
Penelitian ini agar bisa membantu CV. Unggas Makmur Indonesia dalam 
menilai kinerja peternak unggas yang menjadi mitra mereka. 
1.5 Batasan masalah 
Untuk memastikan agar penelitian tidak menyimpang dan pembahasan 
keluar dari topik utama yang akan dibahas maka akan dibuat batasan sebagai 
berikut :  
1. Metode dalam penelitian ini akan menggunakan metode Learning Vector 
Quantization. 
2. Sistem yang dikembangkan lebih difokuskan pada pengujian algoritma. 
3. Data yang akan digunakan adalah dari CV. Unggas Makmur Indonesia 
Perkasa. 
1.6 Sistematika pembahasan 
Sistematika pembahasan dalam penyusunan penelitian ini yaitu sebagai 
berikut: 
BAB I PENDAHULUAN 
Bagian ini merupakan bab yang berisi tentang gambaran dasar eksplorasi, 
perincian masalah pemeriksaan, sasaran penelitian, keuntungan 
eksplorasi, kendala masalah eksplorasi, dan pembahasan pembahasan 
pemeriksaan secara sengaja. 
BAB II LANDASAN KEPUSTAKAAN 
Bagian ini merupakan bab yang berisi landasan teori, beberapa penelitian 
sebelumnya, pembasahan tentang learning vector quantization yang akan 
menunjang dan digunakan dalam penelitian ini. 
BAB III METODOLOGI 
Bagian ini merupakan bab yang berisi tentang gambaran umum dari 
penelitian, alur penelitian mulai dari studi pustaka hingga pengambilan 
keputusan. 
BAB IV PERANCANGAN SISTEM 
Bagian ini merupakan bab yang berisi pembahasan mengenai rancangan 






BAB V IMPLEMENTASI PERANGKAT LUNAK 
Bagian ini merupakan bab yang berisi implementasi dari berbagai 
rancangan yang sudah dilakukan pada bab sebelumnya serta berisi 
penjabaran tahapan implementasi. 
BAB VI PEMBAHASAN 
Bagian ini merupakan bab yang berisi penjelasan mengenai tahapan dan 
pemeriksaan konsekuensi dari pengujian kerangka kerja. 
BAB VII PENUTUP 
Bagian ini merupakan bab yang berisi tentang ketetapan-ketetapan yang 
timbul karena suatu perkembangan hasil pemeriksaan serta gagasan-




BAB 2 LANDASAN KEPUSTAKAAN 
Bab ini berisi perihal penjelasan mengenai beberapa penelitian yang 
sebelumnya telah dilakukanuntuk membantu mempersiapkan semuanya. 
Beberapa prinsip yang diperlukan kajian pustaka, information mining, klasifikasi, 
metode learning vector quantization (LVQ) dan peternak unggas. 
2.1 Kajian Pustaka 
Survei penulisan akan membahas tentang penelitian masa lalu yang telah 
dilaksanakan dengan mengimplementasikan metode Learning Vector 
Quantization (LVQ). Beberapa penelitian tersebut salah satunya adalah untuk 
melakukan pengklasifikasian kualitas dari air sungai. Penelitian kualitas dari air 
sungai ini dilakukan karena terjadinya pencemaran air sungai yang terus 
menerus, sehingga pemanfaatannya untuk kebutuhan tertentu terbatas. Oleh 
karena itu kualitas air sungai harus terus diukur dan dipantu agar kontinuitas, 
kuantitas dan kualitasnya selalu terjaga. Variabel yang digunakan adalah Derajat 
keasaman capability of hydrogen(pH), Total Suspended Solid (TSS), Chemical 
Oxygen Demand (COD), Biochemical Oxygen Demand( BOD), Dissolved Oxygen 
(DO), minyak, lemak dan fenol (Ramadhani, et al., 2016). Pengujian yang 
dilakukan pada penelitian ini dengan informasi secaraacak untuk setiap uji 
cobanya menghasilkan nilai100 berbanding 35 untuk perbandingan jumlah 
informasi latih dan information uji,0,1 untuk nilai alfa (learning rate), 10 untuk 
maksimal age (maxEpoch), 0,4 untuk nilai pengurang learning rate (decAlfa),dan 
0,001 untuk nilai negligible alfa (minAlfa) dengan nilai tingkat akurasi rerata akhir 
sebesar 81,13% (Hamidi,2017). 
Penelitian lainnya yang menggunakan metode LVQ(Learning Vector 
Quantization) adalah mengenai klasifikasi terhadapnilai gizi dari anak-
anak.Alasan penelitian ini dilakukan adalah karena selama ini yang digunakan 
untuk mengklasifikasikan keadaan gizi anak adalah index anthropometri BB/TB 
standart tanpa melihat variabel-variabel lain yang berpengaruh juga. Sedangkan 
pada penilitian ini variabel yang digunakan adalah variabel pada index 
anthropometri BB/TB standart dan beberapa aspek yang kemungkinan dapat 
mempengaruhi terhadap status gizi juga seperti pekerjaan kepala keluarga,  
nafsu makan dan juga penyakit infeksi. Nilai dari parameter yang digunakan pada 
LVQ meliputi 0,2 untuk nilai ε (window), 0,05 untuk nilai α (learning rate), 0,1 
untuk nilai pengurangan α dan 0,02 untuk nilai MinA (minimal learning rate) 
termasuk kombinasi nilai dari parameter yang sudah efisien dan efektif untuk 
melakukan suatu klasifikasi statusgizi dari anak tingkat sekolah dasar 
dikarenakan terget yang ingin dicapai secara keseluruhan telah sesuai (nilai 
akurasi bisa mencapai sebesar 100%) (Budianita, 2013). 
Penelitian selanjutnya yang menggunakan metode LVQ(Learning Vector 
Quantization) adalah pengidentifikasian mangga jenis harum manis tidak 
karbitan dan karbitan. Penelitian ini dilakukan karena maraknya pedagang buah 




mempercepat komposisi pematangan padahal senyawa untuk pengkarbitan itu 
sendiri dapat menempel pada daging dan kulit buah yang pastinya dapat 
membahayakan tubuh orang yang memakannya. Variabel dalam penelitian ini 
menggunakan hasil pengolahan citra yang nantinya diproses untuk membedakan 
mana mangga karbitan dan tidak. Pada pelatihan yang menggunakan metode 
LVQ akurasi terbaik dengan nilai 98.33% berhasil dipakai ketika dec alfa 0.9dan  
alfa 0.001. Beban terakhir yang diperoleh dari karya terbaik selama persiapan 
digunakan untuk memainkan presentasi. Untuk pekerjaan terbaik, informasi 
pengujian 50 mencapai 98% dengan kehalusan 100% mangga tidak karbitan dan 
96% mangga karbitan. (Puspitaningrum, 2018 ). 
Table 2.1 Kajian Pustaka 
























s Air Sungai 
(Hamidi, 2017) 














, 2018 ) 











2.2 Index Performance 
Khusus peternakan ayam broiler, tolak ukur keberhasilan manajemen 
pemeliharaan biasa disebut Index Performance (IP). Standar IP yang baik adalah 
300 dengan tingkat deplesi (kematian) tidak lebih dari 5% sekali periode, 
mencakup akumulasi dari ke-4 parameter; bobot badan rata-rata, tingkat 
deplesi, rata-rata umur ayam saat panen dan  Feed Conversion Ratio (FCR). Maka 
dari itu, tingkat keberhasilan suatu peternakan ayam dilihat dari seberapa tinggi 
nila IPnya. 
Index Performance (IP) adalah suatu parameter yang utama dan sering 
dipakai dalam mengukur tingkat keberhasilan suatu peternakan ayam, pada 
kasus ini peternakan ayam broiler. Bonus  atau insentif untuk peternak 
(kemitraan) atau pekerja kandang bisa juga ditentukan berdasarkan nilai IP. 
Berikut ini merupakan rumus untuk menghitung index performance (IP) tersebut. 
 
𝐼𝑃 =  
(100 − Deplesi) x BB x 100
FCR x (A/U)
      (2.1) 
 
300 adalah nilai standart IP yang dianggap baik. Maka dari itu, peternakan 
dengan nilai yang semakin tinggi atau > 300 maka peternakan tersebut juga 
dikatakan semakin berhasil. Berikut ini merupakan standar penghitungan 
mengenai hal tersebut: 
• >400 : Excellent 
• 300-399 : Baik 
• <300 : Kurang 
2.2.1 Rumus menghitung Bobot badan (BB) rata-rata / BW 
Saat panen ataupun pengukuran berat badan ayam dapat menggunakan 
rumus perhitungan sebagai berikut :  
 
𝐵𝐵 =  
Bobot timbang (kg)
Jumlah ayam (ekor) = BW
      (2.2) 
 
Dalam melakukan pemeliharaan, bobot dari badan ayam dapat dijadikan 
sebagai salah satu acuan. Pengaturan kepadatan kandang dan tata laksanadalam 
pemberian pakan perlu dibenahi apabila ternayata bobot rata-rata ayam 








2.2.2 Menghitung Rasio Konsumsi Pakan Terhadap Peningkatan Berat 
Badan atau Feed Conversion Ratio (FCR) 
 
 
𝐹𝐶𝑅 =  
Jumlah pakan yang dikonsumsi (kg) / Feed Intake
Berat badan yang dihasilkan (kg)
   (2.3) 
 
Banyaknya jumlah pakan yang diperlukan untuk dapat mengasilkan 1 
kilogram (kg) dari berat badan ayam disebut dengan istilah FCR.  Dapat 
dihasilkan berat badan ayam seberat 1 kilogram bahkan lebih dari 1 kg pakan 
yang dikeluarkan adalah hitungan ideal dari FCR.Tetapi hal seperti itu tidak bisa 
terjadi secara konstan. Tetapi saat ini FCR = 1 dapat dijadikan target tersendiri 
oleh peternak ayam dan nilai tersebut harus sudah dapat dicapai sebelum ayam 
broiler berumur 2 mingguan. Setelah 2 minggu nilai FCR diharuskan selalu 
meningkat secara konstan. 
 
2.2.3 Menghitung Rata-Rata Umur Ayam Saat Panen (A/U) 
A/U merupakan standart untuk menghitung usia rata-rata ayam yang 
sedang dipanen. Dan pemanenan yang dihitung disini ialah panen secara normal 
dan sehat, bukan panen yang dilakukan karena kondisi tertentu yang memaksa 
peternak melakukan panen dini. Rumus yang digunakan dalam menghitung A/U 
adalah sebagai berikut: 
 
𝐴/𝑈 =  
∑(U x P)
total populasi terpanen
      (2.4) 
 
Keterangan : 
U =Umur Ayam yang Dipelihara 
P =Populasi Ayam yang Dipanen 
 
2.2.4 Menghitung Tingkat Deplesi Populasi 
Penyusutan angka jumlah dari ayam biasa disebut dengan deplesi. 
Umumnya deplesi terjadi karena kematian ataupun culling ayam (afkir ayam). 
Dalam menghitung suatu tingkat deplesi (D), maka digunakan rumus sebagai 
berikut: 
𝐷𝑒𝑝𝑙𝑒𝑠𝑖 =  
Jumlah ayam mati + afkir x 100% 
Populasi awal






2.3 Jaringan Saraf Tiruan 
Jaringan saraf tiruan atau dikenal sebagai JST merupakan jaringan metode 
kecil yang dimodelkan menurut sistem saraf dari manusia. JST adalah sistemyang 
adaptif dan dapat diubah susunannya berguna memecahkan suatu masalah 
berdasarkan aliran informasi baik eksternal maupun internal dalam jaringan. 
Karena sifat adaptif tersebut, maka JST sering disebut dengan suatu jaringan 
adaptif (Nasution dkk, 2015).  
Sederhananya, JST merupakan suatu media pemodelan informasi statistik 
yang non-linier. JST bias menggunakan KNN dalam memodelkan hubungan yang 
kompleks antara input dan output berguna menemukan model pola-pola setiap 
informasi. Menurut teori yang disebut "teoriestimasi massa", JST dapat 
memodelkan disetiap fungsi terukur dari satu dimensi ke dimensi lain dengan 
menggunakan fungsi aktivasi nonlinier yang lapisannya tersembunyi dan dapat 
diabadikan. (Hornik dkk, 1989).  
Bidang kecerdasan buatan saat ini lebih dekat dengan meniru kecerdasan 
manusia, meskipun tidak secara fisik. Pertama kali diawali dengan studi tentang 
teori dasar mekanisme proses cerdas terjadinya intelegensi. Bidang tersebut 
disebut dengan ilmu kognitif. Dari prinsip dasar teori inilah telah tercipta model 
simulasi komputer yang dikenal sebagai keajuan dalam berbagai sistem 
kecerdasan buatan, termasuk jaringan saraf tiruan. Jaringan saraf tiruan relatif 
baru dibandingkan dengan bidang ilmu lainnya. Konsep jaringan saraf tiruan 
dimulai pada artikel oleh Waffen McCulloch dan Walter Pitts pada tahun 1943  
dan dibahas dalam beberapa konteks. Dalam penelitian ini, mereka mencoba 
mengembangkan model matematis sel otak. Metode iniadalah langkah yang 
maju dalam industri suatu komputer.  
Model dalam JST pada dasarnya adalah fungsi dari model matematika 
dengan pendefinisian fungsi f : X → Y. Dalam jaringan ANN, Istilah "jaringan" 
mengacu pada koneksi beberapa neuron berbeda. Umumnya lapisan dalam JST 
dibagi menjadi tiga bagian yaitu sebagai berikut:  
Lapisan input terdiri dari tiap neuron dengan penerimaan informasi input 
dari variabel X. Jika dalam jaringan tidak memakai lapisan yang tersembunyi, 
semua neuron di lapisan dapet terhubung langsung ke neuron di lapisan 
tersembunyi atau ke lapisan luar.  
Lapisan tersembunyi (overlapping) terdiri atas neuron-neuron yang 
melakukan penerimaan informasi dari lapisan input. 
Lapisan keluaran (return layer) terdiri atas neuron-neuron yang melakukan 
penerimaan informasi langsung dari lapisan tersembunyi atau input, dan 




Secara matematis, neuron adalah suatu fungsi yang mengambil input dari 
level lapisan sebelumnya g_{i}(x) (lapisan pertama). Fungsi-fungsi ini biasanya 
memanipulasi vektor dan mengubahnya menjadi nilai skala menggunakan bobot 
non-linier sepenuhnya. dimana f(x)=K (∑_i▒〖WiGi(x)), Kadalah fungsi khusus 
yang umumnya disebut dengan aktivasi dan merupakan beban atau weight.  
Jaringan saraf tiruan (JST) (Dalam bahasa Inggris: counterfeit neural 
organization (ANN), atau juga disebut reproduced neural organization (SNN), 
atau biasanya hanya disebut dengan neural organization (NN)), secara umum 
jaringan dimodelkan dalam banyak unit yang lebih kecil. Menurut nervous 
system, JST adalah sistem yang adaptif dan bisa merubah susunannya berguna 
memecahkan suatu masalah berdasarkan aliran informasi eksternal dan internal 
dalam jaringan. Karena daya adaptasinya JST juga lebih sering disebut dengan 
penamaan jaringan adaptif (Nasution dkk, 2015).  
Sederhananya, JST merupakan sebuah alat pemodelan informasi statistik 
non-linier. JST biasdipakai untuk memodelkan relasi yang kompleks antara input 
dan output berguna menemukan atau mendapatkan model informasi. Menurut 
teori yang disebut "teori penalaran lengkap", JST kecil dengan lapisan  
tersembunyi dengan fungsi aktivasi tidak langsung dapat memodelkan setiap 
fungsi terukur dari satu dimensi ke dimensi lain. (Hornik dkk, 1989).  
Saat ini bidang kecerdasan buatan mendekati dari sisi lain untuk meniru 
kecerdasan manusia, bukan secara fisik. Pertama, kami akan mempelajari dasar 
mekanisme pemrosesan informasi. Bidang ini disebut ilmu kognitif. Model 
simulasi komputer dibangun di atas prinsip dasar ini dan penting untuk 
pengembangan lebih lanjut dari berbagai sistem kecerdasan buatan, termasuk 
jaringan saraf tiruan. Jaringan saraf tiruan relatif baru dibandingkan dengan 
bidang ilmu lainnya. Beberapa publikasi menunjukan bahwa konsep dari jaringan 
saraf tiruan berasal dari karya Waffen McCulloch dan Walter Pitts pada tahun 
1943. Dikembangkan berdasarkan sistem saraf biologis, metode ini merupakan 
terobosan dalam industri komputer. 
Dalam JST, model ini  pada dasarnya adalah fungsi dari model matematika 
yang mendefinisikan fungsi f : X → Y . Dalam istilah "jaringan" pada JST mengacu 
pada koneksi beberapa neuron lapisan yang berbeda. Umumnya lapisan-lapisan 
pada JST terdiri dari tiga bagian, yaitu sebagai berikut:  
• Lapisan (input layer) terdiri atas neuron-neuron yang melakukan 
penerimaan informasi input dari variabel X. Setiap neuron di lapisan ini 
dapat terhubung ke neuron di lapisan tersembunyi. Lapisan ini tidak 




• Lapisan tersembunyi (covering) terdiri atas neuron-neuron yang 
melakukan penerimaan informasi dari lapisan input.  
• Lapisan keluaran (output layer) terdiri atas neuron dan melakukan 
penerimaan informasi langsung dari suatu lapisan tersembunyi atau 
suatu lapisan masukan yang menampilkan nilai keluaran setelah dihitung 
dari nilai X ke Y. 
Secara matematis, neuron adalah fungsi yang mengambil input darilapisan 
sebelumnya g_{i}(x) (lapisan pertama). Fungsi-fungsi ini biasanya memanipulasi 
vektor dan mengubahnya menjadi nilai skala menggunakan bobot non-linier 
sepenuhnya, dimana 𝑓(𝑥) = 𝐾 (∑ 𝑊𝑖𝐺𝑖(𝑥))𝑖 , 𝐾 adalah fungsi spesifik dan 
sering disebut aktivasi  dan merupakan beban atau weight.  
Sumber : https://id.wikipedia.org/wiki/Jaringan_saraf_tiruan 
2.4 Learning Vector Quantization 
Learning Vector Quantization atau disebut dengan LVQ merupakan salah 
satu dari metode klasifikasi dalam Jaringan Saraf Tiruan yang bekerja dengan 
sebuah kelas yang dipresentasikan pada setiap unit output. LVQ juga umum 
disebut sebagai sebuah metode pengelompokan dengan target atau kelas di 
setiap kelompok atau jumlah kelompok yang sudah ditetapkan.  
Algoritma LVQ bertujuan untuk meminimalkan kesalahan dalam 
pengklasifikasian dengan cara mendekati distribusi kelas vektor. 
Menurut Kusumadewi(2003) dalam Ranadhi dkk (2006) menerangkan 
bahwa metode Learning Vector Quantization (LVQ) merupakan sebuah metode 
pembelajaran yang terdapat pada lapisan kompetitif dan telah terawasi. Lapisan 
kompetitif tersebut akansecara alami mengetahui bagaimana mengatur setiap 
vektor info. Kelas berbeda yang diperoleh adalah efek lanjutan dari lapisan kejam 
ini hanya jika jarak antara vektor informasi. Persegi panjang yang bersaing 
menempatkan kedua vektor input dalam persegi panjang yang sama.  
Berikut ini merupakan tahapan pada algoritma pelatihan LVQ menurut 
Fausett (1994) dalam Budianita (2013): 
1. Menginisialisasi derajat pembelajaran α(1) dan bobot wj 
2. Mengerjakan langkah 1-6 apabila kondisi berhenti dan masih salah 





4. Mencari nilai j sehingga |x-wj| menghasilkan nilai minimum 
5. Memperbaharui nilai wj dengan ketentuan sebagai berikut: 
Apabila T = Cj maka 
Wj(t+1) = wj (t) + α (t)[x(t) – wj(t)]        (2.6)               
Apabila T≠Cj maka 
Wj(t+1) = wj (t) - α (t)[x(t) – wj(t)]                  (2.7) 
Kurangi rata-rata pembelajaran α 
6. Tes kondisi berhenti 
dengan 
Wj  = vektor bobot pada unit keluaran ke-j (W1j,…Wij,…,Wnj) 
X  = vektor-vektor pelatihan (X1,…Xi,…Xn) 
T  = kelas atau kategori yang benar untuk vektor-vektor pelatihan 
||x-wj||= jarak euclidean antara vektor bobot untuk unit keluaran ke-j 
dan vektor masukan. 
Cj = kategori atau kelas yang merepresentasikan oleh unit keluaran 
ke-j 
Jaringan LVQ memiliki target yang ingin dicapai. Lapisan kompetitif 
belajarakan mengklasifikasikan dan mengenali semua vektor masukan. Lapisan 
kompetitif akan memposisikan dua vektor pada kelas yang sama apabila 
keduanya terdapat kemiripan. Dari hal tersebut, LVQ akan mempelajari 
pengklasifikasian vektor masukan pada kelas target yang ditetapkan oleh 
pengguna. 
 






Pada Gambar 2.2 tersebut, X adalah input-an, W1 merupakan vector bobot 
yang merelasikan dari tiap neuron pada lapisan input ke neuron pertama pada 
lapisan output, sedangkan w2 merupakan vector bobot yang merelasikan dari 
tiap neuron pada lapisan input ke neuron kedua pada lapisan output. Metode 
LVQ memiliki sifat melakukan pencarian jarak (euclidean) antar vektor input. 
Apabila jarak yang dihasilkan bernilai terkecil atau pendek, maka LVQ akan 
memposisikan data tersebut pada target atau kelas yang mempunyai jarak 
dengan nilai terkecil. 
2.7 Pengujian Akurasi 
Keakuratan uji pengukuran adalah hasil pengukuran mendekati nilai 
kenyataannya (true value). Di dalam penelitian ini akan dilakukan pengujian 
akurasi berguna mengetahui tingkat kemampuan dari sistem dalam melakukan 
pengambilan keputusan. Akurasi dapat dicapai dengan cara melakukan 
perhitungan interval pemindahan yang sesuai untuk jumlah informasi. Ketepatan 
ini dapat diperoleh dengan menghitung persamaan.  
𝑇𝑖𝑛𝑔𝑘𝑎𝑡 𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
∑ 𝑑𝑎𝑡𝑎 𝑝𝑒𝑛𝑔𝑢𝑗𝑖𝑎𝑛 𝑏𝑒𝑛𝑎𝑟
∑ 𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑝𝑒𝑛𝑔𝑢𝑗𝑖𝑎𝑛







BAB 3 METODOLOGI 
Pada bagian ini menjelaskan prosedur pencarian untuk penelitian 
"Klasifikasi kinerja peternak unggas menggunakan metode learning vector 
quantization (LVQ)". Metodeyang diimplementasikan dalam penelitian ini 
melalui beberapa tahapan antara lain penelitian menulis, pengujian kebutuhan, 
pengumpulan informasi, rencana kerangka kerja, pelaksanaan, pengujian, 
pengujian, tujuan dan gagasan. 
3.1 Studi Literatur 
Studi literatur ini dapat mempelajari dari berbagai literatur dengan 
bermacam-macam bidang ilmu berguna mendukung penelitian “Klasifikasi 
kinerja peternak unggas menggunakan metode learning vector quantization 
(LVQ)” diantaranya: 
1. Metode Learning Vector Quantization (LVQ), 
2. Jaringan Saraf Tiruan, 
3. Index Performance. 
3.2 Analisis Kebutuhan 
Pemeriksaan prasyarat adalah cara untuk membedakan setiap kebutuhan 
yang diperlukan untuk perkembangan “Klasifikasi kinerja ternak unggas 
menggunakan metode learning vector quantization (LVQ)”. Analisis kebutuhan 
dapat diatur menggunakan variabel survei dan data yang dipakai.  
Secara umum, kebutuhan pengembangan sistem yang diimplementasikan 
dalam penelitian ini adalah sebagai berikut: 
1. Data yang akan dibutuhkan, yaitu : 
• Data Hasil Peternak Unggas 
2. Variabel yang akan digunakan melakukan diagnosis penyakit, yaitu : 
Nilai dari setiap kriteria yang dijadikan tolak ukur keberhasilan. 
3.3 Pengumpulan Data 
Tahapan dari pengumpulan informasi ini, yang dapat di butuhkan dari 
penelitian adalah nilai setiap kriteria yang dijadikan bahan penilaian. Sumber 
information diperoleh dari CV. Unggas Makmur Indonesia.  
Menurut metode perolehan informasi penelitian, ada dua jenis informasi 
yaitu, informasi primer dan informasi sekunder, informasi sekunder merupakan 
informasi yang tidak digunakan untuk kegiatan penelitian dan diterima dari 
orang lain namun dimanfaatkan untuk tujuan penelitian, misalnya melalui 
penulisan buku. Data pondasi adalah data yang dapat diolah secara langsung dari 




langsung dari objek pemeriksaan. Teknik dasar untuk bermacam-macam 
informasi adalah kuantitatif melalui jajak pendapat dari wawancara. 
3.4 Perancangan Sistem 
Perancangan sistem didasarkan pada hasil pengumpulan informasi data 
praktis dan kebutuhan analisis. Langkah ini dapat dirinci dalam bab desain, yang 
mencakup analisis kebutuhan perangkat lunak dan desain perancangan 
arsitektur sistem.  
Pemodelan "Klasifikasi kinerja peternak unggas menggunakan metode 
learning vector quantization (LVQ)" dalam penelitian kali ini memakai metode 
learning vector quantization sebagai mesin inferensi. Keluaran sistem akan 
berupa kinerja peternk termasuk baik atau tidak berdasarkan perhitungan 
metode learning vector quantization (LVQ) yang memiliki nilai probabilitas 
tertinggi.  
Gambar 3.1 menunjukkan desain dari sistem yang dirancang.Karena 
penelitian ini untuk menguji apakah learning vector quantization baik digunakan 
untuk menentukan kinerja peternak unggas maka usernya adalah pihak 
pengembang atau pembuat sistem yang akan menguji apakah metodenya cocok 
untuk digunakan. Client melakukan input information dengan cara memasukkan 
informasi latih dan informasi uji berupa nama dan nilai setiap kriteria pada data 
set yang kemudian akan diproses dengan metode learning vector quantization 
hingga menghasilkan output yang berupa kesimpulan hasil perhitungan. 
 
 
Gambar 3.1 Desain Perancangan Sistem 
Sumber : Perancangan 












Gambar 3.2 menunjukkan garis persegi yang menggambarkan elemen-
elemen kerangka kerja dan menggambarkan kegiatan kerangka kerja secara 
umum. Berikut ini merupakan penggambaran blok diagram tersebut: 
 
Gambar 3.2 Diagram Blok Sistem 
3.5 Implementasi 
Implementasi sistem ini dapat mereferensikan proyek sistem tertentu. 
Program dijalankan dengan memakai bahasa pemrograman jenis PHP, dantools 
pendukung lainnya, implementasi sistem meliputi : 
• Membuat User Interface. 
• Mengembangkan program menggunakan bahasa pemrograman jenis PHP 














Menginisialisasikanderajat pembelajaran α(1) dan bobot wj 
Mengerjakan langkah 1-6 apabila kondisi berhenti dan masih salah 
Mengerjakan langkah 4-5 dalam setiap vektor masukan pada pelatihan x 
Mencari nilai j sehingga |x-wj| menghasilkan nilai minimum 
Tes kondisi berhenti 
 




3.6 Pengujian Sistem 
Pengujian framework dalam pengujian ini diarahkan untuk menentukan 
tingkat pencapaian dari framework yang sedang dirakit. Kerangka uji yang akan 
dilakukan adalah mencoba tingkat ketepatan. Pengujian tingkat presisi 
diselesaikan dengan membandingkan efek samping dari kerangka kerja dan hasil 










Untuk analisi hasil ini baru bisa dilakukan jika pengujian telah dilakukan guna 
untuk mendapatkan data hasil pengujian pengolahan data yang menggunakan 
metode learning vector quantization. 
3.8 Kesimpulan 
Tinjauan pustaka terus-menerus meninjau dan mengevaluasi hasilnya, 
sehingga kesimpulan harus ditarik dengan pengujian dan analisis hasil yang telah 
diselesaikan. Hal ini ditentukan dengan memeriksa apakah sistem bekerja 
dengan baik dan apakah dapat ditarik kesimpulan berdasarkan fakta yang ada. 
Selain penarikan kesimpulan dilakukan mengevaluasi  survei untuk 
mengidentifikasi penelitian penilaian kinerja peternak dapat diproses kembali 













BAB 4 PERANCANGAN 
Rencana ini dapat diketahui dalam kebutuhan-kebutuhan yang diharapkan 
untuk merakit kerangka tersebut “Klasifikasi kinerja peternak unggas 
menggunakan metode learning vector quantization (LVQ)”.  
4.1 Perancangan Data yang Digunakan 
Pada tahapan-tahapan untuk pengumpulan data dalam penelitian yang 
diperlukan ialah kriteria untuk penilaian kinerja peternak. Sumber data diperoleh 
dari daftar peternak yang bekerja sama dengan cv unggas makmur indonesia, 
penulis mendapatkan pengetahuan tentang kriteria dan penilain untuk tingkat 
keberhasilan peternak unggas dengan jumlah data sebanyak 86. Tabel data 
kriteria yang menjadi acuan ditampilkan pada Tabel 4.1. 
Tabel 4.1 Kode dan Keterangan Kriteria IP 
No Kriteria Keterangan 
1 AVG BW 
Bobot rata – rata panen yang didapat dari bobot 
total timbangan dan dibagi dengan jumlah 
unggas yang terpanen 
2 FI 
Jumlah konsumsi pakan perekor yang 
didapatkan dari rata-rata pakan yang dihabiskan 
perekor unggas selama masa panen 
3 FCR 
Rasio konversi pakan yang didapat dari 
banyaknya pakan yang dibutuhkan dan berat 
pakan yang dihasilkan 
4 UMUR PANEN Umur rata-rata ayam ketika panen 
5 KEMATIAN 
Jumlah kematian mulai dari awal perawatan 
hingga panen 
 
Tabel 4.2 Kode dan Penyakit Tanaman Kentang 
Kode Kriteria 
K1 AVG BW 
K2 FI 
K3 FCR 







4.2 Perancangan Algoritma 
Pada penelitian ini mengimplementasikan metode learning vector 
quantization yang akan digunakan untuk melakukan penilaian kinerja peternak 
unggas, dimana pengguna akan memasukkan data latih berupa nama dan nilai 
setiap kriteria dari setiap peternak yang kemudian akan diproses menggunakan 
algoritma learning vector quantization hingga menghasilkan keluaran berupa 
keputusan apakah peternak memiliki performa yang baik atau tidak. 
4.2.1 Proses Learning Vector Quantization 
Dalam proses untuk penilaian hasil kerja peternak menggunakan metode 
learning vector quantization, terdapat beberapa langkah-langkah, yaitu 
melakukan proses inisialisasi awal seperti DecAlpha, Alpha, MinAlpha, Epoch, 
dan juga bobot awal yang mewakili setiap kelas. Melakukan perulangan hingga 
stopping condition, menghitung jarak minimum dengan eucledian distance, 
melakukan update bobot, melakukan update nilai alpha, hingga akhirnya 
didapatkan bobot terakhir saat stopping condition tercipta. Diagram alir berupa 
gambaran secara umum dari proses LVQ ditunjukkan oleh Gambar 4.1. 
 
 
Gambar 4.1 Alur Learning Vector Quantization 
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Data Latih, Inisialisasi Variable 
Jarak antar data latih 
End 
Proses pelatihan data 
dengan lvq 





4.2.2 Proses pelatihan LVQ 
Perhitungan LVQ diawali dengan dilakukannya inisialisasi variabel baik itu 
data latih nilai alpha jumlah iterasi dll, setelah dilakukan tahapan inisialisasi 
kemudian masuk ke tahapan pelatihan data guna untuk menemukan bobot data 
yang bisa dipergunakan untuk proses pengujian data. Diagram alir proses 
pelatihan data ditunjukkan oleh gambar 4.2 
 
Gambar 4.2 Diagram alir Proses pelatihan data 
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Wj(t+1) = wj (t) + α (t)[x(t) – wj(t)] Wj(t+1) = wj (t) + α (t)[x(t) – wj(t)] 
 i 
α = α * DecAlpha 
iterasi 









Proses pelatihan data latih ini diawali dengan inisialisasi data berupa set 
data latih, set nilai alpha, set nilai min alpha, set nilai epoch, learning rate, 
jumlah maksimum iterasi, dari inisialisasi data latih itu kemudian dilakukan 
pengambilan bobot awal berdasarkan perwakilan setiap kelas yang digunakan 
sebagai kesimpulan, pada kasus ini diambil 2 bobot yang masing-masing 
mewakili kelas “1” dan kelas “0”. Dari bobot awal itu kemudian akan dilakukan 
penghitungan eucledian distance berdasarkan urutan data latih dan dari 
eucledian itu akan dicari bobot baru kemudian diulang lagi penghitungan 
eucledian distance data latih selanjutnya untuk mendapatkan bobot baru, proses 
dilanjutkan hinggal pengitungan eucledian distance data latih terakhir dan 
update bobot berdasarkan data latih terakhir. Saat update bobot dari data latih 
terakhir didapatkan kemudian dilanjutkan dengan update nilai alfa dan nilai 
iterasi hingga tercipta stopping condition. 
4.2.3 Pengujian data 
Setelah didapatkan update bobot terakhir dari proses pelatihan data, 
bobot terakhir itu yang akan digunakan untuk melakukan proses pengujian data 
dengan rumus penghitungan jarak eucledian distance dan menghasilkan 
kesimpulan berupa kesimpulan peternak memiliki kinerja yang buruk atau tidak. 
Berikut adalah gambar 4.3 Diagram alir dengan pengujian datanya.  
 
Gambar 4.3 Diagram Alir hitung nilai validitas 
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4.3 Perhitungan Manual 
Untuk melakukan hitungan“Klasifikasi kinerja peternak unggas menggunakan 
metode learning vector quantization (LVQ) ”terdapat beberapa tahapan yaitu 
inisialisasi awal berupa DecAlpha, Alpha, MinAlpha, Epoch, dan juga bobot awal 
yang mewakili setiap kelas. Melakukan perulangan hingga stopping condition, 
menghitung jarak minimum dengan eucledian distance, melakukan update 
bobot, melakukan update nilai alpha, hingga akhirnya didapatkan bobot terakhir 
saat stopping condition tercipta. 
Dalam contoh perhitungan manual ini, ada dua kategori “1” dan “0” dalam 
data latih itu sendiri, sehingga diberikan 10 data latih dan 5 data uji ditampilkan, 
Data latih dan data pengujian yang dihitung secara manual ditunjukkan dalam 
Tabel 4.3 dan Tabel 4.4. 
 
Tabel 4.3 Data Latih 




NOVAL 1.5 2.9 1.9 32.0 8.8 0 
TUYEM 2.2 3.4 1.6 33.8 7.9 1 
HARJANI 1.6 3.0 1.8 34.1 20.9 0 
SUYONO 2.1 3.4 1.6 37.2 4.7 1 
SIGIT_A 2.1 3.7 1.7 39.2 10.9 1 
TUKIJAN 2.3 3.8 1.7 39.1 6.3 1 
WARSITO 2.2 3.8 1.7 38.3 0.5 1 
TUGIYO 2.3 3.9 1.7 36.1 5.9 1 
SUKAMI 2.1 3.7 1.8 38.0 13.7 0 
RUGIMAN 2.0 3.5 1.7 37.7 3.3 1 
 
Tabel 4.4 Data Uji 




SUNARYO_A 2.2 4.4 2.0 38.8 16.3 ? 
SUPILAH 2.1 4.4 2.1 39.6 11.1 ? 
SIDIQ 2.2 3.9 1.8 37.9 0.5 ? 
YOSEP 2.5 4.1 1.6 37.8 2.0 ? 










Langkah 1.Inisialisasi data latih, data uji , jumlah iterasi, nilai alpha, nilai 
minAlpha dan learning rate 
Sebelum melakukan “Klasifikasi kinerja peternak unggas menggunakan 
metode learning vector quantization (LVQ)”, Langkah pertama untuk ini adalah 
nilai pelatian awal, data uji, kecepatan pembelajaran, iterasi, alpha dan 
minAlpha. 
Seperti yang telah disebutkan sebelumnya, contoh perhitungan secara 
manualini dengan contoh data latih 10 dan terdiri dari 2 kelas data latih dan 5 
kriteria, untukdata uji menggunakan 5 data uji, untuk jumlah iterasi = 10, nilai 
alpha = 0.05 ,  nilai minAlpha = 0.01 dan learning rate = 0.1. 
Langkah 2. Inisialisasi Bobot Awal 
Langkah selanjutnya yang dilakukan setelah melakukan inisialisasi awal 
adalah melakukan inisialisasi bobot awal masing-masing kelas Untuk melakukan 
update bobot, yang harus dilakukan pertama kali adalah mengambil data awal 
secara random untuk perwakilan kelas “0” dan kelas “1” sebagai bobot awal yang 
nanti akan diupdate. Bobot awal pada tiap kelas ditunjukkan dalam Tabel 4.5.  
Tabel 4.5 Bobot Awal Masing – Masing Kelas 
NAMA_PETERNAK AVG BW FI FCR UMUR RATA PANEN KEMATIAN KELAS 
SIGIT_A 2.1 3.7 1.7 39.2 10.9 1 
SUKAMI 2.1 3.7 1.8 38.0 13.7 0 
 
Langkah 3.Hitung Jarak Data Latih Terhadap Bobot dan Update Bobot 
Penghitungan update bobot dilakukan pada setiap data latih, update bobot 
dilakukan bertahap mulai data latih pertama hingga data latih terakhir dan 
update bobot dilakukan setiap perpindahan data latih yang diproses. 
*Hitung Jarak Antar Kriteria Pada Data Latih 1 
Sebelum melakukan update bobot, yang harus dilakukan adalah mencari 
jarak antara bobot W1 dengan bobot W2 terhadap data latih menggunakan 
eucledian distance, W1 dan W2 akan dihitung jarak masing-masing kriterianya 
dengan data latih 1 kemudian dicari jarak terkecil, dan dibandingkan dengan 
kelas data latih, setelah itu update bobot menggunakan persamaan 2.6 atau 2.7, 








Tabel 4.6 Jarak Antara Bobot Terhadap Data Latih 1 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN JARAK 
D1W1 0.36 0.64 0.01 36 24.01 7.81152994 
D1W2 0.36 0.64 0.04 51.84 4.41 7.56901579 
 
*Lakukan Update bobot berdasarkan hasil perhitungan data latih 1 
Untuk mendapatkan jarak nilai data latih 1 dan bobot kemudian dilakukan 
update bobot berdasarkan jarak yang terkecil, karena jarak W2 lebih kecil 
daripada W1 maka nilai bobot W1 tetap dan yang diproses adalah W2, 
selanjutnya dilakukan perbandingan kelas, dimana W1 mewakili kelas “0”, dan 
W2 mewakili kelas “1”, karena jarak yang lebih kecil adalah W2 sedangankan 
kelas pada data latih 1 adalah “0” maka update bobot W2 menggunakan 
persamaan 2.7. Hasil dari update bobot ditampilkan dalam Tabel 4.7. 
Tabel 4.7 Bobot Baru 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN 
W1 2.1 3.7 1.8 38.0 13.7 
W2 2.2 3.8 1.7 39.9 11.1 
 
Setelah didapatkan Bobot baru dari proses perhitungan jarak terhadap data 
latih 1, maka dilanjutkan dengan penghitungan terhadap data latih 2. 
*Hitung Jarak Antar Kriteria Pada Data Latih 2 
Sebelum melakukan update bobot, yang harus dilakukan adalah mencari 
jarak antara bobot W1 dengan bobot W2 terhadap data latih menggunakan 
eucledian distance, W1 dan W2 akan dihitung jarak masing-masing kriterianya 
dengan data latih 2 kemudian dicari jarak terkecil, dan dibandingkan dengan 
kelas data latih, setelah itu update bobot menggunakan persamaan 2.6 atau 2.7, 
Hasil dari perhitungan dari jarak antar kriteria data latih 2 dengan bobot 
ditampilkan dalam Tabel 4.8.  
Tabel 4.8 Jarak Antara Bobot Terhadap Data Latih 2 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN JARAK 
D2W1 0.04 0.04 0.01 3.61 60.84 8.03367911 
D2W2 0.0196 0.0144 0.0004 14.5924 27.1441 6.46304108 
 
*Lakukan Update bobot berdasarkan hasil perhitungan data latih 2 
Setelah mendapatkan nilai jarak antara data latih 2 dan bobot kemudian 
dilakukan update bobot berdasarkan jarak yang terkecil, karena jarak W2 lebih 
kecil dari pada W1 maka nilai bobot W1 tetap dan yang diproses adalah W2, 
selanjutnya dilakukan perbandingan kelas, dimana W1 mewakili kelas “0”, dan 




pada data latih 2 adalah “1” maka update bobot W2 menggunakan persamaan 
2.6. Hasil update dari pembaruan bobot dapat ditemukan pada Tabel 4.9. 
Tabel 4.9 Bobot Baru 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN 
W1 2.1 3.7 1.8 38.0 13.7 
W2 2.2 3.8 1.7 39.9 11.1 
 
Setelah didapatkan Bobot baru dari proses perhitungan jarak terhadap data 
latih 2, maka dilanjutkan dengan penghitungan terhadap data latih 3. 
*Hitung Jarak Antar Kriteria Pada Data Latih 3 
Sebelum melakukan update bobot, yang harus dilakukan adalah mencari 
jarak antara bobot W1 dengan bobot W2 terhadap data latih menggunakan 
eucledian distance, W1 dan W2 akan dihitung jarak masing-masing kriterianya 
dengan data latih 3 kemudian dicari jarak terkecil, dan dibandingkan dengan 
kelas data latih, setelah itu update bobot menggunakan persamaan 2.6 atau 2.7, 
Hasil dari perhitungan jarak antar kriteria data latih 3 dengan bobot ditampilkan 
dalamTabel 4.10.  
Tabel 4.10 Jarak Antara Bobot Terhadap Data Latih 3 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN JARAK 
D3W1 0.25 0.49 0 15.21 51.84 8.23346828 
D3W2 0.329476 0.6273 0.0139 29.571844 106.316721 11.6986849 
 
*Lakukan Update bobot berdasarkan hasil perhitungan data latih 3 
Setelah mendapatkan nilai jarak antara data latih 3 dan bobot kemudian 
dilakukan update bobot berdasarkan jarak yang terkecil, karena jarak W1 lebih 
kecil daripada W2 maka nilai bobot W2 tetap dan yang diproses adalah W1, 
selanjutnya dilakukan perbandingan kelas, dimana W1 mewakili kelas “0”, dan 
W2 mewakili kelas “1”, karena jarak yang lebih kecil adalah W1 sedangankan 
kelas pada data latih 3 adalah “0” maka update bobot W1 menggunakan 
persamaan 2.6. Hasil update dari pembaruan bobot dapat ditemukan pada Tabel 
4.11.  
Tabel 4.11 Bobot Baru 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN 
W1 2.1 3.6 1.8 37.6 14.4 
W2 2.174 3.792 1.682 39.538 10.589 
 
Proses dilanjutkan terus menerus sampai data latih terakhir, karena pada 
contoh perhitungan ini menggunakan 10 data latgih maka update bobot 
dilakukan sampai 10 kali. Bobot terakhir yang didapatkan dari iterasi pertama 




Tabel 4.12 Bobot Baru 
Nama Bobot AVG BW FI FCR UMUR RATA PANEN KEMATIAN 
W1 2.055 3.637 1.8 37.649 14.348 
W2 2.167965634 3.705 1.6741 38.55131206 8.10150585 
 
Langkah 4. Perbarui Nilai α 
Setelah update bobot dilakukan sampai data latih terakhir selanjutnya 
dilakukan pembaruan nilai alfa yaitu dengan cara mengalikan alfa saat ini dengan 
decAlfa. 
Langkah 5. Pengecekan Stopping Condition 
Setelah nilai alfa yang baru didapatkan maka tahap selanjutnya adalah 
melakukan pengecekan stopping kondition, pada learning vector quantization 
terdapat 2 kondisi pemicu berhentinya perhitungn update bobot, yaitu nilai alfa 
dan jumlah iterasi, jika nilai alfa kurang dari nilai alfa minimum atau jumlah 
iterasi sudah mencapai nilai maksimum iterasi. Jika stopping kondition belum 
terpenuhi maka proses akan kembali dilakukan dengan update bobot mulai data 
latih pertama namun bobot yang dipakai adalah hasil dari update bobot terakhir 
yang didapatkan. 
Nilai alfa yang baru adalah 0,005 sedangkan alfa minimum adalah 0,01 maka 
update bobot dihentikan dikarenakan nilai alfa yang baru lebih kecil daripada 
nilai alfa minimum. 
Langkah 6. Penentuan Kelas Data Uji 
Jika telah didapatkan update bobot terakhir di akhir iterasi kemudian bisa 
melakukan penentuan kelas pada data uji menggunakan eucledian distance. 
Untuk penentuan kelas tetap menggunakan W1 dan W2 yang mewakili kelas “0” 
dan kelas “1” jadi pada penentuan kelas ini data uji akan dihitung jaraknya 
dengan bobot W1 dan W2, jika W1 lebih kecil maka kelas data uji adalah “0” dan 
jika W2 lebih kecil maka kelas dari data uji adalah “1”. 
Hasil perhitungan eucledian distance ditunjukkan oleh Tabel 4.13 dan hasil 
Kelas dari setiap data latih dapat ditemukan pada Tabel 4.14. 
Tabel 4.13 Jarak Data Uji Dengan Bobot 
DATA UJI 1 
D1W1 0.011025 0.5106 0.0456 1.324801 3.771364 2.37977191 
D2W1 6.34513E-05 0.418 0.1151 0.061845692 67.0514365 8.22474833 
DATA UJI 2 
D1W1 0.004225 0.5199 0.0642 3.613801 10.679824 3.85771304 
D2W1 0.002300702 0.4264 0.1439 0.997377605 8.87142741 3.23131687 
DATA UJI 3 
D1W1 0.018225 0.07 0.0003 0.084681 192.598884 13.8842384 




DATA UJI 4 
D1W1 0.207025 0.2131 0.0275 0.022801 152.473104 12.3670339 
D2W1 0.116987508 0.155 0.0016 0.564469808 37.2283736 6.16979557 
DATA UJI 5 
D1W1 0.070225 0.0294 0.0251 0.346921 144.672784 12.0475875 
D2W1 0.023114448 0.0107 0.0011 2.224011654 33.4258099 5.97366497 
 
Tabel 4.14 Hasil Klasifikasi Data Uji 
NAMA_PETERNAK AVG BW FI FCR UMUR RATA PANEN KEMATIAN KELAS 
SUNARYO_A 2.2 4.4 2.0 38.8 16.3 0 
SUPILAH 2.1 4.4 2.1 39.6 11.1 1 
SIDIQ 2.2 3.9 1.8 37.9 0.5 1 
YOSEP 2.5 4.1 1.6 37.8 2.0 1 
TRI_YULIANTO 2.3 3.8 1.6 37.1 2.3 1 
 
4.4 Perancangan Antarmuka 
Antarmuka adalah instrumen yang dilakukan sebagai wahana korespondensi 
antara kerangka kerja dan klien. Perancangan ini akan mendapatkan data dari 
klien dan mengubahnya sehingga kerangka kerja dapat mengenalinya. 
Antarmuka ini menyediakan kemudahan tampilan kepada pengguna agar dapat 
menggunakan dan memahami sistem dengan mudah. Bagian ini menggunakan 
spesifikasi desain  antarmuka untuk mengimplementasikan sistem evaluasi 
kinerja peternak. 
4.4.1 Antarmuka Halaman Utama 
Antarmuka pada halaman utama adalah tampilan yang pertama kali 
ditampilkan pada saat menjalankan program aplikasi diagnosis penyakit tanaman 
kentang. Pada tampilan utama tersebut pengguna diperintahkan untuk meng-
input-kanfile data pengujian dengan memasukkan data latih dan pengujian yang 
akan digunakan dalam latihan ini serta memilih data pengujian tersebut. Pada 
penelitian ini, tahapan pertama yaitu pegguna diperintahkan untuk memilih 
tombol untuk melakukan aksi pengunduhan data. Perancangan antarmuka 





Gambar 4.4 Perancangan antarmuka halaman utama 
 
Keterangan : 
1. Ambil Data Latih 
2. Ambil Data Uji 
3. Hitung 
4. Data Latih / Uji 
5. Lokasi file txt 
6. Browse data 
7. Ambil Data 
4.4.2 Desain Proses Hitung 
Bagian ini merupakan tampilan menu Proses learning vector quantization, di 
mana pengguna dapat memasukan variabel-variabel yang dibutuhkan kemudian 
ketika memilih lakukan proses maka sistem akan menampilkan hasil dai setiap 
proses learning vector quantization hingga nilai akurasi yang dihasilkan oleh 
sistem. Hasil perancangan antarmuka dapat ditemukan pada gambar 4.5. 
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Gambar 4.5 Perancangan Antarmuka Proses MKNN 
 
Keterangan : 
1. Ambil Data Latih 
2. Ambil Data Uji 
3. Hitung 
4. Isi Kelengkapan 
5. Bobot Awal 
6. Proses Pembobotan 
7. Bobot Akhir 
8. Hasil Akurasi 
9. Akurasi 
10. Tampilan Data 
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BAB 5 IMPLEMENTASI 
Pengimplementasian dari bab ini akan memenuhi persyaratan analisis dan 
desain bab sebelumnya. Implementasi dari metode modified k-nearest neighbor 
dalam penelitian terdiri dari eksekusi framework, eksekusi imperatif, eksekusi 
kalkulasi, dan eksekusi antarmuka. 
5.1 Implementasi sistem 
Implementasi sistem adalah bagian dari proses pembuatan sistem untuk 
mencapai tujuan agar menciptakan sistem dengan rincian peralatan dan rincian 
pemrograman. 
5.1.1 Spesifikasi Perangkat Keras 
Langkah pertama dalam tahapan implementasi adalah eksekusi kerangka 
kerja dan rencana pelaksanaan kerangka kerja untuk menentukan seluk-beluk 
spesifikasi peralatan dan penentuan pemrograman yang digunakan untuk 
menjalankan kerangka kerja dalam pemeriksaan ini. Tabel 5.1 menunjukkan 
rincian peralatan yang digunakan untuk melaksanakan kerangka kerja dalam 
pemeriksaan ini. 
Tabel 5.1 Spesifikasi Perangkat Keras 
Nama Komponen Spesifikasi 
Processor Intel(R) Core(TM) i3-5410M CPU @ 2,30GHz 
Graphics NVDIA GeForce GT 525 M 
Memori 4 GB 
Hardisk 500 GB 
 
5.1.2 Spesifikasi Perangkat Lunak 
Langkah pertama dalam tahapan implementasi adalah eksekusi kerangka 
kerja dan rencana pelaksanaan kerangka kerja untuk menentukan seluk-beluk 
spesifikasi peralatan dan penentuan pemrograman yang digunakan untuk 
menjalankan kerangka kerja dalam pemeriksaan ini. Tabel 5.2 menunjukkan 
rincian peralatan yang digunakan untuk melaksanakan kerangka kerja dalam 
pemeriksaan ini. 
Tabel 5.2 Spesifikasi Perangkat Lunak 
Nama Spesifikasi 
Operation System Windows 7 
Tool pemrograman Netbeans 7.2, JDK 




5.2 Batasan Implementasi 
Setelah tahap implementasi dari sistem dilakukan, langkah selanjutnya 
adalah membatasi implementasi sistem untuk mengembangan sistem 
berdasarkan perancangan dan tujuan penelitian. Keterbatasan penggunaan 
sistem saat menerapkan  algoritma learning vector quantization untuk 
penentuan kinerja peternakan adalah : 
1. Sistem dirancang dengan memakai bahasa pemrograman jenis java. 
2. Data yang akan dipakai dalam sistem diletakkan dalam file berekstensi txt. 
3. Data yang harus menggunakan berupa semua data penilaian hasil panen 
unggas peternak. 
4. Keluaran dari sistem adalah apakah peternak memiliki kinerja yang baik atau 
kurang. 
5. Metode yang digunakan adalah learning vector quantization. 
5.3 Implementasi Algoritme 
Jika telah mendapatkan keperluan perangkat lunak, perangkat keras dan juga 
telah dibuat batasan masalah, selanjutnya akan dilakukan implementasi kode 
program berguna mengimplementasi learning vector quanization pada sistem 
yang terdiri dari beberapa tahapan yaitu inisialisasi awal berupa DecAlpha, 
Alpha, MinAlpha, Epoch, dan juga bobot awal yang mewakili setiap kelas. 
Melakukan perulangan hingga stopping condition, menghitung jarak minimum 
dengan eucledian distance, melakukan update bobot, melakukan update nilai 
alpha, hingga akhirnya didapatkan bobot terakhir saat stopping condition 
tercipta. 
5.3.1 Implementasi Inisialisasi Data 
Sebelum melakukan ke tahapan learning vector quantization, terlebih dahulu 
sistem harus memiliki fungsi untuk inisialisasi variabel dan data awal yang 
ditampilkan pada Source Code 5.1. 
1 try { 
2             listData = readTeks(this.jT_Path_Data_Latih.getText()); 
3  
4         } catch (IOException ex) { 
5             Logger.getLogger(lvqgui.class.getName()).log(Level.SEVERE, null, ex); 
6         } 
7  
8         try { 
9             latih = ambildata.saveToArray(listData); 
10         } catch (IOException ex) { 
11             Logger.getLogger(lvqgui.class.getName()).log(Level.SEVERE, null, ex); 





14         Object dt_latih[][] = new Object[latih.length][latih[0].length + 1]; 
15         String header[] = new String[dt_latih[0].length]; 
16  
17 try { 
18             listDataUji = readTeksuji(this.jT_Path_Data_Uji.getText()); 
19  
20         } catch (IOException ex) { 
21             Logger.getLogger(lvqgui.class.getName()).log(Level.SEVERE, null, ex); 
22         } 
23  
24         try { 
25             uji = ambildata.saveToArrayUji(listDataUji); 
26         } catch (IOException ex) { 
27             Logger.getLogger(lvqgui.class.getName()).log(Level.SEVERE, null, ex); 
28         } 
29  
30         Object dt_uji[][] = new Object[uji.length][uji[0].length + 1]; 
31         String header[] = new String[dt_uji[0].length]; 
32  
33 alpha = parseDouble(jTextField1.getText().toString()); 
34         alphamin = parseDouble(jTextField2.getText().toString()); 
35         iterasi = parseDouble(jTextField3.getText().toString()); 
36         decalpha = parseDouble(jTextField4.getText().toString()); 
37  
38         Random angkarandom = new Random(); 
39         String[] bobotawal1, bobotawal2; 
40         bobotawal1 = new String[latih[0].length]; 
41         bobotawal2 = new String[latih[0].length]; 
42  
43         for (int i = 0; i < 2; i++) { 
44             int random = angkarandom.nextInt(latih.length - 1); 
45             for (int j = 0; j < latih[0].length; j++) { 
46                 bobotawal1[j] = latih[random][j]; 
47             } 
48             if (bobotawal1[6].equals("kurang_baik")) { 
49                 i = 2; 
50             } else { 
51                 i = 0; 
52             } 
53         } 
54  
55         for (int i = 0; i < 2; i++) { 




57             for (int j = 0; j < latih[0].length; j++) { 
58                 bobotawal2[j] = latih[random][j]; 
59             } 
60             if (bobotawal2[6].equals("baik")) { 
61                 i = 2; 
62             } else { 
63                 i = 0; 
64             } 
65         } 
Source Code 5.1Inisialisasi Variabel dan data awal 
 
5.3.2 Implementasi Pencarian Bobot Akhir 
Jika inisialisasi variabel, data awal dan bobot awal, maka selanjutnya 
dilakukan pencarian bobot akhir dengan melakukan update bobot pada setiap 
data latih, dan juaga mengulang iterasi hingga stopping condition tercipta. 
Implementasi algoritma pencarian bobot akhir ditampilkan oleh Source Code 5.2. 
1 for (int i = 0; i < dt_bobotawal.length; i++) { 
2             for (int j = 0; j < dt_bobotawal[0].length; j++) { 
3                 if (i == 0) { 
4                     if (j == 0) { 
5                         dt_bobotawal[i][j] = (i + 1); 
6                     } else if (j <= dt_bobotawal[0].length - 2) { 
7                         dt_bobotawal[i][j] = bobotawal1[j - 1]; 
8                     } else if (j == dt_bobotawal[0].length - 1) { 
9                         dt_bobotawal[i][j] = bobotawal1[j - 1]; 
10                     } 
11                 } else { 
12                     if (j == 0) { 
13                         dt_bobotawal[i][j] = (i + 1); 
14                     } else if (j <= dt_bobotawal[0].length - 2) { 
15                         dt_bobotawal[i][j] = bobotawal2[j - 1]; 
16                     } else if (j == dt_bobotawal[0].length - 1) { 
17                         dt_bobotawal[i][j] = bobotawal2[j - 1]; 
18                     } 
19                 } 
20  
21             } 
22         } 
23  
24         this.tabelbobotawal = new DefaultTableModel(dt_bobotawal, header); 





27         for (int h = 0; h < iterasi; h++) { 
28  
29             tampil += "\n" + "##### ITERASI KE " + (h + 1) + " #####"; 
30  
31             for (int i = 0; i < latih.length; i++) { 
32                 DecimalFormat df = new DecimalFormat("#.####"); 
33                 double[] temp1 = {0, 0, 0, 0, 0}; 
34                 double totalw1 = 0; 
35                 double[] temp2 = {0, 0, 0, 0, 0}; 
36                 double totalw2 = 0; 
37                 double rerataw1 = 0; 
38                 double rerataw2 = 0; 
39                 double kelas = 0; 
40  
41 
                tampil += "\n" + "___________________________" + "\n\n" + "***** Data 
Latih Ke " + (i + 1) + " *****" + "\n\n"; 
42  
43                 for (int j = 0; j < 2; j++) { 
44                     for (int k = 0; k < latih[0].length; k++) { 
45                         if (j == 0) { 
46                             if (k == 0) { 
47                                 tampil += "D" + (i + 1) + "W1" + "\t"; 
48                             } else if (k < latih[0].length - 1) { 
49 
                                temp1[k - 1] = Math.pow((parseDouble(latih[i][k]) - 
parseDouble(bobotawal1[k])), 2); 
50                                 totalw1 += temp1[k - 1]; 
51                                 tampil += df.format(temp1[k - 1]) + "\t"; 
52                             } else { 
53                                 rerataw1 = Math.sqrt(totalw1); 
54                                 tampil += rerataw1 + "\n"; 
55                             } 
56                         } else { 
57                             if (k == 0) { 
58                                 tampil += "D" + (i + 1) + "W2" + "\t"; 
59                             } else if (k < latih[0].length - 1) { 
60 
                                temp2[k - 1] = Math.pow((parseDouble(latih[i][k]) - 
parseDouble(bobotawal2[k])), 2); 
61                                 totalw2 += temp2[k - 1]; 
62                                 tampil += df.format(temp2[k - 1]) + "\t"; 
63                             } else { 
64                                 rerataw2 = Math.sqrt(totalw2); 
65                                 tampil += rerataw2 + "\n"; 
66                             } 
67  




69                     } 
70  
71                 } 
72                 if (rerataw1 < rerataw2) { 
73                     if (latih[i][6].equals("kurang_baik")) { 
74                         for (int l = 0; l < bobotawal1.length; l++) { 
75                             if (l == 0) { 
76                                 bobotawal1[0] = "W1"; 
77                             } else if (l < bobotawal1.length - 1) { 
78 
                                bobotawal1[l] = String.valueOf(parseDouble(bobotawal1[l]) + 
(parseDouble(jTextField1.getText().toString()) * (parseDouble(latih[i][l]) - 
parseDouble(bobotawal1[l])))); 
79                             } 
80                         } 
81                     } else { 
82                         for (int l = 0; l < bobotawal1.length; l++) { 
83                             if (l == 0) { 
84                                 bobotawal1[0] = "W1"; 
85                             } else if (l < bobotawal1.length - 1) { 
86 
                                bobotawal1[l] = String.valueOf(parseDouble(bobotawal1[l]) - 
(parseDouble(jTextField1.getText().toString()) * (parseDouble(latih[i][l]) - 
parseDouble(bobotawal1[l])))); 
87                             } 
88                         } 
89                     } 
90                 } else { 
91                     if (latih[i][6].equals("baik")) { 
92                         for (int l = 0; l < bobotawal2.length; l++) { 
93                             if (l == 0) { 
94                                 bobotawal2[0] = "W2"; 
95                             } else if (l < bobotawal2.length - 1) { 
96 
                                bobotawal2[l] = String.valueOf(parseDouble(bobotawal2[l]) + 
(parseDouble(jTextField1.getText().toString()) * (parseDouble(latih[i][l]) - 
parseDouble(bobotawal2[l])))); 
97                             } 
98                         } 
99                     } else { 
100                         for (int l = 0; l < bobotawal2.length; l++) { 
101                             if (l == 0) { 
102                                 bobotawal2[0] = "W2"; 
103                             } else if (l < bobotawal2.length - 1) { 
104 
                                bobotawal2[l] = String.valueOf(parseDouble(bobotawal2[l]) - 
(parseDouble(jTextField1.getText().toString()) * (parseDouble(latih[i][l]) - 
parseDouble(bobotawal2[l])))); 




106                         } 
107                     } 
108                 } 
109  
110                 tampil += "\n" + "++++++++++++++++++" + "\n" + "BOBOT BARU" + "\n\n"; 
111  
112                 for (int l = 0; l < bobotawal1.length; l++) { 
113                     tampil += bobotawal1[l] + "\t"; 
114                 } 
115                 tampil += "\n"; 
116  
117                 for (int l = 0; l < bobotawal1.length; l++) { 
118                     tampil += bobotawal2[l] + "\t"; 
119                 } 
120                 tampil += "\n" + "++++++++++++++++++" + "\n"; 
121  
122                 jTextArea1.setText(tampil); 
123  
124             } 
125  
126             alpha *= decalpha; 
127  
128             if (alpha < alphamin) { 
129                 h = (int) iterasi; 
130             } 
131         } 
132         Object dt_bobotakhir[][] = new Object[2][8]; 
133         String header2[] = new String[dt_bobotakhir[0].length]; 
134  
135         for (int i = 0; i < header2.length; i++) { 
136             if (i == 0) { 
137 header2[i] = "No."; 
138             } else if (i == 1) { 
139                 header2[i] = "KODE"; 
140             } else if (i <= header.length - 2) { 
141                 header2[i] = kriteria[i - 2]; 
142             } else if (i == header.length - 1) { 
143                 header2[i] = "KINERJA"; 
144             } 
145         } 
146  
147         for (int i = 0; i < dt_bobotakhir.length; i++) { 
148             for (int j = 0; j < dt_bobotakhir[0].length; j++) { 




150                     if (j == 0) { 
151                         dt_bobotakhir[i][j] = (i + 1); 
152                     } else if (j <= dt_bobotakhir[0].length - 2) { 
153                         dt_bobotakhir[i][j] = bobotawal1[j - 1]; 
154                     } else if (j == dt_bobotakhir[0].length - 1) { 
155                         dt_bobotakhir[i][j] = bobotawal1[j - 1]; 
156                     } 
157                 } else { 
158                     if (j == 0) { 
159                         dt_bobotakhir[i][j] = (i + 1); 
160                     } else if (j <= dt_bobotakhir[0].length - 2) { 
161                         dt_bobotakhir[i][j] = bobotawal2[j - 1]; 
162                     } else if (j == dt_bobotakhir[0].length - 1) { 
163                         dt_bobotakhir[i][j] = bobotawal2[j - 1]; 
164                     } 
165                 } 
166  
167             } 
168         } 
169  
170         this.tabelbobotakhir = new DefaultTableModel(dt_bobotakhir, header2); 
171         this.jTable4.setModel(tabelbobotakhir); 
Source Code 5.2Melakukan pencarian bobot akhir 
5.3.3 Implementasi Penentuan Kelas Data Uji 
Setelah didapatkan update bobot terakhir dari proses pelatihan data, bobot 
terakhir itu yang akan digunakan untuk melakukan proses pengujian data dengan 
rumus penghitungan jarak eucledian distance dan menghasilkan kesimpulan 
berupa kesimpulan peternak memiliki kinerja yang buruk atau tidak. 
Implementasi algoritma penentuan kelas data uji ditampilkan oleh Source Code 
5.3. 
1 double totaluji1 = 0; 
2         double totaluji2 = 0; 
3         double kelas = 0; 
4  
5         String hasiluji1[][], hasiluji2[][]; 
6  
7         hasiluji1 = new String[uji.length][uji[0].length]; 
8         hasiluji2 = new String[uji.length][uji[0].length]; 
9  
10         for (int i = 0; i < uji.length; i++) { 
11             for (int j = 0; j < uji[0].length; j++) { 
12                 if (j == 0) { 




14                     hasiluji2[i][j] = uji[i][j] + " (baik)"; 
15                 } else if (j < latih[0].length - 1) { 
16 
                    hasiluji1[i][j] = String.valueOf(Math.pow((parseDouble(uji[i][j]) - 
parseDouble(bobotawal1[j])), 2)); 
17 
                    hasiluji2[i][j] = String.valueOf(Math.pow((parseDouble(uji[i][j]) - 
parseDouble(bobotawal2[j])), 2)); 
18                     totaluji1 += parseDouble(hasiluji1[i][j]); 
19                     totaluji2 += parseDouble(hasiluji2[i][j]); 
20                 } else { 
21                     hasiluji1[i][j] = String.valueOf(Math.sqrt(totaluji1)); 
22                     hasiluji2[i][j] = String.valueOf(Math.sqrt(totaluji2)); 
23                 } 
24             } 
25         } 
26  
27         String dt_hasiluji1[][] = new String[uji.length][uji[0].length + 1]; 
28         String dt_hasiluji2[][] = new String[uji.length][uji[0].length + 1]; 
29         Object dt_hasiluji[][] = new Object[uji.length * 2][uji[0].length + 1]; 
30         String header3[] = new String[dt_hasiluji[0].length]; 
31  
32         for (int i = 0; i < header3.length; i++) { 
33             if (i == 0) { 
34 header3[i] = "No."; 
35             } else if (i == 1) { 
36                 header3[i] = "NAMA"; 
37             } else if (i <= header3.length - 2) { 
38                 header3[i] = kriteria[i - 2]; 
39             } else if (i == header3.length - 1) { 
40                 header3[i] = "Rata-Rata"; 
41             } 
42         } 
43  
44         for (int i = 0; i < dt_hasiluji1.length; i++) { 
45             for (int j = 0; j < dt_hasiluji1[0].length; j++) { 
46                 if (j == 0) { 
47                     dt_hasiluji1[i][j] = String.valueOf(i + 1); 
48                     dt_hasiluji2[i][j] = String.valueOf(i + 1); 
49                 } else if (j <= dt_hasiluji1[0].length - 2) { 
50                     dt_hasiluji1[i][j] = hasiluji1[i][j - 1]; 
51                     dt_hasiluji2[i][j] = hasiluji2[i][j - 1]; 
52                 } else if (j == dt_bobotakhir[0].length - 1) { 
53                     dt_hasiluji1[i][j] = hasiluji1[i][j - 1]; 
54                     dt_hasiluji2[i][j] = hasiluji2[i][j - 1]; 
55                 } 




57         } 
58         for (int i = 0; i < dt_hasiluji.length; i++) { 
59             for (int j = 0; j < dt_hasiluji[0].length; j++) { 
60                 if (i == 0) { 
61                     dt_hasiluji[i][j] = dt_hasiluji1[0][j]; 
62                 } else if (i == 1) { 
63                     dt_hasiluji[i][j] = dt_hasiluji2[0][j]; 
64                 } else if (i % 2 == 0) { 
65                     dt_hasiluji[i][j] = dt_hasiluji1[i / 2][j]; 
66                 } else if (i % 2 == 1) { 
67                     dt_hasiluji[i][j] = dt_hasiluji2[(i - 1) / 2][j]; 
68                 } 
69             } 
70         } 
71  
72         this.tabelhasiluji = new DefaultTableModel(dt_hasiluji, header3); 
73         this.jTable5.setModel(tabelhasiluji); 
Source Code 5.3Penentuan Kelas Data Uji 
5.4 Implementasi Antarmuka 
Implementasi antarmuka adalah suatu penggambaran atau penciptaan 
perantara yang menjembatani antara pengguna dengan sistem berdasarkan 
pada rancangan yang telah dibuat sebelumnya. 
5.4.1 Implementasi Antarmuka Input Data dan Variabel 
Implementasi antarmuka input data dan variabel adalah tampilan yang 
langsung tampil ketika program dijalankan, pada halaman ini dan beberapa 
halaman lain, pengguna diminta memasukkan data latih, data uji dan  variabel 
lain, data latih harus dipilih dulu dari file txt yang kemudian akan diimport ke 
sistem menjadi bentuk array dan hasil importnya akan ditampikan pada halaman 
yang sama, begitupun dengan input data uji, pengguna harus melakukan tahap 
yang sama yang dibutuhkan pada proses input data latih. Sedangakan variable 
lain yang hafrus diinput berada di halam ketiga dan yang harus di inputkan 
adalah Alpha, Alpha Minimum, Jumlah Iterasi dan DecAlpha. Jika semua 
kebutuhan inisialisasi awal telah terpenuhi maka pengguna tinggal memilih 
tombol lakukan perhitungan dan sistem akan secara otomatis melakukan 
perhitungan learning vector quantization dan menampilkan hasil uji hingga nilai 
akurasinya. Implementasi antarmuka input data dan variabel ditunjukkan oleh 











Gambar 5.3 Implementasi Antarmuka Input Variabel Pelengkap 
5.4.2 Implementasi Antarmuka Pencarian Bobot Akhir 
Implementasi antarmuka pencarian bobot akhir ini menampilkan inisialisasi 
bobot awal, proses update bobot setiap tahapan hingga menampilkan bobot 
akhir perhitungan. Implementasi antarmuka bobot awal, proses pombobotan 
dan bobot akhir ditunjukkan oleh Gambar 5.4 hingga 5.6. 
 
 










5.4.3 Implementasi Antarmuka Klasifikasi 
Implementasi antarmuka klasifikasi menyajikan hasil penentuan kelas dari 
data uji, karena disini kasus yang dibahas adalah penentuan kinerja peternak 
maka pada halaman klasifikasi akan ditampilkan kesimpulan hasil kinerja 




Gambar 5.4 Implementasi Antarmuka Bobot Awal 
Gambar 5.5 Implementasi Antarmuka Proses Pembobotan 






Gambar 5.8 Implementasi Antarmuka Hasil Uji 




BAB 6 PENGUJIAN DAN ANALISIS 
Pada bagian ini mengkaji tentang pengujian dan pemeriksaan, menjelaskan 
akibat-akibat dari eksekusi yang diatur dalam percakapan bagian sebelumnya. 
Tes ini akan diarahkan untuk memutuskan dampak dari berbagai faktor pada 
ketepatan kerangka berikutnya. 
6.1 Pengujian Akurasi Sistem 
Dalam pengujian ini merupakan pengujian yang dimana digunakan untuk 
mengetahui apakah metode learning vector quantization bisa digunakan untuk 
menganalisis kinerja peternak unggas, dan variabel apa saja yang berpengaruh 
pada akurasinya, pengujian menggunakan 1 jenis pengujian yaitu pengujian 
akurasi, tetapi dibagi menjadi 3 poin yaitu, pengaruh nilai alfa teradap ketepatan, 
terakhir dampak dari ukuran mempersiapkan informasi presisi. 
6.1.1 Pengujian Jumlah Ieterasi Terhadap Akurasi 
Tujuan dalam pelaksanaan pengujian ini adalah untuk memastikan bahwa 
metode learning vector quantization cocok digunakan untuk menyimpulkan 
kinerja peternak unggas, pengujian pertama yang dilakukan adalah pengujian 
untuk menguji pengaruh jumlah dari iterasi terhadap akurasi yang diperoleh, 
untuk jumlah iterasi yang dipakai nilainya berubah-ubah yaitu 1,3,5,7 dan 10 
sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa = 0.9, data latih 
yang ditampilkan adalah 4 dan jumlah data uji yang digunakan adalah 43. Karena 
inisialisasi awal menggunakan fungsi random maka setiap jumlah iterasi diuji 
sejumlah 10 kali dan diambil rata-ratanya, misal untuk iterasi = 1 , akan dilakukan 
pengujian sejumlah 10 kali dan hasilnya di rerata. 
6.1.1.1 Pengujian Pengaruh Jumlah Iterasi Terhadap Akurasi, Iterasi = 1 
Pada bagian ini metode learning vector quantization cocok digunakan 
untuk menyimpulkan kinerja peternak unggas, pengujian pertama yang 
dilakukan adalah pengujian atas pengaruh jumlah dari iterasi terhadap akurasi 
yang diperoleh, untuk jumlah iterasi yang digunakan pada tahap ini bernilai 1, 
sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa = 0.9, jumlah data 
latih yang dipakai adalah 4 dan jumlah data uji yang dipakai adalah 43. Karena 
inisialisasi awal menggunakan fungsi random maka akan dilakukan pengujian 
sejumlah 10 kali dan hasilnya di rerata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 1, 


















Setelah dilakukan pengujian dengan iterasi = 1 sebanyak 10 kali kemudian akan 
diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi jumlah iterasi yang digunakan pada 
tahap ini bernilai 1, sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa 
= 0.9, jumlah data latih yang ditampilkan adalah 4 dan jumlah data uji yang 
dipakai adalah 43 menghasilkan rata-rata akurasi = 66.27906977. 
6.1.1.2 Pengujian Pengaruh Jumlah Iterasi Terhadap Akurasi, Iterasi = 3 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan adalah pengujian atas 
pengaruh jumlah dari iterasi terhadap akurasi yang diperoleh, untuk jumlah 
iterasi yang dipakai pada tahap ini bernilai 3, sedangkan untuk nilai alfanya 
adalah 0.2, untuk nilai DecAlfa = 0.9, jumlah dari data latih yang dipakai adalah 4 
dan jumlah dari data uji yang dipakai adalah 43. Karena inisialisasi awal 
menggunakan fungsi random maka akan dilakukan proses pengujian sejumlah 10 
kali dan hasilnya di rerata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 3, 
hasil kerangka kerja seperti yang ditampilkan dalam Tabel 6.2. 
















Setelah dilakukan pengujian dengan iterasi = 3 sebanyak 10 kali kemudian akan 
diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi jumlah iterasi yang digunakan pada 
tahap ini bernilai 3, sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa 
= 0.9, jumlah data latih yang ditampilkan adalah 4 dan jumlah data uji yang 
ditampilkan adalah 43 menghasilkan rata-rata akurasi = 69.76744186. 
6.1.1.3 Pengujian Pengaruh Jumlah Iterasi Terhadap Akurasi, Iterasi = 5 
Pada bagian ini metode learning vector quantization cocok digunakan 
untuk menyimpulkan kinerja peternak unggas, pengujian pertama yang 
dilakukan adalah pengujian dampak kuantitas penekanan pada ketepatan 
berikutnya, untuk kuantitas siklus yang digunakan pada tahap ini adalah 
5,sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa = 0.9, jumlah dari 
data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 43. 
Karena inisialisasi awal menggunakan fungsi random maka akan dilakukan proses 
pengujian sejumlah 10 kali dan hasilnya di rerata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 5, 
hasil kerangka kerja seperti yang ditampilkan pada Tabel 6.3. 













Setelah dilakukan pengujian dengan iterasi = 5 sebanyak 10 kali kemudian akan 




perhitunggan, ternyata dengan kombinasi jumlah iterasi yang digunakan pada 
tahap ini bernilai 5, sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa 
= 0.9, jumlah dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang 
dipakai adalah 43 menghasilkan rata-rata akurasi = 71.1627907. 
6.1.1.4 Pengujian Pengaruh Jumlah Iterasi Terhadap Akurasi, Iterasi = 7 
Pada bagian ini metode learning vector quantization cocok digunakan 
untuk menyimpulkan kinerja peternak unggas, pengujian pertama yang 
dilakukan adalah pengujian atas pengaruh jumlah dari iterasi terhadap akurasi 
yang diperoleh, untuk jumlah dari iterasi yang dipakai pada tahap ini bernilai 7, 
sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa = 0.9, jumlah dari 
data latih yang dipakai adalah 4 dan jumlah data uji yang dipakai adalah 43. 
Karena inisialisasi awal menggunakan fungsi random maka akan dilakukan proses 
pengujian sejumlah 10 kali dan hasilnya di rerata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 7, 
hasil kerangka kerja seperti yang ditampilkan pada Tabel 6.4. 













Setelah dilakukan pengujian dengan iterasi = 7 sebanyak 10 kali kemudian akan 
diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitungan, ternyata dengan kombinasi jumlah iterasi yang digunakan pada 
tahap ini bernilai 7, sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa 
= 0.9, jumlah dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang 
dipakai adalah 43 menghasilkan rata-rata akurasi = 69.7674419. 
6.1.1.5 Pengujian Pengaruh Jumlah Iterasi Terhadap Akurasi, Iterasi = 10 
Pada bagian metode learning vector quantization cocok digunakan untuk 
menyimpulkan kinerja peternak unggas, pengujian pertama yang dilakukan 




diperoleh, untuk jumlah dari iterasi yang dipakai pada tahap ini bernilai 10, 
sedangkan untuk nilai alfanya adalah 0.2, untuk nilai DecAlfa = 0.9, jumlah dari 
data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 43. 
Karena inisialisasi awal menggunakan fungsi random maka akan dilakukan 
pengujian sebanyak 10 kali dan hasilnya di rata-rata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 10, 
hasil kerangka kerja seperti yang ditampilkan pada Tabel 6.5. 













Setelah dilakukan pengujian dengan iterasi = 10 sebanyak 10 kali kemudian akan 
diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi jumlah iterasi yang digunakan pada 
tahap ini bernilai 10, sedangkan untuk nilai alfanya adalah 0.2, untuk nilai 
DecAlfa = 0.9, jumlah data latih yang ditampilkan adalah 4 dan jumlah data uji 
yang ditampilkan adalah 43 menghasilkan rata-rata akurasi = 69.7674419. 
6.1.2 Pengujian Nilai Alfa Terhadap Akurasi 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian kedua yang dilakukan adalah pengujian atas 
pengaruh dari nilai alfa terhadap nilai akurasi yang dihasilkan, untuk nilai alfa 
yang dipakai nilainya berubah-ubah yaitu 0.2,0.4,0.6,0.8 dan 0.9 sedangkan 
untuk nilai iterasi yang dipakai adalah jumlah iterasi yang menghasilkan akutrasi 
terbanyak dari pengujian yang sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 
0.9, jumlah dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang 
dipakai adalah 43. Karena inisialisasi awal menggunakan fungsi random maka 
setiap nilai alfa diuji sejumlah 10 kali dan diambil reratanya, misal untuk alfa = 




6.1.2.1 Pengujian Pengaruh Nilai alfa Terhadap Akurasi,Nilai Alfa = 0.2 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan adalah pengujian atas 
pengaruh dari nilai alfa terhadap nilai akurasi yang diperoleh, untuk nilai alfa 
yang dipakai pada tahap ini bernilai 0.2, sedangkan untuk nilai iterasi yang 
dipakai adalah jumlah iterasi yang menghasilkan nilai akurasi terbanyak dari 
proses pengujian yang sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, 
jumlah dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai 
adalah 43. Karena inisialisasi awal menggunakan fungsi random maka setiap nilai 
alfa diuji sejumlah 10 kali dan diambil reratanya, misal untuk alfa = 0.2 , akan 
dilakukan proses pengujian sejumlah 10 kali dan hasilnya direrata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 0.2, 
hasil kerangka kerja seperti yang ditampilkan dalam Tabel 6.6. 













Setelah dilakukan pengujian dengan nilai alfa = 0.2 sebanyak 10 kali kemudian 
akan diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitungan, ternyata dengan kombinasi nilai alfa yang digunakan pada tahap ini 
bernilai 0.2, sedangkan untuk nilai iterasinya adalah 5, untuk nilai DecAlfa = 0.9, 
jumlah dari data latih yang dipakai adalah 4 dan nilaidari data uji yang dipakai 
adalah 43 menghasilkan rata-rata akurasi = 71.1627907. 
6.1.2.2 Pengujian Pengaruh Nilai alfa Terhadap Akurasi,Nilai Alfa = 0.4 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan adalah pengujian atas 
pengaruh dari nilai alfa terhadap akurasi yang diperoleh, untuk nilai alfa yang 




adalah jumlah iterasi yang menghasilkan nilai akurasi terbanyak dari proses 
pengujian yang sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, jumlah 
dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 
43. Karena inisialisasi awal menggunakan fungsi random maka setiap nilai alfa 
diuji sebanyak 10 kali dan diambil rata-ratanya, misal untuk alfa = 0.4 , akan 
dilakukan pengujian sebanyak 10 kali dan hasilnya di rata-rata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 0.4, 
hasil kerangka kerja seperti yang ditampilkan dalam Tabel6.7. 













Setelah dilakukan pengujian dengan nilai alfa = 0.4 sebanyak 10 kali kemudian 
akan diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi nilai alfa yang digunakan pada tahap 
ini bernilai 0.2, sedangkan untuk nilai iterasinya adalah 5, untuk nilai DecAlfa = 
0.9, jumlah data latih yang digunakan adalah 4 dan jumlah data uji yang 
digunakan adalah 43 menghasilkan rata-rata akurasi = 69.76744186. 
6.1.2.3 Pengujian Pengaruh Nilai alfa Terhadap Akurasi ,Nilai Alfa = 0.6 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan adalah pengujian atas 
pengaruh dari nilai alfa terhadap akurasi yang diperoleh, untuk nilai alfa yang 
dipakai pada tahap ini bernilai 0.6, sedangkan untuk nilai iterasi yang dipakai 
adalah jumlah iterasi yang menghasilkan nilai akurasi terbanyak dari proses 
pengujian yang sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, jumlah 
dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 
43. Karena inisialisasi awal menggunakan fungsi random maka setiap nilai alfa 
diuji sejumlah10 kali dan diambil reratanya, misal untuk alfa = 0.6 , akan 




Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 0.6, 
hasil kerangka kerja seperti yang ditampilkan dalam Tabel 6.8. 













Setelah dilakukan pengujian dengan nilai alfa = 0.6 sebanyak 10 kali kemudian 
akan diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi nilai alfa yang digunakan pada tahap 
ini bernilai 0.6, sedangkan untuk nilai iterasinya adalah 5, untuk nilai DecAlfa = 
0.9, jumlah data latih yang digunakan adalah 4 dan jumlah data uji yang 
digunakan adalah 43 menghasilkan rata-rata akurasi = 67.44186047. 
6.1.2.4 Pengujian Pengaruh Nilai alfa Terhadap Akurasi ,Nilai Alfa = 0.8 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan pengujian atas pengaruh 
dari nilai alfa terhadap akurasi yang diperoleh, untuk nilai alfa yang dipakai pada 
tahap ini bernilai 0.8, sedangkan untuk nilai iterasi yang dipakai adalah jumlah 
iterasi yang menghasilkan nilai akurasi terbanyak dari proses pengujian yang 
sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, nilai dari data latih yang 
dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 43. Karena 
inisialisasi awal menggunakan fungsi random maka setiap nilai alfa diuji sejumlah 
10 kali dan diambil reratanya, misal untuk alfa = 0.8 , akan dilakukan pengujian 
sejumlah 10 kali dan hasilnya direrata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 0.8, 



















Setelah dilakukan pengujian dengan nilai alfa = 0.8 sebanyak 10 kali kemudian 
akan diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi nilai alfa yang digunakan pada tahap 
ini bernilai 0.8, sedangkan untuk nilai iterasinya adalah 5, untuk nilai DecAlfa = 
0.9, nilai data latih yang ditampilkan adalah 4 dan nilai data uji yang ditampilkan 
adalah 43 menghasilkan rata-rata akurasi = 67.4418605. 
6.1.2.5 Pengujian Pengaruh Nilai alfa Terhadap Akurasi ,Nilai Alfa = 0.9 
Tujuan dari pelaksanaan pengujian ini adalah untuk mengetahui 
kecocokan metode learning vector quantization dalam menyimpulkan kinerja 
peternak unggas, pengujian pertama yang dilakukan adalah pengujian atas 
pengaruh dari nilai alfa terhadap akurasi yang diperoleh, untuk nilai alfa yang 
dipakai pada tahap ini bernilai 0.9, sedangkan untuk nilai iterasi yang dipakai 
adalah jumlah iterasi yang menghasilkan nilai akurasi terbanyak dari proses 
pengujian yang sebelumnya yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, jumlah 
dari data latih yang dipakai adalah 4 dan jumlah dari data uji yang dipakai adalah 
43. Karena inisialisasi awal menggunakan fungsi random maka setiap nilai alfa 
diuji sejumlah 10 kali dan diambil reratanya, misal untuk alfa = 0.9 , akan 
dilakukan pengujian sejumlah 10 kali dan hasilnya direrata. 
Dalam menguji pengaruh angka pada ketepatan dengan nilai siklus = 0.9, 




















Setelah dilakukan pengujian dengan nilai alfa = 0.9 sebanyak 10 kali kemudian 
akan diambil rata-rata dari 10 kali pengujian tersebut. Dan setelah dilakukan 
perhitunggan, ternyata dengan kombinasi nilai alfa yang digunakan pada tahap 
ini bernilai 0.9, sedangkan untuk nilai iterasinya adalah 5, untuk nilai DecAlfa = 
0.9, nilai data latih yang ditampilkan adalah 4 dan nilai data uji yang ditampilkan 
adalah 43 menghasilkan rata-rata akurasi = 67.44186047. 
6.2 Analisis Hasil Pengujian 
Pengujian pertama yang diproses adalah pengujian pengaruh dari jumlah 
iterasi pada akurasi yang dihasilkan, untuk jumlah dari iterasi yang dipakai adalah 
nilainya berubah-ubah yaitu 1,3,5,7 dan 10 sedangkan untuk nilai alfanya adalah 
0.2, untuk nilai DecAlfa = 0.9, jumlah data latih yang dipakai adalah 4 dan jumlah 
data uji yang dipakai adalah 43. Karena inisialisasi awal menggunakan fungsi 
random maka setiap jumlah dari iterasi akan diuji sejumlah 10 kali dan diambil 
rata-ratanya, misal untuk iterasi = 1 , akan dilakukan pengujian sejumlah 10 kali 
dan hasilnya di rata-rata. Pada pengujian ini menghasilkan nilai rata-rata akurasi 
yaitu saat iterasi = 1 rata-rata sebesar 66.27906977, saat iterasi = 3 rata-rata 
sebesar 69.76744186, saat iterasi = 5 rata-rata sebesar 71.1627907,  saat iterasi = 7 
rata-rata sebesar 69.7674419, saat iterasi = 10 rata-rata sebesar 69.7674419. 
Pengujian kedua yang dilakukan adalah pengujian pengaruh nilai alfa terhadap 
akurasi yang dihasilkan, untuk nilai alfa yang digunakan nilainya berubah-ubah 
yaitu 0.2,0.4,0.6,0.8 dan 0.9 sedangkan untuk nilai iterasi yang digunakan adalah 
jumlah iterasi yang menghasilkan akurasi terbanyak dari pengujian sebelumnya 
yaitu iterasi = 5, untuk nilai DecAlfa = 0.9, jumlah data latih yang digunakan 
adalah 4 dan jumlah data uji yang digunakan adalah 43. Karena inisialisasi awal 
menggunakan fungsi random maka setiap nilai alfa diuji sebanyak 10 kali dan 




10 kali dan hasilnya di rata-rata. Pada pengujian ini menghasilkan nilai rata-rata 
akurasi yaitu saat alfa = 0.2 rata-rata sebesar 71.1627907, saat alfa = 0.4 rata-rata 
sebesar 69.76744186, saat alfa = 0.6 rata-rata sebesar 67.44186047, saat alfa = 0.8 






BAB 7 KESIMPULAN DAN SARAN 
7.1 Kesimpulan 
Berikut ini merupakan hasil dari pengujian yang telah dilakukan dilapangan 
tentang penerapan terhadap implementasi metode learning vector quantization 
untuk penentuan kinerja peternak unggas: 
1. Learning vector quantization dapat diimplementasikan untuk penentuan 
kinerja peternak unggas dengan melakukan tahapan-tahapan diantaranya 
yaitu melakukan proses inisialisasi awal seperti inisialisasi data latih, 
inisialisasi data uji, nilai alfa, nilai alfa minimum, jumlah iterasi dan nilai 
DecAlfa. Pencarian bobot akhir data latih dengan cara menghitung jarak 
eucledian distance. Dan diakhiri dengan penentuan kelas data uji dengan 
cara pembandingan jarak data uji dengan bobot akhir. 
2. Setelah dilakukan pengujian ternyata akurasi terbaik yang dihasilkan adalah 
71.1627907 yang di dapatkan dari kombinasi nilai alfa = 0.2, jumlah iterasi = 
5, nilai Dec Alfa  = 0,9 dan data latih = 4.Akurasinya tidak bisa tinggi 
dikarenakan metode ini mengandalkan perhitungan eucledian distance yaitu 
mencari kemiripan berdasarkan jarak antara data 1 dengan data lainnya 
sedangkan pada penelitian ini hampir keseluruhan data selisih nilainya sedikit 
dan bisa dianggap mirip antara data 1 dengan data lainnya. Jadi bisa 
dikatakan bahwa learning vector quantization dapat digunakan untuk 
menentukan kinerja peternak unggas tetapi kurang cocok untuk digunakan 
karena hasilnya tidak terlalu valid. 
7.2 Saran 
Berikut ini merupakan beberapa saran yang didapatkan dari penelitian ini 
berguna pengembangan penelitian selanjutnya: 
1. Menggunakan salah satu data dengan tingkat kemiripan data yang 1 dengan 
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