ABSTRACT In this paper, a novel artificial bee colony (ABC) algorithm for constrained optimization problems (COPs), named COABC, is proposed. The proposed approach treats a COP as a bi-objective optimization problem where the first one remains the same objective function itself while the second one is the degree of constraint violations. Then, the whole population is classed into dual subpopulations based on the partition method. The feasibility rule and the ε constrained method are employed to compare two solutions in two subpopulations, respectively, which can archive a suitable balance between infeasible solutions and feasible solutions. Next, a multistrategy technique which consists of three diverse search strategies is served as the search method on the two subpopulations. This technique plays a major part in balancing between the diversity and the convergence. Finally, the comparison results on a set of benchmark functions denote that COABC performs competitively and effectively when compared with the selected state-of-the-art algorithms.
I. INTRODUCTION
Since various problems in many scientific and engineering fields have constraints, constrained optimization algorithms have attracted more and more attention in the optimization community. Without loss of generality, a constrained optimization problem (COP) [1] , [2] can be formulated as the following equations, Minimize f (X ), subject to g i (X ) ≤ 0, i = 1, . . . , q h i (X ) = 0, i = q + 1, . . . , m (1.1)
where X = (x 1 , x 2 , . . . , x n ) is a n-dimensional decision vector; f (X ) is the objective function; the decision space is defined by upper and lower bounds U = (u 1 , u 2 , . . . , u n ), L = (l 1 , l 2 , . . . , l n ), respectively. A point X is called a feasible solution if it satisfies q inequality constraints and m − q equality constraints; while if not, X is an infeasible solution. If g i (X ) = 0 at solution X , g i (X ) is considered as an active constraint. Thus, any equality constraint h i (X ) is regarded as an active constraint. When dealing with COPs, the degree of constraint violation of a solution X on the ith constraint is computed as follow, G i (X ) = max{0, g i (X )}, i = 1, . . . , q max{0, |h i (X )| − δ}, i = q + 1, . . . , m.
(1.2) where δ is a positive tolerance parameter for the equality constraints. Hence, G(X ) = m i=1 G i (X ) reflects the total degree of constraint violations of the solution X . It is a challenging task for a constrained optimization algorithm to effectively track the feasible optimal solution in the search space. The main problem is how to keep an exquisite balance between feasible solutions and infeasible solutions as well as between the diversity and the convergence in the search process. From last decades, Evolutionary Algorithms (EAs) have been extended to handle COPs and have received a growing interest with its simple structure and easy implementation. EAs are population-based algorithms which are drawn the inspiration from Darwinian evolution. Since the original EAs designed are essentially unconstrained optimization algorithms, they needs an additional mechanism which is adopted to deal with constraints when handling COPs. As a result, various constraint-handling mechanisms have been proposed. Feasibility rule [3] , penalty functions [4] , ε constrained method [5] , and multiobjective optimization [6] , [7] are the most widely used constraint-handling techniques.
Inspiration from the intelligent foraging behavior of honey bees, artificial bee colony algorithm (ABC, for short) [8] - [12] is considered as a promising algorithm for constrained optimization. The experimental results demonstrate that ABC performs noticeably well in unconstrained optimization problems [13] - [17] . While, how to extend ABC to solve constrained optimization problems is interesting. Some representative algorithms are introduced as follow. Karaboga and Akay [18] designed a modified ABC algorithm for constrained optimization. This algorithm employs Deb's rules [3] to cope with the constraints and presents a probabilistic selection scheme for feasible solutions based on their fitness values and infeasible solutions based on their violation values. Tsai [19] integrated two of these, ABC and bees algorithms (BA), into a hybrid ABC-BA algorithm. In ABC-BA, an agent can perform as an ABC agent in the ABC sub-swarm and/or a BA agent in the BA sub-swarm. Thus, the BA and ABC formulations coexist within ABC-BA. Mezura-Montes and Cetina-Dom i´nguez [20] exploited a modified ABC, named M-ABC to solve COPs. Four modifications related with the scout bee operation, the selection mechanism, and the equality and boundary constraints are introduced to the algorithm with the aim to modify its behavior in a constrained search space. The comparison results indicate that M-ABC is superior to the original ABC. Brajevic [21] developed a crossover-based ABC in which five modifications to ABC are introduced to handle COPs. Bansal et al. [21] proposed a modified global best ABC for COPs.
In this paper, a new ABC for solving COPs is developed, named COABC. In COABC, a COP is translated into a bi-objective optimization problem, where the first one is the actual objective, while the second one is the degree of constraint violations. Then, the partition method divides the whole population into two subpopulations. The two different constraint-handling mechanisms are employed in different subpopulations, respectively. Next, a multistrategy technique is introduced to perform the search in each subpopulation. Through the above operations, the balance between infeasible solutions and feasible solutions, and the tradeoff between diversity and convergence can be facilitated and both subpopulations work together to approximate the feasible optimal solution.
The rest paper is organized as follows. ABC is introduced in Section 2. Section 3 presents the proposed algorithm. Section 4 reports the simulation results and comparison with other algorithms. Finally, the paper is concluded in Section 5.
II. ARTIFICIAL BEE COLONY ALGORITHM
ABC [8] is a newly proposed optimization technique which simulates the intelligent foraging behavior of honey bee swarms. In ABC, a colony involves three classes of bees: employed bees, onlookers and scouts. The first half of the colony includes employed bees, and the second half consists of onlooker bees. The position of a food source denotes a solution to the optimization problem, and the nectar amount of each food source represents the fitness of the corresponding solution. For each food source, there is only one employed bee. That is to say, the number of employed bees or onlookers equals the number of food sources and the colony size. The framework of ABC is shown in Algorithm 1.
Algorithm 2 COABC
Step 1) Initialization:
Step 1.1) Randomly generate SN individuals in the search space to form an initial population.
Step 1.2) Evaluate the objective function values f and the degree of constraint violations G. in the population, and compute the number of feasible solutions NF. Step 1.3) FES = SN , where FES indicates the number of function evaluations.
Step 2) While (stopping criterion is not met, namely FES < Max.FE)
Step 2.1) Divide the whole population into two subpopulations by the partition method /* subpopulation I */ Step 2.2) For i = 1, · · ·, SN /2,
Step 2.2.1) Produce control parameter R i based on Eq. (3.6) and generate three candidate solutions 
Step 2.3.1) Produce control parameter R i based on Eq. (3.6) and generate three candidate solutions
Step 2.3.3) Select the best one as the offspring U i from V 1 i , V 2 i , and V 3 i based on the ε constrained method.
Step 2.3.4) Compare U i and X i by the ε constrained method, If U i is better, set X i = U i , save R i in S R ;
Step 3) Update Rm according to Eq. (3.7).
Step 4) If FES ≥ Max.FES, stop and output the best solution, otherwise, go to Step 2.
In the beginning, ABC produces an initial population P randomly which consists of SN solutions with n-dimensional vector of decision variables X i = {x i,1 , x i,2 , . . . , x i,n }. X i which is defined by lower and upper bounds X min and X max is conducted by Eq. (2.1).
1)
In ABC, employed bee adopts the following search equation to generate a candidate solution V i from the old one X i .
where k ∈ {1, 2, · · ·, SN } and j ∈ {1, 2, · · ·, n} are chosen indexes randomly; k is different from i; φ i,j is a random number in the range [-1, 1] . An onlooker selects a solution based on the probability value p i with corresponding the solution, 
III. THE PROPOSED APPROACH
Recently, several ABC variants have been proposed to improve the performance of the algorithm. However, the original ABC is designed for tracking a single global solution of the unconstrained optimization problems. When ABCs are extended to locate the feasible optimal solution of the problems, they should handle two challenges: 1) the balance between infeasible solutions and feasible solutions, and 2) the balance between diversity and convergence. To address these issues, this paper develops a novel ABC for COPs, named COABC. In the proposed approach, the whole population is classed into two subpopulations -subpopulation I and subpopulation II based on the partition method. Subpopulation I and subpopulation II employ different constraint-handling mechanisms so that the different subpopulations have different search emphases. Thus, this can achieve a balance between infeasible solutions and feasible solutions. On the other side, in each subpopulation, the multistrategy technique is introduced to generate multiple candidate solutions for each solution. Then, the reasonable one is selected as the offspring. Thus, the balance between diversity and convergence can be taken into account. A schematic illustration of the proposed approach is shown in Algorithm 2, and the following subsections will explain in detail. VOLUME 6, 2018 A. MULTI-POPULATION MECHANISM Many multi-population methods have been developed in the evolutionary computation community, such as clustering, niching techniques. These methods have the advantage of maintaining the diversity for avoiding falling into a local optimal solution. However, when dealing with COPs, the algorithm should firstly take the balance between infeasible solutions and feasible solutions into account. Therefore, a novel partition method is proposed in this paper which is applied to divide the whole population into two subpopulations. The partition method consists of three steps as follows.
1) First, for the infeasible solutions, the ones are sorted in descending order based on the degree of constraint violations. 2) Next, for the feasible solutions, the ones are sorted in descending order based on the fitness. 3) Then, the whole population is classed into two subpopulations based on the order. The first half of population is subpopulation I, while the other half is subpopulation II. It can been seen from the method that the degree of constraint violations of solutions in subpopulation I is larger than solutions in subpopulation II in most cases. In other words, the solutions in subpopulation I are worse than the solutions in subpopulation II in the terms of feasibility. By this way, the solutions in different subpopulations contain different information of the search process. How to exploit the information hidden in different subpopulations for designing an efficient algorithm should be a valuable research.
Based on the above consideration, in order to find a balance between infeasible solutions and feasible solutions, the feasibility rule is used to compare the two solutions and selects the better one in subpopulation I. The ε constrained method is chosen to compare the two solutions and selects the better one in subpopulation II. The reasons are the following: 1) the feasibility rule is a greedy selection method which prefers the degree of constraint violations to the objective function. It would be beneficial to reducing the degree of constraint violations; 2) the ε constrained method is a tolerant selection method which considers both the objective function and the degree of constraint violations when comparing two solutions. That is to say, the subpopulation I contains the solutions with worse feasibility, and the feasibility rule which works in the subpopulation I can make the search bias toward the degree of constraint violations. The subpopulation II involves the solutions with better feasibility, and the ε constrained method which works in the subpopulation II tries to tradeoff such bias by making use of the information contained in the objective function. Thus, a desired balance between infeasible solutions and feasible solutions can be obtained. The feasibility rule and the ε constrained method are summarized in Eq.(3.1) and Eq. (3.2), respectively.
where ε is a paratemer which can be found in [5] .
B. SEARCH METHOD
The performance of the constrained EA mainly depends on the search method and the constraint-handling mechanism.
The constraint-handling mechanism has been presented in the above subsection. In the following, how to construct an ideal search method based on ABC is discussed. The multistrategy technique is introduced to design the search method in this paper. The multistrategy technique often employs several search strategies in the search process. Then, several candidate solutions are generated for each parent solution. These strategies have different search features, such as global exploration bias, local exploitation bias, and so on. Thus, a major advantage of the multistrategy technique is the right balance between diversity and convergence. In this paper, the multistrategy technique consists of three diverse search strategies as follow.
where i = 1, 2, . . . , SN , j = 1, 2, . . . , n; φ i,j is a random number in the range [-1, 1]; X r1 and X r2 are selected from the current subpopulation which also satisfy X r1 = X r2 = X i , while X r is randomly chosen from the whole population; R ∈ [0, 1] is a control parameter. X best is the 'best' solution in the current subpopulation which is ranked by the partition method.
Compared to the search strategy of original ABC Eq. (2.2) which performs one dimensional research, the newly proposed search strategies can implement multidimensional search and can make use of the more information contained in solutions to improve search capability. Particularly, it can be seen from Eq. (3.3) that the candidate solution learns the information from solution X r1 which is randomly selected. Thus, this search strategy is beneficial to the diversity of the population. As shown in Eq. (3.4), the information of the 'best' solution in the current subpopulation is exploited to conduct the search. Therefore, this search strategy is good for the convergence of the algorithm. It can be seen from Eq. (3.5) that the candidate solution learns the information from solution X r which is randomly selected from the whole population. Hence, it is helpful for promoting information exchange between subpopulation I and subpopulation II and improving the performance of the algorithm. In a word, these three search strategies have different search biases and can work together to balance between diversity and convergence.
In addition, in order to further improve the performance of algorithm, the proposed approach employs the adaptive parameter control mechanism like [24] to dynamically adjust the parameter for each individual based on previous search experience. At each generation, the control parameter R i of the ith individual is independently produced based on a Gaussian distribution with mean Rm and standard deviation 0.1,
and defined in the range [0, 1], where Rm is the mean value to produce R i . It is updated as follows:
where c is set to be 0.1 which is the same as in [24] , S R denotes the set of all successful control parameters R i at last generations and mean L () is the Lehmer mean
Based on the above description, it is obvious that COABC mainly consists of two parts, namely, the partition method and the classical ABC. The complexity of the partition method is O (SN · logSN ) , where SN is the population size. Since the complexity of the classical ABC is O(n · SN ), where n is the dimension of decision space, the computational complexity
IV. EXPERIMENTAL STUDIES A. EXPERIMENT SETTINGS
A set of constrained benchmark problems is used to test the performance of the proposed approach. The set contains 24 benchmark functions (i.e., g01-g24) [25] which are listed in Appendix, the characteristics of which are shown in Table 1 . These benchmark functions in Table 1 include different forms (i.e., linear, nonlinear, quadratic, and cubic) of problems with different number of decision variables, n (i.e., from 2 to 24), and a range of types (i.e., linear inequality (LI ), linear equality (LE), nonlinear inequality (NI ), and nonlinear equality (NE)), and the number of constraints (i.e., from 1 to 38). ρ is the approximated proportion between the feasible search space and the whole search space. a indicates the number of active constraints at the optimal solution. VOLUME 6, 2018 In COABC, the population size is set to be 30 and ε is set to the same as in [5] . For each benchmark function, COABC independently runs 30 times and the maximum number of function evaluations (FES) is 240 000.
B. GENERAL PERFORMANCE OF COABC
The experimental results are summarized in Table 2 , which includes the ''known'' optimal values for each benchmark function and the statistical results in terms of the best, mean, and worst of the objective function values and the standard deviations based on the 30 independent runs. For each benchmark function, the best solution obtained by COABC is almost equal to the optimal solution. Specially, the optimal solutions have been found in all 30 runs on functions g01, g03, g04, g05, g06, g08, g09, g11, g12, g15, g16 and g24. For functions g02, g07, g10, g13, g14, g17, g18, g19, g20, g21, and g23, the best solutions are very close to the optimal solutions in all 30 runs. The function whose optimum is not tracked consistently is g22. This function is known to have a very rugged fitness landscape and is most difficult to solve.
C. COMPARISONS WITH OTHER STATE-OF-THE-ART ALGORITHMS
In Table 3 , COABC is compared against HM [26] , GA [27] , SMES [1] , PSO [18] , DE [18] , and ABC [18] . The results of these compared algorithms are all derived directly from their corresponding references. ''-'' means that no feasible solutions are found. ''NA'' denotes that the results are not available. As shown in Table 3 , it is clear that COABC outperforms the other compared methods on the majority of the benchmark functions. Specially, for the ''best'' solutions, COABC is better than HM, GA, SMES, PSO, DE, and ABC on 8, 10, 10, 9, 8, and 10 test functions, respectively. For the remaining cases they perform equally. For the ''mean'', COABC overcomes HM, GA, SMES, PSO, DE, and ABC on 11, 10, 10, 11, 9, and 10 test functions, respectively, while HM, GA, SMES, PSO, DE, and ABC cannot surpass COABC on any test function.
Next, COABC is compared against some well-known competitors in literatures selected from different branches of EA which are ATMES [28] , HCOEA [6] , and M-ABC [20] . The experimental results are provided in Tables 4 and 5 . Some insightful conclusions can be drawn from Tables 4 and 5 . In the most test functions, COABC performs significantly better than the other compared algorithms in terms of the best, mean, and worst. COABC is better than ATMES, HCOEA, and M-ABC on 10, 9, and 17 test functions, respectively, while ATMES, HCOEA, and M-ABC cannot surpass COABC on any test function. For test functions g20 and g22, our proposed approach can find the feasible solutions, while the other compared algorithms can not track the feasible area. For the remaining cases they perform equally.
Further, COABC is compared with five recent popular methods, i.e., Co-CLPSO [34] , AIS-IRP [30] , ECHT-DE [33] , FROFI [32] , and CMODE [29] on a set of IEEE CEC2010 benchmark test functions which can be seen in [31] . The experimental results are reported in Table 6 in the terms of the mean, standard deviation, and Wilcoxons test. In Table 6 , ''•'' means that the algorithm cannot find feasible solutions, and '' ‡'', ''≈'', and '' †'' denote that the performance of COABC is better than, equal to and worse than that of the compared algorithm, respectively, based on the Wilcoxons rank sum test. It can be seen from Table 6 that COABC outperforms Co-CLPSO, AIS-IRP, ECHT-DE, FROFI, and CMODE on 14, 13, 10, 6, and 17 cases, respectively. In contrast, Co-CLPSO, AIS-IRP, ECHT-DE, FROFI, and CMODE are better than COABC on 1, 2, 3, 1, and 0 cases, respectively. Therefore, it can be concluded that COABC has an edge over the five competitors on the 18 IEEE CEC2010 test functions.
D. DISCUSSION
In this section, we will discuss in detail the differences between the proposed framework in this paper with the state-of-the-art methods. First, we discuss the technique that transforms a COP into a bi-objective problem. The most representative work of this technique is reported in the reference [29] . The reference [29] converted a COP into a bi-objective optimization problem in which two objectives are considered: the first is to optimize the original objective function, and the second is to minimize the degree of constraint violation.
Differences: There are three differences between our proposed method (COABC) and the approach (CMODE) in [29] .
(1) The motivation of method: CMODE makes use of multiobjective optimization technique. While, COABC is based on the idea of the single object optimization;
(2) The population mechanism: CMODE only has one population. While, COABC has two subpopulations; (3) The selection operation: CMODE adopts the non-dominated sorting method. However, COABC employs the feasibility rule and the ε constrained method in different subpopulations, respectively. Advantages: CMODE solves the transformed bi-objective optimization problem by the multiobjective optimization technique. The two objectives (the original objective function and the degree of constraint violations) are equally treated and the selection operation is executed by the non-dominated sorting method, which results in that the method may miss the feasible region for some special complex COPs. However, the two objectives are differently treated in COABC. The selection operation in subpopulation I is performed by the feasibility rule which is a greedy selection method and prefers the degree of constraint violations to the objective function. The selection operation in subpopulation II is carried out by the ε constrained method which is a tolerant selection method and considers the objective function and the degree of constraint violations with a tolerance. Thus, a desired balance between infeasible solutions and feasible solutions can be obtained.
We note that reference [30] also treats a COP as a bi-objective problem. Then, based on the feasibility of solutions, the population is divided into infeasible group IF and feasible group F. And the feasibility rule is used as the selection operation. Differences: There are three differences between COABC and the approach (AIS-IRP) in [30] .
(1) The rule of dividing the whole population into subpopulations: COABC employs the partition method while AIS-IRP is based on the feasibility; (2) The size of the subpopulation: COABC has two subpopulations and the size of each subpopulation is half of the whole population. While AIS-IRP may have one whole population or two subpopulations. When AIS-IRP has two subpopulations, the size of infeasible group IF is equal to the number of infeasible solutions and the size of feasible group F is equal to the number of feasible solutions. Thus, the size of each group is changed with the search process; (3) The selection operation: COABC employs the feasibility rule and the ε constrained method in different subpopulations, respectively. AIS-IRP only adopts the feasibility rule. Advantage: The feasibility rule prefers the degree of constraint violations to the objective function. While, the ε constrained method also considers the information of objective function when comparing two individuals. AIS-IRP only employs the feasibility rule which might discard an individual with promising objective function value. However, COABC can avoid this situation due to adopting the two selection operations.
At last, the multistrategy technique is discussed. It is well known that the multistrategy technique has strong search capability and is a popular method in the EAs community. The performance of the constrained EA mainly depends on search method and constraint-handling mechanism. How to construct an ideal search method for COPs is very important. Based on above consideration, inspired by DE, this paper develop a novel multistrategy technique based ABC. The difference between COABC and DE in the search strategy lies in the selection of X best , X r , X r1 , and X r2 which are used to generate a candidate solution. In COABC, X r is chosen from the whole population and X best , X r1 , and X r2 are chosen from corresponding subpopulation. While, in DE, these solutions are all selected from the whole population.
What's more, it can be seen from the experimental results in Table 6 that COABC outperforms AIS-IRP, and CMODE on 13 and 17 cases, respectively. In contrast, AIS-IRP and CMODE are better than COABC on 1 and 0 cases, respectively.
V. CONCLUSION
In this paper, a novel ABC is presented for solving COPs, called COABC. COABC considers COP as a bi-objective optimization problem (i.e., the objective function and the degree of constraint violations). COABC has two subpopulations and each subpopulation employs a different constraint-handling mechanism. Three search strategies make up the efficient multistrategy technique to perform the search in each subpopulation. The comparison study with the selected state-of-the-art constrained optimization methods shows that COABC is able to perform competitively on a set of benchmark functions. As a future work, how to extend COABC to deal with many-objective optimization and dynamical optimization is interesting. It may be also worthy to apply COABC to more complex engineering optimization problems.
APPENDIX

g01:
Minimize:
where the bounds are 0 ≤ x i ≤ 1 (i = 1, · · · , 9), 0 ≤ x i ≤ 100 (i = 10, 11, 12) and 0 ≤ x 13 ≤ 1. The global minimum is at x * = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3 , 3, 1) where six constraints are active (g 1 , g 2 , g 3 , g 7 , g 8 and g 9 ) and f ( x * ) = −15.
g02:
where n = 20 and 0 < x i ≤ 10 (i = 1, · · · , n). . The best we found is f ( x * ) = −0.80361910412559 (which, to the best of our knowledge, is better than any reported value), constraint g1 is close to being active. g03:
Subject to:
where n = 10 and 0 where f ( x * ) = −3.066553867178332e + 004. Two constraints are active (g 1 and g 6 ).
g05:
Minimize: f ( x) = 3x 1 +0.000001x g07: ( x * ) = 24.30620906818 (The recorded results may suffer from rounding errors which may cause slight infeasibility sometimes in the best given solutions). Six constraints are active (g 1 , g 2 , g 3 , g 4 , g 5 , g 6 ) .
g08:
Where 0 ≤ x 1 ≤ 10 and 0 ≤ x 2 ≤ 10. The optimum is located at x * = (1.22797135260752599, 4.245373366122 74885) where f ( x * ) = −0.0958250414180359. g09: g10:
Where 100 ≤ x 1 ≤ 10000, 1000 ≤ x i ≤ 10000 (i = 2, 3) and 10 ≤ x i ≤ 1000 (i = 4, . . . , 8 g 2 and g 3 ) .
g11: 1, 2, 3) and p, q, r = 1, 2, . . . , 9. The feasible region of the search space consists of 9 3 disjointed spheres. A point (x 1 , x 2 , x 3 ) is feasible if and only if there exist p, q, r such that the above inequality holds. The optimum is located at x * = (5, 5, 5) where f ( x * ) = −1. The solution lies within the feasible region.
g13:
Subject to: Where f ( x * ) = −47.7648884594915. g15:
Where the bounds are 0 ≤ x i ≤ 10 (i = 1, 2, 3). The best known solution is at x * = (3.51212812611795133, 0.216987 510429556135, 3.55217854929179921) where f ( x * ) = 961.715022289961.
g16:
Minimize: f ( x) = 0.000117y 14 +0.1365 + 0.00002358y 13 + 0.000001502y 16 
Where:
Subject to: 
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