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Abstract
This thesis comprises two independent parts.
In the first part, we develop a pathwise calculus for functionals of integer-valued
measures and extend the framework of Functional Itoˆ Calculus to functionals of
integer-valued random measures by constructing a ’stochastic derivative’ operator
with respect to such integer-valued random measures. This allows us to obtain
weak martingale representation formulae holding beyond the class of Poisson random
measures, and allowing for random and time-dependent compensators. We study
the behaviour of this operator and compare it with other previous approaches in
the literature, providing in passing a review of the various Malliavin approaches for
jump processes. Finally, some examples of computations are provided.
The second part is oriented towards nonparametric statistics, with a financial
application as our main goal: we aim at recovering a surface of FX call options
on a pegged currency such as the Hong Kong dollar against the U.S. dollar, based
on a small number of noisy measurements (the market bid-ask quotes). Inspiring
ourselves from the Compressed Sensing literature, we develop a methodology that
aims at recovering an arbitrage-free call surface. We first apply this methodol-
ogy, based on tensor polynomial decomposition of the surface, to a sparse set of
call-option prices on the S&P500, recovering the call option prices within desired
tolerance, as well as a smooth local-volatility surface. On a pegged currency such
as the HKD/USD, it appears that tensor polynomials may not be an adequate way
to model the smiles across maturities. Modifying the methodology in favour of
structure-preserving functions, we apply the new methodology to our HKD/USD
dataset, recovering the smiles, and the corresponding state-price density.
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Introduction
Infinite-dimensional objects naturally crop up in Mathematics, and one could think
about two main reasons to account for that.
The first reason could be out of necessity. For example, one can consider a
system in continuous time, where its present state depends of a (possibly infinite)
number of its past values. In this case, one has to work in a framework that allows
to accommodate such an infinite number of values.
The second reason could be out of theoretical convenience. Take an object that
spans a length and width direction. Such an object takes two coordinates as an input
and returns a value corresponding to these coordinates. For example, a picture is
such an object, which is finite dimensional: its dimension is given by its resolution,
i.e. the number of points it contains; there is only a finite possible number of valid
input coordinates. For a general surface, however, there may be a continuum of
valid input coordinates. That will be the case in Finance for example, where a
implied-volatility surface virtually has an infinite number of admissible input values
in terms of strike and maturity. Treating the object as infinite-dimensional may in
fact simplify its study, as infinite-dimensionality may bring in some structure to the
object, such as continuity.
This thesis is divided in two independent parts, and some of these infinite-
dimensional objects, appearing either out of necessity (Part I) or convenience (Part
II) in the Probability and Statistics literature (particularly with financial applica-
tions), will be at its core.
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The first part deals with some problems related to functional Itoˆ calculus, whose
key concepts are concisely recalled in Chapter 1, from Fo¨llmer’s original idea of
integration described in “Calcul d’Itoˆ sans probabilite´” [36]. That article is the core
to defining Functional Itoˆ Calculus and a functional Itoˆ formula.
In Chapter 2 (stemming from joint work with R. Cont), we investigate obtaining
a weak martingale representation formula for jump processes, that is, finding explicit
expressions of square-integrable martingales as stochastic integrals with respect to a
continuous martingale and compensated jump measure. We emphasise that – unlike
most frameworks in the literature – the compensator of the jump measure does not
require time-homogeneity or being deterministic.
In order to obtain such a result, it appears necessary to have the jumps disentangled
from any continuous part. For that reason, and unlike the main framework of
Functional Itoˆ Calculus, we need to consider functionals of integer-valued measures
rather than functionals of paths. We first focus on a special class of stochastic
integral processes whose jump part has a pathwise functional representation with
respect to the jump measure — namely, it can be written as a Lebesgue-Stieltjes
integral — and we obtain an explicit representation formula for these: the integrand
in the stochastic integral takes the form of a finite-difference operator. Using the
density of such processes in the set of square-integrable stochastic integrals, we
are then able to obtain an explicit martingale representation formula for general
discontinuous square-integrable martingales.
Study of the behaviour of the finite-difference operator is provided, as well as a
comparison with Malliavin calculus approaches.
We finish this part with a few examples of computations.
The second part is oriented towards Statistics and financial applications. Our
goal is to devise a methodology to recover an arbitrage-free surface of call options
that lies within pre-specified bounds. Our motivational application will be Foreign-
Exchange options on pegged currencies from emerging markets — such as the Hong
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Kong dollar (HKD) against the U.S. dollar (USD) — where volatility smiles may
exhibit shapes which are hard to calibrate.
There is a vast literature on volatility surface modelling, or equivalently call-
option surface modelling. Modelling of the volatility surface generally relies on smart
parametrisations thereof; in fact, financial no-arbitrage constraints being highly non-
linear as a function of the volatility, parametric methods seem to be the only valid
way to go when interested in recovering an arbitrage-free implied-volatility surface.
On the contrary, as the financial no-arbitrage constraints that are imposed on the
call-option surface are linear, nonparametric methods favour working with the call-
option surface instead.
Parametric or not, these approaches mostly rely on a least-squares fitting ap-
proach, a common practice: quadratic cost functions are usually the standard way
to go in statistics (notably for differentiability arguments). From a financial perspec-
tive, however, a least-square solution to the call-option surface fitting problem may
fit badly points which are more important than others. For example, such a solution
could have most of its fitting error around the money, where a trader is most likely
to place transactions. It would therefore be desirable to let the acceptable fitting
error be an input parameter.
We aim at developing a methodology where, starting from a coarse grid of traded
call options, we recover, on an arbitrary finer grid, an arbitrage-free surface of call-
option prices that matches original market quotes up to pre-specified fitting accuracy
at certain strikes and maturities. These two features are crucial from a financial
point of view. The underlying idea stems from signal processing: the fact that a
signal can actually be recovered from a small number of measurements if it happens
to be sparse in some basis. That is, if the projection of the signal onto a given basis
yields only a small number of non-zero projection coefficients. From a statistical
perspective, sparsity is also a desirable feature of a model, as it is a way to prevent
overfitting a dataset. While recovering the sparsest solution that fits measurements
is usually NP-hard, there exist several approaches that approximate this problem,
one of them being minimising the (weighted) amplitude of the signal instead of
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the number of its non-zero entries. We show that in this setting, the problem
of recovering a finer call surface can be written as a constrained l1-minimisation
problem, which itself can be easily recast — and solved — as a standard linear
program. As an illustration, we apply the methodology to a coarse grid of liquidly
traded options of the S&P500.
Moving onto our driving application, the pegged HKD/USD FX options dataset,
it appears that sparsity in tensor polynomials is not satisfied for our FX dataset.
We then reformulate the problem slightly — notably by inserting functions de-
pendent of the bid and ask prices in the observation matrix — and recover an
arbitrage-free surface. The results presented here are joint work with Badr Mis-
saoui.
Part I
Differentiation of Processes and
Functional Itoˆ Calculus
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Chapter 1
Pathwise calculus and Functional
Itoˆ calculus: an introduction
This chapter aims at presenting a concise description of the emergence of Functional
Itoˆ calculus. For the sake of conciseness, we only recall the very fundamental concepts
thereof, and statements are given without proof; the interested reader is referred to
the articles cited. We claim no new result in this introductory chapter.
1.1 Fo¨llmer integration
It is now well known that developing a Stieltjes-type integration when the integrator
has infinite variation is not possible.
Consequently, defining an integration theory with respect to a process such as
Brownian motion cannot be performed in this sense.
Itoˆ’s work was fundamental in the sense that it allowed one to define limits of
Riemann sums with respect to such an infinite-variation integrator (and in fact any
semimartingale) in a probabilistic sense. Such limit term is now commonly referred
to as a stochastic integral, despite not being a “true” pathwise integral.
Fo¨llmer, in his article “Calcul d’Itoˆ sans probabilite´” [36], managed to recover
the Itoˆ formula using pathwise techniques, by focusing on obtaining a true integral
when considering only a restricted set of partitions, and then concluding by using
19
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some characteristics of semimartingales. We briefly review this approach, which will
later find itself at the core of Functional Itoˆ calculus.
Consider a ca`dla`g function x and a sequence of partitions (pin)n∈N, with pin =
(tni )
k(n)
i=1 . As a starting point, we assume that the discrete measure of the squared
increments
ξn :=
∑
tni ∈pin
(x(tni+1)− x(tni ))2δtni ,
converges vaguely to a measure ξ with cumulative distribution function [x, x], as pin
converges to a limiting measure pi when its mesh tends to zero.
Remark 1.1.1. We recall vague convergence of measures. Denoting by C0([0,∞))
the set of continuous functions with compact support, vague convergence of measures
is defined as the weak-* topology on the dual of C0([0,∞)), which is the space of
Radon measures on [0,∞). It is said that a sequence of measures ξn converges
vaguely to ξ if for any f ∈ C0([0,∞)),∫
[0,∞)
f(s)dξn(s) −→
n→∞
∫
[0,∞)
f(s)dξ(s).
Moreover, we assume that [x, x] can be decomposed as
[x, x](t) = [x, x]c(t) +
∑
s≤t
(∆x (s))2 ,
where [x, x]c(t) is the cumulative distribution function of an atomless Radon mea-
sure.
If this holds, we then say that x has quadratic variation along the partitions
(pin)n∈N. And in that case, we have the following change-of-variable formula:
Theorem 1.1.2 (Fo¨llmer [36], pathwise change-of-variable formula). If the path x
has quadratic variation along the partitions (pin)n∈N, then for any function F of class
C2, the following formula holds:
F (x (t)) = F (x (0)) +
∫ t
0
F ′ (x (s−)) dpix(s) + 1
2
∫
(0,t]
F ′′ (x (s−)) d[x, x]c(t)
+
∑
s≤t
F (x (s))− F (x (s−))− F ′ (x (s−)) ∆x(s)
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The link with stochastic processes and the usual Itoˆ formula can then be made
as follows. Consider a semimartingale S. Then, for all (pin), the quantity
Spi
n
(t) =
∑
tni ∈pin
tni ≤t
(X(tni+1)−X(tni ))2
converges in probability to
[X,X](t) =< Xc, Xc > (t) +
∑
s≤t
∆X2(s)
when the mesh of the subdivision pin tends to zero on [0, t]. This entails that there
exists a subsequence of partitions piφ(n), with φ strictly increasing, such that Spi
φn
converges to [X,X] almost surely when n tends to infinity for every t ∈ Q+. And
so almost every trajectory has finite quadratic variation alongside piφ(n). So one
recovers the classical Itoˆ formula for a semimartingale, where the Fo¨llmer integral
coincides almost-surely with the Itoˆ integral.
1.2 Functional Itoˆ calculus
The idea of Dupire [31] consists in noticing that the same reasoning can be ap-
plied to functionals of a path, that is, functions of the whole path such as t, x 7→
F (t, (x(s))s∈[0,t]); rather than functions of the path at the current time, such as
f(t, x(t)). This requires defining notions of continuity and differentiability in a
functional context, the key points of which we briefly recall in this section.
1.2.1 Definitions on functionals
In this subsection, we recall the key notions on functionals introduced in Dupire
[31] and Cont-Fournie´ [20, 21, 22]. See also Bally-Caramellino-Cont [4] on the topic.
Fix T > 0 and consider a ca`dla`g semimartingale X on a filtered probability space
(Ω,F ,F,P) that generates the filtration F. The paths of X lie in the space of ca`dla`g
(right-continuous with left limit) functions on [0, T ] to Rd, denoted D([0, T ];Rd),
which we shall also write DT in shorthand. Elements of DT will be commonly
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referred to as DT -paths. The value of a DT -path ω at time u ∈ [0, T ] is written
ω(u). We denote ωt = (ω(s))s∈[0,t] the restriction of x to D([0, t];Rd).
Remark 1.2.1. We emphasise that unlike most of the literature, where ωt and ω(t)
would denote the same quantity, i.e. the value of the path at time t, here ωt is the
collection of all the values of the path ω up to time t. ω(t) is the notation we adopt
in the rest of this work to denote the value of the path ω at time t. This notation
will remain the same when talking about the value X(t) of the canonical process X
at t, or its restriction at time t, Xt.
Now, consider a F-adapted process Y . Then, Y can be represented as a func-
tional G taking into account the values of X only up to time t:
Y (t) = G(t,X) = G(t, (X(s))s∈[0,T ]) = G(t, (X(s))s∈[0,t]) = G(t,Xt),
with G : [0, t] × ∪t∈[0,T ]D([0, t],Rd). Notice that the functional representation need
not be unique.
Moreover, if Y is predictable, then Y can be written as
Y = G(t,Xt−),
with the following notation for a ca`dla`g path x:
xt−(u) :=
x(u) if u < tx(t−) if u ≥ t.
However, just as the classical Itoˆ formula requires the functions to be twice
differentiable in the space variable and once in the time variable, a functional Itoˆ
formula requires some regularity structure on the functionals. As mentioned earlier,
the proof of the functional Itoˆ is in the same spirit as Fo¨llmer [36].
Endow the vector bundle Γ :=
⋃
t∈[0,T ]D([0, t],Rd) of ca`dla`g paths with the
following distance: for x ∈ D([0, t],Rd) and x′ ∈ D([0, t′],Rd),
d∞((t, x), (t′, x′)) := sup
u∈[0,T ]
|xt(u)− x′t′(u)|+ |t′ − t|.
This now allows one to define notions of continuity and differentiability
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Definition 1.2.2 (Left-continuity). A non-anticipative functional F is said to be
left-continuous at (t, x), if
∀ > 0, ∃η > 0,∀(t′, x′) ∈ [0, T ]× Γ,
d∞((t, x), (t′, x′)) < η =⇒ |F (t, x)− F (t′, x′)| < .
Definition 1.2.3 (Vertical differentiability). For a path xt ∈ D([0, t];Rd), define its
vertical perturbation by h ∈ Rd at time t as
xht (u) = xt + h1{t}(u).
Then a non-anticipative functional F is said to be vertically differentiable at (t, x)
if the mapping
Rd → R,
e 7→ F (t, xt + e1{t})
is differentiable at e = 0. Its gradient at 0, denoted ∇x, is called the vertical
derivative of F , and is given by
∇xF = (∂iF (t, x))i=1..d, with ∂iF (t, x) = lim
h→0
F (t, xheit )− F (t, xt)
h
,
where (ei)i=1,··· ,d is the canonical basis of Rd.
Definition 1.2.4 (Horizontal differentiability). For a path xt ∈ D([0, t];Rd) with
t < T , consider its horizontal perturbation of size h given by
xt,h(·) := xt(·)1[0,t](·) + xt(t)1(t,t+h].
Then, a non-anticipative functional F is said to be horizontally differentiable at
(t, x) if
(DF )(t, x) := lim
h→0+
F (t+ h, xt,h)− F (t, xt)
h
exists. If it exists for all x, then (DF (t, ·))t∈[0,T ] defines a non-anticipative functional
that is called the horizontal derivative of F .
1.2. Functional Itoˆ calculus 24
Definition 1.2.5 (Local boundedness property). A functional is said to be locally
bounded in the neighbourhood of any path if
∀x ∈ D([0, T ],Rd), ∃C > 0, η > 0,∀t ∈ [0, T ]∀x′ ∈ D([0, t],Rd),
d∞((t, xt), (t, xt′)) < η =⇒ ∀t ∈ [0, T ], |F (t, x′)| ≤ C.
Definition 1.2.6 (Local Lipschitz property). A functional has the horizontal Lip-
schitz property if
∀x ∈ D([0, T ];Rd),∃C > 0η > 0,∀t1 < t2 < T, ∀x′ ∈ D([0, t1];Rd)
d∞((t1, xt1), (t1, x
′)) < η =⇒ |F (t2, x′t1,t2−t1)− F (t1, x′t1)| < C|t2 − t1|.
Now that these definitions have been introduced, one has the following change-
of-variable formula in the style of Fo¨llmer:
Theorem 1.2.7 (Cont-Fournie´ [20]). Assume that a path x ∈ D([0, T ];Rd) has finite
variation over a sequence of partitions (pin)n∈N as defined in Section 1.1, and that
lim
n→∞
sup
t∈[0,T ]\pin
|x(t)− x(t−)| = 0.
Then, if a non-anticipative functional F satisfies
1. F , ∇xF and ∇2xF exist and are left-continuous,
2. ∇2xF and DF have the local boundedness property,
3. ∇xF has the local Lipschitz property,
then one has
F (T, xT )− F (0, x0) =
∫ T
0
DF (u, xu−)du
+
1
2
∫ T
0
tr[∇2xF (u, xu−)d[x, x]c(u)]
+ [
∑
u∈[0,T ]
F (u, xu)− F (u, xu−)−∇xF (u, xu−)∆x(u)]
+
∫ T
0
∇xF (u, xu−)dpix,
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where the last term is the Fo¨llmer integral defined as follows. If one denotes
xn =
Card(pin)−1∑
i=0
x(tni+1−)1[tni ,tni+1)(t) + x(T )1{T}(t),
then ∫ T
0
∇xF (u, xu−)dpix := lim
n→∞
Card(pin)−1∑
i=0
∇xF (tni , xn,∆x(t
n
i )
tni − (x(t
n
i+1)− x(tni )).
Just as in the Fo¨llmer case, once this theorem is established, what is needed is to
bridge the gap with semimartingale integration: more precisely to show that in case
the underlying paths are those of a semimartingale, then almost surely, the Fo¨llmer
integral is independent of the partition and coincides with the Itoˆ integral. That is
proved by the next theorem.
Theorem 1.2.8 (Cont-Fournie´ [20]). On a space (Ω,F ,F,P), let X be a ca`dla`g
adapted semimartingale and consider an adapted process Y (t) = F (t,Xt), where F
satisfies the hypotheses of Theorem 1.2.7. Then, P-almost surely,
Y (t) = F (t,Xt) = F (0, X0) +
∫ t
0
DF (u,Xu−)du
+
∫ t
0
tr[∇2xF (u,Xu−)d[X]c(u)] +
∫ t
0
∇xF (u,Xu−dX(u)
+
∑
s≤t
[F (s,Xs)− F (s,Xs−)−∇xF (s,Xs−)∆X(s)].
In particular, Y is a semimartingale.
1.2.2 Representation formula for continuous martingales
Considering a continuous martingale and from the above functional Itoˆ formula, it is
straightforward to see, by cancelling the drift terms, that any continuous martingale
that has a regular functional can be written as
Y r(t) = F (t,Xt) = F (0, X0) +
∫ T
0
∇PXF (t,Xt)dX(t).
As shown in Cont-Fournie´, it is in fact possible to extend this result to every square-
integrable martingale. This can be done in two steps. First, they show that square-
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integrable martingales have a regular functional representation in the sense of The-
orem 1.2.8. Second, they show that it is possible to close the vertical derivative
operator with respect to the following L2([X])-norm:
‖f‖L2([X]) = E[
∫ T
0
f 2(t)d[X](t)],
yielding the martingale representation formula for any square-integrable martingale
Y :
Y (t) = Y (0) +
∫ T
0
∇PXY (t)dX(t),
where ∇X denotes the closure of the vertical derivative operator ∇X with respect
to the L2([X])-norm.
Extending this kind of result to discontinuous martingales is the topic of the
next chapter.
Chapter 2
Functional Itoˆ calculus and
martingale representation formula
for integer-valued random
measures
We consequently develop a calculus for functionals of integer-valued measures, which
extends the Functional Itoˆ calculus to functionals of random measures in a pathwise
sense. We show that smooth functionals in the sense of this pathwise calculus are
dense in the space of square-integrable (compensated) integrals with respect to a
large class of integer-valued random measures. As a consequence, we obtain an
explicit martingale representation formula for all square-integrable martingales with
respect to the filtration generated by such integer-valued random measures. Our
representation formula extends beyond the Poisson and Le´vy frameworks and allows
for random and time-dependent compensators. Comparison with other Malliavin
approaches and examples are also provided.
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2.1 Introduction
As presented in Subsection 1.2.2, the aim of this chapter is to extend martingale rep-
resentation results to square-integrable martingales that are functionals of random
integer-valued jump measures.
Martingale representation with respect to a discontinuous martingale of refer-
ence is very stringent and leaves out many processes of interest. But the concept of
weak martingale representation, where a martingale can be represented as the sum
of stochastic integral with respect to a continuous martingale and a stochastic inte-
gral with respect to a compensated jump measure, encompasses many more cases.
From a technical point of view, this means that one must work with functionals of
measures rather than functionals of ca`dla`g paths. Consider a filtered probability
space (Ω,F , (Ft),P) with (Ft)t≥0 generated by a continuous martingale X and a
jump measure J with compensator µ. We say that a martingale Y has the weak
martingale representation property if there exist φ and ψ predictable such that
Y (t) = Y (0) +
∫ t
0
φ(s)dX(s) +
∫ t
0
∫
Rd\{0}
ψ(s, y)(J − µ)(ds dy).
Remark 2.1.1. For the rest of this chapter, martingale-representation property will
refer to the weak martingale-representation as defined above.
We also say that a filtration F := (Ft)t≥0 has the martingale representation
property if any adapted square-integrable martingale has the representation prop-
erty. Moreover, for a given Y , φ and ψ are essentially unique.
Regarding the representation property for a filtration, it is well known that it
holds if it is generated by a Brownian motion and a Poisson measure, for example.
It has also been proved to always hold for the filtration generated by a multivariate
point process (Jacod [45]). But it also holds for general diffusions and a much larger
class of jump measures. See e.g. Cohen [19] for sufficient conditions.
Martingale representation theorems, however, are existence results and do not
provide an explicit representation for the integrands φ and ψ.
In the case of continuous martingales, i.e. ψ ≡ 0, the Malliavin calculus provides
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a characterisation of φ:
φ(s) = E[DsY (t)|Fs],
where D represents the Malliavin derivative. This result is the well-known Clark-
Ocone formula. See e.g. Nualart for background in the continuous case [60].
In the presence of jumps, the problem of finding an explicit representation ap-
pears in many applications, such as hedging, control of jump processes, or BSDEs
with jumps, and has been approached through various methods in the literature.
For the jump part, ψ takes the form
ψ(s, y) = pE[Ds,yY (t)|Fs],
where pE[·|Fs] is the predictable projection with respect to Fs, and D is an appro-
priate Malliavin-type operator, for which many constructions have been proposed.
Bismut [10] constructs D as a perturbation of the probability measure, which is
essentially the same as perturbing the intensity of an infinity of jumps. Løkka [56]
makes use of chaos expansion and shows that this approach is equivalent to a Picard
“addition of mass” operator. Jacod, Me´leard and Protter [47] use Markov semigroup
theory. Le´on et al. [53] introduce a quotient operator. All these operators are dif-
ferent, but their predictable projections all coincide. While fundamentally different
from those, we point out that there exists an approach where the perturbation con-
sists in shifting the jump-times rather than the jump-sizes. Originally introduced
on the Poisson space by Carlen-Pardoux [15], this approach presents the advantage
of providing a derivative that satisfies the chain-rule, and has its uses for studying
the absolute continuity of solutions of stochastic differential equations. Using the
method of Leo´n-Tudor [54], this approach is generalised to Le´vy processes in Leo´n
et al [55]. It does not, however, yield any martingale representation formula.
As can be seen, in most of the approaches mentioned above, the jump com-
ponent is either Poisson or Le´vy. See Yablonski [77], however, for a treatment of
conditionally independent processes using chaos expansions.
Functional Itoˆ calculus, introduced by Dupire [31] and inspired by Fo¨llmer’s
pathwise stochastic integration [36], has been used in the continuous case by Cont
2.2. Functionals of integer-valued measures 30
and Fournie´ [22] to provide a direct pathwise expression for the integrand, rather
than constructing an operator and taking predictable projections.
Here, we extend this approach to include a jump component. To do this, we
introduce a pathwise calculus on the space of σ-finite integer-valued measures, and
then use it to provide an explicit version of the martingale representation formula
for functionals of integer-valued measures, in passing extending the functional Itoˆ
calculus framework to integer-valued measures.
Section 2.2 defines the framework of functionals of ca`da`g paths and integer-valued
measures.
We use this framework in Section 2.3 to close the pathwise operators to the space
of stochastic integrals, and accommodate for predictable finite-variation processes,
which allows for a martingale representation formula for discontinuous martingales
to be obtained. Notice that we do not require the jump measure to be Poisson or
Le´vy. All that is required is the atomlessness of the compensator in time.
Section 2.4 naturally extends the operator to special semimartingales and dis-
cusses the influence of changes of measures on the stochastic derivative operator.
A comparison of our Functional Itoˆ operator with various Malliavin calculus ap-
proaches for jump processes is provided. Section 2.5 provides some examples of
application.
Section 2.6 provides a proof of the density of simple processes in L2P(µ), where µ
is only assumed atomless in time. This result is needed in Section 2.3, and we present
it at the end to facilitate the reading. To the best of our knowledge, there exists
no reference of this result in the literature, where the measure µ is more general
than a Le´vy measure (see Steele [76] for the case where µ is the Lebesgue measure,
Applebaum [3] for the case where µ is a Le´vy compensator).
2.2 Functionals of integer-valued measures
In the present section, we introduce the definitions relative to functional Itoˆ calculus
on integer-valued measures.
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2.2.1 Definitions on measures
Throughout this thesis, we shall use B(A) to denote the Borel σ-algebra on the set
A. Also Rd0 denotes the space Rd without the origin.
Definition 2.2.1 (Space of σ-finite integer-valued measures). Denote byM([0, T ]×
Rd0) the space of σ-finite simple integer-valued measures on [0, T ]×Rd0. For a measure
j : B([0, T ]×Rd0)→ N∪{+∞}, we say that j belongs toM([0, T ]×Rd0) if and only
if
j(.) =
∞∑
i=0
δ(ti,zi)(.) and is finite on compacts,
with (ti)i∈N ∈ [0, T ]N not necessarily distinct nor ordered, and (zi)i∈N ∈ (Rd0)N. For
convenience, we denoteM([0, T ]×Rd0) byMT . We equip this space with a σ-algebra
F such that the mapping j 7→ j(A) is measurable for all A ∈ B([0, T ] × Rd0), the
Borel σ-algebra on [0, T ]× Rd0.
Definition 2.2.2 (Stopped measure). For any (t, j) ∈ [0, T ] ×M([0, T ] × Rd0), we
define the stopped measure
jt(.) := j(. ∩ ([0, t]× Rd0)).
Similarly, we write
jt−(.) := j(. ∩ ([0, t)× Rd0)).
2.2.2 Canonical space and non-anticipative functionals
In this section, we write DT := D([0, T ],Rd) for the space of ca`dla`g functions from
[0, T ] to Rd.
Definition 2.2.3 (Stopped trajectory). For x ∈ DT , we write
xt(u) =
 x(u) if u ≤ t,x(t) if u > t.
Note that xt is an element of DT .
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Definition 2.2.4 (Space Ω of processes and canonical process). We identify the
space of processes
Ω := DT ×MT
equipped with the σ-algebra F defined as the σ-algebra on the product space such
that for every j ∈MT and A ∈ B(Rd0), j(A) is measurable.
We define a process Y on (Ω,F) with values in DT ×MT as a family (Y (t, ·))t≥0
of maps
Y : [0, T ]× B(Rd0)× Ω→ Rd × Rd.
We define the canonical process (X, J) as follows: for any ω := (x, j) ∈ Ω,
(X, J)(ω, t, A) := ωt = (x(t), jt(A)),
i.e. the couple consisting of the trajectory and the measure j, both stopped at time
t.
The filtration generated by the canonical process is given by F0 := (F0t )t∈[0,T ] on
MT as the increasing sequence of σ-algebras
F0t = σ((X(s))s∈[0,t], (TK , Zk)TK≤t), (2.2.1)
where the (Tk, Zk) denote the jump times and jump size of the measure J .
Now, we define non-anticipative functionals on the space:
Definition 2.2.5 (Non-anticipative functional). A non-anticipative functional F is
a map
F : [0, T ]× Ω→ R,
where we write
F (t, x, j) = F (t, xt, jt),
such that F is measurable with respect to the product σ-algebra B([0, T ])×F . and
such that for all t ∈ [0, T ], F (t, ·) is Ft-measurable. We denote by O the space of
such functionals.
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Definition 2.2.6 (Predictable functional). A predictable functional F is a non-
anticipative functional such that
F (t, x, j) = F (t, xt, jt) = F (t, xt−, jt−),
and so F (t, ·) is Ft−-measurable. We write P for the space of predictable functional
processes, and we have P ⊂ O.
Definition 2.2.7 (Functional fields). A non-anticipative functional field Ψ is a map
Ψ : [0, T ]× Rd0 × Ω→ R,
where Ψ(t, z, x, j) = Ψ(t, z, xt, jt), such that Ψ is measurable with respect to the
product σ-algebra B([0, T ] × Rd0) × F , and for all (t, z) ∈ [0, T ] × Rd0, Ψ(t, z, ·) is
Ft-measurable. We denote by Of the space of such functionals.
Similarly, we call predictable functional field any Ψ ∈ Of such that
Ψ(t, z, j) = Ψ(t, z, xt−, jt−),
and we denote by Pf the space of such predictable functional fields.
Example 2.2.1. Any integral functional
F (t, j) =
∫ t
0
∫
Rd0
f(s, z)j(ds dz),
with f : [0, T ] × Rd0 → R having compact support in [0, T ] × Rd0 is well-defined and
non-anticipative.
Definition 2.2.8 (Vertical perturbation in x). The vertical perturbation of a ca`dla`g
function x ∈ Dt, t < T is given by
xht (·) = xt(·) + h1{[t,∞)}(·).
Definition 2.2.9 (Vertical derivative). A non-anticipative functional process is said
to be vertically differentiable if, for e ∈ Rd the map
e 7→ F (t, xet , jt)
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is differentiable at zero. For (ei)i=1..d the canonical basis of Rd, the resulting gradient
vector
lim
h→0
F (t, xheit , jt)− F (t, xt, jt)
h
is well defined for all t and all i. It is called the vertical derivative of F at t, written
∇XF (t, xt, jt).
We also define the operator ∇J as follows:
Definition 2.2.10. The operator ∇J that maps functional processes to predictable
functional fields is defined as
∇ : O → Pf ,
F 7→ ∇JF,
where
(∇JF )(t, z, x, j) = F (t, xt, jt− + δ(t,z))− F (t, xt−, jt−).
Finally, we write ∇F := (∇XF,∇JF ).
2.2.3 “Compensated” integral functionals and simple pre-
dictable functionals
Definition 2.2.11 (σ-finite predictable measure). We call σ-finite predictable mea-
sure any σ-finite measure
µ : B([0, T ]× Rd0)×DT ×MT → R+
which satisfies for A ∈ B([0, t]× Rd0):
µ(A, x, j) = µ(A, xt−, jt−).
Definition 2.2.12 (Stopping time). A stopping time τ is a non-anticipative map-
ping
τ : Ω→ [0, T ]
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such that for any t ∈ [0,∞]
1τ(x,j)≤t = 1τ(xt,jt)≤t.
Moreover, τ is a predictable stopping-time if
1τ(x,j)≤t = 1τ(xt−,jt−)≤t.
Example 2.2.2. For all  > 0, Z ∈ B(Rd0), 0 6∈ Z (the closure of Z), and a σ-finite
predictable measure µ,
τ (x, j, Z) := inf{t ∈ [0, T ]|µ([0, t]× Z, x, j) ≥ }
is a stopping time. If µ is absolutely continuous with respect to time, τ  is also
predictable.
For convenience, write
Cαt (j) = j({t} × {
1
α
< |z| ≤ α}), (2.2.2)
for α ≥ 1.
The following proposition summarises key properties of the pathwise operators
∇X and ∇J :
Proposition 2.2.13 (Properties of pathwise derivative). The following hold true:
1. If F is a predictable functional (in the sense of Definition 2.2.6), then ∇F = 0.
2. “Compensated” integrals: Let F be a non-anticipative functional of the form
F (t, xt, jt) =
∫ t
0
∫
Rd0
ψ(s, y, xs−, js−)(j − µ)(ds dy)
where ψ : [0, T ] × Rd0 × Ω 7→ R is a non-anticipative functional field with
compact support in [0, T ]× Rd0 and µ is a predictable measure in the sense of
Definition 2.2.11. Then
(∇JF )(t, z, xt, jt) = ψ(t, z, xt−, jt−), (2.2.3)
and ∇XF ≡ 0.
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Proof. 1. If F is a vertically differentiable predictable functional, then using Def-
inition 2.2.6, for all (t, x, j) ∈ [0, T ]×Ω, we have that there exists a predictable
functional φ such that
F (t, j) = φ(t, xt−, jt−).
So
∇XF (t, x, j) = lim
h→0
1
h
(F (t, xht−, jt−)− F (t, xt−, jt−)),
= lim
h→0
1
h
(φ(t, (x· + h1[t,∞)(·))t−, jt−)− φ(t, xt−, jt−)),
= lim
h→0
1
h
(φ(t, xt−, jt−)− φ(t, xt−, jt−)) = 0.
Similarly, for all z ∈ Rd0,
(∇JF )(t, z, x, j) = F (t, xt−, jt− + δt,z(·))− F (t, jt−),
= ψ(t, xt−, (jt− + δt,z(·))t−)− ψ(t, xt−, jt−),
= ψ(t, xt−, jt−)− ψ(t, xt−, jt−) = 0.
2. Since ψ has compact support in Rd0, 0 6∈ supp(ψ), and so j can only have a
finite number of jumps on the support of ψ. Moroever, since µ is σ-finite, the
integral of ψ with respect to j − µ is finite. Using the pathwise predictability
of ψ(s, y, xs−, js−) and µ, we have
F (t, xt−, jt− + δ(t,z)) = F (t, xt−, jt−) + ψ(t, z, xt−, jt−),
So for all t and z,
(∇JF )(t, z, xt, jt) = ψ(t, z, xt−, jt−).
Furthermore, F is predictable in x, and so ∇XF = 0 by part 1 of the current
proposition.
So ∇J is an operator that maps a non-anticipative functional to a predictable
functional, and if F is the functional in Proposition 2.2.13, then ∇JF recovers
2.2. Functionals of integer-valued measures 37
the predictable version of integrand. We write Pfc for the set of predictable fields
having compact support, i.e. the set of predictable fields ψ such that for all x and
j, z 7→ ψ(t, z, x, j) equals zero on a neighbourhood of zero. Then ∇J is the inverse
of the integral operator defined on Pfc by
Pfc → O,
ψ 7→
∫ .
0
∫
Rd0
ψ(s, z, xs−, js−)(j − µ)(ds dy).
2.2.4 Pathwise martingale representation formula for mul-
tivariate point processes
We are now able to state the martingale representation formula for the case of
multivariate point processes, i.e. when the jump measure has finite activity.
Consider a filtered probability space (Ω,F ,F,P). A multivariate point process
J on Rd0 is an integer-valued measure such that J([0, t] × Rd0) < ∞ for all t, ω.
Moreover, assume that the filtration is the (completed) natural filtration of J :
Ft = F0 ∨ σ(J([0, t]× Rd0)) = F0 ∨ σ((Tk, Zk)|Tk ≤ t),
where the (Tk, Zk) denote the jump times and sizes of J respectively.
In such a setting, the martingale representation theorem always holds. Indeed
(see Proposition 54. in Jacod [45]), a right-continuous process Z is a local martingale
if and only if there exists V predictable such that
Z(t) = Z(0) +
∫ t
0
∫
E
V (s, z)J˜(ds dz)
and ∫ t
0
∫
E
|V (s, z)|J˜(ds dz) <∞ a.s. on {t < T∞},
where T∞ = limn→∞ Tn. Notice that in this context, the integral with respect to J˜ is
an ordinary integral. As a consequence, applying the pathwise operator ∇J defined
in the previous section on Z yields that, P-almost surely, and for all (t, z)
∇JZ(t, z) = V (t, z),
thus giving the martingale representation formula for multivariate point processes.
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2.3 Stochastic derivative and martingale repre-
sentation formula
In the previous subsection, we have been able to provide a pathwise martingale
representation formula in the special case of multivariate point processes. We now
aim at obtaining a martingale representation formula for the more general case,
where the filtration is generated by a measure with infinite activity and a continuous
martingale.
2.3.1 Closure of pathwise operators on the space of stochas-
tic integrals
We now equip the space (Ω,F) with a probability measure P such that X defines a
continuous martingale and J a jump-measure such that∫ T
0
∫
Rd0
|z|2J(ds dz) <∞ P-a.s.,
with (predictable) compensator µ absolutely continuous in time. We complete the
filtration F0 (defined in Equation 2.2.1) by the P-null sets and write F := (Ft)t∈[0,T ]
for the completed filtration.
Assumption 2.3.1 (Atomlessness of µ). We assume the (predictable) compensator
to be atomless in time, i.e. for any A ⊂ B(Rd0) and any s ∈ [0, T ], we have µ({s} ×
A) = 0.
We denote by J˜ := J − µ the compensated random measure and introduce the
following spaces:
L2P([X], µ) := (2.3.1){
(φ, ψ)
∣∣φ : [0, T ]× Ω→ Rd and ψ : [0, T ]× Rd × Ω→ Rd,
both predictable and
‖(φ, ψ)‖2L2P([X],µ) := E
[∫ t
0
φ2(s)d[X](s) +
∫ t
0
∫
Rd0
ψ2(s, y)µ(ds dy)
]
<∞
}
,
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and
I2P([X], µ) =
{
Y (·) =
∫ .
0
φ(s)dX(s),+
∫ .
0
∫
Rd0
ψ(s, y)J˜(ds dy)
∣∣∣∣∣(φ, ψ) ∈ L2(X,µ)
}
,
equipped with the norm
‖Y ‖2I2P ([X],µ) = E
[|Y (T )|2] .
Then we can write
L2P([X], µ) = L2P([X])⊕ L2P(µ)
and
I2P([X], µ) = I2P([X])⊕ I2P(µ),
with
L2P([X]) :=
{
φ : [0, T ]× Ω→ R predictable
∣∣∣∣‖φ‖L2P(X) := E[∫ T
0
φ2(t)d[X](t)] <∞
}
,
and
I2P([X]) :=
{
Y : [0, T ]× Ω→ R
∣∣∣∣Y (·) = ∫ ·
0
φ(s)dX(s), φ ∈ L2P([X])
}
,
equipped with the norm
‖Y ‖I2P ([X]) := E[|Y |2T ],
as well as
L2P(µ) :=
{
ψ : [0, T ]× Rd0 × Ω→ Rd predictable
∣∣∣∣∣E[
∫ T
0
∫
Rd0
ψ(s, y)2µ(ds dy)] <∞
}
,
equipped with the norm
‖ψ‖2L2P(µ) := E[
∫ T
0
∫
Rd0
ψ(t, z)2µ(dt dz)],
and
I2P(µ) :=
{
Y : [0, T ]× Ω→ R
∣∣∣∣∣Y (t) =
∫ t
0
∫
Rd0
ψ(s, y)J˜(ds dy), ψ ∈ L2P(µ)
}
,
equipped with the norm
‖Y ‖2I2(µ) := E[|Y (T )|2].
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The stochastic integral operator is defined as
IX,J˜ : L2P([X], µ)→ I2P([X], µ),
(φ, ψ) 7→
∫ .
0
φ(s)dX(s) +
∫ .
0
∫
Rd0
ψ(s, y)J˜(ds dy).
We now introduce the following space of simple predictable functionals:
Definition 2.3.2 (Couples of simple functionals on the product space). We consider
the space S of couples (φ, ψ) such that
φ :[0, T ]× Ω→ Rd,
ψ :[0, T ]× Rd0 × Ω→ Rd
and
1. φ has the form
φ(t, xt, jt) =
I−1∑
i=0
φi(xτi , jτi)1(τi,τi+1](t),
with the τi predictable stopping times.
2. Moreover, there exist I grids 0 ≤ ti1 ≤ ti2 ≤ · · · ≤ tin(i) = T such that for any
i ∈ 1..I
φi(jti) = fi((x(t
i
u), C
v
tiu
(j))u∈1..U(i),v∈1..V (i)),
where fi : RU(i) × RU(i) × RV (i) → R is Borel-measurable, 0 ≤ ti1 ≤ · · · ≤
tiU(i) ≤ τi and 1 ≤ 1 ≤ · · · ≤ V (i). (Cmtl is defined as in Equation (2.2.2).)
3. ψ has the form
ψ(t, z, jt) =
M−1,K∑
m=0
k=1
ψmk(xκm , jκm)1(κm,κm+1](t)1Ak(z),
with Ak ∈ B([0, T ]×Rd), 0 6∈ Ak (the closure of the Ak), the κm are predictable
stopping times (allowed to depend on the Zk).
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4. Moreover, there exist M − 1 grids 0 ≤ tm1 ≤ tm2 ≤ · · · ≤ tmn(m) = T such that
for any m ∈ 1..M :
ψmk(xκm , jκm) = gmk((x(t
m
p ), C
q
tmp
(j))p∈1..P (m),q∈1..Q(m)),
where gmk : RP (m) × RP (m) × RQ(m) → R is Borel-measurable, 0 ≤ tm1 ≤ · · · ≤
tmP ≤ κm and 1 ≤ 1 ≤ · · · ≤ Q.
We denote IX,J˜(S) for the set of processes that are stochastic integrals of pro-
cesses in S.
Lemma 2.3.3. The set of random variables
f((X(ti), C
kj
ti (J))i∈1..n,j∈1..p), (2.3.2)
with f : Rn × Rn × Rp → Rd bounded and the C as in equation (2.2.2), is dense in
L2(FT ,P) (the space of random variables with finite second moment).
Proof. Let (ti)i∈N be a dense subset of [0, T ], and (kj)j∈N a dense subset of [1,∞).
Denote by (Tk, Zk) the jump times and sizes of the jump measure J and write
Fn,m = σ(X(ti), (Tk, Zk)|ti ≤ tn, Tk ≤ tn, 1
km
< Zk ≤ km),
for the the (completed) filtration generated by the (X(ti), C
kJ
ti (Jt))i∈1..n,k∈1..m. One
has
Fn,m ⊂ Fn,m+1
∩ ∩
Fn+1,m ⊂ Fn+1,m+1
Moreover, FT is the smallest σ-algebra containing all the Fn,m. For g ∈ L2(Ft,P),
g = E[g|FT ].
The martingale convergence theorem yields
g = lim
m→∞
lim
n→∞
E[g|Fn,m].
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Moreover, for each n and m, there exists a F0-measurable random variable hnm (i.e.
a random variable measurable with respect to the non-completed filtration) such
that, P-.a.s.,
E[g|Fn,m] = hnm.
(see e.g. Lemma 1.2. in Crauel [24].)
Finally, the Doob-Dynkin lemma (see Kallenberg[49], p. 7) yields that for each
couple (n,m), there exists a Borel-measurable gnm : Rn × Rn × Rm → R with
E[g|Fn,m] = gnm((X(ti), Ckjti (j))i∈1..n,j∈1..m),P− a.s.,
and so g is the limit of processes with the claimed form.
Lemma 2.3.4. The processes of the form (∇XY,∇JY ), with ∇ defined as in Defi-
nition 2.2.10 are dense in the L2P([X], µ) defined in Definition 2.3.1.
Proof. Let (φ, ψ) be some element of S, and consider a continuous process Y of the
form
Y c(t) =
∫ t
0
φ(s)dX(s).
Notice that the integral is well defined in a pathwise sense, as this is just a Riemann
sum:
Y c(t, ω) = F (t,Xt, Jt),
with
F (t, xt, jt) =
∫ t
0
φ(s, xs−, js−)dx(s)
=
I∑
i=1
φi(xτi , jτi)(x(t ∧ τi+1)− x(t ∧ τi)).
Hence,
∇XF (t, xt, jt) = φ(t, xt, jt).
So these processes have the form
∇XY c(t) = φ((X(ti), Ckjti (j))i∈1..n,j∈1..m)1t>tn ,
2.3. Stochastic derivative and martingale representation formula 43
so such ∇XY c define a total set in L2P([X]) (by Lemma 2.3.3, and Cont-Fournie´ [22]
or Section 2.6 of this chapter). Similarly, the processes of the form
Y d =
∫ t
0
∫
Rd0
ψ(s, y, Js−)J˜(ds dy)
have the form
(∇JY d)(t, z) = ∇G(t,Xt, Jt) = ψ(t, z, Jt−),
with G the following regular functional representation of Y d:
G(t, xt, jt) =
∫ t
0
∫
Rd0
ψ(s, y, js−)(j(ds dy)− µ(ds dy, js−)).
Moreover, such ψ are dense in L2P(µ) (by Lemma 2.3.3 and Section 2.6 in this
chapter).
Remark 2.3.5. Notice that ∇XY d ≡ 0. Similarly, ∇JY c ≡ 0.
Corollary 2.3.6. The space I(S) is dense in I2P([X], µ).
Proof. This follows by the previous lemma, as the stochastic integral
IX,J˜ : L2P([X], µ)→ I2P([X], µ)
(φ, ψ) 7→
∫ .
0
φ(s, ω)dX(s) +
∫ .
0
∫
Rd0
ψ(s, y)J˜(ds, dy)
defines a bijective isometry between L2P([X], µ) and I2P([X], µ).
Theorem 2.3.7 (Extension of ∇ to I2P([X], µ) ). The operator
∇ : IX,J˜(S)→ L2P([X], µ)
is closable in I2P(X,µ) and its closure ∇P defines a bijective isometry between these
two spaces:
∇PX,J : I2P([X], µ)→ L2P([X], µ),
F (t,Xt, Jt) :=
∫ t
0
φ(s)dX(s) +
∫ t
0
∫
Rd0
ψ(s, y)J˜(dsdy) 7→ (∇PXF, (∇PJF )) = (φ, ψ).
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In particular, ∇P is the adjoint of the stochastic integral
IX,J˜ : L2P(X,µ)→ I2P(X,µ),
(φ, ψ) 7→
∫ t
0
ψ(s)dX(s) +
∫ t
0
∫
Rd
ψ(s)J˜(ds dy)
in the sense that for all ψ ∈ L2P(X,µ) and for all Y ∈ I2P(X,µ):
< Y, IX,J˜(φ, ψ) >I2P ([X],µ)
:= E
[
Y (T )(
∫ T
0
∫
Rd
φ(s)dX(s) +
∫ T
0
∫
Rd0
ψ(s, y)J˜(ds dy))
]
= E
[∫ T
0
∇PXY (s)φ(s)d[X](s) +
∫ T
0
∫
Rd
∇PJY (s, y)ψ(s, y)µ(ds dy)
]
=:< ∇PY, (φ, ψ) >L2P([X],µ) .
Proof. By definition of I2P(X,µ), we know that there exists (φ, ψ) ∈ L2P([X], µ) such
that
Y (t) =
∫ t
0
φ(s)dX(s) +
∫ t
0
∫
Rd0
ψ(s, y)J˜X(ds dy).
Then, by the Itoˆ isometry on I2P([X], µ), with Z ∈ I(S),
E [Y (T )Z(T )] = E
[∫ T
0
φ(s)∇XZ(s)d[X]s +
∫ T
0
∫
Rd0
ψ(s, y)∇JZ(s, y)µ(ds dy)
]
,
(2.3.3)
=< (φ, ψ), (∇XZ,∇JZ) >I2P ([X],µ) .
Moreover, (2.3.3) uniquely characterises φ dP×d[X]-a.e., and ψ dP×dµ-a.e. For
if (η, ρ) is any other solution of (2.3.3), then
< Y − IX,J˜(η, ρ), Z >I2P (X,µ)= E
[
(Y − IX,J˜(η))Z(t)
]
= 0
for all Z ∈ I(S). Hence, Y − IX,J˜(η, ρ) = 0 P-a.s. on I2(X,µ) by density of I(S)
in I2(X,µ). So ψ = η dP × d[X]-a.e. and ψ = ρ dP × dµ-a.e. and so (φ, ψ) is
essentially unique.
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Now, for any Y ∈ I2P(X,µ) let (Y n)n∈N be a sequence of I(S) that converges to
Y in I2P(X,µ).
0 = lim
n→∞
E[|Y n(T )− Y (T )|2],
= lim
n→∞
E[
∫ T
0
∇XY n(t)− φ(t)dX(t) +
∫ T
0
∫
Rd0
∇JY n(t, z)− ψ(t, z)J˜(dtdz)|2],
= lim
n→∞
E[
∫ T
0
∫
Rd0
|∇JY n(t, z)− ψ(t, z)|2µ(ds dz)]
+ lim
n→∞
E[
∫ T
0
|∇XY n(t)− φ(t)|2d[X](s)]
+ lim
n→∞
2E[(
∫ T
0
∇XY n(t)− φ(t)dX(t)) · (
∫ t
0
∫
Rd0
(∇JY n(t, z)− ψ(t, z))J˜(ds dz)],
and the last term is zero by the Itoˆ isometry. Consequently, for any approximating
sequence Y n converging to Y , (∇XY n,∇JY n) converges to (φ, ψ). So ∇ is closable
and we can write (φ, ψ) = (∇PXY,∇PJY ).
2.3.2 Extension to special semimartingales and martingale
representation formula
Finally, we extend ∇P to include predictable processes with finite variation: We
know that for predictable functionals G, the pathwise operators ∇X and ∇J – by
parts 1 and 2 of Proposition 2.2.13 – are such that∇XG ≡ 0∇JG ≡ 0. A predictable
process with finite variation is such that, for almost all paths, it coincides with a
predictable functional. Henceforth:
Definition 2.3.8. On the space of predictable finite-variation processes PFV , we
define, for any process P ∈ PFV ,
∇PXP = 0, ∇PJP = 0.
The above definition extends ∇P to a linear operator on PFV ⊕ I2P([X], µ), where,
for P,M ∈ PFV × I2P([X], µ),
∇P(P +M) = ∇PM.
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As a consequence we obtain the following representation formula. We recall that
a martingale Y is said to have the representation property if Y can be written as
Y (t) = Y (0) +
∫ t
0
φ(s)dX(s) +
∫ t
0
∫
Rd0
ψ(s, z)J˜(ds dz).
It is known (Jacod-Shiryaev [46, Lemma 4.24 p. 185]) that every local martingale
(and so any square-integrable martingale) can be written as
Y (t) = Y (0) +
∫ t
0
φ(s)dX(s) +
∫ t
0
∫
Rd0
ψ(s, z)J˜(ds dz) +N(t), (2.3.4)
with N a local martingale with continuous part N c such that
< N c, X > = 0,
E[
∫ T
0
∫
Rd0
1{N(s)−N(s−)=z}µ(ds dz)] = 0.
Theorem 2.3.9. Assume that the square-integrable martingale Y is such that N is
zero in the above decomposition (2.3.4). Then,
Y (t) = Y (0) +
∫ t
0
∇PXY (s)dX(s) +
∫ t
0
∫
Rd
(∇PJY )(s, z)J˜(ds dz), (2.3.5)
where ∇P is the closure in L2P([X], µ) of the pathwise operator ∇ introduced in Propo-
sition 2.2.13 for functionals with a regular functional representation.
Proof. We have that the martingale Y (t)− Y (0) is the sum of two stochastic inte-
grals. So P-a.s.,
Y (t)− Y (0) =
∫ t
0
∇PX(Y (s)− Y (0))dX(s) +
∫ t
0
∫
Rd0
∇PJ(Y (s, z)− Y (0))J˜(dsdz).
Moreover, Y (0) is a constant everywhere, hence a finite-variation predictable process,
and so ∇PXY (0) = 0 and ∇PJY (0) = 0. The linearity of ∇P allows us to write
Y (t) = Y (0) +
∫ t
0
∇PXY (s)dX(s) +
∫ t
0
∫
Rd0
∇PJY (s, z)J˜(ds dz).
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A special case of interest is when the filtration F has the weak-martingale rep-
resentation property, meaning that every square-integrable martingale adapted to
the filtration can be written as a the sum of a stochastic integral with respect to the
continuous martingale and a stochastic integral with respect to the compensated
jump measure. If the compensator is Poisson or Le´vy, the martingale representation
property holding is a well-known result. In the general case, sufficient conditions are
provided in Cohen [19]; namely as long as the random measure is parochial ([19],
Definition 6) the weak-martingale representation property holds. As a special case
([19], Lemma 3), if the jump measure has an F0-compensator, then it is parochial.
This entails that when working with filtrations generated by measures with indepen-
dent increments, such as Le´vy processes, a weak-martingale representation is always
obtainable. If F has the weak-martingale representation property, then we obtain
the following corollary.
Corollary 2.3.10 (Martingale representation formula). Assume that F has the weak
martingale representation property. Then, for any square-integrable martingale Y ,
Y (t) = Y (0) +
∫ t
0
∇PXY (s)dX(s) +
∫ t
0
∫
Rd
(∇PJY )(s, z)J˜(ds dz),
where ∇P is the closure in L2P([X], µ) of the pathwise operator ∇ introduced in Def-
inition 2.2.13 for functionals with a regular functional representation.
Remark 2.3.11. When taking the closure in L2P(µ) of ∇, one loses the pathwise
interpretation.
Note that this approach treats the continuous and jump parts in a similar fashion.
If the filtration is generated by a continuous martingale X and jump measure J
(with compensator µ), then one can construct the following martingale-generating
measure S on [0, T ]× Rd0:
S(ds dz) = 1z=0.dX(s) + zJ˜(ds dz),
and the martingale representation formula can then be rewritten for any square-
integrable martingale as
Y (t) = Y (0) +
∫ t
0
∫
Rd
DY (s, z)S(ds dz),
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with the element-wise quotient operator
D = ∇X1z=0 + 1
z
∇J ∈ R.
So ∇X is the limiting quotient operator when z → 0 of the operator 1/z · ∇J ,
and the continuous and jump integrands are treated in a similar way.
2.4 Comparison between Functional calculus and
Malliavin calculus for jump processes
The theory behind the Malliavin calculus was developed in order to obtain a satisfy-
ing definition of stochastic derivative of a process – informally speaking, a derivative
with respect to the ω variable. It initially focused on the continuous case, more pre-
cisely the Wiener case. Several approaches to define such an operator exist; see
Nualart [60] for a focus on chaos expansions, and Bell [6] for a functional analytic
approach due to Stroock as well as a change-of-measure one due to Bismut.
While these are different ways of defining a derivative operator, the chaos and
annihilation operators turn out to be equivalent in the Wiener setting. The case with
jumps, however, is a little different, as there is no equivalence between the operators;
moreover, different operators have different advantages and drawbacks. In every
subsequent section of this chapter, a few (families of) approaches for jump-processes
will be introduced and, when appropriate, a comparison with our functional operator
from Chapter 2 will be provided. We emphasise that most of the literature has been
written for a Poisson or Le´vy process – unlike our functional operator, which allows
for dependence in increments and time-inhomogeneity.
2.4.1 Chaos expansions
This section focuses on the chaos expansions approach, which is one of the most
used. We follow the main lines of Di Nunno et al. [27].
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Consider a pure-jump square-integrable Le´vy process L with associated jump
measure J . The compensator for J is denoted µ, and can be written as
µ(ds dz) = ν(dz)ds,
where ν is the so-called Le´vy measure.
Writing J˜ = J − µ, we have
L(t) =
∫ t
0
∫
Rd0
zJ˜(ds dz).
Take L2n := L
2(([0, T ]× Rd0)n) the space of deterministic functions f such that
‖f‖2L2n :=
∫
([0,T ]×Rd0)n
|f |2((t1, z1), · · · , (tn, zn))ν(dz1)dt1 · ν(dzn)dtn <∞.
The symmetrisation of f is given by
f˜ :=
1
n!
∑
σ∈Σn
f((tσ1 , zσ1), · · · , (tσn , zσn)),
with Σn the set of all permutations over {1, · · · , n}. If f = f˜ , then f is said to be
symmetric. The subspace of L2n consisting of symmetric functions is denoted by L˜
2
n.
Then, it can be shown that every square integrable random variable F has a
chaos expansion.
Theorem 2.4.1 (Chaos expansions). For every square-integrable, FT -measurable
random variable F ∈ L2(P), there exists a sequence (fn)n∈N, fn ∈ L2n such that
F =
∞∑
n=0
In(fn),
with
In(f) =
∫
([0,T ]×Rd0)n
f((t1, z1), · · · , (tn, zn))J˜(dt1 dz1) · · · J˜(dtn dzn).
Moreover, the fn can be assumed symmetric, in which case, the chaos decomposition
is unique.
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Definition 2.4.2 (Space D1,2and chaos derivative). Define D1,2 the subspace of
L2(Ω) such that
F =
∞∑
i=0
n · n!In(fn) ∈ D1,2 ⇐⇒
∑
n · n!‖fn‖L2n <∞.
Then, the Malliavin chaos derivative operator D : D1,2 → L2(Ω × [0, T ] × Rd0) is
given by
Dt,z =
∞∑
n=1
nIn−1(fn(·, (t, z))).
It is worth noting that D1,2 is closed under the L2(Ω) norm, and that D is closed
in D1,2(see Theorem 12.6 in Di Nunno et al. [27]).
From the above, a Clark-Ocone formula can then be obtained.
Theorem 2.4.3 (Clark-Ocone formula, chaos expansions). For F ∈ D1,2,
F = E[F ] +
∫ T
0
pE[Dt,zF |Fs]J˜(ds dz),
with pE[Dt,zF |Fs] a predictable version of the process t 7→ E[Dt,zF |Fs].
As can be seen, the chaos expansion approach carries over very well from the
Wiener case to the Le´vy case.
Comparing the chaos derivative operator with our functional one, we have that
for F ∈ D1,2,
pE[D·F |Fs] L
2(Ω×[0,T ]×Rd0)= ∇F.
In other words D is defined on a smaller domain than ∇, and computing the inte-
grand in the martingale representation theorem requires computing DF and then
computing the predictable projection of that quantity, whereas in the pathwise cal-
culus setting, there is only ∇F to compute.
It does not mean that the chaos expansion operator does not have its uses. For
example, in the case where the random variable of interest is an iterated integral
with respect to the compensated jump measure, the computation of the integrand
in the martingale representation formula might be easier using chaos operators. Let
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us illustrate this possibility with the following trivial example, the Le´vy process
associated to J :
L(T ) =
∫ T
0
∫
Rd\{0}
zJ˜(ds dz).
Of course, in this example, we have the integrand of the martingale representation
theorem by definition: it is simply z. Let us try to see, however, how the pathwise
and chaos computations would fare. If the jump measure is finite, then computing
∇L is straightforward and presents no difficulty. A “difficulty” appears, however, if
the jump measure has infinite activity –i.e.
∫
Rd0
zν(dz) =∞. In this case, computing
the functional operator has to be done by finding an approximating sequence F n
–one that truncates the small jumps in this case– allowing for pathwise computation
of the operator ∇F n, and taking the limit n→∞.
On the other hand, computing the chaos derivative of F is very easy, whether
or not J has infinite activity: it suffices to omit the innermost integral and set the
corresponding integration variable appearing in the integrand as a free parameter.
This gives
Dt,zL = z,
and taking the predictable projection of z is simply z.
We point out one last fact about the chaos derivative operator, which will make
the transition to the next section. Very informally, derivative operators describe by
how much a mathematical object (e.g. a random variable) varies when subject to
a perturbation. In that sense, the chaos derivative, unlike the pathwise operator,
may not seem to give a “physical feel” about what the perturbation is. The chaos
derivative is, however, (very) closely connected to mass-addition operators. This
statement will be made precise in the next Subsection.
2.4.2 Mass-addition operators
Mass-addition and removal operators for measures were introduced by Picard [65],
and can be used to obtain a martingale representation formula. In that regard,
they are very close in spirit to our pathwise operator. Define the canonical random
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measure J on Ω such that, for every A×B ∈ B([0, T ]× Rd0),
J(ω,A×B) = ω(A×B),
with a measure P on (Ω,F) a probability that makes J a Poisson random measure.
The annihilation and creation operators are defined respectively as
−t,zω(A×B) = ω(A×B ∩ {(t, z)})
and
+t,zω = 
−ω(A×B) + 1A(t)1B(z).
Essentially, −t,z is an operator that annihilates any potential mass ω could give to
the point (t, z), while −t,z forces the mass at the point (t, z) to be exactly one if
(t, z) ∈ A×B, and zero otherwise.
The Picard derivative operator is then given by
D˜t,zF = F ◦ +t,z − F.
Picard mass-addition operators are shown to be equivalent on D1,2 — the space
on which the chaos derivative is well defined — to the chaos derivative in the Poisson
setting (Nualart-Vives [61]) and the Le´vy setting (Løkka [56]). As a consequence,
these also answer the question raised in the last section on how to interpret the
chaos derivative.
This finite difference operator also appears in Le´on et al [53] or Sole´, Utzet and
Vives [75] as a quotient operator (i.e. D˜t,z/z), the reason being that the stochastic
integration is carried out with respect to the measure zJ˜(ds dz) instead of J˜ .
Now, let us discuss the comparison with the pathwise operator. One still has an
equality of the type
pE[D˜·F |Fs] L
2(Ω×[0,T ]×Rd0)= ∇F.
However, D˜ is defined on a space bigger than D1,2. Quoting Picard [65], D˜ is closable
in L2(Ω).
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Using the notations + and −, our non-closed pathwise operator acting on a
process F can be described as
∇F (t, z) = F ◦ +t,z − F ◦ −t,z
In fact, an operator acting on Poisson functionals and defined as above appears
in another article of Picard [64, Corollaire 6]. As Picard notes, this operator recovers
the integrand in the martingale representation theorem on the Poisson space, i.e.
that this operator is the predictable projection of D˜. In that sense, Picard’s corollaire
is similar to what we stated in section 2.2.4 for multivariate point processes, and
the functional framework defined above can be seen as a generalisation to jump
measures with infinite activity that also allows for time-inhomogeneous and random
compensators.
To summarise, the functional framework defined here generalises the previously
obtained results on martingale representation to jump measures with infinite activ-
ity, also allowing for time-inhomogeneous and random compensators.
2.4.3 Measure-change perturbation
Historically, another derivative based on a variational approach was introduced. It
relies on introducing the perturbation as an equivalent change of measure and was
initially developed by Bismut [10]. See also Bichteler-Gravereaux-Jacod [8], and
Privault [66]. We follow Bass-Cranston [5], whose setting is the Le´vy case and
whose change-of-measure procedure consists in an infinitesimal pertubation of the
jump times.
Consider the space (Ω,F ,P), where J is a random measure with compensator
µ(dt dz) = ν(dz)dt under P.
Take a function l belonging to the following M2∞ space:
M2∞ := {h|h is predictable and there exists a bounded deterministic function
such that
∫
R0
H2(z)ν(dz) <∞ and |h(s, z, ω)| ≤ H(s, z),∀s, z a.s.
}
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In particular, it means that l is square-integrable with respect to µ and that l is
bounded. Now denote
L(t) =
∫ t
0
∫
Rd0
l(s, y)(J − µ)(ds dz).
Then for  small enough, |l(s, z)| < 1/2, so L is positive and one can introduce
the following stochastic exponential:
M (t) = E(L)t = eLt
∏
s≤t
(1 + ∆L(s))e−∆L(s);
one can then define a new probability measure whose Radon-Nikodym derivative is
given by
dP
dP
∣∣∣
t
= M(t),
where l is a square-integrable function.
Also, one needs to introduce the following perturbed measure J  as
J (B × [0, T ]) =
∫ t
0
∫
Rd0
1B(z + 
∫ z
0
l(s, y)dy)J(ds dz).
Then, it follows from Girsanov’s theorem that the P-law of J and the P-law of
J  are the same. As a consequence, for a functional G of J :
EP[G(J)] = EP [G(J )] = EP[G(J )M t ].
Let us assume that G is smooth, i.e. for every square-integrable l there exists
Dl as the limit in L
2 of the quantity
−1[G(
∫ t
0
∫
Rd0
1B(z + 
∫ z
0
l(s, y)dy)J(ds dz))−G(J)],
which is equivalent to saying that G is Fre´chet differentiable in L2.
Then, differentiating with respect to  and setting  = 0 yields the following
integration-by-parts formula:
EP[G(J)L(t)] = −E[DlG].
Now, if G is a martingale, the martingale representation theorem gives
G(T ) = EP[G(T )] +
∫ T
0
∫
Rd0
g(s, z)(J − µ)(dt dz),
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and this equation becomes
EP[
∫ T
0
g(s, z)l(s, z)µ(ds dz)] = −E[DlG].
Finally, as noted by Bismut [10], if
DlG =
∫ T
0
∫
Rd0
V (s, z)l(s, z)µ(dt dz),
for some V , then one can obtain the characterisation g = pV , where pV is a pre-
dictable version of V .
A way of looking at this change-of-measure procedure is that one essentially per-
forms an infinitesimal perturbation of the jump amplitudes, which requires absolute
continuity of the compensator with respect to the Lebesgue measure in the space
direction.
In the case of a Poisson process, however, perturbing the jump size makes little
sense, as the support for the jump size is simply {1}. For that reason, Elliott and
Tsoi [33] propose another change-of-measure approach. The idea is to consider func-
tionals of a Poisson process N as functionals of its jump times Ti. Using a reasoning
fairly similar to Bass-Cranston, they obtain an integration by parts formula that
allows one to extract an expression for martingale representation.
Define u a real predictable process such that,
1. u is positive and bounded a.s.
2. There exists a bounded interval such that u is almost surely zero outside this
interval.
Then, define a measure P˜ such that
dP˜
dP
=
∏
0≤s≤T
(1 + u(s)∆N(s))e−
∫ T
0 u(s)ds,
and
φ(t) =
∫ t
0
(1 + u(s))ds.
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For  small enough, then the time-changed process N (·) := Nφ−1(·) is a Poisson
process on (Ω,F ,F t ,P), where F t := Fφ(t). Quoting Elliott-Tsoi: “If Ti is the ith
jump time of N , then φ(Ti) is the i
th jump time of N ”.
For a functional G of the Poisson process N –which is equivalent to being a
functional of its jump times Ti– one can now use the same approach as Bismut and
Bass-Cranston, i.e.
1. start from
EP[G(T1, ·, Tn)] = EP [G(φ(T1), ·, (φ(Tn))],
2. Use Girsanov’s theorem to rewrite the right-hand side as a P-expectation,
3. Differentiate with respect to  and set  to zero.
One then obtains the following integration by parts formula.
Theorem 2.4.4 (Elliott-Tsoi [33]). Let G(T1, ·, Tn) be bounded with bounded partial
first derivatives. Then the following integration by parts formula holds:
E[(
∫ T
0
u(s)d(N(s)− s))G(T1, ·, Tn)] = −E[
n∑
i=1
∂
∂ti
G(T1, ·, Tn)
∫ Ti
0
u(s)ds]. (2.4.1)
Now, if G is a martingale, the martingale representation theorem gives that there
exists a predictable g such that
G(T1, ·, Tn) = E[G] +
∫ T
0
g(s)d(N(s)− s),
and the left-hand side of (2.4.1) becomes
E[
∫ T
0
u(s)g(s)ds],
while the right-hand side can be rewritten as
E[
∫ T
0
n∑
i=1
1{Ti≥s}
∂G
∂ti
(T1, · · · , Tn)u(s)ds].
Then the predictable projection C∗ of
n∑
i=1
1{Ti≥s}
∂G
∂ti
(T1, · · · , Tn)
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is such that, if u is an indicator function,
E[
∫ T
0
u(s)g(s)ds] = −E[
∫ T
0
u(s)C∗(s)ds].
Since indicator sets generate the predictable σ-field and g and C∗ are both pre-
dictable, this proves the following theorem.
Theorem 2.4.5 (Martingale representation formula for functionals of Poisson pro-
cesses [33]). For G bounded with bounded first derivatives, it holds P-almost surely
that
G(t) = E[G(T )] +
∫ T
0
pE[−
n∑
i=1
1t≤Ti
∂G
∂ti
|Fs]d(N(s)− s).
In this case, the perturbation resulting from the change of measure can be seen
as an infinitesimal perturbation of the jump rate of the Poisson process.
2.4.4 Carlen-Pardoux: jump-time perturbation
We finally point out a last approach on the Poisson space by Carlen-Pardoux [15]
that is fundamentally different from the others approaches. We include it for com-
pleteness. The goal of Carlen and Pardoux is to obtain a derivative operator that is
a true derivative in the sense that it satisfies the chain rule. It is then used to prove
the existence of densities for Poisson functionals.
Let us consider the space Ω of maps ω : [0, T ] → N which are non-decreasing,
right-continuous, have a finite number of jumps of size 1, and such that ω(0) = 0.
Equip Ω with the Borel σ-algebra F , and a probability measure P such that the
canonical process
N(t) = ω(t)
is a standard Poisson process with intensity 1.
This approach relies on time changes, in other words on perturbing the jump-
intensity of the Poisson process.
Definition 2.4.6. H is the subspace of L2([0, T ]) functions m such that m is or-
thogonal to constant functions, and
∫ T
0
m(t)dt = 0.
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Remark 2.4.7. As mentioned by Carlen and Pardoux, the latter condition is to
ensure that the perturbation “shifts the time of the jump without affecting their
total number”.
The idea is to define
m˜ =

− 1
3
if m(t) ≤ − 1
3
m(t) if − 1
3
≤ m(t) ≤ 1
3
1
3
if 1
3
≤ m(t)
and
m(t) = m˜(t)−
∫ T
0
m˜(t)dt,
and consider the time change
τ(t) = t+ 
∫ t
0
m(s)ds.
Then, introduce the map T : Ω→ Ω defined as
(T(ω))(t) = ω(τ(t))
and the probability P = T −1P.
Then one has that N is still a Poisson process under P, but with intensity
1 + m(t). A result due to Brown [12] states that P << P, and that
dP
dP
=
NT∏
i=1
(1 + m(Ti)),
with Ti the jump times of N . Denoting
D0m =
{
F ∈ L2(Ω)| lim
→0
1

(F ◦ T − F ) exists.
}
,
the following theorem can be obtained.
Theorem 2.4.8 (Carlen-Pardoux [15]). Define the set Sn of simple functions of the
form
f(T1, ·, Tn),
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for some n with f a C1-class function. Then
S =
⋃
n≥1
Sn
is such that:
1. S is dense in L2(Ω),
2. for every m ∈ H, S ⊂ D0m,
3. for any f(T1, · · · , Tn) ∈ Sn and any m ∈ H,
Dmf(T1, ·, Tn) = −
n∑
j=1
∂f
∂tj
(T1, ·, Tn)
∫ Tj
0
m(t)dt.
Theorem 2.4.9 (Carlen-Pardoux [15]). The directional derivative operator Dm is
such that
1. it satisfies the following integration by parts formula:
E[DmF ] = E[(
∫ T
0
m(s)d(N(s)− s))F ].
2. Dm satisfies the chain rule:
Dm(FG) = Dm(F )G+ FDm(G).
3. Dm is an unbounded densely defined closable operator in L
2(Ω).
Finally, the Malliavin-type derivative is, as usual, defined as the gradient of the
directional derivative. One is looking for a Dt such that∫ T
0
DtFm(t)dt = DmF.
Definition 2.4.10. Define Dt as an operator on SN as follows:
DtF = −
n∑
j=1
∂f
∂tj
(T1, ·, Tn)(1[0,Tj ](t)− Tj).
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It can be shown that Dt is an unbounded closable densely defined operator from
L2(Ω) to L2(Ω) ⊗ H. Once this operator is defined, then the authors obtain a
sufficient condition for a Poisson driven stochastic differential equation to have a
density: essentially, if the Malliavin-type nondegeneracy condition is satisfied, i.e. if∫ T
0
|DtF |2dt > 0 a.s.
for some A ∈ F , then the image by F of the restriction of P to A is absolutely
continuous with respect to the Lebesgue measure.
It has been noted in Leo´n-Tudor [54] that random variables of the form
F =
∫ T
0
h(s)d(N(s)− s) =
∑
Ti≤T
h(Ti)−
∫ T
0
h(s)ds,
with h of class C1, are in the domain of the Carlen-Pardoux derivative and
DtF =
∫ T
0
h′(s)(
s
T
− 1(t,T ](s))dN(s).
This remark opens the way to generalisation to Le´vy processes, as is shown in Leo´n
et al. [55].
On a probability space (Ω,F ,P), define a Brownian motion W and a jump
measure J with compensator
µ(ds dz) = ν(dz)ds
such that
X(t) = γt+ σW (t) +
∫
(0,t]×{|x|>1}
zJ(ds dz) + lim
↓0
∫
(0,t]×<|x|<1
z(J − µ)(ds dz)
is a Le´vy process. Equip the probability space with, F = (Ft, t ≥ 0), the natural
filtration of X. Moreover, for E ∈ B([0,∞)× R), define the measure
M(E) = σ
∫
{t>0,(t,0)∈E}
dW (t) + lim
n→∞
∫
{(t,x)∈E}\{− 1
n
≤|x|≤ 1
n
}
z(J − µ)(dt dz),
where the limit is in the L2-sense.
Also, for h ∈ L2([0, T ]× R, µ), define in the L2(Ω)-sense the following integral:
M(h) := σ
∫
[0,T ]×R
h(t, x)M(dt dx)
:= σ
∫
[0,T ]
h(t, 0)dW (t) + σ
∫
[0,T ]×R
h(t, x)xdJ˜(dt dx).
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Definition 2.4.11 (Simple functionals and the local Malliavin derivative). Denote
SL the set of all functionals of the form
f(M(h1), · · · ,M(hn)),
for some n, and denote K the set of bounded functions
k : [0, T ]× (R\{0})→ R,
such that k and its partial derivative belong to L1([0, T ]×R, µ) ∩ L2([0, T ]×R, µ).
Then, for Λ ∈ B(R), k ∈ K and F ∈ SL one defines the local Malliavin derivative
as
Dk,Λt F =
n∑
i=1
∂f
∂xi
(M(h1), · · · ,M(hn))Dk,Λt M(hi),
where
Dk,Λt M(h) = 1Λ(0)σh(t, 0) +
∫
[0,T ]×(Λ∩R\{0})
k(s, y)
∂h
∂s
h(s, y)(
s
T
−1(t,T ](s))yJ(ds dy).
This yields the following integration by parts formula for the local Malliavin
derivative:
Proposition 2.4.12 (Leo´n et al. [55, Proposition 3.7.]). For F ∈ SL and g mea-
surable and bounded on [0, T ], one has
E
[∫ T
0
(DΛ,kt F )g(t)dt
]
= E
[
F
(
1Λ(0)σ
∫ T
0
g(s)dW (s)
+
∫
[0,T ]×(∆∩(R\{0}))
g(s)− 1
T
∫ T
0
g(t)dt)k(s, y)J(ds dy)
)]
− E
[
F
(∫
[0,T ]×(∆∩(R\{0}))
∂k
∂s
(s, y)[
∫ T
0
g(t)(
s
T
− 1[0,s](t))dt)]J(ds dy)
)]
.
Remark 2.4.13. If k is taken independent of time in the definition of the local
Malliavin derivative, then the operator simply becomes a multiple of the Carlen-
Pardoux [15] derivative.
Using the density of SL in L2(Ω), one can show that DΛ,k is closable in L2(Ω),
to a domain noted Dom DΛ,k. Then, results in the spirit of Carlen-Pardoux can be
derived.
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Proposition 2.4.14 (Leo´n et al. [55], chain rule). If f : Rn → R is a continuously
differentiable function with bounded partial derivatives, and F := (F1, · · · , Fn) a
vector such that the Fj ∈ Dom DΛ,k. Then f(F) ∈ Dom DΛ,k and
DΛ,k(f(F)) =
n∑
j=1
∂f
∂xj
(F)DΛ,kFj.
Moreover, if F,G ∈ Dom DΛ,k and (GDΛ,kF ), (FDΛ,kG) ∈ L2([0, T ] × Ω), then
FG ∈ Dom DΛ,k and one has
DΛ,k(FG) = G(DΛ,kF ) + F (DΛ,kG).
Proposition 2.4.15 (Leo´n et al. [55], existence of a density). Existence of a density:
Take Λ ∈ B(R), k ∈ K and F ∈ Dom Dλ,k such that∫ T
0
(DΛ,kt F )
2dt > 0,
almost surely on some A ∈ F . Then P ◦ F−1 is absolutely continuous on A.
2.5 Examples
2.5.1 Kunita-Watanabe decomposition
We consider a probability space (Ω,F ,P), on which the filtration Fis generated by a
Brownian motion W and a jump measure J , independent from W , with compensator
µ such that
µ(dtdz) = ν(t, dz, ω)dt.
We consider the following square-integrable martingale:
M(t) := σ(t, ω)W (t) +
∫ t
0
∫
R0
zJ˜(ds dz),
with J˜ = J − µ, the compensated jump measure.
Remark 2.5.1. If ν(t, dz, ω) ≡ ν(dz) and σ(ω, t) ≡ σ, we recover the usual Le´vy
framework.
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In the rest of the example, we assume that the (weak) martingale representation
holds with respect to W and J holds.
The Kunita-Watanabe decomposition (see e.g. [23]) states that for a martingale
M and Y ∈ I2P(X), there exists a unique Y˜ with
1. Y˜ = E[Y ] +
∫ .
0
ψ(s)dM(s),
2. E[(Y − Y˜ )M ] = 0 for all M = ∫ .
0
ξ(s)dM(s).
In general, having a strong martingale representation theorem (i.e. with respect
to M rather than with respect to W and J˜) is very restrictive on the possible
processes M , since it means that one needs the integrand with respect to J˜ to be of
the form
ψ(t, z) = φ(t)z.
This fact is known in finance as the incomplete market problem: in general, when
using a model with jumps, one cannot hope to replicate a derivative Y by having a
dynamic position in the stock and cash. The best one can do, from an L2 perspective,
is to find Y˜ that is the projection of Y onto the space of integrals with respect to
M .
In the recent years, there has been a strong interest in mathematical finance for
processes whose jumps present some self-exciting features, as these are believed to
better characterise microstructure noise –the way stock behaves at very small time
scales. While much focus is currently given to finite-activity self-exciting processes
(typically Hawkes processes), some results tend to corroborate the existence of infi-
nite jump activity in price processes (Aı¨t-Sahalia-Jacod [2]), as well as infinite jump
activity with self-exciting features (Boswijk et al. [11]).
One can then compute the Kunita-Watanabe decomposition – such as in [7] – for
more general processes than Le´vy; also, if focusing on the Le´vy case, this provides
an extension from the Malliavin space D1,2 – on which the Malliavin derivatives are
usually defined – to the whole of I2P([W ], µ):
Y (t) = E[Y ] +
∫ t
0
∇PWY σ(s)dW (s) +
∫ T
0
∫
R0
∇PJY (s, z)J˜(ds dz).
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Hence
Y o := Y −Y˜ =
∫ t
0
(∇PWY (s)−ψ(s))σ(s)dW (s)+
∫ t
0
∫
R0
(∇PJY (s, z)−zψ(s))J˜(ds dz),
The orthogonality condition then becomes:
E[Y oM ]
= E[
∫ t
0
(∇PWY (s)− ψ(s))ξ(s)σ2(s)ds
+
∫ T
0
∫
R0
(∇PJY (s, z)− zψ(s)).zξ(s)µ(ds dz)]
= E
[∫ t
0
ξ(s)
[
(∇PWY (s)− ψ(s))σ2 +
∫
R0
z(∇PJY − zψ(s))ν(s, dz)
]
ds
]
,
using that
∫ t
0
ξ(s)dM(s) is a martingale, the Itoˆ isometries and the orthogonality
relations between continuous and pure jump parts. This implies that
(∇PWY (s)− ψ(s))σ2 +
∫
R0
z(∇PJY (s, z)− zψ(s))ν(s, dz) = 0 dP× ds− a.e.,
and so that
ψ(s) =
σ2(s)∇PWY (s) +
∫
R0 z∇PJY (s, z)ν(s, dz)
σ(s)2 +
∫
R0 |z|2ν(s, dz)
.
2.5.2 Stochastic exponential for pure-jump Le´vy processes
In this example, we show how one can recover the SDE satisfied by a stochastic
exponential that is a martingale. Consider a probability space (Ω,F ,P), where
a jump measure J such that
∫ T
0
∫
Rd0
|z|2J(ds dz) < ∞ a.s., and with absolutely-
continuous compensator µ generates the filtration (Ft)t∈[0,T ]. As in the previous
sections, we write J˜ for the compensated jump measure J − µ. Then, we can write
the stochastic exponential:
Et = exp
(∫ t
0
∫
Rd0
z(J − µ)(ds dz)
)
·
∏
s∈[0,t]
(1 +
∫
Rd0
zJ({s} × dz) exp
(
−
∫
Rd0
zJ({s} × dz)
)
.
2.5. Examples 65
Let us introduce the truncated Dole´ans-Dade process :
Ent = exp
(∫ t
0
∫
Rd\(− 1
n
, 1
n
)d
z(J − µ)(ds dz)
)
·
∏
s∈[0,t]
(1 +
∫
Rd\(− 1
n
, 1
n
)d
zJ({s} × dz)) exp
(
−
∫
Rd\(− 1
n
, 1
n
)d
zJ({s} × dz)
)
.
Notice that the functional
F n(t, jt) = exp
(∫ t
0
∫
Rd\(− 1
n
, 1
n
)d
z(j(ds dz)− µ(ds dz, js−))
)
·
∏
s∈[0,t]
(1 +
∫
Rd\(− 1
n
, 1
n
)d
zj({s} × dz)) exp
(
−
∫
Rd\(− 1
n
, 1
n
)d
zj({s} × dz)
)
.
is well defined, since the compensated integral is simply a Lebesgue-Stieltjes integral.
It is straightforward to compute that (∇JF n)(t, z, jt) = zF n(t, jt−). Now, since Ent
tends to Et in I2P(µ), we also have that
∇JEnt −→
n→∞
∇PJEt
in L2P(µ). Moreover
∇PJEnt = zF n(t, Jt−) −→
n→∞
zEt
in the L2P(µ) sense. So by uniqueness of the integrand in the martingale representa-
tion formula,
Et = 1 +
∫ T
0
Et−dX(t);
with X(t) =
∫ t
0
∫
Rd0
zJ˜(ds dz) a purely discontinuous Le´vy martingale. We recover
the classical SDE satisfied by E , the stochastic exponentional of the martingale X.
2.5.3 Application to the Kella-Whitt martingale
The Kella-Whitt martingale, introduced in [51], is a process that appears in queuing
theory and modelling of storage processes (see also Kella-Boxma [50] and Kyprianou
[52]). On a probability space (Ω,F ,P), where a jump measure J , with∫ T
0
∫
Rd0
|z|2J(ds dz) <∞ a.s.
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and with compensator µ, generates the filtration (Ft)t∈[0,T ]. Moreover, assume that
J˜ is such that
X(t) := γt+
∫ t
0
∫
(−∞,0)
zJ˜(ds dz)
defines a pure-jump spectrally negative Le´vy process, i.e. a Le´vy process whose
jumps belong to (0,∞) a.s. Once again, we write J˜ := J − µ for the compensated
jump measure.
Recall that, for a Le´vy process, the compensator µ writes
µ(ds dy) = ν(dy)ds.
We assume
∫
(−∞,0) e
2αxν(dx) < ∞. We now introduce the so-called Kella-Whitt
martingale M :
M(t) = ψ(α)
∫ t
0
e−αZ(s)ds+ 1− e−αZ(t) − αX(t),
with X the running maximum of X, Z(t) = X(t)−X(t), α > 0 and
ψ(α) = γt+
∫
(−∞,0)
(e−αx − 1− αx1{|x|<1})ν(dx).
Then M is a martingale (see e.g. Kyprianou [52, Chapter 3, Section 5]). Moreover,
[M,M ]t =
∑
0≤s≤t
|∆X(s)|6=0
e−αX(t)
2
.e|∆X(s)|
2
.
By hypotheses on ν, this quantity is finite, and using Protter [67, Corollary 3,p73],
M is a square-integrable martingale. Moreover, the functional Itoˆ calculus approach
allows us to obtain the following representation:
Theorem 2.5.2. The Kella-Whitt martingale M has the following martingale rep-
resentation formula:
M(t) = E[M(t)] +
∫ t
0
∫
(−∞,0)
e−α(X(s)−X(s))(1− eαy)J˜(ds dy).
Proof. Denote
ψn(α) = γt+
∫
(−∞,− 1
n
)
(e−αx − 1− αx1{|x|<1}ν(dx)),
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and
Xn(t) = γt+
∫ t
0
∫
(−∞,− 1
n
)
zJ˜(ds dz),
and write
Mn(t) := ψn(α)
∫ t
0
e−α(X
n(s)−Xn(s))ds+ 1− e−α(Xn(t)−Xn(t)) − αXn(t).
So Mn is M without the small jumps.
Then Mn is a square-integrable martingale, and Mn converges to M in I2P(µ),
i.e.
E
[|Mn(t)−M(t)|2] −→
n→∞
0.
Noticing that Mn has finite variation and is therefore well defined as a pathwise
integral, and that since X is spectrally negative, it never reaches its maximum when
it jumps, we compute
(∇JMn)(t, z) = e−α(Xn(s−)−Xn(s−))(1− eαz),
which – by using the martingale representation formula – yields
Mn(t) =
∫ t
0
∫
(−∞,0)
e−α(X
n(t−)−Xn(t−))(1− eαz)J˜(dsdz).
To continue: when using functional Itoˆ calculus, pathwise computations – when
available – are fairly straigthforward. But the price one has to pay for that is to be
able to justify the convergence in I2P(µ) of an approximating martingale sequence to
the desired one. This is the focus of the rest of this example. We have:
E[|M(T )−Mn(T )|2] ≤11E[(ψ(α)− ψn(α))2(
∫ T
0
e−α(X(s)−X(s))ds)2] (2.5.1)
+ 11E[(ψn(α))2(
∫ T
0
e−αX(s)(eαX(s) − eαXn(s))ds)2] (2.5.2)
+ 11E[(ψn(α))2(
∫ T
0
eαX(s)(e−αX(s) − e−αXn(s))ds)2]
(2.5.3)
+ 11E[e−2αX(t)(eαX(t) − eαXn(t))2] (2.5.4)
+ 11E[e2αX
n(t)(e−αX(t) − e−αXn(t))2] (2.5.5)
+ 11α2E[(X(t)−Xn(t))2]. (2.5.6)
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We shall now show that all terms on the left-hand side tend to zero. Results in
Dia [28] on small-jump truncations approximations prove useful here, and we use
several of them. Term (2.5.6) tends to zero: the proof relies on noticing the residual
X(t) − Xn(t) is a martingale and using Doob’s martingale inequality for the sup
(see Dia [28], proof of proposition 2.10). In term (2.5.1), notice that the integrand
is always less than 1. Hence
E[(ψ(α)− ψn(α))2(
∫ T
0
e−α(X(s)−X(s))ds)2] ≤ T 2E[(ψ(α)− ψn(α))2]
= E[(
∫
(− 1
n
,0)
eαx − 1− αx1|x|<1ν(dx))2],
and the integral is deterministic, so the expectation vanishes, and this term tends
to zero. Taking term (2.5.4),
E[e−2αX(t)(eαX(t) − eαXn(t))2] ≤ e−αX(0)E[(eαX(t) − eαXn(t))2]
= e−αX(0)E[e2αX(t) + e2αX
n(t) − 2eαXn(t)eαX(t)].
Moreover, by Proposition 2.2 in Dia [28], e2αX
n(t) converges to e2αX(t) in the following
norm:
‖e2αX(t) − e2αXn(t)‖L1 := E[|e2αX(t) − e2αXn(t)|] −→
n→∞
0.
Also,
−E[eαXn(t)eαX(t)] ≤ −E[eαXn(t)]E[eαX(t)],
and by the same proposition again, eαX
n(t) → eαX(t) in L1. Hence, the nonnegative
term (2.5.4) is bounded from above by a quantity tending to zero.
Concerning term (2.5.5),
E[e2αX
n(t)(e−αX(t) − e−αXn(t))2] ≤ E[e4αXn(t)] 12E[(eαX(t) − eαXn(t))4] 12 ,
= e2ψ
n(α)tE[(eαX(t) − eαXn(t))4] 12 ,
by Cauchy-Schwarz and the definition of the characteristic exponent. Moreover
E[(eαX(t) − eαXn(t))4]
=E[e4αX(t) − 4e−3αX(t)−αXn(t) + 6e−2αX(t)−2αXn(t) − 4e−αX(t)−3αXn(t) + e−4αXn(t)].
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Also
−4E[e3αX(t)+αXn(t)] and − 4E[e−αX(t)−3αXn(t)]
both tend to −4E[e−4αX(t)], using Proposition 2.2 in Dia [28] once more. Finally,
6E[e−2αX(t)−2αX
n(t)] ≤ 6E[e
−4αX(t)] + E[e−4αXn(t)]
2
which tends to 3E[e−4αX(t)] . Summing up, term (2.5.5) tends to zero.
Regarding (2.5.2), by the mean value theorem :
E[(ψn(α))2(
∫ T
0
e−α(X(s)(eαX(s) − eαXn(s))ds)2]
= (ψn(α))2E[T 2(e−α(X(t0)(eαX(t0) − eαXn(t0))2]
for some t0 in [0, T ], and we conclude by the same argument as in term (2.5.4).
Using the mean-value theorem on term (2.5.3) in a similar fashion and proceeding
as in (2.5.5), we conclude that Mn →M in I2P(µ).
Notice in passing that ∇JMn converges in L2P(µ) to
∇PJM(t, z) := e−α(X(t)−X(t))(1− eαz).
the proof follows exactly the same lines as terms (2.5.2) and (2.5.3). This yields the
martingale representation formula for the Kella-Whitt martingale:
M(t) = E[M(t)] +
∫ t
0
∫
(−∞,0)
e−α(X(s)−X(s))(1− eαy)J˜(ds dy).
2.5.4 Supremum of a Le´vy process
A martingale representation for the supremum of a Le´vy process was provided by
Shiryaev and Yor [73] and the proof relies on the Itoˆ formula. Recently, Re´millard
and Renaud [70] reproved the result using Malliavin calculus. In this section, we
derive the representation using the Functional Itoˆ operators instead.
Let us introduce the filtered probability space (Ω,F ,F,P), where the filtration
is generated by a Brownian motion W and a Poisson measure J with compensator
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µ. Let us then consider R, the square-integrable Le´vy process defined by
R(t) = R(0) + µt+ σW (t) +
∫ t
0
∫
(−1,0)∪(0,1)
zJ˜(ds dz) +
∫ t
0
∫
|z|≥1
zJ(ds dz).
For T > 0, we are interested in finding a martingale representation for its running
supremum at T , R(T ) := sup0≤s≤T R(s).
Theorem 2.5.3.
R(T ) = E[R(T )] +
∫ T
0
∇PWP (t)dW (t) +
∫ T
0
∫
R0
∇PJP (t, z)J˜(dt dz), (2.5.7)
with
∇PJP (t, z) =
∫ R−R(t)
R−R(t)−z
FT−t(u)du,
∇PWP (t) = σFT−t(R(T )−R(t)),
and where FT−t(u) = P(R(T − t) ≤ u).
To prove the above theorem, we consider the process
P (t) = E
[
RT
∣∣Ft] .
We start from the same point as Shiryaev-Yor and Re´millard-Renaud. Using the
properties of Le´vy processes, one can show that:
P (t) = R(t) +
∫ ∞
R(t)−R(t)
FT−t(u)du,
where FT−t(u) = P(R(T − t) ≤ u).
As in the previous example, we focus first on the computations with a process
Rn that corresponds to R with all the jumps of size less than 1/n truncated:
Rn(t) = Rn(0) + µt+ σW (t) +
∫ t
0
∫
z∈( 1
n
,1)
zJ˜(ds dz) +
∫ t
0
∫
|z|≥1
zJ(ds dz),
and introduce
P n(t) := E
[
RnT
∣∣Ft] . = Rn(t) + ∫ ∞
Rn(t)−Rn(t)
FT−t(u)du), (2.5.8)
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where FT−t(u) = P(R(T − t) > u).
One sees that P n has a functional representation that is not vertically differen-
tiable at the points where Rn reaches its supremum, because the supremum itself
is not vertically differentiable at these points. To remedy this, we introduce the
following Laplace softsup approximation defined below.
Lemma 2.5.4. For a ca`dla`g function f , the associated Laplace softsup
L(f, t) :=
1
a
log(
∫ t
0
eaf(s)ds)
satisfies
lim
a→∞
La(f, t) = sup
0≤s≤t
f(s).
Proof. This result can be found for continuous functions in Mo¨rters-Peres ([58],
Lemma 7.30). The proof is similar in the ca`dla`g case.
1
a
log(
∫ t
0
eaf(s)ds) ≤ 1
a
log(t sup
0≤s≤t
eaf(s)) = sup
0≤s≤t
f(s) +
log(t)
a
, (2.5.9)
using continuities of the exponential and logarithm functions. Having a→∞ yields
the “≤” inequality. For the converse inequality, let us consider two cases.
In the first case, let us assume that the supremum is attained at a certain point,
i.e. there exists t0 such that f(t0) = max0≤s≤t f(s). Then, by right-continuity of f ,
for any  > 0, there exists δ > 0 such that f(r) ≥ f(t0)−  for r ∈ (t0, t0 + δ). So
1
a
log(
∫ t
0
eaf(s)ds) ≥ 1
a
log(
∫ t0+δ
t0
eaf(s)ds)
≥ 1
a
log(
∫ t0+δ
t0
ea(f(t0)−)ds)
= f(t0)− + log(δ).
Taking the limit a→∞ yields the result, as  is arbitrary.
In the second case where the sup is not reached, the ca`dla`g property of f entails
that there exists t1 such that
sup
0≤s≤t
f(s) = lim
u→t1
u<t1
f(u) =: f(t1−).
Then, for any , there exists δ > 0 such that f(r) ≥ f(t1)− for r ∈ (t1−δ, t1), since
f is la`g. Using the same computations as in the first case, this yields the result.
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Lemma 2.5.5. For a Le´vy process R, and any t > 0, one has
lim
a→∞
E[|La(R, t)−R(t)|2] = 0.
Proof.
E[|La(R, t)−R(t)|2] = E[|La(R, t)|2] + E[|R(t)|2]− 2E[La(R, t)R(t)].
Moreover, for a > 1, and referring to Equation2.5.9, we have
La(R, T ) ≤ R(T ) + log(T )
a
≤ R(T ) + (log(T ))+,
entailing, by dominated convergence,
lim
a→∞
E[La(R, T )] = R(T ),
and
lim
a→∞
E[|La(R, T )|2] = E[|R(T )|2],
thus yielding convergence.
Going back to P n, we introduce the process Y a,n(t):
Y a,n(t) := La(Rn, t) +
∫ ∞
La(Rn,t)−Rn(t)
FT−t(u)du. (2.5.10)
Lemma 2.5.6. For any t, Y a,n(t) is square integrable, and
lim
a→∞
E[|Y a,n(t)− P n(t)|2] = 0.
Proof. The square-integrability of Y a,n stems from the previous lemma, using that
La(Rn, t) ≤ Rn(t) + (log(T ))+ for a > 1. Now,
E[|Y a,n(t)− P n(t)|2] ≤ 2E[|La(Rn, t)−R(t)|2] + 2E[|
∫ Rn(t)−Rn(t)
La(Rn,t)−Rn(t)
FT−t(u)du|2].
We get the following inequality:
[|
∫ Rn(t)−Rn(t)
La(Rn,t)−Rn(t)
FT−t(u)du|2] ≤ E[|La(Rn, t)−Rn(t)|2],
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by bounding the integrand by 1 in the left-hand side. So
E[|Y a,n(t)− P n(t)|2] ≤ 4E[|La(Rn, t)−Rn(t)|2].
Taking the limit a→∞ and using Lemma 2.5.5 yields
lim
a→∞
E[|Y a,n(t)− P n(t)|2] = 0.
Since Y a,n is square integrable and has a pathwise functional representation, this
allows one to compute explicitly the operators:
∇J(Y a,n)(t, z) =
∫ La(Rn,t)−Rn(t)
La(Rn,t)−Rn(t)−z
FT−t(u)du,
and
∇W (Y a,n)(t) = lim
h→0
1
h
∫ La(Rn,t)−Rn(t)
La(Rn,t)−Rn(t)−σh
FT−t(u)du = FT−t(La(Rn, t)−Rn(t)).
As in Lemma 2.5.6, we can show that
lim
a→∞
∇J(Y a,n)(t, z) =
∫ Rn−Rn(t)
Rn−Rn(t)−z
FT−t(u)du,
lim
a→∞
∇W (Y a,n)(t) = σFT−t(Rn(t)−Rn(t)),
and these quantities must equate to ∇JP n and ∇WP n respectively.
We can conclude that, at time T ,
P n(T ) = Rn(T ) = E[P n(T )] +
∫ T
0
∇WP n(t)dW (t)
+
∫ T
0
∫
(−∞,− 1
n
)∪( 1
n
,∞)
∇JP n(t, z)J˜(dt dz),
with the integrands defined as above.
In case the Le´vy process has finite activity, we are done, as for n large enough,
P n = P . Otherwise, all that remains is to remove the truncation of the small jumps.
In this case, this is straightforward, as
E[|P n(T )− P (T )|2] = E[|Rn(T )−R(T )|2],
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which tends to zero, using the result of Dia [28, page 11]. This yields the convergence
of ∇WP n and ∇JP n to ∇WP and ∇JP , which we need to compute. As Rn → R
a.s., we also have that Rn → R a.s., and ∇PP is computable in a straightforward
way:
∇PJP (t, z) =
∫ R−R(t)
R−R(t)−z
FT−t(u)du.
Regarding ∇PWP , if σ = 0 then ∇PWP ≡ 0. Assuming σ 6= 0 from now on, then
a good candidate is σFT−t(R(t)−R(t)). Let us investigate the convergence:
|FT−t(R(T )−R(t))− FT−t(Rn(T )−Rn(t))|2
≤ 2|FT−t(R(t)−R(t))− FT−t(Rn(t)−R(t))|2 (2.5.11)
+ 2|FT−t(Rn(t)−R(t))− FT−t(R(T )−Rn(t))|2. (2.5.12)
Rewriting term (2.5.11), we have∫ T
0
|FT−t(R(t)−R(t))− FT−t(Rn(t)−R(t))|2ddt
=
∫ T
0
|P (R(t) > R(t)−R(T − t))− P (R(t) > Rn(t)−R(T − t))|2dt,
which converges to zero by dominated convergence since R
n → R a.s. As for term
(2.5.12):∫ T
0
|FT−t(R(t)−R(t))− FT−t(R(T )−Rn(t))|2dt
=
∫ T
0
|P (R(t) > Rn(t)−R(T − t))− P (Rn(t) > Rn(t)−R(T − t))|2dt
≤
∫ T
0
sup
x∈R
|P (R(t) > x)− P (Rn(t) > x)|2dt,
and this quantity tends to zero by dominated convergence and using Proposition
2.10 in Dia [28]. We thus obtain the following representation of the supremum of a
Le´vy process:
P (T ) = R(T ) = E[P (T )] +
∫ T
0
∇PWP (t)dW (t) +
∫ T
0
∫
R0
∇PJP (t, z)J˜(dt dz),
with
∇PJP (t, z) =
∫ R−R(t)
R−R(t)−z
FT−t(u)du,
∇PWP (t) = σFT−t(R(T )−R(t)).
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2.6 A density result
In this subsection, we prove that the simple random fields are dense in L2P(µ) for a
fairly general measure µ. This is a common result in the continuous case (see Steele
[76]) that extends to Le´vy compensators using some isometry properties between
Hilbert spaces (Applebaum [3]). To the best of our knowledge, such a result is not
proved when one allows the (continuous) compensator to be random and/or time-
inhomogeneous. For completeness, we should deal with it here. On a given filtered
probability space (Ω,F ,F,P), and throughout this section, f denotes a random field
f : [0, T ]× Rd0 × Ω→ R
Before stating the theorem, let us first make some assumptions:
Assumption 2.6.1 (Atomlessness in time). The measure
µ : B([0, T ]× Rd0)× Ω→ R
satisfies the hypotheses of atomlessness : for all ω ∈ Ω and A ∈ Rd, for any s ∈ [0, T ]
µ({s} × dz, ω) = 0.
Assumption 2.6.2 (σ-finiteness). For all ω ∈ Ω, µ is finite on every Borel set
A×B ∈ B([0, T ]× Rd0) such that 0 6∈ B (B denoting the closure of B).
Theorem 2.6.3. Define R the set of simple random fields of the form
ψ(t, z, ω) =
n,m∑
i,k=1
ψik(ω)1(tni (Zk,ω),tni+1(Zk,ω)](t)1Zk(z),
with the ψij Fti-measurable, the Zk disjoint Borel sets such that 0 6∈ Zk, and the
(tni )
22
n
i=0 finite stopping times given by
tni (K,ω) = inf{t ∈ [0, T ]|µ([0, t]×K,ω) ≥ i2−n}∧T∧inf{t ∈ [0, T ]|µ([0, t]×K,ω) ≥ 2n}
for any Borel set K of Rd0 such that 0 6∈ K.
Then R is dense in L2P(µ).
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Remark 2.6.4. We shall just write tni for t
n
i (ω, Z) to alleviate the notation when
there is no risk of confusion.
The rest of this section is devoted to proving the above theorem.
Let us consider a random field f : [0, T ] × Rd0 × Ω → Rd, f ∈ L2P(µ). We first
assume that f is bounded. Let (Zj)j∈N be a sequence of sets of Rd0, 0 6∈ Zj, such
that for all j and all ω ∈ Ω, µ([0, T ] × Zj) < ∞. This is possible because of the
σ-finiteness of µ stemming from Assumption 2.6.2.
Remark 2.6.5. Notice that if µ is a predictable measure, then the stopping times
defined above are also predictable.
We introduce the following family of operators, for all integers m,n ≥ 1, define:
Anm(f)(t, z)
=
22
n−1∑
i=1
m∑
k=1
1(tni (Zk,ω),tni+1(Zk,ω)](t)1Zk(z)
µ((tni−1(Zk, ω), t
n
i (Zk, ω)]× Zk, ω)
·
(∫
(tni−1(Zk,ω),t
n
i (Zk,ω)]×Zk
f(s, y, ω)µ(ds dz, ω)
)
,
with the convention that 0/0 = 0, which occurs when tni−1 = t
n
i . Notice that for all
n,m, Anm(f) belongs to R. Moreover, it satisfies the following useful properties:
Lemma 2.6.6. For f bounded and L2P(µ)-integrable,
1. ‖Amn(f)‖∞ ≤ ‖f‖∞;
2. ‖Amn(f)‖L2P(µ) ≤ ‖f‖L2P(µ).
Proof. 1. For all ω, there are three cases to be considered:
(a) for all z 6∈ ∪mk=1Zk, then Amn(f) = f = 0;
(b) for all t ∈ (T ∧ 22n , T ], Amn(f) = 0 ≤ |f |;
(c) otherwise, for all ω,
Amn(f)(t, z, ω) =
1
µ((ti∗−1, ti∗ ]× Zk∗ , ω)
∫
(ti∗−1,ti∗ ]×Zk∗
f(s, y, ω)µ(ds dy, ω),
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for a unique couple (i∗, k∗) with i∗ ∈ 0..22n − 1 and k∗ ∈ 1..m such
that (t, z) ∈ (ti∗ , ti∗+1] × Zk∗ . That is, Amn(f) is the average of f over
(ti∗−1, ti∗ ] × Zk. So by the very definition of the average, there exists a
point (t0, z0), with t0 ∈ (ti∗−1, ti∗ ]× Zk, such that the value of Amn(f) is
lower than the value of |f | at that point.
This implies that ‖Amn(f)‖∞ ≤ ‖f‖∞.
2. To alleviate the notation, let us write
cik =
1
µ((tni−1, t
n
i ]× Zk, ω)
(∫
(tni−1,t
n
i ]×Zj
f(s, y, ω)µ(ds dz, ω)
)
.
Thus, for all ω
c2ik ≤
1
µ((tni−1, t
n
i ]× Zk, ω)
∫
(ti−1,ti]×Zk
f 2(s, y, ω)µ(ds dy, ω)
by Cauchy-Schwarz.
Since all the [tni−1(Zk, ω), t
n
i (Zk, ω)]× Zk are disjoint,
A2mn(f) =
22
n−1∑
i=1
m∑
k=1
c2ik1(ti,ti+1](t)1Zk(z).
Integrating,
E[
∫
[0,T ]×Rd0
Amn(f)(s, y, ·)µ(dsdy, ·)]
= E[
22
n−1∑
i=1
m∑
j=1
µ((tni , t
n
i+1]× Zj, ·)
µ((tni−1, t
n
i ]× Zj, ·)
(
∫
(tni−1,t
n
i ]×Zj
f(s, y, ·)µ(ds dz, ·))].
Now, we have two cases to consider:
1. for a given k, if tn
22
n (Zk, ω) < T , then by construction, for all i,
µ((tni , t
n
i+1]× Zk) = µ((tni−1, tni ]× Zk) = 2−n;
2. otherwise, there exists an index i∗(k) such that tni∗(k) < T and t
n
i = T for all
i ≥ i∗(k). Hence for a given k, all the terms of time index greater than i∗(k)
are null. This implies two things:
∀i < i∗(k), µ((tni , tni+1]× Zk) = µ((tni−1, tni ]× Zk) = 2−n,
µ((tni∗(k), t
n
i∗(k)+1]× Zk) ≤ µ((tni∗(k)−1, tni∗(k)]× Zk) = 2−n.
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In any case, we obtain
‖A2mn(f)‖L2P(µ) ≤ E[
22
n−1∑
i=1
m∑
j=1
(
∫
(tni−1,t
n
i ]×Zj
f 2(s, y, ·)µ(dsdz, ·))] ≤ ‖f‖L2P(µ).
Remark 2.6.7. We can see here why we needed to define the tni as a random par-
tition: it is so that the operator Amn(f) defines a contraction in L2P(µ). In fact, this
is actually the only reason; in the case where µ is a Le´vy compensator, for example,
the fact that µ is time-homogeneous and independent of ω would allow taking the
partition deterministic and Lebesgue-equidistant in time. If µ is deterministic but
time-inhomogeneous, then the tni can be taken deterministic and µ-equidistant, since
we know the value of µ([0, T ]×B) for any measurable set B from the start.
We are now ready to prove the important part:
Lemma 2.6.8. For a bounded function f ,
lim
n→∞
‖Amn(f)− f‖L2P(µ) = 0.
We start by introducing the operator
Bmn(f)(t, z, ω) :=
22
n∑
i=1
m∑
k=1
1(tni−1,tni ](t)1Zk(z)
µ((tni−1(Zk, ω), t
n
i (Zk, ω)]× Zk, ω)
(∫
(tni−1,t
n
i ]×Zk
f(s, y, ω)µ(ds dz, ω)
)
.
Notice that Bmn(f) is not a simple predictable process: it is actually anticipative.
However,
(Bmn(f)(., ∗, ω))n≥0
is a martingale, when defined as a discrete-time martingale on the right space.
We first prove three auxiliary lemmas.
Lemma 2.6.9. Fix ω and define a new probability space (Ω′,F ′ω,m,Qω,m) with
Ω′ω,m = {ω} × [0, T ]× ∪mk=1Zk,
F ′ω,m = {(ω,C × Z), C ∈ B([0, T ]), Z ∈ B(∪mj=1Zk)},
Qω,m(C × Z) = µ(C × Z, ω)
µ([0, T ]× ∪mk=1Zk, ω)
,
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which we equip with the smallest filtration (Fmn )n∈N that makes the functions
t, z 7→
22
n∑
i=1
ci1(tni−1,tni ](t)1Zk(z)
measurable for all k ∈ {1..m}. Then
(Bmn(f)(., ∗, ω))n≥0
is a martingale on this space.
Proof. Notice that in general f is not Fω,m-measurable. However, f1∪mk=1Zk(z) is.
Then, since conditional expectation is just orthogonal projection,
E[f(t, z)1∪mk=1Zk(z)|Fmn ](t, z)
=
22
n−1∑
i=1
m∑
k=1
1(tni−1,tni ](t)1Zk(z)
µ((tni−1, t
n
i ]× Zk, ω)
∫
(tni−1,t
n
i ]×Zk
f(s, y, ω)µ(ds dy, ω)
= Bmn(f)(t, z).
So (Bmn(f))n≥0 is indeed a Fmn -martingale.
Lemma 2.6.10. Let f be bounded and L2P(µ)-integrable. Then
lim
n→∞
‖Bmn(f)− f1∪mk=1Zk(.)‖L2P(µ) = 0.
Proof. For fixed ω, {Bmn(f)(., ∗, ω), n ≥ 0} being a martingale (by Lemma 2.6.9)
allows us to apply the L2(Q)-bounded martingale convergence theorem to conclude
that Bmn(f)(., ∗, ω) converges in L2(Q) except perhaps on a µ-null set. We denote
this limit by Bm∞(f).
Moreover, since f is bounded, dominated convergence gives
lim
n→∞
∫
C×Z
Bmn(f)(s, y, ω)µ(dt dz, ω) =
∫
C×Z
Bm∞(f)(s, y, ω)µ(dt dz, ω)
for all C × Z ∈ B([0, T ]× ∪mk=1Zk).
Also, by definition of the operator Bmn(f), we know that∫
C×Z
Bmn(f)(s, y, ω)µ(ds dy, ω) =
∫
C×Z
f(s, y, ω)µ(ds dy, ω)
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for all C×Z such that (ω,C×Z) ∈ Fma (a ∈ N) and all n ≥ a. Le´vy’s zero-one law
(see e.g. Øksendal [62, Corollary C.9]) gives Bm∞ = f1∪mk=1Zk dµ(., ω)-a.e.
Finally, by dominated convergence, we can take the limit out of the integral:
lim
n→∞
∫
[0,T ]×∪mk=1Zk
|Bmn(f)(s, y, ω)− f(s, y, ω)1∪mk=1Zk(z)|2µ(ds dy, ω).
The result follows on taking expectations and applying dominated convergence once
more.
Lemma 2.6.11. Let f be bounded and L2P(µ)-integrable. For any m and any fixed
l,
lim
n→∞
Amn(Bml(f))(t, z, ω) = Bml(f)(t, z, ω), dP× dµ− a.e.
Proof. We expand Amn(Bml(f)), with n ≥ l:
Amn(Bml(f))(t, z) (2.6.1)
=
22
n−1∑
i=1
m∑
k=1
22
l∑
p=1
m∑
q=1
µ(((tni−1, t
n
i ]× Zk) ∩ ((tlp−1, tlp]× Zq)
µ((tni−1, t
n
i ]× Zk).µ((tlp−1, tlp]× Zq)
.1(tni ,tni+1](t)1Zk(z)))
.
∫
(tlp−1,tlp]×Zq
f(s, y, ω)µ(ds dy, ω).
We now note two things: first, for q 6= k,
µ(((tni , t
n
i+1]× Zk) ∩ ((tlp−1, tlp]× Zq))) = 0.
Moreover, recall that the time grid is refining. This means that since n ≥ l, the
(tli)1≤i≤22l are a subset of (t
n
i )1≤i≤22n . So, for any Zk,
µ(((tni , t
n
i+1]× Zk) ∩ ((tlp−1, tlp]× Zk)))
is either equal to µ((tni−1, t
n
i ]× Zk) or zero. So (2.6.1) is
22
n−1∑
i=1
m∑
k=1
22
l∑
p=1
1(tni ,tni+1](t)1Zk(z)
µ((tlp−1, tlp]× Zk)
.1{(tni ,tni+1]⊂(tlp−1,tlp]}.
∫
(tlp−1,tlp]×Zk
f(s, y, ω)µ(ds dy, ω).
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By the above, this is almost Bml(f). In fact
Amn(Bml(f))(t, z, ω)
= Bml(f)(t, z, ω)1t6∈∪li=1[tli,tli+tn2i(m−l)+1]
+
22
n∑
i=1
Bml(f)(t− tn2i(m−l)+1, z, ω)1t∈[tli,itli+tn2i(m−l)+1].
We note two things. First,
lim
n→∞
Amn(Bml(f))(t, z, ω) = Bml(f)(t, z, ω) (2.6.2)
for all (t, z, ω) such that t 6= tli, i ∈ [0..22n − 1]). Second, for n ≥ l,
|Amn(Bml(f))(t, z, ω)| ≤ |Bml(f)(t, z, ω)|+ |Bml(f)(t− 2−nT, z, ω)|. (2.6.3)
Also, by triangular inequality, we have
|Amn(Bml(f))(t, z, ω)−Bml(f)(t, z, ω)| ≤ |Amn(Bml(f))(t, z, ω)|+ |Bml(f)(t, z, ω)|.
Squaring both sides, integrating with respect to P× µ, and using Equation (2.6.3),
we see that the left-hand side of Equation‘(2.6) is dominated by a fixed integrable
function. By dominated convergence once more, we finally obtain
lim
n→∞
‖Amn(Bml)(f)−Bml(f)‖L2P(µ) = 0,
since µ is atomless in time.
Proof of Lemma 2.6.8. For f bounded, we are now ready to prove that
lim
n→∞
‖Amn(f)− f‖L2P(µ) = 0.
We have
‖Amn(f)−f‖L2P(µ)
≤ ‖Amn(f − f1.∈∪mk=1Zk)‖L2P(µ) + ‖Amn(f1.∈∪mk=1Zk −Bml(f))‖L2P(µ)
+ ‖Amn(Bml(f))− f‖L2P(µ)
≤ ‖f − f1.∈∪mk=1Zk)‖L2P(µ) + ‖f1.∈∪mk=1Zk −Bml(f)‖L2P(µ)
+ ‖Amn(Bml(f))− f‖L2P(µ),
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as Amn is a contraction. So by Lemmas 2.6.10 and 2.6.11, for all l,
lim sup
n→∞
‖Amn(Bml)(f)−Bml(f)‖L2P(µ)
≤‖f − f1.∈∪mk=1Zk‖L2P(µ) + 2‖f1.∈∪mk=1Zk −Bml(f)‖L2P(µ).
Now, since l is arbitrary, the previous expression yields
lim
n→∞
‖Amn(f)− f‖L2P(µ) ≤ 3‖f − f1.∈∪mk=1Zk‖L2P(µ),
since we know Bml(f) → f1.∈∪mk=1Zk when l → ∞. This holds for any m. Letting
m→∞, dominated convergence (since f is bounded) gives
‖f − f1.∈∪mk=1Zk)‖L2P(µ) −→m→∞ 0,
which concludes the proof.
Proof of Theorem 2.6.3. Lemma 2.6.8 proves the theorem of approximation of any
random field f by simple ones in the L2P(µ). To finish proving Theorem 2.6.3, we
consider an unbounded f . We can approximate f by bounded fn as follows. Write
fn(s, y, ω) = f(s, y, ω)1|f(s,y,ω)|≤n.
We now prove that fn converges to f pointwise.
P ◦ µ(
⋃
∈R+∩Q
⋂
n0∈N∗
⋃
n≥n0
{(t, z, ω) : |fn(t, z, ω)− f(t, z, ω)| > })
= P ◦ µ(
⋂
n0∈N
⋃
n≥n0
{(t, z, ω) : |f(t, z, ω)| > n})
= P ◦ µ(
⋂
n0≥1
⋃
n≥n0
{(t, z, ω) : |f(t, z, ω)| > n}).
On the other hand,
∞∑
n=1
(P ◦ µ)(|f(t, z, ω)| > n) ≤
∑
n≥1
‖f(t, z, ω)‖2
n2
,
using the Chebyshev-Markov inequality. In particular, the series converges. So
inf
N≥1
∑
n≥N
(P ◦ µ)(|f(t, z, ω)| > n) = 0.
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Hence
P (
⋂
n0≥1
⋃
n≥n0
{(t, z, ω) : |f(t, z, ω)| > n}) ≤ inf
N≥1
(P ◦ µ)(|f(t, z, ω)| > n)
≤ inf
N≥1
(P ◦ µ)(∪n≥1|f(t, z, ω)| > n)
≤ inf
N≥1
∑
n≥N
(P ◦ µ)(|f(t, z, ω)| > n) = 0.
Remark 2.6.12. In case µ is a measure that charges only {0}, i.e.
m(ds dy, ω) = 10(dy)n({s})ds,
it is possible to proceed with the same demonstration as before, except that we
do not need to be concerned with the Zk’s. By doing so, we end up recovering in
particular the density of the processes
φ(s, ω) =
I∑
i=0
φi(ω)1(ti(ω),ti+1(ω)](t),
in L2P(Leb([0, T ])), with φi Fti measurable and the ti some stopping times.
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Chapter 1
Implied volatility and option
surface modelling in the literature
One of the fundamental procedures in mathematical finance is the construction of the
implied call surface, which is equivalent to modelling the implied volatility surface,
by inversion of the Black-Scholes formula (Gatheral [38]). In practice, such a surface
is only observed on a finite two-dimensional grid of maturity and strikes, i.e. at the
points where market quotes are available. In order to price derivatives instruments
involving values that do not fall onto the grid, it is necessary to be able to refine
the resolution of the surface. As a first approximation, common practice is to use
spline interpolation between the points to recover a whole smooth surface. There
are, however, some restrictions on the space of admissible solutions: call surfaces
have to be subject to some no-arbitrage constraints across maturities and strikes
(Carr-Madan[16], Davis-Hobson[26]). In that regard, cubic spline-interpolation of
the call surface introduces arbitrage.
Rather than focusing on call surfaces, the literature has a tendency to deal with
modelling the implied volatility surface directly. As this problem is a very important
one, it is not surprising that many approaches have been proposed in the literature
to address the modelling of the volatility surface. In Fengler [34], an arbitrage-free
smoothing of the call surface relying on least-square minimisation with smoothness
penalty is suggested. See also Orosi [63] for a empirical evaluation of such a method-
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ology. Another approach, based on penalised Lp-norm, was introduced in Fengler-
Hin [35]. In a recent article, Gatheral and Jacquier [39] exhibited a parametrisation
of the volatility surface, and give conditions for the parametrised surface to be free
of calendar-spread and butterfly-spread arbitrage. All these approaches allow one to
obtain an arbitrage-free surface, while aiming at being not too far from the original
market quotes.
The inherent difficulty in these approaches is that the no-arbitrage conditions on
the implied volatility surface are highly nonlinear, while working with call surfaces
gives — as we shall recall later — only linear no-arbitrage constraints.
This chapter is devoted to recalling the preliminaries on option and implied-
volatility surfaces, as well as reviewing the main nonparametric approaches of the
literature addressing this problem. We claim no new result in this chapter.
1.1 Volatility and option surfaces in finance
1.1.1 Option- and implied-volatility surface
Denote F (T ) the unit forward value at maturity T , and D(T ) the value of a unit
zero-coupon bond with maturity T . Then one usually writes
F (T ) = erTT−qTT , D(T ) = e−rTT ,
where rT and qT denote the risk-free interest rate and the dividend yield for maturity
T , respectively. The Black-Scholes formula gives the price of a call option as a
function of the underlying volatility
CBS : σ 7→ SD(T )F (T )N (d1)−Ke−rTTN (d2)
for given spot S, strike K, maturity T , risk-free rate rT and dividend-yield qT , with
N the standard normal cumulative distribution function and
d1 =
1
σ
√
T
(ln
S
K
+ (r − q + σ
2
2
)T ), d2 = d1 − σ
√
T ,
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The implied volatility surface gives the values σˆ(T,K) such that the quan-
tity CBS(T,K, σˆ(T,K)) recovers the market call-option quotes. In other words, the
implied-volatility surface σˆ is obtained through the Black-Scholes inversion of the
call surface:
σˆ(T,K) = C−1BS(T,K).
For pricing and hedging purposes, obtaining the arbitrage-free implied-volatility
surface (or equivalently the call-option surface) is a problem of practical importance.
While no-arbitrage conditions on the implied volatility surface are highly nonlinear
(Roper [71]), absence of arbitrage on the call-option surface is guaranteed by the
following set of conditions (see e.g. Fengler [34]): We denote by F (T ) the forward
value of the underlying at time T and by D(T ) the value of a unit zero-coupon bond
expiring at maturity T .
1. Convexity: for all T , the mapping K 7→ C(K,T ) is convex. The reason is
the following: Consider three call options C(K1), C(K2) and C(K3) such that
K1 < K2 < K3. One can then construct the butterfly derivative instrument
Bf (K1, K2, K3) := (K3 −K2)C(K1)− (K3 −K1)C(K2) + (K2−K1)C(K3),
(1.1.1)
whose payoff is given in Figure 1.1.
Figure 1.1: The payoff of an asymmetric butterfly, with K1 = 100,K2 = 120 and
K3 = 150.
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As one can see, this payoff is nonnegative. A breach in convexity entails that
one can find three strikes and create such a butterfly position for a nonpositive
price, hence an arbitrage.
2. Absence of Calendar-spread arbitrage: for two maturities T1 < T2 and any
strike KT1 , denote KT2 its forward value at maturity T , namely
KT2 = KT1 · F (T2)
F (T1)
.
Then we need the mapping T 7→ C(KT , T ) to be non-decreasing. To see that,
take two strikes C(KT1 , T1) and C(K
T2 , T2) with T1 < T2 and
KT2 = KT1F (T2)/F (T1).
Then, if one were to buy a call C(KT2 , T2) and sell an amount
D(T2)F (T2)/(D(T1)F (T1))
of calls C(K1, T1). At time T1, if the underlying value S(T1) is less than K
T1 ,
then the final payoff is just C(KT2 , T2) > 0; otherwise, the position at T1 is
C(KT2 , T2)− D(T2)F (T2)
D(T1)F (T1)
(S(T1)− F (T1)
F (T2)
KT2),
which is equal to a put option with maturity T2 and strike K
T2 by put-call
parity. A put option having a nonnegative payoff, this position must also be
nonnegative. So in either case, we need this position to be nonnegative.
3. Monotonicity: we need
−D(T ) ≤ ∂C
∂K
(K,T ) ≤ 0.
The left-hand side inequality means that an infinitesimal increase in the strike
— which induces the same infinitesimal decrease in the final payoff — must
produce at most this (discounted) decrease on the current price of the call.
The right-hand side inequality means that, all else equal, a call with higher
strike will always have a lower payoff than a call with lower strike.
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4. Payoff bounds: for S the current price of the underlying, for all K,T , we need
(D(T )F (T )S −KD(T ))+ ≤ C(K,T ) ≤ SD(T )F (T ).
The first inequality means that the value of the call today must be nonnegative
(since its payoff will always be nonnegative) and higher than the value of a
forward contract with the same strike. The second inequality states that the
value of a call with always yield less than simply holding the stock, adjusted
by dividends.
5. Final value: C(K, 0) = (S − K)+, i.e. “the value of the is the value of its
payoff”.
If we consider a grid-discretisation of the above, i.e. a surface C(Ki, Tj) of original
call-option quotes over a set of given strikes and maturities (Ki, Tj)
j=1..MT
i=1..MK
, it is worth
noticing that when imposing the constraints on a finite grid (as is necessary from
a numerical perspective), differential operators become finite-difference operators,
and so all the above constraints remain linear in C. For example, the convexity in
strike becomes
C(Ki−1, Tj)− Ki+1 −Ki−1
Ki+1 −Ki C(Ki, Tj) +
Ki −Ki−1
Ki+1 −KiC(Ki+1, Tj) ≥ 0.
Remark 1.1.1. It is to be noted that when enforcing constraints on a grid, some
constraints may be redundant. For example, if the grid is a grid of forward strikes
(see subsequent Assumption 2.1.1), Condition 4 on the bounds is already enforced
for almost all strikes and maturities by combining Conditions 2 and 3. Depending
on how the grid of maturities and strikes is designed, this can lead to significant
reduction on the number of constraints.
1.1.2 The local volatility surface
The concept of local volatility traces back to Dupire [30], where it was discovered
that there exists a unique volatility process that is consistent with market quotes.
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Assume that the underlying stock-prices follows the following stochastic differ-
ential equation:
dS(t) = µ(t)S(t)dt+ σloc(t, S(t))S(t)dW (t),
where W is an standard Brownian Motion, and σ is the function to be estimated.
Recall that we have written rT and qT represent the risk-free rate and the divi-
dend yield for time horizon T respectively.
It can then be shown that σloc takes the following expression.
σloc(T,K) =
√√√√2 ∂C(T,K)∂T + qTC + (rT − qT )K ∂C∂K
K2 ∂
2C
∂K2
, (1.1.2)
In practice, the local volatility surface allows one to simulate a process consistent
with market quotes, and use it for exotic option pricing via Monte-Carlo and Partial
Differential Equations (PDE) methods. It can also be used to inspect the of quality
of fit of a model to the data.
1.2 Nonparametric approaches to call-option sur-
face modelling
As was mentioned previously, the no-arbitrage conditions on implied-volatility sur-
faces are highly nonlinear. For that reason, modelling the implied volatility surface
requires some sort of model, the parameters thereof one calibrates to the market.
Common parametric models include SABR (see e.g. Clark [18, Section 6.3.5]) or
SVI (Gatheral-Jacquier [39]).
Working with call-option surfaces instead has the advantage of enforcing lin-
ear inequality constraints, which are more tractable, and opens the way to non-
parametric modelling. The rest of this subsection is devoted to a review of these
nonparametric approaches, which guarantee absence of arbitrage in the recovered
surface.
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1.2.1 Spline interpolation
Assuming one starts with a coarse call-option surface that is free of arbitrage, then
linearly interpolating between the points ensures preserving absence of arbitrage
(this interpolation is actually the upper bound for a model-independent surface, see
Davis-Hobson[26]). However, such an interpolation returns a local-volatility surface
that is not smooth; the consequence is that one obtains sensitivities such as θ :=
∂C/∂T or the state-price distribution ∂2C/∂2K that are not smooth, and so linear
interpolation does not accurately capture market features. A practical consequence
is that one cannot recover a local-volatility surface from such an interpolation.
In order to perform a smooth interpolation, common practice is to use cubic
splines. Assume that one has a sequence of strike/call-price points (ki, C(ki))
n+1
i=0 .
Then, a cubic spline interpolation (see e.g. Bingham-Fry [9]) of these is given by a
function g defined as
g(x) =
n∑
i=1
1[ki,ki+1)si(x),
si(x) = di(x− ki)3 + ci(x− ki)2 + bi(x− ki) + ai.
Moreover, the ai,bi,ci and di are chosen such that the derivatives up to order two
of adjacent si coincide:
si−1(ki) = si(ki) = C(ki), (1.2.1)
s′i−1(ki) = s
′
i(ki),
s′′i−1(ki) = s
′′
i (ki).
When enforcing the second derivative to be zero at the interval bounds, one then
speaks about natural cubic splines.
If one has different time-slices of option data, a second cubic-spline interpolation
can then be made in the time-direction.
While they take care of the aforementioned differentiability issue, cubic splines as
such are not shape-preserving: in particular, they can oscillate between interpolated
points, and convexity in the space direction is lost. To illustrate this, we take a slice
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of calls on the HKD/USD spot rate with expiry one week for which we know the
bid-ask price, and we use spline interpolation on the volatility mid-price. See Figure
1.2. Convexity is lost, as is shown by the density becoming negative further in the
tails.
Figure 1.2: Left: the spline-interpolation (in blue) of the one-week HKD/USD call
mid-prices, on 19. January 2016. Green crosses indicate market bid prices and red
crosses indicate market ask prices. Right: The corresponding state-price “density”,
taking negative values, indicating presence of butterfly arbitrage.
Moreover, a necessary condition (but not sufficient, as seen above) is to have
market points that do not contain arbitrage to begin with. A way to work around
this is to use splines for approximation rather than interpolation; this is the topic
we shall introduce now.
Spline approximation
Nonparametric approaches have appeared in different forms in the work of Fengler
and coauthors [34, 35]. In Fengler [34], the idea is to fit splines as the solution of
a constrained, regularised least-squares problem. Consider just one fixed maturity
for the time being. The idea consists in relaxing the fitting constraint of (1.2.1) into
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simply
si−1(ki) = si(ki),
i.e. not forcing the matching to original market points, and to solving
min
g cubic spline
n+1∑
i=0
|ci − g(ki)|2 + λ
∫ Kmax
Kmin
g′′(s)ds,
subject to no-arbitrage constraints.
(1.2.2)
It also turns out that a natural cubic spline is entirely characterised by the
vectors
g := g(ki)
n+1
i=0 and γ := g
′′(ki)n+1i=0 .
Some conditions need to be imposed on g and γ for them to define an admissible
natural cubic spline. Following Fengler’s notation and matrix indexing conventions,
write
hi = ki+1 − ki,
and define the tridiagonal matrix Q ∈ Rn×(n−2) with indices i ∈ 1, · · · , n − 1 and
j ∈ 2, · · · , n− 1 respectively by
qi−1,j = h−1i−1, qi,i = −h−1i−1 − h−1i , qi,i+1 = h−1i ,
and the symmetric tridiagonal matrix R ∈ R(n−2)×(n−2) for i, j ∈ 2, · · · , n− 1 by
Ri,i =
1
3
(hi−1 + hi), Ri,j+1 = Ri+1,j =
1
6
hi.
Then one has:
Proposition 1.2.1 (Green-Silverman [41, Section 2.5.]). g and γ follow a natural
cubic spline if and only if
QTg = Rγ,
and then one has ∫ Kmax
Kmin
g′′(x)dx = γTRγ.
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Writing
A :=
 Q
−RT
 and B :=
 In
−λR
 ,
then the solution of the program (1.2.2) can be rewritten in quadratic form. With
the no-arbitrage constraints explicited in (1.1.1), the problem to be solved becomes

min
g cubic spline
−yTx+, 1
2
xTBx
subject to
ATx = 0,
γ ≥ 0 (convexity),
g2 − g1 ≥ −e−rt,T−t(T−t)(k2 − k1),
gn − gn−1 ≥ 0,
g1 ≥ e−qt,T−t(T−t)S(t)− e−rt,T−t(T−t)k1,
g1 ≥ e−rt,T−t(T−t)S(t),
gn ≥ 0.
When working with several time periods, the idea is to solve the problem with
the longest maturity Tn, and iterate backwards, making sure that the m
th slice with
maturity Tm lies lower than the (m+ 1)
th one (with higher maturity Tm+1) that has
just been obtained, i.e. replacing
g1 ≥ e−rt,T−t(T−t)dtS(t)
by
g
(m)
i ≥ e
∫ Tm+1
Tm
q(t,T−t)dtg(m+1)i .
B-spline interpolation
Another type of surface-fitting that relies on B-splines was recently presented in
Fengler-Hin [35]. As usual, starting from a set of option prices (Ci)
n
i=1 with respective
forward moneyness strikes (i.e. strikes divided by the forward of the underlying) and
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maturities (ki, ti)
n
i=1, the purpose is to fit a model
Ci = z0(ki, ti) + i,
where z0 : [k, k]× [T , T ]→ (0, 1] is the call-price surface to be found, assumed free
of arbitrage. Here, i denotes an error term, and ((ki, ti), Ci)
n
i=1 are assumed to be
n i.i.d realisations of a multidimensional random variable ((k, T ), C).
One-dimensional B-splines are defined as follows:
Definition 1.2.2 (B-splines). Denote by ξ a strictly increasing sequence of knots.
The B-splines B are defined by the following recursion:
Bi,0(x) = 1[ξi,ξi+1)(x),
Bi,p(x) =
x− ξi
ξi+p − ξiBi,p−1(x) + (1−
x− ξi
ξi+p − ξi )Bi+1,p−1.
Remark 1.2.3. This makes Bj,p piecewise polynomial of degree p.
Then, a spline curve of degree p1 over the knot sequence ξ = (ξi)
p+q+1
i=0 , which is
p−1-times differentiable, can be expressed as a linear combination of q+1 B-splines:
s(x) =
q∑
i=0
θiBi,p(x).
Applied to the call-option surface problem, the idea is now to use bidirectional
splines, also known as tensor splines, so that both strike and time directions are
covered; for a sequence of knots in forward moneyness ξ and one sequence of knots v
in maturity, the set of constrained tensor B-splines S C(p1, p2, ξ,v) is the set of
functions
s(k, t) =
q1∑
j1=0
q2∑
j2=0
θj1,j2Bj1,p1(k)Bj2,p2(t), (1.2.3)
with θj1,j2 ∈ R, such that
1. s ∈ [0, 1],
2. ∂s
∂k
∈ [−1, 0],
3. ∂
2s
∂k2
≥ 0,
1.2. Nonparametric approaches to call-option surface modelling 96
4. ∂s
∂t
≥ 0.
The goal is now to compute the best B-spline fit in the sense of (possibly pe-
nalised) least squares that satisfies these no-arbitrage conditions, namely, the con-
strained estimator zˆc of z0 defined as
zˆc := arg min
s∈S c(p1,p2,ξ,v)
1
n
n∑
i=1
(Ci − s(ki, ti))2.
Fengler and Hin also introduce a penalised estimator, in order to deal with
possible ill-posedness of the problem:
zˆcλ = arg min
s∈S c(p1,p2,ξ,v)
1
n
n∑
i=1
(Ci − s(ki, ti))2 + λ‖θ‖2,
with λ > 0, and θ the vector that contains all coefficients θj1,j2 that appear in the
definition of s ∈ S C(p1, p2, ξ,v).
Then the problem can be rewritten in quadratic form as follows. Write
bp1(k) := (B0,p1(k), · · · , Bq1,p1(k))T ,
bp2(t) := (B0,p2(t), · · · , Bq2,p2(t))T ,
and create
bp1,p2(k, t) := bp1(k)⊗ bp2(t) ∈ R(q1+1)(q2+1)×1
and B ∈ Rn×(q1+1)(q2+1), whose ith row is simply bp1,p2(ki, ti)T .
Finally, write d := BTC with C the vector of original call prices and write
D := BTB + λI, with I the identity matrix (and λ = 0 in the case of the non-
penalised estimator). Then the problem is to find
θˆ = arg min
θ∈R(q1+1)(q2+1)
1
2
θTBθ − θTd
such that
zˆλ = b
TθT ∈ S C(p1, p2, ξ,v).
(1.2.4)
The main difficulty is about implementing the constraint
bTθ ∈ S C(p1, p2, ξ,v).
To solve this problem, Fengler and Hin develop conditions on the knots ξ and v
that enforce no arbitrage conditions.
1.2. Nonparametric approaches to call-option surface modelling 97
Proposition 1.2.4 (Fengler-Hin [35, Proposition 4.2,Corollary 4.5.]). Consider the
spline
s(k, t) =
q1∑
j1=0
q2∑
j2=0
θj1,j2Bj1,p1(k)Bj2,p2(t).
Then
1. A sufficient condition to have convexity in k as well as −1 ≤ ∂s(k, t)/∂k ≤ 0
for any t is given by
−1 ≤ θj1+1,j2 − θj1,j2
ξj1+1 − ξj1
≤ θj1+2,j2 − θj1+1,j2
ξj1+2 − ξj1+1
≤ 0.
2. If θj1,j2+1 ≥ θj1,j2, then s is monotonically increasing in the t-variable.
Finally, the optimal knot selection is performed by a two-step algorithm. The
authors point out that a two-dimensional knot search is too complex in practice, and
so that it is only run in the strike direction; it is argued by Fengler and Hin that a
precise placement of the knots in the time direction is “not essential for capturing
the features of the term structure”.
1. Knot addition: Starting from an initial sequence of knots, find the optimal
knot ξui on each interval [ξi, ξi+1) that minimises a selection criterion such as
Kullback-Leibler (see e.g. Hastie et al.[43, p 561]), the Akaike information
criterion (see e.g. Bingham-Fry[9, Section 5.2.1.]), etc. If adding the knot
improves the criterion by more than a given threshold, add ξui to the knot-
sequence. Repeat this procedure for a certain number of steps, or when no
more knot can be added. Convexity is not imposed at this stage: because it
is “so strong a condition that the knot search breaks down”.
2. Knot replacement and deletion: this steps enforces all no-arbitrage conditions
in the knot selection, by replacing them at places where absence of arbitrage
holds. A knot gets removed if its removal improves the selection criterion more
than relocating it or leaving it unchanged. If relocation improves the criterion,
relocate. Otherwise, no change is made. Perform this for every subinterval
[ξi, ξi+2] with i = p1, · · · , q1 − 1.
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Once these knots are obtained, guaranteeing that the splines defined over the
obtained control net satisfy the no-arbitrage conditions, one can then return to the
quadratic programme 1.2.4.
This procedure being quadratic, one may encounter the drawback that the best
solution in the least-squares sense could be fitting the surface very well at points of
lesser importance, and the error could be concentrated around a point that is heavily
traded. While there could be a case in weighting certain market quotes more or less
heavily depending on the importance of the quote for the trader, doing that gives no
guarantee that the returned fitted quote will lie within the acceptable error bounds
(e.g. the bid-ask spread).
1.2.2 Kernel smoothing and call slice modelling
Kernel smoothing ([43] or [74]) is a common methodology to recover functions in a
nonparametric way.
Assume that one has observations zi of a random variable Z, whose probability
density function fZ with support [a, b] is unknown. The simplest approximation
for fZ that one can make is a histogram: partition the interval [a, b] into κ := 1/h
classes
Ci = [(i− 1)b− a
h
, i
b− a
h
].
Then the histogram estimator fˆH is given by
fˆH(x) =
κ∑
i=1
1Ci(x)
(
n∑
j=1
1Ci(xj)
)
. (1.2.5)
Kernel smoothing is a generalisation of this approach, replacing the indicator
function appearing in (1.2.5) by a more general function K that usually satisfies
1. K integrates to one:
∫
RK(u)du = 1,
2. K is symmetric:
∫
R uK(u)du = 0,
3.
∫
R u
2|K(u)|du <∞,
4.
∫
RK(u)du.
1.2. Nonparametric approaches to call-option surface modelling 99
Classical kernels include
1. Rectangular: K(u) = 1
2
1[−1,1](u),
2. Triangular: K(u) = (1− |u|)1[−1,1](u),
3. Gaussian: K(u) = 1√
2pi
e−
u2
2 ,
4. Epanechinkov: K(u) = 3
4
(1− u2)1[−1,1](u).
This leads to kernel estimators for the probability density function of the form
fˆK(x) :=
1
nh
n∑
i=1
K
(
xi − x
h
)
,
where the bandwidth h determines how much further values influence the estimate
at time x. The bandwidth h can be estimated by cross-validation.
These kernel estimators for probability density functions can then be used for
the purpose of local regression. From a sample of data (xi, yi)i=1,··· ,n, one tries to
characterise the relation
yi = m(xi) + i,
where m is the unknown function to be estimated, and the error terms i are uncorre-
lated, have mean zero and variance σ2. Now, m(x) can be expressed as E[Y |X = x].
Denoting fY |X the conditional density function of Y with respect to X and fX the
density function of X, m can be rewritten as:
m(x) = E[Y |X = x] =
∫
R
yfY |X(y)dy =
∫
R yfX,Y (x, y)dy
fX(x)
.
Taking
fˆKX,Y (x, y) =
1
nh2
n∑
i=1
K(
xi − x
h
)K(
yi − y
h
)
and
fˆKX (x) =
1
nh
n∑
i=1
K(
xi − x
h
)
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as the kernel estimators for fX,Y and fX respectively, one obtains the so-called
Nadaraya-Watson estimator mˆNW for m:
mˆNW (x) =
n∑
i=1
K(xi−x
h
)yi
n∑
j=1
K(
xj−x
h
)
.
In other words, the Nadaraya-Watson fits a weighted-sum estimate to the data.
In particular [74, Section 5.2.1.] if K takes nonnegative values, then the Nadaraya-
Watson estimator is
mˆNW (x) = arg min
θ∈R
1
nh
n∑
i=1
(yi − θ)2K(xi − x
h
).
So mˆNW is essentially the estimator resulting from a weighted locally-constant
regression. A natural extension consists in using weighted local polynomial fit-
ting instead of simply weighted-sum fitting. Considering the following least-squares
problem:
arg min
β∈Rp+1
n∑
i=1
(
yi −
p∑
j=0
βj(x)(xi − x)j
)2
K(
xi − x
h
), (1.2.6)
this yields the local estimates at point x. As one can see, p = 0 recovers the
Nadaraya-Watson estimator.
In a financial context, the previous kernel-estimator methodology need to be
slightly adapted to enforce no-arbitrage constraints. That is the purpose of the
two-step procedure developed by Aı¨t-Sahalia and Duarte [1]. Consider a dataset
{(xi, yi)}i=1,·,n, where the yi are the prices of calls with strike xi.
Define S the underlying price, and rT and qT the interest and dividend rates at
horizon T respectively.
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The first step consists in finding prices (mi)i=1,··· ,n satisfying

min
m∈Rn
n∑
i=1
(mi − yi)2
such that
−e−rTT ≤ mi+1−mi
xi+1−xi ≤ 0 for i = 1, · · · , n− 1,
mi+2−mi+1
xi+2−xi+1 ≥
mi+1−mi
xi+1−xi for i = 1, · · · , n− 2,
Ste
−qTT − x1e−rTT ≤ m1 ≤ Ste−qTT .
(1.2.7)
In other words, this step consists in finding the closest prices mi in the l
2-sense
subject to monotonicity, convexity constraints and price constraints. This step es-
sentially consists in cleaning the data from possible arbitrage without deleting any
observation, and in case the yi contain no arbitrage, one simply recovers mi = yi for
all i.
The second step takes the form of a locally linear kernel estimator (i.e. a kernel
estimator with degree p = 1 in Equation (1.2.6)). Denote by K the kernel and by h
the bandwidth. Then the estimator mˆ takes the following form:
mˆ(x) :=
n∑
i=1
wi(x)mi
n∑
i=1
wi(x)
,
with
wi := ki(Sn,2 − (xi − x)Sn,1,
ki(x) :=
1
h
K(
xi − x
h
),
Sn,j =
n∑
i=1
(xi − x)jki(x).
The estimator being locally linear, monotonicity and convexity are preserved. Notice
that this approach is devised to work for only one slice instead of a whole surface.
1.2. Nonparametric approaches to call-option surface modelling 102
1.2.3 Remarks on the previous approaches
All the above arbitrage-free methods are designed to fit the mid-prices data as well
as possible and original presence of arbitrage in the data is taken care of either
by smoothing the data (for kernels and interpolation methods), or constraining the
solution (for splines and other approximation methods).
When looking at the corresponding bid-ask data instead of mid-prices, arbitrage
should be looked at a little differently: while the corresponding mid-price may ex-
hibit arbitrage, it does not mean that there is no arbitrage-free solution lying within
the bid-ask bounds.
Moreover, sparsity may get taken advantage of: in case there is a “true” arbitrage
(i.e. the bid price at some strike being higher than the ask price at a lower strike),
it is relatively easy to identify it, and correct in an appropriate manner. Sparsity
of the data allows arbitrage to be “manually” dealt with by a trader who could,
based on market considerations, increase the ask price and/or decrease the bid price
on “problematic quotes” to what is sees as an acceptable value; of course if an
“automated” way were to be preferred, one could still smooth the bid or the ask
price curve in a least-squares sense like in the previous approaches, at the cost of
possibly modifying the whole dataset.
We aim at developing at methodology for sparse market data where one can
recover an arbitrage-free surface that matches market quotes up to desired tolerance;
leaving the tolerance as a free parameter — unlike least-squares fitting approaches
— may be useful to match market reality (bid-ask spread), to fit a trader’s personal
preference (how much can a trader afford to be off on a specific trade), or to deal
with arbitrage.
Chapter 2
Arbitrage-free construction of call
surfaces using l1-recovery
In this chapter, we propose a linear-programming-based methodology that recovers
a call surface matching exactly the market quotes up to a user-specified tolerance
which is arbitrage-free. This approach is inspired by signal processing theory; the
option call surface at a fixed time can be seen as a two-dimensional signal sampled
on an initial grid (the market points), and we will be aiming at recovering it on
a finer grid while still perfectly matching the original observations and remaining
arbitrage-free.
The classical result in sampling theory – the Nyquist-Shannon theorem, see e.g.
Jerri [48] – states that to recover a signal exactly, it is sufficient to sample at twice
the highest frequency contained in the signal. In certain cases, however, such a rate
is too much for one’s purposes. It may also be unnecessary to sample that frequently;
this is the idea behind compressed sensing which has gained a lot of attention over
the past years in the signal-processing community [25], and has several practical
domains of application, notably MRI. The idea behind compressed sensing is that
one does not need to have that many samples provided that the signal is sparse in
a given observation basis. In this chapter, we draw inspiration from the compressed
sensing framework by writing the call-option surface problem as a constrained l1-
minimisation problem.
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Section 2.1 discusses the problem implementation. Subsection 2.1.1 recasts the
problem in a nonparametric regression context, and Subsection 2.1.2 treats sparsity,
oscillations in the signal and the objective function of the program. Subsection 2.1.3
recalls the no-arbitrage conditions the solution has to satisfy and their implementa-
tion, and presents the construction of the observation matrix. Finally, Subsection
2.1.4 gives the final form of the optimisation problem and recasts it as a linear
program.
An application is provided in Section 2.2, where, starting from a limited number
of call quotes around the money of the S&P500, we recover a finer call grid and
the corresponding implied-volatility surface, by inverting the Black-Scholes formula
(Subsection 2.2.2). Sparsity of the solution is analysed as well as the smoothness of
the associated local-volatility.
Section 2.3 is devoted to the study of our motivation application: the fitting
of the pegged HKD/USD call-surface. Subsection 2.3.1 gives a brief introduction
on Foreign-Exchange (FX) market conventions, and subsection 2.3.2 evaluates an
SVI fit thereon as well as our previously defined l1-recovery methodology, where
it appears that sparsity in the tensor-polynomial representation of the data is not
satisfied. A problem reformulation that relies on structure-preserving functions is
introduced in Subsection 2.3.3. An application of the modified methodology is
presented in Subsection 2.3.4.
2.1 Problem setting and l1-recovery
Consider a set of maturities T . Given an underlying stock price S, a risk-free rate
r : T 7→ rT and a dividend function q : T 7→ qT , we denote the forward and the
discount factor respectively as
F (T ) = Se(rT−qT )T , D(T ) = e−rTT .
In the rest of this chapter, in order to simplify the notations, we make the
following assumption.
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Assumption 2.1.1. We assume below that for every maturity Ti ∈ T ,
KTij = K
T1
j
F (Ti)
F (T1)
.
This also entails that there is the same number of strikes to recover on each time
slice.
As a consequence, the jth strike at maturity Ti is writtenK
Ti
j . When the maturity
is clear from context, we shall just write Kj for K
Ti
j .
2.1.1 call-surface recovery as a (constrained) nonparametric
regression problem
From a practical point of view, perfectly matching the market mid-prices may be
too much to ask for, or just impractical. Let us consider a few cases. First, if
there is initial arbitrage in one or more quotes, as sometimes happens (e.g. non-
convexity in strike), not only is there no solution to the problem to begin with, as
convexity will be lost on a smaller grid as well, but one does not want to match the
mid-price exactly. If one allows for a certain tolerance around the points, then a
proper solution may be recovered. Second, from a practical point of view, it may
be preferrable to accommodate a framework that allows a user-specified tolerance.
It can be the market bid-ask spread (as in liquid markets), or particular trader’s
needs/preferences.
The problem we aim at solving is now a little more precise. Taking the (vec-
torised) call-surface C, we want to find a function f such that
C(K,T ) = f(K,T ) + 1,
where f is an unknown function, and 1 in an error term, which we seek to control
and bound.
Now, while f could be virtually any (continuous) function, we decompose it into
a basis (or concatenation of bases) (fi)
∞
i=1,
f =
∞∑
i=1
xifi(T,K).
2.1. Problem setting and l1-recovery 106
Remark 2.1.2. The family (fi)
N
i=1 is also sometimes called a dictionary, or an
aggregation of dictionaries, such as bases of polynomials, trigonometric functions,
wavelets, etc.
For obvious numerical reasons, it is necessary to truncate the sum:
f˜ =
N∑
i=1
xifi(T,K) + 2,
for some N , as well as to evaluate the fi on a grid. If we write Q for the evaluation
matrix of the fi on such a grid — whose construction we shall detail below — the
initial relationship becomes
C(Ki, Tj) = Qx+ 1 + 2.
We write  := 1 +2 the general error term, which we wish to remain within pre-
specified bounds. Now is also the time to choose what decomposition basis to take.
A natural family to be considered is polynomials in T and K, more precisely, tensor
orthonormal polynomials in T and K. Orthonormal bases are a privileged choice for
their numerical stability. We define two (truncated) families of polynomials (P iK)
NK
i=1
in K and T respectively.
1. The P iT are orthonormal on the set of all maturities (Ti)
MT
i=1:
< P iT , P
j
T >=
∫ TMT
T1
P iT (t)P
j
T (t)µT (dT ) = δij, µT (·) =
MT∑
i=1
1Ti(·).
2. Similarly, the P iK are orthonormal on the grid of all considered strikes across
maturities. Denoting by K the subset of strikes K(Ti, j)j=1,··· ,MKi=1,··· ,MT where no
strike appears more than once, we define:
< P iK , P
j
K >=
∫ KMK
K1
P iK(k)P
j
K(k)µK(dk) = δij, µK(·) =
∑
κi∈K
1κi(·).
Let us now define the following matrices of RMK×NK :
Qmn =

P nT (Tm)P
1
K(K(Tm, 1)) · · · P n(Tm)PNKK (K(Tm, 1))
...
...
P nT (Tm)P
1
K(K(Tm,MK)) · · · P n(Tm)PNKK (K(Tm,MK))
 .
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Then the matrix of tensor polynomials Q ∈ R(MT×MK)×(NT×NK) is simply defined
by blocks as
Q =

Q11 · Q1 NT
...
...
QMT 1 · · · QMTNT
 .
2.1.2 Sparsity, l1- and weighted-l1 recoveries
Now that we have determined what the basis and the observation matrix should
be, we focus on the features x should guarantee, namely sparsity. We want the
call-surface to be explained by as few parameters as possible. So we are seeking
a parsimonious vector x ∈ RN , that is, a vector that has the smallest possible
“l0-seminorm”:
‖x‖0 :=
N∑
i=1
1xi 6=0.
Requiring parsimony of the solution is highly desirable, as it essentially requires that
the solution does not overfit the data. We are aiming at obtaining a “meaningful”
decomposition of f in the basis (fi)
N
i=1.
One problem remains though: problems of finding the sparsest solutions in the
l0 sense are in general NP-hard.
The NP-hardness of the l0-recovery with quadratic constraints was proved by
Natarajan [59]. See Elad [32, p. 13-14] for a brief explanation of the issue with
l0-minimisation problems. Essentially, if a problem is NP-hard, then it means that
there is currently no efficient algorithm (i.e.an algorithm with polynomial-time com-
plexity) to solve it.
Because of that NP-hardness, a way to address it is to consider the convex
relaxation of the problem, and try to minimise the l1 norm instead:
‖x‖1 :=
N∑
i=1
|xi|,
i.e. minimise the total energy of the signal. This is referred to as l1-recovery.
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Remark 2.1.3. We point out that conditions guaranteeing equivalence of l0 and
l1 solutions is the raison d’eˆtre of the research area known as Compressed Sensing.
There is a vast literature that shows that in the case of a random basis satisfy-
ing the so-called Restricted Isometry Property, it is possible to find equivalence of
these two solutions. A rigorous description is beyond our scope here; we refer the
interested reader to Davenport et al. [25] for an introduction, as well as a (highly
non-exhaustive) list of articles of interest: Cande`s-Donoho-Sanders [17], Cande`s
[13],Cande`s-Tao [14], Donoho-Elad [29].
Remark 2.1.4. Choosing an l1-norm means that we would rather recover a solution
that does not allow for as many non-zero components with small amplitude as, for
example, the l2-norms. However, note that, at that stage, this does not prevent us
from obtaining a solution involving high-degree – hence highly oscillating – polyno-
mials. The appearance of such high-degree polynomials can be seen as overfitting;
taking financial consequences into account, this would entail obtaining noisy sur-
faces when looking at the state-price distribution of the underlying, or computing
the local-volatility surface.
It turns out that weighting the l1 norm gives a way of enhancing sparsity and
reducing oscillations, as mentioned in Rauhut-Ward [68]; i.e. replacing the l1-norm
by a norm of the form
‖x‖Wl1 =
N∑
i=1
wi · xi,
where the wi are predetermined weights. Rauhut-Ward consider various weights,
and setting wi = i, i.e. penalising polynomials of high order, provides a substantial
improvement in reducing the oscillations in their dataset; this can be seen as a
smoothing penalty in the solution in the context of l1-recovery. Based on their
results, we shall adopt following objective norm in the rest of the chapter:
‖x‖obj =
N∑
i=1
i · xi.
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2.1.3 No-arbitrage constraints on the solution
We recall here the conditions for a call-option surface to be arbitrage free, and see
how these constraints implement in our problem.
Absence of butterfly-spread arbitrage
We first consider the constraints that will guarantee that assumption 1 is satisfied,
namely that the recovered finer surface is convex. In particular, at the extremal
points of the call-surface K1 and KMK , the no-butterfly/convexity requirements
become the following, where S denotes the price of the underlying stock:
SD(T )F (T )− K2
K2 −K1C(K1, T ) +
K1
K2 −K1C(K2, T ) ≥ 0
C(KMK−1, T )− C(KMK , T ) ≥ 0.
For K1, this corresponds to writing the asymmetric butterfly condition where
one call has strike zero (and so its value is just the underlying stock, adjusted by
dividends; equivalently the discounted forward). For KMK , it corresponds to writing
the asymmetric butterfly condition where one call has infinite strike, and so has value
zero.
As has been seen before, the (vectorised) recovered call-surface C is written
C = Qx.
Then, the butterfly condition becomes
BfQx ≥ R,
where
Bf =

Bf,1 0
Bf,2
. . .
0 Bf,MT
 , (2.1.1)
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with
Bf,i :=

− K2
K2−K1
K1
K2−K1 0
1 −K3−K1
K3−K2
K2−K1
K3−K2 0 · · · 0
0 1 −K4−K2
K4−K3
K3−K2
K4−K3 0 · · ·
0 0 1 −K5−K3
K5−K4
K4−K3
K5−K4
0 0 0
. . . . . . . . .
0 · · · 0 −1 1

.
and with
Ri =
−SD(T )F (T ) if i ≡ 1 mod MK0 otherwise.
Absence of calendar-spread arbitrage
Concerning the absence of calendar-spread arbitrage, the condition reads as follows.
Denoting the discount factor up to time t by D(t) and F (t) the forward price up to
time t, we require, for all Ki,
C(K
Tj+1
i , Tj+1)−
D(Tj+1)F (Tj+1)
D(Tj)F (Tj)
C(K
Tj
i , Tj) ≥ 0.
Consider the matrix G ∈ R(MK×MT−1)×(MK×MT ). For indices i ∈ {1, · · · ,MK},
j ∈ {1, · · · ,MT − 1} and l ∈ {1, · · · ,MK},
G((j − 1)×MK + i, l) = D(Tj+1)F (Tj+1)
D(Tj)F (Tj)
δ{(j−1)×MK+i=l} − δ{j×MK+i=l}.
Then, the no arbitrage condition becomes
GQx ≤ 0.
Absence of vertical-spread arbitrage
Regarding the constraints −D(T ) ≤ ∂C
∂K
≤ 0, these can be rewritten as two matrix
inequalities. Write H ∈ R(MK×MT )2 with
H(i, j) = 1i=j − 1i−1=j,
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and
Ub(i) = D(Tj)F (Tj)S1{(i−1≡0 mod MK)}.
Then the absence of vertical spread rewrites as
HQx ≤ Ub.
Constraints on the bounds
It can be checked (Fengler [34]) that if all other arbitrage conditions (butterfly,
vertical spread and calendar spread) are already enforced, and under the assumption
2.1.1, then the remaining restriction
(F (Ti)−KTij )+ ≤ C(KTij , Ti) ≤ F (Ti)
can simply be enforced by imposing a dimension-one constraint on the lowest point
of the surface:
C(KT1MK , T1) ≥ (F (T1)−KT1MK )+.
As a consequence, when working on the call-surface, all no-arbitrage conditions
are linear and can all be merged into one no-arbitrage matrix inequality
Lx ≤ J, (2.1.2)
with L ∈ R(MK×(4MT−1)+1)×(NK×NT ), and J ∈ RMK×(4MT−1)+1.
We now have the elements to state the l1-recovery problem.
2.1.4 Weighted l1-recovery problem and LP equivalence
We denote by Co the vector of original market mid-prices quotes. The only thing
left to discussing is the form taken by the weighted l1 norm appearing in the objec-
tive function of our minimisation problem. The purpose of weighting the objective
function is so that the optimiser will favour lower-order solutions.
Recall that by order of a polynomial, we refer to its degree plus one. A tensor
polynomial should be penalised a function of its degree/order: the higher its de-
gree/order, the more penalised it should be, and so the higher the wi must be. For
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example, the constant polynomial has order one in strike and in maturity, hence its
corresponding weight will be 2. The polynomial K2T has order three in strike and
order 2 in maturity, and so its corresponding weight will be 5. Write x ∈ RNK×NT
for the signal vector we aim at recovering and consider an element xi thereof, with
i = (y − 1) · NK + z, y ∈ {1, · · · , NT} and z ∈ {1, · · · , NK}. Then, the weight
associated with xi will be wi = y + z.
Based on the previous sections, the problem we are solving can be rewritten as:
(W − L1) :=

min
x∈RNK×NT
N∑
i=1
wi · |xi|,
such that
|Ax− Co| ≤ ,
Lx ≤ J.
(WL1)
There exists an easy method to solve this problem: notice it can be recast as
a linear program by making the change of variable x = u − v, with u, v ≥ 0. In
standard form, this becomes
(LP) :=

min
u,v∈RNK×NT
N∑
i=1
wi(ui + vi),
such that
A(u− v)− Co ≤ ,
Co − A(u− v) ≤ ,
L(u− v) ≤ J,
u, v ≥ 0,
meaning that the recovery problem can be solved using classical linear-programming
optimisers. We refer to Luenberg-Ye [57] for background on linear programs as well
as related numerical algorithms.
2.2 Application to the S& P500 call-surface
Let us apply the above procedure to a small sample of mid-price call options of
the S&P500 priced on Oct 30. 2015, displayed in figure 2.1. Before applying our
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Figure 2.1: Original data, consisting in S&P500 call prices at 9 strikes and 3 matu-
rities on 30-Oct-2015. Data obtained from the CBOE website.
methodology, we illustrate the caveats cubic spline interpolation may produce in the
next Subsection.
2.2.1 Fitting splines
Before proceeding with our methodology, we shall attempt cubic-spline interpo-
lation. Cubic splines are perhaps the most straightforward way to interpolate a
volatility surface, but they are known for oscillating and introducing arbitrage.
While Figure 2.2 seems to yield a fairly good recovery, the associated state-price
density oscillates and takes negative values, exhibiting butterfly arbitrage.
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Figure 2.2: Top-left: call-surface recovered from spline interpolation on implied
volatilities. Top-right: Implied-volatility surface recovered from spline interpolation.
Bottom: associated state-price density. The density takes negative values, indicating
towards butterfly arbitrage. Each slice of the interpolated surface has MK = 104
strikes, for a total of MT = 11 slices.
2.2.2 Call-surface recovery
Using the same dataset, we now proceed to using our l1-recovery procedure. The
code has been written in MATLAB, and we used the GUROBI [42] optimiser.
We point out that orthonormal polynomials explode on the boundaries of the in-
terval of interest. The way we deal with it is by expanding the domain of maturities
and strikes on which to perform the recovery, thus controlling possible explosions
outside our original domain. No-arbitrage constraints are also enforced on the ex-
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tended domain, so as to allow for extrapolation in the vicinity of the original domain.
In order to recover the call prices on the finer grid (Ki, Tj)i=1,··· ,MK ,j=1,··· ,MT ,
applying the algorithm returns the following call-surface, as well as the associated
implied-volatility surface (Figure 2.3). We recover slices for 11 maturities, each
consisting of 104 strikes. The basis has been truncated to allow tensor polynomials to
have up to degree 13 in strike (corresponding to polynomial order in strike NK = 14)
and degree 6 in time (corresponding to polynomial order in strike NT = 7).
Figure 2.3: Left: call-surface recovered from weighted-l1 recovery. Right: corre-
sponding implied volatility surface. relative tolerance  ≡ 5 × 10−4, MK = 104,
NK = 14, MT = 11,NT = 7.
In particular, we check that we indeed lie withing the pre-specified bounds:
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Figure 2.4: Plots of the fitted Call prices (left graphs) and corresponding implied
volatilities (right graphs) at market maturities. Green and red markers are very
close and indicate the lower and upper tolerance at market points respectively.
We also take a look at the sparsity of the underlying signal. For that purpose,
we plot the signal x in the form of an NK ×NT matrix in Figure 2.5.
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Figure 2.5: Plot of the coefficients x obtained from the l1-recovery procedure on the
S&P500 data. On the right: the absolute values of the signal, viewed from above.
As can be seen, the signal retains some sparsity features, where the highest
coefficients are concentrated around polynomial indices with small degree in K and
T .
Finally, we take a look at the state-price density and local volatility surfaces.In
our context, these quantities have a purpose for evaluating overfitting, by inspecting
the shapes thereof.
The local-volatility surface, in the case of neither interest rate nor dividends, is
given by
σloc(K,T ) =
1
K
√
2
∂2C
∂K2
/∂C
∂T
,
is given in Figure 2.6. Figure 2.6 plots the quantities ∂C/∂T , ∂2C/∂K2 and the
corresponding local volatility σloc. Overfitting would typically result in a noisy local-
volatility surface. The fact we obtain a bell-shaped curve for the state-price density,
as has been documented in the literature (e.g. in [35]), suggests that the fit is
reasonable.
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Figure 2.6: Top-left: surface plot of the state-price density, or equivalently ∂2C/∂K2.
Top-right: surface plot of the first time derivative ∂C/∂T . Bottom: the correspond-
ing recovered local-volatility surface.
Remark 2.2.1. The number of basis functions plays an important role in the surface
recovery. Of course, if one truncates the basis too much, we may fail to recover a
solution. If one does not truncate enough, one should be fine in theory, as adding
functions would result in a solution at least as good. However, we have noted that
expanding the space too much may lead GUROBI to a suboptimal solution, i.e. a
solution whose objective function value is actually higher than one obtained with
less basis functions available.
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2.3 A Foreign Exchange application: pegged cur-
rencies
Moving onto our motivating application and pegged FX currencies, we address some
of the pitfalls one may encounter with the previous methodology, and how to address
potential issues. We make a case by studying cross currency options between the
Hong Kong Dollar and the U.S. Dollar, with the Hong Kong Dollar being a currency
that is pegged to the U.S. Dollar.
2.3.1 Specificities of Foreign-Exchange options and pegged
currencies
In this section, we shall say a word about Foreign-Exchange (FX) markets. The
purpose is not to refer to all the subtleties of market conventions. For that, we refer
to Clark [18] and Reiswich-Wystrup [69]. What will be of practical importance for
us, however, is to give an insight of what is quoted on an FX market; in particular
the fact that, for every maturity, one can recover the implied volatility quotes of five
European FX calls.
Effectively, a foreign exchange call option works in the same way as a vanilla
call option, except that the underlying is not a stock, but an exchange rate between
two currencies, such as GBP/USD, i.e. the number of pounds that one U.S. dollar
corresponds to.
In the Black-Scholes world, the formula for such an option is the same, with the
following correspondences:
1. the interest risk-free rate is the domestic risk free rate rd. In the case of the
underlying being the GBP/USD exchange rate, i.e. the U.S. market being our
domestic market, this would be the risk-free U.S. Fed rate.
2. The foreign risk-free rate rf is plugged as dividend yield. The intuition behind
it is that, by being on the U.S. market and holding dollars rather than pounds,
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the exchange rate depreciates by the yield one would get if they were holding
Sterling Pounds (GBP).
This is sometimes referred to as the Garman-Kohlhagen [37] model; in this model,
namely, the price of a call option CGBPUSD (in U.S. Dollars) with strike K and
maturity T is given by
C(X,T, σ) = Xe−rf,TTN (d1)−Ke−rd,TTN (d2), (GK)
d1 =
1
σGBPUSD
√
T
(
ln(
X
K
) + (rd,T − rf,T + σ
2
GBPUSD
2
)T
)
,
d2 = d1 − σGBPUSDT,
where X is the current GBP/USD spot rate, rd,T and rf,T are the U.S. and British
interest rate for maturity T respectively, and σGBPUSD the spot-rate volatility.
On top of that, FX conventions may appear, at first glance, more obscure than
other markets, for two reasons. Compared to Equity for example, where vanilla
option implied volatilities are quoted at a fixed strike (i.e. a given number of the
underlying), FX options are quoted in Risk-Reversal,Butterflies and Delta-Neutral
Straddles at a given delta level. Typically, for any fixed maturity, one has five market
quotes: 10-delta and 25-delta Risk Reversal (RR), 10-Delta and 25-delta Butterfly
(BF), and the Delta-Neutral Straddle (DNS). See Figure 2.7 for the payoffs of these
derivatives.
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Figure 2.7: Payoff of options quoted on the FX market. Top-left: a straddle with
strike 100. Top-right: a symmetric butterfly obtained by buying a call with strike
75 and one with strike 125, as well as selling two calls with strike 100. Bottom: a
risk-reversal obtained by buying a put with strike 80 and selling a call with strike
130
Let us now discuss Delta (∆) conventions. As is pointed out in Clark [18], there
is not only one way to define the ∆. We briefly recall them below. We denote by V
the value of an option and write ω = 1 if the option is a call, and ω = −1 if the option
is a put. The notations are the same as in the definition of the Garman-Kohlhagen
model (GK).
1. The spot pips Delta, which also corresponds to the regular Delta in the Black-
Scholes sense and is the ratio of change in the value of an option to the change
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in the spot rate:
∆S,pips :=
∂V
∂S
= ωe−rfTN (ωd1).
2. The forward pips delta is the ratio of change of the future value of the option
with respect to the spot:
∆F,pips :=
∂Ed[V (T )]
∂F (0, T )
= ωN (ωd1).
3. The percentage spot delta is the change in the value of the option (in percent
of foreign currency) to the change in spot (in foreign currency):
∆S,% :=
∂(V/S)
∂(ln(S))
= ωe−rdT
K
S
N (ωd2).
4. The percentage forward delta is given as
∆F,% :=
∂(V/S)
∂(ln(F (0, T )))
= ωe−rdT
K
F (0, T )
N (ωd2).
5. The simple delta is sometimes introduced for ease of computation, but is not
a sensitivity per se.
∆simple := ωN (ωd1 + d2
2
) = ωN (ω ln(F (0, T )/K)
σ
√
T
).
Various market and cross-currency conventions take different Deltas as a reference.
Let us now see how to convert the quoted FX derivatives quoted in Deltas into
call options at a given strike.
To form a Delta-Neutral Straddle, one needs to be long one put and one call
with same strike KDNS such that
∆(Call, KDNS, T, σATM) + ∆(Put, KDNS, T, σATM) = 0.
The above equation can be solved analytically and yields the strike KDNS.
A risk reversal consists in shorting a put and being long a call, such that the
delta of the call (that is between 0 and 1) is X%, and the delta of the put (that is
between −1 and 0) is −X%.
Regarding butterflies, they are quoted as follows. To construct a butterfly, one
has to
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1. short N calls at the strike of the delta-neutral straddle,
2. short N puts at the strike of the delta-neutral straddle,
3. long N calls at the strike that makes the delta of a call 0.25,
4. long N puts at the strike that makes the delta of a put −0.25;
5. N is chosen so that the butterfly is vega neutral, meaning ∂Butterfly/∂σ = 0.
From risk-reversals and butterflies, and for each maturity, it is then possible to
recover the implied volatilities for call options at five different deltas (remember that
a call and a put on the same underlying with same strike and maturity have the
same implied volatility), through the following relations:
σ10∆,Call = σATM + σ10∆,BF +
1
2
σ10∆,RR,
σ25∆,Call = σATM + σ25∆,BF +
1
2
σ25∆,RR,
σ25∆,Put = σATM + σ25∆,BF − 1
2
σ25∆,RR,
σ10∆,Put = σATM + σ10∆,BF − 1
2
σ10∆,RR.
What now remains for the above four quotes is to find the corresponding strike
in terms of ∆. For example, finding the strike at which the delta of the call is 0.25
correspond to looking at the function
Cσ,T : K 7→ ∂C
∂S
(T,K, σ),
and finding K∗ such that
∆(T,K∗, σ) = 0.25.
This can be solved via standard root-finding methods, and one finally has the
implied-volatility quotes for vanilla options at five strikes:
1. The at-the-money strike,
2. The strike at which the delta of a call is 0.25,
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3. The strike at which the delta of a call is 0.1,
4. The strike at which the delta of a put is 0.25,
5. The strike at which the delta of a put is 0.1.
2.3.2 Evaluating some methods on the dataset
As described in 2.3.1, implied-volatility market quotes are usually given for straddles
and butterflies and quoted in deltas, rather than for vanilla calls and puts and quoted
in strikes. Conversion is directly available through Bloomberg; so our starting point
shall be the bid/ask implied volatilities of vanilla calls given as a function of the
maturity and strike (rather than the Delta).
Our cross currency underlying of interest will be the HKD/USD one, i.e. the
value of Hong Kong Dollar in U.S. Dollars. The Hong Kong dollar has the specificity
of being pegged to the US Dollar, meaning that it is only allowed to move inside a
fixed range from the U.S. Dollar. At the time of the writing, the Hong Kong dollar
is such that one U.S. dollar has to be worth at least 7.75 HKD and at most 7.85
HKD.
The dataset we shall consider for the rest of this section is the set of bid-ask
vanilla implied volatilities of January 19 2016, with maturities ranging from one
week to two years, and five strikes per maturity, obtained from Bloomberg. From
the same source, we also obtain the Hong Kong and United States interest rates, so
that we can convert the implied volatilities into option prices.
In this section we shall aim at calibrating this dataset with both a paramet-
ric approach from the literature and the nonparametric approach described in the
previous section.
For a parametric starting point, Surface Stochastic Volatility Inspired parametri-
sations (SSVI) models present an attractive framework, and are reported to perform
well on equity such at the S&P500. See Gatheral-Jacquier [39].
The square-root parametrisation of the implied variance surface wSV I (equals to
the squared volatility times the maturity) as a function of maturity T and log-strike
2.3. A Foreign Exchange application: pegged currencies 125
k (i.e. the logarithm of the strike/forward quotient) is given by
wSSV I(k, θ(T )) =
θ(T )
2
(
1 + ρφ(θ(T ))k +
√
(φ(θ(T ))k + ρ)2 + (1− ρ)2
)
,
with
φ(θ) =
η√
θ
.
The interpretation for the parameters is as follows:
1. The parameter θ(T ) defines the at-the-money total variance.
2. φ (and so η) intervene in the shape of the at-the-money volatility skew. The
latter is given by
∂σˆSSV I
∂k
|k=0 = ρ
√
θ(T )
2
√
T
φ(θ(T )).
3. ρ affects the symmetry of the smile: the smile is symmetric if and only if ρ = 0.
We apply this SSVI square-root parametrisation, which guarantees an arbitrage-
free surface up to very long, impractical expiries. While one can see that the fit
works very well overall, one can observe that at higher maturities, the SVI fit lies
outside the bid-ask spread at the 25-Delta Put quote.
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Figure 2.8: Fitting of the Square-root SSVI model to the HKD/USD mid implied-
volatilities for maturities ranging from one week to two years, using Gatheral’s
R-script (Data source: Bloomberg). On each picture, the blue curve is the fitted
SVI smile. Red diamonds indicate the bid market data and blue diamonds indicate
the ask marked data. For the last two maturities and the 25-Delta Put strike, the
calibrated SVI smile lies outside of the bid-ask spread.
Regarding these observations, and in the case where one would need to find a
solution guaranteed to lie within the bid-ask spread for any market-quote, there may
be a case for applying our nonparametric methodology presented in the last chapter.
For more than eight maturities, our previous algorithm fails to converge.
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Even with only eight maturities, when inspecting the state-price density (Figure
2.9), it is essentially a sum of Dirac functions. This means that the optimiser has
to use high-degree polynomials in order to constrain the shape of the final solution,
resulting in a very noisy state-price density surface; essentially, the solution can be
seen as emulating a piecewise linear fitting. Another way to state it is that we failed
to recover a sparse solution.
Figure 2.9: On the left, the recovered state-price density using a basis of tensor
polynomials. On the right: the same picture, viewed from above: the corresponding
density is extremely noisy, with spikes across the whole surface.
This can be interpreted in two ways. The main one is that even with a limited
amount of maturites, it turns out that, on this particular dataset, polynomials may
just not be a basis in which the call option surface is sparse. Visually inspecting
the density plot, one can see that the surface is fairly steep: from a linear part
in the money, it quickly breaks into an almost-flat part when strikes increases to
out-of-the-money: a high number of polynomials would be required to fit the data.
The second may be because of the difficulties the optimiser may encounter while
optimising simultaneously in strike and maturity. Since time interpolation across
strike-levels makes little sense in the FX market, it may be sensible to focus on strike
2.3. A Foreign Exchange application: pegged currencies 128
optimisation.
Following these observations, we shall relax the problem in both ways, by allow-
ing all slices to have different projections, and also find a basis which satisfies our
sparsity requirements.
2.3.3 Problem reformulation
While polynomials allow one to fit any continuous function (by the Weierstrass
theorem, see e.g. [72, Theorem 7.26.]), a high number of them may be required in
order to provide a good approximation.
However, in our problem formulation, and unlike least-squares procedures acting
on the call-prices, we have the liberty of choosing beforehand the projection basis. In
particular, we can construct functions that would naturally be close to the original
bid and ask data points, while satisfying shape constraints such as convexity.
The modus operandi is the following. For every slice, we construct an ad-hoc set
of functions in the following way.
First, we take a linear interpolation (and possible extrapolation) of the bid prices
onto an equidistant grid of strikes, where the bounds are the minimal and maximal
value of the grid we want to recover the call prices on at the end. A priori, and
if there is no butterfly arbitrage, this function is convex. If there is arbitrage, this
function is at least locally convex and can be adjusted.
We would like to be able to preserve convexity as much as possible, while having
smooth basis functions. In order to do so, we introduce the following mollifier.
Definition 2.3.1. A mollifier φ on Rn, n ≥ 1 is an infinitely differentiable function
from Rn to R such that
1. φ has compact support,
2. ∫
Rn
φ(x)dx = 1,
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3. In the sense of distributions,
lim
α→0
φα(x) := lim
α→0
α−nφ(
x
α
) = δ(x),
where δ denotes the Dirac function at zero. Namely, for any function f defined
on R, δ is such that ∫
R
f(x)δ(x)dx = f(0).
Example 2.3.1. A standard mollifier from R to R is given by:
φs(x) =
K exp
(
1
|x|2−1
)
if x < 1,
0 if x ≥ 1.
where K is a constant such that φs integrates to one over R.
Figure 2.10: The standard mollifier in one dimension, φs : x 7→ exp(1/(x2−1))1|x|<1
Then, in the following, we shall refer to the mollification of a function as follows.
Definition 2.3.2 (Mollification of a function). Let f : R → R be a continuous
function. We call f˜α the mollification of f with parameter α the function
f˜α(x) =
∫
R
f(y)φαs (x− y)dy. (2.3.1)
Since φα ∈ C∞(R;R), it is easy to see that f˜α is C∞(R;R) (see e.g. Hirsch [44]
for standard properties of mollifiers). We also refer to Ghomi [40] for the application
of mollification for convex-function smoothing.
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Our purpose now is to add some smooth functions that take as parameters the
bid-ask original market data to the obseration matrix; typically mollifications of the
bid and mid-price for different mollification parameters.
Figure 2.11 displays mollifications of the mid-price linear interpolation for differ-
ent values of α. One can indeed see that for α small enough, f˜α converges to f (a
consequence from φα converging to the Dirac function in the sense of distributions
when α→ 0). Essentially, the mollification is a weighted moving-average procedure.
In particular, it can be seen on this particular example that for α small enough, the
mollification lies within the bounds of the bid-ask spread. One would reach the same
conclusions starting for example from the mid-price linear interpolation instead of
the bid.
Figure 2.11: Plot of the mollified mid-price for the maturity three weeks and various
values of α. As α increases, the mollified mid-price curve increases. The lowest
curve (in black) represents the un-mollified original market mid curve. Green and
red crosses indicate the market bid and ask prices respectively.
We now have all the elements to restate the amendments to the problem from
the previous chapter; we “disentangle” the surface and allow each slice to have its
own basis decomposition (instead of having one tensor basis decomposition for the
whole surface).
So, the problem rewrites as follows.
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Letting tz denote the transpose of a vector z, we aim at finding
x := t(xT11 , x
T1
2 , · · · , xT1NK |xT21 , · · · , xT2NK | · · · |x
TMT
1 , · · · , x
TMT
NK
) ∈ RNK×MT ,
that solves
(L1FX) :=

minx∈RNK×MT
NK×MT∑
i=1
xi,
such that
|Ax− Co| ≤ ,
Lx ≤ P,
with A, L and P to be defined below. First, we introduce the basis matrix Q, defined
by blocks:
Q =

Q1 0
Q2
. . .
0 QMT
 ∈ R
(MT×MK)×(MT×NK),
with all Qi ∈ RMK×NK . Every column of Qi corresponds to the evaluation of one
function at the various pairs of strikes and maturities present in our grids. In our
context, it can be either a mollification of the bid- or the mid-price evaluated at
every strike present on slice i for a certain mollification parameter α, or a low-order
polynomial.
As a consequence, the (MK× i+ j)th row of Q, when multiplied by x, will return
the value of the call with maturity Ti and strike K
Ti
j .
Then A is defined as the submatrix of Q consisting of the rows where the pair
(K,T ) corresponds to a market-quoted call option.
L is the matrix containing all no arbitrage conditions, defined in a similar way
as 2.1.2. The only difference is the re-definition of Q.
2.3.4 Application of the new methodology to the FX dataset
When taking all the market maturities, one recovers the following surfaces of call
prices and implied volatility (Figure 2.12). Again, the code is written in MATLAB,
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and we have used the GUROBI [42] optimiser to solve the linear program. Every
recovered slice consists of 406 strikes.
Figure 2.12: The obtained call-surface on the HKD/USD from 19/01/2016 with ma-
turities between one week and two years, using the structure-preserving l1-recovery
procedure.
We also provide the slice-per-slice plots of the above fit in Figure 2.13. Every
subplot displays the implied-volatility smile with respect to the log-strike (the log
of the strike/forward quotient), so that one can have a visual comparison with the
Square-root SSVI fitting of Figure 2.8. For the convenience of the reader, we re-
add this latter figure in Figure 2.14. We point out that despite the difference in
the display of maturities between R – the language in which the SSVI script is
implemented – and MATLAB, in which our script is implemented, the maturities
are exactly the same (the same dataset was used).
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Figure 2.13: The implied-volatility smiles as a function of the log-strike obtained by
l1-recovery.
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Figure 2.14: Repeat of Fig. 2.8: fitting of the Square-root SSVI model to the
HKD/USD mid implied-volatilities for maturities ranging from one week to two
years, using Gatheral’s R-script (Data source: Bloomberg). On each picture, the
blue curve is the fitted SVI smile. Red diamonds indicate the bid market data and
blue diamonds indicate the ask marked data. For the last two maturities and the
25-Delta Put strike, the calibrated SVI smile lies outside of the bid-ask spread.
We also inspect the state-price density stemming from our l1-recovery; see Figure
2.15. Concerning the distribution, a few points can be noted. As usual, the highest
mass is concentrated around the money. Moreover, the value of the density decays
very rapidly around the money, which is consistent with the HKD currency being
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pegged. Finally, one can notice that the distribution is not unimodal, but rather
trimodal, with one secondary mode appearing out of the money, and a third, less
pronounced, mode appears in the money. Note that the modes appear to “drift
away” from the moneyness as the maturities expand. These observations conclude
our study of this application.
Figure 2.15: The recovered state-price density surface of the HKD/USD. Right:
the same surface, plotted from above. The presence of one main mode around the
money becomes apparent. A second mode can be seen out of the money. A third,
less marked mode appears in the money. Both secondary modes tend to drift away
from the moneyness as time passes, due to the difference in interest rates in the US
and Hong Kong.
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Conclusion and further work
In Part I, we have extended some of the main notions of functional Itoˆ calculus
to integer valued measures. We have then used these notions to define a pathwise
derivative operator working on functionals of integer-valued measures and went on
to extend its domain to every square-integrable martingale.
We also provided in passing a review of the various Malliavin approaches for
processes with jumps in the literature and presented some examples of application.
To go further, we point out the following point.
One question one may want to ask would be the following: assume that the mar-
tingale representation does not hold, and consider a local martingale as in equation
(2.3.4). Is it possible to find an operator recovering the integrands in the stochas-
tic integrals, and which consequently coincides with our functional operators for
martingales in case N is zero? Notice that this question does not really arise in a
probabilistic Malliavin framework, where one needs to start with a Brownian Mo-
tion or a Le´vy process as a canonical process, since in that case the martingale
representation property holds for the canonical filtration.
In Part II, we have inspired ourselves from signal processing to devise a method-
ology aiming at recovering an arbitrage-free call-option surface, while fitting sparse
market quotes within desired tolerance.
Applying our methodology and using a basis of tensor polynomials, we obtained
a reasonable recovery using a small number of the most liquid S&P500 options.
Another market of application was the Foreign Exchange market, where there
are only five market quotes for each given maturity. We chose to evaluate the
methodology on FX-options on the HKD/USD spot rate. The motivations for this
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choice is that the Hong Kong dollar HKD exchanges are rather less liquid than the
main currencies such as the U.S. dollar (USD), the Euro (EUR), the Sterling Pound
(GBP) or the Swiss Franc (CHF) and that the HKD is a currency which is pegged
to the U.S. dollar.
The methodology had to be slightly amended in order to fit that dataset and
recover a grid that fitted the market quotes and was arbitrage-free without overfit-
ting. Inspection of the density seems to indicate a trimodal distribution, by contrast
to unimodal distributions that appear in liquid, mature markets. As per usual, the
primary mode lies within the money. A secondary mode appears out of the money,
and a third, less pronounced mode appears in the money.
Further work in this direction include analysis across other pegged currencies
such as the Saudi Riyal (SAR) or Indian Rupee (INR), in particular investigating
multimodality in the state-price densities.
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