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Title in English
Birnbaum-Saunders regression model for geostatistical data.
Resumen: En diferentes áreas del conocimiento, con el avance de la tecnoloǵıa una
gran cantidad de datos se graban de forma continua e instantánea, por ejemplo, la
respuesta bio-eléctrica del cerebro (Aristizabal & Giraldo, 2011), la resistencia mecánica
a la penetración del suelo (Giraldo, 2009a) o la reflectancia por espectrometŕıa (Giraldo
et al., 2015). Desde principio de los años noventa, se ha considerado abordar este tipo de
información a través del análisis de datos funcionales (Ramsay & Silverman, 2005; Giraldo
et al., 2010), en el cual cada curva corresponde a la observación de una función aleatoria.
Usualmente, se cuenta a su vez con variables escalares, medidas con el objetivo de esta-
blecer si existe una relación con la variable funcional observada. De manera particular,
en ciencias de la tierra, ambientales y climáticas, áreas en las cuales la geoestad́ıstica es
una herramienta primordial, el manejo de datos funcionales es cada vez más frecuente.
Por esta razón, es de interés desarrollar metodoloǵıas que permitan el trabajo con datos
funcionales espacialmente correlacionados (Giraldo, 2009a). Adicionalmente, en estas
áreas es común que las variables sean por naturaleza positivas y asimétricas, por ejemplo,
las obtenidas en estudios de concentración de elementos qúımicos en el suelo o en el aire
(Reimman et al., 2008) y por lo tanto, los supuestos clásicos usuales en geoestad́ıstica
de normalidad o de al menos de simetŕıa no resultan apropiados (Schabenberger &
Gotway, 2005; Garcia-Papani et al., 2016). Este tipo de variables, en contextos no
espaciales, se han abordado con éxito a través de la distribución Birnbaum-Saunders
(BS) (Birnbaum & Saunders, 1969b), convirtiendo la modelación BS en un tema de
investigación muy activo en los últimos años (Leiva, Marchant, Ruggeri & Saulo, 2015).
Sin embargo, el uso de esta distribución en el tratamiento de datos geoestad́ısticos solo se
ha realizado bajo estacionariedad (Garcia-Papani et al., 2016). En este trabajo se propone
un modelo de regresión BS para datos geoestad́ısticos, que considera la inclusión de
una covariable funcional para el caso de un proceso no estacionario. Después de obtener
los estimadores máximo verośımiles, se evalúa su desempeño a través de un proceso de
simulación, que considera diferentes escenarios de tamaño de muestra y asimetŕıa. La
aplicación del modelo propuesto se realiza a datos georreferenciados de concentración
de sodio y de resistencia mecánica a la penetración. Luego, se muestra su aplicación a
observaciones independientes a partir de mediciones de concentración de CO2 y de curvas
de reflectancia en palmas de aceite. Finalmente, en ambos casos se muestra que el modelo
desarrollado tiene un mejor desempeño que el modelo con errores Gaussianos.
Abstract: In many studies, with the advancement of technology, a lot of data are
recorded continuously and instantaneously; for example, the bio-electrical brain res-
ponse (Aristizabal & Giraldo, 2011), mechanical resistance of soil (Giraldo, 2009a) or
reflectance spectrometry (Giraldo et al., 2015). Since the early nineties, it has been
considered this type of information through the analysis of functional data (Ramsay &
Silverman, 2005; Giraldo et al., 2010), where each curve corresponds to the observation of
a random function. Usually, there are also scalar variables, measures in order to establish
whether exist a relationship with the observed functional variable. In particular, earth,
environmental and climatic sciences where geostatistics is a primary tool, functional
data management is becoming more frequent. For this reason, it is of interest to develop
methodologies to work with spatially correlated functional data (Giraldo, 2009a). Besides,
in these areas is common that the variables have a positive and asymmetric nature,
e.g. those obtained in studies of the concentration of chemical elements in soil or air
(Reimman et al., 2008), and therefore, the classical geostatistical assumptions of Gaussian
error or at least erros with a symmetry distribution are not appropriate (Schabenberger &
Gotway, 2005; Garcia-Papani et al., 2016). This type of variables in non-spatial contexts,
have successfully worked through the Birnbaum-Saunders distribution (BS) (Birnbaum
& Saunders, 1969b), becoming the BS modeling in a very active research topic in recent
years (Leiva, Marchant, Ruggeri & Saulo, 2015). However, the use of this distribution
in the treatment of geostatistical data has performed under stationarity (Garcia-Papani
et al., 2016). This thesis develop a BS model for geostatistical data for non-stationary
process, it considers the inclusion of a functional covariate. The maximum likelihood
estimators are obtained and their performance are evaluated through a simulation
process, which considers different scenarios of sample size and level of asymmetry. The
application of the proposed model is performed on georeferenced data corresponding to
concentration of sodium and curves of mechanical resistance. The methodology is applied
to independent observations from measurements of CO2 concentration and reflectance
curves of palm oil. At the end, in both cases, we show that the model developed has a
better performance than the model with Gaussian errors.
Palabras clave: Distribución Birnbaum-Saunders, Distribución Log-Birnbaum-
Saunders, Geoestad́ıstica, Datos funcionales
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Índice general I
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CAPÍTULO 1
Introducción
En muchas investigaciones en áreas como bioloǵıa, agricultura y ciencias ambientales, es
común el manejo de variables aleatorias con distribuciones positivas y asimetŕıcas (Quinn
& Keough, 2002; Boyhan, 2013; Reimman et al., 2008; Carranza, 2009). Adicionalmente, es
frecuente que estas sean medidas en distintos sitios de una región y por ello, es fundamental
determinar su estructura de correlación e incluirla en la modelación de los datos.
En el análisis estad́ıstico de esta información, es usual que se realice primero una trans-
formación con el fin de eliminar la asimetŕıa (Helsel & Lee, 2005). La selección errónea de
la transformación genera una reducción notable en la potencia de las pruebas estad́ısticas
clásicas (Huang & Qu, 2006) y aún si la transformación es adecuada, persisten los proble-
mas de interpretación de resultados (Vilca et al., 2010) debido, en la mayoŕıa de ocasiones,
a la dificultad de evaluar la transformación inversa (De Oliveira et al., 1997; Diggle & Ri-
beiro, 2007)
En general, en la estad́ıstica espacial y espećıficamente en la geoestad́ıstica
(Schabenberger & Gotway, 2005), como en el caso clásico, es deseable tener normalidad
para hacer inferencia. Lo que se asume en este contexto es que la muestra corresponde a la
observación de un vector aleatorio con distribución normal multivariada (Giraldo, 2009b).
No obstante, este supuesto no es siempre apropiado y una alternativa para no trabajar
con transformaciones es usar modelos multivariados basados en distribuciones asimétricas.
Esta es actualmente una linea de investigación muy activa (Graler, 2014). En este sentido,
por ejemplo Rimstad & Omre (2014) presentan una propuesta para el uso de la normal
asimétrica multivariada en el contexto del análisis de datos espaciales.
Se han considerado en la literatura varias distribuciones para ajustar datos asimétricos.
Recientemente, la distribución Birnbaum-Saunders(BS) (Birnbaum & Saunders, 1969b)
ha sido trabajada en muchos contextos aplicados por su origen soportado en argumentos
f́ısicos y su estrecha relación a la distribución normal (Leiva, Ferreira, Gomes & Lillo, 2015).
Esta es además unimodal, asimétrica a derecha y posee soporte no-negativo (Jhonson
et al., 1995).
La distribución BS surgió como una herramienta para el estudio de fatiga de materiales
por daño acumulativo (Miner, 1945). Birnbaum & Saunders (1968) obtuvieron una inter-
pretación probabiĺıstica de la ley de Miner y derivaron la distribución BS (Birnbaum &
Saunders, 1969b), que permite modelar el tiempo que pasa hasta que algún tipo de daño
1
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acumulativo, producido por la aparición y desarrollo de una grieta, sobrepasa un valor
umbral causando la falla del material. Desmond (1985) fortalece la justificación f́ısica base
de esta distribución, a través de una derivación con base a un modelo biológico introducido
por Cramer (1946). Para más detalles sobre las consideraciones teóricas de la distribución
BS, ver Leiva, Barros & Paula (2008).
La modelación estad́ıstica basada en la distribución BS ha tenido un gran desarrollo.
Rieck & Nedelman (1991) son los pioneros en esta ĺınea de trabajo proponiendo el mo-
delo de regresión log-lineal BS, demostrando que si una variable T se distribuye BS con
parámetros α y β, lo cual se denota como, T ∼ BS(α, β), entonces Y = log(T ) sigue
una distribución log-BS con parámetro de forma α y de localización γ = log(β), denotada
como Y ∼ log-BS(α, γ).
Aśı mismo, se han hecho generalizaciones del modelo de regresión: Barros et al. (2008)
implementan como kernel de la BS, la distribución t-student y Sanhueza et al. (2008) mues-
tran la modelación basada en la BS generalizada (Diaz-Garcia & Leiva, 2005). Lemonte
& Cordeiro (2009) proponen el modelo de regresión BS no lineal, para el cual Lemonte
& Patriota (2011) y Vanegas et al. (2012) presentan los procedimientos de diagnóstico.
Desmond et al. (2012) y Villegas et al. (2011) desarrollan el modelo mixto BS y Marchant,
Leiva & Cysneiros (2016) el modelo multivariado GBS con sus respectivos procedimientos
de diagnóstico (Marchant, Leiva, Cysneiros & Vivanco, 2016).
El modelo BS ha sido ampliamente trabajado en el estudio de fatiga de materiales y
análisis de confiabilidad (Vilca et al., 2010). Fuera de esta área, se ha aplicado en una gran
variedad de campos. Debido a su génesis, cualquier fenómeno relacionado con algún tipo
de desgaste o proceso de daño acumulativo puede ser modelado de manera eficiente usando
esta distribución. Adicionalmente, dada su proximidad con la distribución inversa Gaussia-
na (Owen & Ng, 2015) pueden aparecer potenciales aplicaciones en actuaria, agricultura,
ciencias básicas, medicina, demograf́ıa, economı́a, ciencias ambientales, toxicoloǵıa, entre
otras (Leiva, Barros & Paula, 2008).
De manera particular, la distribución BS ha sido aplicada en ciencias de la tierra y am-
bientales dada su flexibilidad en el ajuste de datos con comportamientos asimétricos, lo que
permite describir fenómenos que involucren acumulación (Leiva, Barros, Paula & Sanhue-
za, 2008; Leiva et al., 2009; Leiva et al., 2012; Leiva, Tejo, Guiraud, Schmachtenberg, Orio
& Marmolejo, 2015; Ferreira et al., 2012; Marchant et al., 2013; Saulo et al., 2013; Saulo
et al., 2015). Leiva, Marchant, Ruggeri & Saulo (2015) justifica por que la distribución
BS es adecuada para la modelación de datos de estas áreas, usando argumentos teóricos
basados en la ley de efectos proporcionales (Cramer, 1946). Aśı mismo, como afirma Vilca
et al. (2010), en el análisis de datos qúımicos y ambientales es importante tener en cuenta
que hay muchas fuentes que contribuyen a la concentración de algún mineral o elemento
qúımico, tales como condiciones meteorológicas o topográficas. Por tanto, es útil conside-
rar modelos probabiĺısticos que puedan ser expresados como mixturas, lo que aplica para
la distribución BS (Balakrishnan et al., 2009).
Marchant, Leiva & Cysneiros (2016) presentan el modelo de regresión multivariado
BS en el cual consideran la inclusión de variables explicativas, aśı como la correlación
existente en la respuesta. Una aplicación de este modelo en el área de la geoestad́ıstica
es realizada por Garcia-Papani et al. (2016) en la que se hace la modelación espacial de
la concentración de fósforo en una área agŕıcola de Brasil. Estos autores muestran que la
distribución BS es más apropiada en este caso que la normal.
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El análisis de datos funcionales (ADF) (Ramsay & Silverman, 2005) es de reciente
interés en la estad́ıstica, dado el incremento en el número de problemas en ciencias apli-
cadas en los que para cada uno de los individuos de la muestra se dispone de una curva
o en general de una función. Las curvas y las funciones son directamente obtenidas a
partir del uso de algún instrumento, por ejemplo cuando se hacen electrocardiogramas
o tomograf́ıas (Aristizabal & Giraldo, 2011), o por medio del ajuste de modelos no pa-
ramétricos a una gran cantidad de mediciones hechas al mismo individuo en tiempo o
espacio (Giraldo, 2009a). Se han desarrollado versiones funcionales de una gran cantidad
de herramientas estad́ısticas clásicas. Por ejemplo, componentes principales (Pezulli &
Silverman, 1993; Silverman, 1995), correlación canónica (Leurgans et al., 1993), modelos
lineales (Cardot et al., 1999; Malfait & Ramsay, 2003), análisis discriminante (Ferraty
& Vieu, 2003; Aristizabal & Giraldo, 2011), modelos lineales generalizados (Escabias
et al., 2004), análisis de varianza (Cuevas et al., 2004; Shen & Faraway, 2004; Delica-
do, 2007), análisis exploratorio y descriptivo de datos (Ramsay & Silverman, 2005), datos
longitudinales (Yao et al., 2005), análisis cluster (Clarkson et al., 2005), métodos no pa-
ramétricos (Ferraty & Vieu, 2006) y geoestad́ıstica (Giraldo, 2009a).
En el campo del análisis espacial hay muchas situaciones prácticas en las que se dispone
de una o varias variables escalares con distribución asimétrica y positiva, y de una o varias
covariables funcionales en cada uno de los sitios de muestreo. Por ejemplo, el considerado en
el capitulo 4 , en el cual se cuenta con una variable escalar (concentración de sodio) medida
en cada sitio de una parcela experimental y una variable funcional (resistencia mecánica
a la penetración). Los modelos de regresión BS arriba mencionados no son directamente
aplicables en estos casos, puesto que no permiten incluir covariables funcionales. A la
fecha, de acuerdo con la revisión de literatura realizada, dichos modelos solo involucran
variables explicatorias escalares. Teniendo como motivación el tratamiento estad́ıstico de
este tipo de información, en este trabajo se desarrolla un modelo de regresión funcional
con respuesta BS, el cual puede incluir errores correlacionados espacialmente.
El documento está organizado de la siguiente manera: En el caṕıtulo 2, se presenta
el marco teórico usado como base para el desarrollo de la metodoloǵıa propuesta. Se de-
fine la distribución BS univariada, BS multivariada y log-BS y los modelos de regresión
múltiple y multivariado BS. Aśı mismo se presentan conceptos de geoestad́ıstica referentes
a la estimación de la estructura de correlación espacial a través del semivariograma. Se
incluye también una revisión de elementos esenciales del análisis de datos funcionales. En
el caṕıtulo 3 se muestra el desarrollo de la propuesta metodológica del modelo de regresión
lineal con respuesta BS y covariable funcional para datos geoestad́ısticos, su estimación de
parámetros y los resultados de simulaciones realizadas con el fin de evidenciar el compor-
tamiento de los estimadores bajo diferentes grados de asimetŕıa y tamaños de muestra. En
el caṕıtulo 4, se realiza una aplicación de la metodoloǵıa en el análisis de la concentración
de sodio y su relación con la curva de resistencia mecánica a la penetración. Por último,




2.1. Distribución Birnbaum-Saunders univariada y multiva-
riada
Uno de los modelos probabiĺısticos usados para explicar el tiempo de vida de un de-
terminado sistema corresponde a la distribución Birnbaum Saunders (BS), presentada y
tratada por Freudenthala & Shinozukam (1961), Birnbaum & Saunders (1969b) y Birn-
baum & Saunders (1969a). Esta distribución modela fenómenos de falla de un sistema que
por su uso en ciclos o tandas alcanza un umbral que facilita su colapso.
2.1.1. Distribución Birnbaum-Saunders univariada
Birnbaum & Saunders (1969b) definen la distribución BS como la distribución de la

























∼ N(0, 1), (2.2)
con α > 0 es el parámetro de forma y β > 0 es el parámetro de escala (igual a la mediana).
La función de distribución acumulada (FDC) esta dada por,
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con Φ la FDC de la normal estándar. Entonces, la función de distribución de probabilidad
(FDP) de T es





















































; t > 0, (2.5)
donde φ(.) es la FDP de la normal estándar. La media y varianza de T son respectivamente













En la Figura 2.1 se muestran diferentes funciones de distribución BS variando el
parámetro α y manteniendo fijo β. Se observa que a medida que crece α, la asimetŕıa
de la distribución es más pronunciada y que a medida que α se acerca a cero, esta se
vuelve simétrica alrededor de β. De otro lado, si se mantiene fijo α y se vaŕıa β, se tiene
de la Figura 2.2 que la variabilidad de la distribución aumenta, siendo β su mediana.






















BS(α = 0.3, β = 1)
BS(α = 0.5, β = 1)
BS(α = 0.7, β = 1)
BS(α = 1, β = 1)
BS(α = 2, β = 1)
























































BS(α = 0.7, β = 0.5)
BS(α = 0.7, β = 1)
BS(α = 0.7, β = 1.5)
BS(α = 0.7, β = 2)
BS(α = 0.7, β = 2.5)
Figura 2.2. FDP BS variando β
2.1.2. Distribución logaŕıtmica Birnbaum-Saunders univariada
Rieck & Nedelman (1991) presentan la distribución logaŕıtmica Birnbaum-Saunders
(log-BS). Sea T ∼ BS(α, β) y Y = log(T ) entonces Y sigue una distribución log-BS
con parámetros de forma y localización α y γ respectivamente, notada como Y ∼ log-BS
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(α, γ = log(β)). Esta es un caso particular de una distribución seno hiperbólica normal,
ya que Y ∼ SHN (α, γ = log(β), σ = 2).
La función de distribución acumulada log-BS está dada por









, y ∈ R, α > 0, µ ∈ R. (2.6)




















, y ∈ R, α > 0, µ ∈ R.
(2.7)
La media y varianza están dadas por E(Y ) = γ y V ar(Y ) = 4ω(α), respectivamente,
donde ω(α) esta dada por:













Algunas propiedades de la distribución log-BS son:
1. La distribución es simétrica alrededor de γ
2. Es unimodal para α ≤ 2 y bimodal para α > 2.
3. Si Yα ∼ log-BS(α, γ), entonces Sn = (Yα−γ)/(α) converge a un distribución normal
a medida que α se acerca a cero.
En la Figura 2.3 se muestra que la variabilidad de la distribución log-BS aumenta al
hacer mas grande el valor de α . Aśı mismo, de la Figura 2.4 se nota que la distribución
es concentrada alrededor de η.
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log−BS(α = 0.3, γ = 0)
log−BS(α = 0.5, γ = 0)
log−BS(α = 0.7, γ = 0)
log−BS(α = 0.9, γ = 0)
log−BS(α = 2, γ = 0)
Figura 2.3. FDP log-BS variando α























log−BS(α = 0.5, γ = − 4)
log−BS(α = 0.5, γ = − 2)
log−BS(α = 0.5, γ = 0)
log−BS(α = 0.5, γ = 2)
log−BS(α = 0.5, γ = 4)
Figura 2.4. FDP log-BS variando β
2.1.3. Distribución Birnbaum-Saunders multivariada
Kundu et al. (2013) introducen la distribución BS multivariada generalizada. Como
un caso particular, sea α,β ∈ Rp, donde α = (α1, . . . , αp) y β = (β1, . . . , βp), con αi > 0,
βi > 0 para i = 1, ..., p. Sea Γ una matriz p×p de correlación definida positiva. Entonces, el
vector aleatorio T = (T1, ..., Tp)
T sigue una distribución Birnbaum-Saunders multivariada
con parámetros (α,β,Γ), denotada como T ∼ BSp(α,β,Γ). La FDA de T esta dada por


























para t > 0, donde Φp(.; Γ) denota la FDA de una normal estándar multivariada. La
correspondiente FDP de T = (T1, . . . , Tp)
T es











































donde φp(.) es la FDP de una normal estándar multivariada.
2.1.4. Distribución logaritmica Birnbaum-Saunders multivariada
Marchant, Leiva & Cysneiros (2016) desarrollan la distribución logaŕıtmica BS mul-
tivariada. Sea T = (T1, . . . , Tp)
T ∼ BSp(α, β,Σ). Entonces, Y = (log(T1), . . . , log(Tp))T
sigue una distribución log-BS, con vector de forma α = (α1, . . . , αp)
T , vector de loca-
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lización µ = E[Y ] = (E[Y1], . . . , E[Yp])
T = (log(β1), . . . , log(βp))
T ∈ Rp y matriz de
correlación Γ. Entonces, Y ∼ log-BSp(α, µ,Γ) tiene por FDA y FDP respectivamente,
FY (y;α, µ,Γ) = Φp(B; Γ), y ∈ Rp (2.11)
y
fY (y;α, µ,Γ) = φp(B; Γ)b(y;α, µ), y ∈ Rp (2.12)
donde B = B(y;α, µ) = (B1, . . . , Bp)
T , con








y b(y;α, µ) =
∏p
j=1 b(yj ;αj , µj) siendo










2.2.1. Modelo de regresión lineal Birnbaum-Saunders univariado
Rieck & Nedelman (1991) proponen un modelo log-lineal basado en la distribución BS
dado por
Yi = log(Ti) = β0 + x
T
i β + εi, i = 1, . . . , n, (2.13)
donde Yi es el logaritmo del valor observado Ti, β0 el intercepto del modelo, β =
(β1, . . . , βp)
T es un vector de parámetros desconocidos, xi = (xi1, . . . , xip)
T contiene los
valores de las variables explicativas y εi ∼ log-BS(α, 0) es el error aleatorio del modelo,
para i = 1, . . . , n.
La función de log-verosimilitud de una muestra aleatoria Y = (Y1, . . . , Yp) del modelo
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y µi = x
T
i β, para i = 1, 2, . . . , n.
La estimación MV de θ es la solución a las ecuaciones L̇βj = 0 y L̇α = 0, para




































La inferencia en muestras grandes para θ puede realizarse sobre la normalidad asintóti-
ca de θ̂ = (β̂T , α̂)T ,
θ̂ ∼ Np+1(θ,Σθ̂), (2.18)
donde, Σθ̂ es la matriz de covarianza de θ̂. Aśı con base en (2.18), una región de confianza
del 100(1− %) % para el vector de parámetros θ se obtiene de
R ≡
{
θ ∈ R(p+1) : |θ − θ̂|TΣ−1
θ̂
|θ − θ̂| ≤ χ2(1−%, p+1)
}
,
con χ2(1−%, p+1) el cuantil (1− %) de una distribución χ
2
(p+1) y una estimación aproximada
de Σθ̂ puede obtenerse la matriz de información observada evaluada en θ̂.
2.2.2. Modelo de regresión lineal Birnbaum-Saunders multivariado
Marchant, Leiva & Cysneiros (2016) propone una extensión multivariada del modelo
(2.13) dada por
Y = Xβ + E, (2.19)
donde Y = (Yij) ∈ Rn×m es la matriz que contiene el logaritmo de los valores respuesta,
X = (xis) ∈ Rn×p la matriz diseño de rango p que contiene los valores de los p regresores,
β = (βsj) = (β1, . . . ,βm) ∈ Rp×m es la matriz de coeficientes que se va estimar y E =
(εij) ∈ Rn×m es la matriz de errores.
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i la fila i de Y , X y E, respectivamente. Aśı, se puede escribir
Y i = µi + εi = β
Txi + εi, para i = 1, . . . , n. donde ε1, . . . , εn son independientes e
idénticamente distribuidos log-BSm(α1m×1,0m×1,Γ)
Sea Y = (Y 1, . . . ,Y n)
T una muestra aleatoria de una distribución log-BS multivariada
con E(Y i) = β
Txi y y = (y1, . . . ,yn)
T las observaciones. Entonces, la función de log-











donde δi = (δi1, . . . , δim)
T , con


















siendo µij = βj
Txi, para i = 1, . . . , n y j = 1, . . . ,m.
La optimización de la función (2.20) se realiza por medio de métodos numéricos.
Como un caso particular de este modelo, Garcia-Papani et al. (2016) realizan una
aplicación con datos geoestad́ısticos. Los autores consideran que se tiene un proceso es-
tocástico {T (s), s ∈ D}, el cual es definido sobre una región D con D ⊂ R2 y describen
el modelo espacial
Ti = exp(µi)ηi, i = 1, . . . , n. (2.21)
Se asume que el proceso estocástico es estacionario, µi = µ(si) = µ y ηi ∼ BS(α, 1),
siendo exp(µ) la mediana del modelo y α constante en el área de estudio.
Siguiendo el desarrollo de Marchant, Leiva & Cysneiros (2016), dichos autores aplican
una transformación logaŕıtmica a (2.21) y obtienen el modelo espacial log-lineal BS como,
Yi = log(Ti) = µ+ log(ηi) = µ+ εi, i = 1, . . . , n,
para εi = log(ηi) ∼ log-BS(α, 0). Una notación sencilla del modelo se obtiene al expresarlo
en forma matricial
Y = µ1 + ε, (2.22)
con los vectores n× 1, Y = (Y1, . . . , Yn)T , 1 = (1, . . . , 1)T y ε = (ε1, . . . , εn).
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2.3. Geoestad́ıstica
La geoestad́ıstica es la reunión de un conjunto de metodoloǵıas apropiadas para el
análisis de datos de variables aleatorias observadas en diversos sitios (puntos del espacio)
de una área de interés. De manera más formal, la geoestad́ıstica trata con el análisis
de realizaciones de un proceso estocástico {Z(s) : s ∈ D ⊂ RP }, en el que el espacio de
parámetros D ⊂ RP es continuo, s es una ubicación en el espacio Euclidiano P -dimensional
y Z(s) es una variable aleatoria en s. (Giraldo, 2009b)
Las definiciones que se presentan a continuación son tomadas de Cressie (1993), Scha-
benberger & Gotway (2005) y Giraldo (2009b).
2.3.1. Elementos básicos
Para cualquier n puntos s1, s2, ..., sn, el vector aleatorio
−→
Z (s) = [Z(s1), Z(s2), ..., Z(sn)]
T
está definido por su función de distribución conjunta
F [z1, z2, ..., zn] = P [Z(s1) ≤ z1, Z(s2) ≤ s2, ..., Z(sn) ≤ zn]
Conocidas las densidades marginales univariadas y bivariadas se pueden establecer los
siguientes valores esperados (momentos univariados y bivariados).
E(Z(si)) = m(si), (2.23)
V (Z(si)) = E[Z(si)−m(si)]2 = σ2i , (2.24)









Las funciones C(.), γ(.) y ρ(.) son llamadas función de covarianza, semivarianza y
correlación, respectivamente. La variable regionalizada es estacionaria si su función de
distribución conjunta es invariante respecto a cualquier traslación del vector h, o lo que es
lo mismo, la función de distribución del vector aleatorio
−→
Z (s) = [Z(s1), Z(s2), ..., Z(sn)]
T
es idéntica a la del vector
−→
Z (s+h) = [Z(s1 +h), Z(s2 +h), ..., Z(sn +h)]
T para cualquier
h. La teoŕıa geoestad́ıstica se basa en los momentos arriba descritos y la hipótesis de
estacionariedad puede definirse en términos de estos.
Se dice que Z(s) es estacionario de segundo orden si cumple:
a. E[Z(s)] = m,m ∈ R. El valor esperado de la variable aleatoria es finito y constante
para todo punto en el dominio.
b. C[Z(s), Z(s+ h)] = C(h) <∞. Para toda pareja Z(s), Z(s+ h) la covarianza existe y
es función única del vector de separación h.
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La existencia de la covarianza implica que la varianza existe, es finita y no depende de h,
es decir V (Z(si)) = C(0) = σ
2. Aśı mismo la estacionariedad de segundo orden implica la
siguiente relación entre la función de semivarianza y la de autocovarianza:
γ(Z(s+ h), Z(s)) = γ(h) =
1
2
E[Z(s+ h)−m− Z(s) +m]2
= σ2 − C(h).
El proceso se dice intŕınsecamente estacionario si se supone solo que los incrementos
[Z(s+ h)− Z(s)] son estacionarios, esto es:
a. Z(s) tiene esperanza finita y constante para todo punto en el dominio. Lo que implica
que la esperanza de los incrementos es cero.
E[Z(s+ h)− Z(s)] = 0
b. Para cualquier vector h, la varianza del incremento está definida y es una función única
de la distancia.
V [Z(s+ h)− Z(s)] = E[Z(s+ h)− Z(s)]2 = 2γ(h)
La estimación del variograma (semivarianza) es hecha comúnmente por el método de
momentos. Dada una realización del proceso estocástico, la función de semivarianza puede






donde N(h) es el número de puntos separados por una distancia h.
Para realizar la predicción espacial kriging se requiere del conocimiento de la estruc-
tura de autocorrelación para cualquier posible distancia entre sitios dentro del área de
estudio. Por ello se hace necesario el ajuste de modelos que generalicen lo observado en el
semivariograma experimental a cualquier distancia.
Todos estos modelos tienen tres parámetros comunes, τ2 que hace referencia al nugget
o efecto pepita y que representa una discontinuidad puntual del semivariograma en el
origen. Este puede ser debido a errores de medición en la variable o a la escala de la
misma. σ2, se llama normalmente meseta o meseta parcial (τ2 6= 0) y es la cota superior
del semivariograma o el limite del semivariograma cuando la distancia h tiende a infinito.
Por último, ς el rango, que en términos prácticos corresponde a la distancia a partir de la
cual dos observaciones son independientes.
Cuatro modelos clásicos dentro de geoestad́ıstica son: El modelo esférico, que tiene
un crecimiento rápido cerca al origen, pero los incrementos marginales van decreciendo
para distancias grandes, hasta que para distancias superiores al rango los incrementos son
nulos. Su expresión matemática es la siguiente:
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γ(h) =















0 < h ≤ ς
τ2 + σ2 h > ς.
(2.28)
El siguiente es el modelo exponencial, que aplica cuando la dependencia espacial tiene
un crecimiento exponencial respecto a la distancia entre las observaciones. El valor del
rango es igual a la distancia para la cual el semivariograma toma un valor igual al 95 %
de la meseta. Su expresión matemática es la siguiente:
γ(h) =
{
0 h = 0






h 6= 0. (2.29)
Luego esta el modelo Gaussiano, que al igual que en el modelo exponencial, la de-
pendencia espacial se desvanece solo en una distancia que tiende a infinito. El principal




0 h = 0







h 6= 0. (2.30)
Por último, está el modelo Matern que se expresa como
γ(h) =
{
0 h = 0













h 6= 0, (2.31)
donde Kκ(.) denota la función modificada de Bessel de tercera clase de orden κ. Esta
familia es válida κ > 0. En el caso que κ = 0.5 el modelo Matern coincide con el modelo
exponencial y para κ→∞, con el modelo Gaussiano.
2.3.2. Modelo de regresión normal con datos geoestad́ısticos
El modelo de regresión normal con datos geoestad́ısticos viene dado por
Z(s) = X(s)β + ε(s)
ε(s) ∼ N(0,Σ(θ)).
Si θ es conocido, el estimador por mı́nimos cuadrados generalizados
β̂gls = (X(s)
′Σ(θ)−1X(s))−1X(s)′Σ(θ)−1Z(s),
puede usarse para estimar β. Debido a que se asume que los errores e(s) siguen una
distribución normal, el estimador máximo verośımil de β es equivalente al estimador por
mı́nimos cuadrados generalizados. Por lo tanto, este estimador es consistente para β y
β̂ ∼ N(β, (X(s)Σ(θ)−1X(s))−1). (Schabenberger & Gotway, 2005)
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2.4. Análisis de datos funcionales
El Análisis de Datos Funcionales (ADF) es el área de la estad́ıstica encargada del
análisis de muestras de funciones aleatorias o variables aleatorias funcionales. Una variable
aleatoria X se llama variable funcional si toma valores en un espacio infinito dimensional
(espacio funcional), por lo tanto una observación x de X se llama un dato funcional y
un conjunto de datos funcionales x1, ..., xn es la observación de n variables funcionales
X1, ..., Xn con igual distribución (Ferraty & Vieu, 2006) .
Se trabaja con elementos aleatorios X = {X(t), t ∈ T ⊆ R} del espacio de funciones
de cuadrado integrable finito, es decir de




donde L2(T ) con el producto interno usual < f, g >=
∫
T f(t)g(t) es un espacio Euclidiano
(He et al., 2000).
2.4.1. Suavizado
Asumiendo que hay un dato funcional para el individuo i, que se ve representado
por un conjunto de valores discretos (yi1, ..., yin), el primer paso en el análisis de datos
funcionales, es convertir estos valores en una curva xi con valores xi(t) observables para
cualquier t. En cada una de las curvas se pueden encontrar dos tipos de variación:
• Variación asociada a toda la curva xi(t), la cual representa la variación espećıfica
del individuo i.
• Variación espećıfica en la observación xi(t), la cual representa el error de medida.
No es fácil separar los dos tipos de variación, sin embargo, el objetivo del suavizado es
eliminar o reducir la segunda.
Las curvas en un análisis funcional se asumen suaves. Existen varias formas de llevar a






donde ψ(t) = (ψ1(t), ...ψk(t))
T corresponde a una base de funciones conocida que tiene el
mismo rango que x(t) y los coeficientes ck, k = 1, . . . , k son determinados por mı́nimos
cuadrados.
Aunque existen varias alternativas (B-splines, Fourier, Wavelets, entre otras), en esta
sección solo se presentan los conceptos referentes a la base de B-splines, debido a que se
utilizará en el caṕıtulo 4.
Dado un conjunto de L puntos interiores del intervalo T = [a, b], es decir, a = τ1 <
τ2 < . . . < τl = b, un spline cúbico es una función S definida sobre T , tal que S es un
polinomio cúbico en el intervalo [τl−1, τt], l = 1, 2, . . . , L+1 con segunda derivada continua
(en particular S, S′, S′′ continuas en todo punto τl). Los puntos τl son denominados nodos
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y entre mayor sea su número la curva presentará mayor flexibilidad (Ramsay & Silverman,
2005).






donde c es un vector k-dimensional de coeficientes y ψ(t) es una base de funciones L+ 4
dimensional con componentes ψk(t).
El método más utilizado para aproximar la función ξi mediante una base de funciones










con η un parámetro de penalización para disminuir la variabilidad del ajuste. El número
de funciones base k y η son estimados a través de procedimientos de validación cruzada
(Ramsay & Silverman, 2005). A partir de observaciones (tj , yij), tj ∈ T , j = 1, 2, . . . ,M ,
se pueden obtener n curvas (n datos funcionales) empleando las ecuaciones (2.33) y (2.34).
2.4.2. Estad́ısticas descriptivas
Las estad́ısticas descriptivas univariadas y bivariadas clásicas se aplican igualmente
cuando se tienen datos funcionales. Dado un conjunto de variables funcionales X1, ..., Xn,
las correspondientes funciones descriptivas están dadas por las siguientes expresiones
(Ramsay & Silverman, 2005).
















• Covarianza Cruzada: Cov(X(t1), X(t2)) = (N − 1)−1
N∑
i=1
(Xi(t1) − X̄(t1))(Xi(t2) −
X̄(t2)).




Es importante notar que el resultado del cálculo de las estad́ısticas descriptivas son
curvas.
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2.4.3. Modelo de regresión funcional.
El análisis de regresión funcional tiene objetivos similares a los de la regresión clásica,
es decir se busca describir el efecto de covariables sobre la respuesta. En este contexto,
hay tres modelos de regresión ampliamente usados, su especificación depende del tipo de
respuesta (escalar o funcional) y del efecto de la covariable funcional sobre esta misma
(puntual o global).









Xi(v)β(v, t)dt+ εi(t). (2.37)
El modelo (2.35) es una generalización del modelo de regresión múltiple clásico
Yi = β0 +
∑n
i=1
βiXij + εi. La estimación del parámetro funcional β(t) no puede ser
obtenida directamente a través de mı́nimos cuadrados con una expresión análoga a la
usada en el caso de la regresión lineal múltiple, ya que se obtendŕıan infinitos conjun-
tos de soluciones. Su estimación puede obtenerse usando algún método de regularización
(Ramsay & Silverman, 2005).
Cuando la respuesta es funcional, se han considerado ampliamente los modelos (2.36)
y (2.37), en lo cuales β0(t) es una función no aleatoria que desempeña el rol de inter-
cepto funcional, β(t) y β(v, t) son funciones de coeficientes no aleatorios; las pendientes
funcionales.
El modelo (2.36) impĺıcitamente asume que Y y X pertenecen al mismo espacio funcio-
nal. Dado t, Y (t) y X(t) siguen el modelo lineal tradicional, pero el efecto de la covariable
puede cambiar con un t diferente. Este modelo asume que el valor de Y en el tiempo t
depende solo del valor que toma X para el mismo tiempo t y no de sus valores anteriores o
futuros; por lo tanto, es un modelo de regresión concurrente (Ramsay & Silverman, 2005).
Una manera simple y efectiva de estimar β se basa en primero ajustar el modelo (2.36) de
manera local en una vecindad de t, usando mı́nimos cuadrados ordinarios para obtener una
estimación inicial de β̃(t), y luego suavizar estas estimaciones iniciales a lo largo de t para
llegar a β̂(t) (Fang & Zhang, 1999). Adicionalmente a este procedimiento, métodos con un
único paso también han sido estudiados (Hoover et al., 1998; Wu & Chiang, 2000; Huang
et al., 2002; Eggermont et al., 2010), aśı como pruebas de hipótesis y bandas de confianzas
(Fang & Zhang, 2008).
Por otro lado, el modelo (2.37) es generalmente mencionado como modelo lineal funcio-
nal total y difiere en aspectos importantes del modelo concurrente (2.36). Para cualquier
tiempo t, el valor de Y (t) depende de la trayectoria completa de X. Este es una extensión
directa del modelo lineal tradicional con respuesta multivariada y vector de covariables,
al cambiar el producto interno de un espacio vectorial Euclidiano por L2. Este modelo
también es una extensión directa del modelo (2.35) cuando la respuesta escalar Y es re-
emplazada por Y (t) y el parámetro funcional β(t) varia adicionalmente en función de s, lo
cual lleva este a convertirse en una superficie funcional bivariada. Este modelo fue presen-
tado por primera vez por Ramsay & Dallzel (1991), quienes propusieron un método por
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mı́nimos cuadrados penalizados para realizar la estimación de β(s, t). Cuando el espacio
funcional de Y y X es el mismo, tiene usualmente sentido que solo los valores históricos
de X afecten a Y , es decir, que β(s, t) = 0 para s < t. Esta versión de (2.37) ha recibido
el nombre de modelo de regresión lineal funcional histórico (Malfait & Ramsay, 2003),
debido a que solo se toma para la modelación de la variable respuesta su relación histórica
con la covariable.
2.4.4. Estimación de parámetros por mı́nimos cuadrados generalizados
Febrero-Bande & De la Fuente (2014) presentan la estimación del modelo de regresión
lineal funcional cuando existe dependencia espacial o temporal. Sea el modelo




donde β ∈ L2(T ) y ε es un vector aleatorio con media 0 y matriz de covarianzas Ω =
E(εεT ). Este modelo incluye como casos especiales, muchos otros modelos, todos basados
en Ω(θ) = σ2Σ(θ) donde θ es un parámetro estimable.
De manera particular, para el caso de un modelo con correlación espacial:
Ω = σ2ρ(d(si, sj)), (2.39)
con d(.) la distancia entre las ubicaciones si, sj y ρ una función de correlación espacial.
La estimación del modelo (2.38) se realiza a través del criterio de mı́nimos cuadrados
generalizados, es decir, la optimización de la función
Φ(β, θ) = (Y − 〈X,β〉)TΣ(θ)−1(Y − 〈X,β〉).
Una vez el modelo es estimado, se puede calcular la predicción en un nuevo punto
{y0} usando el modelo seleccionado para Σ. Siendo ∆ = Cov(ε, ε0) y Σ0 = Cov(ε0, εT0 ), se
obtiene
ŷ0 = 〈X0, β̂〉+ ∆Σ̂(Y − 〈X, β̂〉)) (2.40)
V ar(ŷ0) = σ
2(Σ0 −∆Σ−1∆T ). (2.41)
CAPÍTULO 3
Modelo de regresión Birnbaum-Saunders
funcional con errores espacialmente
correlacionados
3.1. Formulación del modelo
Sea {T (s) : s ∈ D ⊂ R2} un proceso estocástico espacial y T = (T (s1), . . . , T (sn))T
un vector aleatorio que contiene el valor de la variable T en los sitios si con i = 1, . . . , n.
Considere el modelo espacial de la forma
T (si) = exp(µ(si))η(si), i = 1, . . . , n., (3.1)
tal que µ(si) = β0 +
∫
T X(si, t)β(t)dt y η(si) ∼ BS(α, 1), para i = 1, . . . , n. El parámetro
α se supone constante en cada uno de los sitios de muestreo (Garcia-Papani et al., 2016).
Aplicando una transformación logaŕıtmica al modelo (3.1), se obtiene el modelo log-lineal
espacial
Y (si) = log (T (si)) = β0 +
∫
T
X(si, t)β(t)dt+ ε(si), (3.2)
donde X(si, t) es una variable funcional en el i-ésimo sitio, β(t) el parámetro funcional
asociado a la covariable X(· , t) y ε(si) = log(η(si)) ∼ log-BS(α, 0).
Expresando X(si, t) y β(t) en términos de las bases de funciones, ψ(t) =
(ψ1(t), . . . , ψKz(t))
T , ϑ(t) = (ϑ1(t), . . . , ϑKβ (t))
T , respectivamente, se tiene
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ai1 · · · aiKz
) ψ1(t)...
ψKz(t)






b1 · · · bKβ
) ϑ1(t)...
ϑKβ (t)
 = bTϑ(t) = ϑT (t)b, (3.4)
donde aik son coeficientes obtenidos del proceso de suavizado y bk son parámetros a estimar
asociados a ϑ(t). Aśı, el modelo (3.2) puede expresarse como:
Y (si) = β0 +
∫
T

































Definiendo el vector de parámetros ξ = (β0, b1, . . . , bKβ )
T = (β0, b)
T y Z = [1 AJψϑ],






















Y = Zξ + ε, (3.7)
siendo Y = (Y (s1), . . . , Y (sn))
T y ε ∼ log-BSn(α1n×1,0n×1,Γ(ς)), con Γ(ς) matriz de
correlación. Dado que la función de distribución multivariada log-BS (2.12) está definida
en términos de esta matriz (Marchant, Leiva & Cysneiros, 2016) y ya que es conveniente
considerar una forma estructural para la matriz de correlación dentro del análisis espacial
(Schabenberger & Gotway, 2005), Γ(ς) se expresará en términos de una de las estructuras
de correlación consideradas en geoestad́ıstica, discutidas en el caṕıtulo 2.
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3.2. Estimación de parámetros
Sea θ = (α, ξT , ς)T el vector que contiene los parámetros a estimar de los efectos fijos
y de la estructura de correlación. Entonces la función de verosimilitud de θ basada en el
vector observado y = (y(s1), . . . , y(sn))
T está dada por




















donde µ(si) = z(si)
T ξ, con z(si)
T la fila i de la matriz Z, definida en (3.7) y V =
(V (s1), . . . , V (sn))
T un vector n× 1 con V (si) = sinh((y(si)− µ(si))/2).




































































































































Por ejemplo, si el correlograma experimental muestra un comportamiento similar al
modelo exponencial (2.29), se tiene




con M una matriz de elementos mij = (3hij/ς) exp (−3hij/ς) donde hij es la distancia
entre los sitios si y sj para i = 1, . . . , n y j = 1, . . . , n.
Sea Σ = τ2I + σ2Γ la matriz de covarianzas de Y . Puesto que el proceso se supone
estacionario de segundo orden entonces C(0) = τ2 + σ2, entonces un estimador de σ2t =
τ2 + σ2 está dado por
σ̂2t = ω(α̂). (3.15)














y por la propiedad de invarianza se tiene que σ̂2t es un estimador MV de σ
2
t .
Teniendo en cuenta que no se obtiene una forma cerrada para el sistema de ecuaciones
definido en (3.10), la estimación de los parámetros se realiza por medio del método de
optimización quasi-Newton de Broyden-Fletcher-Goldfarb-Shanno (BFGS) (Lange, 2001).
El algoritmo se puede implementar a través de la función optim del software R (R Core
Team, 2016).
Con base en las propiedades asintóticas de los estimadores MV se tiene que θ̂ es
consistente para θ y se distribuye asintóticamente normal (Hogg & Craig, 1978)
√
n(θ̂ − θ) D−→N(0,J(θ)−1), (3.17)
donde J(θ) = ĺım
n−→∞ I(θ), con I(θ) la matriz de información de Fisher esperada, la cual
puede ser estimada por I(θ̂).
De lo anterior, intervalos de confianza (IC) del 100(1 − ζ) % para θ = (α, ξT , ς)T =
(α, β0, b
T , ς)T pueden obtenerse como
IC(β0; 100(1− ζ) %) =
(
β̂0 ± z(1−ζ/2) ∗ ÊS(β̂0)
)
,
IC(bi; 100(1− ζ) %) =
(
b̂i ± z(1−ζ/2) ∗ ÊS(b̂i)
)
,
IC(α; 100(1− ζ) %) =
(
exp(α̂∗ ± z(1−ζ/2) ∗ ÊS(α̂∗))
)
,
IC(ς; 100(1− ζ) %) =
(
exp(ς̂∗ ± z(1−ζ/2) ∗ ÊS(ς̂∗))
)
,
donde α̂∗ y ς̂∗ son log(α̂) y log(ς̂), respectivamente, y ÊS(.) es el error estándar estimado.
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La varianza del parámetro funcional β(t) es,
V (β̂(t)) = ϑ(t)TV (b̂)ϑ(t), (3.18)
siendo ϑ(t) una base de funciones usada en (3.21). Por lo cual, un intervalo de confianza
de 100(1− ζ) % para el parámetro funcional β(t) viene dado por





En esta sección se evalúa el desempeño de los estimadores MV propuestos a partir de
simulaciones basadas en el método MonteCarlo (MC) (Nash, 2014). Para esto, se considera
el siguiente modelo de regresión funcional BS
Y (si) = log (T (si)) = β0 +
∫
T
X(si, t)β(t)dt+ ε(si), (3.20)
donde X(si, t), con i = 1, . . . , n, es una variable funcional simulada en el i-ésimo sitio, β(t)
el parámetro funcional asociado a la covariable X(· , t) y ε(si) ∼ log-BS(α, 0). También,
se fija β0 = 1 y la covariable funcional X(t) se simula a través de la propuesta para la
generación de procesos aleatorios gaussiano de Keirstead (2012). Por otro lado, sin pérdida
de generalidad, se expresan X(· , t) y β(t) en términos de una misma base de funciones de
B-splines de tamaño Kz = 14 (Ramsay & Silverman, 2005), ψ(t) = (ψ1(t), . . . , ψKz(t))
T ,
se escoge este valor ya que se utilizará posteriormente en el análisis del primer conjunto
de datos que se presenta en el caṕıtulo 4. En la Figura 3.1 se presentan las covariables
suavizadas para los diferentes tamaños de muestra considerados.











































Figura 3.1. Covariable X(t) para diferente tamaño de muestra n suavizada por una base B-
Splines con k = 14. (izquierda) n = 36, (centro) n = 100, (derecha) n = 400
Expresando X(· , t) y β(t) en términos de la base, ψ(t) = (ψ1(t), . . . , ψKz(t))T , ϑ(t) =
(ϑ1(t), . . . , ϑKβ (t))
T se tiene que






ai1 · · · ai14
) ψ1(t)...
ψ14(t)






b1 · · · b14
) ψ1(t)...
ψ14(t)
 = bTψ(t) = ψT (t)b, (3.22)
donde aik son los coeficientes obtenidos del proceso de suavizamiento de X(· , t) y los
bk corresponden a los componentes del vector de parámetros b, que se fija como b =
(−10, 20,−10, 20,−10, 10,−10, 10,−10, 20,−10, 20,−10, 20). De lo anterior, el modelo en






















Y = Zξ + ε, (3.23)
con Jψψ definido (3.6), ξ = (β0, b1, . . . , b14)
T y ε ∼ log-BSn(α1n×1,0n×1,Γ(ς)). Γ(ς) se
expresa en términos del modelo exponencial, el cual es escogido ya que es uno de lo más
aplicados en geoestad́ıstica. Su popularidad se debe a los resultados óptimos que se han
obtenido al aplicarlo en un gran número de áreas, mostrando ser un modelo paramétrico
robusto (Renard et al., 2005; Schabenberger & Gotway, 2005).
Para generar ε ∼ log-BSn(α1n×1,0n×1,Γ(ς)), se sigue la propuesta de Marchant, Leiva
& Cysneiros (2016),
1. Se simula w como una muestra aleatoria de tamaño n de W ∼ Nn(0,Γ(ς)).
2. Se definen los errores como ε(si) = 2 arcsin(αw(si)), ∀i, i = 1, . . . , n.
Con base en lo anterior, un valor simulado y(si) se obtiene como
y(si) = z(si)ξ + 2 arcsin(αw(si)).
Con el fin de evaluar emṕıricamente la eficiencia del estimador θ̂ bajo diferentes ta-
maños de muestra y grados de asimetŕıa, se definen 9 escenarios de simulación siendo
combinaciones de valores de n y α. Se fija n = 36, 100 y 400 como el número de observa-
ciones de y = (y(s1), . . . , y(sn))
T , las cuales son generadas de una distribución log-BS de
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parámetros α = 0.3, 1 y 2 y γ = Zξ, definida en (3.23). Como se muestra en la Figura 2.1;
con estos valores de α se tienen grados de asimetŕıa diferenciados.
En geoestad́ıstica, es importante considerar la densidad del muestreo para lo cual,
adicional al tamaño de la muestra es necesario conocer la extensión del área en estudio.
Se observa del estimador de la semivarianza (2.26), que su estimación a una distancia fija
h es mas robusta a medida que aumenta la cantidad de parejas de puntos distanciados
en h unidades. Teniendo en cuenta esto, se fija para las simulaciones n = 36, 100 y 400
en un área de igual extensión, lo que implica tener simulaciones bajo muestreos de baja,
mediana y alta intensidad. En la Figura 3.2 se muestran las tres configuraciones de puntos
de muestreo utilizadas.
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Figura 3.2. Distribución de los puntos de muestreo utilizadas en las simulaciones de tamaño
(izquierda) n = 36, (centro) n = 100, (derecha) n = 400
Luego, se ajusta el modelo dado en (3.20) usando el algoritmo en R (R Core Team,
2016) que se presenta en el apéndice. Para los valores iniciales de α̂ y β̂ se utilizan las
estimaciones que se obtienen del modelo de regresión log-BS para datos independientes,
el cual es implementado en R por Leiva (2016). Por último, el valor inicial de ς̂ se define
como la distancia promedio entre cualquier par de puntos de muestreo.
Para cada parámetro bajo cada escenario de simulación, se calcula la media emṕırica



















donde θ̂j es la estimación que se obtiene de θj en la réplica k. Se trabaja con 1000 réplicas
MC para cada escenario.
De manera gráfica, se puede observar en la Figura 3.3 el resultado de la estimación
de los parámetros asociados a β(t) con α = 2 y para cada uno de los tres valores de n
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considerados. Es valido afirmar bajo este escenario que β̂(t) → β y RMSE → 0 cuando
aumenta n.
















































Figura 3.3. β(t) ajustados por MV bajo diferentes tamaños de muestra. (Izquierda) n = 36,
(Centro) n = 100, (Derecha) n = 400
En cuanto al desempeño del estimador de ς, en la Figura 3.4 se muestran la función
de correlación original, el promedio de las estimaciones MV y el valor ajustado en cada
una de las replicas de la simulación. Estos gráficos corresponden a los escenarios donde
n = 36, 100 y 400 y α = 0.3. Por otro lado, se puede construir una estimación de la función
de semivarianza a partir del estimador propuesto en (3.16), Figura 3.5. De lo anterior, se
puede afirmar que los estimadores propuestos tienen un buen comportamiento estad́ıstico.
Aunque, estos en particular parecen ser más sensibles a tamaños de muestra pequeños.

























































Figura 3.4. Correlogramas ajustados por MV bajo diferentes tamaños de muestra. (Izquierda)
n = 36, (Centro) n = 100, (Derecha) n = 400
En la tabla 3.1 se presentan los resultados obtenidos del proceso de simulación. En
esta, se encuentran los valores reales asignados a cada uno de los parámetros, el tamaño
de muestra y los resultados de las estad́ısticas MED (3.24) y RMSE (3.26). Los escenarios
de simulación están organizados de manera que, a medida que se baja en la tabla aumenta
el grado de asimetŕıa considerado (el valor de α) y al moverse de izquierda a derecha
aumenta n (el tamaño de muestra). Con base en esta tabla, se puede afirmar que los
estimadores MV de los parámetros α, b y ς presentan buenas propiedades estad́ısticas a
medida que se incrementa la densidad del muestreo, es decir, que cuando el tamaño de
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la muestra aumenta MED tiende al valor real del parámetro y el RMSE disminuye. Sin
embargo, se observa que al aumentar el valor de α es más sensible el estimador de ς.































































Figura 3.5. Semivariogramas ajustados por MV bajo diferentes tamaños de muestra. (Izquierda)
n = 36, (Centro) n = 100, (Derecha) n = 400
Se evalúa con mas detalle la sensibilidad de los estimadores que presentaron los valores
mas altos de RMSE (tabla 3.1), entre los cuales se encuentra el de ς. Para esto, se realiza
un ejercicio de simulación similar al anterior pero variando el valor de α entre 0.1 y 2.5
cada 0.1 y tomando n = 36 y 100. Los resultados gráficos se presentan en la Figura 3.6.
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Figura 3.6. Estimación de parámetros bajo diferentes grados de asimetŕıa y tamaños de muestra.
(izquierda) ς = 5, (centro) β0 = 10, (derecha) b14 = 20
De lo anterior, resulta importante resaltar que el desempeño del estimador MV de ς es
sensible a tamaños de muestra pequeños y a grados altos de asimetŕıa en la distribución
original de los datos. Lo primero, es un resultado esperado ya que los estimadores MV son
asintóticamente insesgados y eficientes, pero este resultado no necesariamente se mantiene
para muestras pequeñas. En cuanto a la sensibilidad al aumentar el valor de α, Rieck &
Nedelman (1991) muestran que la bimodalidad en la distribución seno hiperbólica normal
cuando α > 2 causa múltiples máximos en la función de verosimilitud. Sin embargo, estos
autores señalan que valores de α > 2 son inusuales en la práctica.
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n = 36 n = 100 n = 400
Parámetro v. real MED RMSE v. real MED RMSE v. real MED RMSE
α 0,3 0,23 0,08 0,3 0,26 0,05 0,3 0,27 0,03
β0 10 10,03 1,27 10 9,98 0,5 10 10 0,15
b1 -10 -10 1,4 -10 -10 0,5 -10 -10 0,15
b2 20 20,01 1,05 20 20,02 0,32 20 19,99 0,1
b3 -10 -10 0,58 -10 -10,01 0,18 -10 -9,99 0,06
b4 20 20,01 0,28 20 20,01 0,09 20 20 0,03
b5 -10 -10 0,15 -10 -10,01 0,06 -10 -10 0,02
b6 10 10 0,12 10 10 0,05 10 10 0,02
b7 -10 -9,99 0,12 -10 -10 0,05 -10 -10 0,02
b8 10 10 0,15 10 10 0,06 10 10 0,02
b9 -10 -10 0,14 -10 -10 0,06 -10 -10 0,02
b10 20 19,99 0,17 20 20 0,07 20 20 0,02
b11 -10 -9,99 0,27 -10 -10 0,1 -10 -10 0,03
b12 20 19,99 0,51 20 20 0,19 20 20 0,06
b13 -10 -9,98 0,8 -10 -10,01 0,33 -10 -10 0,09
b14 20 19,94 1,35 20 20,03 0,51 20 20,01 0,13
ς 5 5,78 2,45 5 4,47 1,41 5 4,14 0,86
α 1 0,77 0,32 1 0,9 0,2 1 0,95 0,08
β0 10 9,98 3,93 10 9,99 1,38 10 10 0,42
b1 -10 -9,79 3,9 -10 -9,93 1,41 -10 -9,98 0,45
b2 20 19,9 2,87 20 19,95 0,93 20 19,98 0,31
b3 -10 -9,94 1,76 -10 -9,98 0,55 -10 -9,98 0,19
b4 20 19,97 0,86 20 19,99 0,28 20 19,99 0,09
b5 -10 -9,99 0,48 -10 -9,99 0,19 -10 -9,99 0,07
b6 10 10,01 0,39 10 9,99 0,15 10 9,99 0,06
b7 -10 -9,97 0,39 -10 -9,99 0,15 -10 -10 0,05
b8 10 10,01 0,48 10 9,99 0,17 10 10,01 0,05
b9 -10 -10,01 0,45 -10 -9,99 0,17 -10 -10,01 0,05
b10 20 20,03 0,54 20 19,99 0,2 20 20,01 0,06
b11 -10 -10,04 0,83 -10 -9,99 0,3 -10 -10,01 0,09
b12 20 20,08 1,59 20 19,99 0,6 20 20,01 0,16
b13 -10 -10,1 2,6 -10 -9,99 1,03 -10 -10,02 0,28
b14 20 20,23 4,16 20 19,96 1,55 20 20,03 0,41
ς 5 5,94 2,52 5 5,05 1,72 5 4,75 0,77
α 2 1,84 0,81 2 1,89 0,36 2 1,93 0,15
β0 10 10,15 6,91 10 9,97 2,23 10 10,01 0,64
b1 -10 -10,14 7,06 -10 -9,86 2,42 -10 -9,96 0,65
b2 20 19,98 5,28 20 19,9 1,51 20 19,96 0,44
b3 -10 -9,96 3,22 -10 -9,96 0,92 -10 -9,96 0,28
b4 20 19,95 1,52 20 19,99 0,46 20 19,98 0,14
b5 -10 -9,99 0,85 -10 -9,98 0,3 -10 -9,99 0,1
b6 10 9,99 0,7 10 9,99 0,26 10 9,99 0,09
b7 -10 -9,98 0,71 -10 -10 0,25 -10 -9,99 0,08
b8 10 10,01 0,85 10 9,98 0,28 10 10,01 0,08
b9 -10 -9,99 0,81 -10 -9,98 0,28 -10 -10,01 0,09
b10 20 19,97 0,97 20 19,99 0,32 20 20,01 0,1
b11 -10 -9,95 1,47 -10 -10 0,49 -10 -10,01 0,14
b12 20 20,04 2,8 20 20,03 1 20 20,02 0,26
b13 -10 -9,81 4,67 -10 -10,03 1,75 -10 -10,03 0,44
b14 20 19,89 7,44 20 20 2,51 20 20,05 0,63
ς 5 8,93 4,22 5 5,45 1,6 5 4,89 0,77
Tabla 3.1. Tabla con los resultados simulaciones. n: Tamaño de muestra. v.real, valor real del




4.1. Curvas de resistencia mecánica a la penetración y con-
centración de sodio.
En este caṕıtulo se presenta una aplicación del modelo propuesto a datos de concen-
traciones de sodio y curvas de resistencia mecánica a la penetración.
En la primera sección se realiza una descripción del lugar en el cual se tomaron los
datos y una justificación del análisis de esta información. En la sección siguiente, se realiza
el modelamiento de los datos asumiendo que cada curva de penetración es una realización
de una variable aleatoria funcional y que existe correlación espacial en las mediciones de
concentración de sodio. En la última parte, se realiza una comparación con la metodoloǵıa
clásica.
4.1.1. Descripción de la base de datos
En agricultura, el conocimiento de los suelos es un factor predominante para el desa-
rrollo óptimo de las actividades productivas. Usualmente su estudio inicia con el análisis
de datos obtenidos a partir de la medición en un conjunto finito de sitios dentro de la
región de interés. Las variables medidas en cada sitio pueden ser escalares (propiedades
qúımicas) o funcionales (curvas de infiltración, resistencia mecánica a la penetración (RP),
retención de agua, entre otras).
En esta aplicación se va trabajar con la RP, que es un indicador de calidad del suelo.
Este se considera de gran importancia en los estudios sobre compactación del suelo y
su relación con el enraizamiento. Además, brinda una ventaja al ser un dato de rápida
obtención, convirtiéndola en una herramienta de diagnóstico inicial sobre la condición
f́ısica del suelo (De León et al., 1998). Aśı, resulta de interés establecer la relación entre
esta variable y las demás propiedades f́ısicas y qúımicas del suelo.
Los datos utilizados en este trabajo fueron tomados en el Centro Agropecuario Marengo
(CAM), que pertenece a la Universidad Nacional de Colombia. Está ubicado en la vereda
San José del municipio de Mosquera, Cundinamarca a 2,543 metros sobre el nivel del mar.
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El CAM es un centro dedicado principalmente a la investigación en el área de agricultura
y producción agropecuaria.
Las mediciones fueron realizadas bajo un diseño regular compuesto por 30 puntos de
muestreo, los cuales se muestran en la Figura 4.1 (Izquierda). En cada uno, se tienen 334
mediciones de resistencia mecánica a la penetración que se obtiene al medir a diferentes
niveles de profundidad, desde 0 a 45 cm. Adicionalmente, se cuenta en cada punto con los
resultados de análisis qúımicos de concentración para 12 elementos. Las coordenadas de los
puntos de muestreo fueron determinados por medio de GPS. Este conjunto fue analizado






















































































Figura 4.1. Base de datos Marengo. (Izquierda) Puntos de muestreo, (Centro) Histograma de
Na, (Derecha) Curvas de RP
En la Figura 4.1 (Centro) se muestra el histograma de concentración de sodio. Se
realiza una estimación kernel de la densidad y se ajustan las distribuciones normal y BS,
se observa que esta última conserva mejor la forma de los datos. Aunque el supuesto
distribucional que existe es multivariado, este gráfico permite discutir sobre su simetŕıa
y el rango de valores que toma la variable. En este caso, se nota una asimetŕıa hacia la
derecha y puesto que son concentraciones, sus valores son no negativos. Adicionalmente,
en la Figura 4.1 (Derecha) se presentan las mediciones realizadas de resistencia mecánica
a la penetración para cada uno de los sitios de muestreo.
4.1.2. Modelación
Como se describió en el caṕıtulo 1, la distribución BS es adecuada para describir
comportamientos asimétricos de datos que involucren procesos de acumulación. Por esto, el
modelo propuesto en el caṕıtulo 3 se puede considerar como una opción para la modelación
de estos datos.
El modelo es el siguiente:
Y (si) = log (B(si)) = β0 +
∫
T
X(si, t)β(t)dt+ ε(si), (4.1)
donde B(si) y X(si, t) son respectivamente la concentración de sodio y la curva de RP
para el sitio si. Además, ε(si) ∼ log-BS(α, 0), β0 es el intercepto del modelo y β(t) es el
parámetro asociado a la covariable X(· , t).
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Del capitulo 2, se tiene que el primer paso para realizar un análisis con datos fun-
cionales, es determinar la base de funciones necesaria para suavizar los datos. En este














































Figura 4.2. (Izquierda) criterio GCV selección tamaño de la base. (Derecha) base de funciones
B-Splines con k = 14
El suavizado de las mediciones de RP (Figura 4.3) se realiza a través de una base de
B-splines con k = 14. La selección del tamaño de la base se hace a partir del criterio GCV.
Como se puede ver en la Figura4.2, aumentos en k después de este valor no disminuyen
de manera significativa este criterio. En la Figura 4.2 se muestra la base de funciones
escogida.
Como resultado del proceso de suavizado se obtienen las curvas de la Figura 4.3. De
esta manera, pueden ser incluidas en el modelo (4.1). Luego, el modelo (4.1) puede ser
escrito en forma matricial
Y = Zξ + ε, (4.2)
con ξ = (β0, b1, . . . , b14)
T y ε ∼ log-BSn(α1n×1,0n×1,Γ(ς)) donde Γ(ς) se expresa en
términos del modelo de correlación espacial exponencial (2.29).
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Figura 4.3. (Izquierda) Mediciones de RP. (Derecha) curvas suavizadas de RP
Los resultados de la estimación se presentan en la tabla 4.1. Es importante notar que
la estimación del parámetro α, asociado a la distribución BS, y ς, parámetro de correlación
espacial, son significativos. En cuanto, a los coeficientes asociados a la base de B-Splines
que expanden β(t) no son de relevancia de manera individual. Ya que la estimación del
parámetro funcional puede ser o no significativa en función de t.
Parámetro Estimación Error. Std Valor t Valor P
α 0,17 0,05 3,13 0,01
β0 0,04 0,15 0,27 0,79
b1 -3,31 3,26 -1,01 0,33
b2 -0,88 1,06 -0,83 0,42
b3 -0,02 0,48 -0,05 0,96
b4 -0,18 0,25 -0,73 0,48
b5 0,61 0,23 2,65 0,02
b6 -0,84 0,26 -3,27 0,00
b7 0,73 0,26 2,80 0,01
b8 -0,32 0,30 -1,06 0,30
b9 -0,10 0,34 -0,29 0,78
b10 0,48 0,40 1,20 0,25
b11 -0,95 0,59 -1,60 0,13
b12 2,21 1,15 1,92 0,07
b13 -3,66 1,60 -2,28 0,04
b14 3,33 1,26 2,65 0,02
ς 109,86 20,01 5,49 0,00
Tabla 4.1. Estimación, error estándar, valor de la estad́ıstica t y valor-p para cada parámetro
A partir de los intervalos de confianza construidos con la ecuación (3.18) y que se
muestran en la Figura 4.4, se puede afirmar, que hay una relación inversa entre la resis-
tencia mecánica a la penetración y la concentración de sodio. Sin embargo, tal relación es
solo significativa aproximadamente hasta los 3 cm de profundidad. Aśı mismo, se observa
que existe una correlación importante entre lo valores observados y los predichos, lo que
permite validar emṕıricamente el buen ajuste del modelo propuesto.























































Datos observados vs Datos predichos
y
ŷ
Figura 4.4. (Izquierda) estimación del parámetro funcional. (Derecha) comparación valores ob-
servados y predichos
En cuanto a la componente espacial, las estimaciones obtenidas ajustan adecuadamente
el correlograma y variograma experimental, Figura 4.5. Esto indica, que dos observaciones
de esta parcela van a estar relacionadas espacialmente siempre que su distancia no sea
mayor a los 110 metros. Lo anterior, es señal de una fuerte correlación espacial en el área





































































Figura 4.5. (Izquierda) correlograma experimental y ajustado. (Derecha) variograma experimen-
tal y ajustado
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Para realizar una comparación del modelo propuesto con las estrategias clásicas, se
ajusta un modelo funcional con respuesta escalar, en el cual se contempla que hay co-
rrelación espacial y que los errores siguen una distribución normal. Adicionalmente, se
considera el caso en el cual se modela log(y) de manera directa. Esto, como se nombro
en el caṕıtulo 1, obedece a una de las maneras comúnmente usada para la modelación
de datos con comportamientos asimétricos. Lo anterior, es realizado en R a través de la
función likfit del paquete geoR (Ribeiro & Diggle, 2015).
Se comparan los modelos a través de los criterios de información de Akaike (AIC) y
Schwarz (BIC).
Modelo l(θ̂) AIC BIC
BS (Datos transformados) 16.94 0.12 23.95
Normal (Datos transformados) 16.92 0.16 23.98
BS 14.00 5.99 29.81
Normal 10.77 12.47 36.29
Tabla 4.2. Log-verosimilitud, AIC y BIC para cuatro diferentes modelos usados en la modelación
de concentración de sodio y curvas de RP.
Como se señala en la tabla 4.2 y siguiendo la forma en la cual Garcia-Papani et al.
(2016) realizan la comparación de los modelos basados en el factor de Bayes, existe evi-
dencia fuerte en favor del ajuste del modelo BS respecto al normal en la escala original de
la variable respuesta. Si esta se transforma a log(Y ), la modelación por la distribución BS
o normal no presenta una diferencia notable.
4.2. Curvas de reflectancia y concentración de dióxido de car-
bono (C02) en palmas de aceite
Un caso particular del modelo (3.7), se tiene al considerar que las observaciones son
obtenidas de individuos independientes. En este caso, la matriz de correlación Γ(ς) = I ,
donde I es la matriz identidad.
A continuación, se presenta una aplicación del modelo (3.7) bajo independencia, apli-
cado a un conjunto de datos de palma de aceite.
4.2.1. Descripción de la base de datos
El diagnóstico temprano y no destructivo de enfermedades en palmas de aceite y en
general de cualquier tipo de cultivo, es un tema de creciente importancia dentro de la
agricultura. En particular, para el de palma de aceite la marchitez letal se ha convertido
en una de las patoloǵıas más amenazantes del sector por su carácter letal, lo cual implica,
que al ser detectada en una palma con esta caracteŕıstica el único procedimiento posible
para su tratamiento es la erradicación.
Debido a las relaciones entre las propiedades ópticas de las plantas y la concentración
de pigmentos de las hojas y demás variables qúımicas, la espectroscoṕıa de reflectancia se
ha usado como una metodoloǵıa para la detección de enfermedades vegetales (Lelong et al.,
2010). El fin de esta base de datos es describir el comportamiento de la concentración de
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CO2 en término de las curvas espectrales de reflectancia. Las mediciones fueron realizadas


































Figura 4.6. Base de datos Cenipalma. (Izquierda) Histograma de CO2, (Derecha) Curvas de
reflectancia
En la Figura 4.6 (Izquierda) se muestra el histograma de concentración de CO2. Como
se afirmó anteriormente, aunque el supuesto distribucional que existe es multivariado,
este gráfico permite discutir sobre su simetŕıa y el rango de valores que toma la variable.
De nuevo, se nota una asimetŕıa hacia la derecha y puesto que son concentraciones sus
valores son no negativos. Adicionalmente, en la Figura 4.6 (Derecha) se presentan las
mediciones realizadas de reflectancia para cada una de las palmas. En total se cuenta con
105 mediciones.
4.2.2. Modelación
El modelo que se propone es el siguiente:




donde Bi y Xi(t) son respectivamente la concentración de CO2 y la curva de reflectancia
en la palma i. εi ∼ log-BS(α, 0), β0 es el intercepto del modelo y β(t) es el parámetro
asociado a la covariable X(t). Luego, el suavizado de las mediciones de reflectancia se
realiza a través de una base de B-splines con k = 50. Por lo tanto, el modelo (4.3) puede
ser escrito en forma matricial
Y = Zξ + ε, (4.4)
con ξ = (β0, b1, . . . , b50)
T y ε ∼ log-BSn(α1n×1,0n×1,Γ(ς)) donde Γ(ς) = I.
Se obtiene de la estimación del parámetro α = 0.04 con un valor−p asociado menor a
un nivel de confianza del 5 %. En cuanto, a los coeficientes asociados a la base de B-Splines
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que expanden β(t), como ya se mencionó, no son de relevancia de manera individual ya
que la estimación del parámetro funcional puede ser o no signficativa en función de t.





















































































































Datos observados vs Datos predichos
y
ŷ
Figura 4.7. (Izquierda) Estimación parámetro β funcional, (Derecha) Comparación datos obser-
vados y predichos
A partir de los intervalos de confianza construidos con la ecuación (3.18) y que se
muestran en la Figura 4.7, se puede afirmar, que para ciertas longitudes de onda existe
una relación significativa entre el valor de la reflectancia y la concentración de CO2 foliar.
El primer rango coincide con el color verde, el cual hace sentido ya que las hojas de una
palma enferma por ML empiezan a tornarse amarillas de manera progresiva. También, se
reporta el rango donde se presenta el paso del rojo al infrarrojo, llamado red edge (Fillela
& Penuelas, 1994). Este último resultado, coincide con el reportado por Giraldo et al.
(2015), donde para estas longitudes de onda se presentan diferencias significativas entre
las palmas enfermas con ML y las sanas. Aśı mismo, se verifica para estos datos la relación
entre el red edge y el dióxido de carbono, la cual ha sido ampliamente estudiada (Gitelson
et al., 2002; Noomen et al., 2003; Yahaya et al., 2010; Balzarolo et al., 2015). Por último,
se observa de Figura 4.7 que existe una correlación importante entre lo valores observados
y los predichos por el modelo, lo que permite validar emṕıricamente su buen ajuste.
Modelo l(θ̂) AIC BIC
BS (Datos transformados) 181.43 -258.86 -120.85
Normal (Datos transformados) 181.44 -258.88 -120.88
BS -413.94 931.89 1069.89
Normal -418.56 941.11 1079.12
Tabla 4.3. Logverosimilitud, AIC y BIC para cuatro diferentes modelos usados en la modelación
de concentración de CO2 y curvas de reflectancia
Como se señala en la tabla 4.3 y siguiendo la forma en la cual Garcia-Papani et al.
(2016) realizan la comparación de los modelos basados en el factor de Bayes, existe evi-
dencia fuerte en favor del ajuste del modelo BS respecto al normal en la escala original de
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la variable respuesta. Si esta se transforma a log(Y ), la modelación por la distribución BS
o normal no presenta una diferencia notable.
Conclusiones
En este trabajo se propone un modelo de regresión Birnbaum-Saunders que contempla
la existencia de correlación espacial en la variable respuesta y de una covariable funcional.
Se extiende la propuesta de Garcia-Papani et al. (2016), al caso de un proceso no esta-
cionario y de Marchant, Leiva & Cysneiros (2016) al generalizar el modelo de regresión
múltiple al caso funcional.
Se desarrolla la estimación de los parámetros del modelo a través de máxima verosi-
militud, se realiza su implementación en código R y se comprueba mediante un proceso
de simulación las propiedades de los estimadores propuestos. Se resalta la sensibilidad
del estimador del parámetro ς, asociado a la modelación de la correlación espacial, bajo
escenarios de pequeños tamaños de muestra y fuerte asimetŕıa.
Finalmente, debido a las ventajas mostradas por el modelo basado en la distribución
BS, se concluye que este puede considerarse como una opción viable para la modelación
de datos asimétricos con correlación espacial.
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Trabajo futuro
• Realizar una derivación del modelo por medio de la teoŕıa de modelos lineales mixtos.
• Desarrollar los procedimientos de diagnóstico del modelo propuesto.
• Extender la modelación propuesta para una variable respuesta longitudinal BS.
• Generalizar a la familia de distribuciones log-simétricas.
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# The standard deviation of the noise
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norder <- 4 #4 define un spline cúbico





main="Covariable funcional simulada (n=36)")
### Producto interno de funciones base #####





















































control=list(fnscale=-1,maxit = 2000, reltol = 1e-12)) ,





























































































# Ajuste de Correlogramas por ML Errores BS
################################################
plot(VM$dist,(exp(-3*VM$dist/phi)),type="l",col="red",ylim=c(0,1),












# Matriz de covarianzas
#################################################
hessianas<-hess[which(!simplify2array(lapply(hess,is.null), higher = TRUE))]
hessiana<-Reduce("+",hessianas)/length(hessianas)
cov.matrix.est<-solve(-hessiana)
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lines(intervalo, B_ev_o + 2*sqrt(var_f),col="green" )
lines(intervalo, B_ev_o - 2*sqrt(var_f),col="green" )
abline(h=0,lty=2,col="red")
plot(intervalo,B_ev_o,col="red",type="l",xlim=c(-1,16))








lines(intervalo, B_ev_o + 2*sqrt(var_f),col="green" )























norder <- 4 #4 define un spline cúbico




































































control=list(fnscale=-1,maxit = 2000, reltol = 1e-12))
est<-optim(chute,loglik,method = "BFGS",hessian=TRUE,



























lines(intervalo, B_ev + 2*sqrt(var_f),col="green" )







lines(intervalo, B_ev + 2*sqrt(SE),col="green" )
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Lelong, C., Roger, J., Bregand, F., Dubertret, F. & Lanore, M. (2010). Evaluation of
Oil-Palm Fungal Disease Infestation with Canopy Hyperspectral Re ectance Data,
Sensors Journal 10: 14.
Lemonte, A. & Cordeiro, G. (2009). Birnbaum-saunders nonlinear regression models,
Computational Statistics and Data Analysis 53: 4441–4452.
Lemonte, A. & Patriota, A. (2011). Influence diagnostics in Birnbaum-Saunders nonlinear
regression models., Journal of Applied Statistics 38: 871–884.
Leurgans, S., Moyeed, R. & Silverman, B. (1993). Canonical correlation analysis when the
data are curves, Journal of the Royal Statistical Society 55: 725–740.
Ma, C. (2009). Construction of non-Gaussian random fields with any given correlation
structure, Journal of Statistical Planning and Inference 139: 780–787.
Ma, C. (2010). Elliptically contoured random fields in space and time, Journal of Statis-
tical Planning and Inference 43: 165–209.
Malfait, N. & Ramsay, J. (2003). The historical functional linear model, Canadian Journal
of Statistics 31: 115–128.
Marchant, C., Leiva, V., Cavieres, M. & Sanhueza, A. (2013). Air contaminant statistical
distribution with application to PM10 on Santiago, Chile, Reviews of Environmental
Contamination Toxicology 223: 1–31.
Marchant, C., Leiva, V. & Cysneiros, F. (2016). A multivariate log-linear model for
Birnbaum-Saunders distributions, IEEE Transaction on Reliability 65: 816–827.
Marchant, C., Leiva, V., Cysneiros, F. & Vivanco, J. (2016). Diagnostics in multiva-
riate generalized Birnbaum-Saunders regression models, Journal of Applied Statistics
doi: 10.1080/02664763.2016.1148671.
Miner, M. (1945). Cumulative damage in fatigue, Journal of Applied Mechanics 12: 159–
164.
Nash, J. (2014). Nonlinear Parameter Optimization Using R Tools , Wiley, Ottawa.
Noomen, M., Skidmore, A. & van der Meer, F. (2003). Detecting the Influence of Gas
Seepage on Vegetation, using Hyperspectral Remote Sensing, University of Twente .
URL: https: // www. itc. nl/ library/ Papers_ 2003/ peer_ ref_ conf/ noomen.
pdf
Owen, W. & Ng, H. (2015). Revisit of relationships and models for the Birnbaum-
Saunders and inverse-Gaussian distributions, Journal of Statistical Distributions and
Applications 2: 11.
Pezulli, S. & Silverman, B. (1993). Some properties of smoothed components analysis for
functional data , Computational Statistics 8: 1–16.
Quinn, G. & Keough, M. (2002). Experimental Design and Data Analysis for Biologist ,
Cambridge University Press, Cambridge.
R Core Team (2016). R: A Language and Environment for Statistical Computing, R
Foundation for Statistical Computing, Vienna.
URL: https: // www. R-project. org/
BIBLIOGRAFÍA 54
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