Abstract An automatic speech recognition system has modules that depend on the language and, while there are many public resources for some languages (e.g., English and Japanese), the resources for Brazilian Portuguese (BP) are still limited. This work describes the development of resources and free tools for BP speech recognition, consisting of text and audio corpora, phonetic dictionary, graphemeto-phone converter, language and acoustic models. All of them are publicly available and, together with a proposed application programming interface, have been used for the development of several new applications, including a speech module for the OpenOffice suite. Performance tests are presented, comparing the developed BP system with a commercial software. The paper also describes an application that uses synthesis and speech recognition together with a natural language processing module dedicated to statistical machine translation. This application allows the translation of spoken conversations from BP to English and vice versa. The resources make easier the adoption of BP speech technologies by other academic groups and industry.
Introduction
Speech processing includes several technologies, among which automatic speech recognition (ASR) [1, 2] and textto-speech (TTS) [3, 4] are the most prominent. TTS systems are software modules that convert natural language text into synthesized speech [5] . ASR can be seen as the TTS inverse process in which the digitized speech signal is converted into text. In spite of problems such as limited robustness to noise, ASR also has its market, which, according to Opus Research, topped one billion dollars for the first time in 2006 and is expected to reach US$ 3 billions in 2010 with niches such as medical reporting and electronic health care record. Dominated in the past by companies specialized in ASR, the market currently has players such as Microsoft and Google, heavily investing in supporting ASR (and TTS) on Windows [6] and Chrome [7] , for example. This work presents the results of an ambitious project, which aims at helping the academy and software industry in the development of speech science and technology focused in BP.
ASR is a data-driven technology that requires a relatively large amount of labeled data. The researchers rely on public corpora and other speech-related resources to expand the state of the art. Some research groups have proprietary speech and text corpora [8] [9] [10] . For European Portuguese (EP), the main resource collection efforts have targeted Broadcast News (BN), aiming at automatic captioning applications for the deaf community. The manually labeled BN corpus contains around 60 hours of audio, but even with this limited size, it has already allowed the deployment of a fully automatic subtitling system [11] , on line at the public TV channel since March 2008. Other speech corpora have been collected for other domains: BDPublico [12] (EP database equivalent to the Wall Street Journal corpus [13] ), CORAL [14] (map-task dialog corpus), and LECTRA [15] (university classroom lectures, currently comprising 27 hours of audio).
For BP, the most widely used corpus seems to be the Spoltech, distributed by the Linguistic Data Consortium (LDC). The LDC catalog also released the West Point Brazilian Portuguese Speech, a read speech database of microphone digital recordings from native and nonnative speakers. These two corpora are not enough for fully developing a state of art large vocabulary continuous speech recognition (LVCSR) systems in BP. For example, training an ASR with the maximum mutual information (MMI) criterion [16] requires many hours of audio data for training, otherwise the MMI estimation will not be effective when compared to the conventional maximum likelihood criterion. Besides the scarcity of data, there are no publicly available scripts (or software recipes) to design BP baseline systems. These recipes considerably contribute towards shortening the development process.
Hence, two enabling factors for developments in ASR are data and scripts. In response to this need, the FalaBrasil project [17] was initiated in 2009. It aims at developing and deploying resources and software for BP speech processing. The public resources allow one to establish baseline systems and reproduce results across different sites. Due to aspects such as the increasing importance of reproducible research [18] , the FalaBrasil project achieved good visibility and is now fomented by a very active open-source community. Most of the currently available resources are for ASR and allow composing a complete LVCSR, which is the subject of this work. A TTS system is also under development [19] and is used in the translation example in Sect. 8, but is not detailed here.
This work follows two guidelines for promoting a faster dissemination of speech technologies in BP:
-in the academy, to increase the synergy among research groups working in BP: availability of public domain resources for ASR and TTS. Both technologies are datadriven and depend on relatively large labeled corpora, which are needed for the development of state-of-art systems; -in the software industry, to help programmers and entrepreneurs to develop speech-enabled systems: availability of engines (for ASR and TTS), preferably free and with licenses that promote commercialization, and tutorials and how-to's that target professionals without specific background in speech processing. In the latter case, the existence of application programming interfaces (APIs) is crucial because very few programmers have formal education in areas such as digital signal processing and hidden Markov models.
With respect to the API, the most widely used in the industry is SAPI, the speech API from Microsoft [20] . There are other alternatives such as JSAPI (Java Speech API) from Sun Inc. These APIs specify a cross-platform interface to support command and control recognizers, dictation systems, and speech synthesizers [21] . As such, they contain not only the required TTS and ASR functionality but also numerous methods and events that allow programmers to query the characteristics of the underlying engine. Microsoft also provides ASR engines and software development tools for BP and EP [22] . However, these systems are not opensource code.
Most previous work in ASR for BP was restricted to systems using a small vocabulary (e.g., [23, 24] ). The development of a speaker-independent LVCSR for BP with a vocabulary of more than 60 thousand words is discussed in [25] , where the authors target the creation of a mapped phonetic dictionary and the improvement of the language model. The results were obtained with a relatively small amount of audio data extracted from the Spoltech corpus.
In [9] , a proprietary audio corpus recorded by a single speaker (the amount of audio was not reported) was used to train the stochastic speaker-dependent acoustic models, and a textual database was developed to train language models based on n-gram. The best accuracy rate obtained for the 60 thousand words system was 81% when recognizing sentences with 9 to 12 words, with perplexities ranging between 250 to 350 and processing times less than one minute per sentence. All the tests were executed on a computer with a Dual Intel processor (XeonTM 3.0 MHz) and 2 GB of RAM. Dictation is a good task to stress test LVCSR systems [2] . There are many commercial softwares that have good performance in dictation for several languages. For BP, the only commercial desktop software is the IBM ViaVoice, which was discontinued. In spite of being relatively outdated, ViaVoice was used for comparison in this work. In the academy, recently a broadcast news LVCSR system originally developed for EP was ported to BP and achieved a word error rate of approximately 25% [26] .
A motivation of this work is to complement these previous initiatives and release resources of a state of art LVCSR for BP [17] , with the exception of the materials protected by copyright. The implemented system establishes a baseline, enables the comparison of results among research groups [18] , and promotes the development of speech-enabled software via the proposed API. In summary, the contributions of this work are:
-Resources for the training and test stages of ASR systems: a text corpus based on ten daily Brazilian newspapers, automatically formatted and collected from the Internet; two multiple speakers audio corpora corresponding together to approximately 16.5 hours of audio. -A grapheme-to-phone converter with stress determination for BP. The resulting phonetic dictionary has over 65 thousand words. Fig. 1 The main constituent blocks of a typical ASR system -An API that hides from the user the low-level details of the decoder operation. The proposed API contains a Microsoft SAPI XML grammar converter for easing the support of ASR. -As a proof of concept, a speech-enabled machine translation system from BP to English and vice-versa. The goal is to allow a spoken dialog between native speakers of these languages via automatic translation.
The remainder of the paper is organized as follows. Section 2 presents a description of ASR system. Section 3 describes the linguistic resources for BP developed and used in this work such as corpora and phonetic dictionary. Section 4 describes the adopted front end and HMM-based acoustic modeling. Section 5 shows how the language model was built. Section 6 describes the API to operate the recognizer. The baseline results are presented in Sect. 7. Section 8 describes applications of the developed system and resources. Finally, Sect. 9 summarizes our conclusions and addresses future works.
Statistical speech recognition
The typical ASR system adopts a statistical approach based on hidden Markov models (HMMs) [27, 28] and is composed by four main blocks: front end, acoustic model, language model, and decoder, as indicated in Fig. 1 , which also shows the phonetic dictionary.
The main blocks of an ASR system
The conventional front end extracts segments (or frames) from the speech signal and converts, at a constant frame rate (typically, 100 Hz), each segment to a vector x of dimension L (typically, L = 39). It is assumed here that T frames are organized into an L × T matrix X, which represents a complete sentence.
There are several alternatives to parameterize the speech waveforms. Although, the Mel-frequency cepstral coefficients (MFCCs) analysis have been proven to be effective and used pervasively as the direct input to the ASR back end [2] .
The language model provides the probability p(T ) of observing a sentence T = [w 1 , . . . , w P ] of P words. Conceptually, the goal is to find the sentence T * that maximizes the posterior
where p(X|T ) is given by the acoustic model. Because p(X) does not depend on T ,
In practice, an empirical constant is used to weight the language model probability p(T ), before combining it with the acoustic model probability p(X|T ). Because of the large number of possible sentences, (1) cannot be calculated independently for each candidate sentence. Therefore, ASR systems use data structures such as lexical trees and are hierarchical, breaking sentences into words, and words into basic units as phones [2] . The search for T * is called decoding, and, in most cases, hypotheses are pruned (i.e., some sentences are discarded, and (1) is not calculated for them) to make the search feasible [29, 30] .
A phonetic dictionary (also known as lexical model) provides the mapping from words to basic units and vice versa. For improved performance, continuous HMMs are adopted, where the output distribution of each state is modeled by a mixture of Gaussians, as depicted in Fig. 2 . The HMM topology is "left-right," in which the only valid transitions are loops or to the next state. Two major problems in acoustical modeling are the phone variability due to coarticulation and insufficient data to estimate the models. Sharing (or tying) aims to combat the latter problem by improving the robustness of the models. In many systems, sharing is implemented at the state level, i.e., the same state can be shared by different HMMs.
Ideally, the phones would have unique articulatory and acoustic correlates. However, the acoustic properties of a given phone can change as a function of the phonetic environment. This contextual influence, known as coarticulation, is responsible for the overlap of phonetic information in the acoustic signal from segment to segment and for the smearing of segmental boundaries [31] . Hence, coarticulation motivates the adoption of context-dependent models in ASR such as the word-internal and cross-word triphones [2] .
The cross-word triphone models take into account the coarticulation effects between the words boundaries, and the word-internal models ignore the words boundaries. For example, in Table 1 , the sentence "um dez" is converted into context-dependent models.
Data scarcity also affects the language model that estimates
It is impracticable to robustly estimate the conditional probability P (w i |w 1 , . . . , w i−1 ), even for moderate values of i. So, the language model for LVCSR consists of an n-gram model, which assumes that the probability P (w i |w 1 , . . . , w i−1 ) depends only on the n − 1 previous words. For example, the probability P (w i |w i−2 , w i−1 ) expresses a trigram language model. In summary, after having all models trained, an ASR at the test stage uses the front end to convert the input signal to parameters and the decoder to search for the best sentence T .
The acoustic and language models can be fixed during the test stage, but adapting one or both can lead to improved performance. For example, the topic can be estimated and a specific language model used. This is crucial for applications with a technical vocabulary such as X-ray reporting by physicians [33] . The adaptation of the acoustic model is also important [34] .
The ASR systems that use speaker-independent models are convenient but must be able to recognize with a good accuracy any speaker. At the expense of requesting the user to read aloud some sentences, speaker adaptation techniques can tune the HMM models to the target speaker. The adaptation techniques can also be used to perform environmental compensation by reducing the mismatch due to channel or additive noise effects.
The maximum likelihood linear regression (MLLR) is the adaptation by linear transformations. This technique computes a set of transformations that will reduce the mismatch between an initial model set (the speaker-independent model) and the adaptation data provided by the user [35] . The effect of these transformations is to shift the component means in the initial system so that each state in the HMM system is more likely to generate the adaptation data. Model adaptation can also be accomplished using a maximum a posteriori (MAP) or Bayesian approach [35] .
Evaluation metrics
In most ASR applications (including dictation) the figure of merit of an ASR system is the word error rate 1 (WER). Given that in general the correct and recognized transcriptions have a different number of words, they are aligned through dynamic programming [36] . An edit distance is then used to account for deletions, insertions, and substitutions, which are all taken in account when computing WER [2] .
Another metric for evaluating an ASR system is the realtime factor (xRT). The xRT is obtained by dividing the time that the system spends to recognize a sentence by its time duration. A lower xRT indicates a faster recognition.
The most common metric for evaluating a language model is the probability p(T) that the model assigns to some test data T = {T 1 , . . . , T S } composed of S sentences. Independence among the sentences is assumed, which leads to
. , p(T S ).
Two measures are derived from this probability, perplexity and cross-entropy [2] . The crossentropy H p (T) is defined as
where W T is the number of words in T.
The perplexity (PP) is the inverse of the average conditional probability of a next word and is related to the crossentropy H p (T) by
Lower cross-entropies and perplexities indicate less uncertainty in predicting the next word and, for a given task (vocabulary size, etc.), typically indicate a better language model.
Used tools
The HTK software [37] was used to build and adapt the acoustic models presented in this work. The SRI Language Modeling Toolkit (SRILM) was used to build the n-gram ARPA format language models. The SRILM [38] is a toolkit for building and applying statistical language models. This software also enables the use of many n-gram smoothing algorithms.
For decoding, the system developed in this work adopts Julius rev.4.1.5 [39] , which is typically capable of operating in real time and is open-source. Experiments were also made with another decoder: HDecode (part of HTK). The current version of HDecode [37] can be run in full decoding where an n-gram language model (up to trigram) is used for recognition but has no support for real-time operation. In this paper HDecode was used only for comparison purposes.
After this description of ASR, the next section describes the resources developed for BP and the third party corpora used to perform the experiments.
Linguistic resources for BP
In order to increase the number of ASR resources for BP, some specific resources were built. First, this section presents the developed phonetic dictionary, text and speech corpora. Finally, the Spoltech and West Point corpora are described. The Spoltech and West Point speech corpora are protected by copyright and can be purchased from LDC. The major revision and corrections that were performed on these corpora along this research is documented at [17].
3.1 UFPAdic: a phonetic dictionary for BP An essential building block for services involving speech processing techniques is the correspondence between the orthography and the pronunciation(s). For instance, in order to develop LVCSR for BP, one needs a pronunciation (or phonetic) dictionary, which maps each word in the lexicon to one or more phonetic transcriptions (pronunciations). In practice, building a pronunciation dictionary for ASR is very similar to developing a grapheme-to-phone (G2P) module for TTS systems. In fact, a dictionary can be constructed by invoking a preexistent G2P module. However, the task of designing a G2P module is not trivial, and several techniques have been adopted over the last decade [40, 41] .
This work presents a G2P converter with stress determination for BP that is based on a set of rules described in [42] . The rules did not focus in any BP dialect. One advantage of rule-based G2P converters is that the lexical alignment is not necessary [42] , which is a requirement of some approaches based on machine learning.
The proposed conversion is based on phonological preestablished criteria, its architecture does not rely on intermediate stages, i.e., other algorithms such as syllabic division or plural identification. There is a set of rules for each grapheme and a specific order of application is assumed. First, the more specific rules are considered until a general case rule is reached, which ends the process.
The general format of each dictionary entry suggested by the HTK software [37] is illustrated by the example below:
leite l e j tS i sp Therefore the developed G2P converter deals only with single words and does not implement coarticulation analysis between words.
The rules are specified in a set of regular expressions using the C# programming language. Regular expressions are also allowed in the definition of nonterminal symbols (e.g., #abacaxi#). The rules of the G2P converter are organized in three phases. Each phase has the following function:
-a simple procedure that inserts the nonterminal symbol # before and after each word. -the stress phase consists of 29 rules that mark the stressed vowel of the word. -the bulk of the system, which consists of 140 rules that convert the graphemes (including the stressed vowel brand) to 38 phones represented using the SAMPA phonetic alphabet [32] .
The following example illustrates the regular expression specification used to analyze the word "abacaxi" which identifies i as the stressed vowel. First, the "Regex" object is created with the pattern to be found within the word analyzed. After that, the "Match" object receives the response pattern comparison with the word presented. Being true, the stressed vowel is determined; otherwise, other rules are tested until they run out the possibilities and the general case is applied. An example is shown below:
Match m8 = rule_8.Match(word); if(m8.Success) { index_strVw = m8.Index+1; strVw = word.Substring(index_strVw,1); break; } The code presented above describes the rule 8 applied for the determination of the stressed vowel [42] and can be explained as follows. The end of the word is indicated by the symbol #. So, the grapheme i or u is the last character of the word, and the next to the last character cannot be a vowel. The "Match" object index is a pointer for the first component of the pattern analysis, in this case, the character that is not a vowel. Finally, the last character is defined as the stressed vowel. For example, considering the last syllable xi in the word "abacaxi", since this case falls into rule 8, the stressed vowel is the letter i.
Based on this information, the next phase is the G2P conversion, which follows the sequential order of the word (leftright). The following example presents one of the rules applied for the transcription, where the letter x is converted into the corresponding phone S. letter = word.Substring(index,1); Regex idX = new Regex("x"); Match gX = idX.Match(letter); if(gX.Success) { phone[index] = "S"; index++; } Note that default rules need to be the last, and in some cases in which the contexts of different rules overlap partially, the most specific rule needs to be applied first. Besides, the presence of a stressed vowel changes the G2P converter interpretation, e.g.:
distinguishes an open vowel e represented as phone E from e.
The conversion is temporarily stored in an array of strings until the last G2P converter step, which removes the graphemes in order to produce a sequence of phones. Finally, the word and its corresponding G2P conversion are written in the form: abacaxi a b a k a S i sp which is the format suggested by the HTK software [37] , where the phone sp (short pause) must be added to the end of every pronunciation.
During the research, some rules proposed by [42] were improved, and others were added. A summary of the added or modified rules can be seen in Table 2 . For example, originally, rules used to treat the nasal vowels a and u did not take into account whether the following grapheme is a vowel or consonant. However, it was found that this distinction is important for the transcription process. For instance, according to [42] , the word "adotando", where the stressed nasal vowel a is followed by the consonant d, would be converted to
where the transcription of the letter n was not skipped. Using the improved rule, described in the first row of Table 2 , the word was converted to 
adotando a d o t a~d u sp
It was also observed the absence of rules to model the grapheme u as a semi-vowel, represented here by the phone w. Accordingly, three new rules were drawn up and incorporated before the general case rule applied to grapheme u. For instance, according to [42] , the word "quatro", would be converted to quatro k u a t r u sp where the diphthong formed by the grapheme sequence qu is modeled as the diphone sequence ku . Now, using the rule 6 shown in Table 2 , the word was converted to quatro k w a t r u sp Another point that proved to be important was the processing of grapheme x. According to [43] , the letter x represents the most variable consonant sound in Portuguese. Since [42] uses an exception word list to convert the grapheme x, this work contributes with 17 new rules. The theoretical support to improve and add those rules was extracted from [43] .
Regarding the rules for determining the stressed vowel, the only modification with respect to [42] was the treatment of the monosyllable "que".
Using the described G2P converter, a phonetic dictionary was created. It has 65,532 words and is called UFPAdic. These words were selected by choosing the most frequent ones in the CETENFolha corpus [44] , which is a corpus based on the texts of the newspaper Folha de S. Paulo and compiled by NILC/São Carlos, Brazil. The G2P converter (executable file) and the UFPAdic are publicly available [17].
LapsNews
The language models of recognition systems are typically built using interpolated models of speech corpora word level transcriptions and newspaper texts. Our initial newspaper corpus was CETENFolha, which was expanded by fully automatizing the collection of crawling ten daily Brazilian newspapers available on the Internet. An example of the result of these operations is given below:
Before: A <<caixa>> do Senado tem R$ 2.000 After: a caixa do senado tem dois mil reais
The resulting BP text corpus has nearly 672 thousand formatted sentences and is called LapsNews. The LapsNews corpus is publicly available [17].
LapsStory
The LapsStory corpus is based on spoken books or audiobooks. Having the audio files and their respective transcriptions (the books themselves), a considerable reduction in human resources can be achieved.
The original audio files were manually segmented to create smaller files that were resampled from 44,100 Hz to 22,050 Hz with 16 bits. Currently, the LapsStory corpus consists of 7 speakers, which corresponds to 15 hours and 42 minutes of audio.
Unfortunately, the LapsStory corpus cannot be completely released in order to protect the copyright of some audiobooks. Therefore, only part of the LapsStory corpus is publicly available, which corresponds to 9 hours of audio [17] .
It should be noted that the acoustic environment of audiobooks is very controlled, so the audio files have no audible noise and high signal-to-noise ratio. Thus, when such files are used to train a system that will operate in a noisy environment, there is a problem with the acoustic mismatch. This difficulty was circumvented by the technique proposed in [45] , which showed that speaker adaptation techniques can be used to combat such acoustic mismatch.
LapsBenchmark
Another developed corpus is the LapsBenchmark, which aims to be a benchmark reference for testing BP systems. The LapsBenchmark's recordings were performed on computers using common (cheap) desktop microphones, and the acoustic environment was not controlled.
Currently, the LapsBenchmark corpus has data from 35 speakers with 20 sentences each, which corresponds to 54 minutes of audio. We used the phrases described in [46] . The used sampling rate was 22,050 Hz, and each sample was represented with 16 bits. The LapsBenchmark speech database is publicly available [17].
Spoltech system
The Spoltech corpus [47] was created by the Federal University of Rio Grande do Sul, Brazil, Federal University of Caxias do Sul, Brazil, and Oregon Graduate Institute, USA. The corpus has been distributed by LDC (LDC2006S16).
The utterances consist of both read speech (for phonetic coverage) and responses to questions (for spontaneous speech) from a variety of regions in Brazil. The acoustic environment was not controlled, in order to allow for background conditions that would occur in application environments.
Although useful, the Spoltech corpus has several problems. Some audio files do not have their corresponding orthographic and phonetic transcriptions, and vice versa. Another problematic aspect is that both phonetic and orthographic transcriptions have many errors. So a major revision and correction of multiple files was made. In this research, the corpus was composed by 477 speakers, which corresponds to 4.3 hours of audio. The speech signal was resampled from 44,100 Hz to 22,050 Hz with 16 bits.
West Point corpus
The West Point Brazilian Portuguese Speech corpus [48] was created by the USA government and has been distributed by LDC (LDC2008S04). The utterances consist of read speech (296 phrases) and was composed by 60 male and 68 female, native and nonnative speakers.
The West Point corpus also has audio files that do not have their corresponding orthographic and phonetic transcriptions. Other problematic aspect is the existence of records with faults such as noise and unclear speech. Thus, a preprocessing stage was performed, and 7,920 audio files with native speakers were selected, which corresponds to 8 hours of audio. The speech signal was resampled from 22,050 Hz to 11,025 Hz with 16 bits.
An acoustic model for BP
This section describes the development of an acoustic model for BP (see Fig. 3 ). Estimating a good acoustic model is considered the most challenging part of the design of an ASR system. For training an acoustic model, it is required a corpus with digitized voice, transcribed at the level of words (orthography) and/or at the level of phones. In the sequel, some aspects of developing a model for BP are discussed.
The current version of the Julius decoder works only with MFCC front ends, and, therefore, MFCC was adopted for convenience. More specifically, the front end consists of the widely used 12 MFCCs [49] using C0 as the energy component, and computed every 10 milliseconds (i.e., 10 ms is the frame shift) for a frame of 25 ms. These static coefficients are augmented with their first and second derivatives to compose a 39-dimensional parameter vector per frame. Finally, the cepstral mean subtraction technique was used to normalize the MFCCs coefficients [37] .
The acoustic models were iteratively refined [50] . A flatstart approach was adopted, starting with continuous singlecomponent mixture monophone models, the HMMs were gradually improved to finally have mixtures of multiple Gaussians to model the output distributions. The set of HMMs was composed by tied-state triphones. During all the training process, the embedded Baum-Welch algorithm [51] was used to re-estimate the models.
The initial acoustic models for the 39 phones (38 monophones and a silence model) used 3-state left-right HMMs. The silence model was trained and then copied to create the tied short-pause (sp) model with only one acoustic state. The sp has a direct transition from the entry to the exit state. After that, cross-word triphone models were built from the monophone models. Transition matrices of triphones that share the same base phone were tied.
Given a set of categories (also called questions), a decision tree specific for BP was designed for tying the triphones with similar phonetic characteristics. To illustrate, some vowels and consonants classification rules used to build the decision tree are listed below:
... QS "R_V-Close" * +i, * +e, * +o, * +u QS "R_V-Front" * +i, * +E, * +e QS "R_Palate" * +S, * +Z, * +L, * +J QS "L_V-Back" u- * ,o- * ,O- * QS "L_V-Open" a- * ,E- * ,O- * ...
Notice that for a triphone system, it is necessary to include questions referring to both the right and left contexts of a phone. The questions should progress from wide, general classifications (such as consonant, vowel, nasal, diphthong, etc.) to specific instances of each phone. Ideally, the full set of questions loaded using the HTK QS command would include every possible context that can influence the acoustic realization of a phone and can include any linguistic or phonetic classification that may be relevant.
After tying, the number of component mixture distributions was gradually increased up to 14 Gaussians per mixture to complete the training process. The scripts used for developing the acoustic model and the decision tree, specifics for BP, were made available [17].
A language model for BP
Training the language model requires the chosen dictionary (lexicon) and a file with the sentences from which the words' counts will be extracted [52] . The dictionary is required because the words found in the training sentences that are not in the dictionary will not be counted. Figure 4 illustrates the general form of the language model training and test processes.
The n-gram models are straightforward to construct except for the issue of smoothing, a technique used to better estimate probabilities when there is insufficient data to accurately estimate them. An enormous number of techniques have been proposed for smoothing n-gram models [53] . The Kneser-Ney smoothing technique was used in this work. It is an extension of the absolute discounting algorithm and Fig. 4 The language model development process adopts the heuristic that a unigram probability should not be proportional to the number of occurrences of a word, but instead to the number of different words (contexts) that it follows [54] .
A more detailed description of the language models developing process can be seen in Sect. 7.2. In the sequel, an API is proposed in order to facilitate using the highperformance Julius speech decoder.
An application programming interface for the recognizer
While trying to promote the widespread development of applications based on speech recognition, the authors noted that it was not enough to make available resources such as language models. These resources are useful for speech scientists, but most programmers demand an easy-to-use API. Hence, it was necessary to complement the documentation and code that is part of the Julius package [39] . The recent version of the Julius decoder is fully SAPI 5.1 compliant, but it assumes that the language is Japanese. It is troublesome to use SAPI with Julius in the case of other languages, such as Portuguese. Hence, Julius does not support neither SAPI nor the JSAPI recognition specifications, but it has its own API, which is for C/C++ programming.
As explained, the current work aims flexibility with respect to the programming language. Besides, the goal is to support Windows, Linux, and potentially other operating systems. The solution was to propose a simple API, with the required functionality to control Julius, and with implementations for C++ on Linux and the .NET platform on Windows. Another implementation of the API, targeting Java programmers, is under development. The support for Windows is based on the adoption of the Common Language Runtime specification, which enables communication 
OnSpeechReady
Indicate that the engine is active between the languages supported by the .NET platform (C#, Visual Basic, J#, and others). The proposed API allows the real-time control of the Julius ASR engine and the audio interface. As shown in Fig. 5 , the applications interact with the Julius decoder through the API.
Since the API supports the component object model automation, it is possible to access and manipulate (i.e., set properties of or call methods on) shared automation objects that are exported by other applications. From a programming point of view, the API consists of a main class referred to as SREngine. This class exposes to the applications a set of methods and events that are described in Table 3 .
The SREngine class enables applications to control aspects of the Julius decoder. The application can load the acoustic and language models to be used, start and stop recognition, and receive events and recognition results.
The loadGrammar method loads a context-free grammar 2 file specified in SAPI XML format. To make this pos-sible, a flexible converter was developed by the authors. This toolkit allows users to convert a recognition grammar specified in XML, according to the SAPI Text Grammar Format [55] , into the Julius format. 3 The conversion procedure uses the SAPI grammar rules to find the allowed connection of words, using word category names as terminal symbols. It also defines word candidates in each category, with their pronunciation information. It should be noted that the converter does not support recursive rules in the grammar, a feature that is supported by Julius.
The startRecognition method, responsible for starting recognition, activates the grammar rules and opens the audio stream. Similarly, the stopRecognition method deactivates the rules and closes the audio stream.
In addition to the methods, some events treatment is also supported. The OnSpeechReady event signals that the engine is active to recognize. In other words, it occurs whenever the startRecognition method is invoked. Now the OnSRecognition event occurs whenever a recognition result is available with an associated confidence measure. A confidence measure of the recognition results is essential to real applications because there are always recognition errors and therefore the recognition results need to be accepted or rejected. The utterance and confidence score are passed from the API to the application through the RecoResult class. With the limited set of methods and events presented above it is easy to build compact speech recognition applications using the Julius decoder. Listing above presents a sample code that recognizes from a context-free XML gram-mar and shows the results on screen. The API resources like source codes, libraries, and sample applications are publicly available [56] .
Having presented a summary of the most important developed resources for BP, the next section discusses some results achieved.
Experimental results
This section presents the baseline results. The first experiment evaluates the G2P converter effectiveness and the influence of the phonetic dictionary in a speech recognition system performance. All the tests were executed on a computer with Core 2 Duo Intel processor (E6420 2.13 GHz) and 1 GB of RAM.
Evaluation of the G2P converter and corresponding dictionary
Three phonetic dictionaries were compared. The first one was based on the G2P module with the proposed rules described in Sect. 3. The second dictionary used the original G2P described in [42] . The third dictionary followed the approach described in [57] , which is based on a machine learning approach using a decision tree. The third dictionary [57] adopts a phonetic alphabet with only 34 phones, while the other two use 38. This reflects in the acoustic modeling, with the third dictionary having 34 HMMs, while the others were tested with the same acoustic model (with 38 HMMs). The three dictionaries were chosen because they represent the evolution of our research in this topic, with the third dictionary being the first attempt, which was followed by implementing the proposed in [42] and improving it. If there is a labeled dataset with the correct transcriptions, it can be used for tests and play the role of an "oracle" that provides the right answer. However, this approach can be questioned with respect to the correctness of the labeled dataset. Alternatively, this work assesses the dictionaries by observing their impact on WER, which is the adopted figure of merit for the ASR systems.
The acoustic models were built using only the West Point corpus, which was divided into two disjoint data sets for training and test. In the experiments, the West Point training set was composed by 6,334 files, corresponding to 384 minutes, and the test set used the remaining 1,586 files corresponding to 96 minutes.
The vocabulary was the 679 words present in the West Point transcriptions. Bigram language models were used, with the number of sentences for training varied from 1,000 to 180,000. One thousand disjoint sentences were used to measure the perplexity of each configuration. The sentences were extracted solely from the CETENFolha corpus. It is important to observe that, in terms of sentences, the West Point transcriptions and the CETENFolha corpus can be considered disjoint. Table 4 shows the perplexities found in these experiments. As expected, the perplexity diminishes as the number of sentences used in the training increases [9] . Because there was no interest in real-time operation, the HDecode decoder was used to perform the tests and the results are shown in Fig. 6 , with the WER decreasing as the number of sentences used to train the language model increases.
On the executed experiments, the results remained nearly constant in some intervals. The reason for that could be related to a saturation of the language model, when almost all common n-gram sequences already appear in the language model, but rare ones are still unlikely to be seen in the training corpus. However, these uncommon n-grams are the ones whose probability is the hardest to estimate correctly, so adding small quantities of new data does not correspondingly improve the language model.
The comparison between the different approaches should consider as well the size of the resulting transducers and other properties which may also be quite relevant [40] , such as the fact that the machine learning approach requires lexical alignment, whereas the rule-based approach does not.
As expected, best results were obtained with the rulebased approach, but one should take into account the fact that the machine learning one was trained with a handlabeled pronunciation dictionary [57] . Furthermore, the suggested changes to the set of rules described in [42] consistently improved the performance of the ASR system.
Evaluation of the overall ASR system
While the previous results were obtained with a simplified setup, the next ones were obtained with all the developed resources. The acoustic model was initially trained using only the LapsStory corpus and the UFPAdic. After that, the HTK software was used to adapt the acoustic model, using the MLLR and MAP techniques with the Spoltech corpus, according to the steps described in [37] . This adaptation process was used to combat acoustic mismatches and is described in [45] . Both MAP and MLLR were used in the supervised training (offline) mode. The LapsBenchmark corpus was used to evaluate the systems.
Several language models were tested, and the results are shown in Table 5 . The first language model (LM 1 ) was designed solely with the LapsNews text corpus, the second model (LM 2 ) with sentences extracted from CETENFolha, Spoltech, LapsStory, West Point, and OGI22 [58] corpora, and the last one (LM 3 ) was a combination of previous models, in other words, it encompasses the phrases present in LM 1 and LM 2 .
The sentences used to measure the perplexity of each configuration were ten thousand sentences extracted from the CETENFolha corpus, unseen during the training phase. All the language models were designed with Kneser-Ney smoothing. The WER was also evaluated for the language models using the Julius decoder. Julius decodes using two passes (forward and backward search) with bigram and trigram language models on the first and second passes, respectively.
The LM 2 and LM 3 achieved equivalent results, and, for the next experiments, the LM 3 language model was adopted, and the performance measures were the WER and xRT. The scripts used to build and apply these statistical language models are publicly available [17] .
The pruning process is implemented at each time step by keeping a record of the best hypotheses overall and deactivating all hypotheses whose log probabilities fall more than a beam width below the best. Setting the beam width is thus a compromise between speed and avoiding search errors, as An extra comparison was made with the commercial software IBM ViaVoice. The evaluation process was carried out in two stages, speaker-independent and speaker-dependent models. The results are shown in Table 6 . The decoding parameters were optimized. The beam width value was set to 220 and 2,000 for HDecode and Julius, respectively. It was necessary to keep the xRT factor value around one. In the case of IBM ViaVoice, the acoustic and language models provided by the software were used to perform the experiments. The LapsBenchmark corpus was again used to evaluate the systems.
The IBM ViaVoice requires a session of speaker adaptation, which had to be tricked in order to mimic a speakerindependent operation. Hence, for the first stage, the speaker adaptation process for ViaVoice was carried out using the voice of six speakers, 3 men and 3 women, which corresponds to 10 minutes of audio. The xRT could not be mea- Fig. 9 Block diagram of the developed translation system for spoken dialogs sured for ViaVoice due to the adopted procedure for invoking the recognizer in batch. Note that Julius and ViaVoice had almost the same performance, while both were outperformed by HDecode. Two male speakers were used in the speaker-dependent evaluation, with each one contributing with 10 minutes of his voice. The MLLR and MAP adaptation techniques were again used for the models adopted in Julius and HDecode. In the case of IBM ViaVoice, the standard adaptation process (guided by the software) was adopted. As expected, the speaker adaptation increased the performance of all decoders and allowed Julius to outperform ViaVoice. HDecode achieved again the best result.
The speaker independent acoustic model and the LM 3 language model are publicly available [17].
Applications of the developed system and resources
While the previous section reported numerical results, this one describes applications of the developed system and resources given that this work aims at reaching external technology adopters.
SpeechOO
The public resources for BP developed by the FalaBrasil project have been used by the open-source community to develop speech-enabled applications such as the SpeechOO, a dictation pad for OpenOffice.org [59] . It is a speech recognition extension that can get utterances from Julius decoder and append it to the current Writer tool document.
The current version of SpeechOO is available [60] and works only under GNU/Linux systems. The prototype was developed in the Java programming language and uses Java Native Interface (JNI) to communicate with the proposed API. It proves the concept of running mixed extension: Java plus C++ wrapped with JNI.
The SpeechOO project is maintained by members of the FalaBrasil project and the Computer Science Department at São Paulo University (USP), Brazil.
Speech-to-speech machine translation
A second application was developed at the Federal University of Pará (UFPA), Brazil, to illustrate the interface between speech processing and natural language processing (NLP) in the context of statistical machine translation (SMT) [61] . The goal of the developed system is to allow a spoken dialog between native speakers of English and BP. The current version has limitations, but it is operational. The system will be fully described in another work, and it is discussed here to exemplify the advantages of having publicly available ASR and TTS systems for BP.
As depicted in Fig. 9 , a speaker can say a phrase in BP, and the BP ASR translates it to text, which is then converted to English by the SMT module. This text in English is the input of an English TTS. A similar process is used in the conversion of phrase spoken in English. The BP ASR is the one described in this work with the acoustic model adapted with 10 minutes of audio from the target speaker, the LM 3 language model, and the Julius decoder. The BP TTS is the one presented in [19] . The English ASR system was built using the free speech corpus and acoustic model available in the VoxForge repository [62] , and the Julius rev.4.1. The preparation of the data is an essential stage of any developing SMT system. Two different data sets are required, training and test. These data sets have to be provided as aligned sentences (one sentence per line), in two files, one for the BP sentences and one for the English sentences. In this task, we used part of the PAR-C parallel corpus [64] .
Although useful, the PAR-C corpus presented some phrase alignment problems. Thus, a manual revision stage was performed, and 881 pairs of BP-English parallel sentences were selected. It is known that the number of pairs of sentences is considered small by comparing results with other SMT researches [65] . An improved SMT system can be potentially designed when using all the PAR-C corpus, but the goal here is to validate the interfaces among speech and SMT tools.
The final training corpus for the SMT prototype was composed of 45,245 simple tokens (21, 656 in BP and 23,589 [66] .
Moses is an opensource toolkit for SMT and uses standard external tools such as the SRILM for language modeling and the GIZA++ for word alignments [67] .
Training
SMT training is based on building two statistical models, a language model and a translation model [68] . These models are built from a training parallel corpora and calculate the probability of a given source phrase to be translated to a target phrase.
The first step in the training process consisted of tokenizing the training corpus (separation of minimum processing units: words, punctuation characters). The last step of preprocessing the corpus is responsible for converting the training data to lowercase.
During the translation process, the language model is used to order the sentences generated automatically according to their probability of being correct sentences. The full 881 tokenized sentences were used to build the language models. The trigram language models were designed with Kneser-Ney smoothing.
Finally, the training is completed with the generation of the phrase translation table. The phrase-table lists the sentences according to their translation likelihood and outputs the phrase and reordering tables needed for decoding. A training script provided by the Moses' toolkit was used to produce the phrase-table. The phrase-table produced from training contains a total of 72,884 phrases for BP to English and 73,858 phrases for English to BP.
Evaluation
The statistical language and translation models were evaluated using the test corpus, and the performance presented by the developed system was analyzed in respect of the bilingual evaluation understudy (BLEU) and the National Institute of Standards and Technology (NIST) measures [69] .
The developed translator presented a BLEU value of 0.0849 and a NIST value of 3.9124 for BP to English and a BLEU value of 0.0839 and a NIST value of 3.8291 for English to BP. As mentioned, the SMT can be improved following, e.g., the guidelines in [68, 70] . Some interesting examples are shown in Table 7 . It could be observed that errors of the ASR module significantly decreased the performance of the SMT module, given that the recognized text sentences may be nonsense.
Conclusions
As discussed, one of the biggest problems in building LVCSR systems is the lack of data for training and testing. Shared databases between North American and European researchers had been one of the main reasons for the progresses achieved on the last decades in these regions [9] . For the BP, however, there are not common databases. This paper presented an LVCSR system for BP and the corresponding results. All the developed modules can be obtained at the FalaBrasil project repository [17] . In summary, the specific tools and resources for BP that were released are:
-A phonetic dictionary with 65,532 words. -A rule-based G2P converter (executable file).
-A newspaper text corpus with nearly 672 thousand formatted sentences. -Two multiple speakers audio corpora corresponding together to approximately 16.5 hours of audio. Only part of these corpora is publicly available, which corresponds to 9 hours and 54 minutes of audio. -Software recipes to design statistical acoustic and language models. -A speaker-independent HTK format acoustic model and a trigram ARPA format language model. -An open-source API in order to control the Julius speech decoder. The API contains its own SAPI XML to Julius grammar converter.
In fact, after making available resources, just recently the interest on them significantly increased, due partially by the consistent and easy-to-use proposed API. The API allows one to abstract most of the details and achieves seamless integration of the Julius recognizer with popular programming languages.
Although the Julius decoder presented the worst performance in all conducted tests, it has been shown that it can eventually outperform HDecode [71] . Currently, the authors have not been able to make Julius achieve the same level of performance of HDecode in the available BP data. In spite of that, Julius has a flexible license that allows its commercial use, which is important for users that intend to develop products.
Besides presenting state of art results for BP, this work described the successful actions to promote the development of speech-enabled softwares for BP; for instance, the SpeechOO project, which is a voice recognition extension for OpenOffice.org. Another example of application is the human-robot project conducted by the mechatronics engineering students from the Brasília University (UnB), Brazil, which has also been using the described speech recognition resources to control a Pioneer robot via gestures and voice commands [72] .
Future works include expanding both the audio and text corpora, aiming at reaching the performance obtained by ASR for English and Japanese, for example. The phonetic dictionary refinement is another important issue to be addressed, considering the existing dialectal variation in Brazil. In parallel, improving the free TTS for BP and applications such as the SMT-based dialog translator will also help disseminating the technology.
