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Diese Arbeit verscharft die in [6] enthaltenen Kriterien iiber Tschebyscheff- 
Approximationen mit rationalen Splinefunktionen. Es zeigt sich, da13 man wie bei 
den y-Polynomen [l] die in hinreichenden Bedingungen auftretende Lange einer 
Alternante verktirzen kann, wenn man das Vorzeichen der Fehlerfunktion im 
grogten Ahernantenpunkt beriicksichtigt. Eine weitere Verkiirzung der Aher- 
nante folgt aus der Tatsache, daB man eine Verschlrfung der oberen Schranke 
fiir die Nullstellenanzahl der Differenz zweier rationaler Splines erhalten kann, 
wenn zu einem der Splines “wesentliche Regularitatsintervalle” (Definition siehe 
Abschnitt 4) gehiiren. 
1st die Approximierende ein eigentlicher rationaler Spline, so erweist sich 
das in [6] angegebene hinreichende Kriterium als notwendig. 
Fur die Falle, daR die Definitionsintervalle aus nur einem oder zwei Teilstiicken 
bestehen, werden die zur Charakterisierung der besten Approximierenden aus der 
Klasse rationaler Splines notwendigen und hinreichenden Bedingungen voll- 
stiindig angegeben. 
1. EINLEITUNG 
Sei I = [LX, /3] ein kompaktes reelles Interval1 mit I - 1 Knoten 
x1 ,..., xcpI . Sei oi = x0 < x1 < ... < x1-r < x1 = /3. Von Werner [6] und 
Schaback [4] wurde die Familie der rationalen Splines eingefiihrt, die im 
ganzen Interval1 konvex oder konkav sind. Da man durch Spiegelung an der 
x-Achse von der einen Familie zur anderen iibergehen kann, kijnnen wir uns 
auf die konvexen Splines beschranken: 
y = 
i 
s E C2[Z]; s”(t) > 0, s(t) 11, = P&) 
1 - A,(t - Xj) 
fiirj = l,..., I , (1.1) 
1 
wobei pi Polynome zweiten Grades sind und 
zj := [x3-1 , Xj] 
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die Intervallteilstiicke von I bezeichnet. AuOerdem wurde bon Werner 
gezeigt, da0 man zur Behandlung von Approximationsfragen den 4bschluD 
7 von y heranziehen mu& Fiir die Funktionen aus 7 wurde ein Defekt 
d(t(s) erklgrt und nachgewiesen, dal3 eine Funktion s E 7 eine bestc .4pproxi- 
mation (im Sinne der Tschebyscheffnorm) ist, wenn eine Alternante der 
L%nge 1 -J- 4 -~ d(s) existiert oder wenn eine entsprechende t\ussage fiir ein 
Teilintervall gilt. 
In der vorliegenden Arbeit wird gezeigt, da13 fiir die Familie der eigent- 
lichen rationalen Splines y das in [6] angegebene Kriterium fiir eine beste 
Approximation such notwendig ist. Dabei benutzen wir im wesentlichen 
Lemmata iiber die lokale LGsbarkeit von lnterpolationsproblemen mit 
rationalen Splines, die wir mit Hilfe des Brouwerschen Satzes iiber die 
Invarianz des Gebietes im Zusammenhang mit Nullstellens%tzen gewinnen. 
Die hinreichende Bedingung fiir die Klasse 7 der erweiterten rationalen 
Splines 1gBt sich verschgrfen, indem man die Vorzeichenstruktur der Fehler- 
funktionen auswertet. Es wird eine Zahl e(s) eingeftihrt, die diese Struktur 
beriicksichtigt; der rationale Spline s ist bereits dann eine beste Approxima- 
tion, wenn I + 3 ~- d((s) -~ e(s) Alternantenpunkte vorliegen und eine 
Vorzeichenbedingung erfiillt ist. In Spezialfgllen erweist sich dieses Kriterium 
such als notwendig, wghrend der allgemeine Beweis dieser Aussage erheb- 
lithe technische Schwierigkeiten bereitet. 
2. DEFINITIONEN UND NULLSTELLENS~~TZE 
Jede Funktion s aus dem Abschlulj 7 von y beziiglich gleichmaaiger 
Konvergenz wird als rationaler Spline bezeichnet [6]. Sie kann in einem 
lntervall (Teilstiick) zu einer linearen Funktion entarten. Man spricht dann 
von einem Linearitgtsintervall (Linearitgtsteilstiick) von s. Ein Intervall, in 
dem s streng konvex ist, sol1 dagegen ein Regularitstsintervall genannt 
werden. 
Der Beschreibung von 7 dient folgende Definition. Ein Knoten xj heil3t 
von k-ter Art fiir den Spline s, wenn s in der Umgebung von xj (k - 1)mal 
stetig differenzierbar ist und die rechts- und linksseitige k-te Ableitung in xj 
verschieden sind. 
Wie in [6] gezeigt wurde, charakterisieren folgende Eigenschaften die 
Funktionen s aus 7: 
(1) In jedem lntervallteilstiick ist s rationale Funktion der in (1.1) 
angegebenen Form. 
(2) Die Funktion s ist stetig in I und kann Knoten l., 2. und 3. Art 
besitzen. 
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Rechts und links von einem Knoten 1. Art liegen Linearitltsteilstiicke. 
In einem Knoten 2. Art stolen ein Linearitatsteilstiick und ein Regulari- 
tatsteilstiick von s zusammen. 
Im Inneren von Z treten Linearitatsteilstiicke stets in Paaren auf. 
(3) Die Funktion s ist in Z (schwach) konvex. 
Die folgenden Satze und Beweise nehmen meist auf Daten wie die Anzahl 
von Teilstiicken und den Defekt bezug. Deshalb werden folgende Bezeich- 
nungen eingefiihrt: 
Sei J ein aus einem oder mehreren Intervallteilstiicken von Z bestehendes 
Interval]. Dann sei 
9(J) := Anzahl der in J enthaltenen Teilstiicke. 
g(s, J) := Anzahl der in J enthaltenen Linearitatsteilstticke von s. 
n,(s, .Z) := Anzahl der in J enthaltenen Knoten k-ter Art von s; die 
Randpunkte von J werden nicht mitgezlhlt. 
d(s, J) := g(s, J) - 2n,(s, J) - n,(s, J). 
1st .Z mit dem Interval1 Z identisch, so wird zuweilen das zweite Argument 
in den vorstehenden Funktionen weggelassen, z.B. ist d(s) := d(s, I). 
In diesem Paragraphen sollen die Nullstellenzahlen der Differenzen von 
Splinefunktionen untersucht werden. 
Die Vielfachheit einer Nullstelle wird wie in der Analysis gezahlt, d.h. 
f hat bei t = t, eine Nullstelle der Vielfachheit v, wenn 0 = f(t) = f’(t) = 
*em = f+‘)(t) gilt, wobei v - 1 malige stetige Differenzierbarkeit vorausge- 
setzt ist. Wir werden jedoch Nullstellen der Differenzen von Splines, bzw. 
von ihren ersten und zweiten Ableitungen, hijchstens mit der Vielfachheit 
drei bzw. zwei und eins zahlen. 
AuDerdem werden wir zwei Nullstellen einer Funktion getrennt nennen, 
wenn die Funktion zwischen den beiden nicht identisch verschwindet. 
Fur die gesamte Arbeit treffen wir folgende Vereinbarungen, ohne sie 
immer wieder explizit zu erwahnen. 
Vereinbarung A. Mit P und Q bezeichnen wir disjunkte Teilmengen 
natiirlicher Zahlen, deren Vereinigung gerade die Zahlen von 1 bis I - 1 
ergibt. Es sei p := 1 P / und q := 1 Q /, also p -6 q = I - 1. Wir betrachten 
P und Q in diesem Paragraphen als vorgegeben. Die eigentliche Festlegung 
erfolgt im Paragraphen 3. 
Vereinbarung B. Einem Paar von Funktionen s, SE 7 werde r(t) := 
s(t) -- i(t) und w(t) := r”(t) zugeordnet. 
Sei s in Zi gemal3 (1.1) dargestellt. Dann wird Xj als j-te charakteristische 
Zahl bezeichnet. Die Bedeutung dieser Zahlen entnimmt man dem Lemma. 
382 BRAESS UND WERNER 
bMMA 2. I. Seien s, f E y. Dann hat w in I, nicht zwei getrennte Null- 
stellen. Sofern w eine Nullstelle in Ij besitzt, gilt 
sign[w(x,) - w(xj-J] := sign(h, - XJ. (2.1) 
Beweis. Die Funktion w hat in I? die Form 
w(t) = 
[l - A(:‘- Xj)]” - [I - X;l - Xj)]” 
(2.2) 
mit c, c” > 0. Daraus folgt die erste Aussage unmittelbar. Zum Beweis von 
(2.1) nehme man an, da13 w(t) in I, die Nullstelle z hat, und beachte, da13 
der Ausdruck (2.2) keine weitere davon getrennte Nullstelle haben kann. 
Es geniigt also, das Vorzeichen von w’ an der Nullstelle z zu bestimmen. 
Indem man ausnutzt, dal3 an der Nullstelle die beiden rechts stehenden 
Terme von (2.2) iibereinstimmen, folgt 
1 - - . . 
3 W’(Z) = [l _ ;;(2 Y xj)]4 - [ 1 - i(2 ^ Xj)]” 
= [I - h(z - xj)]” 1 
h x 
1 - h(2 - Xj) 1 - X(z - SJ I 
[I - A(z - Xi),,“: [I - X(z - Xj)] 
. (A - X). 
Da der Nenner positiv ist, erhalt man (2.1). l 
Bemerkung. Man entnimmt dieser Formel such, da13 das Verschwinden 
von w’(z) mit der Relation h = x gquivalent ist und w = 0 in Ij zur Folge 
hat. Die Vorzeichenaussage von Lemma 2.1 entspricht genau den VerschBr- 
fungen, die bei Nullstellen von y-Polynomen auftreten, Braess [l]. 
Eine unmittelbar einleuchtende Folgerung von Lemma 2.1 ist das Korollar. 
KOROLLAR 2.2. Seien s, SE y, und es gelte 
h,+l - hj = x,+1 - xj (2.3~ 
fiir j = i, i + l,..., i + m ~ 1. Dann hat w in [xipl , xi+,J hiichstens eine aus 
einem Punkte bestehende Nullstelle oder verschwindet identisch. Wenn genau 
eine Nullstelle auftritt, gilt 
sign[w(x,+,) - w(x&] = sign(h, - Xi). (2.4) 
Zum Beweise beachte man, da$’ unter der Voraussetzung (2.3) das identische 
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Verschwinden von w auf einem einzigen Teilstiick Ij bereits w = 0 in 
[Xi-l > xi+J impliziert. Dies ergibt sich unmittelbar aus der vorangegangenen 
Bemerkung. 
Damit erhalten wir als Satz 
SATZ 2.3. Sei P eine feste Teilmenge von {l,..., I - l}. Gilt fiir s, f E y 
die Relation 
hj+l - Xj = Xj+l - Xj fir alle j E P, (2.5) 
so hat r hiichstens I + 2 - p getrennte Nullstellen. 
Bemerkungen. (1) Verschwindet r also unter den genannten Voraus- 
setzungen in mehr als I + 2 - p Punkten, so ist es in einem Teilsttick identisch 
Null. 
(2) Die Relation (2.5) wirkt wie eine Reduktion der Knotenzahl. Ihr 
entspricht bei linearen Familien [5] der Fall, da13 in der Differenz s - f 
(die dann selbst wieder zur Familie gehbrt) der Knoten nicht mehr in 
Erscheinung tritt und die Ergebnisse fur kleinere Knotenzahle anwendbar 
sind. 
Beweis von Satz 2.3. Angenommen r habe I + 3 - p getrennte Null- 
stellen. Da r zweimal stetig differenzierbar ist, hat w nach einer leicht zu 
beweisenden Verscharfung des Satzes von Rolle mindestens I + 1 - p 
getrennte Nullstellen. Andererseits kiinnen in I Teilstticken nach Korollar 2.2 
hijchstens I - p getrennte Nullstellen liegen. Das ist ein Widerspruch. 1 
Nun kiinnen wir ahnlich wie Schumaker [5] fur kubische Splines unter 
geeigneten Bedingungen auf identisches Verschwinden von r im ganzen 
Interval1 [a, /3] schlieBen. 
SATZ 2.4. Sei (y,}E, = {~~}~~o eine Menge von q Knoten, ferner seien 
s, FE y, und (2.5) sei erfiillt. Die DifSerenz s ~~ S habe die Nullstellen t, < 
tz < ... < to+4, von denen jeweils hiichstens 3 zusammen ,fallen miigen, und 
es gelte 
ti < Yi < fi+4 > i = 1) 2 )...) q. (2.6) 
Dann ist s = S auf [E, /3]. 
Bemerkung. Fi.ir kubische Splines ist der entsprechende Satz in [5] nur 
fiir den Fall formuliert, dal3 P leer ist. 
Beweis von Satz 2.4. Fiir einen lnduktionsbeweis betrachte man allge- 
meiner rationale Splines mit Definitionsbereich J mit Z’(J) = k. Fur k = I, 
p = q = 0 folgt die Behauptung unmittelbar aus Satz 2.3. Fur Differenzen 
von Splines auf Definitionsbereichen mit 9(J) < k - 1 sei die Aussage 
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bereits bewiesen. Es werden Splines s, s‘ auf einem Interval1 J mit Y’(J) i; 
betrachtet. Nach Satz 2.3 verschwindet I’ = s ~~ s auf einem Teilstiick 
Ij+l C J, wenn (2.5) gilt und 11 : 4 Nullstellen vorhanden sind. 
Zum Nachweis, dafi r such in [x0. xi] verschwindet bei ,j I. unter- 
scheiden wir zwei Fglle. 
FALL I. Seij E Q und 91 die Zahl der Knoten Xi < xi tilit i E Q. Wir set-en 
t<* = ti ) i = 1, 2,. ., q1 -(-- 1 . 
(2.7) 
t;l+a = t,*l+, = t,*,;.4 = s, . 
Dann gilt wegen (2.6) und tCliml < Y,~,., = xj oflensichtlich 
ti* <y< -. ti:4, i = 1, 2,. ., qI . (2.8) 
Sei p1 die Zahl der Knoten {xi ; i < j, i E P). Durch Anwendung der Induk- 
tionsvoraussetzung auf die Restriktion r ~,,.,,,s,l,folgt wegen p1 2 c/l - j ~ 1 < 
k - 1 die Behauptung,fiir das IntervaN. 
FALL 2. Sei j E P. Da r auj’ Ij+1 cerschwindet, ist h, 1 1 = xj~ 1 Sei i das 
kleinste Element von P derart, daJ i, i -+ I ,..., j zu P gehiiren, daJ.fiir diese 
Indizes also (2.5) gilt. Nach Korollar 2.2 impliziert das Verschwinden t’on I 
auf Ii+1 das identische Verschwinden von r auf [xjll , x,+J. 
1st i - 1 == 0, so ist die Behauptung bewiesen, andernfalis gehijrt i --- 1 
zu Q und die Behauptung folgt mit Fall 1. 
Aus Symmetriegriinden ergibt sich such fiir [xi , x7;] die Behauptung 
r:-0. 1 
3. NOTWENDIGES KRITERIUM FCR y 
Zum Beweis der Notwendigkeit der Alternantenbedingung sind als Ver- 
gleichsfunktionen Splines mit bestimmten Eigenschaften zu konstruieren. 
Die Konstruktion wird auf Interpolationss%ze gegriindet. 
DEFINITION. Sei 9 C R”3 die Menge der Vektoren z = (zeI , z0 ,..., z~~_~), 
die folgende Ungleichungen erfiillen: 
zjt1 - zj zj - zj-1 - 
xj - xj-1 
> 0, j:= 1,2 )...) 1 - 1, 
%+1 - xj 
"1 20 
- z-1 > 0, 
x1 - x0 
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Die Indizierung ist motiviert durch die Tatsache, da13 z-l und z~+~ Vorgaben 
von Ableitungen entsprechen, wghrend zO ,,.., z1 die Werte in den zugeord- 
neten x-Werten liefern sollen, wie der folgende Satz zeigt. 
SATZ 3.1. (Schaback 141). Ordnet man jedem z E 9 den Spline s E y mit 
a,) = zj , j = 0, 1). .) I, 
s’(xJ = z-1 ) (3.2) 
e4 = z/+1 
zu, so erhiilt man einen Homb’omorphismus y: 9 --f y, wenn y mit der durch 
die Tschebyscheffnorm induzierten Topologie versehen ist. 
Die Ungleichungen (3.1) sind gerade die Bedingungen dafi.ir, daB durch 
die Punkte (xj , ZJ eine konvexe Funktion mit den Ableitungen zel , zlLl 
in den Randpunkten gelegt werden kann. 
Schaback zeigte nur die Injektivittit der Abbildung z--f s. Aus dem 
Existenzbeweis geht jedoch hervor, da13 die Abbildung 9; stetig ist. Die 
Stetigkeit von v-l: y 4 9 zu zeigen, bereitet keine Schwierigkeiten. 
WBhrend sich Satz 3.1 auf das Interpolationsproblem mit den Knoten 
als Stiitzstellen bezieht, brauchen die Stiitzstellen in den folgenden Inter- 
polationsaufgaben keine Knoten zu sein. Allerdings ergeben sich nur 
lokale Liisbarkeitsaussagen. 
SATZ 3.2. Sei sey und Q eine Teilmenge vorl {l,..., I - l‘,. Die Punkte 
t, < t, < ... < t4+a miigen den Relationen (2.6) geniigen. Dann gibt es ZLI 
jedenr E > 0 ein 6 = S(E, s, t, ,..., t,+J > 0, so da$’ aus 
I SOi) - Uf I < 6, i = 1, 2,..., q + 4 
die Existenz einer Interpolierenden s” E y folgt, welche 
(3.3) 
s(tJ = uj ) i = 1 , 2,. .., q + 4, (3.4) 
sowie die Relationen (2.5) und ~ s - Sl’ < E erfiillt. 
Beweis. Durch .i(i), i = 1, 2,..., p seien die Elemente der Menge 
P = {l,..., I - l}\Q indiziert. 
Wir definieren eine Abbildung #: y + [W’f3 durch u = Z&F) mit 
z/f = qt,), i= 1,2 ,..., 4 f 4, 
(3.5) 
U e+4+i = &w+1 - L(i) 2 i = 1, 2 ,..., p. 
Der Satz 2.4. sagt aus, da13 $ injektiv ist. Also ist such x = C/J 0 F: 9 - R&f3 
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injektiv. AuBerdem ist x stetig. Fur die ersten q -t- 4 Komponenten ist dies 
evident, und nach Formel (3.7) in [4] hangen such die charakteristischen 
Zahlen stetig von (z-r ,... , zlel) ab. Die Menge 9’ C I&!+~ ist offen. Betrachtet 
man eine kompakte Umgebung U von z E /J mit s = p(z), so wird durch 
x Iu ein Homiiomorphismus zwischen U und x(V) vermittelt; denn mit 
Hilfe von Kompaktheitsschltissen kann man leicht auf die Stetigkeit von 
-I auf x(U) schliel3en. Nach dem Brouwerschen Satz tiber die Invarianz 
ies Gebietes [2] ist x(z) = $( ) s ein innerer Punkt von x(U). Also ist die 
lnterpolationsaufgabe fur hinreichend kleine 6 lijsbar und wegen der Stetig- 
keit von q~ ist such I s - s‘ < E fur hinreichend kleine 8 erfiillt. 1 
Das Ziel dieses Abschnittes ist es, die beste Approximation s* E y zu 
einer gegebenen stetigen Funktion f zu charakterisieren. Mit Hilfe des 
Satzes 3.2 sol1 zu gegebenem Spline s ein besser approximierender kon- 
struiert werden, sofern ,f ~ s nicht die Alternantenbedingung erfiillt. Zuerst 
werden in Abhdngigkeit von s die Teilmengen P und Q festgelegt; ein Aus- 
wahlverfahren liefert das folgende Lemma (vgl. Schumaker [5]). 
LEMMA 3.3. Sei 
t, < i, < tz < f, < ..' < t,,4 --: i,,, ) (3.6) 
und ,fiir jedes k m;igen in jedem tntervall der Form (ii , ti+k+3) mit 1 < i -(; 
i $ k + 3 < I - 1 mindestens k Knoten von {xi)::: liegen. Dann gibt es eine 
Auswahl von q Knoten { yi}fzl , derart daJ 
ti < yi < tiq ) i := I, 2 ,..., 4. (3.7) 
Beweis. Tm Falle q = 0 ist nichts zu zeigen. Sei q > 1. Nach Voraus- 
setzung enthalt das Interval1 [tl , 5 t ] wenigstens einen Knoten. Man wahle 
ftir y, den kleinsten Knoten xi von ihnen. Er erfiillt selbstverstandlich (3.7). 
Die weitere Konstruktion erfolgt induktiv. Sei yj-l bereits gefunden. Man 
setze 
yj : = min{x, 1 ij < Xi < tjfJ , Xi > yj-l]. (3.8) 
Es ist zu zeigen, dat3 die Menge auf der rechten Seite von (3.8) nicht leer ist. 
Wir nehmen an, dies sei falsch. 
Da nach Voraussetzung in (ii , tj+J mindestens ein Knoten liegt, gilt 
also yjel > tj . Da es auf3erdem in (f, , ,+4 t. ) mindestens j Knoten geben solI, 
so gehiiren diese Knoten nicht alle zu der Menge {yi}::i . Sei x, der gr6Dte 
Knoten, der nicht zu dieser Menge gehijrt und y, = x,,, , Nach Konstruk- 
tion ist x,+~ der kleinste Knoten in (t, , xl). Aufgrund der Auswahl von v 
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sind die j - p Knoten y, ,..., yj-1 die einzigen Knoten in (I, , tj+3. Das ist 
ein Widerspruch zur Voraussetzung dieses Satzes. 1 
Nun sind alle Hilfsmittel fur den Beweis des Alternantenkriteriums bereit- 
gestellt. 
KATZ 3.4. Sei f E C(I). Der Spline s E y ist genau dann beste Approxima- 
tion von f beziiglich 7, wenn ein Teilintervall der Form [x, , x,,+~+J mit einer 
Alternante der Liinge k + 5 existiert. 
Beweis. Dal3 diese Bedingung hinreichend ist, besagt Satz 5.1 von [6]. Es 
bleibt nur die Notwendigkeit zu zeigen. 
Sei s E y, und es gebe kein der Behauptung entsprechendes Teilintervall. 
Da mit s such s + p zu y gehart, wenn p eine lineare Funktion ist, mu13 
f - s wenigstens drei Alternantenpunkte besitzen. Andernfalls kiinnte man 
f - s durch eine lineare Funktion besser approximieren. Sei q + 4 die 
Lange der Alternante und q < I- 1. 
Sei zunlchst q 3 0. Es bezeichne [ti , r,], i = 1, 2,..., q + 4 die minimalen 
Intervalle, mit denen sich die Alternantenpunkte von (f - s) so tiberdecken 
lassen, da8 in jedem einzelnen Interval1 nur Alternantenpunkte vorkommen, 
in denen ,f - s positiv ist, oder nur solche, in denen f .- s negativ ist. 
In benachbarten Intervallen [ti , Ii] und [tj+l , ii+J treten nur Extrema ver- 
schiedenen Vorzeichens auf. 
Da die Behauptung des Satzes nicht zutreffen ~011, ist die Voraussetzung 
von Lemma 3.3 erfullt, und es gibt eine Auswahl von q Knoten mit der 
Anordnung (3.7). Das Komplement definiere die Menge P. Daraus folgt 
max(Jli-3 , tJ < min(yi , ti+l), i = 1, 2,. .., q. 
Also kann man q + 3 Punkte zi wahlen, so dal3 
ii < .zi < t<+1 ) 
zi < yi < zi+3 , 
i = 1) 2,. . .) q + 3, 
i = 1, 2 ,..., q. 
(3.9) 
Ferner sei z, = 01, z*+~ = /3. 
Die Vereinigung von {zi}iLt mit {tJ werde mit {zi*}zZ: bezeichnet, wobei die 
zi* geordnet seien. Aus (3.9) folgt 
zi* < yi < zt:, ) i = I ) 2,. . .) q. (3.10) 
Nun konstruieren wir eine bessere Approximation nach Standardmethoden: 
Man setze 
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Nach Satz 3.2 existiert eine Funktion s‘(f), derart dab (2.5) gilt und 
S(Zi) -= s(q). 
S(f,) = s(il) I~- 6 sign[.f(i,) -- s(l,)], s ;:- 0. (3.12) 
‘/S--s, <E. 
Nach Satz 2.4 sind die Punkte zi die einzigen Nullstellen von S - s, da 
andernfalls S -- s m: 0 folgen wiirde. Aurjerdem sind diese Nullstellen ein- 
fach, d.h. Nullstellen mit Zeichenwechsel. Also ist S in einer Umgebung der 
Intervalle [ti , i,] eine bessere Approximation. SchlieBlich stellt (3.11) sicher, 
da13 dies im ganzen Interval1 [z, /3] gilt. 
Falls jede Alternante hiichstens die Lange 3 hat, d.h. y =: -I gilt, wahle 
man z1 und Z~ gemal 
ti < z; < ti+t . i = 1, 2. 
setze Q = ti, P (l,..., I -- 1) und bestimme die Vergleichsfunktion s 
anstatt aus (3.12) als Liisung von 
S(zJ = s(q), i = I, 2, 
f(x,) = dx,,) + S signlf0,) - s(i,)l, 
S(x,) == s(xJ t- 6 sign[f’(f,) - s&J], 
und den Bedingungen (2.5). Es gilt 
fur hinreichend kleines 6 -’ 0. Auch hier sind z, , z? die einzigen Nullstellen 
von ! - s, da andernfalls mindestens vier Nullstellen vorliegen mtifiten, was 
im Widerspruch zu Satz 4.2 steht. Wie oben schlieBt man, daf3 i bessere 
Approximation ist. 1 
4. EIN HINREICHENDES KRITERIUM FGR 7 
Es sol1 gezeigt werden, dab man das in [6] angegebene hinreichende Krite- 
rium fiir beste Approximationen mit rationalen Splinefunktionen verscharfen 
kann, falls die zu prtifende Funktion in r\y enthalten ist. Man sttitzt sich 
dabei auf eine genauere Untersuchung der Nullstellenzahl von Differenzen 
solcher Splinefunktionen, bei der such Informationen iiber bestimmte Vor- 
zeichen ausgewertet werden. 
DEFINITION 4.1. Sei s E y\y. Wenn s in dem rechten Randteilsttick I, 
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von Z linear ist oder wenn Z, zu einem Regularitgtsintervall mit einer unge- 
raden Anzahl von Teilstiicken gehijrt, heil3t s (rechts) negativ dominant; 
gehart I, zu einem Regularitatsintervall mit einer geraden Zahl von Teil- 
stiicken. heiBt s (rechts) positiv dominant. 
Jedes s E y heil3e regullr oder nicht dominant. 
Ein Regularit%tsintervall J der Funktion s sol1 wesentlich genannt werden, 
wenn es von zwei Knoten zweiter Art begrenzt wird und eine ungerade 
Anzahl von lntervallteilstiicken enthllt. Dann bezeichne e(s, Z) fiir s E j7 die 
Zahl der wesentlichen Regularit5tsintervalle J von I. 
Mit diesen Bezeichnungen gilt Lemma 4.1. 
LEMMA 4.1. Sei s E 7 n Cl und S E y. Dann gilt fiir die Zahl der getrennlen 
Nullstellen van r’ die Abschiitzung 
N(r’, Z) -< Y(Z) + 1 - ci(s, ZJ - e(s, I). (4.1) 
Wenn in (4.1) das Gleichheitszeichen steht und s positiv bzw. negativ dominant 
ist, dann gilt r’(p) > 0 bzw. r’(P) < 0. 
Beweis. Wir fiihren den Beweis durch Induktion nach der Anzahl e(s, J) 
der wesentlichen Regularit%tsintervalle eines Teilintervalles J C I. 
1st e(s, J) = 0, so ist die Abschgtzung (4.1) bereits durch Satz 4.1 in [6] 
gegeben. Angenommen, N(r’, J) sei maximal. Gehart s zu y\y, so gibt es ein 
Linearitgtsintervall. Wie man dem Beweis von Satz 4.1 in [6] entnimmt, mul3 
im Falle maximaler Nullstellenzahl in diesem Interval1 eine Nullstelle von 
r’ auftreten. und an seinem rechten Endpunkt xI, ist r’ < 0. Dies gilt beson- 
ders fiir das am weitesten rechts gelegene Linearitdtsintervall Zun . Stimmt 
xi2 mit dem rechten Randpunkt von J iiberein, so ist die Vorzeichenaussage 
bewiesen. Andernfalls schlierjt an xlz ein Regularitdtsintervall Z* an. Wegen 
der Maximalitgt ist xk nicht Nullstelle, denn sonst wiirde es in der Abzghlung 
sowohl in Zlin als such in Z* auftreten, also ist r’(xli) < 0. Aus dem gleichen 
Grunde liegen in Z* genau Y(Z*) + 1 Nullstellen unter Beriicksichtigung 
der Vielfachheit. Die Zahl der Zeichenwechsel (mod 2) liefert die behauptete 
Vorzeichenaussage. 
Sei die Behauptung fi.ir alle Intervalle J mit e(s, J) < k E N bereits bewie- 
sen. und sei s ein Spline mit e(s, Z) = k. 
Sei x, der rechte Randpunkt des am weitesten rechts liegenden wesent- 
lichen Regularititsintervalls. Wir betrachten die Teilintervalle ZI = [x, , x,,] 
und Zz = [x,,? , xl]. Von letzterem ldl3t sich gem6l3 Zz = Zlin u I* ein Lineari- 
tatsinterval abspalten, wobei I* leer sein kann. Es ist 
e(s, 4 = e(s, 1,) + 1, 
d(s, Z) = d(s, Z,) + d(s, I,) - 1. 
(4.2) 
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Nach Induktionsvoraussetzung hat r’ in Z1 hGchstens 
A! = Jf?(ZJ -1 1 -~~ d(s, Zr) -.. e(s. ZJ 
Nullstellen. Wir unterscheiden zwei Falle 
(i) Hat r‘ in [x, , x,] weniger als J& Nullstellen, so gilt 
(4.3) 
J-(r’, Z) ,( (A - 1) + M(r), Z,) 
.< A! - 1 + -qZJ + 1 - d(s, 12). (4.4) 
Dies liefert zusammen mit (4.2) und (4.3) die Formel (4.1). 
(ii) Hat r’ in [x, , x,] genau ~8’ Nullstellen, dann ist x, rechter Rand- 
punkt eines Regularitatsintervalls mit einer ungeraden Anzahl von Teil- 
stucken, und nach Tnduktionsvoraussetzung gilt r/(x,,) < 0. Da r’ in Olin 
monoton fallt, ist r’ im Inneren von Zlrn nullstellenfrei, und am rechten 
Randpunkt von Zrrn ist r’ < 0. Daraus folgt 
J(r’, I) .<. dii + X(r’, Z*) 
< ,A! + z(z*) + 1 - d(s, I*). (4.5) 
Aus cZ((S, Z,) = Y(Ztr,) + d(s, Z*) - 1 ergibt sich mit (4.2) und (4.3) die 
Behauptung (4.1). 
Zugleich ist damit gezeigt, da13 die Maximalzahl von Nullstellen nur dann 
vorkommen kann. wenn in Z* die maximale Anzahl von Nullstellen auftritt 
und r’ < 0 am linken Rand von I* gilt. Daraus ergibt sich der Zusatz wie 
fur den Fall e(s, I) = 0. 1 
Als unmittelbare Folgerung erhalt man Satz 4.2. 
SATZ 4.2. Seien s, f E 7. Dann gilt .fiir die Anzahl deer getrennten Null- 
stellen von r die Abschitzung 
M(r, Z) < LP(f) + 2 - d(s, I) - e(s, Z). (4.6) 
Wenn die Zahl der getrennten Nullstellen im ofenen Zntervall (z, ,k?) mit (4.6) 
iibereinstimmt und s positiv bzw. negativ dominant ist, dann ist (s - s‘)(,t?) 
positiv bzw. negativ. 
Beweis. Fiir s E y ist diese Aussage bereits mit Satz 4.1 von Werner [6] 
bewiesen. 
Sei also s E y\y, und zunlchst sei angenommen, dal3 s keine Knoten 
erster Art hat. Fur f E y liefert Lemma 4.1 zusammen mit dem Satz von 
Rolle die Behauptung; andernfalls zieht man das schon in [6, Teil 3 des 
Beweises von Satz 4. I] benutzte Approximationsargument heran. 
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Schlieblich ist der Fall zu betrachten, da13 s Knoten erster Art besitzt. 
Sei Z = Jr u .Zz , wobei J1 und J, durch einen Knoten erster Art getrennt 
werden. Wegen 
W) = %Jl) + P(Jd, 
4s) = 4% JJ + 4% JJ - 2, 
44 = e(s, JJ + e(s, JA 
bekommt man die gewiinschte Abschdtzung sofort aus &‘“(s - S; Z) < 
Jlr(s - 5, JJ + Jl/‘(s - S, J,) durch ein einfaches Tnduktionsargument. Dal3 
sich die Zusatze tibertragen, ist offensichtlich. 1 
Die Vorzeichenaussagen in den Nullstellensatzen iibertragen sich auf die 
Alternantenkriterien. Wir vereinbaren deshalb (vgl. [l]). 
DEFINITION 4.2. Eine Alternante (x1 ,..., x,) der Lange m heil3e positiv 
(negativ), wenn f(x,) - s(x,) positiv (negativ) ist. 
Mit dem Standardschlub der Approximationstheorie-Vergleich einer die 
Alternantenbedingung erfiillenden Funktion aus 7 mit einer hypothetischen 
besseren Approximation (vgl., [3, Theorem 931).-erhalt man als hinreichen- 
des Alternantenkriterium den 
SATZ 4.3. Seifc C[ol, p]. Es ist s E 7 eine beste Approximation zu,f, wenn 
ein Teilintervall J existiert, in dem eine der ,folgenden Bedingungen gilt: 
(a) Es gibt eine positive (negative) Alternante der Liinge 
-Y(J) + 3 - d(s, J) - e(s, J) 
in J, wenn s dort rechts positiv (negativ) dominant ist. 
(p) Die Alternante hat die Liinge Z(J) + 4, ,falls s in J reguliir ist. 
5. VOLLST.&NDIGE BEHANDLUNG DES FALLES L?(r) < 2 
Zunachst werde der Fall betrachtet, da13 das Interval1 Z nur aus einem 
Teilsttick besteht, 5?(Z) = 1. Man kann auf die klassischen Ergebnisse der 
Tschebyscheff-Approximation mit rationalen Funktionen zuriickgreifen, 
Werner [7]. 
1st s nicht ausgeartet, so ist s genau dann beste Approximation von 
f(x) E C(Z), wenn eine Alternante der Lange 5 = Zahlergrad + Nenner- 
grad -t 2 existiert. 
Im Falle der Ausartung ist s eine lineare Funktion. Da hier jedoch nur 
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konvexe Funktionen zur Konkurrenz zugelassen sind. so ist abueichend 
von der klassischen Theorie die Funktion s nach Satz 4.3 bereits ~11s beste 
Approximation von ,f zu erkennen, wenn eine negative Alternante der 
Lange 3 existiert. 
Auch die Notwendigkeit dieser Bedingungen ist leicht einzusehen. WSre 
die Lange jeder Alternanten kleiner als 3, existiert sogar eine besser approxi- 
mierende Gerade. Liegen nur positive Alternanten der Lange 3 vor. so kann 
man aufgrund der klassischen Theorie im Bereiche der rationalen Funktionen 
mit quadratischem Zahler und linearem Nenner eine bessere Approximation 
s* finden. Weil s* speziell in den drei Alternantenpunkten besser approxi- 
miert, ist s* konvex und in y enthalten. 
Die notwendigen und hinreichenden Bedingungen lassen sich zusammen- 
fassen zu Tabelle 1. 
TABELLE I 
Notwendige und hinreichende Bedingungen im Fall Y(Z) = 1 
Fall 
1 
2 
g(s) d(s) Alternantenlfmge, Vorzeichen 
.____ 
0 0 5 beliebig 
1 1 3 negativ 
Zur Behandlung von Y(I) = 2 wird vorausgesetzt, da13 s in keinem der 
beiden Teilstticke von I als beste Approximation von f charakterisiert ist. 
Die Elemente von 7 lassen sich nach ihrem Verhalten in dem einzigen 
inneren Knoten x1 von I klassifizieren. Unser Ziel ist die Verifikation der 
Tabelle 2. 
TABELLE 2 
Notwendige und hinreichende Bedingungen im Fall Y(I) = 2 
Fall n,(s) h(S) g(s) 0) e(s) Alternantenllnge, Vorzeichen 
1 0 0 0 0 0 6 beliebig 
2 0 0 2 2 0 3 negativ 
3 1 0 2 0 0 5 negativ 
4 0 1 1 0 0 5 negativ 
Die Werte g(s) sind nach Abschnitt 2 durch n, und n2 auf die genannten 
Werte eingeschrankt. 
Nach Satz 5.1 in [6] und Satz 4.3 sind die Bedingungen hinreichend. Die 
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Notwendigkeit ergibt sich im Fall 1 aus den Ergebnissen des Abschnitts 3 
und im Fall 2 aus ghnlichen fjberlegungen wie fiir g(Z) = 1. Fiir die 
iibrigen FBlle stiitzt sich der Nachweis auf zwei Lemmata. 
LEMMA 5.1. Sei I = [cy, p] unn Y(Z) = 2. Es gelte 
Der rationale Spline s habe in x1 einen Knoten I. oder 2. Art. Dann besitzt 
die Znterpolationsaufgabe 
und 
S(Zj) = S(Zj) fiir j = I,..., 4 
S(x,) = s(xl) + 6 
(5.1) 
in der Klasse 7 fiir 
St0 keine L&sung, 
s=o die Liisung s = s, 
6 > 0, 6 hinreichend klein, eine Liisung f E y. 
In dem letzten Falle gilt 
-(>O in 
s-s{<O 
(Zl 3 z2) ” (z3 9 4, 
in ix, 4 u (z2 ,z3) u CG ,PI. (5.2) 
Fir 6 + 0 + 0 strebt j gleichm$ig in Z gegen s. 
Beweis. Aufgrund der Voraussetzung ist s(x) in einem der Intervallteil- 
stiicke linear. Fiir 6 < 0 fiihren drei geeignet gewCihlte Interpolationsdaten 
deshalb zu einem negativen zweiten Differenzenquotienten, so da13 eine 
Interpolation mit einer konvexen Funktion ausgeschlossen ist. Fiir 8 = 0 
ist nichts zu beweisen. 
Sei 6 > 0. Dann sind die zweiten Differenzenquotienten (vgl. [7]) 
4Zl > z‘2 > XlF und d2(x1 3 z3 7 z*)f positiv. 
Eine LBsung der Interpolationsaufgabe (5.1) ist also in keinem Teilstiick 
linear und gehijrt folglich zu y. 
Im Folgenden wird zur Vereinfachung x1 = 0 angenommen, ferner sei s 
in I, linear. Da 7 gegen Addition linearer Funktionen invariant ist, kann 
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man s(t) = 0 in I2 annehmen. Die gegebene Funktion s(t) hat also die 
Gestalt 
(t ~~ zJ(t -- z2) _- 
s(t) = ! g(t) + c * l-fit ’ d I I/Y fur tt1,. 
t 
(5.3) 
0 fiir t E I,, 
dabei ist g(t) eine lineare Funktion mit 
g(O) = -C%Zz 3 g'(0) < 0. 
Besitzt s einen Knoten 1. Art, so ist c = 0. 
Bei einem Knoten 2. Art ist wegen der Konvexitdt c 1 0. AuBerdem 
folgt dann aus der Stetigkeit von s’ die Gleichung 
g’(0) + c[dz,z, - Zl - ZJ = 0. (5.4) 
Zur Losung der lnterpolationsaufgabe (5.1) kann man S(t) in der Form 
g(t) -k (c + cl) (’ - zl)(t - z2) f(t) = 1 1 - dl .t in I 13 cq (t - ‘g)(’ ~ ‘q) in (5.5) I -c&t ~ 23 
ansetzen. Die Koeffizienten cr und c2 sind durch 
S(0) = g(0) + (c + Cl) z1z.j = ClZlZ2 = c*z3z4 = 6 > 0 (5.6) 
festgelegt. Es gilt c1 > 0, c2 > 0. 
Damit sind alle Interpolationsbedingungen erfiillt. Die noch freien Para- 
meter 4 und d2 sind so zu bestimmen, daI3 S(t) in x, zweimal stetig differen- 
zierbar ist. Durch Gleichsetzen von S’(0 - 0) und S’(0 + 0) sowie von 
~“(0 - 0) und ~“(0 + 0) erhalt man das System 
g’(O) + (c + CJ[4ZlZZ - Zl - Zel = c,[d,z,z, - z3 ~ z,], (5.7a) 
(c + Cl)0 - 4z,)(l - d,z,) = c,(I - d2z3)(1 - d2zq). (5.7b) 
Die Existenz einer Liisung (dr , d,) kann man fur kleine 6 leicht durch eine 
geometrische ijberlegung zeigen. Faljt man die beiden rechten bzw. linken 
Seiten als Funktionen von dI bzw. d, auf, so erhalt man bei festem 6 (und 
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damit festem c1 und CJ Parameterdarstellungen nach oben offener Parabeln 
in einer (f, v)-Ebene: 
pl: 5 = c*[d*z3z4 - z3 - -43 
1 T = c,(l - d,z,)(l - d*z,), 
p . (5 = g'(O) + (c + Cl) * MZlZ2 - Zl - %I, 
*. /q = (c + CA1 - dlZl)(l - 4z2). 
Die Parabel P, schneidet die &Achse fiir d2 = l/z, , j = 3, 4 in 
&= -C*‘zj= -s.2 <o, 
die Parabel P, fiir dl = l/zi , j = I, 2 in den Punkten 
fj = g’(0) - (c + Cl) * zj = g’(0) - c . zj - 6 * 2% > g’(0) - c * zj ) 
2122 
denn es ist z1 < z2 < 0. Fur 6 --+ 0 strebt [3,4 + 0 und 
t ! 
g’(O) <0 fur c = 0, 
l/2 - g’(0) - czi = cz,z,[(l/zJ - d] < 0 fur c < 0, 
da d :> l/a > l/z, > l/z, gilt. 
Die Nullstellen (Ii2 von P, liegen also fur kleine 6 links von den Nullstellen 
<3,4 von PI , so da13 sich die beiden Parabeln in dem Gebiet (tZ , 5,) x (0, co) 
schneiden, wodurch die Existenz einer Liisung von (5.7) gezeigt ist. Da 5 
in dem Schnittpunkt gerade den Wert S’(0) liefert, gilt 
g’(0) < f’(0) < 0. (5.8) 
Insbesondere folgt daraus zusammen mit (5.7a) fur die zugeharigen 
Parameter 
4 < l/z, + l/z,, 
4 > l/z, + l/z,. 
(5.9) 
Die Vorzeichenaussage (5.2) ergibt sich daraus, dab s - S die maximale 
Nullstellenzahl besitzt und das Vorzeichen in x1 E (z2 , z3) durch die Forde- 
rung (5.1) feststeht. 
Es ist noch das Verhalten fur 6 --f 0 zu untersuchen. 
Sei c = 0, d.h. s habe in x1 eine Knoten 1. Art. Wegen (5.6) sind c1 und 
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c2 proportional, und aus (5.7b) folgt, da13 / ~/r i und j C& I beide beschrhnkt 
bleiben oder gegen unendlich gehen. Aus (5.7a) ergibt sich 
also sind / 4 j und 1 dz j nicht beschrankt. Zusammen mit (5.9) erhalt man 
4- a, dt+-CC fur 6 -0. 
Aus (5.5) entnimmt man, da8 die Interpolierende S fur 6 + 0 gleichmaDig 
in I gegen s streben. 
Sei c > 0, d.h. x1 ein Knoten 2. Art von s. In diesem Falle folgt aus 
s’(O) = g’(0) + (c + c~)[c&z~z~ - zr - zz] und den Schranken (5.8) fur 
S’(O), da13 
dl=J-[ * m9 - g’(O)1 + Zl + 31 fur a--+0 
ZlZZ 
beschrankt bleibt. Aus (5.7b) schliel3t man auf 
c2 * dz2 < const, 
also 
c2 . (c,dz2) = (c,dJ2 + 0 fur 6 -0. 
Wegen (5.7a) und (5.4) gilt dann lim,z+O dl = d. 
Schliel3lich impliziert die strenge Konvexitlt von s in Z1 , da8 d # l/z, , 
l/z, ist; denn sonst kijnnte man den Bruch in (5.3) kiirzen und kame zu 
einer linearen Funktion in Z1 . Die linke Seite von (5.7b) hat also einen von 
Null verschiedenen Grenzwert. Dies impliziert / dz / + co, und (5.9) liefert 
d2 + - co. Wie vorher erkennt man an (5.4), da13 f(t) mit 6 --f 0 gleichmal3ig 
in Z gegen s(t) strebt. i 
LEMMA 5.2. Sei I = [ol, fi] und s(Z) = 2. Es gelte 
a < Zl < z2 < z3 < x1 < zq < p. 
Der rationale @line s habe in x1 einen Knoten 2. Art, in [x1 , jl] sei s linear. 
Dann gelten fiir das Interpolationsproblem 
f(zJ = S(Zf) j = 1, 2, 3, 4 
und (5.10) 
5(x,) = s(xJ - 6 
in der Klasse 7 die gleichen Folgerungen wie in Lemma 5.1. 
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Beweis. Wie im vorigen Beweis darf x1 = 0 und s(t) = 0 in [0, p] ange- 
nommen werden. Es gilt dann 
s(t) = c . f”/( 1 - df) mit c>O, n>l/a in [ol, 01. (5.11) 
Sei 6 :y 0. Eine Funktion S, die s in z1 , z2 und zs interpoliert und in 0 positiv 
ist: S(0) - s(0) 3> 0, hat, wie eine einfache Abzlhlung der Nullstellen von 
f(x) -- s(x) in [01, 0] ergibt, in 0 such eine positive erste Ableitung. Folglich 
verschwindet S(x) - s(x) in zq :- 0 nicht, und es gibt keine LGsung des 
Interpolationsproblems. 
Sei 6 > 0. Wie betrachten zunachst das Interval1 [01, 01. Fur hinreichend 
kleines S existiert die rationale Interpolierende zu S(zj) = s(zJ, j = 1, 2, 3 
so wie S(0) = -8 und ist in [01, 0] stetig, d.h. fur ihren Nennerkoethzienten 
gilt a, > l/a. Wie vorher schliel3t man auf H’(O) < 0. 
Eine Gerade g(t) mit den Anfangswerten g(0) = S(O), g’(0) = S’(0) erfiillt 
g(t) CC 0 fur jedes positive t. Zur LGsung der Interpolationsaufgabe mu13 
man also S(t) in das Interval1 [0, p] durch eine rationale Funktion der Form 
s*(x) = g(t) + c2 * t”/(l - d,t), c* := 2 * S”(0) 
fortsetzen. Aus s*(z& = 0 bestimmt man dz zu 
4 . ~4 = 1 + c2 . z,2/g(z4), 
und 6 ---f 0 impliziert g(zJ --+ 0 - 0, d2 + -co. Fiir kleine Werte von 6 
kann man also S(t) in t > 0 durch S(t) := s*(t) definieren, S(t) ist dort stetig 
und es gilt S(t) + s(t) gleichmal3ig in Z ftir 6 --f 0. Die Richtigkeit der Vor- 
zeichenaussage verifiziert man wie oben durch Abzahlen der Nullstellen. B 
Wir setzen nun den Nachweis fort, da13 die in Tabelle 2 angegebenen 
Bedingungen notwendig sind. 
FALL 3. Wenn es zu f - s keine Alternante der Lange 5 gibt, so kann 
man durch stetige Fortsetzung von f und lineare Fortsetzung von s in ein 
Interval1 Z* 1 Z erreichen, dab in Z* eine positive Alternante der Lange 5, 
aber keine der Lange 6 existiert und da13 s such nicht beste Approximation 
in einem der Teilstiicke ist. 
Es geniigt also, im Falle einer positiven Alternante der Lange 5 eine 
besser approximierende rationale Splinefunktion zu konstruieren. In keinem 
Teilsttick liegen mehr als 3 Punkte einer Alternante, da sonst ein Teilsttick 
zur Charakterisierung ausreichen wiirde. Aus diesem Grunde ist such der 
Knoten x1 nicht Alternantenpunkt mit f(q) - s(xJ = -Iif- s 11. Es gilt 
f(Xl) - SW > -IIf- s Il. 
Man schliel3e wie im Beweis von Satz 3.4 die Gruppe der Alternanten- 
punkte in minimale Intervalle ein, und lege wie dort zwischen diese Inter- 
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valle Punkte q , z? E Zr und zR, z,r E Zz . Dann liefert Lemma 5.1 eine Funk- 
tion Ht y, welche die Vorzeichenbedingungen (5.2) erfiillt und sich hinrei- 
chend wenig von s unterscheidet. Eine solche Funktion erfiillt such 
FALL 4. Ohne Beschrankung der Allgemeinheit darf man annehmen, 
darJ I, das Linearitatsteilstiick von s ist. 
(a) Es gebe in Z eine positive Alternante der Lange 5. Dann liegen in 
Z1 nach Voraussetzung hijchstens 4, in Z, hiichstens 3 Punkte einer jeden 
Alternante. Deshalb ist nur der Fall zu diskutieren, da0 1, 2 oder 3 Alter- 
nantenpunktintervalle in Z, liegen. Wieder kann man zwischen diese Inter- 
valle Punkte zj legen, wobei man mit einem oder zwei Punkten in I, aus- 
kommt. Lemma 5.1 oder Lemma 5.2 ermiiglichen die Konstruktion einer 
besseren Approximation S. 
(b) Es gebe keine Alternante der Lange 5. Durch Fortsetzung kann 
man erreichen, dab Alternanten der Lange 4 vorhanden sind. Die Alter- 
nantenpunkte seien wieder mit minimalen intervallen wie in Abschnitt 3 
tiberdeckt. 1st keines dieser Intervalle (vollstandig) im Tnnern von Z:, ent- 
halten, so beschaffe man sich zunachst in Zr eine bessere rationale Approxi- 
mation S von,f Unterscheidet sich f hinreichend wenig von s, so kann man 
durch Vorzeichenbetrachtungen iiber r(0) und r’(0) feststellen, da0 man s‘ 
durch lineare Fortsetzung zu einer Funktion aus jj erganzt, die in ganz Z 
besser als s approximiert. Liegt mindestens eines der Alternantenpunktin- 
vervalle in I, , so kann man durch stetige Fortsetzung von f und rationale 
bzw. lineare Fortsetzung von s in ein Interval1 Z* r> Z zu einer positiven 
Alternanten der Lange 5 kommen und mit Fall (a) weiterschlieben. 
Also ist eine negative Alternante der Lange 5 ftir eine beste Approximation 
notwendig. Damit sind alle in Tabelle 2 gemachten Angaben nachgewiesen. 
Eine analoge Diskussion kijnnte man such im Falle von mehr als 2 Inter- 
vallteilstiicken durchfiihren. 
Als Anwendung betrachten wir die Tschebyscheff-Approximation einer 
streng konvexen Funktion durch Splines E 7 mit genau einem inneren 
Knoten und zeigen, dal3 keine Approximierende mit einem Knoten 1. Art 
auftreten kann. 
Angenommen, s habe einen Knoten 1. Art, dann ist s in jedem der beiden 
Teilstticke linear. In jedem Teilstiick ist f - s konvex, und es treten jeweils 
maximal 3 Extrema der Funktion f - s auf. Zwei davon liegen dann in den 
Randpunkten, und f - s ist in den Randpunkten positiv. Insgesamt ist also 
hiichstens eine positive Alternante der Lange 5 maglich. Die notwendige 
Bedingung ist nicht erfiillbar. 
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