The vitality and utility of a network are affected significantly by the network management system (NMS) that is used to administer and monitor the network. However, models that can characterize the quality of a NMS are generally missing in the literature. In this paper, we introduce the concept of quality of monitoring (QoM), provide a mathematical formulation based on stochastic processes that can be used to model a network monitoring system and define QoM metrics based on this formulation. A formal analysis of the proposed framework along various metrics is also provided, along with a case study of its application to network monitoring in a mobile ad hoc network.
INTRODUCTION
Network monitoring is a critical function performed by network management systems (NMSs), through which operators are able to obtain timely information on the status of network elements, communication links and services offered by the network. At its core, it consists of continuous measurements of key performance indicators such as bandwidth utilization and delay, as well as logging of events of interest such as changes in link status and node availability. The collected information is further used to assess the performance and utility of the managed network, devise and plan its operating costs and future upgrades, and assess its robustness to disruptions and operational outages.
In emerging networking paradigms such as military mobile ad hoc networks (MANETs), network monitoring becomes a particularly challenging task. This is because transmission of measurements and events to the management station is performed using in-band communication offered by the MANET, due to lack of external support infrastructure and an adversarial operational environment. However, limited bandwidth of the wireless channel, unpredictable communication delays due to interference caused by enemy forces, node dynamics and mobility limit the amount of monitored information that can be transmitted and result in the report of incomplete and stale measurements, as well as outdated events.
Due to the challenges that network monitoring faces in emerging networking environments and the significance of monitoring in network operations and management, it is important to ask how well a monitoring system is meeting its objective of collecting accurate, complete and timely information with low overhead. However, the techniques and methodologies used to perform this assessment and determine whether such system is performing at a satisfactory level or not tend to be ad hoc at present. There is a need for a formal analysis framework and model that can characterize how well a network monitoring system is performing, or, alternatively, the level of quality of monitoring (QoM) that it is providing.
Frameworks for characterizing data quality have been studied in the areas of sensor networks [1] [2] [3] , web searches [4] , data stream processing systems [5] , voice [6] and video [7] quality and network games [8] . Also, trade-offs among various dimensions of quality such as accuracy of information, completeness and transmission overhead have been investigated in the above areas (e.g. [9, 10] focusing on efficiency and accuracy have been recently explored in network management [11] [12] [13] .
Complementary to the above efforts, the goal of this work is to propose a quantitative framework for assessing QoM for NMSs along several dimensions, without being bound to any particular protocol or system for network management. The results of the analytical study described herein can be used to evaluate the impact that network parameters (such as mean end-to-end delay) and design parameters of the monitoring system (such as monitoring period and rate of event generation) have on key metrics that quantify the quality of the monitoring function. As such, they serve as a good first approximation that can further guide the choice of these design parameters.
Towards developing such a framework for QoM, this work makes the following contributions:
• A mathematical model based on stochastic processes for characterizing the monitoring function of a network. The proposed model is generic enough to capture different types of monitoring system functions, yet amenable to analysis of the key QoM metrics.
• QoM metrics analyzed within the proposed stochastic model with an emphasis on the effects of transmission latency on the accuracy of monitoring information that is obtained by the management system. We consider two types of monitoring systems: (a) the transparent system where monitored events are immediately reported without processing and (b) the aggregation system, in which monitored events are periodically reported after aggregation.
• Results from packet-based simulations of a MANET network, which further explore QoM metrics under more realistic assumptions and evaluate the accuracy of the analytical approximation provided by the proposed framework.
The remainder of this paper is structured as follows. Section 2 provides an overview of NMSs, with the emphasis upon their monitoring aspect. Section 3 presents a simple model for the network monitoring function and definitions. Section 4 presents a mathematical analysis of QoM metrics. Simulation results that shed light into the analysis are provided in Section 5. Section 6 presents related work, and finally Section 7 concludes the paper with potential future research directions.
OVERVIEW OF NETWORK MONITORING
To ensure continuous and efficient operation of a network, the operator uses a network monitoring system to discover elements in the managed network, identify any situations that may need attention and then take any requisite corrective actions. Three distinct entities can be readily identified in this process, namely the managed network itself, the NMS and the operator, as shown in Fig. 1 Military networks such as MANETs are subject to a variety of unpredictable and adversarial situations that may disrupt their operation over the course of their deployment in the battlefield. For example, movement of troops might cause communicating devices to fall out of transmission range of each other, leading to network partitioning. Harsh operating environment such as extreme weather conditions, limited battery lifetime and rugged handling might cause devices to function intermittently, resulting in frequent changes in the network topology due to node dynamics. Finally, interference in the wireless channel caused by enemy forces might disrupt communications and degrade performance and quality of wireless transmissions. The MANET operator's management policy may dictate that information about the aforementioned situations be either sent to or collected by the NMS, to devise alternative plans for robust operation and take corrective actions. This information is typically manifested as events that may be received at various times in a number of diverse formats. Common formats for events include simple network management protocol (SNMP) traps, syslog messages and events originating from periodic polling of IP addresses and SNMP management information base variables.
Events are typically subject to some degree of preprocessing so that they are consumable by other processes and/or the network operator for further analysis. This may include: (a) discard an event; (b) suppress reporting of duplicate events and instead increment a counter associated with the existing event; (c) archive events for historical analysis and auditing; (d) analyze and correlate events in the context of a constructed network model so as to identify which events are considered 'causes' and which are 'symptoms'; (e) enrich events with additional information, such as customer contact information; (f) inject synthetic events back into the stream of events; and (g) send events to other NMSs. After processing, events are typically presented to an administrator for taking possible corrective actions.
MODELING THE MONITORING FUNCTION
In order to understand QoM, we need to define a model of the network monitoring function, which is generic enough to abstract from the specifics of the underlying implementations, yet representative of real-world deployed network monitoring systems for the analysis to give useful insights. In this section, we present a stream model for network monitoring systems and define the QoM metrics that will be used for the analysis in later sections.
Stream model for network monitoring
Following the aforementioned description of the typical NMS, two flows of information can be readily identified in this environment: one between the managed network elements to the NMS and another one between the NMS and the operator. In large-scale network deployments, the NMS usually consists of distributed network monitoring agents that are close to the managed entities and report the results to a centralized NMS. Once an event in the network is detected by the monitoring agents, simple processing is handled first by the agents, and then the event information is typically sent to the NMS for further calculation of user-defined metrics. Then, the results of the analysis are presented to the network administrator. Thus, the sequence of information processing in an NMS can be modeled using a three-stream model, as shown in Fig. 2 . In a centralized NMS, where all the monitoring and polling operation is performed by a single entity, the interaction is usually direct from the managed network to the NMS.
The occurrence of the external events such as link failures is represented by the event stream (ES) in Fig. 2 , with the occurrence times T 1 . . . T 7 . Some of these event instances are collected and preprocessed by the monitoring agents, and sent to the NMS. This is called the monitored stream (MS). In the same figure, we present the case when some events are suppressed (e.g. events occurred at T 2 , T 3 ) by the monitoring agent. These monitored events are sent to the NMS for further processing (e.g. event correlation) and can be optionally stored in a database for later use. The information that is generated as the output from the NMS is called the processed stream (PS). Since the monitoring agents may be remotely located, the NMS may receive the monitored data out of sequence depending on the network condition as shown in the case of T 4 and T 5 . The 
FIGURE 2. Information processing sequence in a network monitoring system.
information from the PS is further reported to the administrator using some means as previously described. We note that the generic processing model shown in Fig. 2 is applicable to most NMSs. QoM should be analyzed by comparing the PS with the ES. The latter represents the actual state of the network and is susceptible to measurement errors induced by the monitoring agents and event transmission losses and delay due to network instabilities. To simplify our analysis in the next section, we assume perfect monitoring agents for the NMS, which introduce no errors in the measurements or the transmission of events, and study the event processing that takes place between the ES and the PS under this assumption.
Formal definition of a stream model
Formally, we define the stream model as follows. Let E = {e 1 , e 2 , . . . e k } be an enumerable set of events that are of interest in a management context. The ES is a stochastic process defined over the set E. Examples of events include:
• The link between address 9.2.10.1 and 9.2.10.25 fails.
• The number of dropped packets at the node with address 9.2.10.20 exceeds 10% of all packets.
Each event is assumed to be a discrete entity. In a finite network, the number of distinct events of interest in the entire system can be assumed to be enumerable and finite without loss of generality. In the ES, each event is associated with its occurrance time.
Similarly, let M = {m 1 , m 2 , . . . m k } be an enumerable set of monitored data. The monitored data are units of information detected by the network monitoring agent. The monitored stream is a stochastic process defined over the set M. We assume that each unit of monitored data is carried in a single logical message (the message may be transmitted on multiple network packets if needed), and contains some information about one or more events in the network. Examples of monitored data may be as follows:
• A polling response stating that the node with address 9.2.10.11 is up.
• A trap from node 9.2.10.21 indicating that its neighbor 9.2.10.22 is no longer reachable.
Let P = {s 1 , s 2 , . . . s k } be an enumerable set of records in the processed data stream received by the NMS. The PS is a stochastic process defined over the elements in set P . Similarly to the monitored data stream, individual PS data are carried in a single logical message (the message may be transmitted on multiple network packets if needed), and contain information about the events in the network that has been derived from processing and correlating monitored data. For example, PS data may be as follows: • Node 9.2.10.12 could not be reached for the last five minutes.
QoM metrics
The three streams characterizing network monitoring function can be analyzed via different metrics. We consider three primary measures for evaluating the QoM: (a) latency, (b) accuracy and (c) efficiency.
• Latency: This metric denotes the timeliness of a network monitoring function. Latency L is defined as the expected time between the moment an event appears in the ES and when the indication of that event appears in the PS.
• Accuracy: Accuracy characterizes the ability of the monitoring process to capture the events that happen in the ES. It is defined as the fraction of the time for which the status of the network as measured by the PS is consistent with the actual status of the network as represented by the ES. If we had an oracle that could examine the status of both streams, this fraction could be accurately determined. The accuracy measure defined in this way will be dependent upon the latency of the network, as well as the probability of the loss of PS data in the network and errors in the measurement process of the monitoring agents.
• Efficiency: This metric provides a characterization of the relative amount of data carried in the ES and PS. It is defined as the ratio of the frequency of reports in the PS to the frequency of event generation in the ES. Data volume cannot be used as a metric in the current stream model, since events in the ES are considered dimensionless and so are the individual data units in the MS and PS, which are calculated based on raw events.
We should note that the filtering and aggregation of events in the processing system affect the accuracy and efficiency of a monitoring system. Moreover, information associated with events might have to be incorporated by adding metadata to an event for refining its description (an operation known as 'enriching'). This means that it might not be sufficient to represent the events at the MS and PS as point processes that follow the 'birth' of the events, but information on the data volume associated with the events will also need to be included.
A monitoring operation may have very different characteristics for the three dimensions. For example, it may exhibit higher accuracy but also a higher volume than another data collection operation. The relative merit of the three different axes of the QoM would depend on which of the different criteria are considered most important in a particular networking environment.
We also recognize that the specific definition and the analysis of the QoM metrics, especially the accuracy and efficiency metrics, should be application-dependent, and may differ according to the context of how the monitored data is utilized in NMS and its operator. In the following section, we perform the analysis of these QoM metrics under a simplified stochastic event generation/delivery/processing model, to provide the foundation and insights for full-fledged analysis of more realistic NMS application scenarios.
QoM ANALYSIS
In this section, we investigate some properties of QoM metrics of a NMS under a nominal stream model. The model in this section, though simplified, will provide valuable insights into the impact of networking environments on the quality of network monitoring information for analysis based on a more comprehensive network model. In fact, we investigate the utility of the analysis here via a simulation-based case study for a realistic network monitoring scenario in the next section. In particular, we consider the following network monitoring model.
First, a distributed network monitoring agent is deployed in each managed network element, configured to continuously monitor the events in the event stream. We assume 'transparent' network monitors, meaning that all events of interest to the network administrator are captured by the monitoring agents. Each monitoring agent then sends the captured monitored data to a centralized processing system. The monitored data sent by all monitoring agents constitute the monitored stream in our stream model. We assume that the monitored data are delivered reliably to the processing system. The processing system in turn stores and processes the received monitored data sent in some manner (we shall describe the processing methods shortly) and reports the processed data to the administrator. This report to the administrator constitutes the processed stream.
Note that, although we assume reliable data delivery between the monitoring agents and the processing center, we do take into account late delivery of the data from monitoring agents to the processing center. We leave the analysis of a more comprehensive model that incorporates the monitoring and networking loss as a future research item. Figure 3 depicts the timing relationship of the events in the MS and the PS. Let t i denote the time that the i-th event occurs in the ES (t i < t i+1 for all i = 0, 1, . . .), T i the time that the i-th event arrives at the processing system, and D i = T i − t i , i.e., the delay in the network for the i-th event. Then we assume the following:
• Events in ES occur according to a homogeneous Poisson process with an arrival rate λ.
We analyze the QoM metrics for two representative management data processing methods, namely the transparent system and the aggregation system. In the transparent system, the processor immediately reports each event that it receives to the administrator. This type of processing is most applicable when the goal of the network monitoring is to follow the
FIGURE 3. Event timing model.
real-time activities (for instance, link failure, threshold crossing alarm, etc.) in the ES and all necessary data aggregation takes place in the lower level, for example, by the network monitoring agents residing in the managed entities.
The aggregation system periodically aggregates the events sent by the monitors, and reports (and stores) the aggregated events to the administrator with an aggregation period T . If there is no event received during an aggregation period, no aggregated event is generated during that period. In this sense, T = 0 is a special case that represents a transparent system. This type of processing method is most appropriate when the managed entities produce raw data and the management system is responsible for the aggregation and further processing before reporting to the administrator.
Our primary focus in this section is on analyzing the latency and accuracy metrics. As the efficiency of an NMS depends on its architecture, an in-depth study of the efficiency metric in specific NMS systems is left as future work.
The definition of the latency and accuracy in our context is as follows: latency is defined as the difference in time between the generation of events and the presentations of the received (and processed in the aggregation system) event data to the administrator. The accuracy of a system is the fraction of time that the NMS view of the events is inconsistent with what has recently happened in the event; the detailed mathematical formulation of this accuracy slightly differs in the two-system models due to the difference in their design objectives, and will be defined in the corresponding subsections.
QoM analysis of transparent system
We start with a special case when the delay D i follows an exponential distribution with its mean E[D i ] = 1/µ. Then we present the results for general distribution for D i .
In the transparent stream, since there is a one-to-one mapping between events in the ES and the data in the PS, the efficiency measured by the ratio of frequency of events in ES to that of the data generation in PS is 1.Also, since there is no additional delay within the processor, the latency, L i , of an event i in ES is exactly the random network delay D i , and therefore E[L i ] = m D (=1/µ for exponential delay).
We define the accuracy of the transparent monitoring system as the fraction of time that the network administrator is insync with the event stream, where the synchrony is defined in the following way: We say that the NMS is in an out-of-sync state when there is an event that arrives at the PS later than a constant time h from the moment the event is generated in the ES (otherwise the NMS is in the in-sync state). In reality, this constant time h denotes the amount of time that can pass since an event's occurrence, such that the network event is considered to be monitored in 'real-time'. In that sense, h represents the tolerance of the system.
To analyze this fraction of time that the NMS is in the insync state, we define a continuous-time stochastic process, Q(t), that represents the number of outstanding out-of-sync events as follows:
• Initially, Q(t) = 0 at t = 0.
• Every time an event i that is generated at time t i arrives at the processor at some time T i > t i +h, Q(t) is incremented by 1 at t i + h, and decreased by 1 at T i .
It can be immediately seen that the NMS is in out-of-sync state when Q(t) > 0. Therefore, the accuracy of a transparent system can be obtained by finding the steady-state probability of lim t→∞ Pr{Q(t) = 0}.
When the delay distribution is exponential, we can show that the process Q(t) can be represented by an M/M/∞ process with some arrival rate λ q and some departure rate µ q , where λ q = λe −µh and µ q = µ (The proof can be found in [14] ). 
and the accuracy of the transparent system for exponential delay is
Note that the steady-state probability of being in the in-sync state goes to zero as the ratio λ/µ becomes large, i.e. as the mean arrival rate of events becomes large relative to the mean delay. Also the accuracy increases as µh increases, i.e. when the tolerance constant h is set relatively larger than the average latency 1/µ (the penalty is the increased latency). Figure 4 shows the accuracy of the transparent system as a function of λ/µ for different values of µh. For instance, when h = 1/µ and when the ratio λ/µ is as large as 2, there is a 50% chance that the system view will be out-of-sync. Thus practical NMS systems must be designed to ensure that the network delay 1/µ is relatively small to the mean inter-arrival time of the events 1/λ.
For general delay distribution, it can be shown similarly that Q(t) is an M/G/∞ process, and its limiting distribution is given by 
where f Y (y) is the probability density function of Y = D − h.
QoM analysis of aggregation system
In this subsection, we provide the analytical results of the aggregation system's QoM based on the exponential delay distribution with mean 1/µ, whose straightforward modification will provide the analysis under general delay distribution. We again present only the main results here, and the detailed derivation can be found in [14] . Suppose that the processor periodically aggregates the events that occurred in the ES within the time epoch [(k − 1)T , kT ) at time t = kT + h for some constant h and for k = 1, 2, . . . Similar to the transparent system, the additional tolerance time h is introduced in order to allow the events occurring in each epoch to arrive at the processor and be aggregated with other events that occurred in the same epoch.
While the definition of the latency remains the same as that used in the transparent system, due to the nature of the aggregation system, accuracy is defined in a slightly different way. We say the network monitoring system is in an in-sync state (and thus accurate) during the (entire) aggregation period [(k − 1)T , kT ] if all events that occurred during this period arrive at the processor before time t = kT + h. Otherwise, the NMS view is out-of-sync (i.e. inaccurate) during that period.
With the aggregation taking place periodically, it is easy to see that the efficiency, defined as the ratio of the reporting frequency in the PS to the frequency that events occur in the ES, is (1 − e −λT )/(λT ). The latency of an aggregation system is given by (see [14] for detailed derivation)
An intuitive interpretation of Equation (5) is that the latency E[L i ] can be broken into three components: the first one is the delay until the mean aggregation time (T /2), the second is the additional delay due to the tolerance h and the last is the additional delay affected by whether the event arrives after the nearest aggregation time (e −µh /µ). The impact of the tolerance h on the overall latency is such that, as h grows, E[L i ] quickly approaches T /2 + h, which makes the latency grow linearly with h. On the other hand, if µh 1, then E[L i ] ≈ T /2 + 1/µ, leaving only the latency components due to the periodic aggregation. Also note that, as T → 0 and h → 0, the latency E[L i ] → 1/µ, which corresponds to the latency in the transparent system.
We now turn our attention to the accuracy. Due to the periodic aggregation, the accuracy analysis for the aggregation system based on the definition in Section 4.1 does not enjoy the Markov property. Therefore, we define W k as the random variable that takes 1 if the aggregation period [(k − 1)T , kT ] is in-sync, and 0 otherwise; then the accuracy of the system is defined as the probability Pr{W k = 1}, which is independent of k (since all t i 's and D i 's are independent) and is given by
Similar to the latency case, the impact of the tolerance h on the accuracy of the system is clear: if h is large, it becomes more likely that all events are delivered within the (extended) deadline provided by large h, and hence the monitoring system is likely to maintain the in-sync view of the network. One can see this from Pr{W k = 1} ≈ 1 when µh 1. Also, notice that the accuracy metric of the aggregation system approaches that of the transparent system when µT 1, i.e.,
when µT 1. Note the trade-off between latency and accuracy, introduced by the tolerance h: it can be seen from the analytical results in Equations (5) and (6) that a large h improves accuracy at the expense of increased latency, whereas a small h reduces latency but decreases accuracy.
In Fig. 5 , we plot numerical values of the average accuracy, respectively, as a function of h with T = 100 and λ = 1. We can observe that increasing h has an effect of enhancing the accuracy, which converges to 1. However, the rate at which the accuracy approaches 1 is largely dependent on the network delay (1/µ): larger network delay causes lower accuracy. This tradeoff analysis facilitates the design of NMSs in selecting proper values of tolerance time and aggregation period, while taking into account the specific design goal (e.g. delay and accuracy constraints), as well as the expected networking delay and event arrival characteristics.
Note that the accuracy metric we defined and analyzed above is an indication function of whether all events are received before aggregation time. In typical network monitoring scenarios, the aggregated events are applied to some aggregation function whose output is typically a number representing the set of events in the aggregation period. Therefore, it is important to study the impact of the networking environment on the quality of the outputs of aggregation functions (called the Quality of Aggregation), and this is the subject of what follows.
Analysis of quality of aggregation
In this subsection, we focus our study on accuracy as the property that primarily characterizes the quality of aggregation. The accuracy of a particular aggregation function is captured by looking at the difference between the output of the aggregation function applied to the (ground-truth) set of all the events S, and that applied to the set of events that reached the aggregation point in time, L. Formally, if F is an aggregation function, then the quality of F under our event model is measured by the absolute error:
In the following analysis, we use the same aggregation system model in Section 4.2. In addition, we further assume that each event i is associated with its intensity value x i , which is drawn from a random variable X i . We assume that {X i }, are i.i.d. random variables, for which E[X i ] = m X and Var(X i ) = σ 2 X . Here we provide some main results for several aggregation functions: Count (CNT), Maximum (MAX), Summation (SUM), and Average (AVG). A more complete analysis and derivations of these results can be found in [15] as follows.
µ .
(3) Average: AVG(S) = (1/|S|) i∈S x i . We obtain the following bounds for the AVG function:
(4) Maximum: MAX(S) = max i∈S {x i }. The absolute error for the MAX function depends on the distribution of the intensity of the events, and no general closed-form solution exists. The expected value of the absolute error when the underlying values are uniformly distributed in [0, α] is given by:
We can also turn to a simpler error measure: the indicator error, giving the probability of getting a wrong estimate. The probability of missing the event of maximum value equals the marginal probability of missing any event: e −µh (1−e −µT )/µT . We evaluate the quality of aggregation using the normalized mean absolute error, defined as the ratio of mean absolute error and expected true value. To evaluate the influence of event intensity, we simulate two intensities-uniform and lognormal-with the same mean and variance. The simulations are consistent with the analytical results.
In Fig. 6 , we plot the error versus mean latency, to evaluate the trade-off between accuracy and timeliness. Mean latency is defined as the expected value of the time between the generation of an event and the time when it is included in the aggregation, given by l = T /2 + h. We can adjust the mean latency by either varying T or varying h. As expected, all the errors decay as latency increases. However, there exists a threshold latency, below which varying T gives a better trade-off and the opposite holds otherwise. This is because the latency increases twice slower with T , but the error decays much faster with h. From a design perspective, this means that given the overall latency constraint, there is an optimal pair of aggregation period and waiting time that minimizes the error.
CASE STUDY: MANET TOPOLOGY MONITORING
In this section, we present results of realistic network simulations, and compare the QoM metrics in the simulation against our analytical results in Section 4. Using the ns-2 network simulator, we conducted a packet-level simulation of monitoring the topology of a MANET that uses the optimized link-state routing (OLSR) [16] protocol for multi-hop communication.
In the simulation experiments, mobile nodes use OLSR routing and broadcast specific control messages called topology control (TC) messages to build their intraforwarding tables for routing packets and maintain up-to-date topology information. A node generates TC messages either periodically, or when a change is detected in the list of its neighbors who have selected that node as the multipoint relay that is responsible for forwarding their traffic [16] . For the purposes of our study, we treat these TC messages as the events that are monitored by an arbitrarily designated 'monitoring' node in the MANET, and our goal is to evaluate the probability that these messages will be received by that monitoring node within a specified time interval h (tolerance). This simulation setup follows the model of the transparent monitoring system that was analyzed in Section 4.1, wherein monitoring agents reside on every node of the MANET topology that transmits TC messages (constituting the 'event stream'), while the 'processed stream' is computed from the vantage point of the designated monitoring node. Parameters used in the topologies of the simulation experiments can be found in Table 1 . Cross-traffic was also introduced into the simulations In the simulation, the TC message events are generated at the rate of λ all = 22.2 with the average message delay m D = 0.080. One notable factor in the simulation is that, as can be seen in Fig. 7 , the tail distribution of inter-arrival times is 'heavier' than the exponential distribution with the same rate, where 70% of the events' inter-arrival times are shorter than those of exponential arrivals. This means events generally tend to arrive in bulk while there are a small number of events whose arrivals are far apart in time from the rest. To account for these non-homogeneous arrivals of events (recall that our analysis in Section 4 is based on the homogeneous Poisson arrival), we use a heuristic approach of breaking down the arrivals into two groups: one group with large inter-arrival times (or low arrival rate) and the other with small inter-arrival times (or high arrival rate). More specifically, the grouping is done based approximately on the cross-over point between the two curves in Fig. 7 , in which the arrival rate of the tail group (top 30% of interarrival times) is λ high = 7.9 and that of the rest is λ low = 81.0. In the following result, we provide the analytical expectations of the accuracy given by (2) (assuming exponential delays) using the above λ all , λ low and λ high , which are denoted by est-all, estlow and est-high, respectively. Figure 8 shows the accuracy metrics in the simulation and the three analytical estimations, as the value of h is varied on the x-axis. Interestingly, the result shows that, among the three estimates, the estimation based solely on the event group with large inter-arrival times approximates the accuracy measured in the simulation. This implies that the accuracy determined by those events arriving intermittently is the dominating factor to the overall accuracy in this scenario; the impact of the events that arrive as a group, on the other hand, is minimal since the out-of-sync periods caused by those events overlap with each other and do not affect the overall accuracy much. The difference between the est-low and simulation results can also be accounted for by the event delay characteristics; the tail distribution of event delays in the simulation is heavier than what exponential distribution predicts. This results in a large number of events arriving with small delays (smaller than in exponential distribution), making the accuracy of the system higher than the analytical result at small h. On the other hand, a relatively small number of events with very large delays tend to leave the system out-of-sync even when the tolerance h is large, causing the accuracy to become smaller than what is estimated by exponential delay distribution.
RELATED WORK
Data quality characterization and analysis has been studied in the areas of sensor networks, data stream processing systems and network monitoring of distributed systems. In sensor networks, several efforts (e.g. [9, 17] ) explore the trade-offs between energy consumption and precision of in-network computation of aggregate statistics and recent work in [2] has a similar goal to ours: to provide a framework for assessing quality of information transferred and managed along dimensions such as accuracy, completeness (also discussed in [3] ) and confidence. However, the focus is more on sensor imprecision and its effects on accuracy, rather than the effects of latency.
In the area of data stream processing systems, work on adaptive filters [18, 19] explores the trade-off between precision and transmission overhead of data collected centrally from distributed sources. While the effects of latency on the correctness of source data are briefly discussed in [18] , no quantitative framework is provided to characterize discrepancy of the monitored and the administrator view when the latency tolerance bounds are violated. In [20] the introduced the concept of fraction-based tolerance for adapting the width of the filter at the source depending on how many false-positive or falsenegative events (as opposed to an error-constraint in their value) the system is willing to tolerate. This bears similarity to our definition of the accuracy dimension in QoM, but this work does not discuss the effects of latency.
Recently, accuracy of data in network monitoring applications has received attention. Prieto and Stadler [11] have formulated the task of computing aggregates from a hierarchical monitoring network graph with minimal overhead as a constraint optimization problem. However their work does not mention the effects of latency in propagating the partial computations to the root. In [12] the trade-offs between monitoring overhead and accuracy are investigated from the sampling perspective, for dimensioning the monitoring infrastructure, but no comprehensive framework for the analysis is provided.
CONCLUSION
Network monitoring is a fundamental component of network management for ensuring continuous and efficient operation of a communication network. Although various management and monitoring architectures have been proposed in the past, a generic model for the analysis and comparison of these systems has been missing. This paper introduces the concept of Quality of Monitoring (QoM) and proposes a theoretical framework for analyzing it using the paradigm of event streams, modelled as stochastic processes. Formal definitions of accuracy, efficiency and latency dimensions as the metrics of quality in this framework are also provided. A study of QoM along the accuracy-latency dimensions is performed under this model, in which we show how the choice of aggregation waiting time affects the accuracy of the observed events at the monitoring level. As a case study, we also evaluate the analytical results for QoM against measurement data obtained via packet-level simulations of a MANET. In future work, we plan to extend the framework to account for the impact of management system operations on the network events and the effects of in-band management, and to further analyze the QoM with different stochastic characteristics of an underlying stream and network model.
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