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Zusammenfassung
Die häuﬁgste Todesursache in Deutschland sind Erkrankungen des Herz-Kreis-
laufsystems. Zwei häuﬁg auftretende Krankheiten sind Aortenaneurysmen und
Aortendissektionen. Für die Diagnose und die computerunterstützte OP-Plan-
ung wird eine semantische Annotation der präoperativ akquirierten Bilddaten
benötigt. Dies wird herkömmlich durch eine manuelle Segmentierung der be-
troﬀenen Strukturen erreicht. Mit Verfahren aus der medizinischen Bildverar-
beitung, darunter die deformierbaren Modelle, ist es möglich diese Segmentie-
rung weitgehend zu automatisieren.
In dieser Masterarbeit wird ein Verfahren vorgestellt, das mit Hilfe von de-
formierbaren Modellen eine automatische Segmentierung der Aorta und Aor-
tenpathologien in 2D-CTA-Aufnahmen ermöglicht. Hierfür wurde ein geeig-
netes deformierbares Modell identiﬁziert, welches mit üblichen Störungen von
CTA-Aufnahmen zurecht kommt. Das Verfahren ist eine Kombination aus den
Dual Snakes und den GVF-Snakes und wird Dual-GVF-Snakes genannt. Das
Besondere an diesem Verfahren ist, dass nicht nur das Lumen der Aorta und
eines Aortenaneurysmas, sondern auch die zwei Lumen einer Aortendissektion
gleichzeitig segmentiert werden können. Realisiert wird dies durch eine Unter-
teilung der Kontur in Segmente mit unterschiedlichen Eigenschaften.
Das in dieser Arbeit vorgestellte Verfahren wurde zur Segmentierung von
Objekten in synthetischen und klinischen Bilder angewendet, wobei die klini-
schen Bilder die Aorta, ein Aortenaneurysma und verschiedene Aortendissek-
tionen beinhalten. Zur Evaluierung wurde das Verfahren mit den GVF-Snakes
und den AB-Snakes verglichen, indem der Abstand zwischen Referenzkonturen
und berechneter Konturen ermittelt wurde. Ein Vorteil gegenüber GVF-Snakes
ist, dass zwei Objekte segmentiert und voneinander unterschieden werden kön-
nen. Im Gegensatz zu den GVF-Snakes und den AB-Snakes müssen weniger
Parameter eingestellt werden und die Membran zwischen den beiden Lumen
der Aortendissektion wird erkannt. Das Verfahren ist robuster gegenüber der
Initialisierung und lierfert vergleichbare Ergebnisse wie das GVF-Snakes Ver-
fahren mit gezielter Initialisierung.
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Kapitel 1
Einleitung
1.1 Motivation
Die häuﬁgste Todesursache in Deutschland ist die Erkrankung des Herz-Kreis-
laufsystems. Die meisten krankhaften Veränderungen lassen sich dabei auf eine
Arteriosklerose zurückführen. Die Arteriosklerose ist eine Systemerkrankung
der Schlagadern, die die arteriellen Gefäße zunehmend in Folge von Ablagerun-
gen von Blutfetten, Thromben, Bindegewebe und in geringeren Mengen auch
Kalk in den Gefäßwänden verengt. Gleichzeitig führt sie zu einer Regulations-
störung des Gefäßtonus, was letztlich eine Mangeldurchblutung von Gewebe
und Organen zur Folge hat.([36]). Sie kann sich über Jahrzehnte symptom-
los entwickeln und wird meist erst dann diagnostiziert, wenn der Patient an
Thrombose, Herzinfarkt, Schlaganfall, Ischämie oder Angina pectoris erkrankt.
Desweiteren wird von Huch und Jürgens [36] beschrieben, dass arteriosklero-
sebedingte Herz-Kreislauf-Erkrankungen zu den häuﬁgsten Todesursachen in
Industriestaaten zählen. Auch das Aneurysma, eine spindel- oder sackförmi-
ge, permanente Erweiterung von Blutgefäßen infolge von Wandveränderungen,
entsteht häuﬁg auf Grund einer Arteriosklerose. Größe und Form des Aneu-
rysmas können stark variieren. Aneurysmen werden unterteilt in wahre An-
eurysmen (Aneurysma verum), in falsche Aneurysmen (Aneurysma falsum
bzw. spurium) und in dissezierende Aneurysmen (Aneurysma dissecans) (s.
Abbildung 1.1). Beim Aneurysma verum werden alle Schichten der Aorta er-
weitert und beim Aneurysma spurium entwickelt sich nach einem Riss in der
Aortenwand eine Bindegewebskapsel.
Das Aneurysma dissecans ist ein Spezialfall der Aortendissektion, da es
aus einem bestehenden Aneurysma verum entsteht. Bei der Aortendissektion
reißt die innere Schicht der Aorta (Tunica intima) und Blut tritt zwischen
der Tunica intima und der mittleren Schicht, der Tunica media, ein. Da das
Gefäß unter hohem Druck steht, kommt es zu einer longitudinalen Aufspaltung
der Tunica media. Es entsteht ein künstlicher Raum, der auch falsches Lumen
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Abbildung 1.1: Arten von Aortenaneurysmen (aus www.anatomie-online.com)
genannt wird. Sowohl beim Aortenaneurysma als auch bei der Aortendissektion
besteht eine erhöhte Gefahr einer Ruptur.
Sowohl beim Aneurysma als auch bei der Dissektion (s. Abbildung 1.2) ist
es für den Arzt meist schwierig auf Grund der Symptomatik eine Diagnose
zu stellen. Bei einem gesundheitlich stabilen Patienten werden computerto-
mographische Angiographie Aufnahmen (CTA-Aufnahmen) der Aorta durch-
geführt. Für eine kontrastreichere Aufnahme der Aorta wird dem Patienten
ein Röntgenkontrastmittel injiziert. Ärzte nutzen CTA-Aufnahmen aber nicht
nur um Diagnosen zu stellen, sondern um die Aortenpathologie zu lokalisieren
und weitere Schritte der Behandlung, wie z.B. die Operationsplanung, einzu-
leiten. Unterstützt werden sie insbesondere bei der Segmentierung der Aorta
durch Methoden der qualitativen Bildanalyse. Schwierigkeiten bei der Segmen-
tierung sind die unterschiedlichen Formen der Aortenpathologien, Intensitäts-
schwankungen, ein schwacher Kantenkontrast und damit Lücken in den Ob-
jektkonturen. Ein weiteres Problem ist, dass Aortenpathologien und Knochen
in CTA-Aufnahmen eine ähnlichen Bildintensität haben und nahe aneinander
liegen. Einfache Schwellwertverfahren zur Segmentierung von Aortenpatholo-
gien sind daher problematisch. Auch gibt es Probleme bei der Segmentierung
mit Standardverfahren wie bespielsweise dem Region Growing Verfahren und
dem Watershed-Algorithmus. Da die Kontur nicht durch einen anderen Inten-
sitätswert abgegrenzt ist, kann das Region Growing Verfahren die Grenzen der
Kontur überschreiten. DerWatershed-Algorithmus und das Schwellwertverfah-
ren segmentieren fälschlicherweise weit entfernt liegende Gebiete mit, die nicht
relevant sind und daher nachher entfernt werden müssen (vgl. [37]). Gute Er-
gebnisse kann eine manuelle Segmentierung liefern. Dieses Verfahren ist aber
mit hohem Zeitaufwand verbunden, besonders wenn der Benutzer die Bilder
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Abbildung 1.2: Aortenaneurysma und Aortendissektion
eines 3D Datensatzes Schicht für Schicht segmentieren soll.
In der medizinischen Bildverarbeitung werden zur Segmentierung von Ob-
jekten häuﬁg deformierbare Modelle eingesetzt. Diese Modelle ermöglichen es,
dass durch Integration von a priori Wissen über die Form und andere Merk-
male, wie Objekttexturen und die Farbe, ein Objekt segmentiert werden kann.
Eine Segmentierung kann damit als Auﬃnden derjenigen Modellinstanz auf-
gefasst werden, die am besten die Werte eines vorliegenden Bildes unter Be-
rücksichtigung der Modellinformation erklären kann[46]. Mathematisch gese-
hen sind deformierbare Modelle iterative Verfahren, die ausgehend von einer
manuell oder automatisch erzeugten Startkontur durch Energienminimierung
verformt werden und nach einem Gleichgewichtszustand suchen.
1.2 Zielsetzung
Ziel dieser Arbeit ist es ein deformierbares Modell zu identiﬁzieren, anzupassen,
zu erweitern und zu evaluieren, so dass
 CTA-Aufnahmen von Aortenpathologien möglichst genau und mit einem
möglichst hohen Automatisierungsgrad segmentiert werden, um zeitauf-
wendige Benutzerinteraktionen zu vermindern und reproduzierbare Er-
gebnisse zu liefern
 übliche Störungen von CTA-Aufnahmen kompensiert werden
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 Aortenpathologien wie Aortenaneurysmen und Aortendissektionen seg-
mentiert werden
 der Benutzer durch zusätzliches a priori Wissen in die Lage versetzt wird,
die Ergebnisse interaktiv zu verbessern.
1.3 Methode
Zum Erreichen der Zielsetzung wurden die klassischen expliziten Aktiven Kon-
turen wie folgt weiterentwickelt:
 Kombination derGVF-Snakes undDual Snakes zu denDual-GVF-Snakes
 gleichzeitige Segmentierung von zwei Objekten, indem
 die Kontur in Segmente aufgeteilt wird
 die speziﬁschen Kräfte der Dual Snakes, die adaptive driving forces,
zwischen den Lumen modiﬁziert werden.
1.4 Gliederung
Die Arbeit gliedert sich in sechs Kapitel. Nach der Einleitung wird in Kapitel
2 erläutert, was deformierbare Modelle sind und welche Verfahren bei der Seg-
mentierung von den Aortenpathologien Aneurysma und Dissektion verwendet
werden. Diese zur Segmentierung verwendeten Verfahren sind die Active Shape
Models, die impliziten, die expliziten und die geodätischen Aktiven Konturen.
In Kapitel 3 werden die mathematischen und algorithmischen Grundlagen
der parametrischen Aktiven Konturen erläutert. Da diese aber in ihrer klas-
sischen Form einige Probleme aufweisen, werden verschiedene Erweiterungen
der Snakes vorgestellt und erläutert. In Kapitel 4 wird das verwendete Ver-
fahren mit den Erweiterungen der ursprünglichen Methoden erläutert. Das
Verfahren ist eine Kombination der Dual Snakes und GVF-Snakes und wird
Dual-GVF-Snakes genannt. Die erzielten Ergebnisse und die Eigenschaften der
Parameter werden in Kapitel 5 illustriert. Die Ergebnisse der Segmentierung
werden mit einer manuellen Segmentierung und den GVF-Snakes verglichen.
Abschließend wird das Verfahren in Kapitel 6 kritisch beleuchtet und mögliche
Verbesserungen des entwickelten Verfahrens ausblickend vorgeschlagen.
Kapitel 2
Überblick aktueller Verfahren
2.1 Deformierbare Modelle
Die Form von Objekten stellt für die menschliche Perzeption das wichtigste
Erkennungsmerkmal dar[100]. Doch Objekte haben nicht immer die gleiche
Form, sie weisen Variabilitäten auf. Der Mensch kann auf Grund seiner Erfah-
rungen und Kenntnisse erkennen, um welches Objekt es sich handelt. In der
Bildverarbeitung ist das nicht so einfach, da auf Grund von Bildeigenschaf-
ten nicht immer das gesuchte Objekt richtig erkannt werden kann. Für die
Objekterkennung wurden vor allem inkrementelle Verfahren entwickelt, die
Konturen iterativ verformen und sich an die Form eines Objektes anpassen
können. In der medizinischen Bildverarbeitung spielen verschiedene deformier-
bare Modelle eine wichtige Rolle, da Formen der gesuchten Objekte variabel
sein können. Außerdem weisen die Aufnahmen je nach Modalität Rauschen,
Intensitätsschwankungen, einen schwachen Kontrast und damit Lücken in den
Objektgrenzen auf. Auch können Objekte, die nicht segmentiert werden sollen,
ähnliche Eigenschaften wie das gesuchte Objekt haben und statt des gesuchten
Objektes segmentiert werden (vgl. [46]). Kohnen [46] beschreibt die Segmentie-
rung mittels deformierbarer Modelle als Auﬃnden derjenigen Modellinstanzen
[...], die am besten die Werte eines vorliegenden Bildes unter Berücksichtigung
der Modellinformationen erklären können.
In Abbildung 2.1 wird die Segmentierung mittels deformierbarer Modelle
schematisch dargestellt. Es wird a priori Wissen, wie Form und Textur, und
es werden Eigenschaften des Bildes, wie Gradienten, Texturen und Farben,
für die Deformationsvorschrift verwendet. Das Ergebnis ist eine statische Ob-
jektpräsentation. Im Folgenden werden vier relevante deformierbare Modelle
beschrieben, die für die Segmentierung von den Aortenpathologien Dissektion
und Aneurysma verwendet werden.
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Abbildung 2.1: Segmentierung mittels deformierbarer Modelle (aus [46]).
2.1.1 Parametrische bzw. explizite Aktive Konturen
Die expliziten bzw. parametrischen Aktiven Konturen, auch Snakes genannt,
wurden als mathematisches Modell für deformierbare Kurven zunächst zur
Konturﬁndung bzw. Merkmalsextraktion in der digitalen Bildverarbeitung kon-
zipiert. Entwickelt wurde die ursprüngliche Form 1988 von Kass et al. [40].
In einem Optimierungsverfahren wird durch Auﬃnden eines Minimums ei-
ne Kontur gesetzt, die möglichst genau der Kontur eines gesuchten Objektes
entspricht. Hierfür werden zum einen interne Kräfte deﬁniert, welche bewir-
ken, dass bestimmte Anforderungen an die Form (beispielsweise die Glattheit)
erfüllt werden und zum anderen externe Kräfte, die die Kontur zu starken
Beträgen des Gradienten des Bildes ziehen. Ein Vorteil der Snakes ist, dass
Vorwissen berücksichtigt werden kann und verrauschte Bilder und Objekte
mit Lücken segmentiert werden können.
Der ursprüngliche Algorithmus hat aber nach Ströble [84] zwei wesentli-
che Probleme: das Initialisierungs- und das Topologieproblem. Das Initiali-
sierungsproblem tritt auf, wenn die Startkontur zu weit von dem gesuchten
Objekt entfernt gesetzt wird und beim Optimierungsverfahren ein lokales Mi-
nimum ﬁndet. Eine Änderung der Topologie der Kontur, wie zum Beispiel das
Trennen und Zusammenfügen, ist nicht möglich. Im Abschnitt 3.1 werden die
expliziten Aktiven Konturen weiter erläutert.
2.1.2 Geometrische bzw. implizite Aktive Konturen
Entwickelt wurden die impliziten Aktiven Konturen, auch geometrische Aktive
Konturen genannt, zeitgleich mit den expliziten Aktiven Konturen im Jahre
1988 von Osher und Sethian [74]. Diese Methode stellt eine bedeutende Alter-
native zum herkömmlichen Snakes-Ansatz dar [42]. Sie sind eine nummerische
Methode zur Verfolgung der Entwicklung einer Kurve, die propagating front
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Abbildung 2.2: Level Set Funktion zu unterschiedlichen Zeiten (aus [81]).
genannt wird. Kerschner vergleicht die propagating front mit krümmungsab-
hängiger Geschwindigkeit mit einer Flammenfront bei einem Flächenbrand. Es
folgt dem Huygensschen Prinzip, das besagt, dass wenn ein Partikel verbrannt
ist, kann es nicht wieder entfacht werden [42]. Übertragen in die Bildverarbei-
tung bedeutet dies, wurde ein Pixel einmal ausgeschlossen, wird dieser nicht
noch einmal untersucht, ob er zur Kontur gehört.
Ausgehend von der Startkontur, dem Zero-Level-Set, und einer Umgebung,
die in ein skalares Feld abgebildet wird, werden die Verschiebung und Verfor-
mung der Kontur mit Hilfe der sogenannten Level Set Funktion berechnet:
ψ = ψ(~x, t) (2.1)
Die Funktion nimmt negative Werte innerhalb des Objektes an, positive Werte
außerhalb des Objektes und den Wert 0 auf der Kontur des Objektes. Der
Funktion wird eine räumliche und eine zeitliche Komponente zugeordnet, so
dass die Bewegung der Kontur beschrieben werden kann (vgl. [59]).
Abbildung 2.2 zeigt, wie ein wachsender Kreis mittels einer Level Set Funk-
tion modelliert werden kann. Der Kreis wird zu drei Zeitpunkten illustriert
(s. [38]).
Die grundlegende Bewegungsgleichung, also die Level Set Gleichung, ist die
folgende partielle Diﬀerentialgleichung
ψt + F |∇ψ| = 0 (2.2)
wobei F die Geschwindigkeitsfunktion (Speed-Funktion) ist und ∇ der Gradi-
ent. Die Geschwindigkeitsfunktion teilt jedem Kurvenpunkt mit, wie schnell
er sich in Richtung des Normalenvektors bewegt. Repräsentiert wird die Wir-
kung der Geschwindigkeitsfunktion in der Abbildung 2.3. In der ursprünglichen
Form enthält die Geschwindigkeitsfunktion nur einen krümmungsabhängigen
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Abbildung 2.3: Richtung, in der die Geschwindigkeitsfunktion die Kontur ver-
formt (aus [37]).
Term. Die Geschwindigkeitsfunktion wurde aber weiterentwickelt, indem zu-
sätzliche Terme ergänzt wurden, sodass zum Beispiel die Geschwindigkeit in
der Nähe von starken Bildkanten oder Linien reduziert wird oder die Kontur
gleichmäßig durch einen zusätzlichen Balloonterm wächst.
Die Level Sets haben den Vorteil, dass sich die Topologie der Kurve während
der Entwicklung verändern kann und dass die Methode starke Einbuchtungen
und komplexere Formen besser segmentieren kann. Die Geschwindigkeit an
starken Krümmungen nimmt zwar ab, aber durch eine große Anzahl von Ite-
rationen nähert sich die Kurve den Objektgrenzen mit starker Krümmung an
(vgl. [42]).
Auf der anderen Seite sind die Level Set Methoden rechenintensiv, was
nach Kainmüller [38] an der Repräsentation des Verfahrens liegt, da nicht wie
bei den impliziten Aktiven Konturen eine Menge von Stützpunkten neu be-
rechnet wird, sondern eine höher dimensionale Funktion auf einen Bildbereich.
Die hohe Rechenintensität kann durch die Fast-Marching- und Narrow-Band -
Methode reduziert werden (vgl. [81]).
Außerdem ist es schwierig zusätzliche Kräfte hinzuzufügen, was bei stark
verrauschten Bildern oder Objekten mit Lücken notwendig sein kann. So ten-
diert die Kontur dazu an Konturlücken auszulaufen. Bei einigen Bildern mit
hohem Rauschanteil ist eine Vorverarbeitung notwendig, damit die Kontur
nicht an verrauschten Stellen stehenbleibt. Eine Vorverarbeitung bedeutet aber
auch, dass eine unbekannte Ungenauigkeit eintritt.
2.1.3 Geodätische Aktive Konturen (geodesic Snakes)
Die geodätischen Aktiven Konturen wurden von Caselles et al. [11] 1997 entwi-
ckelt. Das Verfahren basiert auf der Beziehung zwischen den expliziten Aktiven
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Konturen und der Berechnung von Geodäten, die die kürzeste Strecke zwischen
zwei Punkten darstellen, bzw. der Berechnung der minimalen Distanzkurven.
Die minimalen Distanzkurven liegen im Riemannschen Raum, dessen Metrik
auf Grundlagen der Bildeigenschaften deﬁniert ist. Dieser geodätische Ansatz
bietet die Möglichkeit das Optimierungsverfahren der expliziten Aktiven Kon-
turen und das Level Set Verfahren gleichzeitig zu verwenden. Vorteil dieses
Verfahrens ist, dass sich Konturen aufteilen und zusammenfügen können, so-
dass mehrere Objekte gleichzeitig erfasst werden können (vgl. [11]).
2.1.4 Statistische Formmodelle
Auch die statistischen Formmodelle (statistical shape models, SSMs) haben sich
in der medizinischen Bildverarbeitung für die Segmentierung von Objekten
etabliert. Die bekanntesten Varianten sind das Active Shape Model und das
Active Appearance Model (vgl. [34]).
Cootes und Taylor [19] haben 1992 ein Verfahren entwickelt, das globa-
les Formwissen durch statistische Analyse einer Trainingsdatenmenge in ein
Modell integriert. Dieses Modell wird Active Shape Model genannt und ist
prädestiniert für Objektszenarien, bei denen die Form der Objekte wesent-
liches Identiﬁkationsmerkmal ist, die Bilder komplexe und damit variierende
Hintergründe enthalten, das Objekt undeutliche, schwache und zum Teil nicht
sichtbare Kanten besitzt und das Objekt sinnvolle a priori Informationen über
Formvariationen und Kantenstrukturen enthält (vgl. [46]).
Das Point Distribution Model (PDM) ist ein Modell, das Formvariationen
repräsentiert, welche aus Testdatensätzen generiert werden. Dabei wird jedes
Trainingsbeispiel durch einen Vektor x beschrieben, der die Koordinaten von
n Landmarken enthält. Damit das Modell auch eine hohe Speziﬁkation hat,
kann die Form des Bildobjektes auf die Rotation, Translation und Skalierung
des Modells angepasst werden. Auf die Menge der Formenvektoren xi wird
eine Principal Component Analyse (PCA), auch Hauptachsentransformation
genannt, angewendet um die Anzahl der Trainingsdaten zu reduzieren. Dafür
wird die Kovarianzmatrix S benötigt:
S =
1
n− 1
n∑
i=1
(xi − x)(xi − x)T (2.3)
wobei x¯ die Durchschnittsform ist. Aus der Kovarianzmatrix S werden die
Eigenvektoren φi berechnet und nach deren Eigenwerten sortiert (vgl. [34]). Die
Eigenwerte φi stellen die Eigenschaften von Formvariationen, die in den Bildern
vorhanden sind, bereit. Jede Form, die in der Trainingsdatenmenge vorhanden
ist, kann mit x = x¯ + Φb dargestellt werden. Dabei sind Φ = (φ1|φ2|...|φi) die
Eigenvektoren, die eine Form beinhalten und b ist der Modellparametervektor,
der den Beitrag jedes Modells gewichtet (vgl. [46]).
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Die Anpassung des Modells an die Daten erfolgt mit Hilfe eines Optimie-
rungsverfahrens. Die Knotenpunkte werden iterativ entlang des Normalenvek-
tors in Richtung des höchsten Gradienten unter den Constraints des Formmo-
dells verschoben(s. [46]), bis der Algorithmus eine Konvergenz erreicht hat.
Da das Active Shape Model nur in der Lage ist lokale Grauwertinformatio-
nen in das Modell mit einﬂießen zu lassen, haben Cootes et al. [18] das Modell
zu dem Active Appearance Model weiterentwickelt. Sie beziehen die gesamten
Bildinformationen (oder Texturen) des Objektes mit ein (vgl. [34]).
Das klassische Modell kann komplexe Formen anhand von wenigen Parame-
tern segmentieren. Doch das Verfahren hat einige Nachteile. So wird eine große
Anzahl von Trainingsdaten benötigt, je komplexer eine Form eines Objektes
ist. Beim klassischen Verfahren ﬂießt als Bildinformation nur der Bildgradient
mit ein und es wird nur ein lokales Optimierungsverfahren verwendet (s. [46]).
2.2 Segmentierung von Pathologien der Aorta
Die Aorta ist die Hauptschlagader des menschlichen Körpers. Sie entspringt
aus der linken Seite des Herzens und leitet das Blut aus der linken Herzkammer
in den großen Blutkreislauf. In Abbildung 2.4 werden schematisch die Aorten-
abschnitte, die zur Orientierung dienen, dargestellt. Ausgehend vom Herzen
steigt die Aorta auf (Aorta ascendens) und verläuft im Bogen oberhalb der
Truncus pulmonalis, einer herznahen Arterie. Anschließend steigt die Aorta
ab, dieser Abschnitt heißt Aorta descendens (vgl. [36]).
Die Wand der Aorta bzw. aller Arterien bestehen aus drei Wandschichten
(s. Abbildung 2.5), die einen Hohlraum umschließen, der Gefäßlumen genannt
wird (Lumen bezeichnet die lichte Weite eines Hohlorgans [36]). Die Tunica
Intima, kurz Intima, ist die innerste Schicht der Arterienwand und dient dem
Stoﬀaustausch zwischen Blut und umliegendem Gewebe. Die Tunica Media ist
die mittlere Schicht der Arterienwand und sie reguliert den Blutﬂuss durch
Muskelkontraktion. Die äußere Schicht ist die Tunica Adventitia. Sie schließt
das Gefäß nach außen hin ab (vgl. [24]).
Unter anderem gibt es folgende Erkrankungen der Aorta:
 die Arteriosklerose (ist eine zunehmende Verengung des Lumens und
führt zu einer Regulationsstörung des Gefäßtonus, was eine Mangeldurch-
blutung von Gewebe und Organen verursacht (vgl. [36]))
 die Stenose (Verengung der Aorta)
 Dissektion (Einriss der Aortenwand und anschließende Aufspaltung der
Aortenwand)
 Thrombus (Blutgerinnsel in der Aorta)
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Abbildung 2.4: Schematische Abbildung der Aorta mit Abgängen (aus [36]).
 Aneurysma (spindel- oder sackförmige Erweiterung des Querschnitts der
Aorta).
Für die Diagnose, Therapieplanung und Kontrolle von Aortenerkrankungen
ist eine Segmentierung der Aorta beispielsweise in CTA-Aufnahmen nötig. Mit
den Segmentierungsergebnissen können quantitative Aussagen über das Ob-
jekt, wie zum Beispiel Durchmesser und Oberﬂäche, abgeleitet werden. Nicht
bei jedem Patienten ist gleich eine Operation notwendig, daher müssen immer
wieder die Risiken abgewägt werden. Eine Arteriosklerose wird meistens durch
blutverdünnende Medikamente behandelt. Bei den Aortenpathologien der Ste-
nose, der Dissektion und dem Aneurysma werden nach Abwägung der Risiken
entweder ein Stent gesetzt, ein medizinisches Implantat, das in den Hohlraum
eingebracht wird, um es oﬀen zu halten, oder der Aortenabschnitt ersetzt.
Für die Bestimmung der Größe und Form des Stents und des zu ersetzenden
Aortenabschnittes werden Segmentierungen der aktuellen Aorta benötigt (vgl.
[94], [82] und [32]). Ein Thrombus kann durch eine konservative Therapie mit
Kompression und Antikoagulation oder durch eine operative Therapie behan-
delt werden (vgl. [15]). In dieser Arbeit wird ein Segmentierungsverfahren ent-
wickelt, das die Pathologien des Aortenaneurysmas und der Aortendissektion
segmentiert (s. Kapitel 4).
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Abbildung 2.5: Gefäßwandaufbau einer Arterie (aus [36]) und CTA-Aufnahme
einer Aortendissektion.
2.2.1 Aortendissektion
Eine Dissektion der Aorta entsteht, wenn die Gefäßintima einreißt und Blut
ﬂießt zwischen die Intima und die Gefäßmedia. Da das Blut unter hohem
Druck steht, kommt es zu einer longitudinalen Aufspaltung der Media über
weite Strecken. Bei der Dissektion entstehen funktionell zwei Gefäßlumina, ein
wahres Lumen, das von der normalen Gefäßintima begrenzt wird, und ein
falsches Lumen, das von der Media und der Adventitia begrenzt wird [69].
In Abbildung 2.5 ist eine axiale 2D CTA-Aufnahme einer Aortendissektion
abgebildet. Man erkennt eine Membran zwischen dem wahren und falschen
Lumen.
Die Stelle, an der die Intima einreißt, wird als Entry bezeichnet. Das Blut
strömt durch das Entry ins falsche Lumen und kann das richtige Lumen ver-
drängen oder verlegen. Hält die Intima dem Druck des Blutes nicht stand,
reißt die Intima an einer anderen Stelle wieder auf und das Blut ﬂießt von
dem falschen Lumen wieder in das richtige Lumen. Dieser Riss wird Reentry
genannt.
Die Aortendissektion kann in zwei Klassiﬁkationen eingeteilt werden (s.
Abbildung 2.6). Nach De Bakey und seinen Mitarbeitern wurden die Aor-
tendissektionen nach der Lokalisation des Entrys und der Lage des falschen
Lumens in die Typen: Typ I, Typ II und Typ III unterteilt. Nach der Stanford-
Klassiﬁkation werden die Aortendissektionen in Typ A und Typ B eingeteilt,
die angeben, in welchem Bereich der Aorta sich das Entry beﬁndet (vgl. [67]).
Die Segmentierung der Aortendissektion erfolgte beispielsweise durch Ko-
vács et al. [47] und Lee et al. [70] und wird im folgenden Abschnitt erläutert.
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Abbildung 2.6: Klassiﬁkation der Aortendissektion (aus [67]).
2.2.1.1 Segmentierungsmethoden der Aortendissektion
Kovács et al. [48] segmentierten mit Hilfe der Hough Transformation und eines
deformierbaren Modells die Aorta in CTA-Aufnahmen. Die Methode segmen-
tiert ausschließlich die Oberﬂäche der Aortenwand einer Dissektion. Das wahre
und das falsche Lumen werden nicht voneinander getrennt. Die Hough Trans-
formation wird verwendet um in jeder Schicht die kreisrunde Form der Aorta
vorzusegmentieren. Anschließend wird mit einem elastischen deformierbaren
Masse-Feder-Modell die Segmentierung verbessert. Daher ist nach Angaben
von Kovács et al. das Verfahren robust gegenüber inhomogene Verteilung des
Kontrastmittels in CTA-Aufnahmen und es ist robust gegenüber der Mem-
bran der Aortendissektion, die das falsche vom wahren Lumen separiert. Das
beschriebene Verfahren wurde von Kovács et al. [47] weiterentwickelt um damit
die Membran zwischen dem wahren und dem falschen Lumen segmentieren zu
können. Nachdem die Aortenwand segmentiert ist, wird die Aorta zur Vereinfa-
chung entlang der Mittellinie begradigt und die Membran wird in jeder Schicht
mit Hilfe des Descoteaux's Maßes der Bogenhaftigkeit [23] gesucht. Dabei wird
für jeden Punkt der Schichtaufnahmen im Bereich der Aorta die Wahrschein-
lichkeit berechnet, dass der Punkt zur Membran gehört. Falls die Methode die
Membran nicht vollständig detektiert hat, wird eine Extrapolation mit Hilfe
von Snakes durchgeführt. Für die externe Energie wird dabei das Gradienten-
vektorfeld verwendet, das in Abschnitt 3.2.12.1 erläutert wird. Die Ergebnisse
der Segmentierung in 2D Schichten sind in Abbildung 2.7 dargestellt. Man
erkennt, dass der Algorithmus die Membran in den meisten Fällen gefunden
hat und die Linie, die das wahre und falsche Lumen voneinander separiert, in
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Abbildung 2.7: Segmentierungsergebnisse von Aortendissektionen von Kovács
et al. (aus [47]).
der Membran liegt. Bei diesem Verfahren wurden die beiden Lumen aber nicht
genau segmentiert, sondern nur mit einer Linie voneinander getrennt.
Lee et al. [70] verwenden zur Segmentierung von Aortendissektionen in
CTA-Aufnahmen ein hybrides Lernverfahren, das generatives und diskrimina-
tives Lernen mit einer Multi-Skalen Wavelet Analyse und einem probabilisti-
schen Modellabgleich kombiniert. In Abbildung 2.8 ist zu erkennen, dass das
wahre und falsche Lumen separat voneinander segmentiert worden sind.
Abbildung 2.8: Segmentierungsergebnisse der Aortendissektion von Lee et al.
(aus [70]).
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Abbildung 2.9: Beispiel eines abdominalen Aortenaneurysma (Wikipedia)
2.2.2 Aortenaneurysma
Das Aneurysma, auch Arterienerweiterung oder umgangssprachlich arterielle
Aussackung genannt, ist eine spindel- oder sackförmige, lokalisierte, permanen-
te Erweiterung von Blutgefäßen infolge angeborener oder erworbener Wand-
veränderungen.
Unterschieden werden folgende Formen des Aneurysmas: das Aneurysma
verum und Aneurysma spurium. Ein Aneurysma verum (echtes Aneurysma)
entsteht meist als Folge einer Arteriosklerose und ist eine Erweiterung aller drei
Schichten der Gefäßwand. Je größer das Aneurysma wird, desto größer ist die
Gefahr einer Ruptur. Bei einem Aneurysma spurium werden zwei Schichten
der Aortenwand, die Intima und die Media, getrennt und nur die Adventia
bleibt erhalten. Um den Einriss entwickelt sich ein Hämatom, das sich nach
einer langfristigen stabilen Tamponade zu einer Bindegewebskapsel entwickelt
(vgl. [32]).
Weiterhin wird das Aneurysma entsprechend der Lage in das Thorax Aor-
tenaneurysma (TAA), welches in der Höhe des Thorax liegt, und in das abdo-
minale Aortenaneurysma (AAA) unterteilt, das sich in der Höhe des Bauch-
raumes beﬁndet und damit nur die absteigende Aorta betriﬀt. Das abdominale
Aortenaneurysma wird in der Abbildung 2.9 dargestellt.
Im Folgenden werden Segmentierungsverfahren des abdominalen Aortena-
neurysmas vorgestellt, welche vorher erwähnten deformierbaren Modellen, die
in den Abschnitten 2.1.1 bis 2.1.4 beschrieben werden, verwenden: die statisti-
schen Verfahren, die impliziten, expliziten und geodätischen Aktiven Konturen.
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2.2.2.1 Statistische Verfahren zur Segmentierung von abdominalen
Aortenaneurysmen
De Bruijne et al. [20] verwenden für die Segmentierung von 3D CTA-Aufnahmen
von abdominalen Aortenaneurysmen einen statistischen Ansatz, der auf einer
Modiﬁkation des Active Shape Models beruht. Für das Verfahren wurde ei-
ne Trainingsdatenbank von AAA generiert, die spezielle Formen und deren
Eigenschaften gespeichert hat. Die Eigenschaften der CTA-Aufnahmen eines
Aneurysmas werden mit den Aneurysmen der Datenbank verglichen und eine
Kontur wird nach Vorlage des bekannten Aneurysmas in das Bild gesetzt. Die
Segmentierung erfolgt Schicht für Schicht. De Bruijne et al. gehen davon aus,
dass die aktuelle Schicht ähnlich der nachfolgenden Schicht ist, sodass nicht
in jeder Schicht nach einer ähnlichen Kontur in der Trainingsdatenbank ge-
sucht werden muss. Falls Fehler bei der Segmentierung auftauchen, kann der
Benutzer diese nachträglich manuell korrigieren.
Die Problematiken dieses Verfahrens sind, dass die Testdatenbank auf Grund
der vielen unterschiedlichen Formen, die das AAA annehmen kann, eine große
Anzahl von Datensätzen enthalten muss, damit möglichst wenig Fehler bei der
Segmentierung auftreten. Auch kann die Abweichung zur gesuchten Kontur im-
mer größer werden, da das Verfahren die Kontur der vorherigen Schicht nimmt.
Daher muss der Bereich der Abweichungen möglichst klein gehalten werden.
Eines von sechs Ergebnissen weicht so stark von der gesuchten Objektkontur
ab, dass eine manuelle Verbesserung notwendig ist, wobei größere Konturen
weniger Fehler aufweisen als kleinere Konturen.
Greiner et al. [29] setzen das Active Appearance Model (AAM) zur Seg-
mentierung der äußeren Kontur von Aortenaneurysmen in Schichten der CTA-
Aufnahmen ein. Für die genaue Bestimmung der äußeren Kontur der Aortena-
neurysmen werden dem Verfahren auch Informationen des Randbereichs zur
Verfügung gestellt. Wie auch de Bruijne verwendet Greiner die Ähnlichkeit von
benachbarten Bildern in CTA-Schichtaufnahmen. Daher wird das Aneurysma
im ersten Schichtbild manuell segmentiert und das Ergebnis im benachbarten
Bild als Initialisierungskontur verwendet. Für die Evaluierung wurden statisti-
sche Modelle aus Schichten von neun CTA-Datensätzen trainiert und mit Hilfe
eines Leave-One-Out Testes überprüft. Auch hier kann das Problem auftreten,
dass die beim Training gewonnenen Informationen zur Parameteroptimierung
nicht ausreichend sind.
Olabarriaga et al. [73] verwenden zur Segmentierung der Oberﬂäche von
Aortenaneurysmen und speziell der Thromben in CTA-Aufnahmen die Sna-
kes, die mit einem zusätzlichen Energieterm, der durch ein nichtparametri-
sches statistisches grey level appearance model berechnet wird, bestimmt wird.
Der Benutzer setzt die Startkontur und es wird eine Initialisierung durch ein
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Grau-Level-Modell erstellt. Für die genaue Segmentierung wird entlang der
Normalen die Initialisierungskontur berechnet, wie wahrscheinlich es ist, dass
ein Punkt innerhalb oder außerhalb des Objektes liegt. Das verwendete Klas-
siﬁkationsverfahren ist eine k-nächste-Nachbar Methode. Da man auch hier
eine große Testdatenbank benötigt um alle Eventualitäten abzudecken, kann
es sein, dass die Ergebnisse ungenau sind.
2.2.2.2 Implizite Aktive Konturen zur Segmentierung von abdomi-
nalen Aortenaneurysmen
Suba²i¢ et al. [85] verwenden für die Segmentierung von 3D CTA-Aufnahmen
von abdominalen Aortenaneurysmen ein Level Set Verfahren. Suba²i¢ et al.
haben versucht ein Verfahren zu entwickeln, dass die innere Aortenwand auf
Grund eines hohen Kontrastes gute Segmentierungsergebnisse liefert, aber die
äußere Aortenwand einen niedrigen Kontrast hat und damit schwierig zu er-
kennen und zu segmentieren ist. Im ersten Schritt wird die CTA-Aufnahme für
die Segmentierung der äußeren Wand mit morphologischen Operatoren vorver-
arbeitet, damit die Initialisierung nahe der gesuchten Kontur gesetzt werden
kann. Die weiteren Schritte werden für innere und äußere Aortenwand ange-
wandt. Suba²i¢ et al. benutzen eine kantenbasierte Level Set Methode mit der
Geschwindigkeitsfunktion
F = k(x, y, z)(vo − εκ(x, y, z)) (2.4)
wobei v0 eine konstante Geschwindigkeitskomponente ist, die auf eins gesetzt
wird, damit die Kontur wächst. κ ist der Krümmungsfaktor und ε ein Gewich-
tungsfaktor. k ist ein Terminierungskriterium. Das Ergebnis der Segmentierung
wird, falls Lücken in der Aufnahme innerhalb der Kontur des Objektes vorzu-
ﬁnden sind, mit morphologischen Operatoren verbessert. Da die Anwendung
der Level Sets in 3D einen hohen Rechenaufwand hat, wird der Algorithmus mit
zwei Techniken beschleunigt: multiresolution image representation und motion
tracking-based selective geometric deformable model updating.
Die Initialisierung der Kontur muss nicht in der Nähe des gesuchten Ob-
jektes liegen und die Größe der kugelförmigen Initialisierung ist auch nicht
wichtig, solange die Initialisierung innerhalb des Objektes ist. Die Ergebnis-
se vergleichen Suba²i¢ et al. mit einer Segmentierung eines Radiologen. Die
Schlussfolgerung ist, dass die automatisch segmentierten Oberﬂächen signiﬁ-
kante Ähnlichkeiten mit den manuell segmentierten Oberﬂächen haben.
Zhuge et al. [99] haben ein voll automatisches Segmentierungsverfahren
mit der Level Set Methode entwickelt, das um zwei Analysen erweitert wird.
Mit dem Verfahren werden, wie auch schon in den vorherigen Verfahren, 3D
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CTA-Aufnahmen von abdominalen Aortenaneurysmen segmentiert. Die Vor-
verarbeitung des Bildes erfolgt mit einem anisotropen Diﬀusionsﬁlter, der das
Bild glättet und Kanten erhält. Danach wird eine globale Regionenanalyse
und eine lokale Eigenschaftsanalyse durchgeführt. Die globale Regionenanaly-
se sucht das Lumen mit Hilfe von Informationen der Intensität, des Volumens
und der Form. Anschließend wird untersucht, ob ein Aneurysma vorhanden
ist. Die lokale Eigenschaftsanalyse wird verwendet um weitere Informationen
über die Wahrscheinlichkeit, ob ein Konturpunkt zu dem Aneurysma gehört
oder nicht, bereit zu stellen. Die Ergebnisse werden anschließend für das Level
Set Verfahren angewendet.
Vorteil dieses Verfahrens ist, dass es ein voll automatisches Segmentierungs-
verfahren ist. Wie gut das Verfahren ist, können die Autoren schlecht einschät-
zen, da selbst die Ärzte bei einigen Bildpixeln nicht entscheiden können, ob der
Pixel zum Aneurysma gehört oder nicht. Ein Nachteil ist, dass das Verfahren
kein vollständiges 3D Verfahren ist, da die globale Regionenanalyse, die loka-
le Eigenschaftsanalyse und das Setzen der Initialisierung in den 2D Schichten
stattﬁnden.
Kim et al. [44] verwenden zur Segmentierung des Aneurysmas ein impli-
zites Aktives Konturen Modell mit einer morphologischen Gradientenkanten-
funktion. Diese morphologische Gradientenkantenfunktion löst das Problem
des Auslaufens der Kontur, da die Kontur an der Zielkontur stehenbleibt.
Vorverarbeitet wird das Bild mit einem hybriden Medianﬁlter, der Rauschen
glättet, aber Kanten verstärkt. Der Nachteil dabei ist, dass zu der hohen Be-
rechnungszeit des Level Set Verfahrens die Berechnung der Vorverarbeitung
kommt.
Demirci et al. [22] verwenden ein hybrides deformierbares Modell für die
3D Segmentierung von CTA-Aufnahmen des abdominalen Aortenaneurysmas.
Das hybride deformierbare Modell beinhaltet sowohl lokale als auch globale
Bildinformationen und kombiniert diese mit Form-Constraints. Für die Dar-
stellung der Segmentierung werden NURBS-Oberﬂächen und Distanzfunktio-
nen verwendet. Demirci et al. schreiben, dass die Methode gute Ergebnisse
liefert. Trotzdem sind Nachbearbeitungen des Ergebnisses notwendig, die nach
Aussagen von Ärzten akzeptabel sind.
Nakhjavanlo et al. [71] verwenden zur Segmentierung von 3D CTA-Auf-
nahmen des AAAs und des TAAs die Level Set und den anisotropen Diﬀu-
sionsﬁlter, der die Aufnahmen glättet, um das Rauschen zu minimieren, und
Kanten erhält. Die verwendeten kantenbasierten Level Sets wurden von Li et al.
[56] entwickelt. Dieses Verfahren eliminiert die Reinitialisierung und verkürzt
damit die Rechenzeit. Das Verfahren wird mit den klassischen und den regio-
nenbasierten Level Sets verglichen. Dabei zeigt sich, dass das neue Verfahren
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gegenüber Bildrauschen robuster ist und die Rechenzeit verkürzt. Doch auch
in diesem Verfahren werden einige Kanten nicht erkannt und damit irrelevante
Regionen mitsegmentiert.
2.2.2.3 Parametrische Aktive Konturen zur Segmentierung von ab-
dominalen Aortenaneurysmen
Giachetti und Zanetti [27] verwenden zur Segmentierung von AAAs in CTA-
Aufnahmen die Fourier Snakes (s. Abschnitt 3.1.7). Die Segmentierung der
Datensätze erfolgt auf jeder Schicht der CTA-Aufnahmen und die Ergebnisse
müssen anschließend interpoliert werden. Das Verfahren der Fourier Snakes
wurde innerhalb der europäischen Studie AQUATICS entwickelt. Weniger als
5% der Ergebnisse benötigen eine manuelle Nachbearbeitung. Ein Nachteil
dieses Verfahrens ist, dass die Segmentierung in 2D Schichten erfolgt.
Lu et al. [60] segmentieren sowohl die innere Aortenwand (Lumen) als auch
die äußere Wand, die einen Thrombus enthält. Dafür werden CT-Datensätze
mit thorakalen Aortenaneurysmen verwendet. Im ersten Schritt wird die Ge-
fäßmittellinie bestimmt. Dafür werden vom Benutzer zwei Punkte gesetzt, die
sich vor und hinter dem Aneurysma beﬁnden, und ausgehend von den Start-
punkten wird dann mit dem Dijkstra-Algorithmus, der zur Bestimmung eines
kürzesten Pfades in einem gewichteten Graphen zuständig ist, die Mittellinie
berechnet. Ausgehend von der Mittellinie wird die Kontur des Lumens mit Hil-
fe von radial nach außen führenden Strahlen ermittelt. Für die Segmentierung
des Thrombus wird für die Initialisierung die Lumensegmentierung benutzt
und vergrößert. Anschließend werden die klassischen Snakes verwendet, die
in Abschnitt 3.1 genauer beschrieben werden. Probleme treten auf, wenn die
äußere Aortenwand unterschiedlich weit von der inneren Aortenwand entfernt
ist.
Kang et al. [39] verwenden zur Segmentierung von normalen Gefäßen, An-
eurysmen und Stenosen die Erweiterung der Snakes und benennen ihr Modell
als Active Tube Model. Die 3D Segmentierung wird auf digital subtraction an-
giography (DSA) Aufnahmen angewendet. Die Initialisierung erfolgt mittels
zwei vom Benutzer gesetzten Startpunkten innerhalb des Gefäßes und einem
nachfolgenden Region Growing. Ausgehend von der Initialisierung wird über
die Mittellinie und die Normale entschieden, um welche Pathologie es sich
handelt oder ob es ein normales Gefäß ist. Anschließend wird das Active Tube
Model angewendet.
Ayyalassomayajula et al. [7] verwenden zur Segmentierung von AAAs und
Thromben in CTA-Aufnahmen eine Erweiterung der klassischen Snakes, die
3D GVF-Snakes. Dabei werden das Aneurysma und der Thrombus separat
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voneinander segmentiert und die Parameter der GVF-Snakes für das aktuelle
Problem angepasst. So werden zur Segmentierung des Thrombus die Gewich-
tungsparameter α und β, die in Abschnitt 3.1.2.1 weiter erläutert werden,
höher als die Einstellungen des Aneurysmas gesetzt, da ein schlechter Kon-
trast vorhanden ist. Das Verfahren ist eigentlich ein 2D Modell. Zwar bewegt
sich die 3D Oberﬂäche in alle drei Dimensionen, aber das Verformungsmodell
enthält keine Kraft in z-Richtung. Zur Glättung zu einem 3D Modell werden
Support Vektor Maschinen verwendet. Das Verfahren segmentiert die inneren
Wände des Aneurysmas gut und kann auch ungefähr den Thrombus segmen-
tieren. Kleinere Details werden nicht mitsegmentiert.
Auer und Gasser [6] benutzen 2D und 3D deformierbare Modelle zur Seg-
mentierung von AAA in CTA-Aufnahmen. Der Benutzer speziﬁziert die Regi-
on und deﬁniert dabei den Bereich, in dem das Aneurysma liegt. Im nächsten
Schritt wird eine 2D Segmentierung mittels der klassischen Snakes durchge-
führt und auf Grundlage dieser Initialisierung wird das 3D deformierbare Mo-
dell der Balloon-Snakes benutzt. Für die Optimierung der Energie wird die
Methode der ﬁniten Elemente verwendet. Nach Auer und Gasser ist ihre Me-
thode zur Segmentierung von AAA ein schnelles und akkurates Verfahren,
doch es weist bei komplizierten geometrischen Formen Probleme auf.
2.2.2.4 Geodätische Aktive Konturen zur Segmentierung von ab-
dominalen Aortenaneurysmen
Magee et al. [61] entwickelten ein Verfahren zur Segmentierung von 3D CTA-
Aufnahmen, das im ersten Schritt das 3D geodätische Aktive Konturen Mo-
dell von Bulpitt et al. [10] verwendet, und im zweiten Schritt ein Level Set
Verfahren. Dabei werden die Vorteile der beiden Verfahren kombiniert. Das
geodätische Aktive Konturen Modell von Bulpitt et al. segmentiert die Aorta
grob, sodass Feinheiten nicht beachtet werden. Dafür ist das Verfahren res-
sourcenschonend. Die Ergebnisse des geodätischen Verfahrens werden als In-
itialisierung für das Level Set Verfahren verwendet. Das Level Set Verfahren
ist rechenintensiv und benötigt zur Segmentierung einige Stunden. Es segmen-
tiert Feinheiten gut. In Kombination sind die beiden Verfahren schneller und
können genauere Ergebnisse liefern. Das Verfahren wurde von den Autoren
nicht evaluiert.
2.3 Vergleich der Verfahren
In der Tabelle 2.1 wurden alle beschriebenen Methoden aufgelistet. Vergleicht
man die Ergebnisse der beiden Verfahren zur Segmentierung der Aortendissek-
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tion, erkennt man, dass die Segmentierung von Kovács et al. [47] die Aorta ins-
gesamt gut segmentiert, aber im zweiten Schritt die beiden Lumen nur trennt
und nicht segmentiert (s. Abbildung 2.7). Lee et al. [70] im Gegensatz dazu
segmentieren die beiden Lumen genau, haben aber das Problem bei stark ver-
rauschten Bildern eine gezackte Wand des Lumens darzustellen. Daher werden
die beiden Verfahren zur Segmentierung der Aortendissektion in dieser Arbeit
nicht verwendet.
Die Segmentierung der Aortenpathologie Aortenaneurysma wurde auf un-
terschiedliche Weise realisiert. Dabei kann man allgemein feststellen, dass die
Segmentierung mittels statistischer Verfahren das Problem hat, dass eine große
Datenbank vorhanden sind muss. Da in dieser Arbeit nicht nur das Aortena-
neurysma segmentiert werden soll, sondern auch die Aortendissektion, die noch
mehr Formvariationen aufweisen kann, würde eine noch größere Datenbank be-
nötigt werden. Außerdem werden die CTA-Aufnahmen in den Verfahren von
de Bruijne et al. [20] und Greiner et al. [29] in 2D segmentiert und anschließend
die Schichten interpoliert. Da es möglich sein sollte die CTA-Aufnahmen in 3D
zu segmentieren, damit keine Bildinformationen verloren gehen, müsste das
Verfahren auf 3D erweitert werden. Dies hätte zur Folge, dass eine Datenbank
Formvariationen der Aorta, des Aortensaneurysmas und der Aortendissektion
beinhalten müsste. Daher werden in dieser Arbeit keine statistischen Modelle
zur Segmentierung der Aorta und der Aortenpathologien angewendet.
Die Level Sets haben eine hohe Rechenintensität. Sie segmentieren nach
Angaben der Autoren die Aortenaneurysmen gut. Nakhjavanlo et al. [71] haben
die Rechenzeit minimiert und die Segmentierungsergebnisse verbessert, da die
Level Sets Probleme haben besonders die Kanten des Thrombus der Aorta mit
einem schlechten Betrag des Gradienten zu segmentieren.
Vergleicht man die erwähnten Level Set Verfahren mit den Snakes, erkennt
man, dass die Snakes Probleme haben komplizierte Formen zu segmentieren.
Die Berechnungszeit ist aber um einiges kürzer als bei den Level Sets. Die
Segmentierung mittel der Snakes erfolgt entweder durch die klassischen Sna-
kes oder Snakes Varianten, deren Probleme mit Weiterentwicklungen gelöst
worden sind.
Das letzte beschriebene Verfahren sind geodätische Aktive Konturen von
Magee et al. [61]. Die geodätischen Aktiven Konturen haben den Vorteil, dass
sich die Kontur während der Verformung topologisch verändern kann. Dieses
Verfahren wird aber von Magee et al. [61] nicht weiter evaluiert.
Delingette und Montagnat [21] versuchen die bekannten Erweiterungen der
expliziten und impliziten Aktiven Konturen zu vergleichen. Die verglichenen
Eigenschaften sind in Tabelle 2.2 aufgezählt. Jeder Eigenschaft werden ein bis
drei Sterne zugeteilt. Je mehr Sterne ein Verfahren zugewiesen bekommt, desto
besser erfüllt das Verfahren die Eigenschaften. Dabei werden die Eﬃzienz und
die Schwierigkeit der Implementierung beurteilt. Da es in der Literatur eine
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Methode Autoren Jahr Dimension Aufnah-
men
Segmentierungsmethoden der Aortendissektion
Hough Transformation
und GVF-Snakes
Kovács et al. [47] 2006 3D CTA
Multiskalen Wavelets Lee et al. [70] 2008 3D CTA
Segmentierungsmethoden des Aortenaneurysmas
Statistische Verfahren
Snakes und Active
Appearance Model
Olabarriaga et al. [73] 2003 3D CTA
Active Shape Models de Bruijne et al. [20] 2004 2D/3D CTA
Active Appearance
Model
Greiner et al. [29] 2008 2D/3D CTA
Implizite Aktive Konturen
Morphologische
Operatoren und Level
Set
Suba²i¢ et al. [85] 2005 3D CTA
Level Set mit Analyzer Zhuge et al. [99] 2006 3D CTA
Level Set mit
morphologischer Gradi-
entenkantenfunktion
Kim et al. [44] 2007 3D CT
Hybrides defomierbares
Modell
Demirci et al. [22] 2009 3D CTA
Level Set mit
anisotropen
Diﬀusionsﬁlter
Nakhjavanlo et al.
[71]
2011 3D CTA
Explizite Aktive Konturen
Fourier Snakes Giachetti und Zanetti
[27]
2004 3D CTA
Klassische Snakes mit
guter Initialisierung
Lu et al. [60] 2007 3D CT
Active Cube Model Kang et al. [39] 2009 3D DSA
GVF-Snakes Ayyalassomayajula et
al. [7]
2010 2D/3D CTA
Klassische Snakes und
Balloon Snakes
Auer und Gasser [6] 2012 3D CTA
Geodätische Aktive Konturen
Geodätische Aktive
Konturen
Magee et al. [61] 2001 3D CTA
Tabelle 2.1: Auﬂistung aller erwähnten Methoden
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Parametrische Aktive
Konturen
Implizite Aktive
Konturen
Eﬃzienz *** *
Schwierigkeiten der
Implementierung
*** **
Topologie
Veränderungen
Nein Ja
Oﬀene Konturen Ja Nein
Möglichkeiten von
Interaktionen
Viele Wenige
Tabelle 2.2: Vor- und Nachteile der expliziten und der impliziten Aktiven Kon-
turen (aus [21].)
Vielzahl von unterschiedlichen Verfahren gibt, fällt eine objektive Beurteilung
schwer. Generell lässt sich sagen, dass die expliziten Aktiven Konturen bessere
Ergebnisse bzgl. der Rechenzeit liefern als die impliziten Aktiven Konturen.
Doch können implizite Aktive Konturen mit Beschleunigungs-Algorithmen wie
dem Fast-Marching [80] oder dem Narrow-Band [75] vergleichsweise schnell die
Objekte segmentieren.
Nach Delingette und Montagnat [21] ist der wichtigste Vorteil der impliziten
Repräsentation die Möglichkeit, dass sich die Topologie während der Verfor-
mung verändern kann. Die Konturen können sich gegebenenfalls sowohl auf-
trennen als auch zu einer Kontur zusammenschließen. Normalerweise ist es
nicht möglich die Topologie der expliziten Aktiven Konturen zu ändern, doch
mit Erweiterungen, wie den adaptiven topologischen Snakes von McInerney
und Terzopoulos [62], ist auch dieses möglich (s. Abschnitt 3.2.8). Als letzten
Punkt erwähnen Delingette und Montagnat, dass die expliziten Aktiven Kon-
turen viele Möglichkeiten zur Interaktion haben. Dies ist oft notwendig, da das
Ergebnis stark von der Initialisierung abhängig ist. Delingette und Montagnat
schreiben in ihrem Schlusswort, dass sie glauben, dass die Benutzerinteraktion
eines der wichtigsten Vorteile der expliziten Aktiven Konturen sei.
Es gibt eine große Vielzahl von Erweiterungen sowohl bei den expliziten
Aktiven Konturen als auch impliziten Aktiven Konturen. Die Erweiterungen
lösen aber meistens nur ein Problem des vorherigen Modells und sind nur auf
spezielle Bildaufnahmen oder Anatomien anwendbar. Im Allgemeinen haben
die meisten Verfahren keine Probleme die innere Wand der Aorta in CTA-
Aufnahmen zu segmentieren, falls die Wand auf Grund des Lumens einen ho-
hen Kontrast zu dem umliegenden Gewebe hat. Probleme treten auf, wenn
ein niedriger Kontrast im Bild vorliegt oder wenn nicht mehr die Aorteninti-
ma, sondern die äußere Wand der Aorta segmentiert werden soll. Desweiteren
werden die Verfahren entweder nur auf das Aortenaneurysma oder auf die Aor-
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tendissektion angewendet.
In dieser Arbeit werden die Snakes verwendet, da sich während der Seg-
mentierung der Aortenpathologien die Topologie nicht ändern muss und da
das Problem der Initialisierung durch Erweiterungen der Snakes, wie den Dual
und den GVF-Snakes, gelöst werden können. Desweiteren ist es von Vorteil,
dass bei CTA-Aufnahmen mit schlechten Kantenkontrasten die Segmentierung
durch Benutzerinteraktionen beeinﬂusst werden kann.
2.4 Verwandte Arbeiten
Relevant für diese Arbeit sind auch noch die folgenden Arbeiten, die sich mit
der Segmentierung von koronalen Arterien mittels deformierbarer Modelle be-
schäftigen.
In der Masterarbeit von Tung [90] werden die koronalen Arterien in CTA-
Aufnahmen segmentiert und anschließend in Arterien mit Arteriosklerose mit
Calcium Einlagerung und in Arterien ohne Befund klassiﬁziert. Die Initiali-
sierung der inneren und äußeren Wand erfolgt durch das Setzen von Punkten
durch den Benutzer innerhalb der Arterie. Schließlich wird mit Hilfe der mini-
mum cost path Methode und einer Energiekostenfunktion die beiden Initiali-
sierungen gesucht. Für die Segmentierung der inneren und äußeren Wand der
koronalen Arterien werden die Dual Snakes verwendet und für die externen
Kräfte wird ein elektronisches Kantenfeld (EEF ) berechnet.
Wang et al. [91] entwickelten das Segmentierungsverfahren von Tung zu
einem automatischen Verfahren weiter, sodass für die Initialisierung die Ge-
fäßmittellinie mit einem Region Growing gesucht wird. Damit wird eine bessere
Initialisierung verwendet.
Chen et al. [13] verwenden zur Segmentierung von Objekten in Ultraschall-
bildern wie Tung [90] und Wang et al. [91] die Dual-Snakes. Anstatt des EEF
wird der discrete gradient ﬂow für die Berechnung der externen Energie ver-
wendet, sodass Konturen, die mit einer großen Entfernung zum Objekt initia-
lisiert worden sind, durch diese Kräfte zu den gesuchten Konturen gezogen
werden. Chen et al. zeigen, dass das Verfahren nicht nur Objekte, die weit von
der Startkontur entfernt sind, segmentiert, sondern auch starke Kanten, die
nicht zum Objekt gehören, überschreiten kann.
Kapitel 3
Snakes: Stand der Technik
Im vorherigen Kapitel wurde ein Einblick gegeben, welche Verfahren zur Seg-
mentierung von Aortenpathologien Dissektion und Aneurysma geeignet sind.
In diesem Kapitel werden die expliziten Aktiven Konturen genauer beschrie-
ben. Dabei wird zunächst das klassische Snakes Modell erläutert. Da die klas-
sischen Snakes aber einige Nachteile haben, wurde das Verfahren in verschie-
dene Richtungen weiterentwickelt. So werden in diesem Kapitel diverse Opti-
mierungsverfahren der Energieminimierung beschrieben und gegenübergestellt
und es wird ein Überblick über die existierenden Snakes Varianten gegeben.
3.1 Das klassische Aktive Konturen Modell
3.1.1 Deﬁnition
Das klassische Aktive Konturen Modell, die Snakes, ist ein energieminimie-
render Spline, welcher durch interne und externe Kräfte verformt wird (vgl.
[40]). Die interne Kraft beeinﬂusst dabei die Deformation der Kontur, indem
Vorwissen wie die Kantenlänge und Kantenglattheit in das Modell mit einbe-
zogen werden, und die externe Kraft bewegt die Kontur zu Bildinformationen,
wie helle und dunkle Regionen, Kanten und Abgrenzungen. Nach dem Setzen
einer Initialisierung nahe des gesuchten Objektes wird die Kontur verformt
und bewegt sich zu den Kanten des gesuchten Objektes. Die Kontur ist in der
xy-Ebene eines 2D Bildes als parametrische Kurve deﬁniert:
v(s) =
(
x(s)
y(s)
)
(3.1)
wobei s ein Konturparameter ist und im Bereich von 0 bis 1 liegt. Mit den klas-
sischen Snakes können sowohl oﬀene Konturen als auch geschlossene Konturen
segmentiert werden. Für die geschlossene Kontur gilt die folgende Bedingung:
v(0) = v(1). Eine Anpassung der Kontur an die Bildinformationen erfolgt
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über die Minimierung einer Energie E∗snake(s. [46]). Die Energiefunktion kann
allgemein beschrieben werden als:
E∗snake =
1ˆ
0
ESnake(v(s)) =
1ˆ
0
(Eint(v(s))+Eimage(v(s))+Econ(v(s)))ds (3.2)
Dabei repräsentiert Eint die interne Energie, Eimage die Bildenergie und Econ
die Einschränkungsenergie (vgl. [40]). Die Gesamtenergie beschreibt den mo-
mentanen Zustand (vgl. [42]). Im Folgenden werden die einzelnen Energiefunk-
tionale weiter erläutert.
3.1.2 Energiefunktionale
3.1.2.1 Interne Energie
Die interne Spline-Energie lässt sich folgendermaßen beschreiben:
Eint =
1
2
· (α(s) · |v′(s)|2 + β(s) · |v′′(s)|2) (3.3)
Die interne Energie besteht aus der ersten und zweiten Ableitung der Kur-
ve v(s) nach s. Die erste Ableitung beschreibt die Glattheit bzw. Starrheit
der Kontur und verhält sich daher wie eine Membran. Die zweite Ableitung
beschreibt die Krümmungsresistenz der Kontur. Gewichtet werden die beiden
Ableitungen mit den Gewichtungsparametern α(s) und β(s).
3.1.2.2 Externe Energie
Die externe Energie leitet sich aus den Kräften ab, die auf Bildinformationen
basieren, wie z. B. die Intensität, der Gradient, die Randpunkte eines Linien-
stückes und Eckpunkte. Kass et al. [40] deﬁnieren dabei Eext = Eimage +Econ.
Die klassischen Snakes verwenden die Bildinformationen der Intensität, des
Gradienten und der Terminierung von Liniensegmenten und Ecken:
Eimage = ωline · Eline + ωedge · Eedge + ωterm · Eterm (3.4)
Die zusätzliche Energie Econ wird in Abschnitt 3.1.4.1 erläutert.
Linienbildenergie (Eline) Die einfachste Bildenergie ist die Bildintensität
I selbst.
Eline = I(x, y) (3.5)
Die Linienbildenergie wird mit dem Parameter ωline gewichtet, der bestimmt,
zu welcher Art von Bildlinie die Kontur angezogen wird. So wird die Kontur
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bei positivem ωline zu dunklen Linien und bei negativem ωline zu hellen Linien
im Verhältnis zu dem Grauwert des Bildhintergrundes gezogen.
Kantenbildenergie (Eedge) Bildkanten sind schwieriger zu extrahieren als
Bildlinien. Um Bildkanten zu extrahieren, wird der Betrag des Bildgradienten
verwendet. Durch diesen und die Bildfunktion werden die Kanten in helle Bild-
linien umgerechnet. Da die Kontur während der Minimierung der Energie von
hellen Linien angezogen werden sollte, wird das Vorzeichen des Funktionsterms
umgedreht. Die Gleichung lautet daher:
Eedge= − |OI(x, y)|2 (3.6)
Terminierungsfunktional (Eterm) Um eine Terminierung an Linienseg-
menten und Ecken zu erreichen, benutzen Kass et al. [40] die Krümmung einer
Levellinie im schwach geglätteten Bild. Dabei sei C(x, y) = Gσ(x, y) ∗ I(x, y)
eine schwach geglättete Version des Bildes. θ = tan−1(Cy/Cx) ist der Gra-
dientenwinkel mit der Ableitung der Funktion C(x, y) nach x und y und
n = (cos(θ), sin(θ)) und n⊥ = (−sin(θ), cos(θ)) sind die Einheitsvektoren
entlang und rechtwinklig zur Gradientenrichtung. Die Energiefunktion sieht
folgendermaßen aus:
Eterm =
∂θ
∂n⊥
=
CyyC
2
x − 2CxyCxCy + CxxC2y
(C2x + C
2
y )
3/2
(3.7)
3.1.3 Energieminimierung durch Variationsrechnung
Zum Finden der Kontur des gesuchten Objektes muss die Energie der Kontur
v(s) minimiert werden. Die Energie ist aber ein komplexes Funktional, das
analytisch nicht gelöst werden kann (s. [42]). Auch stellt das nicht-konvexe
Energiefunktional ein sogenanntes ill-posed Problem dar. Das heißt, dass ne-
ben einem globalen Minimum auch mehrere lokale Minima vorhanden sind
(vgl. [42]). Ursprünglich wurde die Minimierung der Snakes-Energie mit Hil-
fe der Variationsrechnung durchgeführt. Falls die Gewichtungsparameter kon-
stant sind, also α(s) = α und β(s) = β, kann (3.2) mit der Euler-Lagrange
Diﬀerentialgleichung gelöst werden:
αv′′i + βv
′′′′
i +
∂Eext
∂v
= 0 (3.8)
3.1.3.1 Diskretisierung
In den vorherigen Abschnitten ist die Kontur als kontinuierliche Funktion be-
schrieben. Um diese Funktion in einer endlichen Zeit und mit endlichem Spei-
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cherplatz lösen zu können, wird die Kontur in eine diskrete Funktion umge-
schrieben. Die kontinuierliche Kurve v(s) wird daher in eine Serie von Kon-
turpunkten vi = (xi, yi)T mit i = 1, ..., n approximiert und auch der Raum, in
dem sich die einzelnen Knoten bewegen, wird diskretisiert. Die Funktionsterme
können zum Beispiel mit der ﬁniten Diﬀerenzen-Methode diskretisiert werden.
Die Energieberechnung sieht dann folgendermaßen aus:
E∗snake =
n∑
i=1
(Eint(vi) + Eext(vi)) (3.9)
Kass et al. [40] approximieren die Ableitung mit ﬁniten Diﬀerenzen und der
diskrete Fall der Euler-Lagrange Diﬀerenzialgleichung wird folgendermaßen be-
rechnet
0 = αi(vi − vi−1)− αi+1(vi+1 − vi) (3.10)
+βi−1 [vi−2 − 2vi + vi]
−2βi [vi−1 − 2vi + vi+1]
+βi+1 [vi − 2vi+1 + vi+2]
+fv(i)
wobei die Euler-Lagrange Gleichung auch als Matrixform geschrieben werden
kann,
Avi + fv(i) = 0 (3.11)
wobei A die Pentadiagonal-Bandmatrix der internen Energie und die Kraft
fv(i) =
∂Eext
∂v
ist. Die Gleichung wird iterativ gelöst, indem vi als Veränderliche
der Zeit t angenommen wird. Die partielle Ableitung von vi nach t wird mit
einer negativen Schrittweite γ multipliziert.
−γ ∂v
∂t
= Avt + fvt (3.12)
Auch ist es notwendig, dass die Zeit diskretisiert wird mit
∂vt
∂t
≈ (vt − vt−1) (3.13)
Zur Vereinfachung wird die externe Energie während der Zeit nicht verändert.
Die partielle Ableitung (3.12) sieht dann folgendermaßen aus:
−γ(vt − vt−1) = Avt + fv(vt−1) (3.14)
Durch die Berechnung der Inversen der Matrix A kann (3.14) gelöst werden:
vt = −1
γ
((A + γI)−1(vt−1 + fv(vt−1)) (3.15)
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3.1.3.2 Vor- und Nachteile der Variationsrechnung
Das oben beschriebene Verfahren ist eﬃzient bezüglich der Rechenzeit, da die
Berechnung der Inversen der Matrix der rechenintensivste Schritt des Verfah-
rens ist. Die Inverse der Matrix A muss aber im Allgemeinen nur einmal be-
rechnet werden. Alle weiteren Schritte benötigen kaum Rechenzeit. Der Nach-
teil ist aber, dass die vierte Ableitung vi in der Euler-Gleichung verwendet
wird. Die Ableitungen der Kurve werden auf Grund der Diskretisierung durch
ﬁnite Diﬀerenzen abgeschätzt, was bedeutet, dass mit einem hohen Grad der
Ableitung der Fehler der Abschätzung steigt (vgl. [42]). Ein weiterer Nachteil
wird von Cohen und Cohen [17] geschildert. Auf Grund der Diskretisierung
der Kurve können Konturpunkte durch zu starke Kräfte große Positionsverän-
derungen machen, sodass die Kontur das globale Minimum überspringt und
nicht mehr zu diesem zurückkehrt.
Im Abschnitt 3.1.6 werden vier oft verwendete Energieminimierungsverfah-
ren erläutert und miteinander verglichen.
3.1.4 Weitere Energiefunktionale
3.1.4.1 Zusätzliche Energien Econ
Die zusätzlichen externen Energien erlauben es globale Kräfte und Zwänge auf
die Snakes auszuüben und damit die Entwicklung zu steuern. Beispielsweise
können Kräfte wie die spring forces [40] und volcano forces [40] verwendet
werden, die die Kontur von einem vom Benutzer gesetzten Punkt anziehen
oder wegdrücken. Dadurch bleibt die Kontur v nicht in einem lokalen Minimum
stehen (vgl. [43]).
Spring Forces Wie in Abbildung 3.1a zu erkennen ist, beeinﬂussen die
spring forces nur einen Konturpunkt, der zu dem vom Benutzer gesetzten Fi-
xierungspunkt hingezogen wird. Der Konturpunkt ist normalerweise der Punkt,
der am nächsten an dem gesetzten Punkt liegt. Berechnet wird die Kraft nach
Leymarie [53] folgendermaßen:
fspring = −kspring(vspring − vi) (3.16)
wobei kspring ein Gewichtungsparameter ist, vspring der vom Benutzer gesetzte
Punkt, von dem die Kraft ausgeht, und vi der Punkt ist, auf den die Kraft
wirkt.
Die Berechnung der spring Energie, die beschreibt, wie gut die Kontur v
diese zusätzlichen Kräfte berücksichtigt hat, erfolgt folgendermaßen:
Espring = k(vspring − vi)2 (3.17)
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Abbildung 3.1: Die spring forces werden zu dem gesetzten Punkt hingezogen
und die volcano forces stoßen die Kontur weg (aus [68]).
Volcano Forces Im Gegensatz zu den spring forces beeinﬂussen die volcano
forces die ganze Kontur (vgl. [53]) und werden folgendermaßen berechnet
fvolcano = −
n∑
i=1
kvolcano
r2
=
n
−
∑
i=1
kvolcano
(vi − vvolcano) (3.18)
wobei kvolcano ein Gewichtungsparameter ist und r die Distanz zwischen dem
vom Benutzer hinzugefügten Punkt und den davon beeinﬂussten Punkten.
In (3.19) wird die Berechnung der volcano Energie dargestellt.
Evolcano =
n∑
i=1
kvolcano
1
|vi − vvolcano| (3.19)
3.1.4.2 Distanz Energie
Existiert kein vordeﬁnierter Abstand zwischen den benachbarten Punkten der
Kontur vi, dann kann es zur Anhäufung von Punkten an einem Bildpixel kom-
men. Um dieses vorzubeugen, wird die Distanzenergie hinzuaddiert. So wird
für jeden Konturpunkt die Diﬀerenz zweier benachbarter Punkte vi und vi−1
hinsichtlich des durchschnittlichen Abstandes berechnet (vgl. [33]). Die Distan-
zenergie sieht wie folgt aus
Edist =
∣∣∣∣∣∣∣∣
|vi − vi−1|
1
n−1
n∑
j=2
|vj − vj−1|
− 1
∣∣∣∣∣∣∣∣ (3.20)
wobei n die Anzahl der Punkte ist. Diese Energie ist minimal, wenn alle Kon-
turpunkte den gleichen Abstand zu den benachbarten Konturpunkten haben.
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3.1.5 Vor- und Nachteile der klassischen Snakes
Die Idee der klassischen Aktiven Konturen war ein Fortschritt in der Bildver-
arbeitung. Durch diese wurde es möglich, dass Lücken in Kurven überbrückt
werden konnten, was mit Merkmalsextraktionsverfahren nicht möglich war. Im
Gegensatz zur manuellen Segmentierung werden bei dem klassischen Aktiven
Konturen Modell vom Benutzer nur die Gewichtungen der Energien angege-
ben und je nachdem, welches Verfahren zur Generierung der Initialisierung
verwendet wird, werden nur wenige bis gar keine Punkte gesetzt. Bei dem
nachfolgenden automatischen Auswertungsprozess kann der Anwender durch
Setzen von zusätzlichen externen Kräften die Snakes beeinﬂussen. Auf Grund
der Kombination der Energieterme ist das Modell relativ robust gegenüber
Rauschen und kleineren Störungen.
Trotzdem weist das klassische Aktive Kontur Modell einige Schwächen auf,
die immer wieder in der Literatur erwähnt werden:
 Die Gesamtenergiefunktion kann in einem lokalen Minimum konvergie-
ren. Daher sollte die Initialisierung relativ nahe an der Zielkontur liegen.
 Es treten Probleme beim Segmentieren von konkaven Objekten auf.
 Die Methode ist sensitiv beim Setzen der Gewichtungsparameter.
 Die Snakes können während der Minimierung ihre Topologie nicht än-
dern.
 Die interne Energie verhindert, dass die Snakes starke Krümmungen an-
nehmen können, weshalb keine schlauch- oder röhrenförmigen Strukturen
segmentiert werden können (s. [65]).
Seit der Veröﬀentlichung von Kass et al. [40] wurde das Verfahren in unter-
schiedliche Richtungen weiterentwickelt. Meist wurden die Snakes aber nur für
die Lösung eines speziellen Problems weiterentwickelt. In Abschnitt 3.2 werden
Varianten der Erweiterung der Snakes aufgelistet und kurz beschrieben.
3.1.6 Energieminimierungsverfahren
Im Folgenden werden vier oft verwendete Minimierungsverfahren zum Lösen
des Optimierungsproblems vorgestellt.
3.1.6.1 Erweiterte Variationsrechnung
Im Abschnitt 3.1.3 wurden die Minimierung der Energie mittels Variations-
rechnung vorgestellt und ihre Vor- und Nachteile erwähnt. Cohen und Cohen
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[17] haben sich Gedanken gemacht, wie die Optimierung über die Variati-
onsrechnung verbessert werden kann. Sie haben bei den Balloon Snakes (s.
Abschnitt 3.2.1) eine Finite-Elemente-Methode (FEM) anstatt der ﬁniten Dif-
ferenzen verwendet. Durch diese Methode kann die Komplexität des Algorith-
mus verringert werden, da weniger diskretisierte Punkte erforderlich sind. Da
die externe Kraft genauer berechnet wird, sind die Ergebnisse genauer.
3.1.6.2 Dynamische Programmierung
Kritisch bei der Minimierung mit der Euler-Lagrange Gleichung ist, dass es
sich bei der Gleichung um eine notwendige Bedingung handelt. Amini et al.
[4] weisen darauf hin, dass bei Verwendung der Euler-Lagrange Gleichung mög-
licherweise ein Maximum anstatt eines Minimums gefunden wird. Weitere Kri-
tikpunkte betreﬀen die Konvergenz und Stabilität des Verfahrens [33].
Amini et al. [4] benutzen zur Energieminimierung die dynamische Program-
mierung, die über einen stufenweisen Entscheidungsprozess mit jeweils einer
begrenzten Menge der zulässigen Entscheidungen ein Minimum ﬁndet. Das
Optimierungsproblem kann nur dann mit dynamischer Programmierung ge-
löst werden, wenn es eine endliche Menge an möglichen Lösungen gibt. Daher
wird das im kontinuierlichen Raum beschriebene Problem durch Formulierung
im diskreten Raum ersetzt (vgl. [42]). Die diskrete Formulierung der Gesamt-
energie sieht dann folgendermaßen aus:
E∗Snake =
n−1∑
i=0
(Eext(vi) +
1
2
(αi |vi − vi−1|2 + βi |vi+1 − 2vi + vi−1|2) (3.21)
Dabei ist zu erkennen, dass die Berechnung von der aktuellen Position und
den Positionen der Punkte, die in der Punkteliste vor und nach dem aktu-
ellen Punkt liegen, abhängig ist. Um die Ableitungen verwenden zu können,
werden wiederum ﬁnite Diﬀerenzen angewandt. Im Unterschied zu der Variati-
onsrechnung wird nur die ﬁniten Diﬀerenzen der ersten und zweiten Ableitung
benötigt.
Die dynamische Programmierung kann man in zwei Teile unterteilen: in
den forward decision process und den eigentlichen Entscheidungsschritt back-
ward decision process. Im forward decision process wird für jeden Knoten vi
bestimmt, welche Position der Knoten vi−1 einnehmen muss, damit der Ener-
gieanteil von vi minimal ist. Voraussetzung ist, dass die Position der beiden
Knoten vi und vi+1 bekannt ist. Unbekannt ist aber, wo vi und vi+1 nach
der Optimierung positioniert werden. Daher muss das Teilproblem gelöst und
anschließend in einer Gesamtlösung berechnet werden (vgl. [42]). Im weiteren
Verlauf des Abschnittes wird beschrieben, wie die Verbindung zwischen der
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Minimierung der totalen Snakes-Energie und der Minimierung der folgenden
Funktion berechnet werden kann:
E(v1,v2, ...,vn) = E1(v1,v2) + E2(v2,v3) + ...+ En−1(vn−1,vn) (3.22)
wobei jedes vi nur m verschiedene Werte annehmen kann. Mit einer Kosten-
funktion werden schrittweise die minimalen Gesamtkosten berechnet[33]. Im
Folgenden wird ein Beispiel der Energieminimierung mit n = 5 dargestellt:
s1(v2) = min
v1
E1(v1,v2)
s2(v3) = min
v2
(s1(v2)+E2(v2,v3)) (3.23)
s3(v4) = min
v3
(s2(v3)+E3(v3,v4))
min
v1,...,v4
E(v1,v2,v3,v4,v5) = min
v4
(s3(v4) + E4(v4,v5))
Verallgemeinert sieht die Kostenfunktion wie folgt aus
sk(vk−1) = min
vk
{sk−1(vk) + Ek(vk,vk+1)} (3.24)
Der Algorithmus der dynamischen Programmierung sieht folgendermaßen aus:
Es werden iterativ immer wieder der forward decision process und der im Fol-
genden beschriebene backward decision process durchgeführt. Für den forward
decision process wird jede Stufe der oben beschriebenen Kostenfunktion in ei-
ner Tabelle gespeichert. Über den backward decision process kann über die Ta-
belle die minimale Energie E∗snake(t) ≈ min
vn
Sn−1(vn) zum aktuellen Zeitpunkt
t berechnet werden. Die optimalen Positionen für die neuen Konturpunkte
werden ausgehend von dem ersten und dem letzten Konturpunkt berechnet.
Die Schritte des forward decision process und des backward decision process
können solange wiederholt werden, bis die Veränderungen der Gesamtenergien
vernachlässigbar klein sind.
Die dynamische Programmierung lässt sich dann einsetzen, wenn nicht
alle Variablen eines komplexen Optimierungsproblems simultan voneinander
abhängen[42]. Nachteil dieses Verfahrens ist eine hohe Komplexität O(nm3).
Desweiteren liefert diese Methode nicht das globale Minimum des Bildes, son-
dern nur das globale Minimum unter den untersuchten Lösungen. Nach Ker-
schner [42] ist ein Vorteil dieser Methode, dass weiche und harte Restriktionen
leicht berücksichtigt werden können. Er deﬁniert die harte Restriktionen als zu-
sätzliche Bedingungen, die nicht Teil der Energiefunktion sind und unbedingt
erfüllt sein müssen. Im Gegensatz dazu beschreibt er weiche Restriktionen als
Kriterien, die in der Energiefunktion vorhanden sind und gemeinsam optimiert
werden.
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3.1.6.3 Greedy Algorithmus
Zur Vereinfachung der Methode der dynamischen Programmierung und zur
Reduzierung der Komplexität des Verfahrens benutzen Williams und Shah
[93] einen Greedy Algorithmus. Auch für diesen Algorithmus wird die Energie
der Kontur diskretisiert. Die Optimierung lässt sich in zwei Hauptprozesse
aufteilen. Im ersten Schritt wird die Gesamtenergie der aktuellen Lage der
Kontur vi und die Gesamtenergie von jedem benachbarten Punkt berechnet.
Die Lokalisation mit der geringsten Energie wird als neue Kontur vi verwendet.
Im nächsten Schritt wird die Krümmung an jedem Punkt auf der neuen Kontur
vi bestimmt. Die Energiefunktion des Algorithmus sieht folgendermaßen aus:
E∗snake =
1ˆ
0
(α(s)Econt(vi) + β(s)Ecurv(vi) + γ(s)Eimage(vi))ds (3.25)
wobei die Gewichtungsparameter α, β und γ den Einﬂuss der einzelnen Ener-
gien ausgleichen. Der Spannungsterm Econt(vi) wird durch die Distanz des
aktuellen und des vorherigen Punktes der Kontur berechnet: |vi − vi−1|2. Da
dieser Term aber dafür verantwortlich ist, dass die Kontur auf Grund der Mi-
nimierung der Distanz der beiden Punkte schrumpft, wird von den Autoren
vorgeschlagen, dass vom durchschnittlichen Abstand d aller Punkte der Betrag
der Distanz der beiden Punkte abgezogen wird (vgl. [51]).
Econt(vi) = d− |vi − vi−1| (3.26)
Der Krümmungsterm wird folgendermaßen berechnet:
Ecurv(vi) = |vi−1 − 2vi + vi+1|2 (3.27)
Die Bildenergie eines Konturpunktes wird durch den Betrag des Gradienten
an der Position des Konturpunktes und des Betrages des minimalen und des
maximalen Gradienten in der Nachbarschaft des Konturpunktes berechnet.
Eimage(vi) = (|∇I|min − |∇I|)/(|∇I|max − |∇I|min) (3.28)
Vorteile dieses Verfahrens sind, dass die Laufzeit nur noch O(nm) beträgt
und das Verfahren daher auch für Real-Time-Systeme (vgl. [45]) verwendet
werden kann. Nachteilig ist nach Kiser [45], dass das Verfahren anfällig für
lokale Minima ist. Liu [58] beschreibt, dass die Kontur in vermeintlichen Ob-
jektkonturen von verrauschten Bildern ein lokales Minimum ﬁndet, da ver-
rauschte Pixel einen hohen Gradientenbetrag haben. Das Ergebnis ist eine
falsche Segmentierung der Kontur.
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3.1.6.4 Simulated Annealing
Simulated Annealing, was übersetzt simulierte Abkühlung heißt, ist ein heu-
ristisches Optimierungsverfahren und wird von Trinder et al. [89] verwendet
um die Gesamtenergie zu minimieren. Die Grundidee ist, den Abkühlungspro-
zess eines Stoﬀes zu simulieren, wobei durch einen physikalischen Prozess ein
Kristall entsteht. Der Zustand verändert sich von ﬂüssig zu fest. Ausgehend
von der Kontur v wird mit der Energie E∗snake eine neue Kontur v
′ berech-
net. Falls sich durch die Berechnung die Energie der neuen Kontur verringert,
wird die Kontur v′ übernommen, ansonsten wird die neue Kontur mit einer
Wahrscheinlichkeit von p = exp(−E∗snake′−E∗Snake
T
) als aktuelle Kontur gesetzt,
wobei E∗snake′ die Gesamtenergie der neuen Kontur ist. Dabei ist T die zu dem
Zeitpunkt aktuelle Temperatur. Der Vorteil dieses Verfahrens ist nach Kerch-
ner [42], dass Zustandsänderungen, die die Energie der Kontur erhöhen, nicht
von vornherein verworfen werden, sondern diese Zustandsänderungen mit einer
gewissen Wahrscheinlichkeit eintreten können. Die Snakes bleibt dadurch wäh-
rend der Verformung nicht in einem lokalen Minimum. Nachteile sind, dass es
viele Iterationen in den einzelnen Temperaturstufen geben kann, da die Schwie-
rigkeit darin besteht zu erkennen, wann die Temperatur gesenkt werden darf.
Die Wahl dieser Abkühlungsgeschwindigkeit entscheidet darüber, ob die Sna-
kes von einem lokalen Minimum gefangen wird. (s. [42]). Die Autoren selbst
weisen darauf hin, dass es schwierig ist ein Objekt zu segmentieren, wenn in
der Region, in der das Objekt gesucht wird, mehrere Objekte mit ähnlichen
Eigenschaften enthalten sind.
3.1.6.5 Vergleich der Optimierungsverfahren
Alle hier aufgeführten Verfahren haben ihre Vor- und Nachteile. Kerschner
[42] hat die Variationsrechnung, die dynamische Programmierung, das Simu-
lated Annealing und die Level Set Optimierung miteinander verglichen und ist
zu dem Resultat gekommen, dass durch die Optimierungsverfahren immer nur
ein Teil der Probleme zum Segmentieren des gesuchten Objektes gelöst werden
kann. Der Benutzer muss selbst entscheiden, welches Optimierungsproblem für
sein Problem am besten geeignet ist. Wird ein Verfahren benötigt, das mög-
lichst schnell das gesuchte Objekt segmentieren kann, das aber Fehler beinhal-
ten kann, dann ist für dieses Minimierungsproblem der Greedy-Algorithmus
prädestiniert. Die Minimierung mittels der dynamischen Programmierung hat
den Nachteil, dass das Verfahren eine hohe Komplexität hat. Es wird das ge-
suchte globale Minimum gefunden, falls sich das globale Minimum unter den
untersuchten Lösungen beﬁndet. Die Lösung mittels des Simulated Annealing
hat Probleme bei der Segmentierung von Objekten, falls sich in der näheren
Umgebung andere Objekte beﬁnden.
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3.1.7 3D-Snakes
Die Segmentierung von dreidimensionalen Objekten kann man auf unterschied-
liche Weise realisieren. Eine Möglichkeit besteht darin, dass mit einem 2D
schichtbasierten Verfahren die einzelnen Schichten segmentiert und diese an-
schließend in einem 3D Modell verrechnet werden. In das 3D Modell ﬂießen
in den einzelnen Schichten aber keine Informationen über die Zwischenbezie-
hungen der Schichten ein. Um keine Artefakte bei der 3D Rekonstruktion zu
haben, werden diese geglättet. Dies ist aber nur mit einem Informationsverlust
zu realisieren. Aus den vorher erwähnten Gründen wurde von vielen Forschern
versucht das schichtbasierte Modell in ein echtes 3D-Modell zu überführen.
Die Aktiven Konturen der Ebene v(s) = (x(s), y(s))T werden um eine dritte
Dimension erweitert, sodass die Kurve durch v3D(s) = (x(s), y(s), z(s))T deﬁ-
niert ist. Dabei muss aber sichergestellt werden, dass sich die Kurve innerhalb
einer stetigen Oberﬂäche mit den zulässigen Parameterdarstellung beﬁndet
(vgl. [50]). Bei den diskreten Aktiven Konturen entsteht bei Modellen für
triangulierte Oberﬂächen aus dem Polygon ein im Allgemeinen nicht plana-
rer, gegebenenfalls geschlossener Polygonzug vi = (xi, yi, zi), wobei sowohl vi
als auch die Punkte zwischen vi und vi+1(v = λvi(1 − λ)vi+1; (λ ∈ [0, 1]))
innerhalb der diskreten Oberﬂäche liegen[50].
Speziell bei den parametrischen Aktiven Konturen wird ein 3D Modell mit
der diskretisierten Funktion erstellt. Die Realisierungsmöglichkeiten werden in
Abbildung 3.2 in einem trangulierten 3D-Netz dargestellt. Im ersten Fall kön-
nen Punkte, an denen die Dreiecke zusammenlaufen, direkt als Konturpunkte
verwendet werden, wobei sich die Verbindungen der Konturpunkte auf den
Netzkanten beﬁnden, und im anderen Fall beﬁnden sich die Konturpunkte auf
den Kanten der Dreiecke des 3D-Netzes, wobei dort die Verbindungen zwi-
schen den Konturpunkten innerhalb der Dreiecke verlaufen. Nach Kux [50] hat
die zweite Methode den Nachteil, dass Eigenschaften wie die Krümmung und
die Normalenrichtung nicht aus dem 3D-Netz abgelesen, sondern durch lineare
Interpolation berechnet werden müssen. Die Snakes-Energiegleichung muss je
nach Snakes Variation an das 3D-Netz angepasst werden. Nach Kux [50] sind
nur einige Erweiterungen der Snakes dafür geeignet, auf trangulierte 3D-Netze
angewandt zu werden. Darunter gehören unter anderem die Balloon Snakes (s.
Abschnitt 3.2.1), die GVF-Snakes (s. Abschnitt 3.2.12.1), die Ziplock Snakes
(s. Abschnitt 3.2.6) und die T-Snakes (s. Abschnitt 3.2.8).
3.2 Snakes Varianten
Es wurde eine Vielzahl von Varianten/Erweiterungen der klassischen Snakes
entwickelt. Abbildung 3.3 zeigt einen (unvollständigen) Überblick. Im Folgen-
den werden die wichtigsten Varianten vorgestellt.
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Abbildung 3.2: Realisierungsmöglichkeiten für Aktive Konturen auf 3D-Netzen
(aus [50])
3.2.1 Balloon Snakes
Die klassischen Snakes haben das Problem, dass sie nahe an dem gesuchten
Objekt initialisiert werden müssen, da die Kontur ansonsten nicht von der
gesuchten Kontur angezogen wird. Das Modell der Balloon Snakes, welches
von Cohen [16] entwickelt wurde, verhält sich wie ein Ballon, der von einer
zusätzlichen Kraft aufgeblasen wird. Dadurch kann die verformbare Kontur
schwache Kanten überschreiten und bleibt nur bei starken Kanten stehen.
Die balloon forces der Balloon Snakes geben die Richtung an, in der sich
die Kontur verformt. Gewichtet werden die balloon forces durch den Parameter
kpressure. Bei einem negativen Wert von kpressure wird das globale Minimum im
Inneren der Kontur gesucht und die Kontur schrumpft zusammen und bei
einem positiven kpressure wird die Kontur nach außen gezogen. n(v) ist die
Normale der Kontur und das Potenzial P (v(s))wird mit k gewichtet (vgl. [17]).
Das Potenzial wird mit dem Betrag des Gradienten berechnet:
P (v(s)) = −|∇I|2 (3.29)
Die balloon forces werden folgendermaßen berechnet:
fballoon = kpressuren(v)− k ∇P‖∇P‖ (3.30)
3.2.2 Fuzzy Snakes
Fuzzy Snakes wurden von Höwing et al. [35] entwickelt um mit Hilfe von Fuzzy-
Logik unsicheres a priori Wissen in die Energieminimierungsgleichung zu inte-
grieren. Der Algorithmus unterteilt die Kontur in Segmente, die mit Hilfe der
Fuzzy-Logik unterschiedliche Eigenschaften zugewiesen bekommen. Der Vorteil
ist, das damit Objekte in Bildern mit starkem Rauschen segmentiert werden
können (z.B. MRT-Aufnahmen). Zur Minimierung der Gesamtenergie wird die
dynamische Programmierung verwendet. Die Energiefunktion der Fuzzy Sna-
kes wird über die Fuzzy-Repräsentation berechnet. Dabei werden linguistische
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Abbildung 3.3: Snakes Varianten
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Abbildung 3.4: Regeln zur Berechnung der externen Energie der Fuzzy Snakes
(aus [35])
Variablen vom Benutzer eingegeben (s. Abbildung 3.4) und die externen Ener-
gien der Segmente werden berechnet. Die Regeln eines Objektes können auch
auf ähnliche Objekte angewendet werden.
Auf Grund der Abstraktion des Verfahren schildern die Autoren, dass das
Verfahren intuitiver für den Benutzer ist. So muss er sich bei vielen anderen
Snakes erst in die Einstellung der Gewichtungsparameter der Energiefunktio-
nale einarbeiten. Je komplexer die Beschreibung ist, desto komplexere Objekte
und Bilder mit schlechterer Qualität können segmentiert werden. Ein Nachteil
des Verfahren ist, dass es rechenintensiv ist.
3.2.3 B-Snakes
Entwickelt wurden die B-Snakes von Menet et al. [66]. Die B-Snakes werden
von einer Annäherung der initialen Kurve mit parametrischen B-Splines und
der Minimierung der Energie gebildet. Die Annäherung wird in Kurvenseg-
mente unterteilt. Jedes Kurvensegment wird stückweise durch eine Polynomi-
alfunktion, welche die Basisfunktion Bi und die Kontrollpunkte ci = (xi, yi)
beinhaltet, angenähert.
q(u) =
m∑
i=0
(ciBi(u)) (3.31)
Dabei ist u die Parameterberschreibung der approximierten Kurve. Die B-
Snakes Energie wird berechnet, indem in (3.2) der Vektor v zu q(u) ersetzt
wird, und die Energiefunktion wird durch die Kontrollpunkte minimiert (vgl.
[66]). Durch die Interpolationsmöglichkeit können die ursprünglichen Daten
minimiert und damit bessere Konvergenzen erreicht werden. Auch können über
die Kontur Knicke modelliert werden (vgl. [9]). Desweiteren wird die Cham-
fer Distanz von Barrow et al. (s. [8]) verwendet, die die Richtung der nächsten
Kanten angibt und bei der Konvergenz bei weit entfernten Kanten hilft. Trotz-
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dem kann es vorkommen, dass ein lokales oder kein Minimum gefunden wird.
Im zweiten Fall veformt sich die Kontur solange, bis alle Punkte an einem
Bildpixel zusammengelaufen sind.
3.2.4 LSB Snakes
Die Optimierung der LSB Snakes (Least Squares B-Spline Snakes) wurde von
Gruen und Li [30] entwickelt, die dabei die B-Snakes (s. Abschnitt 3.2.3) von
Menet et al. [66] mit der Ausgleichsrechnung der kleinsten Quadrate kombiniert
haben. Die LSB-Snakes verwenden dabei drei Komponenten:
1. die Möglichkeit für eine interne Qualitätskontrolle durch die Berechnung
der Kovarianzmatrix der geschätzten Parameter
2. das Ausnutzen von sämtlichen a priori bekannten geometrischen und
radiometrischen Informationen um die Lösung einzuschränken
3. das gleichzeitige Verwenden einer beliebigen Anzahl von Bildern (s. [57])
Durch die Auswertung der Kovarianzmatrix mit der Methode der Kleinsten-
Quadrate kann die Genauigkeit und die Zuverlässigkeit des geschätzten 3D-
Merkmals beurteilt werden. Auf Grund der Abschätzung der Genauigkeit des
Ergebnisses ist eine Selbstdiagnose möglich. So kann die Methode in einem
autonomen System eingesetzt werden. Auf der anderen Seite muss die Initiali-
sierung der LSB-Snakes nahe an der gesuchten Kontur liegen, da die Ausgangs-
lage bei jeder Iteration die Konturpunkte der Ausgangslage miteinbezieht.
3.2.5 AB-Snakes
Andrey und Bourdier [5] benutzen zur Segmentierung von biologischen Bildern
adaptive Snakes, welche sie AB-Snakes genannt haben. Nach Angaben der Au-
toren können AB-Snakes sowohl konkave und als auch dünne und komplexe
Objekte segmentieren und sie sind robust gegenüber Rauschen. Die AB-Snakes
ersetzen die interne Energie der klassischen Snakes mit folgender interner Ener-
gie:
Eint =
n∑
i=1
(αi |mi −mi−1|2) (3.32)
Jeder Punkt der Kontur vi wird entlang der Normalen zum Bildpunkt mit dem
größten Gradienten gezogen, der durch den Canny-Deriche Operator berechnet
wird. Der Abstand zwischen dem Punkt mit dem größten Gradienten und dem
Konturpunkt ist di. Die neue Position mi des Punktes vi wird folgendermaßen
berechnet:
mi = vi + di (3.33)
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Abbildung 3.5: Ziplock Snakes Algorithmus schematisch (aus [72])
Der Gewichtungsparameter αi wird dafür verwendet, dass eine Balance zwi-
schen der Glattheit der Kurve und der Nähe von Ecken entsteht. Die Besonder-
heit des Gewichtungsparameters ist, dass jeder Punkt einzeln gewichtet wird.
Er wird folgendermaßen berechnet:
αi =
λ
1 + µdi
(3.34)
Dabei sind µ und λ die Koeﬃzienten, die den Wertebereich der αi-Parameter
regularisieren. di wird normiert.
3.2.6 Ziplock Snakes
Die Ziplock Snakes (reißverschlussartige Snakes) wurden von Neuenschwan-
der et al. [72] entwickelt. Es ist eine oﬀene Kontur, bei der Endpunkte vom
Benutzer gesetzt werden, die sich möglichst nahe an einer gut sichtbaren Kan-
te beﬁnden. Durch Initialisierungspunkte und Gradientenbeträge des Bildes
werden die Befestigungspunkte der Kontur neu berechnet, damit diese Punkte
eine gute Initialisierung aufweisen. Anschließend werden zwischen den Befes-
tigungspunkten weitere Punkte interpoliert. Die Punkte, die am nächsten an
den Befestigungspunkten liegen, werden als aktive Abschnitte (s. Abbildung
3.5) bezeichnet und werden mit den Bildkräften fv = K · v bei jeder Itera-
tion verschoben. Dabei ist v der Vektor von allen x- und y-Koordinaten des
Bildes, K eine Starrheitsmatrix und fv die abgeleitete Bildkraft. Auch werden
die passiven Punkte bei jedem Iterationsschritt verschoben. Um die homogene
Euler-Lagrange-Gleichung lösen zu können werden Kantenkräfte und aktive
Punkte benötigt.
Bei den klassischen Snakes muss die Startkontur nahe an dem gesuchten
Objekt platziert werden. Ist dies nicht der Fall, kann es dazu kommen, dass die
Kontur die gesuchte Objektkontur nicht erkennt und an einem anderen Mini-
mum stehenbleibt. Die Ziplock Snakes benötigten nur wenige Punkte, die nahe
an der Kontur liegen sollten. Die Kontur formt sich wie ein Reißverschluss an
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die Kontur, da sich die Kontur ausgehend von den gut gesetzten Endpunkten
dem gesuchten Objekt durch Energieminimierung annähert. Mit dem Verfah-
ren können auch Objekte in Bildern segmentiert werden, bei denen ähnliche
Bildeigenschaften nahe nebeneinander liegen (vgl. [72]).
3.2.7 Fourier Snakes
Staib und Duncan [83] benutzen zur Segmentierung von 3D Objekten in me-
dizinischen Bilddaten eine 3D Oberﬂächenmodell, welches auf geometrische
Oberﬂächen angepasst wird. Die Fourier Snakes ist ein probabilistisches de-
formierbares Modell und basiert auf einer Fourierzerlegung der Oberﬂäche in
Summen der sinusoidalen Basisfunktion. Staib und Duncan [83] haben un-
terschiedliche Oberﬂächentypen entwickelt, wie die oﬀene Oberﬂäche, die ge-
schlossene Oberﬂäche und die Röhrenoberﬂäche. Dabei wurde die Oberﬂächen-
ﬁndung als ein Optimierungsproblem formuliert, der die Kontur zu den starken
Bildgradientenbeträgen zieht. Ein Vorteil ist, dass eine Vielfalt der Glättungs-
oberﬂächen erlaubt ist und dass das Modell damit mit einer kleinen Anzahl
von Parametern beschrieben werden kann (vgl. [88]). Die Fourier Snakes sind
von Staib und Duncan [83] auf 3D erweitert worden.
3.2.8 T-Snakes
Die impliziten Aktiven Konturen können topologische Änderungen während
der Verformung durchführen, die klassischen Snakes können dieses nicht. Daher
haben McInerney und Terzopoulos [63] eine geschlossene elastische 2D Kontur
entwickelt, die aus einer Anzahl von Knoten besteht, die wiederum durch an-
passungsfähige Energien verbunden sind. Diese elastische Kurve ist eine diskre-
te Annäherung der klassischen Snakes und enthält alle Snakes Eigenschaften.
Kombiniert werden die parametrischen Snakes mit einer Triangulierung, die
den Bildraum in aﬃne Simplexe zerlegt. Die aﬃne Simplexzerlegung teilt den
Bildraum R2 in zusammenhängende 2D Zellen auf. Während der Verformung
des Modells unter dem Einﬂuss der externen und internen Kräfte wird das
Modell bei jeder Iteration mit einer neuen Anzahl von Knoten und einer neu-
en Berechnung von Kräften neu reparametrisiert. Die Knoten können durch
die Interaktion der Punkte des Modells mit Triangulation eﬃzient berechnet
werden. Dieses erlaubt dem Modell, relativ unabhängig von der Initialisierung
zu sein und komplexe Topologien segmentieren zu können. Außerdem können
topologische Transformationen durchgeführt werden, das heißt, dass Kontu-
ren auseinanderbrechen oder verschmelzen können (vgl. [63]). Von denselben
Autoren [64] wurden die T-Snakes zu einem 3D Verfahren erweitert, welches
T-Surfaces genannt wurde.
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3.2.9 Überblick von Snakes Varianten mit zwei Startkon-
turen
Wie im Abschnitt 3.1.5 erwähnt, haben die klassischen Snakes Probleme beim
Finden einer Zielkontur, wenn eine schlechte Initialisierung gesetzt wird. Au-
ßerdem ist es für den Benutzer schwierig die richtigen Parameter einzustellen.
Gunn und Nixon [31] haben die Wahrscheinlichkeit, dass die Kontur bei einer
schlechten Initialisierung während der Minimierung nur ein lokales Minimum
ﬁndet, verringert, indem sie für die Initialisierung zwei Konturen setzen, die
mit lokalen Forminformationen auch das Parametrisierungsproblem lösen. Die-
se Snakes Variation wurde Dual Snakes genannt. Bei diesem Verfahren werden
zwei Startkonturen gesetzt: eine Startkontur, die sich von außen an das gesuch-
te Objekt annähert und eine weitere Startkontur, die sich von innen an das
gesuchte Objekt annähert. Die beiden Konturen sind durch einen Zusatz der
externen Energie miteinander verbunden und ziehen sich damit gegenseitig aus
möglichen lokalen Minima heraus. Wenn beide Konturen dasselbe Equilibrium
gefunden haben, beﬁnden sie sich in einem globalen Minimum und die Kontur
hat die Zielkontur erreicht. Weitere Erläuterungen der Dual Snakes sind in
Abschnitt 3.2.10 und der Dual-T-Snakes in Abschnitt 3.2.11 nachzulesen.
Die klassischen Snakes haben Probleme schlauchförmige und röhrenförmige
Objekte zu segmentieren. Mit einer Abwandlung der Dual Snakes ist es möglich
Objekte mit naheliegenden parallelen Objektgrenzen zu segmentieren. Dafür
wurden die Twin-Snakes von Kerschner [41] entwickelt. Bei den klassischen
Snakes springt die Kontur bei Objektgrenzen, die nahe aneinander liegen, von
einer Grenze zur anderen. Durch gemeinsame Anziehungskräfte, die ähnlich
wie die spring forces wirken, wird die Kontur bis zu einem gewissen Abstand
angezogen, ansonsten abgestoßen. Die externe Energie wird folgendermaßen
berechnet:
Eext(v(s)) = δ(s)(d(s)− d0)2 (3.35)
wobei δ(s) ein Gewichtungsparameter ist, d(s) die aktuelle Distanz zwischen
einem Punkt auf der einen Kontur und dem korrespondierenden Punkt auf der
anderen Kontur und d0 ist der vom Benutzer gewünschte Abstand (vgl. [26]).
Die Distanz zwischen den beiden Konturen muss aber bekannt und möglichst
konstant sein.
Als letztes sind noch die Ribbon Snakes [52] und die Twin Ribbons Snakes
[1] zu erwähnen. Die Ribbon Snakes gehen von einer Mittellinie v(s) aus, die
mit der Hälfte der Breite w(s) des aktuellen Objektes assoziert wird und damit
die beiden Grenzen v
L
(s) und vR(s) berechnet. Die Bildenergie wird dabei
folgendermaßen berechnet:
Eimage(v(s)) = (∇I(vL(s))−∇I(vR(s))) · n(s) (3.36)
wobei n(s) die Normale der Mittellinie v(s) ist und ∇I beschreibt den
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Bildgradienten. Nachteil dieses Verfahrens ist, dass der Benutzer keine Breite
angeben kann.
Bei den Twin Ribbon Snakes werden zwei Startkonturen innerhalb der Kon-
tur gesetzt, die von innen das gesuchte Objekt segmentieren, und zwei Start-
konturen, die sich von außen an das Objekt annähern. Dadurch ist das Verfah-
ren robust gegenüber Rauschen und Lücken im Objekt. Das Verfahren weist
aber eine hohe Rechenzeit auf.
Ghorbel et al. [26] haben die parallel double Snakes entwickelt um dünne
Schichten der Retina des Auges zu segmentieren. Der Algorithmus geht von
einer vom Benutzer gesetzten Mittellinie v(s) = (x(s), y(s)) aus. Durch Itera-
tionen und das immer wieder neue Setzen des lokalen halben Abstandes b(s)
zwischen den beiden Konturen werden die beiden Konturen berechnet. Die par-
allel double Snakes reduzieren die Komplexität und die Anzahl der Parameter.
Im Vergleich zu einer manuellen Segmentierung liefert der Algorithmus sehr
ähnliche Ergebnisse (vgl. [26]).
Zur Segmentierung von Lumen der Aorta wird nur eine Kontur gesucht
und daher werden die Dual Snakes verwendet. Ein Spezialfall ist aber bei
der Aortenpathologie Dissektion vorzuﬁnden, da sich zwischen dem wahren
und dem falschen Lumen eine Membran beﬁndet. Im Abschnitt 4.5.4 wird
beschrieben, wie dieses Problem gelöst werden kann.
3.2.10 Dual Snakes
Die Dual Snakes gehen von zwei parametrischen Snakes aus, wovon sich eine
innerhalb des gesuchten Objektes und eine außerhalb beﬁndet.
3.2.10.1 Algorithmus
Im ersten Schritt werden die beiden Konturen solange verformt, bis beide ein
Minimum erreicht haben. Verformt werden sie durch Formeinschränkung der
internen Kräfte und Eigenschaften des Bildes, die durch die externen Kräfte
gegeben sind. Wenn beide Konturen stationär werden, also sich nicht mehr
bewegen, dann werden folgende Schritte durchgeführt (vgl.[31]):
1. Es wird berechnet, welche Kontur die größte Gesamtenergie hat. Diese
Kontur hat ein lokales Minimum gefunden und wird weiterverarbeitet.
2. Die Kontur, die sich in einem lokalen Minimum beﬁndet, wird mit zusätz-
lichen Kräften, den sogenannten adaptiven driving forces aus dem lokalen
Minimum in Richtung der anderen Kontur gezogen. Die Verformung der
Kontur wird dabei mit bergsteigenden Eigenschaften ausgestattet.
fdriving(t) = g(t) · ui − v
t
i
|ui − vti|
(3.37)
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In der Formel ist zu erkennen, dass die innere Kontur u und die äußere
Kontur v in dieser Kraft miteinander verbunden sind. Die Berechnung
der korrespondierenden Punkte vi und ui erfolgt mittels der arc length
correspondence, welche mit Hilfe der Länge der unregelmäßigen Abstän-
de der Konturpunkte die nächsten Konturpunkte der anderen Kontur
berechnet. Gewichtet wird die Formel durch die Funktion g(t). Je größer
Funktion g(t) ist, desto stärker zieht diese die Kontur an die korrespon-
dierenden Punkte.
3. Wenn die Energie der Kontur kleiner als die Energie der anderen Kontur
ist, werden die adaptiven driving forces auf Null gesetzt und die Kontur
wird solange weiterverformt, bis sie stationär wird und sie folglich ein
besseres Minimum gefunden hat.
4. Die Schritte 1-3 werden solange wiederholt, bis beide Konturen das glei-
che Equilibrium gefunden haben.
3.2.10.2 Vor- und Nachteile
Auf Grund der adaptiven driving forces ﬁndet die Kontur während der Ener-
gieminimierung kein lokalen Minima und daher kann die Startkontur weiter
entfernt vom Objekt gesetzt werden. In Abbildung 3.6 wird die Trinköﬀnung
einer Tasse einmal mit den Dual Snakes und einmal mit den klassischen Sna-
kes segmentiert. Dabei ist zu erkennen, dass die Dual Snakes die Trinköﬀnung
segmentieren können, aber die klassischen Snakes ein lokales Minimum in der
Nähe der Beschriftung der Tasse ﬁnden. Desweiteren haben die klassischen
Snakes Schwierigkeiten eine oﬀene Kontur auf Grund der internen Kräfte zu
segmentieren. Bei der internen Energie der Dual Snakes wird das Problem ge-
löst, indem die beiden Endpunkte keine interne Energie erhalten (vgl. [31]).
Auf der anderen Seite benötigt die Methode mehr Rechenzeit, da zwei Kon-
turen verformt werden. Auch müssen die Parameter sowohl für die innere als
auch für die äußere Kontur separat gesetzt werden.
Schwierigkeiten bei der Segmentierung des wahren und falschen Lu-
mens mit Dual Snakes Für die Dual Snakes werden, wie schon erwähnt,
zwei Konturen gesetzt, eine innerhalb und eine außerhalb der Kontur. Im Falle
der Segmentierung einer Dissektion bei einer Aorta haben eigene initiale Ex-
perimente gezeigt, dass keine zwei Startkonturpaare in das wahre und falsche
Lumen gesetzt werden können. Die Problematik besteht darin, dass die äußere
Kontur vom Benutzer zu groß gewählt wird und das Ergebnis der Segmen-
tierung eine Zielkontur ist, die sowohl das wahre als auch das falsche Lumen
beinhaltet. Dieser Fall tritt ein, wenn die äußere Kontur, die sowohl das wahre
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Abbildung 3.6: Segmentierung einer Tasse mittels der Dual Snakes und der
klassischen Snakes (aus [31]).
Abbildung 3.7: Schwierigkeiten bei der Segmentierung einer Aortendissektion
als auch das falsche Lumen segmentiert hat, eine geringere Gesamtenergie als
die innere Kontur hat, die nur eins von den beiden Lumen segmentiert hat.
Die innere Kontur wird von der äußeren Kontur angezogen und es werden bei-
de anstatt des wahren Lumens segmentiert (s. Abbildung 3.7). In Abschnitt
4.5.3.2 wird eine Lösung des Problems beschrieben.
3.2.11 Dual-T-Snakes
Eine wichtige Erweiterung der T-Snakes sind die Dual-T-Snakes, die von Gi-
raldi et al. [28] entwickelt wurden. Es werden wie bei den Dual Snakes (s. Ab-
schnitt 3.2.10) eine Kontur außerhalb und eine Kontur innerhalb des gesuchten
Objektes initialisiert. Bei den Dual-T-Snakes können sogar mehrere Objekte
gleichzeitig segmentiert werden, sodass die äußere Kontur ihre Initialisierung
außerhalb von mehreren Objekten und jeweils eine Startkontur innerhalb der
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Objekte gesetzt wird. Zur Segmentierung mehrerer Objekte werden normali-
sierte externe Kräfte und eine aﬃne Abgrenzung verwendet. Für den Benutzer
ist es vorteilhaft, dass die topologischen Eigenschaften der T-Snakes verwendet
werden können und dass die Kontur über lokale Minima geschoben wird. Da
kein Mindestabstand zwischen zwei Objekten deﬁniert ist, kann es bei der An-
wendung auf Aortendissektionen sein, dass die Membran zwischen den beiden
Lumen nicht erkannt wird.
3.2.12 Erweiterung der externen Kräfte der Snakes
Einige Probleme der klassischen Snakes, wie die Initialisierung, die Bestim-
mung der Stoppkriterien und die Segmentierung von konkaven Objekten, kön-
nen gelöst werden, indem die externen Kräfte modiﬁziert werden. Die exter-
nen Energien werden so angepasst, dass der Einzugsbereich der deformierbaren
Modelle und die Kräfte in Richtung der Bildränder verbessert werden.
Amarapur und Kulkarni [2] beschreiben 19 Erweiterungen der externen
Kräfte der Kontur und vergleichen die Ergebnisse der Verfahren mit Bildern
des gleichen Aufnahmeverfahrens. Auf Grund der Vielzahl an Methoden, die
Amarapur und Kulkarni in ihrer Arbeit beschrieben haben, wird in dieser
Arbeit nur auf die Methoden eingegangen, die auf CTA- und MRT-Aufnahmen
angewendet worden sind. Ausgeschlossen wurden die Verfahren, die speziell
Ultraschall-Aufnahmen segmentieren, da diese Aufnahmen stark verrauscht
sind und dadurch andere externe Energien benötigen. In Abbildung 3.3 sind
alle weiteren Verfahren aufgelistet.
3.2.12.1 Gradient vector ﬂow (GVF) Snakes
Xu und Prince [97] haben 1998 die GVF-Snakes entwickelt um Probleme der
klassischen Snakes, wie der Initialisierung nahe der Objektkontur und einer
schlechten Annäherung an konkave Objektgrenzen, zu minimieren. Zurück-
zuführen sind diese Probleme auf die schlechten Eigenschaften der externen
Energien, die auf Grundlage des Bildes oder des Gradienten Kantenfeldes be-
rechnet werden. Xu und Prince entwickelten eine neue externe Kraft, welche
sie gradient vector ﬂow nannten.
Minimierung Bei den GVF-Snakes, genauer bei den externen Kräften der
GVF-Snakes, existieren auf Grund deren Deﬁnition keine negativen Gradienten
der Potenzialfunktion. Daher kann das standardisierte Minimierungsverfahren
nicht eingesetzt werden. Die Minimierung erfolgt direkt aus den Bedingungen
des Kräftegleichgewichtes
fint(v(s)) + fext(v(s)) = 0 (3.38)
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wobei fint(v(s)) = αv′′(s)−βv′′′′(s) und fext die Kraft des gradient vector ﬂow
ist (vgl. [97]).
Edge Map Zur Berechnung des gradient vector ﬂow wird eine image edge
map Funktion e(x, y) verwendet. Diese Funktion besitzt hohe Werte in der Nä-
he von Kanten und geringe Werte bei Regionen mit einer homogenen Intensität
(vgl. [7]).
Die edge map sieht folgendermaßen aus:
e(x, y) = −E(i)ext(x, y) (3.39)
Bei der Wahl des edge map müssen drei generelle Eigenschaften bei den GVF-
Snakes erfüllt sein(vgl. [97]).
1. Der Gradient einer edge map hat Vektoren, die zu den Kanten zeigen.
2. Die Vektoren haben große Werte in der Nähe von Kanten und geringere
Werte in homogenen Regionen.
3. In homogenen Regionen, in denen I(x, y) nahezu konstant ist, ist e(x, y)
nahe des Wertes Null.
Gradient Vector Flow Das gradient vector ﬂow ﬁeld wird deﬁniert als
Vektorfeld w(x, y) = (u(x, y), w(x, y))T und wird minimiert durch folgende
Energiefunktion:
Esnake(w(x, y)) =
¨
(µ(u2x + u
2
y + w
2
x + w
2
y) + |∇e|2 |w −∇e|2)dx dy (3.40)
Der Parameter µ steuert den Ausgleich des ersten Terms und sollte auf das
Rauschen abgestimmt sein. Die GVF-Snakes werden von Xu und Prince [97]
mit einem Variationsansatz gelöst. Dabei wird folgende Euler-Lagrange-Gleichung
gelöst:
µ∇2u− (u− ex)(e2x + e2y) = 0 (3.41)
µ∇2w − (w − ex)(e2x + e2y) = 0 (3.42)
bei denen ∇2 der Laplace-Operator ist.
3D GVF-Snakes Bei den GVF-Snakes ist eine Erweiterung in 3D mög-
lich. Dabei ist zu beachten, dass in einem Vorverarbeitungsschritt mittels der
Krümmungswerte an den Netzpunkten eine bevorzugte Entwicklungsrichtung
der Kontur berechnet werden muss (vgl. [50]). Die Energiefunktion wird fol-
gendermaßen berechnet:
Esnake(w(x, y)) =
ˆ ˆ ˆ
(µ(u2x+u
2
y+u
2
z+w
2
x+w
2
y+w
2
z)+|∇e|2 |w −∇e|2)dx dy dz
(3.43)
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Vor- und Nachteile Die GVF-Snakes haben auf Grund des gradient vec-
tor ﬂow einen großen Einzugsbereich, wodurch die Initialisierung der Kontur
nicht nahe bei der Zielkontur liegen muss. Auch können die GVF-Snakes kon-
kave Objekte segmentieren. Die besten Ergebnisse liefern die Snakes in binären
Bildern. Der Anwender der GVF-Snakes muss nicht darauf achten, ob er die
Initialisierung der Kontur nur innerhalb oder nur außerhalb des gesuchten Ob-
jektes setzt, die Kontur kann sowohl wachsen als auch schrumpfen. Die Mini-
mierung des Initialisierungsproblems sollte man aber nicht überschätzen, da
die GVF-Snakes bei einer schlechten Initialisierung mehr Zeit zum Konvergie-
ren benötigen und es außerdem sein kann, dass die Kontur in einer homogenen
Region ein Minimum ﬁndet (vgl. [50]).
Probleme sind auch, dass das Verfahren sensitiv gegenüber Rauschen ist
und dass es keine langen und dünnen Objekte segmentieren kann. Die Kontur
bewegt sich zu dem Ort im Bild, bei dem die externen Kräfte am geringsten
sind. Es ist aber nicht immer der Fall, dass alle Pixel, die sich in einem Energie-
minimum beﬁnden, wirkliche Kanten im Bild sind. Es können auch homogene
Regionen sein, in denen die Kontur steckenbleibt (s. Abschnitt 4.5.5.1). Wei-
terhin hat der Ansatz eine hohe Rechenzeit. Üblicherweise werden die GVF-
Snakes mittels der Variationsrechnung realisiert. Die Integration in eine andere
Optimierungsmethode ist theoretisch möglich (vgl. [50]).
3.2.12.2 Veränderungen der externen Energien
Die GVF-Snakes wurden von Xu und Prince zu einer Verallgemeinerung des
gradient vector ﬂow, zu den general gradient vector ﬁeld Snakes [96], weiter-
entwickelt. Die wünschenswerten Eigenschaften der GVF-Snakes bleiben in
dem Verfahren erhalten und liefern desweiteren auch gute Ergebnisse bei ver-
rauschten medizinischen Bildern. Die Energiefunktion wird für den 2D Fall
folgendermaßen berechnet:
EGGV F (w(x, y)) =
ˆ ˆ
(g(|∇e|)(u2x+v2x+w2y+w2y)+(h(|∇e|))(w−∇e)2)dxdy
(3.44)
Xu and Prince [96] ersetzen µ und |∇e|2 durch zwei räumlich variierende
Gewichtungsfunktionen g(; ) und h(; ), welche zur Verbesserung der Konver-
genz der Konturen bei langen, dünnen Objekten führen. Berechnet werden
die Gewichtungsfunktionen folgendermaßen: g(|∇e|) = exp
(
−
(
|∇e|
k
))
und
h(|∇e|) = 1− g(|∇e|). Der Parameter k wird vom Benutzer gesetzt und kon-
trolliert die Härte der Glattheit des Kraftfeldes.
Gao und Chen [25] haben sich damit beschäftigt das Kantenfeld zu verbes-
sern, indem sie das Bild mit einem Verfahren der generalisierten Fuzzy-Theorie
bearbeiten. Dabei ersetzen sie das gradient vector ﬁeld durch das compound
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vector ﬁeld wie folgt:
fext = p(∇e)V (x, y) + ψ(∇e)∇e (3.45)
Dabei ist p(∇e) = exp(−∇e)/k eine dynamische Gewichtungsfunktion,
welche sicherstellt, dass das Kraftfeld eine wichtige Rolle spielt, und ψ(∇e) =
1−exp(−(∇e)/k) kontrolliert die Gradientenkraft, die die Bewegung der Kur-
ve steuert. Die Autoren schreiben, dass der Algorithmus nicht nur gut die ge-
suchten Bildeigenschaften in größerer Entfernung ﬁndet, sondern auch konkave
Regionen segmentieren kann.
Die externe Kraft der GVF-Snakes wurde auch von Sum und Cheung [86]
weiterentwickelt, da sie die hohe Rechenzeit als Problem sahen. Das Verfahren
wird boundary vector ﬁeld Snakes genannt und erweitert den Erfassungsbereich
durch Interpolation auf das gesamte Bild. Die boundary map basiert auf der
bekannten externen Kraft und wird normalisiert:
fB(x, y) = − |∇ [Gσ(x, y) ∗ I(x, y)]|2 (3.46)
Durch einen gesetzten Grenzwert wird die boundary map binarisiert, die
verwendet wird um die vier Potenzialfunktionen Ψx,Ψy,Ψxy,Ψyx unabhän-
gig voneinander zu berechnen. Dabei werden vier unabhängige Scans, die
horizontal, vertikal und in den zwei Diagonalen entlang des zu segmentieren-
den Bildes führen, zur Berechnung der Linieninterpolation verwendet. Für den
nächsten Schritt werden zwei 2D boundary vector ﬁelds (BVFs), die auf den
Gradienten der Potenzialfunktionen Ψx,Ψy,Ψxy,Ψyx basieren, deﬁniert:
φ1 = [∇Ψx,∇Ψy] (3.47)
φ2 = [
1√
2
(∇Ψxy +∇Ψyx), 1√
2
(∇Ψxy −∇Ψyx)] (3.48)
Die externe Energie wird durch die Anwendung der beiden BVFs berechnet.
Nach Wang et al. [92] hat das Verfahren den Nachteil, dass es wie die GVF-
Snakes keine stark konkaven Objekte segmentieren kann, da das externe Kraft-
feld statisch ist.
Das letzte Verfahren, das auf MRT Aufnahmen angewendet worden ist,
ist die ﬂuid vector ﬂow Snakes (FVF Snakes). Diese wurden von Wang et
al. [92] entwickelt. Sie verbessern ebenfalls den Erfassungsbereich der exter-
nen Energie. Die boundary map MB(x, y) = |∇(−Gσ(x, y) ∗ I(x, y))| basiert
wiederum auf den konventionellen externen Kräften und wird durch folgende
Normalisierung berechnet:
MNB(x, y) =
MB(x, y)−min(MB(x, y))
max(MB(x, y))−min(MB(x, y)) (3.49)
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Es wird genauso wie bei den FVF Snakes eine binary boundary map erstellt:
MBB(x, y) =
{
1, wenn MNB(x, y) > T
0, sonst.
(3.50)
Die externe Energie wird folgendermaßen berechnet:
EFV F (x, y) =
{
χ(fx + δcosφ, fy + δsinφ), wenn MBB(x, y) = 0
0, sonst.
(3.51)
Dabei ist χ der Normalisierungsoperator und δ = ±1 bestimmt die Richtung,
in der nach dem Minimum im Bild gesucht wird. (fx, fy) = χ(∇I(x, y)) und
φ =

arctan
(
y−yc
x−xc
)
, wenn x 6= xc
pi
2
, wenn x = xc und y > yc
3pi
2
wenn x = xc und y < yc
(3.52)
wobei φ ∈ [0, 2pi]. Die externe Energie hat eine Gradientenbetrags- und ei-
ne Richtungskomponente. Das Charakteristische an den FVF Snakes sind die
Richtungskomponenten, die dominieren, wenn die Kontur weit von dem Ob-
jekt entfernt ist. Wenn sich die Kontur nahe an einer Kante beﬁndet, dann
wirken die Gradientenkräfte und die Kontur ﬁndet ein Minimum. Auf Grund
der binären boundary map des FVF ist der Erfassungsbereich auf das ganze
Bild erweitert worden. Trotzdem kann es sein, dass die Kontur das falsche Mi-
nimum ﬁndet, falls sich die Startkontur zu weit weg von dem gesuchten Objekt
beﬁndet.
Wang et al. [92] vergleichen den Erfassungsbereich des BVFs mit dem
des FVFs und haben dabei festgestellt, dass der Erfassungsbereich der FVF
eﬀektiver ist als der der BVFs. Die FVF benötigen keine Interpolation, da sie
im Gegensatz zu den BVF richtungsinvariant sind. Das Verfahren wurde nur
in 2D implementiert.
Xiaoping et al. [95] haben das Verfahren der Deformable super ellipses Sna-
kes entwickelt und haben es unter anderem zur Segmentierung von Objekten in
CT-Aufnahmen angewendet. Die Superellipse ist eine ﬂexible Repräsentation
von natürlich generalisierten Ellipsen, die verschiedene Formen annehmen kön-
nen. Die Parameter für die Segmentierung mittels der Kontur werden durch
die statistische Analyse der Trainingsdaten berechnet. Mit Hilfe des Hybrid
Genetic Optimization Algorithmus wird die optimale Superellipse berechnet
und das Snakes-Verfahren segmentiert das Objekt mit Hilfe der Forminforma-
tionen der optimalen Superellipse, die in die externe Energie bzw. Kräfte des
Snakes-Verfahrens eingearbeitet ist. Der Vorteil dieses Verfahrens ist, dass die
Initialisierung im Vergleich zu anderen Verfahren weniger sensitiv und robuster
gegenüber Lücken in Kanten ist.
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3.2.12.3 Alternative externe Kräfte
In Abbildung 3.3 werden noch folgende alternative Weiterentwicklungen der
externen Kräfte der Kontur aufgeführt: die Adaptive Pressure Snakes [12],
Merging deformable Snakes [78], Discrete cosine transform based GVF-Snakes
[87], Edge Preserving Gradient Vector Flow Snakes (EPGVF) [55], Directio-
nal Gradient Vector Flow Snakes (DGVF) [77], Dynamic Directional Gradient
Vector Flow Snakes (DDGVF) [14], Vector Field Convolution Snakes (VFC)
[54], Improved Compound Vector Field Snakes [25], Deformable super ellip-
ses Snakes [95], Simulated Static Electric Field Snakes (SSEF) [98], Virtual
electric ﬁeld Snakes [76] und Self-Aﬃne Snakes [79].
3.2.13 Vergleich der Verfahren
Die bekannteste Erweiterung der klassischen Snakes ist das Balloon Modell (s.
Abschnitt 3.2.1). Es ist dafür entwickelt worden, dass die Kontur schwache Ob-
jektkanten ignoriert und zu stärkeren Kanten gezogen wird. Die Kontur kann
aber zum Finden der Objektkonturen entweder nur wachsen oder schrump-
fen. Da das Verfahren ansonsten alle anderen Probleme der klassischen Snakes
aufweist und da es sein kann, dass der Anwender die Kontur nicht genau in-
nerhalb oder außerhalb des gesuchten Objektes setzt, ist dieses Verfahren zur
Segmentierung der Aortenpathologien ungeeignet.
Die Fuzzy Snakes (s. Abschnitt 3.2.2) erscheinen als eine für die Aorten-
pathologiesegmentierung passende Problemlösung. Die unterschiedlichen For-
men und Bildhelligkeiten können vom Benutzer durch linguistische Variablen
eingegeben werden und die Kontur wird in Segmente mit unterschiedlichen
Kräften unterteilt. Ein Vorteil ist, dass sich die Beschreibungen auf Bildern
mit ähnlichen Objekten und Bildeigenschaften anwenden lässt. Da die CTA-
Aufnahmen der Aortenpathologien meist große Unterschiede aufzeigen, kann
es jedoch sein, dass Beschreibungen der Objekte häuﬁg angepasst oder neu
erstellt werden müssen.
Die B-Snakes (s. Abschnitt 3.2.3) haben den Vorteil gegenüber den klas-
sischen Snakes, dass sie eine geringe Anzahl von Koeﬃzienten benötigen und
dadurch weniger rechenintensiv sind. Durch einen Glättungsparameter kann
auch die Glattheit der Kontur angepasst werden. Der Nachteil dieses Verfah-
rens ist, dass die Kontur anstatt eines globalen Minimums ein lokales Minimum
oder gar kein Minimum ﬁndet.
Die AB-Snakes (s. Abschnitt 3.2.5) werden von den Entwicklern als ein
Verfahren beschrieben, das dünne und komplexe Objekte segmentieren kann
und robust gegenüber Rauschen ist. Doch eigene initiale Versuche haben ge-
zeigt, dass ohne eine Vorverarbeitung, z.B. mit einem Gaußﬁlter, Objekte in
Bildern mit schwachem Rauschen nicht segmentiert werden können.
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Die Ziplock Snakes (s. Abschnitt 3.2.6) könnten die unterschiedlichen Aor-
tenpathologien in CTA-Aufnahmen segmentieren. Sie haben den Vorteil, dass
sich die Kontur ausgehend von den Endpunkten wie ein Reißverschluss an das
gesuchte Objekt heranbewegt. Da bei den Aufnahmen andere Strukturen häu-
ﬁg nahe des gesuchten Objektes liegen, die ähnliche Bildeigenschaften wie das
gesuchte Objekt haben, könnte diese Kontur das Objekt segmentieren. Die
Frage ist, wie sich die Kontur verhält, wenn sich Kanteneigenschaften ändern.
Desweiteren ist zu berücksichtigen, dass dieses Verfahren die Energie nur oﬀene
Snakes minimiert.
Die T-Snakes (s. Abschnitt 3.2.8) können Objekte segmentieren, bei denen
die Topologie vorher noch nicht bekannt ist und mehrere Objekte gleichzeitig
segmentieren. Da mit dem Verfahren sowohl ein Aortenaneurysma als auch eine
Aortendissektion möglichst automatisch und genau segmentiert werden soll,
könnte dieses Verfahren zur Segmentierung eingesetzt werden. Problematisch
ist, dass nicht deﬁniert ist, welchen Mindestabstand die Objekte voneinander
haben müssen, damit sich die äußere Kontur in zwei Teile aufteilen kann. Da die
Wand zwischen dem wahren und falschen Lumen dünn ist, könnte es sein, dass
diese nicht erkannt wird und sich vielleicht sogar die beiden inneren Konturen
zu einer Kontur zusammenschließen. Dieses Problem ist auch bei den Dual-T-
Snakes (s. Abschnitt 3.2.11 )vorhanden.
Auch die in dieser Arbeit benutzten Dual Snakes (s. Abschnitt 3.2.10) und
GVF-Snakes (s. Abschnitt 3.2.12.1) weisen einzeln Probleme auf. So haben die
Dual Snakes das Problem, dass für beide Konturen unterschiedliche Parameter
gesetzt werden müssen. DieGVF-Snakes sind sensitiv gegenüber Rauschen und
es ist nicht gewährleistet, dass ein globales Minimum gefunden wird. Durch die
Kombination der beiden Verfahren werden die Konturen aus lokalen Minima
gezogen, da sich die beiden Konturen gegenseitig anziehen.
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Kapitel 4
Methode
In diesem Kapitel wird das hier entwickelte Verfahren der Dual-GVF-Snakes
für die Segmentierung der Aortenpathologien Aortenaneurysma und Aortendis-
sektion erläutert. Dabei wird sowohl darauf eingegangen, wie das Modell um-
gesetzt worden ist, als auch beschrieben, wie das Modell der Dual-GVF-Snakes
kombiniert und erweitert worden ist um die Aortenpathologien segmentieren
zu können.
4.1 Motivation
Ziel dieser Arbeit ist es ein Verfahren zu entwickeln, das die Lumen der Aorta
und der Aortenpathologien der Aortendissektion und des Aortenaneurysmas
möglichst automatisch in CTA-Aufnahmen segmentieren kann. In Abbildung
4.1 werden beispielhaft axiale Schichtaufnahmen einer Aorta, eines Aortena-
neurysmas und mehrerer Aortendissektionen dargestellt. Die Schwierigkeit der
Segmentierung von Lumen in CTA-Aufnahmen ist, dass besonders die For-
men der Lumen der Aortendissektion variabel sind. Der Kontrast im Bild ist
in verschiedenen Regionen unterschiedlich und Strukturen mit stärkeren oder
ähnlichen Kanten sind in der Nähe des gesuchten Objektes vorzuﬁnden. Jedes
Bild ist mit Rauschen überlagert. Desweiteren sollte das Verfahren möglichst
automatisch die Segmentierung durchführen können und falls nötig sollen Be-
nutzerinteraktionen hinzugefügt werden.
In Kapitel 2 wurden die folgenden drei Klassen der deformierbaren Modelle
vorgestellt: implizite und explizite Aktive Konturen und die Active Shape Mo-
dels. Dabei stellte sich heraus, dass für die Active Shape Models eine geeignete
Menge von Formvariationen des Aortenaneurysmas und der Aortendissektion
in einer Datenbank gespeichert sein muss, damit gute Segmentierungsergebnis-
se erreicht werden können. Da aber die Form der Aortendissektion viele unter-
schiedliche Formen annehmen kann, ist dieses Verfahren für die Segmentierung
der Aortendissektion nur mit großem Aufwand einsetzbar. Eine Segmentierung
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Abbildung 4.1: CTA-Aufnahmen der Aorta
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mittels der Level Set Methode ist prinzipell möglich, hat aber den Nachteil,
dass das Verfahren zur Auﬃndung der Aortenpathologie selbst mit den Erwei-
terungen der Fast-Marching-Methode [80] oder der Narrow-Band-Methode [75]
viel Zeit benötigt und dass keine zusätzlichen Benutzerinteraktionen hinzuge-
fügt werden können. Die Snakes haben den Nachteil, dass die Initialisierung
nahe an dem gesuchten Objekt gesetzt werden muss und dass keine topologi-
schen Veränderungen während der Iterationen möglich sind. Da sich während
der Segmentierung der Aortenpathologien die Topologie nicht ändern muss und
da das Problem der Initialisierung durch Erweiterungen der Snakes, wie den
Dual und den GVF-Snakes, gelöst werden können, wurden die Snakes für die
Realisierung des Algorithmus verwendet.
Initiale Experimente mit den klassischen Snakes, den GVF-Snakes und
den AB-Snakes haben gezeigt, dass besonders die klassischen Snakes und die
AB-Snakes Probleme haben Bilder mit Rauschen zu segmentieren. Die Opti-
mierungverfahren ﬁnden meistens nur ein lokales Minimum. Die GVF-Snakes
werden auf Grund des gradient vector ﬂow von weitem zu der gesuchten Kontur
gezogen und daher tritt seltener das Problem auf, dass die Kontur ein lokales
Minimum ﬁndet. Untersuchungen in Kapitel 3 haben gezeigt, dass auch die
Balloon Snakes, die Fuzzy Snakes, die B-Snakes, die Ziplock Snakes und die
T-Snakes eher ungeeignet sind die Aortenpathologien in CTA-Aufnahmen zu
segmentieren. Eine Kombination zwischen den Dual und GVF-Snakes ist viel-
versprechend, da die Dual Snakes das Problem der GVF-Snakes löst, dass ein
lokales Minimum anstatt eines globalen Minimums gefunden wird. Versuche
mit den Dual Snakes haben gezeigt, dass die Kontur viele Iterationsschritte
benötigt um das globale Minimum zu ﬁnden. Das liegt daran, dass die Kontur
auf Grund von Rauschen immer wieder ein lokales Minimum ﬁndet. Um die
Anzahl der Iterationsschritte zu verringern müssten die Initialisierungen der
beiden Kurven nahe an das gesuchte Objekt gesetzt werden. Daher wird in
dieser Arbeit das gradient vector ﬁeld genutzt um die externen Kräfte und
Energie zu berechnen und um damit den Einzugsbereich zu vergrößern.
In dem hier vorgestellten neuen Verfahren werden erstmalig die Dual Snakes
mit den GVF-Snakes kombiniert. Zusätzlich können mehrere Objekte gleich-
zeitig segmentiert werden. Um dies zur realisieren wird die Kontur in Segmen-
te unterteilt. Eine Aufteilung der Kontur in Segmente wurde schon bei den
Ziplock Snakes (s. Abschnitt 3.2.6) realisiert, die die Kontur in mehrere Seg-
mente unterteilen und den Segmenten unterschiedliche Kräfte zuweisen. Damit
kann die Kontur ein besseres Energieminimum ﬁnden. In dieser Arbeit wurde
die Kontur in Segmente aufgeteilt, damit eine Segmentierung mit zwei oder
mehreren Startkonturen möglich ist. Es wird ein Abstand zwischen den bei-
den Kontursegmenten benötigt, der die Membran zwischen den beiden Lumen
darstellt. Dafür werden die adaptive driving forces (s. Abschnitt 3.2.10) mo-
diﬁziert, indem für die aktuelle innere Kontur die korrespondierenden Punkte
der anderen inneren Konturen versetzt werden. Anschließend erfolgt die Mini-
58 KAPITEL 4. METHODE
mierung. Damit wird die Kontur, die verformt wird, zwar in die Richtung der
anderen Kontur gezogen, wird aber durch die Anziehungskräfte der korrespon-
dierenden Punkte davon abgehalten, das Energieminimum an derselben Kante
zu ﬁnden.
4.2 Übersicht über das Verfahren
Die Dual-GVF-Snakes gehen von einer äußeren und einer inneren oder einer
äußeren und mehreren inneren Startkontur/-en aus. Nach der Initialisierung
und dem Setzen der Parameter wird das gradient vector ﬁeld berechnet. Die
Snakes mit zwei oder drei Konturen werden prinzipiell gleich verformt, doch
auf Grund der Segmenteinteilung und der Entscheidung, welche der zwei oder
drei Konturen verformt wird, wird die Energieminimierung in zwei separate
Prozesse eingeteilt (s. Abbildung 4.2). Für die Energieminimierung von drei
Konturen werden die Konturen in Segmente unterteilt und mit Hilfe dieser
Segmente werden die korrespondierenden Punkte der einen Kontur mit der
anderen Kontur berechnet. Da zwischen den beiden inneren Konturen eine
Membran liegt, werden die korrespondierenden Punkte der Segmente, die an
der Membran liegen, für die Minimierung der anderen Kontur verschoben. Die-
ser Schritt hilft der Kontur bei der Minimierung einen Abstand zwischen den
beiden Segmentabschnitten zu deﬁnieren. Die Energieminimierung erfolgt wie
bei den Dual Snakes (s. Abschnitt 3.2.10.1). Der Unterschied besteht darin,
dass die externen Kräfte mit Hilfe des gradient vector ﬂow berechnet werden.
Zur Energieminimierung werden die Variationsrechnung angewendet. Die Ver-
formungen von zwei und drei Konturen wird in Abbildung 4.2 als Teilprozesse
dargestellt, die in Abschnitt 4.5 erläutert werden.
4.3 GVF-Snakes
4.3.1 Externe Energie: GVF-Snakes
Eine Beschreibung der Methode und der Vor- und Nachteile der GVF-Snakes
wurde in Abschnitt 3.2.12.1 gegeben. In diesem Abschnitt wird die Berech-
nung der externen Energie nach Xu und Prince [97] dargestellt. Wie schon
erwähnt, wird das gradient vector ﬂow ﬁeld als ein Vektorfeld w(x, y) =
(u(x, y), w(x, y))T und die edge map als e(x, y) = −Eext(x, y) deﬁniert, wo-
bei i = 1, 2, 3 oder 4. Minimiert wird folgendes Energiefunktional:
Esnake(w(x, y)) =
¨
(µ(u2x + u
2
y + w
2
x + w
2
y) + |∇e|2 |w −∇e|2)dx dy. (4.1)
Der Parameter µ ist ein Regularisierungsparameter, der den Ausgleich zwi-
schen dem ersten und zweiten Term steuert. Je mehr Rauschen ein Bild ent-
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Abbildung 4.2: Allgemeiner Überblick des Dual-GVF-Snakes Verfahrens
hält, desto größer wird µ gewählt. Die Indizes x und y bezeichnen die erste
partielle Ableitung, so ist z. B. ux =
∂u(x,y)
∂x
. Zur Berechnung wird die Va-
riationsrechnung verwendet und folgende Euler-Lagrange-Gleichungen müssen
gelöst werden:
µ∇2u− (u− ex)(e2x + e2y) = 0 (4.2)
µ∇2w − (w − ey)(e2x + e2y) = 0 (4.3)
wobei∇2 der Laplace-Operator ist. u und w werden durch die Laplace-Gleichung
bestimmt und das resultierende gradient vector ﬁeld wird aus den Regionen-
grenzen interpoliert.
Nummerische Implementierung (4.2) und (4.3) werden gelöst, indem u
und w als Funktionen der Zeit betrachtet und gelöst werden:
ut(x, y, t) = µ∇2u(x, y, t)− [u(x, y, t)− ex(x, y)] · [ex(x, y)2 + ey(x, y)2] (4.4)
wt(x, y, t) = µ∇2w(x, y, t)− [w(x, y, t)− ey(x, y)] · [ex(x, y)2 + ey(x, y)2] (4.5)
Diese Gleichungen werden generalized diﬀusion equations genannt und bein-
halten die wünschenswerten Eigenschaften der externen Energie. Als Verein-
fachung werden (4.4) und (4.5) folgendermaßen umgeschrieben:
ut(x, y, t) = µ∇2u(x, y, t)− b(x, y)u(x, y, t) + c1(x, y) (4.6)
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wt(x, y, t) = µ∇2w(x, y, t)− b(x, y)w(x, y, t) + c2(x, y) (4.7)
wobei
b(x, y) = ex(x, y)
2 + ey(x, y)
2 (4.8)
c1(x, y) = b(x, y)ex(x, y) (4.9)
c2(x, y) = b(x, y)ey(x, y) (4.10)
Zur Berechnung der iterativen Lösung korrespondieren die Indizes i, j und
m mit den Indizes x, y und t. Der Abstand zwischen den Pixeln ist ∆x und
∆y und der Zeitschritt für jede Iteration ist ∆t. Die notwendigen partiellen
Ableitungen können durch folgende Diskretisierung angenähert werden:
ut =
1
∆t
(um+1i,j − umi,j) (4.11)
wt =
1
∆t
(wm+1i,j − wmi,j) (4.12)
∇2u = 1
∆x∆y
(ui+1,j + ui,j+1 + ui−1,j + ui,j−1 − 4ui,j) (4.13)
∇2v = 1
∆x∆y
(wi+1,j + wi,j+1 + wi−1,j + wi,j−1 − 4wi,j) (4.14)
Durch den Austausch der Diskretisierung(4.11, 4.12, 4.13 und 4.14) sehen
(4.6) und (4.7) folgendermaßen aus:
um+1i,j = (1− bi,j∆t)umi,j + r(umi+1,j + umi,j+1 + ui−1,j + umi,j−1 − 4umi,j)
+c1i,j∆t (4.15)
wm+1i,j = (1− bi,j∆t)wmi,j + r(wmi+1,j + wmi,j+1 + wi−1,j + wmi,j−1 − 4wmi,j)
+c1i,j∆t (4.16)
wobei
r =
µ∆t
∆x∆y
(4.17)
Xu und Prince [97] erwähnten, dass die Konvergenz des beschriebenen ite-
rativen Verfahrens durch das Ergebnis der nummerischen Methode von Ames
[3] garantiert wird. Da ∆x, ∆y und µ auf Grund von r in (4.17) festgelegt
werden, muss folgende Gleichung für den Zeitschritt ∆t eingehalten werden.
∆t ≤ ∆x∆y
4µ
(4.18)
4.4 Dual Snakes
Eine Beschreibung der Methode und der Vor- und Nachteile der Dual Sna-
kes von Gunn und Nixon [31] wurde in Abschnitt 3.2.10 gegeben. In diesem
Abschnitt wird die Berechnung der internen Energie dargestellt.
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Abbildung 4.3: Local shape model für die Berechnung der internen Kräfte (aus
[31])
4.4.1 Interne Energie: Dual Snakes
Die diskreten Konturen sind jeweils gegeben durch vi = (xi, yi), wobei i =
1, ..., n − 1 und n die Anzahl der Konturpunkte sind. Die Konturpunkte sind
gegen die Richtung des Uhrzeigers angeordnet. Desweiteren ist für das Ver-
fahren wichtig, dass die Konturen folgende zwei Bedingungen erfüllen (s. auch
Abbildung 4.3):
1. Die Konturpunkte sollten auf der Kontur möglichst äquidistant verteilt
sein. Es muss folgende Bedingung gelten:
|vi−1 − vi| = |vi+1 − vi| (4.19)
2. Der Winkel ϕ (s. Abbildung 4.3) muss auf die Form des gesuchten Ob-
jektes angepasst werden. Für die Segmentierung von den Aortenpathologien
mit einer geschlossenen Kontur werden folgende Winkel benötigt:
ϕi =
n− 2
n
pi (4.20)
Diese beiden Bedingungen sind dafür da, dass die Konturpunkte vi zu den
Punkten v˜i, die als die Punkte des gesuchten Objektes geschätzt werden, ge-
zogen werden. Die Kraft ei, die die Kontur zu dem Punkt v˜i zieht, wird durch
die Nachbarpunkte von vi berechnet:
ei = v˜i − vi = 1
2
(vi−1 + vi+1)− vi + θi1
2
R(vi−1 − vi+1) (4.21)
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wobei R die Rotationsmatrix mit α = 90° ist. Der Parameter θi wird durch
den lokalen Winkel berechnet:
θi = cot(
ϕi
2
) (4.22)
Die internen Energien beider Konturen müssen, um die Konturen verglei-
chen zu können, invariant gegenüber Skalierung, Rotation und Translation
sein. Die in (4.23) dargestellte Energie hat diese Eigenschaften, wird mit der
Kraft ei berechnet und normalisiert mit dem durchschnittlichen Abstands-
schritt h = vi − vi−1.
Eint(vi) =
1
2
( |ei|
h
)2
(4.23)
Die interne Energie integriert damit Informationen über die Kontur. Die Ge-
samtenergie einer einzelnen Kontur wird folgendermaßen berechnet:
Esnake(vi) =
1
n
n−1∑
i=0
(λEint(vi) + (1− λ)Eext(vi)) (4.24)
Der Regulierungsparameter λ liegt zwischen 0 und 1. Falls λ = 1 ist, dann wird
die Kontur nur noch durch die internen Kräfte verformt und nimmt die Form
an, die durch die zwei Bedingungen (4.19) und (4.20) gegeben ist. Falls λ = 0
ist, wird die Kontur nur von den externen Kräften bewegt. Die Berechnung
von Eext(vi) wird in Abschnitt 4.5.5.1 weiter erläutert.
Implementierung der Dual Snakes Der Minimierungsprozess wird mit
dem Gradientenabstiegsverfahren durchgeführt. Während der Minimierung ist
es wichtig, dass sich die Konturpunkte nicht mehr als einen Pixel je Itera-
tion bewegen. Dieses hilft das Verfahren stabiler zu machen und es werden
alle wichtigen Bilddaten betrachtet. Fi ist der Vektor der externen Kräfte und
wird bei den Dual Snakes mit der Ableitung des kantenbasierten Bildfunk-
tionals − |∇I(x, y)| berechnet. In Abschnitt 4.5.5.1 wird erläutert, wie Fi bei
den Dual-GVF-Snakes berechnet wird. Die Konturpunkte werden mit Hilfe
folgender Gleichung zu einem Energieminimum bewegt:
vt+1i = v
t
i +
1
2
(λ
ei
h
+ (1− λ)Fi) + g(t) ui − v
t
i
|ui − vti|
(4.25)
wobei t die Anzahl der durchgeführten Iterationen ist und g(t) ui−v
t
i
|ui−vti| die Be-
rechnung der adaptive driving forces (s. Abschnitt 3.2.10), die mit der Funktion
g(t) gewichtet werden und ui und vi die beiden Konturen sind. In dieser Arbeit
wird g(t) = 0.2t als lineare Funktion deﬁniert.
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4.5 Kombination
In diesem Abschnitt wird beschrieben, wie die Kombination der Dual Snakes
mit den GVF-Snakes realisiert wurde und welche Erweiterungen notwendig
waren.
4.5.1 Verformung zweier Konturen
Im ersten Schritt der Verformung von zwei Konturen werden die korrespondie-
renden Punkte von u und v, wie in Abschnitt 4.5.3 erläutert, berechnet. Im
nächsten Schritt erfolgt die Optimierung der einen Kontur mittels der GVF-
Snakes. Anschließend werden die korrespondierenden Punkte neu berechnet
und der Minimierungsprozess der anderen Kontur wird durchgeführt. Im bes-
ten Fall haben beide Konturen das globale Minimum gefunden, welches mit der
Berechnung der mittleren quadratischen Abweichung des Abstandes der beiden
Kurven beurteilt wird. Damit ist die Zielkontur gefunden. Ist dieses nicht der
Fall und eine oder beide Konturen beﬁnden sich in einem lokalen Minimum,
werden die adaptive driving forces erhöht und die Kontur mit der höchsten
Gesamtenergie wird weiter verformt. Es werden wiederum die korrespondie-
renden Punkte berechnet und die Kontur verformt. Nach der Verformung wird
abgefragt, ob sich die Konturen im selben Minimum beﬁnden. Dieses wird so-
lange durchlaufen, bis das globale Minimum gefunden wird. In Abbildung 4.4
wird der Verformungsprozess von zwei Konturen schematisch dargestellt. In
Abschnitt 4.5.5 wird genauer erläutert, wie die Berechnung der Verformung
der Konturen erfolgt, bis ein stationärer Zustand gefunden wird.
4.5.2 Verformung dreier Konturen
Die Verformung von drei Konturen erfolgt analog zu der Verformung von zwei
Konturen. Der Unterschied besteht darin, dass erst alle drei Konturen verformt
werden und dann entschieden wird, welche der drei Konturen weiter verformt
wird. Der Verformungsprozess mit drei Konturen wird in Abbildung 4.5 dar-
gestellt.
4.5.3 Berechnung der korrespondierenden Punkte
4.5.3.1 Berechnung der korrespondierenden Punkte mit zwei Kon-
turen
Die korrespondierenden Punkte werden dafür benötigt, dass die Konturpunkte
mit den in Abschnitt 3.2.10 erläuterten adaptive driving forces in die Rich-
tung der Konturpunkte der anderen Kontur gezogen werden können. Gunn
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Abbildung 4.4: Übersicht über den Verformungsprozess von zwei Konturen
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Abbildung 4.5: Übersicht über den Verformungsprozess von drei Konturen
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und Nixon [31] verwenden bei den Dual Snakes die arc length correspondence,
erläutern diese aber nicht weiter. Für die Berechnung der korrespondierenden
Punkte von zwei Konturen gibt es mehrere unterschiedliche Möglichkeiten.
Ist eine schnelle Laufzeit erwünscht und ist bekannt, dass die Konturpunkte
in einer Liste im Uhrzeigersinn angeordnet sind und die Anzahl der Kontur-
punkte der inneren und äußeren Kontur identisch sind, dann wird ein belie-
biger Konturpunkt gewählt. Für diesen Konturpunkt wird der Punkt auf der
anderen Kontur gesucht, der am nächsten an diesem Konturpunkt liegt. Die
weiteren Punkte werden nach der Auﬂistung in der Konturliste den Punkten
der anderen Liste zugeordnet. Dabei ist aber nicht gewährleistet, dass auch alle
anderen Punkte auf der Kontur den nächsten Punkt auf der anderen Kontur
als korrespondierenden Punkt zugewiesen bekommen.
Tung [90] beschreibt ein Verfahren, das mit der symmetrischen k-nächsten-
Nachbar-Methode jedem Konturpunkt einen korrespondierenden Konturpunkt
zuordnet, der sowohl für den einen Konturpunkt als auch für den anderen Kon-
turpunkt der nächste Konturpunkt auf der anderen Kontur ist. Dieses Verfah-
ren ist aber rechenintensiv, da mehrfach die Listen der Konturpunkte durch-
laufen und weitere neue Punkte berechnet werden müssen. Auch ist es pro-
blematisch, dass sich die Anzahl der Konturpunkte während jedes Durchlaufes
erhöhen kann. So kann dieses Verfahren nur mit größeren Schwierigkeiten auf
das Modell der drei Startkonturen angewendet werden.
Eine andere Methode berechnet die Länge der Konturen mit der arc length
Methode und setzt die korrespondierenden Konturpunkte immer im gleichen
Abstand auf die Konturen. Damit ist zwar nicht gewährleistet, dass der Punkt
der einen Kontur den nächsten Konturpunkt der anderen Kontur als korrespon-
dierenden Konturpunkt zugewiesen bekommt, aber die Punkte werden auf der
Kontur mit gleichem Abstand verteilt und die korrespondierenden Kontur-
punkte ziehen die Kontur in die richtige Richtung. Die korrespondierenden
Punkte werden nicht für den Verformungsprozess der anderen Kontur verwen-
det. Dies hätte zur Folge, dass das Ergebnis der Segmentierung verfälscht wird.
Die in diesem Abschnitt beschriebenen Verfahren lassen sich auf die Aorten-
pathologie Aneurysma anwenden, jedoch nicht auf die Aortendissektion. Wäh-
rend der Verformung von zwei Konturen wird das erste Verfahren verwendet.
4.5.3.2 Berechnung der korrespondierenden Punkte mit drei Kon-
turen
Für die Segmentierung der Aortendissektion werden drei Initialisierungen ge-
setzt: eine Kontur möglichst außerhalb und zwei Konturen möglichst inner-
halb der beiden Lumen. Für die Berechnung der korrespondierenden Punkte
auf den jeweils anderen Konturen werden die Konturen in Segmente unterteilt
(s. Abbildung 4.6), damit die Konturen von den richtigen Abschnitten der
anderen Kontur angezogen werden. Für die Segmenteinteilung werden zwei
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Abbildung 4.6: Segmenteinteilung und Anordnung von zwei inneren Konturen
Punkt-Tripel benötigt, die die beiden kleinsten Dreiecke bilden und bei der die
Eckpunkte jeweils auf einer anderen Kontur liegen. Diese zwei Tripel werden
ermittelt, indem für die Punkte der äußeren Kontur jeweils der am nächsten
liegende Punkt der inneren Konturen berechnet wird. Beﬁndet sich der nahe
liegenste Konturpunkt des vorherigen Punktes der äußeren Kontur auf einer
anderen inneren Kontur, dann ist ein Tripel gefunden worden. Das andere Tri-
pel wird genauso berechnet. Die restlichen korrespondierenden Konturpunkte
werden mit Hilfe der zwei Tripel gefunden, indem die Segmente, wie in Abbil-
dung 4.6 dargestellt, aneinander gesetzt werden. Da die Konturen nach dem
Uhrzeigersinn angeordnet sind, können die Konturpunkte, wie im ersten Ver-
fahren des Abschnittes 4.5.3.1 beschrieben, ihre korrespondierenden Punkte
berechnen. Dabei ist zu beachten, dass die korrespondierenden Punkte der
beiden inneren Konturen im Uhrzeigersinn angeordnet sind und somit die An-
ordnung der Konturpunkte einer der beiden Konturen gegen den Uhrzeigersinn
in der Liste umsortiert wird. Eine weitere Schwierigkeit ist, dass die inneren
Konturen, die in Abbildung 4.6 als 1 und 2 benannt sind, auf zwei unter-
schiedliche Weisen angeordnet sein können. Wie in Abbildung 4.6 müssen die
Kontursegmente aneinander gesetzt werden.
4.5.3.3 Berechnung der korrespondierenden Punkte mit mehr als
drei Konturen
Es ist prinzipiell möglich die Dual-GVF-Snakes so zu erweitern, dass auch
drei und mehr Konturen gleichzeitig segmentiert werden können. Dafür muss
die Anzahl der Segmente angepasst und überlegt werden, wie die Objekte
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Abbildung 4.7: Korrespondierende Punkte
angeordnet sein können.
4.5.4 Abstand zwischen beiden inneren Konturen
In Abbildung 4.7 ist eine Aortendissektion abgebildet. Die Aortenwand Intima
ist bei dieser Aortenpathologie meist zwischen dem falschen und wahren Lumen
vorzuﬁnden. Um die Dicke der Wand zu berücksichtigen, muss ein gewisser Ab-
stand zwischen den beiden inneren Konturen vorhanden sein. Desweiteren ist
zu berücksichtigen, dass die Dicke der Membran zwischen den beiden Lumen
nicht durchgängig konstant ist. In dieser Arbeit wurde ein neues Verfahren
verwendet, das verhindert, dass eine Kontur an die falsche Seite der Aorten-
intima gezogen wird. Benutzt werden dafür die adaptive driving forces, die in
Abschnitt 3.2.10 beschrieben wurden. Die korrespondierenden Punkte der bei-
den inneren Konturen werden mit einem vordeﬁnierten Abstand in Richtung
der jeweils anderen Kontur gesetzt. Die Konturpunkte der aktuellen Kontur
werden mit den adaptive driving forces daher nicht mehr zu den Konturpunk-
ten der anderen Kontur gezogen, sondern zu den neu berechneten Punkten. In
Abbildung 4.7 werden in der Farbe rosa die korrespondierenden Punkte der
Kontur, die das wahre Lumen segmentieren sollen, dargestellt.
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4.5.5 Verformungsprozess
Im ersten Schritt des Verfahrens wird abgefragt, ob die Kontur, die verformt
werden soll, in Kontursegmente aufgeteilt wurde oder nicht. Wurde die Kontur
in Segmente unterteilt, werden die korrespondierenden Konturpunkte, so wie in
Abschnitt 4.5.4 beschrieben, versetzt. Zur Berechnung der Kontur nach einem
Iterationsschritt wird die folgende Gleichung benötigt:
vt+1i = v
t
i +
1
2
(λ
ei
h
+ (1− λ)fextgvf ) + g(t)fdriving + ξfdriving (4.26)
+
x∑
spring=1
(kspringfspring) +
y∑
volcano=1
(kvolcanofvolcano)
Dabei ist ξ die Gewichtung der adaptive driving forces fadaptive (s. Abschnitt
3.37) der verschobenen Punkte, x die Anzahl der gesetzten spring forces (s.
Abschnitt 3.16), die den gesetzten Radius kspring haben, und y ist die Anzahl
der gesetzten volcano forces (s. Abschnitt 3.18), die einen gesetzten Radius von
kvolcano haben. Falls sich ein Konturpunkt dadurch mehr als ein Pixel bewegt,
wird die Bewegung auf ein Pixel reduziert. Der Grund dafür ist, dass keine
globalen Minima übersprungen werden sollen. Die Gewichtung der adaptive
driving forces wird bei jeder Iteration erhöht, falls diese Kräfte einen Gewich-
tungswert größer als 0,1 haben. Die adaptive driving forces sind dafür da, dass
die Kontur aus dem lokalen Minimum herausgezogen wird. Bewegt sich die
Kontur mehr als 0,8 px, ändert sich der Wert des Gewichtungsparameters der
adaptive driving forces nicht und wird erst dann wieder verringert, wenn die
Energie der Kontur wieder geringer wird. Der Prozess der Verformung endet,
wenn ein stationärer Zustand erreicht worden ist (s. Abbildung 4.8).
4.5.5.1 Gesamtenergie
Der originale Dual Snakes Algorithmus benötigt zur Bestimmung, welche der
Konturen weiter verformt wird, die Kontur mit der geringsten Gesamtenergie.
Die Berechnung der Gesamtenergie erfolgt folgendermaßen:
Esnake(vi) =
1
n
n−1∑
i=0
(λEint(vi) + (1− λ)Eext(vi) + Edriving(vi) (4.27)
+
x∑
spring=1
kspringEspring(vi) +
y∑
volcano=1
kvolcanoEvolcano(vi))
In (4.27) ist Eext das externe Gradientenfeld der originalen Dual Snakes. Da die
externe Energie aber bei den Dual-GVF-Snakes nicht über das Gradientenfeld,
sondern über das gradient vector ﬁeld berechnet wird, ist es naheliegend, dass
die externe Energie auch von diesem gradient vector ﬁeld berechnet wird. Bei
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Abbildung 4.8: Verformungsprozess einer Kontur
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Abbildung 4.9: Energie des Gradientenfeldes und des gradient vector ﬁeld für
die unten abgebildeten Grauwerte eines Bildes
der Berechnung der Energie über das GVF ist die Energie Null, wenn sich die
Kontur in einem Gebiet ohne Kanten beﬁndet. Beﬁndet sich die Kontur in der
Nähe von Kanten, fällt der Wert der Energie zunächst ins Negative und steigt
wieder auf Null, wenn die Kontur in der Nähe oder an der Kante ist (s. Abbil-
dung 4.9). Daher ist es nicht möglich zu bestimmen, ob sich die Kontur an einer
Kante oder in einem Bereich mit geringen oder keinen Bildintensitätsschwan-
kungen beﬁndet. Vergleicht man dies mit der Energie des Gradientenfeldes,
erkennt man, dass die Energie an den Kanten am geringsten ist. Daher wird
zur Berechnung der Gesamtenergie das Gradientenfeld verwendet.
In Abbildung 4.10 wird in einem Beispiel dargestellt, wie sich die Energie
von zwei Konturen nach jedem abgeschlossenen Verformungsprozess (s. Ab-
schnitt 4.5.5) verhält. Die Gesamtenergie beider Konturen sinkt im jeweils
ersten Schritt, da die GVF-Snakes die Energie minimieren. In den nächsten
Verformungsprozessen wird jeweils die Kontur mit der höheren Energie weiter-
entwickelt und die Kontur verlässt das lokale Minimum. Dabei kann es sein,
dass die Energie steigt, da die Kontur von einem lokalen Minimum in ein an-
deres lokales Minimum gezogen wird. Die Kontur wird solange weiterverformt,
bis die Gesamtenergie der Kontur geringer ist als die der anderen Kontur.
Damit fällt die Gesamtenergie beider Konturen kontinuierlich. Falls die Ge-
samtenergie beider Konturen dieselbe ist, kann es sein, dass sich die Konturen
im selben Minimum beﬁnden. Da die Energie aber auch durch Zufall dieselbe
sein kann, werden nicht die Gesamtenergien, sondern die Abstände der Kon-
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Abbildung 4.10: Energie der Dual Snakes in Abhängigkeit der Iterationsschrit-
te
turen als Abbruchkriterium verwendet. Zur Beurteilung der Lage der beiden
Konturen u und v zueinander wird die mittlere quadratische Abweichung des
euklidischen Abstandes d von den korrespondierenden Konturpunkten von u
und v berechnet:
σ2 =
1
n
n∑
i=1
(di − d)2 (4.28)
4.5.5.2 Verringerung der adaptive driving forces
Die adaptive driving forces werden folgendermaßen berechnet:
fdriving = g(t) · ui − v
t
i
|ui − vti|
(4.29)
Diese Kräfte werden bei den Dual-GVF-Snakes zu einem anderen Zeitpunkt
als bei den Dual Snakes verringert. Bei den Dual-GVF-Snakes wird zur Be-
rechnung der Gesamtenergie das gradient vector ﬁeld verwendet. Daher ist zu
beachten, dass man die adaptive driving forces nicht wie bei den originalen Du-
al Snakes verwenden kann. Bei den Dual Snakes werden die adaptive driving
forces solange erhöht, bis die Bewegung der Kontur größer als ein gesetzter
threshold ist. Wenn die Gesamtenergie abnimmt, also die Kontur nicht mehr
von den externen Kräften in das globale Minimum gezogen wird, werden die
adaptive driving forces verringert.
In Abbildung 4.9 wird die Energie des gradient vector ﬁeld eines 1D Bildes
dargestellt. Diese Energie lässt Rückschlüsse auf das Verhalten der Kräfte der
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Abbildung 4.11: Wirkung der volcano forces
GVF-Snakes, die die Kontur verformen, ziehen. Die Kräfte des GVF ziehen
die Kontur von weitem zu einer Kante. Am stärksten ist die Anziehungskraft,
wenn die Snake nahe der Kante ist. An der Kante selbst ist die Anziehungskraft
Null. So müssen die adaptive driving forces wie bei den originalen Dual Snakes
erhöht werden, dürfen aber nicht entfernt werden, wenn sich die Gesamtenergie
der Kontur verringert. Ansonsten tritt der Fall ein, dass die Kontur wieder von
der Kante angezogen wird und zu dem vorherigen globalen Minimum zurück-
kehrt. Erst wenn sich die Kontur nicht mehr in dem Einzugsbereich der Kräfte,
die die Kontur wieder zu dem vorherigen Minimum ziehen, beﬁndet, werden
die adaptive driving forces entfernt. Die Kontur beﬁndet sich nicht mehr in
dem Einzugsbereich, wenn die Gesamtenergie wieder steigt.
4.5.5.3 Spring forces und volcano forces
So wie bei den klassischen Snakes können durch Benutzerinteraktionen volcano
und spring forces verwendet werden. Die spring forces werden in ihrer klas-
sischen Form angewendet. Bei den volcano forces treten aber Probleme auf,
sobald der Ausgangspunkt der volcano forces zwischen der äußeren und der
inneren Kontur gesetzt wird (s. Abbildung 4.11). Die volcano forces drücken
die innere Kontur von der äußeren Kontur weg. Daher dürfen die volcano forces
nur auf eine Kontur wirken, die vom Anwender deﬁniert wird.
4.6 Initialisierung
Für die Initialisierung werden Kreise verwendet, die sich innerhalb und au-
ßerhalb des gesuchten Objektes bzw. der gesuchten Objekte beﬁnden. Falls
ein Aortenaneurysma oder eine Aorta ohne Pathologie vorliegt, wird mit zwei
Startkonturen initialisiert und falls eine Aortendissektion vorliegt, wird eine
Kontur außerhalb und zwei weitere Konturen innerhalb des falschen und des
wahren Lumens gelegt (vgl. Abbildung 4.12).
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Abbildung 4.12: CTA Aufnahmen der Aorta, Aortenaneurysma und der Aor-
tendissektion mit Initialisierung
4.7 Übersicht über Parametereinstellungen
In der folgenden Tabelle werden alle Parametereinstellungen für die Dual-GVF-
Snakes aufgelistet.
Parameter Beschreibung Formel Default-
wert
Externe Kräfte/Energien
σ1 Die Standardabweichung σ1wird für die
Berechnung von Eline benötigt, da das
Bild mit einem Gaußﬁlter geglättet wird.
- 1
σ2 Die Standardabweichung σ2 wird zur
Berechnung der Gradienten des
Kantenenergiebildes ∇I benutzt, welches
die Bildkräfte dargestellt.
- 1
σ3 Die Standardabweichung σ3 wird zur
Berechnung des Laplace-Operators
benutzt.
- 0,5
Eedge Je höher der Wert des
Gewichtungsparameters, desto stärker
wird die Kontur an Kanten gezogen.
(3.6) 6
Eline Falls der Wert positiv ist, wird die
Kontur an weiße Kanten angezogen,
ansonsten an schwarze.
(3.5) 0
Eterm Je höher der Wert des
Gewichtungsparameters, desto stärker
wird die Kontur zu Ecken gezogen.
(3.7) 0
Giter Anzahl der iterativen Neuberechnungen
des GVFs, welches das GVF verbreitert.
(4.4) und
(4.5)
1
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Parameter Beschreibung Formel Default-
wert
µ Der Gewichtungsparameter µ muss auf
die Stärke des Rauschens abgestimmt
werden.
(4.4) und
(4.5)
0,6
Interne Kräfte/Energie
λ λ liegt zwischen 0 und 1 und gewichtet
bei einem niedrigeren Wert als 0.,5 die
externe Energie stärker, ansonsten die
interne Energie.
(4.24) 0,5
Weitere Parameter
Iterationen Anzahl der Iterationen während einer
Minimierung.
- 500
ξ Gewichtung der adpative driving forces
zwischen den beiden inneren
Kontursegmenten.
ξfdriving 0,9
d d ist die Distanz der korrespondierenden
Punkte zur aktuellen Kontur.
(4.28) 5
Initialisierung
Ro Radius der äußeren Kontur - 10
Ri1 Radius der ersten inneren Kontur - 10
Ri2 Radius der zweiten inneren Kontur - 10
Zusätzliche Kräfte
kspring Gewichtungsparameter der spring forces (4.27) und
(4.26)
5
kvolcano Gewichtungsparameter der volcano forces (4.27) und
(4.26)
5
volcano
Kontur
Der Parameter gibt an, welche der drei
Konturen von den volcano forces
beeinﬂusst werden.
- -
4.7.1 Matlab-Implementierung von GVF-Snakes
In dieser Arbeit wird zur Berechnung des gradient vector ﬁeld die Matlab-
Implementierung der GVF-Snakes von Kroon [49] benutzt. Die GVF-Snakes
verwenden die interne Energie der klassischen Snakes und das externe gradient
vector ﬁeld für die externe Energie. Kroon hat die externen Energien mit den
balloon forces von Cohen [16] erweitert. Die balloon forces werden bei den
Dual-GVF-Snakes nicht benötigt, da die adaptive driving forces (s. Abschnitt
3.2.10.1) die Kontur aus einem lokalen Minimum ziehen.
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Kapitel 5
Evaluation und Ergebnisse
In diesem Kapitel werden zunächst die Kriterien deﬁniert, nach denen die
Dual-GVF-Snakes beurteilt werden. Danach werden sowohl die Segmentie-
rungsergebnisse der synthetischen als auch der klinischen Bilder mit den Dual-
GVF-Snakes beschrieben und diskutiert. Verglichen werden die Segmentie-
rungsergebnisse der Dual-GVF-Snakes mit denen der GVF-Snakes und der
AB-Snakes.
5.1 Evaluationsziel und Evaluationsmethode
Zur Evaluierung werden Objekte in Bildern segmentiert, die in den Abbil-
dungen 4.1 und 5.1 dargestellt sind. Die Bilder beinhalten unterschiedliche
Schwierigkeiten. So sind in der Abbildung 5.1 synthetisch hergestellte Bilder
eines parametrischen Modells dargestellt, dessen Form konkave und konvexe
Elemente beinhalten. Es gibt drei verschiedene Hintergründe (HG), einen mit
einem konstanten homogenen Grauwert, einen mit einem linearen und einen
mit einem sinusförmigen Grauwertverlauf. Die Bilder sind mit unterschiedlich
starkem additiven Gaußrauschen versehen. Je größer die Standardabweichung
σn der Gaußverteilung ist, desto stärker ist das Bild verrauscht. Zusätzlich
wird ein weiteres synthetisches Bild (Abbildung 5.2) mit zwei Objekten für die
Evaluation verwendet. Dieses synthetische Bild beinhaltet das gleiche Objekt
wie die anderen Bilder, hat kein Rauschen und einen linearen Grauwertverlauf.
Zusätzlich existiert ein ovales Objekt mit Kanten, die einen höheren Gradien-
tenbetrag haben als das andere Objekt.
In Abbildung 4.1 sind axiale CTA-Aufnahmen von der Aorta und verschie-
dene Aortenpathologien abgebildet. Die Schwierigkeit, die Objekte in diesen
Bildern zu segmentieren, liegt darin, dass alle Bilder verrauscht sind und dass
in der Umgebung der Aorta Strukturen vorhanden sind, die die gleichen In-
tensitäten und ähnliche Formen haben wie die Aorta. Die Aortendissektion
kann außerdem noch deutlich unterschiedliche Intensitäten zwischen den bei-
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Abbildung 5.1: Testbilder mit unterschiedlichem Rauschen
Abbildung 5.2: Synthetisch erstelltes Bild mit zwei Objekten
den Lumen aufweisen und es kann sein, dass die Membran zwischen den Lumen
schwer erkennbar ist, da ein ﬂießender Übergang zwischen einem Lumen und
der Membran existiert. Die Form der Aortendissektion kann stark variieren,
sodass die Snake unter anderem konvexe und konkave Objekte segmentieren
muss.
Zur Auswertung wird der Abstand zwischen den Segmentierungsergebnis-
sen und einer Referenzkontur, die manuell segmentiert wurde, berechnet. Zu
beachten ist, dass nicht der Abstand der manuellen Segmentierungspunkte
b und der automatischen Segmentierungspunkte vi verwendet werden kann,
da die Punkte verschoben zueinander liegen können (s. Abbildung 5.3). Um
den kürzesten Abstand zwischen den Konturen vi und b zu ermitteln, wird
für jeden Punkte der aktuellen Kontur der Abstand zwischen diesem und der
Geraden berechnet, die von den beiden benachbarten Punkten der Kontur b
aufgespannt wird.
Weiterhin ist zu beachten, dass die manuelle Segmentierung nur pixelgenau,
aber der Algorithmus subpixelgenau segmentiert. In Abbildung 5.4 wird dies
veranschaulicht, indem die manuell segmentierte Kontur (blaue Rechtecke) nur
natürliche Zahlen und die automatische Kontur (grüne Punkte) auch reelle
Zahlen annehmen kann. Das bedeutet, dass bei einem Abstand < 1 die Ob-
jektkonturen nahe beieinander liegen.
Für die Auswertung der Ergebnisse wird der arithmetische Mittelwert aller
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Abbildung 5.3: Abstand zwischen Konturpunkten
Abstände berechnet, der wie folgt aussieht:
d =
1
n
n∑
i=1
min(vi,b) (5.1)
wobei min(vi,b) die geringste Distanz zwischen dem Punkt vi und der manu-
ell segmentierten Kontur b ist und n die Anzahl der Punkte der automatisch
generierten Kontur. Der arithmetische Mittelwert der Abstände allein ist nicht
aussagekräftig. So kann das arithmetische Mittel einer Kontur einen höheren
Wert haben, falls die segmentierte Kontur durchgängig einen gewissen Abstand
zur Referenzkontur hat. Daher werden zur Auswertung noch die Standard-
abweichung σd, der kleinste und der größte Abstand dmin bzw. dmax für die
Auswertung hinzugezogen. Die Standardabweichung σd wird folgendermaßen
berechnet:
σd =
(
1
n− 1
n∑
i=1
(di − d)2
) 1
2
(5.2)
Als Startkontur wird jeweils ein Kreis gesetzt, der sich möglichst innerhalb
bzw. außerhalb des gesuchten Objektes beﬁndet.
5.2 Parametereinstellungen
In Tabelle 5.1 werden die für die Evaluation benutzten Parametereinstellun-
gen aufgelistet. Für die Vergleichbarkeit der Ergebnisse erhalten die Parameter
möglichst die gleichen Werte. Spezielle Parameter müssen aber angepasst wer-
den. So müssen auf Grund von starken oder schwachen Kontrasten an den
Objektkanten die Parameter der Kantenkräfte Eedge und der GVF Iteratio-
nen Giter angepasst werden. Wird der Parameter für die Kantenkräfte für den
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Abbildung 5.4: Pixelgenaue manuelle und subpixelgenaue automatische Seg-
mentierung
Parameter Synthetische Bilder Klinische Bilder
Externe Energien/Kräfte
σ1 1 1
σ2 1 1
σ3 0,5 0,5
Eedge 6 15 (Aorta/
Aortenaneurysma) bzw.
200 (Aortendissektion)
Eline 0 0
Eterm 0 0
µ 0,5 0,5
Giter 4 1
Interne Energien/Kräfte Dual-GVF-Snakes
λ 0,5 0,5
Erhöhung der
Gewichtung der
adaptive driving
forces
0,5 0,5
Gewichtung der
adaptive driving
forces zwischen den
Objekten
0,9 0,9
Tabelle 5.1: Parametereinstellungen
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Abbildung 5.5: Manuell segmentierte Lumen zu unterschiedlichen Zeitpunkten
(rote und blaue Kontur); links Segmentierung des wahren Lumens und rechts des
falschen Lumens
d σd dmin dmax
Wahres Lumen 0,20 0,40 0 1
Falsches Lumen 0,21 0,42 0 2
Mittelwert 0,20 0,41 0 1,5
Tabelle 5.2: Mittelwert und Standardabweichung der manuell segmentierten
Konturen in Pixel (px)
Bildkontrast zu klein gewählt, ﬁndet die Energieminimierung kein Minimum.
Wird dieser Parameter zu groß gewählt, werden starke Kräfte auf die Kontur-
punkte ausgeübt, die bewirken, dass die Konturpunkte springen, aber keine
Objektkanten segmentiert werden können. Der Parameter Giter muss auf den
Bildkontrast angepasst werden, da bei einer zu hohen Anzahl von Iterationen
Kanten mit einem schlechten Kontrast nicht erkannt werden.
5.3 Vergleich von manuellen Segmentierungser-
gebnissen
Jede manuelle Segmentierung sieht anders aus. Selbst bei der mehrmaligen
Segmentierung desselben Objektes vom derselben Person sind Unterschiede zu
erkennen. In Abbildung 5.5 sind die Segmentierungsergebnisse einer Aorten-
dissektion dargestellt. Die rote Kontur ist an einem anderen Tag als die blaue
Kontur von derselben Person segmentiert worden. Man erkennt in der Segmen-
tierung des falschen Lumens (rechts), dass bei der ersten Segmentierung Pixel,
die innerhalb des Objektes am Rand liegen, markiert hat und eine Woche spä-
ter Pixel, die außerhalb des Objektes am Rand liegen, als Zielkontur deﬁniert
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interne Energien/Kräfte GVF-Snakes
α 0,03
β 0,03
δ Kontur liegt innerhalb des
gesuchten Objektes→ -0,1
ansonsten 0,1
κ 4
Table 5.3: Parameter der GVF-Snakes
hat. Zur besseren Einschätzung der Ergebnisse der automatischen Segmen-
tierung werden daher der maximale Abstand dmax, der Mittelwert d und die
Standardabweichung dσ der Abstände der manuell segmentierten Konturen, die
in Tabelle 5.2 dargestellt sind, hinzugezogen. So beträgt der größte arithmeti-
sche Mittelwert in Pixel (px) d = 0, 2 px und die größte Standardabweichung
σd = 0, 41 px. Der größte Abstand zwischen den beiden Konturen beträgt
dmax = 2 px.
5.4 Synthetische Bilder
In den Abbildungen 5.6, 5.7 und 5.8 sind die Ergebnisse der Segmentierung
der synthetischen Bilder mit Hilfe der GVF-Snakes und der Dual-GVF-Snakes
abgebildet. Die blaue Linie ist die Referenzkontur und die rote Linie die au-
tomatisch segmentierte Kontur. Für den Vergleich der Segmentierungsverfah-
ren werden die gleichen Parametereinstellungen wie bei den Dual-GVF-Snakes
verwendet. Da aber eine andere interne Energie bzw. andere interne Kräf-
te verwendet werden, müssen Parametereinstellungen aus Tabelle 5.3 für die
GVF-Snakes gesetzt werden. Dabei ist zu beachten, dass der Parameter δ, der
die Balloon-Kräfte gewichtet, jedes Mal auf die Lage der Initalisierung ange-
passt werden muss. Falls die Initialisierung innerhalb des Objektes erfolgt ist,
so muss δ mit (−1) multipliziert werden. Dies ist der Grund, warum bei den
GVF-Snakes unterschieden wird, ob die Startkonturen innerhalb oder außer-
halb des gesuchten Objektes gesetzt wurden.
5.4.1 Ergebnisse der synthetischen Bilder mit einem Ob-
jekt
In den Abbildungen 5.6 und 5.7 und der Tabelle 5.4 werden die Ergebnisse
der Segmentierung der Testbilder mit einem Objekt dargestellt. Man erkennt,
dass alle Ergebniskonturen sowohl bei den GVF-Snakes als auch bei den Dual-
GVF-Snakes nahe an der Referenzkontur liegen. Auch die Mittelwerte und die
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σn= 0, linearer HG σn= 20, linearer HG
Originalbild
GVF-Snakes :
innere
Startkontur
GVF-Snakes :
äußere
Startkontur
Dual-GVF-
Snakes
Abbildung 5.6: Ergebnisse der Segmentierung von synthetischen Bildern mit
einem Objekt; die blaue Kontur ist die Referenzkontur und die rote die automa-
tisch generierte Kontur
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σn= 20, sinusförmiger HG σn= 20, konstanter HG
Originalbild
GVF-Snakes :
innere
Startkontur
GVF-Snakes :
äußere
Startkontur
Dual-GVF-
Snakes
Abbildung 5.7: Ergebnisse der Segmentierung von synthetischen Bildern mit
einem Objekt; die blaue Kontur ist die Referenzkontur und die rote die automa-
tisch generierte Kontur
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Bild σn= 0,
linearer
HG
σn= 20,
linearer
HG
σn= 0,
sinusförmi-
ger
HG
σn= 0,
konst.
HG
Mittelwert
GVF-Snakes; Startkontur innen
d 0,420 0,331 0,381 0,333 0,366
dmin 0,005 0,003 0,001 0,002 0,003
dmax 1,243 1,028 1,553 0,903 1,182
σd 0,306 0,244 0,335 0,243 0,282
GVF-Snakes; Startkonur außen
d 0,329 0,527 0,613 0,542 0,503
dmin 0,001 0,009 0,003 0,009 0,005
dmax 1,001 1,684 2,710 2,489 1,971
σd 0,265 0,374 0,540 0,394 0,393
Dual-GVF-Snakes
d 0,379 0,325 0,466 0,449 0,405
dmin 0,005 0.000 0,000 0,000 0,001
dmax 1,057 1,495 1,801 1,332 1,421
σd 0,279 0,325 0,397 0,334 0,334
Tabelle 5.4: Werte der Abstandsberechnung zwischen Referenzkontur und
GVF-Snakes bzw. Dual-GVF-Snakes Segmentierung von den synthetisch erstell-
ten Bildern mit einem Objekt in Pixel
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Standardabweichungen der Abstände zur manuellen Segmentierung bestätigen
dieses, da die Werte in dem Bereich von 0.2 bis 0.5 px liegen. Diese Werte sind
kleiner 1, was bedeutet, dass die Konturen sehr nahe an der Referenzkontur
liegt. Auch der größte Abstand zur Referenzkontur beträgt 2.708 px und ist
damit nur 0.7 px weiter von der Referenzkontur entfernt, als die beiden manuell
segmentierten Konturen voneinander entfernt sind (s. Tabellen 5.2 und 5.4).
Anhand des Mittelwertes, des maximalen Abstandes und der Standardab-
weichung, die in der Tabelle 5.4 dargestellt sind, erkennt man, dass sowohl die
Segmentierungsergebnisse der Dual-GVF-Snakes als auch die der GVF-Snakes
nicht so nahe an der Referenzkontur liegen wie in dem Bild ohne Rauschen.
Desweiteren beeinﬂusst auch der Grauwertverlauf des Bildes die Kanten des
Objektes. Bei einem konstanten Grauwert liegen die Segmentierungsergebnisse
beider Konturen nahe an der Referenzkontur, während bei dem sinusförmigen
HG beide Verfahren durch diesen beeinﬂusst werden.
Die GVF-Snakes mit der Kontur innerhalb des Objektes liegt durchschnitt-
lich am nächsten an der Referenzkontur, während die GVF-Snakes mit der
Kontur außerhalb bei starkem Rauschen und unterschiedlichen HGs weiter
von der Referenzkontur abweichen. Die Segmentierungsergebnisse der Dual-
GVF-Snakes liegen durchschnittlich nicht so nahe an der Referenzkontur wie
die der GVF-Snakes mit der Startkontur innerhalb, aber näher an der Refe-
renzkontur als die GVF-Snakes mit der Startkontur außerhalb. Da die Region
innerhalb des Objektes homogener ist als die Region außerhalb des Objek-
tes, ﬁndet die Energieminimierung der inneren Kontur kein lokales Minimum,
sondern das globale Minimum. Die schlechten Durchschnittswerte der Dual-
GVF-Snakes entstehen dadurch, dass die Kontur insgesamt um einen Pixel
zur Referenzkontur verschoben ist. Außerdem erkennt man in den visuellen
Ergebnissen, dass die Kontur in konvexen Objektabschnitten im Vergleich zu
den GVF-Snakes (Startkontur innen) keine Ausreißer-Konturpunkte hat.
5.4.2 Ergebnisse der synthetischen Bilder mit zwei Ob-
jekten
In Abbildung 5.8 werden die Segmentierungsergebnisse von einem synthetisch
hergestellten Bild mit zwei Objekten dargestellt. Dabei wurde bei den GVF-
Snakes eine Startkontur außerhalb der beiden Objekte gesetzt, eine innerhalb
des ovalen Objektes und eine Kontur innerhalb des Objektes mit konkaven
Formen. Das Verfahren der Dual-GVF-Snakes hat die gleichen Startkonturen
wie die GVF-Snakes, werden aber alle gleichzeitig während des Minimierungs-
prozesses der Dual-GVF-Snakes benötigt und erstellt.
5.4. SYNTHETISCHE BILDER 87
GVF-Snakes
Dual-GVF-Snakes
Abbildung 5.8: Segmentierungsergebnisse der synthetischen Bilder mit GVF-
Snakes mit zwei Objekten und drei unterschiedlichen Startkonturen, die unter-
schiedliche Parametereinstellungen haben, und gleichzeitig erstellte Segmentie-
rungsergebnisse der Dual-GVF-Snakes mit den gleichen Parametereinstellungen
σn= 0,
linearer HG
Äußere
Kontur
Innere
Kontur
Objekt
Innere
Kontur
Kreis
Mittelwert
GVF-Snakes
d 0,431 0,430 0,331 0,387
dmin 0,001 0,004 0,001 0,002
dmax 3,674 3,564 1,971 2,254
σd 0,585 0,533 0.282 0,382
Dual-GVF-Snakes
d 0,452 0,406 0,395 0,418
dmin 0,000 0,006 0,000 0,002
dmax 4,019 2,035 1,112 2,389
σd 0,539 0,333 0,308 0,393
Tabelle 5.5: Werte der Abstandsberechnung zwischen manueller, GVF-Snakes
und Dual-GVF-Snakes Segmentierung von den synthetisch erstellten Bildern mit
zwei Objekten in Pixel (px)
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5.4.2.1 Ergebnisse GVF-Snakes
Das Ergebnis der Segmentierung mittels der GVF-Snakes mit einer Kontur,
die außerhalb der beiden Objekte liegt, beinhaltet beide Objekte, aber auch
den Raum zwischen den beiden Objekten. Die Kontur nähert sich von außen
an die Kante und ﬁndet ein Minimum an den Objektkanten und zwischen den
beiden Kanten der beiden Objekte. Da die Kontur aber keine topologischen
Veränderungen durchführen kann, wird die Kontur zwar durch die externen
Kräfte in den Zwischenraum der beiden Objekte gezogen, doch die inneren
Kräfte verhindern, dass sich die Kontur in zwei Konturen auftrennt. Die GVF-
Snakes können die Ellipse ohne Probleme segmentieren, da an den Kanten
ein starker Gradientenbetrag vorzuﬁnden ist und die Textur der Ellipse homo-
gen ist. Das Objekt mit den konkaven und konvexen Strukturen wird in den
synthetischen Bildern ohne Probleme segmentiert. Durch die Ellipse, dessen
Kante einen stärkeren Gradientenbetrag hat, wird die Kontur des Objektes
von der Kante der Ellipse angezogen und überschreitet die Kontur des gesuch-
ten Objektes (s. Tabelle 5.8). Dass die Zielkontur in einem Bereich von der
Referenzkontur entfernt liegt, erkennt man auch an dem maximalen Abstand
dmax = 3.564 der inneren Kontur des Objektes mit konkaven und konvexen
Strukuren und den ansonsten niedrigen Werten der Standardabweichung und
des Mittelwertes (s. Tabelle 5.5).
5.4.2.2 Ergebnisse Dual-GVF-Snakes
Sowohl die Ellipse als auch das Objekt mit den konkaven und konvexen Ab-
schnitten werden mit den Dual-GVF-Snakes ohne Probleme gleichzeitig seg-
mentiert. Für den Minimierungsprozess der drei gesetzten Konturen werden
immer die gleichen Parameter verwendet. Betrachtet man die drei Zielkontu-
ren einzeln, so haben die Konturen, die innerhalb des Objektes gesetzt wurden,
die beiden Objekte segmentiert. Damit die Kontur, die innerhalb des Objek-
tes mit konkaven und konvexen Abschnitten gesetzt wurde, die Kontur des
Objektes nicht überschreitet, wirken während des Minimierungsprozesses die
modiﬁzierten adaptive driving forces entgegen der Anziehungskraft des star-
ken Gradientenbetrags der anderen Kontur (s. Abschnitt 4.5.4). Das Segmen-
tierungsergebnis der äußeren Kontur beinhaltet die beiden Objekte und auch
den Bereich zwischen den beiden Objekten. Daher ist das Ergebnis ähnlich
dem Ergebnis der GVF-Snakes mit der äußeren Initialisierung. Zwei Faktoren
des Minimierungsprozesses beeinﬂussen die äußere Kontur: die adaptive dri-
ving forces und die Aufteilung der Konturen in Segmente. Wie in Abschnitt
4.5.3.2 beschrieben wird die Kontur in Segmente aufgeteilt um damit die kor-
respondierenden Punkte zu berechnen. Durch die adaptive driving forces wird
die äußere Kontur zu den korrespondierenden Punkten und damit nicht in den
Zwischenraum gezogen.
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Abbildung 5.9: Parametereinstellungen der AB-Snakes
5.4.3 Vergleich GVF-Snakes und Dual-GVF-Snakes
Sowohl die GVF-Snakes als auch die Dual-GVF-Snakes haben keine Probleme
die synthetisch hergestellten Bilder mit einem Objekt zu segmentieren. Dieses
ist sowohl in der Visualisierung der Konturen (s. Abbildungen 5.6 und 5.7)
als auch in den Abstandswerten zu erkennen (s. Tabelle 5.4). Probleme treten
bei den GVF-Snakes auf, sobald zwei Objekte unterschiedlich hohe Gradien-
tenbeträge aufweisen und die Objekte nahe aneinander liegen. Dabei wird das
Objekt mit einem hohen Gradientenbetrag an der Kante gut segmentiert, aber
bei der Objektkante mit einem niedrigeren Gradientenbetrag wird die Kon-
tur zur Kante des anderen Objektes gezogen. Dieses Problem wurde bei den
Dual-GVF-Snakes durch die Segmentaufteilung und durch die modiﬁzierten
adaptive driving forces verringert.
5.4.4 AB-Snakes
Die AB-Snakes wurden von Andrey und Boudier [5] entwickelt und in Ab-
schnitt 3.2.5 erläutert. Das hier verwendete Programm wurde von Andrey und
Boudier in ImageJ implementiert. Für die Implementierung werden die Pa-
rameter, die in Abbildung 5.9 dargestellt sind, benötigt. Die AB-Snakes seg-
mentieren die Objekte in den synthetisch hergestellten Bildern gut. Die in Ab-
bildung 5.10 segmentierten Objekte wurden mit den Parametereinstellungen
aus Abbildung 5.9 segmentiert. Lediglich der gradient threshold wurde ange-
passt (s. Beschriftung der Abbildung 5.10) und die Anzahl der Iterationen
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Abbildung 5.10: Segmentierungsergebnisse mit AB-Snakes
Abbildung 5.11: Segmentierungsergebnis der AB-Snakes eines verrauschten
Bildes mit einem gradient treshold 40, 10 Iterationen
auf 10 gesetzt. Problematisch ist aber das Setzen der passenden Parameter
besonders bei verrauschten Bildern. In Abbildung 5.11 wird als Beispiel ein
Segmentierungsergebnis eines verrauschten Bildes dargestellt, das mit den in
Abbildung 5.9 angegebenen Parametern, einem gradient threshold von 40 und
10 Iterationsschritten, segmentiert worden ist. Dabei ist zu erkennen, dass auf
Grund des falschen gradient threshold, der im Bereich von 100 liegen sollte,
die Konturpunkte immer wieder ein Minimum ﬁnden. Das gesuchte lokale Mi-
nimum der Objektkontur wird nicht gefunden. Für den Anwender ist es in
dem Fall unintuitiv zu erkennen, welche der Parameter falsch eingestellt sind
und wie diese verbessert werden können. Besonders schwierig ist die richtige
Parametereinstellung bei den klinischen Bildern zu ﬁnden, daher wurden die
Segmentierungsergebnisse der klinischen Bilder nicht weiter evaluiert.
5.5 Klinische Bilder
Die Segmentierungsergebnisse der klinischen Bilder werden wie die syntheti-
schen Bilder visuell dargestellt und es werden die Abstände zu der Referenz-
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Bild Aorta Aorten-
aneurysma
Mittelwert
GVF-Snakes; Startkontur innen
d 0,653 0,331 0,492
dmin 0,001 0,001 0,001
dmax 6,167 6,105 6,136
σd 0,776 0,951 0,863
GVF-Snakes; Startkontur außen
d 0,674 5,752 3,213
dmin 0,001 0,016 0,009
dmax 3,969 41,510 22,739
σd 0,757 6,442 3,600
Dual-GVF-Snakes
d 0,430 0,635 0,533
dmin 0,003 0,003 0,003
dmax 2,784 5,528 4,156
σd 0,398 0,772 0,585
Tabelle 5.6: Werte der Abstandsberechnung zwischen manueller, GVF-Snakes
und Dual-GVF-Snakes Segmentierung der klinischen Bilder einer Aorta und ei-
nes Aortenaneurysmas in Pixel (px)
kontur angegeben.
5.5.1 Klinische Bilder mit einem Lumen
5.5.1.1 Ergebnisse GVF-Snakes
Die GVF-Snakes kann Objekte mit Kanten, die einen starken Gradienten-
betrag haben, und einer Startkontur innerhalb einer homogenen Region mit
kleineren Problemen segmentieren (s. Tabelle 5.12, linke Spalte). Soll aber ein
Objekt segmentiert werden, welches an den Kanten einen schwachen Gradien-
tenbetrag hat und außerdem in der Nähe von Strukturen liegt, deren Kanten
einen höheren Gradientenbertrag haben, konvergiert das Minimierungsverfah-
ren in einem lokalen Minimum. Dieses Minimum ist in dem Segmentierungser-
gebnis des Aortenaneurysmas mit einer Startkontur außerhalb des Lumens zu
erkennen (s. Abbildung 5.12). Da die Bildkante der Lunge einen hohen Gradi-
entenbetrag hat, wird die Kontur von weitem zu der Kante der Lunge gezogen.
Durch die internen Kräfte wird auch der Rest der Kontur beeinﬂusst und über-
schreitet Kanten des Lumens. Die Kontur entfernt sich bis zu dmax = 41 px
von der Referenzkontur und auch die Standardabweichung dσ = 6, 442 px
und der Mittelwert d = 5, 5752 px zeigen, dass sich die Kontur weit von der
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Aorta Aortenaneurysma
Originalbild
GVF-Snakes :
innere
Startkontur
GVF-Snakes :
äußere
Startkontur
Dual-GVF-
Snakes
Abbildung 5.12: Ergebnisse der Segmentierung von klinischen Bildern einer
Aorta und eines Aortenaneurysmas; die blaue Kontur ist die Referenzkontur
und die rote die automatisch generierte Kontur
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Referenzkontur entfernt beﬁndet (s. Tabelle 5.6). Auch bei Versuchen mit un-
terschiedlich vielen Iterationen des gradient vector ﬁeld und der Kantenenergie
Eedge konnte dieses Problem nicht gelöst werden.
5.5.1.2 Ergebnisse Dual-GVF-Snakes
Sowohl das Segmentierungergebnis der Aorta als auch des Aortenaneurysmas
mittels der Dual-GVF-Snakes liegt nahe an der Referenzkontur (s. Abbildung
5.12). Schon während des Verformungsprozesses erkennt man, dass die äußere
Kontur nicht zu den hohen Gradientenbeträgen der Kanten der Lunge ange-
zogen wird. Durch die adaptive driving forces wird die Kontur zur inneren
Kontur gezogen. Nur in Fällen, bei denen hohe Gradientenbeträge sich in un-
mittelbarer Nähe der Startkontur beﬁnden, kann es sein, dass die Kontur von
der Kante angezogen wird und damit die Kontur nach außen verformt wird.
5.5.1.3 Vergleich GVF-Snakes und Dual-GVF-Snakes
Sowohl die GVF-Snakes als auch die Dual-GVF-Snakes haben Probleme Ob-
jekt zu segmentieren, deren Kanten einen niedrigeren Gradientenbetrag als
Kanten anderer Objekte, die sich in der Nähe des gesuchten Objektes beﬁn-
den, aufweisen. Die Kontur wird zu der Kante mit dem höheren Gradienten-
betrag gezogen. Dieses erkennt man sowohl im Segmentierungsergebnis der
GVF-Snakes mit einer inneren Startkontur als auch im Ergebnis der Dual-
GVF-Snakes (s. Abbildung 5.12). Der Vorteil der Dual-GVF-Snakes ist aber,
dass durch die innere und äußere Kontur und der adaptive driving forces der
Bereich, in dem sich die gesuchte Kontur beﬁndet, eingeschränkt wird und da-
mit die Kontur nicht zu Kanten mit starkem Gradientenbetrag weit außerhalb
des gesuchten Objektes gezogen wird. Desweiteren erkennt man, dass die Kon-
tur der GVF-Snakes (Startkontur innen) schwache Kanten leicht überschreitet
und damit eine schlechtere Standardabweichung von dσ = 0, 951 aufweist. An-
sonsten liegt die Zielkontur der GVF-Snakes näher an der Referenzkontur, was
der mittlere euklidische Abstand von d = 0.331 zu dem der Dual-GVF-Snakes
von d = 0.635 belegt. Hier tritt wieder das Problem auf, dass die Zielkontur
der Dual-GVF-Snakes die Kontur besser segmentiert hat, aber durchgängig
um einen Pixel von der Referenzkontur abweicht.
5.5.2 Klinische Bilder mit zwei Lumen
Bei den klinischen Bildern mit zwei zu segmentierenden Lumen werden für
die Minimierung mittels der GVF-Snakes nur Startkonturen verwendet, die
innerhalb der Lumen gesetzt werden. Der Grund dafür ist, dass Konturen mit
einer Startkontur außerhalb des Lumens ein lokales Minimum ﬁnden, da das
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Bild Bild 1a Bild 1b Bild 2 Bild 3 Bild 4 Mittel-
wert
GVF-Snakes; wahres Lumen
d 0,321 0,532 0,440 0,476 0,550 0,464
dmin 0,001 0,001 0,001 0,010 0,006 0,004
dmax 2,647 6,105 1,417 1,465 3,290 2,985
σd 0,339 0,951 0,350 0,335 0,687 0,532
GVF-Snakes; falsches Lumen
d 2,691 2,650 2,257 2,942 1,094 2,326
dmin 0,015 0,026 0,071 0,006 0,008 0,025
dmax 9,943 7,939 8,370 7,230 4,862 7,668
σd 2,334 1,989 2,386 2,148 1,314 2,034
Dual-GVF-Snakes; wahres Lumen
d 0,310 0,514 0,445 0,788 0,458 0,503
dmin 0,001 0,011 0,001 0,005 0,005 0,005
dmax 1,709 2,538 2,337 4,039 2,973 2,719
σd 0,311 0,456 0,427 0,775 0,559 0,506
Dual-GVF-Snakes; falsches Lumen
d 1,778 2,042 1,541 1,859 1,742 1,792
dmin 0,002 0,002 0,003 0,002 0,030 0,008
dmax 6,747 6,791 8,384 6,899 7,360 7,236
σd 1,626 1,676 2,083 1,767 1,674 1,765
Tabelle 5.7: Werte der Abstandsberechnung zwischen manueller, GVF-Snakes
und Dual-GVF-Snakes Segmentierungsergebnissen der Aortendissektion in Pixel
(px)
Lumen von verschiedenen Strukturen umgeben ist, welche hohe Gradienten-
beträge aufweisen. Im Gegensatz dazu ist die Region innerhalb des Lumens
homogen. Desweiteren muss die Gewichtung der Kantenenergie auf den Wert
Eedge = 100 erhöht werden, damit Kanten in den Bildern erkannt werden.
5.5.2.1 Ergebnisse GVF-Snakes
Wie schon in Abschnitt 5.5.1.1 erwähnt, hat das Minimierungsverfahren der
GVF-Snakes keine Probleme Objekte in verrauschten klinischen Bildern zu
segmentieren, falls die Startkontur innerhalb einer homogenen Region gesetzt
wird und die Kanten des Objektes einen starken Gradientenbetrag aufweisen.
So erkennt man in den Abbildungen 5.13 und 5.14 und auch in der Tabelle 5.7,
dass sich die Segmentierungsergebnisse aller wahren Lumen nahe an den Refe-
renzkonturen beﬁnden. Dies liegt daran, dass die Region innerhalb des Lumens
homogen ist und dass das wahre Lumen einen helleren Grauwertes hat, was
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Dissektion 1 Dissektion 2
Originalbild
GVF-Snakes :
wahres
Lumen
GVF-Snakes :
falsches
Lumen
Dual-GVF-
Snakes
Abbildung 5.13: Ergebnisse der Segmentierung von klinischen Bildern von
Aortendissektionen; die blaue Kontur ist die Referenzkontur und die rote die
automatisch generierte Kontur
96 KAPITEL 5. EVALUATION UND ERGEBNISSE
Dissektion 3 Dissektion 4
Originalbild
GVF-Snakes :
wahres
Lumen
GVF-Snakes :
falsches
Lumen
Dual-GVF-
Snakes
Abbildung 5.14: Ergebnisse der Segmentierung von klinischen Bildern von
Aortendissektionen; die blaue Kontur ist die Referenzkontur und die rote die
automatisch generierte Kontur
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Abbildung 5.15: GVF-Snakes: Verformungsprozess der inneren Kontur im Bild
Dissektion 1; blaue Kontur: Startkontur; rote Kontur: aktuelle Kontur; grüner
Bereich: Bewegung der Kontur von der Startkontur bis zur aktuellen Kontur und
der Bereich wird nach jedem Iterationsschritt dunkler
einen größeren Gradientenbetrag als das falsche Lumen zur Folge hat. Proble-
me treten bei der Segmentierung des falschen Lumens auf. In Abbildung 5.15
wird der Verformungsprozess der Kontur, die innerhalb des falschen Lumens
gesetzt wurde, in zeitlicher Abfolge für drei unterschiedliche Iterationsschritte
dargestellt. Die Kante des falschen Lumens, die sich an der Membran zwi-
schen dem falschen und wahren Lumen beﬁndet, wird nur von einigen wenigen
Punkten der Kontur erkannt. Die meisten Konturpunkte werden aber durch
den starken Gradientenbetrag der Kante des wahren Lumens zu dieser Kan-
te gezogen. Anschließend werden durch die interne Energie Konturpunkte in
der unmittelbaren Umgegebung auch an diese Kante gezogen. Damit ist ein
Berechnen des Energieminimums an dieser Kante nicht möglich. Auf Grund
dieser Kante liegt sowohl die Standardabweichung dσ als auch der Mittelwert
d der Segmentierungsergebnisse der GVF-Snakes des falschen Lumens im Be-
reich von 2 bis 3 px (s. Tabelle 5.7). Desweiteren kann der Algorithmus mit
den aktuellen Parametereinstellungen keine konkaven Objekte segmentieren (s.
Abbildung 5.14 GVF-Snakes falsches Lumen).
5.5.2.2 Ergebnisse Dual-GVF-Snakes
Die Gradientenbeträge der Membran zwischen den beiden Lumen bewirkt, dass
die Kontur zu der Kante mit dem größeren Gradientenbetrag gezogen wird.
Da die Membran aber eine gewisse Breite besitzt, werden bei den Dual-GVF-
Snakes, wie in Abschnitt 4.5.4 beschrieben, die korrespondierenden Punkte
versetzt und die adaptive driving forces neu gewichtet. Diese Kräfte sorgen
dafür, dass die Kontur die Membran nicht überschreitet.
Trotzdem kann der Fall eintreten, dass die Kontur zur falschen Objektkante
gezogen wird: In Abbildung 5.16 wird der Verformungsprozess der Dual-GVF-
Snakes für drei unterschiedliche Iterationsschritte am Beispiel der Dissektion 1
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Abbildung 5.16: Dual-GVF-Snakes: Verformungsprozess der inneren Kontur
des falschen Lumens im Bild Dissektion 1
veranschaulicht. Die roten Punkte zeigen, an welcher Stelle sich die Kontur be-
ﬁndet. Die blauen und grünen Punkte zeigen die Startkonturen an und die rosa
Punkte die korrespondierenden Punkte. Nach den ersten 800 Iterationsschrit-
ten erkennt man, dass sich die Kontur nahe der Objektkontur beﬁndet. In der
Region, in die der Pfeil 1 hineinzeigt (s. Abbildung 5.16), hat die Kontur noch
kein Energieminimum gefunden. Nach 1000 Iterationsschritten erkennt man,
dass die Kontur nicht mehr von den adaptive driving forces von der falschen
Objektkontur des anderen Lumens ferngehalten wird, da sich die korrespondie-
renden Punkte nicht mehr auf der richtigen Objektkanten. Die externen Kräfte
ziehen die Kontur zu der Objektkontur mit dem stärkeren Gradientenbetrag.
Anschließend werden die Konturpunkte durch die internen und externen Kräf-
te zur Kontur mit dem stärkeren Gradientenbetrag gezogen. Die Kräfte der
adaptive driving forces sind nicht stark genug um die Konturpunkte im aktu-
ellen Minimum zu halten (s. Pfeil 3 Abbildung 5.16). Die Kontur wird aber
auch auf Grund von einem sehr schwachen Gradientenbetrag von der Kante
des falschen Lumens an die Kante des wahren Lumens gezogen. Um dieses zu
vermeiden könnten die adaptive driving forces stärker gewichtet werden. Dieses
hätte aber zur Folge, dass auf die andere Kontur so starke Anziehungskräfte in
Richtung der korrespondierenden Punkte wirken, dass die Kontur alle weiteren
Kanten überschreitet.
In Abbildung 5.14 des Segmentierungsergebenisses der Dual-GVF-Snakes
der Aortendissektion 3 erkennt man, dass die Zielkontur des falschen Lumens
nicht von der Kante des wahren Lumens angezogen wurde. Dieses liegt daran,
dass die Kräfte der versetzten korrespondierenden Punkte gegen die externen
Kräfte der Kontur, die die Kontur zu den der Kante des wahren Lumens ziehen,
durchgängig wirken.
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GVF-Snakes Dual-GVF-Snakes
Abbildung 5.17: Ergebnisse der Segmentierung des falschen Lumens im Bild
Dissektion 3 mittels der GVF-Snakes und der Dual-GVF-Snakes
Dual-GVF-Snakes; wahres Lumen
d 0,372
dmin 0,001
dmax 1,555
σd 0,3223
Dual-GVF-Snakes; falsches Lumen
d 0,463
dmin 0,004
dmax 2,224
σd 0,420
Abbildung 5.18: Ergebnis der Segmentierung des Bildes Dissektion 2 mittels
der Dual-GVF-Snakes mit spring forces und volcano forces
5.5.2.3 Ergebnisse der Dual-GVF-Snakes mit zusätzlichen Kräften
Durch die spring forces und der volcano forces können Benutzerinteraktionen
hinzugefügt werden. Die in Abbildung 5.18 dargestellte Aortendissektion weist
besonders an den Kanten des falschen Lumens einen schwachen Gradientenbe-
trag auf. Dadurch wird die Kontur häuﬁg von naheliegenden Strukturen mit
einem höheren Gradientenbetrag angezogen. Um dieses zu verhindern werden
die zusätzlichen Kräfte der spring forces und der volcano forces, wie in Abbil-
dung 5.19 dargestellt, hinzugefügt. Durch diese Kräfte liegt das Ergebnis nahe
an der Referenzkontur und auch die Abstandswerte der Dual-GVF-Snakes zu
der Referenzkontur sind gering. Dieses zeigt auch der Vergleich der beiden
manuell segmentierten Konturen (s. Abschnitt 5.3) mit den Abstandswerten
des Ergebnisses der Dual-GVF-Snakes mit den zusätzlichen Kräften. So ist
der arithmetische Mittelwert der Dual-GVF-Snakes Segmentierung des wah-
ren Lumens nur um 0,17 px und des falschen Lumens 0,21 px größer als im
Vergleich der beiden manuellen Segmentierungen. Die Standardabweichung ist
sogar geringer.
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Abbildung 5.19: Ergebnis der Dual-GVF-Snakes mit den Positionen der spring
forces und der volcano forces
5.5.2.4 Vergleich GVF-Snakes und Dual-GVF-Snakes
Sowohl die GVF-Snakes als auch die Dual-GVF-Snakes haben das Problem
Kanten mit einem kleinen Gradientenbetrag zu erkennen bzw. durch Kanten
mit einem großen Gradientenbetrag angezogen zu werden (s. Tabelle 5.13 und
5.14). Auch haben die GVF-Snakes und die Dual-GVF-Snakes mit den hier
verwendeten Parametereinstellungen Probleme konkave Objekte zu segmentie-
ren.
Die Membran zwischen dem wahren und falschen Lumen der Aortendissek-
tion mit unterschiedlichen Intensitätswerten der beiden Lumen kann von den
GVF-Snakes nicht segmentiert werden. Die inneren Konturen werden zum Lu-
men mit dem stärkeren Gradientenbetrag gezogen und berücksichtigen dabei
die andere Kante der Membran nicht. Die Dual-GVF-Snakes segmentieren die
Kante zwischen dem wahren und falschen Lumen meist richtig (s. Tabelle 5.13
und 5.14). Sie haben aber das Problem, dass Konturpunkte bei nicht vorhan-
denen Kanten zur Kante des anderen Objektes gezogen werden und durch die
interne und externe Energie weitere Konturpunkte zur falschen Kante gezo-
gen werden. In Abbildung 5.17 werden die Ergebnisse der beiden Verfahren
anhand der Aortendissektion 3 dargestellt, wobei man an diesem Beipspiel er-
kennt, dass die Kontur des falschen Lumens nicht von der Kante des wahren
Lumens angezogen wird.
Die Minimierung der Dual-GVF-Snakes benötigt ein Vielfaches an Rechen-
zeit der GVF-Snakes. Dies liegt daran, dass die Dual-GVF-Snakes zwei bzw.
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drei Konturen gleichzeitig minimieren, während die GVF-Snakes nur eine bzw.
zwei Konturen minimieren. Auf der anderen Seite kann aber der Fall eintreten,
dass die Parametereinstellungen der GVF-Snakes nicht optimal gewählt wur-
den und daher mehrfach korrigiert weden müssen. Dieses hat zur Folge, dass
mehrere Minimierungsdurchläufe durchgeführt werden müssen.
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Kapitel 6
Diskussion und Ausblick
Snakes stellen ein mächtiges Werkzeug in der Bildverarbeitung dar. In dieser
Arbeit wurde eine Erweiterung der Snakes, die Dual-GVF-Snakes, verwen-
det um das Lumen der Aorta und verschiedener Aortenpathologien in CTA-
Aufnahmen zu segmentieren. Die entwickelte Methode ist eine Kombination
aus Dual Snakes und GVF-Snakes und wird Dual-GVF-Snakes genannt. Zur
Segmentierung eines Objektes werden dafür zwei Initialisierungen benötigt, ei-
ne innerhalb und eine außerhalb des gesuchten Objektes. Da sowohl von außen
als auch von innen ein Minimum gesucht wird und immer die Kontur mit der
größeren Energie weiterverformt wird, ziehen sich die Konturen gegenseitig aus
einem lokalen Minimum.
Da mit diesem Verfahren auch zwei Objekte gleichzeitig segmentiert werden
sollen, wurde in dieser Arbeit das Verfahren der Dual-GVF-Snakes so weiter-
entwickelt. Dabei werden zwei Initialisierungskonturen innerhalb der beiden
Objekte und eine Initialisierungskontur außerhalb der beiden Objekte gesetzt.
Zum Finden der korrespondierenden Punkte werden die drei Konturen in Seg-
mente aufgeteilt.
Eine besondere Herausforderung stellen die Datensätze der Aortendissekti-
on dar, da es vorkommt, dass die Intensitäten innerhalb des Lumens variieren
und damit Kanten mit unterschiedlich starkem Gradientenbetrag vorhanden
sind. Dieses Problem kann mit einer Segmentaufteilung der drei Startkonturen
und dem anschließenden Zuordnen von unterschiedlichen Eigenschaften mini-
miert werden. So kann ein gewisser Abstand zwischen den beiden Lumen er-
reicht werden, indem die korrespondierenden Punkte neu gesetzt werden und
die adaptive driving forces die Konturpunkte zu den neu gesetzten Punkten
ziehen.
Das Verfahren der Dual-GVF-Snakes wurde zur Segmentierung von Ob-
jekten in synthetischen und klinischen Bilder angewendet. Die synthetischen
Bilder beinhalten entweder ein oder zwei Objekte und sind unterschiedlich
stark verrauscht. Die klinischen Bilder sind CTA-Aufnahmen einer gesunden
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Aorta, eines Aortenaneurysmas und unterschiedlichen Aortendissektion. Für
die Bewertung, wie gut das Verfahren die gesuchten Objektkanten segmen-
tiert hat, wird der Abstand zwischen der Referenzkontur und der automatisch
generierten Kontur berechnet. Verglichen wurde das Verfahren mit den GVF-
Snakes und den AB-Snakes. Dabei stellte sich heraus, dass ein Objekte in dem
synthetisch hergestellten Bild mit Rauschen von allen drei Verfahren gut seg-
mentiert wurde. Probleme traten bei der Segmentierung von einem Objekt in
einem Bild mit zwei Objekten mit unterschiedlichen Gradientenbeträgen bei
den GVF-Snakes auf. Auf Grund der unterschiedlich starken Gradientenbe-
träge wird die Kontur durch die externen Kräfte von der Kante mit einem
niedrigeren Gradientenbetrag zur Kante mit dem höheren Gradientenbetrag
gezogen. Die Ergebnisse der AB-Snakes liegen nahe der Referenzkontur. Das
Problem bei diesem Verfahren ist, dass es um so schwieriger wird die richtigen
Parameter einzustellen, je verrauschter das Bild ist. Die Objekte der klinischen
Bilder werden daher nur mit den Dual-GVF-Snakes und den GVF-Snakes seg-
mentiert. Dabei wurde festgestellt, dass beide Verfahren Probleme mit Kanten
haben, die einen schwachen Gradientenbetrag aufweisen. Bei der Segmentie-
rung der beiden Lumen tritt bei den GVF-Snakes das Problem auf, dass die
Kontur das Energieminimum bei den Kanten mit einem starken Gradienten-
betrag ﬁndet. Die Kontur der Dual-GVF-Snakes ﬁndet während des Verfor-
mungsprozesses das Minimum durch die adaptive driving forces bei den Kanten
mit dem schwachen Gradientenbetrag. Außerdem können das wahre und das
falsche Lumen gleichzeitig segmentiert werden und die Dual-GVF-Snakes be-
nötigen gegenüber den GVF-Snakes weniger Parametereinstellungen. Durch
die beiden Startkonturen ist das Verfahren der Dual-GVF-Snakes weniger sen-
sitiv gegenüber Rauschen und umliegenden Strukturen. Bei den GVF-Snakes
muss darauf geachtet werden, dass die Startkontur möglichst in der homoge-
neren Region liegt, welche entweder außerhalb oder innerhalb des Objektes
vorzuﬁnden ist.
Durch das Hinzufügen von Benutzerinteraktionen kann bei der Energiemi-
nimierung das globale Minimum an der Objektkontur gefunden werden und
damit die Kräfte an Strukturen, die einen höheren Gradientenbetrag an ihren
Kanten haben, minimiert werden.
6.1 Ausblick
Eine Weiterentwicklung des hier entwickelten Verfahrens ist unter verschiede-
nen Aspekten möglich. So kann das Setzen der Initialisierungen mit Hilfe von
morphologischen Operatoren und/oder weiteren bildverarbeitenden Methoden
automatisiert werden. Desweiteren ist es möglich das Verfahren so zu erweitern,
dass auch mehr als zwei Objekte gleichzeitig segmentiert werden können.
Wie in dieser Arbeit erläutert, gibt es noch einige Erweiterungen der Sna-
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kes, die das hier implementierte und analysierte Verfahren verbessern könnten.
 Die GVF-Snakes haben Probleme bei der Segmentierung von Objektkan-
ten mit einem schwachen Gradientenbetrag in CTA-Aufnahmen. Ama-
rapur und Kulkarni [2] stellen in ihrer Arbeit 19 Erweiterungen der ex-
ternen Energie vor und präsentieren die Ergebnisse der Erweiterung von
unterschiedlichen Bildaufnahmen. Danach sind deformable super ellipses
Snakes [95] für die Segmentierung von CT-Aufnahmen geeignet. Sie sind
im Vergleich zu anderen Verfahren weniger sensitiv für die Initialisierung
und robuster gegenüber Lücken in Objektkanten.
 Interessant ist es auch das Kantenfeld mit dem ﬂuid vector ﬁeld [92]
zu ersetzen, um dadurch konkave Objekte segmentieren zu können, ohne
dass die Parameter speziell für dieses Problem angepasst werden müssen.
Dieses Kantenfeld minimiert das Problem des begrenzten Einzugsberei-
ches der GVF-Snakes und kann komplexe Objekte mit stark ausgepräg-
ten Konkavitäten gut segmentieren. Die Frage ist dabei, ob das Kanten-
feld auf Grund des größeren Einzugsbereiches auch die Objektkanten mit
einem schwachen Gradientenbetrag erkennt.
 Die parallel double Snakes [26] werden zur Segmentierung von zwei nahe
gelegenen parallel verlaufenden Linien verwendet. Durch das Ersetzen
des hier verwendeten Verfahrens der umfunktionierten adaptiven driving
forces mit den parallel double Snakes könnte die Anzahl der Parameter
reduziert werden und es wird erwartet, dass das Setzen der Parameter
für die GVF-Snakes besser angepasst werden kann, da nicht mehr die
schwächere Kante des wahren oder falschen Lumens berücksichtigt wer-
den muss. Desweiteren wird erwartet, dass die Snakes die beiden Seiten
der Membran besser segmentiert, da die Konturabschnitte zwei parallel
verlaufende Linien suchen. Da die Mittellinie aber vom Benutzer gesetzt
wird, muss man sich überlegen, wie die Initialisierung angepasst werden
muss.
 Das Verfahren wurde bis jetzt nur in 2D implementiert. Da sowohl die
GVF-Snakes als auch die Dual Snakes auf 3D erweiterbar sind, kann
man das hier verwendete Verfahren auch auf 3D erweitern.
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