The locally most powerful test is derived for the hypothesis that the regression coefficients are constant over time against the alternative that they vary according to the random walk process. When the regression equation contains the constant term only, comparisons are made with the tests suggested by LaMotte and McWhorter (1978) . These are based on exact powers and on three different types of asymptotic efficiencies including the classical Pitman and Bahadur approaches and the new one due to Gregory (1980) . The concept of the Bahadur efficiency is extended to cover also the random slopes. Suggestions are made for choosing the test.
but u2and T~ unknown, and that these random variables are jointly independent.
The model is one of the simplest of the possible generalizations of the regression model in this direction. The constant parameter regression model is itself included as the special case T~ = 0. LaMotte and McWhorter proposed a family of exact tests for the hypothesis p = T~/ u2 = 0 against p > 0. In view of our introductory remarks, this testing problem may be regarded as the diagnostic problem of establishing whether the simpler constant coefficients' regression model would in fact be adequate.
The purpose of the present article is to make comparisons between the tests of LaMotte and McWhorter and the locally most powerful invariant test, the LMPI test (to be obtained in Sec. 2), in the special case p = 1, G = 1, x, = 1. The special model is one of a random walk observed with error. Prediction with this model has been extensively studied, and it is closely related to exponential smoothing (see Harrison and Stevens 1976) . Note, however, that the process (1.2) arises in Harrison's and Stevens's work from a sequence of consecutive prior judgments by the forecaster while its role in our (and most other writers') context is simply that of a latent (unobservable) process.
Our comparisons of the tests are made on the basis of exact power calculations and also of asymptotic relative efficiency. In Section 2 the tests are introduced. Calculations of the critical points of the LMPI test and of the powers of the various tests are made in Section 3. These calculations show that near the null hypothesis the LMPI test is more powerful than any of the LaMotte and McWhorter tests. This is, of course, in accordance with the optimal character of the LMPI test. At more distant alternatives a more powerful test than the LMPI test can be found among the LaMotte and McWhorter tests. The asymptotic distributions of the test statistics are derived in Section 4. The optimal choices of the LaMotte and McWhorter tests are given in terms of the Pitman and the Bahadur asymptotic efficiencies in Section 5. Surprisingly these results are quite contradictory. Some approximate comparisons are made between the LMPI and the LaMOtte and McWhOrter tests based On the Pitman efficiencies. Tests are also com~ared bv means of an efficiency measure due to dregory (1980 
TESTS FOR CONSTANCY OF THE PARAMETER PROCESS
We formulate here three types of tests for the hypothesis of the constancy of the regression coefficients. It will be obvious that the performance of any test must depend on the values of the explanatory variables, x,, in the data. Consequently, no progress appears possible without the study of specific choices of x,.
Our simple model (specified as in (1.1)-(1.2) and with G = 1) has the advantage of admitting asymptotic analyses and also of having an interest of its own, as discussed in the Introduction. Despite the great simplicity of the model it need not lead to untypical results as far as more general models are concerned. Thus it turns out that our recommendations concerning the choice of the LaMotte and McWhorter tests are essentially the same as the ones given by LaMotte and McWhorter on the basis of their particular example of model (1.1)-(1.2). As a departure from the main line of development let us briefly consider the situation from the point of view of likelihood ratio tests. The model (2.1) can be interpreted as the subfamily of the IMA ( 1 , l ) processes having the MA parameter 0 restricted by 0 < 0 5 1 (Box and Jenkins 1970, p. 123) . The value 0 = 1 corresponds to our null hypothesis. This value is on the boundary of the invertibility region 1 0 1 < 1, inside which the maximum likelihood estimator of 0 is asymptotically N(0, (1 -02)/ T). Clearly special considerations would be called for if maximum likelihood methods were to be employed. Further evidence about the nonregular character of our problem is contained in later sections.
Since no one of our tests will appreciably simplify for model (2.1) we shall introduce them in terms of model (1.1)-(1.2). We also note that power optimal tests have, to our knowledge, not been studied previously for model (1.1)-(1.2).
From ( Because the problem is invariant not only in translations but also in scale transformations, we shall consider a further reduction by invariance. It can be shown that the most powerful invariant test against the alternative hypothesis p = p l has the critical region where @ contains the least squares residuals and 5 the generalized least squares residuals. The results may be found in King (1980) . (Durbin and Watson (1971) gave an incorrect expression, the numerator of their statistic being 5'5 instead of the correct &I@.) Because the test (2.5) depends on p,, no UMPI test exists. The locally most powerful invariant (LMPI) test is therefore worth examining. From Durbin and Watson and King we obtain that the LMPI test rejects when In contrast to (2.4) the distribution of (2.6) is cumbersome 858 to deal with. Writing C = ZZ'y and using the fact that P1 + + P, = I with Z, P I , . . . , Pnas above, (2.6) takes
Under Ho the numerator of L is a linear combination of independent X 2 variables and the denominator a x2 variable.
EXACT DISTRIBUTIONS AND POWER COMPARISONS
In the model (2.1) we have X = 1 = (1, . . . , 1)' and V = W with X, V, W as in Section 2. The test (2.6) can be written as
In order to derive its distribution we must determine the eigenvalues h k= hkoccuring in the representations (2.2) and (2.7). Here Z is T x (T -I), Z'1 = 0, and Z'Z = I. We may begin with a matrix A that transforms y to the successive differences ...
-1 ; :]
From Anderson (1971, Theorem 6.5.5) we find the latter to be
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The corresponding normalized eigenvectors are
Together with (2.3) and (2.4), (3.3) now shows, for the L in (3.I), that
where the uk are iid N(0, 1) variables and hkTP1 = 2(1 -c o s~k l T ) ,
. (3.6)
F, can be computed from the formulas
When one uses F, as a test criterion, only tables of the F distribution are needed. In order to produce a table for the L criterion of (3.1) we have solved c, from
The numerical computations have been performed using Imhof s (1961) technique of inversion of the characteristic function. We refer the interested reader to this paper. (A minor departure from Imhof s procedure is that the integration intervals are halved at each step.) Except for final round-off errors the results have guaranteed accuracy better than .O1 (r Imhof s E) in all calculations. Table Table 2 F5 in (3, .9). When the power exceeds .9 the number of observations becomes more important. These remarks are supported by the asymptotic results (compare the Pitman efficiency in Sec. 4).
ASYMPTOTIC DISTRIBUTIONS AND EFFICIENCY
We next derive the asymptotic distributions for the LMPI test statistic L. Because the denominator converges to 1 in probability, it is sufficient to show that the numerator converges to (4.1) in probability. Let us recall that AkT = (2(1 -cosnk/T))-I = (4 sin2nk/2T)-'. It follows from this that the difference T -2~k T -is positive and increasing with k. To-(~k ) -~ gether with the Markov inequality this implies that for Notice that the distribution of the right side of (4.1) is the same as the limiting distribution of the Cramer-von Mises goodness-of-fit test statistic (Anderson and Darling 1952, see Table 1 .)
In the same way as Theorem 1 one can prove the next theorem. bution, g = 1, 2, . . . . This efficiency measure depends on a and yo. Table 3 , in which some numerical values are given, suggests that in general the departure from optimality is not severe when 3 I g 5 8, that the dependence on a for fixed yo is not strong, and that the dependence on yo for fixed a is more important. As for the efficiency of the LMPI test with respect to the LaMotte and McWhorter tests, its computation seems to be a formidable task, since we must solve p~ (Theorems A.1, 1 and 2) from where c, is the asymptotic critical point of the LMPI test. Therefore we have, instead, solved pL from the equation where x l , . . . ,xlo are iid X2(v) variables. The constants a , b, v are found by fitting the first three moments of the random variables in (4.6) to those of the variables in (4.5). The accuracy of this approximation is checked by comparing the probabilities (4.5) and (4.6) when pL = 0 and a = -01, -05, .10 (.lo), .90, .95, .99. The approximation differed from the correct probabilitiy by not more than NOTE: For every combination of a and yo the first column contains the solution of (4.4) and (4.5) and the second the efficiencies with respect to the optimal choice.
Theorem 2. Under the sequence of alternatives p~
four digits in the fourth decimal. Numerical values from Proof. From a theorem of Zolotarev (1961) we obtain (4.6)are given in Because d , is an increasing function of g , there is no optimum choice of g . We also note that the LMPI test is more efficient than F 1 in the limit.
This result suggests (as pointed out by an associate editor) also considering tests where g = g , + ,X as T -03. However, it turns out that while there exists an asymptotic distribution for F,, (appropriately normed) for certain sequences of alternatives pT the appropriate rate of convergence in p~-0 is of lower order than T P 2 .Consequently, the Pitman efficiency of F,, relative to F , or L is zero. Because the Pitman efficiency depends on a and y o , Gregory (1980) has suggested an efficiency measure that is the limiting ratio of the asymptotic powers themselves when ci -,0 . Contrary to the Pitman efficiency this does not have the interpretation of being a limiting ratio of numbers of observations. The following theorem shows that in the sense of this measure the LMPI test is optimal among the tests considered here. is an increasing function of 0 and for 0 = 0 it equals one. Hence the proof is complete. From the proof of the theorem it is clear that the choice g = 1 is the most efficient in the Gregory sense among the LaMotte and McWhorter tests. However, we cannot infer that at small significance levels the LMPI or F 1test would have any optimum properties in the Pitman sense, because if a converges to zero then p increases without bound for fixed yo in (4.4)and (4.5).
Another common efficiency measure is due to Bahadur. This involves calculation of the so-called exact slope of the test statistic (Bahadur 1971) . In departure from the general theory there exists in our problem no nonrandom exact slope. In Appendix A.2 we extend the The asymptotic relative efficiencies are the ratios of these efficacies. We have made no (exact or approximate) numerical calculations. However, we see from (4.8) and (4.9) that the LMPI test is more efficient than the LaMotte and McWhorter test F 1 .From (4.9) we find that with g b, increases to 1 and consequently -f log (1 -b,) increases without bound. Hence the Bahadur efficiency and the limiting Pitman efficiency, although not the same, behave similarly and do not offer a practical means to choose among the tests F,.
CONCLUSIONS
We have compared the LMPI test and the tests suggested by LaMotte and McWhorter (1978) on the basis of exact powers and three different asymptotic efficiency measures due to Pitman, Bahadur, and Gregory, the last one dating from 1980. Only the Pitman efficiency, which depends on the significance level a and the required power yo, seems to agree reasonably with the exact powers. The Bahadur efficiency and also the limiting Pitman efficiency (as a -,0) provide reliable comparisons in situations with finite numbers of observations only when extremely small significance levels are used. These conclusions conform with findings made in other contexts (Groeneboom and Oosterhoff 1981 
APPENDIX

A.l Pitman Efficiency
The usual method of computing the Pitman (asymptotic relative) efficiency of two tests is inapplicable in our problems, because the limiting distributions of the competing test statistics are of different types. As a rule the evaluation of Pitman efficiencies takes for granted that through appropriate norming the asymptotic distributions are normal or X2 distributions. However, it turns out that the Pitman efficiency can be computed directly from the asymptotic powers and without reference to the method of finding the latter. ' Let 0 be a real parameter indexing a family of distributions and consider the hypotheses We want to compare, at the level of significance a , two tests based on statistics TI, and T2,, having power functions y 1,(0) and y2,(8), respectively, where n is the number of observations. Let us denote where 6, > 0, r > 0, and 6, -) > 0. We assumethat the limits lim yin(0,) = yi(6), i = 1, 2 (depending only on i and 6) exist for all such sequences. If there exists a sequence of natural numbers N, -+ such that then the limit
is called the Pitman efficiency of TI, with respect to T2,.
The efficiency measure ep is approximately the ratio of the number of observations needed to obtain the power yo at the level a under the same sequence of alternatives. Generally ep depends on yo and a.
Theorem A.1. If a1and 82 are such numbers that ~' ( 8 1 ) in distribution. Bahadur (1971, Theorem 7 .2) assumes = ~2(82) = yoand y I , y2are strictly increasing functions then
Proof. This follows from a computation that may be found in Rao (1973, p. 469 As a corollary it is easy to see that if yi(8) = h(ci8 + ba), where ci is positive and h strictly increasing and only ba depends on a , we have ep = ( C~I C~)~" , this quantity being independent of a and yo. With h the standard normal distribution function this example is the one occurring most frequently in applications. In our problems it does not. Neither does the independence of a and yo obtain.
A.2 Bahadur Efficiency
Let us now consider the testing problem of Appendix A. 1from the point of view of the Bahadur efficiency. The idea of the Bahadur efficiency is to keep the alternative fixed and let the size of the test decrease at the rate needed to obtain the required power. This is formalized in the following.
Definition. Let Ti,, i = 1, 2 be two sequences of test statistics such that large values of each lead to rejection of the hypothesis 0 = 00 in favor of the alternative 0 > 00. Let yo E (0, 1) be given and suppose that a, + 0 is a sequence of significance levels and n~, ,n2, two sequences of numbers of observations (depending on 0) such that lim Pe(Tiniv>ci,)+y0, i = 1, 2, w m where the ci, are the critical points at the level a,. Then the limit lim -
if it exists and is independent of a,, is called the Bahadur efficiency of TI, with respect to T2n. Bahadur has shown that this definiton is applicable in a large class of testing problems (see Bahadur 1971, e.g.) .
In fact, the concept of efficiency is only taken up in his work when the class in question has already been defined and then in order to elucidate the notion of an exact slope. The problems considered in this article, however, fall outthat the Bi(0) are constants (i.e., nonrandom) while we also admit nondegenerate random variables. (The reader may note that T, occurs only through Tinlnrso that the choice of (Tin,r) isjust a matter of convenience. Bahadur 
A.3 Tail Probabilities for Linear Combinations of X 2 Variables and Their Ratios
Let X I ,X2, . . . be a sequence of independent X2 variables with r l , r2, . . . degrees of freedom, respectively, and let Al, A2, . . . be a strictly decreasing sequence of positive numbers. We denote by G, the X2(rn)distribution function. The following lemma is a consequence of a theorem by Zolotarev (1961) (see also Hoeffding 1964, and Gregory 1980) . We shall suppose that, for some r, The next result will be published elsewhere and is given Tinlnr-+ Bi(0), i = 1, 2 (A.2.1) here without proof.
