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Abstract
A practical approach is presented which allows the use of a non-invariant regularization
scheme for the computation of quantum corrections in perturbative quantum field theory.
The theoretical control of algebraic renormalization over non-invariant counterterms is
translated into a practical computational method. We provide a detailed introduction
into the handling of the Slavnov-Taylor and Ward-Takahashi identities in the Standard
Model both in the conventional and the background gauge. Explicit examples for their
practical derivation are presented. After a brief introduction into the Quantum Action
Principle the conventional algebraic method which allows for the restoration of the func-
tional identities is discussed. The main point of our approach is the optimization of this
procedure which results in an enormous reduction of the calculational effort. The coun-
terterms which have to be computed are universal in the sense that they are independent
of the regularization scheme. The method is explicitly illustrated for two processes of
phenomenological interest: QCD corrections to the decay of the Higgs boson into two
photons and two-loop electroweak corrections to the process B → Xsγ.
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1 Introduction
A regularization method which respects all symmetries of the Standard Model (SM) [1]
does not exist. The popular and powerful method of Dimensional Regularization [2] is at
least an invariant scheme for QCD. In the electroweak sector, however, the coupling to chiral
fermions introduces the well-known γ5 problem. One also has to face additional technicalities
due to evanescent operators in the effective field theory approach. It is well-known that
in the framework of Dimensional Regularization only the ’t Hooft-Veltman-Breitenlohner-
Maison scheme [3, 4] for γ5 is shown to be consistent to all orders. The so-called naive
dimensional scheme (with an anticommuting γ5) does not reproduce the chiral anomaly and
is not consistent to all orders. For specific examples it leads to correct results at the lowest
orders in perturbation theory. Nevertheless, it seems desirable to have a powerful practical
alternative even in the SM, at least for cross-checks, as suggested controversies in the past
suggest (see, e.g., [5]). Moreover, the impressive experimental precision mainly reached at the
electron positron colliders LEP and SLC and the proton anti-proton collider TEVATRON has
made it mandatory to evaluate specific two- or even three-loop contributions to observables
where the inconsistencies of the well-known “naive dimensional” scheme are unavoidable.
Going beyond the SM, it is well-known that Dimensional Regularization breaks the Ward
identities of supersymmetry. However, one very often prefers to keep the dimensional scheme
for the practical calculations, also beyond the SM, in order to take advantage of already well-
developed computer tools [6]. Thus, one needs a practical procedure to restore the Ward
identities of supersymmetry in the final step of the renormalization procedure.
From the principal point of view, the calculation of higher-loop contributions in pertur-
bative quantum field theories is a well-understood issue. The axioms of relativistic quantum
field theory, such as causality and Poincare´ invariance, fix the matrix elements completely
to all orders up to a limited number of free constants. They have to be determined by
renormalization conditions. These free constants correspond to a renormalization ambiguity
for coinciding points in the definition of time-ordered products of operator-valued distribu-
tions [7]. The main question is whether the renormalization ambiguity can be fixed in such
a way that the time-ordered products fulfill the symmetry constraints. The question behind
this is the compatibility of the symmetries of the classical Lagrangian with quantization.
Here the method of algebraic renormalization offers a complete theoretical answer: In
general, the subtraction of ultra-violet divergences in quantum field theories leads to non-
invariant Green functions, which means that the regularization scheme and the subsequent
renormalization do not respect the symmetries of the theory like supersymmetry or local
gauge symmetries. As we mentioned above, Dimensional Regularization preserves gauge
symmetries (up to the γ5 problem) but breaks supersymmetry.
The Quantum Action Principle [8] tells us that the breaking terms are local at the lowest
non-vanishing order. This fact provides a possible path for the construction of invariant
Green functions, independent of the regularization scheme. One introduces, order by order,
finite non-invariant local counterterms which restore the symmetry relations (provided there
are no anomalies) [9]. Thus, one can in principle show that in anomaly-free theories the
local renormalization ambiguity (which is not fixed by the axioms of relativistic quantum
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field theory) can always be used in such a way that the perturbative S-matrix enjoys all
symmetry properties of the classical theory (for a review, see [10]).
Although the method of algebraic renormalization is intensively used as a tool for proving
renormalizability of various models [10], its full value has not yet been widely appreciated by
the practitioners. Indeed, the theoretical understanding of algebraic renormalization does
not lead automatically to a practical advice for higher-loop calculations. One could even
expect that such an algebraic renormalization scheme becomes very complicated at higher
orders. It is one of the main purposes of this paper to provide theoretical procedures which
minimize the additional efforts for the restoration of the symmetries and to demonstrate the
efficiency of the combined method in some examples of phenomenological interest.
However, two obvious practical complications of algebraic renormalization have to be
taken into account:
(a) The constraints introduced by the symmetry connect various Green functions. Thus,
for the construction of the non-invariant counterterms corresponding to a specific Green
function one also has to compute the various other Green functions involved in the
identities.
(b) In the computation of higher-loop contributions one also has to analyze identities from
lower orders which constrain the non-invariant counterterms.
These disadvantages can be significantly reduced:
(1) First, one should state that many identities are not relevant if one is interested in one
specific Green function only and if the corresponding breaking terms can be compen-
sated by the other Green functions in the given identity alone.
(2) In the case of local gauge symmetries, the structure of the relevant identities can be
considerably simplified by using the background field gauge [11]. In a conventional
gauge there is a large number of non-linear Slavnov-Taylor identities. In the back-
ground field gauge some of them get replaced by linear Ward-Takahashi identities like
in QED.
(3) We have some well-known theoretical constraints [10]: the Quantum Action Principle
tells us that the breaking terms are local at the lowest non-vanishing order and thus
are removable by counterterms if there is no anomaly. Furthermore, the algebraic
consistency conditions heavily constrain the structure of the breaking terms.
(4) Finally, the most important simplification we want to present in this paper is the
following: the number of breaking terms one has to calculate in addition can essentially
be reduced to the ones which correspond to finite Green functions. This can be achieved
by using a specific zero-momentum subtraction procedure.
In this paper we want to discuss these different ingredients from a practical point of view
and offer an algorithmic strategy for practical algebraic renormalization. As illustrating
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examples for our combined algebraic method we have chosen two processes of phenomeno-
logical interest, namely the two-loop contributions to B → Xsγ and to H → γγ. The
important extensions of these techniques to supersymmetric examples will be presented in a
forthcoming paper.
As mentioned above, the proposed procedure based on algebraic renormalization is not
restricted to a specific class of regularization schemes. Once the structure of the local
breaking terms are under control, one can choose the most practical regularization scheme
for the specific case under consideration.
In the following we also use the method of Analytic Regularization in one of our illustrat-
ing examples. This choice is guided by the fact that this scheme enjoys the property of mass
independence like the minimal subtraction (MS) [2, 3] or the modified minimal subtraction
(MS) scheme [12] of the Dimensional Regularization.
The delicate infra-red problem is another important task. As mentioned above, the
method includes zero-momentum subtractions which heavily rely on the regularity properties
of the Green functions at zero momentum [13]. Here we mention the necessary modifications
in massless theories.
The paper is organized as follows:
In Section 2 we recall the fundamental symmetry constraints of the SM namely the
Slavnov-Taylor and the Ward-Takahashi identities. The main idea of this chapter is to
collect all technical ingredients which are necessary to derive the symmetry constraints for
a specific process in the SM.
In the first part of Section 3 we discuss the practical consequences of two further ingredi-
ents of the algebraic renormalization, namely the Quantum Action Principle and the Wess-
Zumino consistency conditions, particularly within the background field method (BFM).
Then we propose our main procedure to remove the breaking terms in the specific symmetry
identities. The various practical steps are presented in an algorithmic form.
In Section 4 we illustrate our practical algebraic renormalization scheme in the two-loop
calculation of the decay H → γγ, which is one of the promising channels for the discovery
of the Higgs boson with a mass of around 120 GeV.
In Section 5 the analysis of the electroweak corrections to the decay b→ sγ is presented.
In the Appendices some auxiliary technical and theoretical information used in Sections 2
and 3 are offered to the reader. In particular those parts of the SM Lagrangian in the
background field gauge which are absent in the literature are given in Appendix A. In
Appendix B an explicit example on how in practice the Slavnov-Taylor identities are derived
is discussed. In Appendix C we analyze the triangular structure of the counterterms further.
This analysis allows to restore the identities in a step-by-step procedure.
2 Slavnov-Taylor and Ward-Takahashi identities
The main tools for algebraic renormalization are the Slavnov-Taylor (STI) and Ward-
Takahashi identities (WTI). In this Section it is shown how the complete set of identities
corresponding to a specific process are derived from their general form and how it is possible
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to disentangle the contributions coming from QCD and electroweak radiative corrections.
At this point a word concerning the notation is in order. A generic field is denoted
by φ. Φ stands for scalar matter fields, i.e. Goldstone (G±, G0) and Higgs bosons (H).
Fermionic fields, respectively their conjugates are represented by ψ and ψ¯. A generic gauge
boson field is denoted by V µi and the ghost and the anti-ghost fields by c and c¯, respectively.
The symbols Gaµ and c
a are used to denote gluon fields and the corresponding ghosts in the
adjoint representation of the Lie algebra su(3). The background fields are marked with a hat
in order to distinguish them from their quantum counterparts. Qi, respectively Qqi, denotes
the electric charge of a quark qi.
Let us also introduce three different types of effective actions which will be used in the
following. The Green functions Γ are regularized and renormalized. The Green functions Γˆ
are subtracted using Taylor expansion (see Section 3.3). Finally, IΓ denotes the renormalized
symmetric Green functions, which satisfy the relevant WTIs and STIs.
A complete explanation of the conventions, quantum numbers and symmetry transfor-
mations of the fields is provided in Appendix A.
2.1 Conventional gauge fixing
In this Section the general form of the STI in the conventional ‘t Hooft gauge fixing is
presented. Thereby we follow the so-called Zinn-Justin formalism [14].
Let us consider the Gell-Man-Low formula for one-particle irreducible (truncated) Green
functions (1PI)
IΓφ1...φn(x1, . . . , xn) = 〈T (φ1(x1) . . . φn(xn))〉1PI
= 〈T (φ◦1(x1) . . . φ◦n(xn)) e−i
∫
d4xLint(x)〉1PI , (2.1)
where the superscript “◦” recalls the free fields. The Fourier transformed Green functions are
denoted by IΓφ1...φn(p1, . . . , pn) where pi, . . . , pn are the incoming momenta
1. The definition
of IΓφ1...φn(p1, . . . , pn) in terms of time-ordered products of free fields, φ
◦
1 . . . φ
◦
n, and vertices
of the interacting Lagrangian, Lint, requires a regularization and a subtraction prescription.
In this Section we do not rely on a specific scheme, but only on general features of the
renormalization theory such as the Quantum Action Principle (QAP) (see Section 3.1) and
the Zimmermann identities [15].
To handle the complete set of Green functions, it is very useful to collect them into a
generating functional
IΓ[φ] =
∞∑
n=0
(−i)n
n!
∫  n∏
j=0
d4pj
 δ4 (∑
k
pk
)
φ1(p1) . . . φn(pn)IΓφ1...φn(p1, . . . , pn) . (2.2)
In perturbation theory IΓφ1...φn(p1, . . . , pn) is a formal power series in h¯. In the following, we
will adopt the notation IΓ
(m)
φ1...φn
to indicate the m-loop contribution to the Green function
1Here and in the following momentum conservation is assumed, i.e.
∑n
i=1 pi = 0.
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Figure 1: All momenta are considered as incoming. In the Green functions Γφ1...φn they are
assigned to the corresponding fields starting from the right. The momentum of the most left field
is determined via momentum conservation. Exemplary IΓ
(m)
φ1φ2
(p) and IΓ
(m)
φ1φ2φ3
(q, p) are pictured
in (a) and (b), respectively.
IΓφ1...φn. In terms of IΓ each single Green function of the form (2.1) is obtained by means of
functional derivatives
in
δnIΓ[φ]
δφ1(p1) . . . δφn(pn)
∣∣∣∣∣
φ=0
= IΓφ1...φn(p1 . . . pn), (2.3)
where φ(p) denotes the Fourier transform of φ(x). In Fig. 1 our conventions concerning the
external momenta can be found. The Green functions of Eq. (2.1) exhaust all the possible
amplitudes involved in the S-matrix computation, but they do not cover the complete set
of Green functions needed for the renormalization of the theory. Indeed, due to the non-
linearity of the Becchi-Rouet-Stora-Tyutin (BRST) transformations [9], the renormalization
of some composite operators (namely sφi where φi is a generic field of the SM and s is the
BRST generator) is necessary. This is usually done by adding the composite operators sφi
coupled to BRST invariant external sources φ∗i to the classical action
L′ = LINV +
∑
i
φ∗i sφ
i, (2.4)
where LINV is the gauge invariant Lagrangian of the SM (see [16, 17, 18] and remarks in
Appendix A) and studying the renormalization of L′. For our purposes we only introduce the
BRST sources (also called anti-fields) for non-linear transformations as proposed by Zinn-
Justin [14]. As a remark we mention that in the Batalin-Vilkovisky anti-field formalism [19]
the BRST sources are also introduced for linear BRST transformations. The advantage is
that all the gauge fields occur on the same footing. However, they are neither necessary for
our practical purposes nor for proving the renormalization of the SM.
The quantization of the theory can only be achieved by introducing a suitable gauge
fixing LGF and the corresponding Faddeev-Popov terms LΦΠ
IΓ0 =
∫
d4x
(
LINV +
∑
i
φ∗i sφ
i + LGF + LΦΠ
)
. (2.5)
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Both LGF and LΦΠ break the local gauge invariance leaving the theory invariant under
the BRST [9] transformations. The BRST symmetry is crucial for proving the unitarity
of the S-matrix and the gauge independence of physical observables. Therefore it must
be implemented to all orders. For this purpose we establish the corresponding STI in the
functional form (see [20, 17, 18])
S(IΓ)[φ] =
∫
d4x
[
(sW∂µcZ + cW∂µcA)
(
sW
δIΓ
δZµ
+ cW
δIΓ
δAµ
)
+
δIΓ
δW ∗,3µ
(
cW
δIΓ
δZµ
− sW δIΓ
δAµ
)
+
δIΓ
δW ∗,±µ
δIΓ
δW∓µ
+
δIΓ
δG∗,aµ
δIΓ
δGaµ
+
δIΓ
δc∗,±
δIΓ
δc∓
+
δIΓ
δc∗,3
(
cW
δIΓ
δcZ
− sW δIΓ
δcA
)
+
δIΓ
δc∗,a
δIΓ
δca
+
δIΓ
δG∗,±
δIΓ
δG∓
+
δIΓ
δG∗,0
δIΓ
δG0
+
δIΓ
δH∗
δIΓ
δH
+
∑
I=L,Q,u,d,e
(
δIΓ
δψ¯∗I
δIΓ
δψI
+ h.c.
)
+
∑
α=A,Z,±,a
bα
δIΓ
δc¯α
]
= 0 , (2.6)
where the notation A±B∓ = A+B−+A−B+ has been used. sW and cW denote the sine and
cosine of the Weinberg angle θW and bα are the so-called the Nakanishi-Lautrup multipliers
2.
The sum in the last line of Eq. (2.6) includes the left-handed doublets and the right-handed
singlets. For the BRST source fields no Weinberg-rotation has been introduced. We stress
that this formula represents the complete nonlinear STI to all orders. The first two and the
last term correspond to the linear BRST variation of the U(1) abelian gauge field and the
BRST transformations of the anti-ghost fields. Note that the STI of the form (2.6) contains
the complete information of the BRST symmetry and the equation of motion [9, 14].
In the form of Eq. (2.6) the STIs are independent from the gauge fixing3 In order to
specify the gauge fixing, we introduce the equation of motion for the b fields corresponding
to the various gauge fields in the SM
δIΓ
δbα
= Fα(V,Φ) + ξαbα , (2.7)
where Fα (α = A,Z,W, g) are the gauge fixing functions. ξα (α = A,Z,W, g) are the
corresponding gauge parameters. In the case of the background gauge fixing the functions
Fα are explicitly given in the formula (A.2) of the Appendix.
Considering a specific process, one first has to single out the complete set of relevant
identities by using a functional derivative (as in Eq. (2.3)). With relevant set we mean the
2In practical calculations they can be eliminated (in the case of linear gauge fixing) by a Gaussian
integration.
3Note that we do not have to modify Eq. (2.6) if the gauge fixing is changed from the conventional ‘t Hooft
gauge (see Section 2.2) to the background gauge which is used in Section 2.4. However, in order to control
the dependence of the Green functions on the background fields some new terms are conventionally added
to the STIs. They implement the equation of motion for the background fields and they are studied in the
Section 2.3.
6
set of identities which is closed under renormalization4. This means that the finite parts
of a Green function appearing in a given identity is fixed by other identities of the set or
by renormalization conditions. In practical calculations usually not all identities are really
necessary since they might be automatically preserved by reasonable regularization schemes
at lower orders. An identity can also decouple from the others, because it only contains
Green functions which do not influence the breaking terms of the other identities. The latter
point will be discussed in Section 3.
The most convenient procedure to deduce the complete set is the following: (i) consider
the amplitudes involved in the physical process; (ii) derive the identities for those amplitudes;
(iii) from each identity single out the new (superficial divergent) Green functions which are
not involved in the physical process; (iv) derive the identities for these new Green functions.
The procedure stops when the new identities involve only new finite Green functions and
no other divergent quantities. Finally we have to underline that supplementary constraints
such as the Faddeev-Popov equations can lead to relevant identities on Green functions which
avoid the use of a new STI. E.g., in the case of the two-point functions no derivative w.r.t.
bα has to be considered.
In order to obtain a meaningful expression the following two simple rules have to taken
into account:
1. Green functions with a positive or negative Faddeev-Popov ghost charge vanish as it is
conserved. Thus, in order to extract non-zero identities, it is necessary to differentiate
the expression S(IΓ) = 0, which carries ghost charge +1, w.r.t. one ghost field also
having ghost charge +1. It is also possible to differentiate w.r.t. two ghost fields and
one anti-field (carrying ghost charge −1). The only exception to this rule is the case of
anti-fields for the ghosts. They carry two Faddeev-Popov ghost charges and, therefore,
these charges must be compensated with three ghost fields.
2. Identities for the Green functions are obtained by taking derivatives of the STI (2.6)
w.r.t. fields and external sources. Clearly, they are non-vanishing only if Lorentz
invariance is respected.
The derivation of the complete set of non-trivial identities is guided by the following rules:
3. If we are interested in identities involving several gauge bosons one has to differentiate
S(IΓ) = 0 w.r.t. the set of fields where one of the gauge bosons is replaced by the
corresponding ghost field ci. The reason for this is that the linear part of the BRST
transformations of a gauge field is proportional to the corresponding ghost: sVµ =
∂µc+ . . ..
4. For Green functions which contain ghost fields a new rule is needed. One ghost field
must be replaced by two ghost fields. In fact, the BRST transformation of the ghost
fields is non-linear sci =
1
2
fijkc
jck where fijk are the structure constants of the gauge
group. In the case of ghost two-point functions this is not necessary because we do not
acquire any new constraints on them from this rule (see also Appendix A).
4Up to additional relations which get eventually introduced by normalization conditions.
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5. In the identities derived with the help of rules 3 and 4 different Green functions occur.
The ones which still involve gauge bosons or ghosts are constrained further by identities
which one may derive as described above.
Since the STIs will be our main tools in the context of algebraic renormalization, we
want to consider their derivation from Eq. (2.6) in more detail. Recall that both IΓ[φ] and
S(IΓ)[φ] are integrated functionals of the fields φ. Thus it is possible to apply the rules of
functional derivatives (see, e.g., Ref. [22], Section 6-2-2). Taking the functional derivatives of
IΓ and setting afterwards all fields to zero generates a single Green function Γφ1...φn . On the
other hand, the functional derivatives of S(IΓ)[φ] generate a single STI (again after setting
the fields to zero after differentiation). Note that in the expression for S(IΓ)[φ] already some
functional derivatives are present which must be interpreted as functionals of the form δIΓ
δφ
[φ].
The use of rules for taking the derivative of products enables us to distribute the functional
derivatives to the individual expressions in S(IΓ)[φ] and to set all fields to zero afterwards.
From the technical point of view the only detail to be clarified is the dependence on the
space-time coordinate, respectively, the momenta of each single STI. The presence of the
integral over the space-time in Eq. (2.6) and the conservation of the momentum flow of the
Green functions guarantees that no momentum integration is left. Thus the STI can be
expressed as a sum of products of Green functions.
An example illustrating the practical applications of the rules collected in this Section can
be found in Appendix B. There we explicitly derive all relevant STIs for a process involving
two gauge fields and one scalar matter field. This general analysis covers, for instance, the
processes H →W+W−, H → ZZ and H → Zγ. Also the identities for two-point functions
with gauge fields and scalars are discussed which will be used in our examples of Sections 2.2
and 2.4. The drastic simplifications of that analysis within the Background Field Method
(BFM) will be discussed in Section 2.3.
2.2 Example 1: Green Functions and STIs for H → γγ
In this Section the decomposition of the S-matrix elements in terms of 1PI functions is
described for the process H → γγ in two-loop approximation. The necessary STIs which
relate the finite parts of the Green functions at the one- and two-loop level are discussed.
The decomposition of the truncated, connected off-shell Green functions in terms of 1PI
functions is given at the two-loop level by the following equation:
G
(≤2)
HAµAν (q1, q2) =
IΓ
(1)
HAµAν(q1, q2) + IΓ
(2)
HAµAν(q1, q2) + IΓ
(1)
HH(q1 + q2)G
0(q1 + q2)IΓ
(1)
HAµAν (q1, q2)
+IΓ
(1)
HAµAρ(q1, q2)G
0
ρσ(q2)IΓ
(1)
AσAν (q2) + IΓ
(1)
AµAρ(q1)G
0
ρσ(q1)IΓ
(1)
HAσAν(q1, q2) , (2.8)
where the tree-level propagators for the photon and the Higgs boson are given by
G0ρσ(k) = −i
gρσ + (ξ − 1)kρkσk2
k2 + iǫ
 and G0(k) = i
k2 −m2H
, (2.9)
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respectively. IΓ
(1)
AσAρ(q) is the photon self-energy at one-loop order, IΓ
(1)
HH(q) the self-energy of
the Higgs boson and IΓ
(1)
HAµAν (q1, q2) and IΓ
(2)
HAµAν (q1, q2) are the one- and two-loop corrections
to the Hγγ vertex. q1 and q2 denote the in-going momenta of the two photons.
In this calculation at two-loop order only QCD corrections are considered. Thus it is
convenient to decompose the one-loop vertex corrections into a fermionic and a bosonic part
IΓ
(1)
HAµAν (q1, q2) = IΓ
(1),ferm
HAµAν (q1, q2) + IΓ
(1),bos
HAµAν (q1, q2) . (2.10)
Furthermore the two-loop terms are split into QCD and electroweak corrections:
IΓ
(2)
HAµAν (q1, q2) = IΓ
(2),QCD
HAµAν (q1, q2) + IΓ
(2),ew
HAµAν (q1, q2) . (2.11)
Actually, since at two-loop level only QCD corrections are considered, the terms involving
the photon or Higgs boson self-energy in Eq. (2.8) vanish. Their contribution would be of
the same order as the two-loop electroweak corrections to the genuine vertex. In Fig. 2 some
sample diagrams of the remaining contributions are pictured.
Figure 2: One- and some two-loop diagrams contribution to H → γγ. The dashed lines
correspond to the Higgs boson, the wavy lines to the photons, the curly ones to the gluons and
the straight ones to the quarks.
The physical amplitude is calculated via a projection on the physical states
M(≤2)H→γγ = G(≤2)HAµAν (q1, q2)ǫµ(q1)ǫν(q2)
∣∣∣
q2
1
=q2
2
=0,(q1+q2)2=M2H
, (2.12)
where MH is the Higgs boson mass and ǫ
µ(q) denotes the polarization vector of the photon
with momentum q.
The mass shell projection of the two-loop amplitude can be correctly performed only
if the self-energy of the photon, IΓ
(1)
AσAρ(q), satisfies the well-known transversality condition
qνIΓ
(1)
AµAν(q) = 0. However, in a non-symmetric regularization scheme this property is in
general not valid any longer. It has to be reestablished as will be explained in Section 3.
In order to obtain the complete set of one-loop counterterms, we observe that the regular-
ized two-loop Green function Γ
(2)
HAµAν(q1, q2) contains three different sub-divergences which
require proper subtraction. Furthermore, since in general the regularization procedure breaks
the symmetry, we are forced to introduce the following general counterterm Lagrangian
LCTH→γγ =
∑
i
Z1 eQiAµq¯iγ
µqi + Z2q¯i 6∂qi + ZmiZ2miq¯iqi + ZYiZ2YiHq¯iqi , (2.13)
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where H,Aµ, q¯i and qi are the Higgs boson, the photon and the fermion fields, respectively.
The parameters e,mi and Yi are the gauge coupling, the masses and the Yukawa couplings
of the fermions. In a symmetric regularization scheme the free parameters Z1, Z2, Zmi and
ZYi are related by means of QED-WTI
5. In a non-invariant regularization scheme this is not
true any longer and these coefficients have to be fixed separately. For example, in Analytic
Regularization [23], which we will use for the practical computation, the renormalization
constants are Laurent-expanded in powers of the regulators. In our case it turns out that
it is enough to introduce only one, λ [24]. Then the renormalization constants read Zα =∑
n≥0Z
(n)
α /λ
n (α = 1, 2, mi, Yi). The pole parts are removed by means of the minimal
subtraction scheme and the finite parts, Z(0)α , are fixed by the STIs.
In order to fix the one-loop counterterms explicitly, we have to consider the Green func-
tions IΓ
(1),QCD
Aµq¯iqi
(p¯, p), IΓ
(1),QCD
Hq¯iqi
(p¯, p) and IΓ
(1),QCD
q¯iqi (p) which arise as sub-diagrams of the two-
loop graphs. The fermion self-energy IΓ
(1),QCD
q¯iqi (p) contains the two independent parameters
Z2 and Zmi which are not constrained by any STI. They can be fixed as usual either mini-
mally, i.e. Z
(0)
2 = Z
(0)
mi
= 0, or by imposing on-shell renormalization conditions
IΓ
(1),QCD
q¯iqi ( 6p = mi) = 0,
∂
∂6 pIΓ
(1),QCD
q¯iqi (p)
∣∣∣∣∣
6 p=mi
= 1. (2.14)
The parameter ZYi is related to the mass renormalization constant, Zmi . In our specific
example, where fermion mixing is absent, both parameters can be identified. Z1 has to be
fixed in terms of the STI which relates the vertex IΓ
(1),QCD
Aµq¯iqi
(p¯, p) to the fermion self-energy.
By differentiating the identity w.r.t. the photon ghost field cA and the fermion fields q¯i and
qi, one immediately gets
δ3S(IΓ)(1),QCD
δcA(−p− p¯)δq¯i(p¯)δqi(p)
∣∣∣∣∣
φ=0
=
i(p¯+ p)µIΓ
(1),QCD
Aµq¯iqi
(p¯, p) + ieQi
(
IΓ
(1),QCD
q¯iqi (p)− IΓ(1),QCDq¯iqi (−p¯)
)
= 0 , (2.15)
which is equivalent to the simple WTI in QED. Note that this equation is only true as
exclusively QCD corrections are considered at two-loop order.
After the one-loop counterterms are fixed, let us now focus on the Green function
IΓ
(i)
HAµAν (q1, q2) (i = 1, 2) which is our prime interest. We again have to make sure that
the finite parts of the counterterms are correctly fixed according to the STI. In fact, since
the process H → γγ has no tree-level contribution there is no free overall parameter which
fixes the finite parts by using renormalization conditions.
According to rule 3 of the previous subsection, we consider the derivative of S(IΓ) = 0
w.r.t. the photon ghost field cA, one photon Aν and the Higgs boson H . As a result we
5Zmi is not related to ZYi by a STI or WTI. However, in the general electroweak case two out of the
three parameters Zmi , ZYi and v, the vacuum expectation value, can be chosen independently.
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obtain the identity which involves among others also the Green functions IΓHAµAν(q1, q2):
δ3S(IΓ)
δcA(q1)δAν(q2)δH(p)
∣∣∣∣
φ=0
=(
−ic2W qρ1 − sW IΓcAW ∗,3ρ (−q1)
)
IΓAρAνH(q2, p)
+
(
−icW sW qρ1 + cW IΓcAW ∗,3ρ (−q1)
)
IΓZρAνH(q2, p)
+ IΓcAW ∗,3ρ H(q2, p)
(
cW IΓZρAν (q2)− sW IΓAρAν(q2)
)
+ IΓcAW ∗,3ρ Aν(p, q2)
(
cW IΓZρH(p)− sW IΓAρH(p)
)
+ IΓcAG∗,0(−q1)IΓG0AνH(q2, p) + IΓcAHG∗,0(p, q2)IΓG0Aν(q2)
+ IΓcAG∗,0Aν (p, q2)IΓG0H(p) + IΓcAH∗(−q1)IΓHAνH(q2, p)
+ IΓcAHH∗(p, q2)IΓHAν (q2) + IΓcAH∗Aν(p, q2)IΓHH(p)
= 0 . (2.16)
Actually this equation constitutes a special case of the identity (B.4) derived in a more
general context.
In the following we demonstrate how this equation simplifies for the special kind of
corrections we are interested in. In order to disentangle consistently the QCD corrections
from the Green functions appearing in the STI at a given order one can take the derivative of
the latter w.r.t. the parameters of the SU(3) colour group, namely CA and CF . Furthermore,
we can disentangle the contributions of the fermion loop from the contribution of the bosonic
corrections as the coupling of ghost fields (as well as the external BRST sourcesW ∗,3ρ , G
∗,0 and
H∗) to the fermion lines occurs for the first time through two-loop electroweak interactions.
Note that the Green functions IΓZρH , IΓHAν , IΓG0AνH and IΓG0H vanish at tree-, one- and
two-loop level as they violate CP invariance. It is well-known that the CP symmetry is
violated in the SM only through the Cabibbo-Kobayashi-Maskawa (CKM) matrix. Thus
CP violation manifests itself in the scalar sector starting at the three-loop order. The last
term in (2.16) vanishes if one restricts the analysis to fermionic contributions and their QCD
corrections. Taking these simplifications into account we finally get for the first term of the
r.h.s. of Eq. (2.16) expanded up to two loops
(
IΓcAW ∗,3ρ IΓAρAνH
)(≤2),ferm
= IΓ
(0)
cAW
∗,3
ρ
(−q1)IΓ(1),fermAρAνH (q2, p) + IΓ(1)cAW ∗,3ρ (−q1)IΓ
(1),ferm
AρAνH (q2, p)
+ IΓ
(0)
cAW
∗,3
ρ
(−q1)IΓ(2),QCDAρAνH (q2, p) . (2.17)
Note that the three-point function IΓ
(0)
AρAνH(q2, p) is absent at tree level. Further simplifica-
tions occur through the observation that the second term on the r.h.s. of Eq. (2.17) does
not give any contribution since there is no room for QCD corrections. Please note that the
one-loop Green function IΓ
(1)
cAW
∗,3
ρ
does not contain any fermionic loop. In the same line of
reasoning all terms except the ones in the first two lines of Eq. (2.16) drop out.
From the Lagrangian one obtains IΓ
(0)
cAW
∗,3
ρ
(−q1) = isW qµ1 . This in combination with the
11
accordingly simplified remaining terms of Eq. (2.16) finally lead us to the following STI
− iqρ1IΓ(i),fermAρAνH (q2, p) = 0 , i = 1, 2 . (2.18)
This identity must be fulfilled at one- and two-loop order for the specific corrections we are
interested in.
In Section 4 the breaking terms for these identities will be provided. Furthermore we
will compute the amplitude in the analytical regularization scheme and we will show how
the algebraic renormalization works for this two-loop example.
2.3 Background gauge fixing
As is well known the BFM [11] allows to derive the S-matrix elements in terms of Green
functions with external background fields with the exception of fermion fields. The main
simplification in the BFM results from the fact that the theory with background fields
possesses two different invariances: the BRST symmetry, which involves quantum fields and
ghosts, and the background gauge invariance. The latter provides several simplifications
in the computation of physical amplitudes and in the renormalization procedure due to its
linearity. The first systematic application of BFM in the SM for invariant regularizations at
the one-loop level was presented in [25]. Our considerations regarding BFM, however, also
apply in the case of noninvariant regularizations and also beyond the one-loop level. We
focus on the practical aspects of the BFM which are relevant for higher-loop calculations.
Further details on the theoretical advantages of the BFM can be found in [25, 26, 21].
The main difference between the STIs (2.6) and the WTIs for the background gauge
invariance is due to the linearity of the latter. Linearity means that the WTIs are linear in
the functional IΓ and therefore they relate Green functions of the same orders while for the
STIs there is an interplay between higher and lower order radiative corrections.
To renormalize properly the SM in the background gauge, one needs to implement the
equations of motion for the background fields at the quantum level. The most efficient way
to this end is to extend the BRST symmetry to the background fields
sWˆ 3µ = Ω
3
µ, sΩ
3
µ = 0, sGˆ
0 = Ω0, sΩ0 = 0,
sWˆ±µ = Ω
±
µ , sΩ
±
µ = 0, sGˆ
± = Ω±, sΩ± = 0, (2.19)
sGˆaµ = Ω
a
µ, sΩ
a
µ = 0, sHˆ = Ω
H , sΩH = 0,
where Ω±µ ,Ω
3
µ and Ω
a
µ are (classical) vector fields with the same quantum numbers as the
gauge bosons W,Z and Gaµ, but ghost charge −1 (like an anti-ghost field). Ω±,Ω0 and ΩH
are scalar fields with ghost number −1; in the following we will denote by Ω the complete
set of these fields.
In the following we will denote with IΓ′ the effective action which depend on the Ω (and
correspondently the S ′IΓ its Slavnov-Taylor operator) and with IΓ = IΓ′|Ω=0, i.e. by setting Ω
to zero.
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Therefore one has to modify correspondingly the STI
S ′(IΓ′)[φ] = S(IΓ′)[φ] +
∫
d4x
{
Ω3µ
[
cW
(
δIΓ′
δZˆµ
− δIΓ
′
δZµ
)
− sW
(
δIΓ′
δAˆµ
− δIΓ
′
δAµ
)]
+ Ω±µ
 δIΓ′
δWˆ∓µ
− δIΓ
′
δW∓µ
+ Ωaµ
 δIΓ′
δGˆaµ
− δIΓ
′
δGaµ

+ Ω±
(
δIΓ′
δGˆ∓
− δIΓ
′
δG∓
)
+ Ω0
(
δIΓ′
δGˆ0
− δIΓ
′
δG0
)
+ ΩH
(
δIΓ′
δHˆ
− δIΓ
′
δH
)}
= 0 . (2.20)
Here S(IΓ′)[φ] are the STIs given in Eq. (2.6). Notice that also the scalar fields G±, G0 and
H are paired with their own background fields, Gˆ±, Gˆ0 and Hˆ in order to extend the ‘t Hooft
gauge fixing to a background gauge invariant one described in Appendix A.
To study how the effective action IΓ′ depends on Wˆ±µ , for instance, one has to derive the
STI (2.20) with respect to the fields Ω±µ . After setting Ω
±
µ = 0 one obtains δIΓ
δWˆ∓µ
− δIΓ
δW∓µ
 = SIΓ
(
δIΓ′
δΩ∓µ
)
Ω=0
, (2.21)
where SIΓ is the linearized (conventional) Slavnov-Taylor operator of Eq. (A.8). These equa-
tions describe the relations between the quantum and the background fields and they sup-
plement the STI and the WTI:
S (IΓ) = 0, W(λ)(IΓ) = 0 (2.22)
where W(λ) is the WTI operator of the background gauge invariance (cf. Eq. (2.24)).
The space of counterterms and of possible breaking terms to the STI is enlarged by
those monomials which contain the background fields φˆ and the fields Ω in addition to the
conventional fields φ and anti-fields φ∗. This requires a new analysis.
In the calculation of the necessary counterterms, there are two main approaches. They
only differ by the ordering in which the three equations in (2.21) and (2.22) are used.
1. We first use the WTI for the background gauge invariance and a subset of the conven-
tional STIs (2.6). The only missing parts are counterterms which relate the two-point
functions of the background field to the two-point functions of the quantum fields and
for the two-point functions Γφ∗Ω, where φ
∗ is a generic anti-field. To fix these last
counterterms one has to use the extended STI (2.20).
Thus, to fix for example the counterterms for the two-point function for the quantum
field W±µ , one has to derive the STI (2.20) with respect to Ω
±
µ , Wˆ
∓
ν and with respect
to Ω±µ ,W
∓
ν :
IΓWˆ+W−(p) = IΓW+W−(p) + IΓΩ+W ∗,−(p)IΓW+W−(p) ,
IΓWˆ+Wˆ−(p) = IΓW+Wˆ−(p) + IΓΩ+W ∗,−(p)IΓW+Wˆ−(p) . (2.23)
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These equations fix completely the two-point functions IΓWˆ+W−(p), IΓWˆ+Wˆ−(p) in terms
of the quantum one IΓW+W−(p). Finally, in order to fix the counterterms for the two-
point functions Γφ∗Ω (a complete discussion has been given in [21]), one has to consider
the derivative of (2.21) with respect to the anti-field φ∗ and one ghost c. This conclude
the algebraic renormalization program in the case of the BFM.
2. The second alternative approach exploits completely the use of the extended STI,
namely equations of the type (2.21): Thus, one first computes all possible counterterms
to restore the WTI, then one fixes the remaining counterterms by considering the
functional derivative of the extended STI (2.20) with respect to Ω, the background
fields φˆ and the quantum fields φ. However, as in the former approach this cannot
exhaust completely the algebraic renormalization program: One shows that one still
needs a reduced set of STIs in addition which can be derived from the conventional
STI (2.6). In particular, besides the Eqs. (2.21), one needs the STI to fix the anti-field
part of the action. This guarantees that the BRST transformation are preserved to all
orders.
In a practical analysis of a physical process where one has not to compute the same Green
functions with the quantum fields replaced by the corresponding background fields nor vice
versa, the first approach is favourable — as in the two phenomenological examples discussed
in this paper. One can disregard all equations of the type (2.21). This simplifies the analysis
significantly. A phenomenological example using the second approach will be discussed in
a forthcoming publication. In Section 3.2 we discuss the analysis of the breaking terms in
both methods within the BFM.
In order to single out the relevant WTI, we have to take into account the rules stated
in Section 2.1. However, in the case of the background fields, the role of the ghost particles
is played by the parameter of the infinitesimal background gauge transformations (see Ap-
pendix A). To each generator of the gauge group SUC(3)× SUI(2)×UY (1) we consider the
corresponding local infinitesimal parameters. They are denoted by λA(x), λZ(x) and λ±(x)
for the electroweak part and λa(x) for the QCD sector. Thus, the functional WTI for the
effective action IΓ′ reads:
W ′(λ)(IΓ′) =
∑
φ
∫
d4x
(
δλ(x)φ
) δIΓ′
δφ(x)
=
∑
α=A,Z±,a
∫
d4xλα(x)W ′α(x)(IΓ′) = 0 , (2.24)
where the variations δλφ(x) are explicitly given in Appendix A (see Eqs. (A.4)–(A.7)). The
sum runs over all possible fields and anti-fields. W ′α(λ)(W ′α(x)) is called Ward-Takahashi
operator and acts on the functional IΓ′[φ]. An explicit expression is given in [25].
Concerning the rules of Section 2.1, only two slight modifications of the rules 3 and 4 are
necessary:
3′. One has to differentiate the general WTI (2.24) w.r.t. the infinitesimal parameters
λV in order to get constraints on the Green functions involving the corresponding
background gauge fields Vˆ .
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4′. To derive constraints on Green functions involving one ghost and one anti-field plus
other quantum fields one either can derive a corresponding STI with rule 4 (i.e. differen-
tiate Eq. (2.6) w.r.t. two ghost fields) or one can derive a linear WTI by differentiating
w.r.t. one ghost field and one infinitesimal parameter λα. We prefer to use the second
version since linear WTIs are simpler to handle within our specific subtraction method
(cf. Section 3.3). Note that this choice implies some assumptions on the wave func-
tion renormalization for multiplets of fields as will be explained in more detail in the
example on b→ sγ (cf. Section 5).
In connection to these modifications a remark is in order. If we consider a Green function
with one gauge field, one ghost field and one anti-field (e.g., IΓcAW ∗,+µ W−ν ) we have to differ-
entiate the WTI (2.24) w.r.t. the ghost field, the anti-field and the infinitesimal parameter
(which in the example is λ−) associated to the gauge field. This provides an identity which
fixes the considered Green function. In the case that no gauge field is involved (e.g., IΓcAq¯∗q′)
one has to consider the background variation of the ghost field, of the anti-fields and of the
quantum field (which in the example is q′). Thus the WTI has to be differentiated w.r.t.
δλcA, q¯
∗ and q′, and cA, δλq¯
∗ and q′, and cA, q¯
∗ and δλq
′. Some of the resulting WTIs coin-
cide6. One has to select the independent ones, but this can be easily done by inspection of
the WTIs themselves.
At this point let us consider the example discussed in Appendix B the amplitude involving
two gauge fields V µi and one scalar field Φ in the context of the BFM. Thus we are able to
compare the two approaches and to underline the differences.
In the framework of the BFM the two gauge fields, V µ1 and V
ν
2 , and the scalar field Φ
are replaced by their counterparts Vˆ µ1 , Vˆ
ν
2 and Φˆ, respectively. As in the conventional gauge
fixing the amplitude is built up by irreducible Green functions which in this case read IΓVˆ µ
i
Vˆ ν
j
(i, j = 1, 2), IΓΦˆΦˆ and IΓVˆ µ
1
Vˆ ν
2
Φˆ. In the following we will denote irreducible Green functions
where only external background fields are involved as background Green functions7.
Let us in a first step consider the two-point function IΓVˆ iµVˆ jν (p). We get the following
identities using (2.24) in combination with Eqs. (A.4)–(A.7):
δ2W(λ)(IΓ)
δλiV (−p)δVˆ jν (p)
∣∣∣∣∣
φ=0
= ipµIΓVˆ iµVˆ jν (p) +
∑
Φ′
Mi,Φ′IΓΦˆ′Vˆ jν (p) = 0 . (2.25)
The sum runs over all Goldstone fields G0 and G± with masses M±,G± = ±iMW , MZ,G0 =
−MZ and zero for all the other combinations. In the following the summation sign will
be omitted. A comparison with the corresponding identity in the conventional formalism,
Eq. (B.1), shows that Eq. (2.25) is linear in the Green functions. However, it requires the
renormalization of the mixed two-point functions IΓΦˆ′Vˆ jν (p) which can be studied with the
6 This is a consequence of the consistency conditions to be discussed in Section 3.2.
7Notice that in the following equations where we consider single components of WTIs or STIs, or even
some specific Green functions obtained from IΓ′ we can avoid the prime.
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help of rule 3′:
δ2W(λ)(IΓ)
δλiV (−p)δΦˆ(p)
∣∣∣∣∣
φ=0
= ipµIΓVˆ iµΦˆ(p) +Mi,Φ′IΓΦˆ′Φˆ(p) = 0 . (2.26)
Let us now come to the three-point function IΓVˆ µ
1
Vˆ ν
2
Φˆ(p1, p2). From Eq. (2.24) we get
δ3W(λ)(IΓ)
δλiV (−p1 − p2)δVˆ jν (p1)δΦˆ(p2)
∣∣∣∣∣
φ=0
=
i (p1 + p2)
µ IΓVˆ iµVˆ jν Φˆ(p1, p2) +Mi,Φ
′IΓΦˆ′Vˆ jν Φˆ(p1, p2) + fijkIΓVˆ kν Φˆ(p2) + ti,ΦΦ′IΓΦˆ′Vˆ jν (p1)
= 0 , (2.27)
where fijk and ti,ΦΦ′ represent the structure constants, respectively, the generators of the
gauge group in the representation for scalar fields. We refrain from listing them explicitly.
In the above identity the two-point functions are already known and only the function
IΓΦˆ′Vˆ jν Φˆ(p1, p2) is new. It is fixed by the WTI
δ3W(λ)(IΓ)
δλiV (−p1 − p2)δΦˆ(p1)δΦˆ′(p2)
∣∣∣∣∣
φ=0
=
i (p1 + p2)
µ IΓVˆ iµΦˆ′Φˆ(p1, p2) +Mi,Φ′′IΓΦˆ′′ΦˆΦˆ′(p1, p2) + ti,Φ′Φ′′IΓΦˆ′′Φˆ(p1) + ti,ΦΦ′′IΓΦˆ′Φˆ′′(−p2)
= 0 , (2.28)
where again the sum over Φ′′ takes the values G0 and G±.
The four equations (2.25), (2.26), (2.27) and (2.28) already form the complete set of
identities needed for the computation of the amplitude. In fact, all identities are linear in IΓ
and therefore they keep the same form to all orders. This also implies that the coefficients
fijk, ti,ΦΦ′ and Mi,Φ are not renormalized. Their renormalization is fixed from the renormal-
ization conditions. Furthermore no Green function involving ghosts or anti-fields occur. Let
us mention that instead of the four identities derived above roughly ten mostly non-linear
STIs have to be analyzed in the conventional gauge fixing. Thus, in this case the BFM is
obviously superior as compared to the conventional gauge fixing.
At this point a practical remark is in order: the obvious advantage of the BFM due
the linearity of the WTIs is only valid at the highest order of the computation. In lower
orders, i.e. in sub-diagrams, also quantum field Green functions are involved which makes
it necessary to use all three types of identities, namely (2.20), (2.24) and (2.21), in general.
Thus, in specific examples, the BFM may introduce more complications in the sub-diagrams
in comparison with a conventional gauge fixing such that the advantages of the BFM at the
highest loop level could get partly compensated. However, in the example of the two-loop
corrections to b → sγ, to be discussed in the next section, we will show that the analysis
of the sub-diagrams within the BFM is still favourable compared with the analysis within a
conventional gauge.
Let us finish this section with two practical remarks about the gauge fixing and renor-
malization conditions within the BFM.
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In order to evaluate the S-matrix elements in the BFM a gauge fixing has to be chosen for
the background gauge fields. However, this choice is completely independent from the gauge
fixing used for the internal gauge fields. This allows for a more convenient choice oriented
on the physical process. For instance, the BFM Green functions with external unphysical
scalar bosons (G0 and G±), with external ghost fields as well as longitudinal gauge bosons
can be neglected in the decomposition of S-matrix elements in terms of 1PI parts. This can
be achieved via the use of the unitary gauge fixing for the BFM propagators (see [25] for
explicit examples). The procedure can be implemented both for the electroweak and the
QCD sector of the SM.
Besides the symmetries of the BFM one has to impose some renormalization conditions
in order to unambiguously fix the finite parts of Green functions. It appears very useful
to implement them in terms of background Green functions [21]. The relation between the
renormalization conditions for the background Green functions and those for the quantum
fields are considered in [21].
2.4 Example 2: Green Functions, STIs and WTIs for the b→ sγ
In this section, we briefly describe the decomposition of the S-matrix elements for the process
b→ sγ in terms of 1PI functions at two-loop approximation. Simplifications concerning the
renormalization procedure are discussed in the context of the BFM. We explicitly derive all
WTIs and STIs constraining the counterterms at the one- and two-loop level for this specific
process .
The decomposition of the (truncated) connected BFM Green functions in terms of 1PI
functions can be split into two contributions. The first one, G
(2),vertex
Aˆµbs¯
(pb, ps), contains
the flavour changing neutral current (FCNC) vertex corrections whereas the second one,
G
(2),s.e.
Aˆµbs¯
(pb, ps), the FCNC self-energies:
G
(2)
Aˆµbs¯
(pb, ps) = G
(2),vertex
Aˆµbs¯
(pb, ps) +G
(2),s.e.
Aˆµbs¯
(pb, ps) . (2.29)
Remember that for the background fields we have chosen to use the unitary gauge in order
to avoid external unphysical particles. Then the two contributions are given by:
G
(2),vertex
Aˆµbs¯
(pb, ps) = IΓ
(2)
Aˆµbs¯
+ IΓ
(1)
AˆµAˆσ
G
(0)
AˆσAˆν
IΓ
(1)
Aˆνbs¯
+ IΓ
(1)
bb¯
G
(0)
bb¯
IΓ
(1)
Aˆµbs¯
+ IΓ
(1)
Aˆµbs¯
G
(0)
ss¯ IΓ
(1)
ss¯
+ IΓ
(1)
AˆµHˆ
G
(0)
HˆHˆ
IΓ
(1)
Hˆbs¯
+ IΓ
(1)
AˆµZˆσ
G
(0)
ZˆσZˆν
IΓ
(1)
Zˆνbs¯
, (2.30)
G
(2),s.e.
Aˆµbs¯
(pb, ps) = IΓ
(0)
Aˆµbb¯
G
(0)
bb¯
IΓ
(2)
bs¯ + IΓ
(2)
bs¯ G
(0)
ss¯ IΓ
(0)
Aˆµss¯
+ IΓ
(1)
Aˆµbb¯
G
(0)
bb¯
IΓ
(1)
bs¯ + IΓ
(1)
bs¯ G
(0)
ss¯ IΓ
(1)
Aˆµss¯
+ IΓ
(1)
AˆµHˆ
IΓ
(1)
bs¯ G
(0)
ss¯ IΓ
(0)
Hˆss¯
+ IΓ
(1)
AˆµHˆ
IΓ
(0)
Hˆbb¯
G
(0)
bb¯
IΓ
(1)
bs¯
+ IΓ
(1)
AˆµZˆν
G
(0)
bb¯
IΓ
(1)
bs¯ IΓ
(0)
Zˆνss¯
+ IΓ
(1)
AˆµZˆν
IΓ
(0)
Zˆνbb¯
G
(0)
bb¯
IΓ
(1)
bs¯ . (2.31)
We recall that G
(0)
ij denotes the tree-level propagators and IΓ the irreducible Green functions.
After projection on the physical states, the contributions from the γ−Z and γ−H mixings
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vanish because of the WTI
δ2W(λ)(IΓ)
δλA(−p)δHˆ(p)
∣∣∣∣∣
φ=0
= ipµIΓAˆµHˆ(p) = 0 , (2.32)
where an analogous equation holds for IΓAˆµZˆν . Thus the second line in Eq. (2.30) and the
second and third lines of Eq. (2.31) drop out from the amplitudes.
Let us in a first step consider the two-loop contribution to the b → sγ amplitude and
derive the corresponding WTI. According to our rules we have to replace the photon field,
Aµ, by the corresponding infinitesimal parameter of
8 UQ(1), λA. Furthermore we have to
take the derivative of Eq. (2.24) w.r.t. λA, b and s. Using the formulae (A.4)–(A.7) we
obtain
δ3W(λ)(IΓ)(2)
δλA(−ps − pb)δs¯(ps)δb(pb)
∣∣∣∣∣
φ=0
=
i(ps + pb)
µIΓ
(2)
Aˆµs¯b
(ps, pb) + ieQd
(
IΓ
(2)
s¯b (pb)− IΓ(2)s¯b (−ps)
)
= 0 , (2.33)
where Qd is the charge of the down-type quarks and pb and ps are the in-going momenta of
the quark lines. This identity (for a one-loop analysis see also [27, 28]) can be used to fix
the overall counterterms defined through
L(2),CTb→sγ = Z(2)L,1Aˆλs¯γλPLb+ Z(2)L,2s¯ 6∂PLb+ Z(2)R,1Aˆλs¯γλPRb+ Z(2)2 s¯ 6∂PRb+ h.c. , (2.34)
where the Z factors, in general, contain finite and divergent contributions. Clearly the same
Lagrangian also holds at one-loop order. PL/R = (1∓γ5)/2 are the projectors on the left- and
right-handed components. Note that for an invariant regularization scheme no counterterm
at all is needed for the Green function IΓ
(2)
Aˆµbs¯
(pb, ps). However, if the regularization scheme
breaks the identity (2.33), it can be restored with the help of non-invariant counterterms
in (2.34).
Let us now have a closer look to the sub-divergences. From the topological structure of
the two-loop diagrams with only external background gauge fields, which are contained in
IΓ
(2)
Aˆµbs¯
(cf. Fig. 3), it is evident that the 1PI three- and four-point Green functions with
external quantum, respectively, ghost fields do not appear at one-loop order:
IΓ
(1)
V aµ V
b
ν V
c
ρ
, IΓ
(1)
V aµ V
b
ν V
c
ρ V
d
σ
, IΓ
(1)
V aµ c¯
bcc . (2.35)
Here V aµ are the vector quantum fields and c
a are ghost fields. Also the Green functions where
the vector fields are replaced by scalar fields do not contribute. Actually the renormalization
of sub-divergences with more then two quantum fields enter the calculation only at three-
loop order. Thus, we only have to consider Green functions which are either sub-diagrams of
8Here the index Q reminds that the abelian group of QED is meant.
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Figure 3: One-loop diagrams contributing to b→ sγ. In order to obtain the two-loop diagrams
one-loop corrections to each vertex and internal propagator have to be considered. The two
external fermion lines represent the b, respectively, the s quark and the external wiggled line the
background photon, Aˆµ.
IΓ
(2)
Aˆµbs¯
or diagrams occurring in (2.30) and (2.31) respectively. Concerning the three-point
diagrams the following functions have to be taken into account:
IΓ
(1)
Aˆµs¯b
(ps, pb) , IΓ
(1)
Aˆµq¯2q1
(p2, p1) , IΓ
(1)
AˆµW
+
ν W
−
ρ
(p+, p−) , IΓ
(1)
AˆµG+G−
(p+, p−) ,
IΓ
(1)
AˆµG+W
−
ν
(p+, p−) , IΓ
(1)
AˆµW
+
ν G−
(p+, p−) , IΓ
(1)
W+µ q¯2q1
(p2, p1) , IΓ
(1)
G+ q¯2q1
(p2, p1) .
(2.36)
The two-point functions
IΓ
(1)
s¯b (ps, pb) , IΓ
(1)
q¯2q1(p2, p1) , IΓ
(1)
W+ν W
−
ρ
(p+, p−) ,
IΓ
(1)
G+G−(p+, p−) , IΓ
(1)
G+W−µ
(p+, p−) , IΓ
(1)
W+µ G−
(p+, p−) ,
(2.37)
appear as self-energies in the two-loop graphs. In Eqs. (2.36) and (2.37) q1 and q2 are two
generic quark fields. Notice that the Green functions IΓAˆµG+W−ν and IΓAˆµW+ν G− are absent at
tree level. This is a consequence of the choice for the gauge fixing and the background gauge
invariance. At one-loop level, however, contributions may appear as soon as a non-invariant
regularization scheme is used.
By inspection of Eqs. (2.36) and (2.37), we see that the same Green functions with the
quantum fields replaced by the corresponding background fields never occur. This implies
that the STI identities (2.21) relating background and quantum fields are irrelevant for the
practical analysis of this specific process and we can restrict ourselves to the conventional
STI and the WTI. In Section 3.2 we present a general discussion on this point.
Thus, let us discuss the STIs and WTIs which constrain the relevant sub-diagrams. Using
our rules for the BFM we are able to derive the complete set of identities. For the three-point
functions involving background photon field WTIs are used whereas only a reduced set of
STIs for three-point functions and two-point functions are indeed necessary.
We start with the WTIs. From (2.24) one gets:
δ3W(λ)(IΓ)(1)
δλA(−p1 − p2)δq¯2(p2)δq1(p1)
∣∣∣∣∣
φ=0
=
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i (p2 + p1)
µ IΓ
(1)
Aˆµq¯2q1
(p2, p1) + ieQq
(
IΓ
(1)
q¯2q1(p1)− IΓ(1)q¯2q1(−p2)
)
= 0 , (2.38)
which is the analogue equation to (2.33). Here, however, q1 and q2 refer to any type of
quark fields. As already mentioned above, an advantage of the BFM is the linearity of the
identities w.r.t. IΓ. This allows to disentangle easily the fermionic corrections from the
bosonic ones. In fact, in the same way as for the H → γγ, we can select the independent
contributions and introduce the corresponding counterterms. Notice furthermore that no
ghosts are involved. In the case of conventional gauge fixing the identity (2.38) would be
replaced by a STI obtained by differentiating w.r.t. cA, q1 and q¯2. Already at one-loop order
this identity would require the computation of Green functions involving ghost particles and
off-shell quark fields.
The other Green functions of Eq. (2.36) involving background fields are constrained by
the following WTI
δ3W(λ)(IΓ)(1)
δλA(−p+ − p−)δW+ρ (p+)δW−σ (p−)
∣∣∣∣∣
φ=0
=
i (p+ + p−)
µ IΓ
(1)
AˆµW
+
ρ W
−
σ
(p+, p−)− ie
(
IΓ
(1)
W+ρ W
−
σ
(p−)− IΓ(1)W+ρ W−σ (−p+)
)
= 0 , (2.39)
δ3W(λ)(IΓ)(1)
δλA(−p+ − p−)δG+(p+)δG−(p−)
∣∣∣∣∣
φ=0
=
i (p+ + p−)
µ IΓ
(1)
AˆµG+G−
(p+, p−)− ie
(
IΓ
(1)
G+G−(p−)− IΓ(1)G+G−(−p+)
)
= 0 , (2.40)
δ3W(λ)(IΓ)(1)
δλA(−p+ − p−)δW+ρ (p+)δG−(p−)
∣∣∣∣∣
φ=0
=
i (p+ + p−)
µ IΓ
(1)
AˆµW
+
ρ G−
(p+, p−)− ie
(
IΓ
(1)
W+ρ G−
(p−)− IΓ(1)W+ρ G−(−p+)
)
= 0 , (2.41)
and their hermitian counterparts.
According to our third rule of Section 2.1 for the Green functions IΓAˆµW+ν W−ρ (p+, p−),
IΓAˆµW+ν G−(p+, p−), IΓAˆµG+W−ρ (p+, p−) and IΓAˆνG+G−(p+, p−) of the above equations one has
to derive new STIs. For instance, one gets
δ2S(IΓ)
δAˆµ(−p+ − p−)δc+(p+)δW−ρ (p−)
∣∣∣∣
φ=0
=
IΓAˆµc+W ∗,−ν (p+, p−)IΓW+ν W−ρ (p−) + IΓAˆµc+G∗,−(p+, p−)IΓG+W−ρ (p−)
+ IΓc+W ∗,−ν (−p+)IΓAˆµW+ν W−ρ (p+, p−) + IΓc+G∗,−(−p+)IΓAˆµG+W−ρ (p+, p−)
= 0 , (2.42)
20
where the new Green functions IΓAˆµc+W ∗,−ν (p+, p−) and IΓAˆµc+G∗,−(p+, p−) emerge. Clearly,
also the STIs (2.42) can be spoiled by the radiative corrections and therefore it must be
restored by suitable counterterms. However, it turns out that due to the consistency con-
ditions (see Section 3.2) such STIs deliver no independent constraints. They are auto-
matically preserved if the STIs for the two-point functions (discussed below (2.48)), the
WTIs (2.39)–(2.41), and the WTIs involving the new Green functions IΓAˆµc+W ∗,−ν (p+, p−)
and IΓAˆµc+G∗,−(p+, p−) have been restored. These new WTIs are obtained by differentiating
the WTI (2.24) w.r.t. λA , c
+(p+) and W
∗,−
ν (p−) and w.r.t. λA , c
+(p+) and G
∗,−(p−):
δ3W(λ)(IΓ)(1)
δλA(−p+ − p−)δc+(p+)δW ∗,−ν (p−)
∣∣∣∣∣
φ=0
=
i (p+ + p−)
µ IΓ
(1)
Aˆµc+W
∗,−
ν
(p+, p−)− ie
(
IΓ
(1)
c+W ∗,−ν
(p−)− IΓ(1)c+W ∗,−ν (−p+)
)
= 0 , (2.43)
δ3W(λ)(IΓ)(1)
δλA(−p+ − p−)δc+(p+)δG∗,−(p−)
∣∣∣∣∣
φ=0
=
i (p+ + p−)
µ IΓ
(1)
Aˆµc+G∗,−
(p+, p−)− ie
(
IΓ
(1)
c+G∗,−(p−)− IΓ(1)c+G∗,−(−p+)
)
= 0 . (2.44)
These WTIs do not involve any new Green functions since the two-point functions IΓ
(1)
c+W ∗,−ν
and IΓ
(1)
c+G∗,− are already fixed by means of the Faddeev-Popov equations (B.2) as discussed
in Appendix B. Notice that only the first equation of (2.43) can be broken by the radiative
corrections since the second one involves (by Lorentz invariance) only finite quantities.
To restore the identities of the sub-diagrams, we need a complete set of counterterms. It
is convenient to divide them into three different sets
L(1)b→sγ = L(1),WTIb→sγ + L(1),STIb→sγ + L(1),INVb→sγ , (2.45)
organized in such a way that
W(λ)
(∫
d4xL(1),STIb→sγ
)
= W(λ)
(∫
d4xL(1),INVb→sγ
)
= 0 ,
S0
(∫
d4xL(1),INVb→sγ
)
= 0 . (2.46)
This triangular organization of the counterterms ensures that it is possible to restore the
WTIs by only fixing the coefficients of L(1),WTIb→sγ . The counterterms L(1),STIb→sγ and L(1),INVb→sγ
are invariant under the background gauge transformations. L(1),STIb→sγ is necessary to restore
the STIs and with the help of L(1),INVb→sγ the renormalization conditions can be fulfilled. In
Section 3.2 and in Appendix C we will prove with the help of the consistency conditions that
this procedure is always possible provided no anomalies occur.
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The complete list of counterterms for three-point functions needed to restore the WTIs
is given by
L(1),WTIb→sγ = Z(1)3 Aˆλ∇ˆµW+,λW−µ + Z(1)4 Aˆλ∇ˆµW+µ W−,λ + Z(1)5 AˆλW+,λ∇ˆµW−µ
+ Z
(1)
6
(
Aˆλ∇ˆλW+µ W−,µ + AˆλW+,µ∇ˆλW−µ
)
+ Z
(1)
7 AˆλW
+
µ ∇ˆµW−λ
+ Z
(1)
8
(
ǫµνλσAˆ
λW+,µ∇ˆσW−,ν − ǫµνλσAˆλW−,µ∇ˆσW+,ν
)
+ Z
(1)
9 AˆλG
+∇ˆλG− + Z(1)10 AˆλG−∇ˆλG+ + Z(1)11 AˆλG+W−λ
+ Z
(1)
12 AˆλG
−W+λ +
(
Z
(1)
13 Aˆλs¯PLγ
λb+ Z
(1)
14 Aˆλs¯PRγ
λb+
+ Z
(1)
15 Aˆλq¯2PLγ
λq1 + Z
(1)
16 Aˆλq¯2PRγ
λq1 + h.c.
)
+ Z
(1)
17 Aˆλc
+W ∗,−λ + Z
(1)
18 Aˆλc
−W ∗,+λ , (2.47)
where ∇ˆ is the covariant derivative w.r.t. UQ(1). These counterterms correspond to the vari-
ous Green functions occurring in the WTIs (2.38)–(2.41) and in the WTI (2.43). In Eq. (2.47)
they are partially written in covariant form w.r.t. UQ(1) and also include counterterms to
the WTIs which, however, are not relevant for our specific process under consideration. They
would be needed, e.g., for the calculation of four-point functions like IΓAµAνW+ρ W−σ . We note
that this is the preferable basis for counterterms in order to analyze the renormalization of
the whole model [21].
Besides the WTIs, we also have to take into account the following STIs. The general
form for the two-point functions is also discussed in Appendix B. In Eqs. (B.1) and (B.2)
they are given for a generic gauge field, Vµ, and a generic scalar field Φ. Note, that the
Faddeev-Popov equation has to be used in order to obtain this simple form
δ2S(IΓ)
δc+(−p)δW−µ (p)
∣∣∣∣
φ=0
= IΓc+W ∗,−ν (p)IΓW+ν W−µ (p) + IΓc+G∗,−(p)IΓG+W−µ (p) = 0 ,
δ2S(IΓ)
δc+(−p)δG−(p)
∣∣∣∣
φ=0
= IΓc+W ∗,−ν (p)IΓW+ν G−(p) + IΓc+G∗,−(p)IΓG+G−(p) = 0 , (2.48)
which at one-loop order become
IΓ
(1)
c+W ∗,−ν
(p)(iM2W gνµ) + i pνIΓ
(1)
W+ν W
−
µ
(p) + IΓ
(1)
c+G∗,−(p)(−i pµMW ) + iMW IΓ(1)G+W−µ (p) = 0 ,
IΓ
(1)
c+W ∗,−ν
(p)(−i pνMW ) + i pν IΓ(1)W+ν G−(p) + IΓ
(1)
c+G∗,−(p)(i p
2) + iMW IΓ
(1)
G+G−(p) = 0 .
(2.49)
Notice that the ghost fields do not couple directly to fermions. Hence, at one-loop level these
identities can be separated into two sets. In fact, by decomposing IΓ(1) = IΓ(1),ferm+IΓ(1),rest,
where IΓ(1),ferm contains only diagrams with virtual fermions and IΓ(1),rest the remaining
ones, the fermionic contributions satisfy the following simplified identities
i pνIΓ
(1),ferm
W+ν W
−
µ
(p) + iMW IΓ
(1),ferm
G+W−µ
(p) = 0 ,
i pνIΓ
(1),ferm
W+ν G−
(p) + iMW IΓ
(1),ferm
G+G− (p) = 0 . (2.50)
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These identities have to be considered if the computation is done in the ’t Hooft-Veltman
scheme.
In general, the two STIs in (2.48) can be restored by counterterms which are invariant
under the background gauge transformations (That this is possible is shown in Appendix C.).
The corresponding Lagrange density reads:
L(1),STIb→sγ = Z(1)19 ∇ˆµW+µ ∇ˆνW−ν + Z(1)20 ∇ˆµG+W−µ
+ Z
(1)
21 ∇ˆµG−W+µ + Z(1)22 ∇ˆµG+∇ˆµG− + Z(1)23 G+G−
+ Z
(1)
24 b¯PL 6W+µ q + Z(1)25 q¯′PL 6W+µ s+ h.c. . (2.51)
Note that the last two terms are background gauge invariant because theW boson transforms
as an isovector of SU(2).
Also the following STI for the three-point functions have to be considered
δ3S(IΓ)
δc+(−pq − pb)δq¯(pq)δb(pb)
∣∣∣∣∣
φ=0
=
IΓc+W ∗,−ν (pq + pb)IΓW+ν q¯b(pq, pb) + IΓc+G∗,−(pq + pb)IΓG+ q¯b(pq, pb)
− IΓq¯q′(−pq)IΓc+q¯′∗b(pq, pb)− IΓc+q¯q′∗(pq, pb)IΓq¯′b(pb)
= 0 , (2.52)
where the sum over the quark fields q′ is understood. Here q and q′ are generic quark fields
and q∗ and q′∗ are the corresponding BRST sources. An analogous equation where c+, q
and b is replaced by c−, s and q has to be taken into account. We only need the one-loop
expansion of these identities which reads for (2.52)
0 = IΓ
(1)
c+W ∗,−ν
(pq + pb) (iVqbγνPL) + i (pq + pb)ν IΓ
(1)
W+ν q¯b
(pq, pb)
+ IΓ
(1)
c+G∗,−(pq + pb)
(
i
Vqb
MW
[PLmq − PRmb]
)
+ iMW IΓ
(1)
G+q¯b(pq, pb)
− i(− 6pq −mq)IΓ(1)c+q¯∗b(pq, pb)− IΓ(1)q¯q′(−pq) (−iVq′bPL)
− (iVqq′PR) IΓ(1)q¯′b(pb)− IΓ(1)c+q¯b∗(pq, pb)i( 6pb −mb) . (2.53)
Here Vqq′ are the CKM matrix elements. For convenience the prefactor e/(sW
√
2) has been
omitted.
As stated above, the study of the one-loop approximation disentangles the different con-
tributions coming from fermionic and bosonic radiative corrections. Unfortunately in the
case of Eq. (2.53) it is very hard to disentangle the fermionic contributions because of the
presence of external fermionic fields. In addition we also have to note that the Green func-
tions with external ghost and anti-fields — in contrast to the case of the STIs for theW boson
two-point functions — contain fermion loops already at one-loop order. This is because there
are vertices involving the anti-fields q¯′∗ and q′∗, ghosts and fermions (see [16, 17, 18] and
Appendix A for the Feynman rules).
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If we consider on-shell b quarks some Green functions vanish and the identity (2.52) is sim-
plified. This can be heavily exploited in the algebraic one-loop analysis of b→ sγ [27]. How-
ever, we have to remember that since these one-loop corrections appear as sub-divergences
for two-loop amplitudes these simplifications do not apply here.
In Eq. (2.53) Green functions with fermionic BRST sources are involved, like, e.g.,
IΓ
(1)
c+q¯′∗b
(pq, pb) and their hermitian counterparts. Thus, according to rule 4 (cf. Section 2.1)
one has to consider STIs for them. However, in the case of the BFM, according to rule 4′,
we are left with the following linear WTIs:
δ4W(λ)(IΓ)
δλA(0)δc+(−pq − pb)δq¯∗i (pq)δb(pb)
∣∣∣∣∣
φ=0
=
− ieIΓc+q¯∗i b(pq, pb) + ieQqIΓq¯∗i c+b(−pq − pb, pb)− ieQbIΓbc+q¯∗i (−pq − pb, pq)
= 0 ,
δ4W(λ)(IΓ)
δλA(0)δc+(−pq − pb)δq¯i(pq)δb∗(pb)
∣∣∣∣∣
φ=0
=
− ieIΓc+q¯ib∗(pq, pb) + ieQqIΓq¯ic+b∗(−pq − pb, pb)− ieQbIΓb∗c+q¯i(−pq − pb, pq)
= 0 . (2.54)
The corresponding identity where, e.g., λA(0) is replaced by λZ(0) reads
δ4W(λ)(IΓ)
δλZ(0)δc+(−pq − pb)δq¯∗i (pq)δb(pb)
∣∣∣∣∣
φ=0
=
−MZIΓ(1)G0c+q¯∗i b(−pq − pb, pq, pb)
+ ie
cW
sW
IΓc+q¯∗
i
b(pq, pb) + ieQ
Z
q IΓq¯∗i c+b(−pq − pb, pb)− ieQZb IΓbc+q¯∗i (−pq − pb, pq)
= 0 . (2.55)
Here QZu/d = (Qu/dsW/cW ∓ 1/(2sW cW )). There are two other pairs of equations where
λA(0) and c
+(−pq − pb) are replaced by λ+(0) and cA(−pq − pb) or λ+(0) and cZ(−pq − pb),
respectively.
Finally we have to fix the invariant counterterms [16, 17, 18] L(1),INVb→sγ in order to fulfill
the renormalization conditions. It contains ZW , the wave function renormalization for theW
boson, its massMW , the wave function renormalization for the Goldstone boson, ZG, and the
corresponding mass MG (which coincides with the product of the gauge parameter ξW and
M2W ). Furthermore we have to fix the renormalization conditions for the fermions, namely
the masses mqi inside of loops
9 and ms and mb which are needed for the computations of
the on-shell amplitudes. Also the CKM elements and the couplings αQED and GF have to
be fixed.
For the CKM matrix there are two possible choices which can be adopted [29]: (i) the
use of the MS scheme where only the poles are subtracted [30, 31] or (ii) the definition
9As already mentioned in Section 2.3 rule 4′, the fermion wave function renormalization is fixed by
WTI (2.54). For further discussion see [21].
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given in [29] which relies on subtractions at zero momentum. For the general analysis of
renormalization conditions in the background field gauge we refer the reader to [21]. Our
specific choices in the case of b → sγ will be discussed in Section 5. There we will see that
some of the identities are automatically preserved by a conscious choice of regularization.
This will provide great simplifications.
3 Renormalization of the identities
In Section 3.1 we give a brief review to the Quantum Action Principle (QAP) from a practi-
cal point of view and introduce some necessary notation. We present the principle algebraic
procedure necessary to remove the breaking terms. In Section 3.2 we briefly discuss the im-
portant practical consequences of the consistency conditions. Finally in the last subsection,
we propose our strategy which provides the possibility to remove the breaking terms in an
efficient way.
3.1 The Quantum Action Principle and the algebraic method
The QAP is the fundamental theorem of renormalization theory. It guarantees the locality
of the counterterms, and as a consequence, the polynomial character of the renormalization
procedure. The QAP also implies that all breaking terms of the STIs and WTIs are local
and that they can be fully characterized in terms of classical fields10.
Formally, the QAP states that within a specific renormalization framework derivatives of
a 1PI generating functional IΓ w.r.t. a parameter11 of the theory [8], µ, or w.r.t. a field [4]
are local insertions ∆ in the 1PI Green functions
∂IΓ
∂µ
= ∆µ · IΓ , δIΓ
δφ(x)
= ∆φ(x) · IΓ . (3.1)
The explicit meaning of the r.h.s. is the following: In analogy to (2.5) we consider an
(extended) action at lowest order
Γ0 =
∫
d4x
(
LINV +
∑
i
φ∗i sφ
i + LGF + LΦΠ +
∑
r
ρr∆
r
)
. (3.2)
where the sum runs over all the possible local insertion ∆r. Then one has
∆r · IΓ = (3.3)
∞∑
n=0
(−i)n
n!
∫  n∏
j=0
d4pj
 δ4 (∑
k
pk
)
φ1(p1) . . . φn−1(pn−1)ρr(pn)IΓ
(n)
φ1...φn−1ρr
(p1, . . . , pn) ,
10Within this subsection, we will skip the prime on the effective action and on the functional identities
since the following results are clearly not restricted to the BFM
11 Here we mean all the parameters of the renormalized theory: masses, couplings, vacuum expectation
values, gauge fixing parameters, renormalization scales, infra-red (IR) regulators, . . . (see [15, 8]).
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with
in
δnIΓ
δφ1(p1) . . . δφn−1(pn−1)ρr(pn)
∣∣∣∣∣
φ=0
= IΓ
(n)
φ1...φn−1ρr
(p1, . . . , pn). (3.4)
Thus, ∆r · IΓ generates the 1PI Green functions with an insertion of an integrated or local
composite operator ∆r
〈T (φ1 . . . φn∆r)〉1PI . (3.5)
It can be decomposed into a basis of integrated monomials of fields and their derivative
with the same quantum numbers as the l.h.s. of (3.1). Therefore the r.h.s. of (3.1) can be
decomposed into the classical insertion and their radiative corrections:
∆µ · IΓ = ∆µ +O(h¯∆µ) , ∆φ(x) · IΓ = ∆φ(x) +O(h¯∆φ(x)) . (3.6)
In the case of STIs, the QAP implies that the (subtracted) Green functions Γ, computed
within a given scheme, fulfill them up to local insertions ∆STI in the 1PI Green functions:
S(Γ) = ∆STI +O(h¯∆STI) . (3.7)
Here ∆STI is an integrated, Lorentz invariant polynomial (of the fields and their derivatives)
with ultra-violet (UV) degree ≤ 4 and IR degree ≥ 3 (assuming four space-time dimensions).
Although Eqs. (3.1) and (3.7) apply to any renormalization scheme, the coefficients of the
various ∆s depend on the particular scheme adopted. In fact, the definitions of ∆µ,∆φ(x)
and ∆STI rely on specific conventions for composite operators. Thus a renormalization
description for the composite operators is necessary. Here one uses the concept of Normal
Product Operators (NPO) introduced by Zimmermann [15] or the conventional counterterm
technique which is preferable from the practical point of view.
Once the breaking terms ∆STI are given we can discuss the main objective of the algebraic
method [9, 10]. This essentially entails in a prescription to restore the identities by suitable
local non-invariant counterterms, ΓCT , such that at nth order one has
S(IΓ)(n) ≡ S0(Γ(n)) +
n−1∑
j=1
(IΓ(j), IΓ(n−j))− S0(ΓCT,(n)) = O(h¯∆STI) , (3.8)
where the decomposition given in Eq. (A.8) has been used. Notice that the Green functions
IΓ(j) with j < n are already fixed and only Γ(n) has to be adjusted by the local counterterms
ΓCT,(n). Thus, in practice the problem amounts to solve the algebraic equations
S0(ΓCT,(n)) = ∆STI , (3.9)
where S0 is given in Eq. (A.8). This equation turns out to be solvable in absence of anoma-
lies [9, 10] where only the consistency conditions have to be used (cf. Section 3.2). Moreover,
due to a non-trivial kernel of the operator S0 (i.e. the space of invariant counterterms), one
is allowed to impose renormalization conditions tuning the free parameters of the model.
This principal algebraic procedure does not automatically lead to a practical advice
for higher-loop calculations. As already mentioned in the Introduction, regardless which
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regularization scheme one uses, the calculation of ∆STI in (3.9) is quite tedious and gets even
more complicated at higher orders. In general, one has to calculate all Green functions which
occur in the complete set of STIs. Inserting them in the STIs one fixes ∆STI . The additional
computations necessary in the conventional algebraic method can be slightly reduced: instead
of calculating all Green functions which occur in the full set of the STIs, one can simplify
the problem by computing the Green functions in special points, namely for zero momentum
p = 0, for on-shell momentum or for large external momenta. As a consequence the breaking
terms, ∆STI , are simply related to Green functions evaluated in these special points. Clearly,
if on-shell renormalization conditions are used in the calculation, the on-shell method is
definitely superior to the zero-momentum subtraction. In the infinite-momentum scheme
one can take advantage of Weinberg’s theorem [32] (see also Section 3.3).
Despite of these simplifications, still all Green functions involved in the STI have to be
taken into account for the computation of the breaking terms in (3.9). In Section 3.3 we will
present our strategy which drastically reduces the additional work as will also be shown in
the examples of Section 4 and 5.
3.2 Consistency and renormalization conditions
One of the main tools of algebraic renormalization is provided by the algebraic relations be-
tween the functional operators S ′IΓ′ of the STIs (see Eq.(2.20) and the definition (A.8)) ,W ′(λ)
of the WTIs (given in Eq. (2.24)) and of the other supplementary identities like the Faddeev-
Popov equations (see [18, 21]). Beyond their relevance in the theoretical framework [10], the
consistency conditions turn out to be important for practical applications.
The operators S ′IΓ′ and W ′(λ) form an algebra
S ′2IΓ′ = 0 if S ′(IΓ′) = 0 ,
S ′IΓ′(W ′(λ)(IΓ′))−W ′(λ)(S ′(IΓ′)) = 0 ,
W ′(λ)(W ′(β)(IΓ′))−W ′(β)(W ′(λ)(IΓ′)) = W ′(λ∧β)(IΓ′) , (3.10)
which, applied to the breaking terms ∆′S and ∆
′
W (λ) of the STI, respectively, WTI
S ′(Γ′) = ∆′S +O(h¯∆′S) ,
W ′(λ)(Γ′) = ∆′W (λ) +O(h¯∆′W ) , (3.11)
leads to the so-called consistency conditions
S ′0(∆′S) = 0 , (3.12)
S ′0(∆′W (λ))−W ′(λ)(∆′S) = 0 , (3.13)
W ′(λ)(∆′W (β))−W ′(β)(∆′W (λ)) = ∆′W (λ ∧ β) , (3.14)
where (λ ∧ β)a = fabcλbβc. These kind of equations are called Wess-Zumino consistency
condition.
The consistency conditions have very important practical consequences:
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1. In the definition of the possible breaking terms of the STIs and WTIs one first admits
any kind of local Lorentz invariant terms which have the proper quantum numbers.
However, the consistency conditions of Eqs. (3.12)–(3.14) constrain those breaking
terms further. Actually, they play the key role in the algebraic analysis of anomalies.
They single out the possible candidates for breaking terms which cannot be removed by
suitable counterterms. It is well known that this can be done by means of cohomological
methods. For this important issue we refer the reader to the rich literature [33]. As
an example, in the SM the consistency conditions single out the Adler-Bardeen-Jackiw
anomaly. However, as is well known, the latter cancels out because of the specific
choice of the fermion content in the SM.
Once we know that the identity has no anomaly, the practical constraints of the consis-
tency conditions on the breaking terms (introduced by the non-invariant regularization)
can be worked out. This is achieved by the condition that only those breaking terms
are possible which can be produced by local counterterms. We will explicitly illustrate
this practical procedure for the process b→ sγ in Section 5.
2. Another important consequence of the consistency conditions is the triangular structure
of functional identities. This means that it is possible to organize the set of functional
identities into a hierarchical structure in such a way that we can restore the identities
one after the other without spoiling those which are already recovered — as explicitly
explained in Section 2.4 in the example of b→ sγ.
We have to solve the following problems
S ′0(Γ′CT ) = ∆′S
W ′(λ)(Γ′CT ) = ∆′W (λ) , (3.15)
where Γ′CT =
∫
d4xL′CT (x) with the conditions (3.12)–(3.14).
We know that, in absence of anomalies, the breaking of the Wess-Zumino consistency
conditions (3.14) are solved by the counterterms
W ′(λ)(Γ
′WTI
CT ) = ∆
′
W (λ)
Therefore, by introducing those counterterms in the Feynman amplitudes, or equiva-
lently in the action Γ′: Γ′ → Γ′ − Γ′WTICT , we have the new system
S ′(Γ′ − Γ′WTICT ) = ∆′S − S ′0(Γ
′WTI
CT ) ≡ ∆ˆ′S ,
W ′(λ)(Γ′ − Γ
′WTI
CT ) = ∆
′
W (λ)−W ′(λ)(Γ
′WTI
CT ) = 0 ,
where the new breaking term ∆ˆ′S is explicitly background gauge invariant because
of (3.10) and (3.13)
W ′(λ)(∆ˆ′S) =W ′(λ)(∆′S)−W ′(λ)S ′0(Γ
′WTI
CT ) =W ′(λ)(∆′S)− S ′0 (∆′W (λ)) = 0.
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This means that, in order to restore the STI, we need only background gauge invariant
counterterms. To that purpose, we add terms like Γ
′WTI
CT so that
W ′(λ)(Γ
′STI
CT ) = 0, S ′0(Γ
′STI
CT ) = ∆ˆ
′
S. (3.16)
This proves that we can effectively disentangle the two sets of identities. In Appendix C
we specialize the argument to each subspace of counterterms.
In the following we analyze the practical algebraic renormalization program within the
BFM discussed in Section 2.3 in more detail.
We consider the STI (2.6) and separate the extended part from the conventional one
(namely the old STI (2.6)) by taking the derivative with respect to Ω and then setting them
to zero. As mentioned in Section 2.3, we obtain a set of the following three different equations
(in the following we regard only the example for Ωaµ, but it is understood that this is valid
for every Ω):
S (IΓ) = 0 , W(λ)(IΓ) = 0 , (3.17) δIΓ
δGˆaµ
− δIΓ
δGaµ
 = SIΓ
(
δIΓ′
δΩaµ
)
Ω=0
(3.18)
where IΓ ≡ IΓ′Ω=0, SIΓ is the linear (conventional) STI operator (A.8) and W(λ) is the WTI
operator defined in (2.24).
Notice that reducing the equation for an arbitrary Ω to Ω = 0 might hide some relevant
Green functions with higher powers of Ω. In particular in the Eqs. (3.17) we consider only
the first power of Ω and the functionals independent of Ω. However, we would like to recall
that Ω is a vector or a scalar field from the Lorentz point of view, they have ghost number
equal to +1 and dimension equal to 1. Therefore the higher powers of Ω cannot contribute
to divergent Green functions or, equivalently, there are no counterterms with two powers of
Ω.
At the quantum level they are broken by the breaking terms controlled by the QAP
S (Γ) = ∆S +O(h¯∆S), W(λ)(Γ) = ∆W (λ) +O(h¯∆W ) (3.19) δΓ
δGˆaµ
− δΓ
δGaµ
− SΓ
(
δΓ′
δΩaµ
)
Ω=0
= ∆Gaµ +O(h¯∆Gaµ). (3.20)
Notice, furthermore, that there is no prime in the following equations since we restrict our
considerations to the functional Γ and to the breaking terms ∆S and ∆W in the case where
Ω = 0. Finally we can use the consistency conditions (cf. Eqs. (3.12)-(3.14)) and one can
easily deduce the following set of constraints
S0 (∆S) = 0 (3.21) δ
δGˆaµ
− δ
δGaµ
 (∆S) = S0 (∆Gaµ) (3.22)
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 δ
δGˆaµ
− δ
δGaµ
(∆Gbν)−
(
δ
δGˆbν
− δ
δGbν
) (
∆Gaµ
)
= 0 (3.23)
S0 (∆W (λ))−W(λ) (∆S) = 0 (3.24)
W(λ)
(
∆Gaµ
)
−
 δ
δGˆaµ
− δ
δGaµ
 (∆W (λ)) = fabcλb∆Gcµ . (3.25)
This list is not complete because we have also to add the consistency conditions between the
breaking terms ∆W (λ), but these are exactly the same as written in (3.10).
Using this equation we can study the two approaches singled out in Section (2.3). In
the first approach we restore the naive STIs, that means we compensate the breaking terms
∆S with suitable counterterms. In addition we consider the WTI and their breaking terms
∆W (λ) and we compensate them by using suitable counterterms. Those counterterms are re-
lated by the consistency conditions (3.24) which we take into account in our explicit examples
in order to reduce the effort of our computation.
By setting all the breaking terms ∆S = ∆W (λ) = 0 to zero and assuming that all the
necessary counterterms are introduced, we have finally
S0
(
∆Gaµ
)
= 0 (3.26) δ
δGˆaµ
− δ
δGaµ
(∆Gbν)−
(
δ
δGˆbν
− δ
δGbν
)(
∆Gaµ
)
= 0 (3.27)
W(λ)
(
∆Gaµ
)
= fabcλ
b∆Gcµ . (3.28)
The first equation (3.26) tells us that the breaking terms ∆Gcµ of the remaining identities
(which are needed in order to control the breaking of the relations between the background
gauge fields and the quantum ones) are STI invariant breaking terms. Therefore we need
only counterterms which satisfy the STI. The second equation (3.27) provides a consistency
condition for the breaking terms ∆Gcµ themselves. It tells us that the breaking terms can
only depend upon the linear combinations of the background gauge fields. The last equation,
namely (3.28), says that the breaking terms ∆Gcµ should transform as vectors under transfor-
mations of the background gauge symmetry. It is easy to see that the possible candidates for
the breaking terms ∆Gcµ are very few and they can be reabsorbed by adjusting counterterms
with background fields.
In the second approach we first restore all the WTI and all the identities like (2.21).
That is we suppose that we have inserted the relevant counterterms which render ∆Gcµ =
∆W (λ) = 0. From the consistency conditions above one easily derives again the constraints
on the breaking terms ∆S.
In order to select a practical criterium to use one approach instead of the other we have
to study the process under consideration. In fact two situations can in general occur. If we
consider only processes at one- or two-loop, we have
• the case where both, the quantum and the background version of a Green function,
occur as sub-diagrams or as a component of the connected Green functions involved in
the process under consideration. Here the second approach seems to be advantageous.
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• the case where the quantum sub-diagrams are completely unrelated to the background
Green functions involved in process (for instance in our example in Section 2.4). Then
identities (3.18) are not relevant and one is allowed to restrict the algebraic analysis
to the WTI and to the conventional part of the STI (3.17).
3.3 Removing the breaking terms
In the following a general procedure is presented which optimizes the algebraic method.
In [34] this procedure was used to discuss the complete renormalization of the Abelian Higgs
model. In this paper we use the procedure in the more general context of the SM. The
breaking terms to be computed are reduced to the evaluation of finite Green functions.
Moreover, it is shown that this method is very powerful if in addition the BFM is adopted.
First a formal derivation of the various steps is presented. Afterwards the power of
the method is demonstrated in the case of the two-point function for the W bosons which
represents an important ingredient for the calculation of radiative corrections to the well-
known ρ parameter [35] parameterizing the isospin breaking of a fermion doublet.
Let us assume that the invariant vertex functions IΓ(m) has already been constructed up
to order m ≤ n− 1. Thus, because of the QAP (see Section 3.1), the subtracted functional
Γ(n) satisfies the broken STI12
S(Γ)(n) = S0(Γ(n)) +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
= ∆(n) , (3.29)
where the meaning of S0 and the compact notation for (·, ·) is given in Eqs. (A.8) and (A.9).
In the case of the absence of anomalies, we know from the general results of algebraic
renormalization that one can add finite counterterms in the action in order to restore the
validity of the STIs. As we have seen in Section 2.1, the STIs connect a large amount of
Green function. In principle, all of them have to be calculated in order to fix the breaking
term ∆(n).
The construction of an efficient and convenient method for the determination of ∆(n)
consists of the following steps:
1. We disentangle the various terms in ∆(n) expanding it into an operator basis
∆(n) =
∑
i
ci
∫
d4xMi(x) (3.30)
where Mi(x) are local Lorentz invariant monomials in the fields and their derivatives.
The basis is quite restricted by additional symmetries preserved by the regularization
procedure. The usual power counting poses an upper bound on their mass dimension
(which is independent of the loop order in the case of power counting renormalizable
theories). As we have seen in Section 3.2, ∆(n) is also constrained by the Wess-Zumino
consistency condition [10] given in (3.14).
12 In the present section we skip the prime on the effective action again.
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2. One acts with the zero momentum subtraction operator (1 − T δ) on both sides of
Eq. (3.29). Here T δ denotes the Taylor operator in the external momenta up to a
suitable degree δ (see Appendix A, Eqs. (A.10) for its explicit form). The locality of
∆(n) ensures that it is possible to find a degree δn such that
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(1− T δn)S(Γ)(n) = (1− T δn)∆(n) = 0 , (3.31)
and thus ∆(n) is subtracted away. At the moment we assume that the zero momentum
subtraction is possible. This means that the vertex functions have to be sufficiently
regular at zero momenta. Below possible adjustments for the case that IR problems
occur are discussed.
3. Clearly the l.h.s. of (3.31) has not yet the correct form. Indeed we want to obtain a
new STI for subtracted Green functions, i.e. for (1 − T δpc)Γ(n), where δpc is the naive
power counting degree. In general we have δn ≥ δpc. To that purpose we commute
the Taylor operation with the Slavnov-Taylor operator. It is convenient to adopt the
decomposition (3.29) into a linearized operator plus bilinear terms. The part involving
the linearized operator leads to
(1− T δn)S0(Γ(n)) = S0
(
(1− T δpc)Γ(n)
)
+ S0
(
T δpcΓ(n)
)
− T δn
(
S0(Γ(n))
)
, (3.32)
which expresses the fact that S0 is in general not homogeneous in the fields. In par-
ticular this is the case for theories with spontaneous symmetry breaking. Notice that
the Taylor operator is scale invariant, however, it does not commute with sponta-
neous symmetry breaking. Furthermore there might be IR problems in connection
with massless fields as will be discussed below. The difference between δn and δpc leads
to over-subtractions in Γ(n). Therefore breaking terms generated by the last two terms
on the r.h.s. of the above equation have to be introduced. Furthermore, the action of
the Taylor operator can be split into the naive contribution
∑n−1
j=1
(
IΓ(j), IΓ(n−j)
)
plus
the local terms obtained by Taylor expansion. These local terms also contribute to the
new breaking terms.
Finally, by applying the Taylor operator on (3.29) and by using (3.31) and (3.32) we
obtain
(1− T δn)S(Γ)(n) = S0
(
(1− T δpc)Γ(n)
)
+
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
(3.33)
− [T δnS0 − S0T δpc ]Γ(n) − T δn
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
= 0 .
The terms in the second line of (3.33) represent the new local breaking terms which
correspond to the subtracted function at the order n, (1 − T δpc)Γ(n). Thus, it is
convenient to define the new breaking terms as
Ψ(n) = [T δnS0 − S0T δpc]Γ(n) + T δn
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
. (3.34)
13In power counting renormalizable theories the degree δ is of course independent of the loop order n.
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We emphasize that they are universal in the sense that they do not depend on the
specific regularization used in the calculation — in contrast to ∆(n) in Eq. (3.29).
4. Now the principal construction of an invariant Green function IΓ(n) is clear: First,
one has to calculate the universal terms Ψ(n). This step consists of the evaluation
of a set of finite amplitudes and their derivatives at zero momenta as one can read
off Eq. (3.34). There, the functions IΓ(m) are computed at the lower orders in the
perturbative expansion. They are supposed to satisfy the STI at every order m <
n. One strategy to further simplify the calculation of the universal breaking terms,
Ψ(n), is to reduce the number of bilinear contributions by a suitable choice of the
renormalization conditions. Second, one has to find the counterterms Ξ(n) which satisfy
S0(Ξ
(n)) = −Ψ(n) . (3.35)
Finally, the correct vertex function reads
IΓ(n) = (1− T δpc)Γ(n) + Ξ(n) . (3.36)
We stress that only the universal breaking terms have to be computed which drastically
simplifies the determination of the non-invariant counterterms.
5. As mentioned above, in the presence of massless particles zero-momentum subtractions
of the regularized function Γ(n) might lead to IR divergences. In principle one can
circumvent this problem by using the Lowenstein scheme [13]. In this case one has
to introduce a generalized Taylor expansion which also takes care of the soft mass
parameter s of the Lowenstein scheme. Consequently one has to analyze the new
breaking terms arising from the commutator between this new operator and the STI,
respectively, the WTI operator. Moreover, one can take advantage of the fact that the
breaking terms are IR safe for principal reasons provided there are no IR anomalies in
the model. In the phenomenological examples we discuss in the following sections no
IR problems occur.
There is also an alternative path for the case where IR problems are induced by zero-
momentum subtractions. The whole procedure proposed in this section, that is the
translation of the “conventional” breaking terms into “universal” ones, also leads to
drastic simplifications if the subtractions are performed for infinite instead of zero
momenta. The former procedure is even preferable if four- and five-point functions
occur in the STIs. It obviously circumvents all IR problems mentioned above.
6. We emphasize that there is the free choice of the renormalization conditions which
corresponds to a specific choice of the invariant counterterms. A change in the renor-
malization conditions leads to a change of the basis of the breaking terms. In practice,
this means that one is allowed to shift the breaking terms of some WTIs and some
STIs to others which are not relevant for the specific process under the consideration.
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7. There are also cases where the zero momentum subtraction is not very practical. Let
us consider a STI (or a WTI) involving Green functions with four external legs as a
minimum (e.g. ΓWµWνAρAσ) or with high-dimensional fields like the BRST sources (e.g.
Γc+q¯∗
i
b where q¯
∗
i is the BRST source for the quark field qi). As is easy to show they are
fixed by STIs involving convergent Green functions (see Sections 2.4 and 5.2). There-
fore zero-momentum subtraction introduces breaking terms which are very tedious to
compute as they in general involve Green functions with five or six external legs. Very
often quite a lot of diagrams contribute. Thus sometimes it is more convenient to
choose another subtraction technique. One possibility would be to consider large ex-
ternal momenta. Using Weinberg’s theorem [32], the coefficients of the breaking terms
are computed directly by Green functions with only a small number of external legs,
like Γc+q¯∗
i
b.
8. The subtraction technique for STIs and WTIs correlated to Green functions like Γc+q¯∗i b
or similar ones are more involved as can be seen from Eq. (2.55). Thus it is convenient
to decompose the STI (3.29) into different terms:
S0(Γ(n)) +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
≡ ∑
α∈U
cαΓ
(n)
α +
∑
α∈U ′
dαIΓ
(n)
α +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
= ∆(n) , (3.37)
where U , respectively, U ′ are index sets corresponding to the n-loop Green functions
Γ(n)α and IΓ
(n)
α . Remember that the finite parts of Γ
(n)
α still have to be fixed whereas this
is already done for IΓ(n)α . The functions IΓ
(n)
α are conveniently computed using other
techniques, e.g. the one described in 7. The coefficients cα and dα are functions of the
external momenta.
Now the Taylor operator (1− T δ) can again be applied leading to the following result
∑
β∈U
cα
(
(1− T δpc)Γ(n)α
)
+
∑
α∈U ′
dαIΓ
(n)
α +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
)
+ (3.38)
−∑
α∈U
[T δncα − cαT δpc ]Γ(n)α − T δn
∑
α∈U ′
dαIΓ
(n)
α +
n−1∑
j=1
(
IΓ(j), IΓ(n−j)
) = 0 ,
where the new contribution T δn
∑
α∈U ′ dαIΓ
(n)
α appear in the breaking terms Ψ
(n). It
depends on the Green functions IΓ(n)α . This modification of our formalism will be used
in Section 5 for the example b→ sγ.
In order to illustrate the method elaborated above we consider the two-point functions
for the W boson. All the ingredients to consider the STIs involved in the calculation of
the two-point functions in a non-symmetric regularization scheme are now introduced. In
Appendix B it is shown that the two-point functions and their STIs (plus the ghost equation)
form a closed set of relations. It is also known that the STIs (2.48) are broken by local terms
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only. According to the QAP we have:
Γc+W ∗,−ν (p)ΓW+ν W−µ (p) + Γc+G∗,−(p)ΓG+W−µ (p) = ∆c+W−µ (p) +O(h¯∆) ,
Γc+W ∗,−ν (p)ΓW+ν G−(p) + Γc+G∗,−(p)ΓG+G−(p) = ∆c+G−(p) +O(h¯∆) . (3.39)
The breaking terms ∆c+W−µ (p) and ∆c+G−(p) are finite and exhibit the following decomposi-
tion in terms of independent monomials
∆c+W−µ (p) = α1p
2pµ + α2pµ ,
∆c+G−(p) = α3p
2 + α4 . (3.40)
According to our procedure we apply the Taylor operator to the various Green functions
involved in the STIs
ΓˆW+ν W−µ (p) = (1− T 2p )ΓW+ν W−µ (p) ,
ΓˆG+W−µ (p) = (1− T 2p )ΓG+W−µ (p) = −ipµ(1− T 0p )ΓG+W−(p2) ,
ΓˆW+µ G−(p) = (1− T 2p )ΓW+µ G−(p) = −ipµ(1− T 0p )ΓW+G−(p2) ,
ΓˆG+G−(p) = (1− T 2p )ΓG+G−(p) ,
Γˆc+W ∗,−ν (p) = (1− T 1p )Γc+W ∗,−ν (p) = −ipµ(1− T 0p )J(p2) = −ipµJˆ(p2) ,
Γˆc+G∗,−(p) = (1− T 1p )Γc+G∗,−(p) = (1− T 0p )I(p2) = Iˆ(p2) , (3.41)
with Γc+W ∗,−ν (p) = −ipνJ(p2) and Γc+G∗,−(p) = I(p2). The UV index is set equal to the
superficial UV degree.
In a next step we can compute the commutator between the Slavnov-Taylor operator
and the Taylor subtraction. This leads us to the universal breaking terms (cf. Eqs. (3.33)
and (3.34))
Ψ
(1)
c+W−µ
= ipµ
[
Γˆ
L,(1)
W+W−(p
2)− iMW Γˆ(1)G+W−(p2)− iM2W Jˆ (1)(p2)−MW Iˆ(1)(p2)
]
= ipµp
2
[
−iMW ∂
∂p2
Γ
(1)
G+W−(0)−MW I(1)′(0)− iM2WJ (1)′(0)
]
, (3.42)
Ψ
(1)
c+G− = p
2Γˆ
(1)
W+G−(p
2) + iMW Γˆ
(1)
G+G−(p
2)− p2MW Jˆ (1)(p2) + i p2Iˆ(1)(p2) = 0 .
where ∂
∂p2
Γ
(1)
G+W−(0) ≡ ∂∂p2Γ(1)G+W−(p2)
∣∣∣
p=0
. Γ
L,(1)
W+W− denotes the longitudinal part of the W
boson two-point function defined through
ΓW+µ W−ν (p) =
(
gµν − pµpν
p2
)
ΓTW+W−(p
2) +
pµpν
p2
ΓLW+W−(p
2) .
In the second equation of (3.42) there is no breaking term at all while in the first one
only the term proportional to p2pµ survives the Taylor operation. It can be re-absorbed by
introducing the counterterm
Ξ(1) = MW
(
− ∂
∂p2
Γ
(1)
G+W−(0) + iI
(1)′(0)−MWJ (1)′(0)
)∫
d4x∂µW+µ ∂
νW−ν , (3.43)
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which is manifestly universal because it is computed in terms of finite Green functions which
do not require any regularization procedure. This is the major difference between the direct
computation of the breaking terms and the one discussed here. In the former case the
complete calculation of the coefficients α1, α2, α3 and α4 have to be performed. On the
contrary, in our approach this is in part automatically taken into account by the subtraction
procedure. In the present example, we only have to compute the residual coefficient α1 which
arises in Green functions involving ghost fields and W–G mixing. The other breaking terms
of Eq. (3.40) are automatically removed by the specific choice of renormalization conditions
given by the Taylor subtraction in (3.41). In other words it is possible to remove the breaking
terms αi (i = 2, 3, 4) by invariant counterterms.
Note that in Eq. (3.43) only the first term in the bracket gives a contribution to the
fermionic part since at one-loop order the ghost two-point functions do not receive any
contribution from fermionic fields.
Before we discuss the additional simplifications of our method in connection with the
BFM, we mention that our specific procedure allows us to work out the corresponding
formulae at the n-loop level explicitly:
Ψ
(n)
c+W−µ
= ipµ
{
Γˆ
L,(n)
W+W−(p
2)− iMW Γˆ(n)G+W−(p2)− iM2W Jˆ (n)(p2)−MW Iˆ(n)(p2)
−
n−1∑
m=1
[
J (m)(p2)IΓL,(n−m)W+W− (p2) + I(m)(p2)IΓ(n−m)G+W−(p2)
]}
= ipµ
{
p2
(
−iMW ∂
∂p2
Γ
(n)
G+W−(0)−MW I(n)′(0)− iM2WJ (n)′(0)
)
− p2
n−1∑
m=1
[
J (m)′(0)IΓL,(n−m)W+W− (0) + J (m)(0)
∂
∂p2
IΓ
L,(n−m)
W+W− (0)
+ I(m)′(0)IΓ(n−m)G+W−(0) + I(m)(0)
∂
∂p2
IΓ
(n−m)
G+W−(0)
]
−
n−1∑
m=1
[
J (m)(0)IΓL,(n−m)W+W− (0) + I(m)(0)IΓ(n−m)G+W−(0)
] }
,
Ψ
(n)
c+G− = p
2Γˆ
(n)
W+G−(p
2) + iMW Γˆ
(n)
G+G−(p
2)− p2MW Jˆ (n)(p2) + ip2Iˆ(n)(p2)
+
n−1∑
m=1
[
−p2J (m)(p2)IΓ(n−m)W+G−(p2) + I(m)(p2)IΓ(n−m)G+G−(p)
]
=
n−1∑
m=1
[
−p2J (m)(0)IΓ(n−m)W+G−(0) + I(m)(0)IΓ(n−m)G+G−(0)
+ p2I(m)′(0)IΓ(n−m)G+G−(0) + p2I(m)(0)
∂
∂p2
IΓ
(n−m)
G+G−(0)
]
, (3.44)
where −ipµJ (k)(p2) = IΓ(k)c+W ∗,−µ (p) and I
(k)(p2) = IΓ
(k)
c+G∗,−(p) (k = 1, . . . , n − 1) represent
the renormalized symmetric counterparts of Γ
(k)
c+W ∗,−ν
(p) = −ipνJ (k)(p2) and Γ(k)c+G∗,−(p) =
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I(k)(p2). Already at two-loop order the complete set of counterterms is needed. They are,
however, expressed in terms of one-loop Green functions and only for α
(2)
1 a real two-loop
calculation is needed. The closed formulae for the coefficients of the breaking terms, α
(n)
1 ,
α
(n)
2 , α
(n)
3 and α
(n)
4 , where the superscript “(n)” reminds on the number of loops, allow us to
adopt special renormalization conditions which simplify the expressions. The choice
J (0)(0) = 1, I(0)(0) = MW , J (k)(0) = 0, I(k)(0) = 0, k ≥ 1 , (3.45)
in combination with the adjustment of the wave function renormalization of the ghost and
Goldstone field, Z±c and Z
±
G , reduces the breaking terms to
Ψ
(n)
c+W−µ
= ipµ
{
p2
(
−iMW ∂
∂p2
Γ
(n)
G+W−(0)−MW I(n)′(0)− iM2WJ (n)′(0)
)
− p2
n−1∑
m=1
[
J (m)′(0)IΓL,(n−m)W+W− (0) + I(m)
′
(0)IΓ
(n−m)
G+W−(0)
]}
,
Ψ
(n)
c+G− = p
2
n−1∑
m=1
I(m)′(0)IΓ(n−m)G+G−(0) , (3.46)
where the coefficient α
(n)
2 and α
(n)
4 are zero to all orders. Therefore, only the counterterms
Ξ(n) = −
∫
d4x
(
α
(n)
1 ∂
µW+µ ∂
νW−ν + α
(n)
3 ∂µG
+∂µG−
)
, (3.47)
are needed to restore the symmetry. The appearance of the lower order terms is a spe-
cial feature of the STI. In fact this is strictly related to the renormalization of the BRST
transformations at the quantum level.
Finally, we show that the BFM in combination with our subtraction procedure provides a
further simplification in the S-matrix calculation. Instead of using the conventional approach,
the S-matrix elements can also be computed by the BFM. In that case the above identities
are replaced by
Ψˆ
(1)
λ+W
−
µ
= ipµ
(
Γˆ
L,(1)
Wˆ+Wˆ−
(p)− iMW Γˆ(1)Gˆ+Wˆ−(p)
)
= ipµ
(
−iMW p2 ∂
∂p2
Γ
(1)
Gˆ+Wˆ−
)
,
Ψˆ
(1)
λ+G−
= p2Γˆ
(1)
Wˆ+Gˆ−
(p) + iMW Γˆ
(1)
Gˆ+Gˆ−
(p) = 0 , (3.48)
where Ψˆ
(1)
λ+W
−
µ
and Ψˆ
(1)
λ+G−
are the universal breaking terms of the WTIs (2.25) and (2.26),
respectively. We stress that the same WTIs hold to all orders without any changes. This
is due to the linearity of the identities. No ghost fields occur in these equations. As a
consequence, only the counterterm
Ξ(1) =MW
(
− ∂
∂p2
Γ
(1)
Gˆ+Wˆ−
(0)
)∫
d4x∂µWˆ+µ ∂
νWˆ−ν , (3.49)
has to be introduced in order to restore the background gauge symmetry. We mention that
the corresponding counterterm at the order n is given by the same formula.
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At this point we again want to underline the important difference between the BFM
approach and the conventional one. In the former case, the computation of the amplitude
can be performed by using Green functions with external background fields instead of gauge
bosons and scalars. For these Green functions only WTIs are needed to define their finite
parts correctly. However, at higher orders also quantum two-point functions appear as sub-
diagrams. This implies that STIs have to be employed at lower orders. By using the method
exposed here we can immediately see that for one-loop STIs already the zero momentum sub-
traction partially restores the identities while only few additional counterterms are needed.
Furthermore the restoration of the WTIs is simple anyway. The method of subtractions
provides a very powerful technique to renormalize a model in a non-invariant regularization
scheme, especially if in addition the BFM is adopted.
In the forthcoming sections, we will see that in the case of an external photon field (as
in b→ sγ and H → γγ) there are further simplifications due to U(1) group of the SM.
4 Two-loop QCD corrections to H → γγ
In the minimal version of the SM the only not yet discovered particle is the Higgs boson.
Up to now only limits on its mass exist where the lower one is provided by the direct search
at LEP. The upper limit is obtained from the combination of precision measurements and
quantum corrections. A Higgs boson in the intermediate mass range, i.e. MW < MH < 2MW ,
is very promising. Then the loop-induced decay into two photons is one possibility for its
detection. Next to the diagram involving gauge bosons also the one where the Higgs boson
couples to top quarks accompanied with additional QCD corrections is important. In the
latter case an expansion for a heavy top quark mass is sufficient in order to obtain a sensible
approximations to the exact result. In the following we will exemplify our approach to the
algebraic renormalization developed in the previous sections in this limit. The calculations
are performed in the framework of Analytical Regularization which will be introduced in the
first subsection.
4.1 Analytical Regularization
Although quite a lot of different regularization prescriptions have been developed since the
invention of quantum field theory by far most practical applications have been performed
in the framework of Dimensional Regularization [3, 2]. Meanwhile quite some technology is
available which allows the computations of rather complicated Feynman diagrams sometimes
even at the four-loop level. One of the main reasons for this development is that most of the
symmetries are preserved. Furthermore, very often the occurring d dimensional integrals are
even simpler to evaluate than the four dimensional ones.
A regularization method which was invented even before the advent of the dimensional
one is called Analytical Regularization (for the practical details we refer to [23]). In the
dimensional method the space-time over which the integration is performed is changed from
four to a complex number, d, and the limit d→ 4 is taken at the very end. The divergences
38
then appear as poles in 1/(d− 4). On the contrary in the case of Analytical Regularization
the space-time is kept fixed and only the exponents of the denominators are modified. One
of the big advantages of this approach is that no problems in connection with γ5 (or, more
generally, the ǫ tensor) appears. The integrals which have to be solved can be slightly more
difficult. It is, e.g., not possible to perform a partial fractioning as the exponents are no
integer numbers any longer. For some classes of diagrams it is nevertheless possible to take
over the results obtained in Dimensional Regularization. As an example we consider the
massless scalar one-loop integral. For d 6= 4 and arbitrary exponents the result reads:
1
i
∫
ddq
(2π)d
1
((q − p)2 + iη)a(q2 + iη)b =
(−p2)d/2−a−b
(4π)d/2(−1)−a−b
Γ(a+ b− d/2)Γ(d/2− a)Γ(d/2− b)
Γ(d− a− b)Γ(a)Γ(b) . (4.1)
This result can immediately be interpreted in the framework of Analytical Regularization
after choosing d = 4 and a = a1 + λ and b = b1 + µ where a1 and b1 are integers and λ
and µ adopt the role of the regulator. Possible divergences appear in the form 1/λ, 1/µ and
1/(λ + µ) after the r.h.s. of Eq. (4.1) is expanded in a Laurent series. This also leads to
logarithms with dimensional arguments. Therefore, one has to introduce an arbitrary mass
scale, µ, such that this is corrected for.
Dealing with different regulators for different denominators would be in general quite
tedious. In our case the structure of the divergences of the diagrams allows us to choose
non-integer exponents only for the gluon line — the fermion lines have not to be regulated
at all [24].
4.2 Breaking terms for H → γγ
According to Section 2.2 we have to discuss the structure of the breaking terms of the STIs
for the amplitude (2.18) and the sub-divergences (2.15). Recall that we are only interested
in the two-loop QCD corrections to the fermionic contributions IΓ
(2),QCD
HAµAν .
The most general Lorentz invariant breaking terms corresponding to (2.15) and (2.16)
are given by
∆
(1)
cAq¯iqi(p¯, p) = δ
(1)
3 ( 6 p¯− 6p) + δ(1)4 ,
∆cAAµH(q2, p) =
(
δ
(1)
1 + δ
(2)
1
)
qµ2 +
(
δ
(1)
2 + δ
(2)
2
)
pµ . (4.2)
where δ
(i)
1 and δ
(i)
2 are the one- and two-loop coefficients needed for the vertex contribu-
tion IΓ
(i)
AµAνH (i = 1, 2). δ
(1)
3 and δ
(1)
4 are the sub-leading breaking terms for the sub-graph
IΓ
(1),QCD
Aµq¯q (p¯, p).
The breaking terms are removed by expanding the Green function Γ
(i)
HAρAν (q1, q2) w.r.t. its
external momenta and discarding the first non trivial contribution as the operators (1−T 1q1,q2)
have to be applied. Here T 1q1,q2 denotes the Taylor operator up to first order in q1 and q2.
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For dimensional reasons the constant term δ
(1)
4 has to be zero. The computation of
δ
(1)
3 is discussed in the forthcoming subsection. Again it is enough to apply the operators
(1− T 0p¯p) and (1− T 1p ) to the corresponding Green functions, Γ(1),QCDAµq¯iqi (p¯, p) and Γ(1),QCDq¯iqi (p),
respectively. This corresponds to adjust the free parameter Z1 in Eq. (2.13).
4.3 Results
Since we restrict ourselves to two-loop QCD corrections, only diagrams involving the top
quark have to be taken into account. Some sample diagrams are shown in Fig. 2. For our
purpose it is enough to consider the limit where the top quark mass is much larger than
the Higgs boson mass. This allows us to perform an expansion of the vertex diagrams in
the external momenta and thus reduce the integrals to be solved to vacuum graphs. We
note that the result is known in Dimensional Regularization [36, 37] which allows us for a
comparison at the end.
It is convenient to split the contributions to the Hγγ vertex according to the loop order
in the following way
ΓHAµAν(q1, q2) = Γ
(1)
HAµAν(q1, q2) +
αs
π
CFΓ
(2)
HAµAν(q1, q2) + . . . , (4.3)
where the momentum and polarization vector of the photons is given by (q1, ǫ
µ) and (q2, ǫ
ν),
respectively. The general Lorentz decomposition of the vertex diagrams is given by14:
Γ
(i)
HAµAν(q1, q2) = g
µν q1.q2A
(i)(q1, q2) + q
ν
1q
µ
2B
(i)(q1, q2) + q
µ
1 q
ν
2C
(i)(q1, q2) . (4.4)
Note that in regularization schemes where gauge invariance is preserved — like Dimensional
Regularization in the absence of chiral fermions — one has according to (2.18) A = −B.
In the case of Analytical Regularization this is not true and some breaking terms occur.
However, it turns out that these breaking terms can be removed by Taylor subtraction.
No new universal breaking terms have to be introduced as in the case of over-subtraction.
Therefore the subtracted Green function (using Analytic Regularization) fulfills Eq. (2.18)
at the one- and two-loop level
− iqµ1
(
1− T 0q1,q2
)
Γ
(i)
HAµAν(q1, q2) = 0, i = 1, 2 (4.5)
where q1 and q2 are the momenta of the photons. This relation can also be rewritten in
terms of the functions A, B and C with accordingly adjusted Taylor operators.
Let us now consider the one-loop calculation, which constitutes the Born result, in more
detail. The evaluation of first three terms in the expansion for large top quark mass leads
to:
A(1) = −B(1) + Aˆ 3
4τ¯
= Aˆ
(
3
4τ¯
+ 1 +
7
30
τ¯ +
2
21
τ¯ 2 +O(τ¯ 3)
)
, (4.6)
14In the limit of on-shell photons there is no contribution from C to the decay rate.
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with Aˆ = NcQ
2
t2α/(3πv) and τ = 2q1q2/(4m
2
t ). mt is the top quark mass in the MS scheme.
As Eq. (4.6) constitutes the lowest order, mt may as well be replaced by the on-shell mass,
Mt. Clearly the application of the operator (1 − T 1q1,q2) to q1.q2A(1) removes the breaking
term proportional to 1/τ¯ and leads to the invariant Green function IΓ
(1)
HAµAν .
At two-loop order the situation is different. Here, the divergent sub-diagrams have to be
carefully investigated in a first step in order to fix the renormalization constants Z1, Z2, Zm
and ZY defined in Eq. (2.13). As described in Section 2.2, it is possible to fix Z2 and Zm in
the MS scheme and to choose ZY = Zm. From the examination of the fermion propagator
we get
Z2 = 1 +
αs
π
CF
−2 + ξ
8λ
,
Zm = ZY = 1 +
αs
π
CF
(
− 3
4λ
)
. (4.7)
Here, ξ is the gauge parameter appearing in the gluon propagator defined in the conventional
way i(−gµν + ξpµpν/p2)/(p2 + iη). Thus we are essentially left with Z1. Its divergent and
also finite part is fixed by the QED-WTI given in Eq. (2.15). We again use Taylor expansion
to get
i(p¯ + p)µ
(
1− T 0p¯,p
)
Γ
(1),QCD
Aµq¯q (p¯, p) + ieQq
(
1− T 1p¯,p
) [
Γ
(1),QCD
q¯q (p)− Γ(1),QCDq¯q (−p¯)
]
= 0 , (4.8)
where p and p¯ in the three-point function denote the momenta of the quark and anti-quark,
respectively. Note that also here no over-subtraction is introduced. The Taylor coefficient
T 0p¯,pΓ
(1),QCD
Aµq¯q (p¯, p) fixes Z1. It turns out that the finite part of Z1 is zero and the divergent part
fulfills the WTI. This means that the Green functions obtained in Analytic Regularization
fulfill the WTI even without Taylor subtraction. Thus we have
Z1 = 1 +
αs
π
CF
−2 + ξ
8λ
. (4.9)
At this point it is convenient to introduce the notation:
q1.q2A
(i),t =
(
1− T 0q1,q2
)
q1.q2A
(i) , (4.10)
and in analogy for the functions B and C. Then the renormalized function A up to O(ααs)
can be written in the form
A(q1, q2) = A
(1),t
∣∣∣∣
m0t=Zmmt
(1 + δZ2 + 2δZ1 − 3δZ2) + αs
π
CFA
(2),t
= A(1),t
∣∣∣∣
m0t=Zmmt
+
αs
π
CFA
(2),t , (4.11)
where m0t is the bare top mass and the condition ZY = Zm has been used. In the first line
the first occurrence of δZ2 origins from the Higgs-quark vertex. Furthermore, all three quark
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propagators deliver a δZ2 and each photon-quark vertex leads to a δZ1. After the second
equality sign δZ1 = δZ2 has been used.
In Analytical Regularization the two-loop result reads in the MS scheme:
A(2),t = Aˆ
[
−3
4
+
(
181
360
− 7
20
ln
µ2
m2t
)
τ¯ +
(
1541
4725
− 2
7
ln
µ2
m2t
)
τ¯ 2 +O(τ¯ 3)
]
. (4.12)
In order to compare with the results known from Dimensional Regularization physical
conditions have to be imposed. We choose to express the result in terms of the on-shell mass,
Mt. It is defined through the zero of the inverse propagator where the external momentum
is on the mass shell. In Analytical Regularization the transformation from the MS mass to
the on-shell one reads:
mt = Mt
[
1 +
αs
π
CF
(
−3
8
− 3
4
ln
µ2
M2t
)]
. (4.13)
The substitution of this equation in (4.6) leads to
A(2),t = Aˆ
[
−3
4
+
61
90
τ +
2216
4725
τ 2 +O(τ 3)
]
. (4.14)
Finally, the decay rate is given by
Γ(H → γγ) =
∣∣∣∣A(1),t + αsπ CFA(2),t
∣∣∣∣2 M3H64π , (4.15)
where the functions A(i) have to be evaluated for q1.q2 = M
2
H/2. The decay rate Γ(H → γγ)
coincides with the result obtained in Dimensional Regularization [36, 37].
Although the result presented in this section is quite simple, the main steps of the Alge-
braic Renormalization have been touched. We have also seen that in this specific example
our algebraic procedure is as efficient as Dimensional Regularization due to the linearity of
the STI involved.
5 Two-loop electroweak corrections to b→ sγ
In this section, the electroweak two-loop corrections to b→ sγ are discussed. The inclusive
mode of this rare decay is already measured and plays an important role in the search for
physics beyond the SM (see e.g. [38]). In the literature a partial calculation of the two-loop
electroweak corrections has been performed [39]. In the limit of a heavy top quark and/or a
heavy Higgs boson also a complete calculation exists [31]. In all cases the naive dimensional
scheme for γ5 has been used.
In our analysis, we use the BFM in combination with our practical algebraic framework.
All relevant WTIs and STIs are explicitly derived in Section 2.4. Special care is taken in
order to explicitly illustrate every step of our subtraction method presented in Section 3.3.
A comparison with the conventional algebraic method is made.
42
In the following ∆W ,(n) and ∆S,(n) denote the n-loop breaking terms to the WTI and
the STI, respectively. For the differentiations w.r.t. fields it is convenient to introduce the
notation:
δn∆W/S,(n)
δφ1(p1) . . . δφn(pn)
∣∣∣∣
φ=0
= ∆
W/S,(n)
φ1...φn
(p1, . . . , pn) . (5.1)
5.1 Restoring the WTIs
Let us in a first step consider the WTI of Eq. (2.33)
δ3W(λ)(Γ)(2)
δλA(−ps − pb)δs¯(ps)δb(pb)
∣∣∣∣
φ=0
=
i(ps + pb)
µΓ
(2)
Aˆµs¯b
(ps, pb) + ieQd
[
Γ
(2)
s¯b (pb)− Γ(2)s¯b (−ps)
]
= ∆
W ,(2)
λAs¯b
(ps, pb) . (5.2)
The corresponding counterterms (2.34) have already been presented in Section 2.4. They
are fixed by hermiticity15 and Lorentz invariance. Furthermore they are constrained by
the consistency conditions given in the Section 3.2. In order to impose them we follow
the suggestion presented there. Since we know that in the SM all breaking terms can be
removed by non-invariant counterterms or, equivalently, no anomalies are present, we insert
our general ansatz of Eq. (2.34) into (5.2) and deduce the most general breaking terms
compatible with the consistency conditions. At the two-loop level the most general form
reads:
∆
W ,(2)
λA s¯b
(ps, pb) = α
1,L
sb PL 6ps + α′,1,Lsb PL 6pb + α1,Rsb PR 6ps + α′,1,Rsb PR 6pb
+ β1,Lsb PL + β
1,R
sb PR . (5.3)
Actually the coefficients β
1,L/R
sb are zero and α
′,1,L/R
sb = −α1,L/Rsb as can be seen by using the
consistency conditions in combination with the invariance under charge conjugation. α1,Lsb
and α1,Rsb are fixed by (5.2):
α
1,L/R
sb PR/L =
1
4
PR/Lγ
α
 ∂
∂pαs
δ3W(λ)(Γ)(2)
δλA(−ps − pb)δs¯(ps)δb(pb)
∣∣∣∣∣
φ=0
 ∣∣∣∣∣
ps=pb=0
= iPR/Lγ
α
Γ(2)
Aˆαs¯b
(0, 0)− eQd ∂
∂pαs
Γ
(2)
s¯b (−ps)
∣∣∣∣∣
ps=0
 . (5.4)
This equation shows that at the two-loop level the corresponding finite counterterms are
identical to the first terms of the Taylor expansion of the Green function. Therefore, by
using our subtraction method we automatically restore — up to sub-divergences — the WTI
at two loops.
15 One can eventually choose non-hermitian currents. Then, however, the number of counterterms in-
creases [27].
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Let us move to the discussion of sub-divergences. In the conventional algebraic method
one starts again with the analysis of the breaking terms to the various WTIs (2.33), (2.38)–
(2.41) in the same manner as above. For example considering Eq. (2.39) one gets the following
general breaking term:
∆
W ,(1)
λAW
+
µ W
−
ν
(p+, p−) = δ1 p
+
µ p
−
ν + δ2 p
−
µ p
+
ν + δ3 p
+
µ p
+
ν + δ4 p
−
µ p
−
ν + δ5 gµνp
+ · p− +
+ δ6 gµνp
+ · p+ + δ7 gµνp− · p− + δ8 gµν + δ9 ǫµνρσp+,ρp−,σ , (5.5)
where p± are the momenta of the W± bosons. From hermiticity one obtains δ3 = δ4 and
δ6 = δ7. Using the consistency conditions, i.e. inserting (2.47) into Eq. (2.39), leads to
δ8 = 0, δ5 + 2δ6 = 0 and δ1 + δ2 + 2δ3 = 0. Therefore, the r.h.s. of Eq. (5.5) reduces to the
following four independent structures
∆
W ,(1)
λAW
+
µ W
−
ν
(p+, p−) = α2
(
p+µ p
+
ν − 2p+µ p−ν + p−µ p−ν
)
+ α3
(
p+µ p
+
ν − 2p−µ p+ν + p−µ p−ν
)
+
+ α4gµν
(
p+ρ p
+,ρ − 2p+ρ p−,ρ + p−ρ p−,ρ
)
+ α5ǫµνρσp
+,ρp−,σ . (5.6)
The other breaking terms could be treated in analogy leading to the results
∆
W ,(1)
λAW
+
µ G−
(p+, p−) = α6
(
p+µ − p−µ
)
,
∆
W ,(1)
λAG+W
−
µ
(p+, p−) = α7
(
p+µ − p−µ
)
,
∆
W ,(1)
λAG+G−
(p+, p−) = α8
(
p+ρ p
+,ρ − 2p+ρ p−,ρ + p−ρ p−,ρ
)
,
∆
W ,(1)
λAu¯iuj
(pi, pj) = α
L
9,ijPL ( 6pi− 6pj) + αR9,ijPR ( 6pi− 6pj) ,
∆
W ,(1)
λAd¯idj
(pi, pj) = α
L
10,ijPL ( 6pi− 6pj) + αR10,ijPR ( 6pi− 6pj) , (5.7)
where α9,Lij , . . . , α
10,R
ij are matrices in the flavour space for u-, respectively, d-type quarks.
Clearly, the calculation of all the coefficients in Eqs. (5.6) and (5.7) involves all Green
functions of the various WTIs and is quite tedious. However, a closer look to these equations
shows that already a simple Taylor expansion of the Green functions can remove all possible
breaking terms. Therefore, the Taylor subtracted Green functions (up to the order of the
superficial degree)
Γˆ
(1)
Aˆµbs¯
(pb, ps) = (1− T 0pb,ps)Γ
(1)
Aˆµbs¯
(pb, ps) ,
Γˆ
(1)
AˆµW
+
ν W
−
ρ
(p+, p−) = (1− T 1p+,p−)Γ(1)AˆµW+ν W−ρ (p
+, p−) , (5.8)
and analogously for the functions Γˆ
(1)
AˆµG+G−
(p+, p−), Γˆ
(1)
AˆµG+W
−
ρ
(p+, p−), Γˆ
(1)
AˆµW
+
ρ G−
(p+, p−),
Γˆ
(1)
Aˆµc+W
∗,−
ρ
(p+, p−), Γˆ
(1)
bs¯ (pb, ps), Γˆ
(1)
uiu¯j(pi, pj) and Γˆ
(1)
did¯j
(pi, pj) automatically satisfy the WTIs.
Thus, they coincide with the symmetric Green functions denoted by IΓ
(1)
Aˆµbs¯
(pb, ps), . . .,
IΓ
(1)
did¯j
(pi, pj).
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At this point we mention again the subtleties involved in this procedure: if the degree of
the Taylor expansion (necessary to remove the breaking terms) is larger than the superficial
divergence of the corresponding Green function, local over-subtraction will produce new
breaking terms to the WTI. Due to the fact that the WTIs (2.33), (2.38)–(2.41) do not
explicitly depend on mass terms, no over-subtraction is introduced in this specific case.
However, we will encounter this problem in the next subsection.
The final result of the above analysis is that our prescription in combination with the
BFM is a very powerful technique to get rid of the breaking terms. In particular no breaking
terms for the WTIs must be computed and only an overall subtraction has to be performed.
Regarding the WTIs with an external photon our procedure is as efficient as an invariant
scheme since in this case simple identities (cf. Eqs. (5.2) and (4.2)), like in QED, are obtained.
However, we stress that the finite counterterms corresponding to the first terms of the Taylor
expansion have to be taken into account at higher orders, i.e. in our case the finite one-loop
counterterms enter the two-loop calculation.
5.2 Restoring the STIs
Note that the STIs for the two-point functions (cf. Eq. (2.48)) have already been discussed
in Section 3.3 within our technique (see below Eq. (3.41)). The universal counterterms in
the latter approach are given in Eq. (3.43). Thus, in this section we only have to consider
the remaining identity of Eqs. (2.52).
In the conventional algebraic method, one would analyze the most general breaking terms,
∆
S,(1)
c+q¯ib
(pq, pb) and ∆
S,(1)
c−s¯qi
(ps, pq), of these STI (2.52) and the corresponding one obtained by
the obvious replacements. Then one has to demonstrate how they are restricted on the basis
of the consistency conditions by inserting the most general counterterms into the STIs. One
could calculate these breaking terms in terms of the Green functions appearing in (2.52) by
projecting out the different momentum structures of the breaking terms.
However, the latter information is not needed if again our Taylor subtraction method
is applied. Let us in the following explicitly consider ∆
S,(1)
c+q¯ib
(pq, pb). Similar equations hold
for ∆
S,(1)
c−s¯qi
(ps, pq). The family index is suppressed whenever there is no source of misunder-
standing. According to the formula (3.33) we apply the Taylor operator (1−T 1pb,pq) to (2.52)
respectively to (2.53)
(1− T 1pb,pq)
(
δ3S(Γ)(1)
δc+(−pq − pb)δq¯(pq)δb(pb)
∣∣∣∣
φ=0
)
= (1− T 1pb,pq)∆
S,(1)
c+q¯b (pq, pb) = 0 , (5.9)
where the degree of the Taylor operator is chosen to be the lowest one which cancels the
breaking terms as is explained in Section 3.3. Let us in the following explicitly write down
the individual terms and subsequently discuss how they are treated. Eq. (5.9) in combination
with (2.53) leads to
0 = (1− T 1pb,pq)Γ
(1)
c+W ∗,−ν
(pq + pb) (iVqbγνPL) + i (pq + pb)ν (1− T 0pb,pq)Γ
(1)
W+ν q¯b
(pq, pb)
+ (1− T 0pb,pq)Γ
(1)
c+G∗,−(pq + pb)
(
i
Vqb
MW
[PLmq − PRmb]
)
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+ iMW (1− T 1pb,pq)Γ
(1)
G+q¯b(pq, pb)
− (1− T 1pb,pq)
[
i(− 6pq −mq)Γ(1)c+q¯∗b(pq, pb)
]
− (1− T 1pq)Γ(1)q¯q′(−pq) (−iVq′bPL)
− (iVqq′PR)
(
1− T 1pb
)
Γ
(1)
q¯′b(pb)− (1− T 1pb,pq)
[
Γ
(1)
c+q¯b∗(pq, pb)i( 6pb −mb)
]
. (5.10)
where in the second line we have exploited that the first derivative of the scalar function
Γ
(1)
c+G∗,− vanishes. In the second term of the first line the operator T
1
pb,pq
has already been
commuted with the momenta. Eq. (5.10) tells us that in most cases the superficial UV degree
coincides with the one necessary to remove the breaking terms. Let us in the following con-
sider those terms in more detail for which the Taylor expansion provides an over-subtraction.
Γ
(1)
G+q¯b(pq, pb) has a logarithmic superficial divergence and thus we have
(1− T 1pb,pq)Γ
(1)
G+q¯b(pq, pb) = (1− T 0pb,pq)Γ
(1)
G+q¯b(pq, pb) + (T
0
pb,pq
− T 1pb,pq)Γ
(1)
G+q¯b(pq, pb) , (5.11)
where the last term corresponds to an over-subtraction. Also the terms proportional to the
equation of motion for fermions lead to over-subtractions
(1− T 1pb,pq)
[
Γ
(1)
c+q¯b∗(pq, pb)(mb− 6pb)
]
=
mb(1− T 1pb,pq)Γ
(1)
c+q¯b∗(pq, pb)− 6pb(1− T 0pb,pq)Γ
(1)
c+q¯b∗(pq, pb) , (5.12)
as Γ
(1)
c+q¯b∗(pq, pb) is only logarithmically divergent. These over-subtractions lead to the new
universal (regularization independent) breaking terms
Ψ
S,(1)
c+q¯b (pq, pb) = i
(
T 1pb,pq − T 0pb,pq
) (
MWΓ
(1)
G+q¯b(pq, pb)
+mqΓ
(1)
c+q¯∗b(pq, pb) +mbΓ
(1)
c+q¯b∗(pq, pb)
)
,
Ψ
S,(1)
c−s¯q (ps, pq) = i
(
T 1ps,pq − T 0ps,pq
) (
MWΓ
(1)
G−s¯q(ps, pq)
+msΓ
(1)
c−s¯q∗(ps, pq) +mqΓ
(1)
c−s¯∗q(ps, pq)
)
, (5.13)
where the Green functions Γ
(1)
c+q¯∗i b
, Γ
(1)
c+q¯ib∗
, Γ
(1)
c−s¯q∗i
and Γ
(1)
c−s¯∗qi
will be discussed below. Inspec-
tion of the most general counterterms available in the STI (2.52), namely those provided
in Eq. (2.51)
Ξ
(1)
W+µ q¯ib
= Zi,1PLγ
µ + Zi,2PRγ
µ ,
Ξ
(1)
G+q¯ib
= Zi,3PL + Zi,4PR ,
Ξ
(1)
q¯ib
= Zi,5PL 6pb + Zi,6PR 6pb + Zi,7PL + Zi,8PR ,
Ξ
(1)
q¯iqj = Zij,9PL 6pq + Zij,10PR 6pq + Zij,11PL + Zij,12PR , (5.14)
(also Γ
(1)
c+W ∗,−ν
and Γ
(1)
c+G∗,− discussed in Section 3 should be taken into account) shows that
the universal breaking terms, Ψ
S,(1)
c+q¯ib
(pq, pb), can be removed by adjusting the universal coun-
terterms Ξ
(1)
W+µ q¯ib
and Ξ
(1)
G+q¯ib
(compare with Eq. (3.35)). Analogously Ψ
S,(1)
c−s¯qi
(ps, pq) can be re-
moved by Ξ
(1)
W−µ s¯qi
and Ξ
(1)
G−s¯qi
. Note that the Green functions Γ
(1)
G+q¯ib
(pq, pb) and Γ
(1)
G−s¯qi
(ps, pq)
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enter the two-loop calculation of b→ sγ as sub-diagrams which means that they have to be
computed anyway. Therefore, in this respect it is no extra effort to compute the relevant
counterterms of our subtraction scheme as compared to an invariant one.
However, in the calculation of the universal counterterms Ξ
(1)
W+µ q¯ib
, Ξ
(1)
G+q¯ib
, Ξ
(1)
W−µ s¯qi
and
Ξ
(1)
G−s¯qi
also the Green functions Γc+q¯∗i b, Γc+q¯ib∗ , Γc−s¯q∗i and Γc−s¯∗qi, appearing in (5.13), are
needed up to linear order in the external momenta. In Section 2.4, the complete set of
identities for b→ sγ has been discussed and Eqs. (2.54) and (2.55) have been derived which
constrain these Green functions occurring in our STIs. The WTIs (2.54) and (2.55) are
possibly broken by local terms like ∆
W ,(1)
λAc+q¯
∗
i b
.
One finds that within any mass-independent regularization scheme the breaking terms
∆
W ,(1)
λAc+q¯
∗
i b
and ∆
W ,(1)
λZc+q¯
∗
i b
are zero and no additional adjustment is needed. In the following,
we will explain the latter point in more detail. In addition, we also cover the case where a
general regularization scheme is used.
The breaking terms ∆
W ,(1)
λAc+q¯
∗
i
b and ∆
W ,(1)
λZc+q¯
∗
i
b could again be removed by Taylor subtrac-
tion, however, over-subtraction would generate the following universal breaking terms (cf.
Eqs. (2.54) and (2.55))
Ψ
W ,(1)
λAc+q¯
∗
i
b(−pq − pb, pq, pb) = 0 ,
Ψ
W ,(1)
λZc+q¯∗i b
(−pq − pb, pq, pb) = −MZΓ(1)G0c+q¯∗i b(0, 0, 0) , (5.15)
where MZ is the Z boson mass and G0 is the corresponding would-be Goldstone boson.
Note that Γ
(1)
G0c+q¯∗i b
(0, 0, 0) is finite and could in principle be replaced by IΓ
(1)
G0c+q¯∗i b
(0, 0, 0).
For brevity the corresponding equations involving λ+ have been omitted.
As discussed in Section 3.3, we will use our modified subtraction technique to compute the
finite part of the remaining Green functions. In conjunction with the prescription provided
there we found a very convenient and definitely more effective way to compute the breaking
terms ∆
W ,(1)
λAc+q¯
∗
i
b and ∆
W ,(1)
λZc+q¯
∗
i
b where all external momenta are considered as large:
∆
W ,(1)
λAc+q¯
∗
i b
= lim
ρ→∞
δ4W(1)(λ)(Γ)
δλA(0)δc+(−ρ pq − ρ pb)δq¯∗i (ρ pq)δb(ρ pb)
∣∣∣∣∣∣
φ=0
,
∆
W ,(1)
λZc+q¯
∗
i
b = limρ→∞
δ4W(1)(λ)(Γ)
δλZ(0)δc+(−ρ pq − ρ pb)δq¯∗i (ρ pq)δb(ρ pb)
∣∣∣∣∣∣
φ=0
. (5.16)
For high values of the momenta the Green functions like Γ
(1)
G0c+q¯∗i b
in (2.55) tend to zero
because of Weinberg’s theorem [32]. Also in the other WTIs we find that ∆
W ,(1)
λAc+q¯
∗
i b
and
∆
W ,(1)
λZc+q¯
∗
i b
are only combinations of the Green functions like Γc+q¯∗i b and Γc+q¯ib∗ . Note that the
latter are simple to compute at one-loop order. Furthermore only one diagram is involved.
Thus, the calculation of Γc+q¯∗i b and Γc+q¯ib∗ at zero momentum which is needed for Eq. (5.13)
requires this simple additional step. Using this procedure Eq. (3.37) can be applied in
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order to find the breaking terms Ψ
S,(1)
c+q¯ib
(pq, pb) and Ψ
S,(1)
c−s¯qi
(ps, pq) where the symmetric Green
functions IΓc+q¯∗i b and IΓc+q¯ib∗ can be identified with the “d-terms” of (3.37).
Note that in a mass-independent schemes, like for instance Analytic Regularization and
Dimensional Regularization with ’t Hooft-Veltman γ5, one shows that these breaking terms
are zero, as already stated above.
Unphysical renormalization constants as the wave function renormalization and the renor-
malization of gauge parameters can be used to optimize further the algebraic technique as
explained in Section 3.
5.3 Imposing renormalization conditions
As a last step, we have to fix the physical renormalization conditions in order to obtain
the correct amplitude for b→ sγ. We stress once more that the renormalization conditions
must be imposed on the renormalized Green functions IΓ by using the invariant counterterms
L(1),INVb→sγ [16, 17, 18].
For the W boson we choose the following condition16[
IΓ
(1),T
W+W−(p)
]
Re(p2)=M2
W
= 0 (5.17)
on the quantum self energies although it might not be convenient to fix the mass counterterms
by using the conventional quantum two-point functions IΓ
(1)
W+µ W
−
ν
within the BFM. There, in
fact, the renormalization condition on background two-point functions IΓ
(1)
Wˆ+µ Wˆ
−
ν
are used.
However, in the decay b→ sγ none of the background functions must be computed and thus
it is convenient to adopt (5.17). Moreover we have to notice that the zeros of background
two-point functions and the zeros of quantum two-point functions coincide. Thus the mass
renormalization is the same in both approaches.
For fermions we consider the corresponding two-point function
IΓu¯u′(p) = 6pPLIΓLu¯u′(p)+ 6pPRIΓRu¯u′(p) + PLIΓDu¯u′(p) + PRIΓD†u¯u′(p) , (5.18)
where we have singled out the four different spinor structures entering in the amplitude
IΓu¯u′(p). An analogous equation holds for the d quark. We consider the zeros of the func-
tion [40]
Det
(
IΓL − (IΓD)†(IΓR)−1IΓD
)
(p) , (5.19)
where IΓL, IΓD and IΓR are matrices in the flavour space. The matrices in (5.19) are hermitian.
The zeros p∗i of (5.19) can be identified with the masses of the quark fields. Thus, this fixes
the free parameters, namely the “diagonal values” of the Yukawa matrices.
Finally, the gauge parameters ξA, ξZ and ξW have to be fixed in such a way that the
restricted ’t Hooft gauge or the Feynman gauge can be imposed. We also have to fix the
charges αQED, GF and αs. This is done in the usual way [17].
For the renormalization of the CKM matrix, there are two possible choices as was de-
scribed at the end of Section 2.
16The superscript T indicates the transversal part.
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A BFM Lagrangian and notations
In this appendix we describe some ingredients useful for the calculation of radiative cor-
rections in the SM within the BFM. In particular, we discuss how to derive the complete
Lagrangian for the SM with background fields, we provide the BRST source (anti-fields)
terms and the gauge fixing terms.
Fields
Here, the field content of the SM including background fields is listed. Their Faddeev-Popov
charges, QΦΠ, and their UV and IR degrees
17 are given in the form (QΦΠ)
IR
UV . The UV degree
and the IR one for massless particles coincides with the mass dimension of the corresponding
field. For massive fields the IR degree is set to two.
• Quantum fields
– Gauge fields18 V ≡ {Aµ, Zµ,W±µ , Gaµ} with {011, 021, 021, 011}
– Scalar fields Φ ≡ {G0, G±, H} with {021, 021, 021}
– Ghost fields C ≡ {cA, cZ , c±, ca} with {100, 110, 110, 100}
– Anti-ghost fields C¯ ≡ {c¯A, c¯Z , c¯±, c¯a} with {(−1)22, (−1)32, (−1)32, (−1)22}
– Fermion fields19 Ψ ≡ {LLi , QLi , lR, uR, dR} with {023
2
, 023
2
, 023
2
, 023
2
, 023
2
}
– Nakanishi-Lautrup fields b ≡ {bA, bZ , b±, ba} with {022, 032, 032, 022}
• Background fields
– Gauge fields Vˆ ≡ {Aˆµ, Zˆµ, Wˆ±µ , Gˆaµ} with {011, 021, 021, 011}
– Scalar fields Φˆ ≡ {Gˆ0, Gˆ±, Hˆ} with {021, 021, 021}
• External fields
17The UV and IR degrees are defined according to the BPHZL prescriptions given in [15].
18We use the convention W 3µ = cWZµ − sWAµ.
19The colour index is omitted. The index “i” denotes the two components of the SU(2) doublet, LL, QL.
In the case of the leptons the low components have the quantum numbers 0
3
2
3
2
. This is because the neutrinos
are massless.
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– BRST sources (or anti-fields)
φ∗ ≡ {W ∗,3µ , W ∗,±µ , Ga,∗µ , c∗,3, c∗,±, c∗,a, H∗, G∗,±, G∗,0, L∗L,i, L∗Q,i, l∗, u∗, d∗} with
{(−1)33, (−1)33, (−1)43, (−2)44, (−2)44, (−2)54, (−1)33, (−1)33, (−1)33, (−1)35
2
, (−1)35
2
,
(−1)35
2
, (−1)35
2
, (−1)35
2
}
– Background sources
Ω ≡ {Ω3µ,Ω±µ ,Ωaµ,ΩH ,Ω±,Ω0} with {(1)21, (1)21 , (1)11, (1)21, (1)21, (1)21}
Lagrangian and Feynman rules
To derive the Lagrangian of the SM within the BFM we consider the invariant Lagrangian
LINV [V,Φ,Ψ, Ψ¯](x) presented in [20] and we replace the gauge and scalar fields by the sum
of the quantum and the corresponding background field: LINV [V,Φ,Ψ, Ψ¯](x) −→ LINV [V +
Vˆ ,Φ+Φˆ,Ψ, Ψ¯](x). It is easy to check that this procedure provides the Feynman rules of [25].
However, going beyond the one-loop level, one needs the BRST-source terms to derive the
Feynman rules and also the WTIs and STIs.
For the BRST-source terms we have the following equation
LBRST = ∑
i
φ∗i sφ
i
= W ∗,3µ
{(
cW∂µc
Z − sW∂µcA
)
− i e
sW
[(
W+µ + Wˆ
+
µ
)
c− −
(
W−µ + Wˆ
−
µ
)
c+
]}
+W ∗,∓µ
{
∂µc
± ∓ ie
(
W±µ + Wˆ
±
µ
)(
cA − cW
sW
cZ
)
± iec±
[(
Aµ + Aˆµ
)
− cW
sW
(
Zµ + Zˆµ
)]}
+G∗,aµ
{
∂µc
a − gsfabc
(
Gbµ + Gˆ
b
µ
)
cc
}
+ c∗,3
{
− i e
sW
c−c+
}
+ c∗,∓
{
∓ie
2
c±
(
cA − cW
sW
cZ
)}
− c∗,a
{
1
2
gsf
abccbcc
}
+H∗
{
ie
2sW
[(
G+ + Gˆ+
)
c− −
(
G− + Gˆ−
)
c+
]
+
e
2sW cW
(
G0 + Gˆ0
)
cZ
}
+G∗,∓
{
± ie
2sW
[
H + Hˆ + v ± i
(
G0 + Gˆ0
)]
c±
∓ ie
(
G± + Gˆ±
)(
cA − c
2
W − s2W
2cWsW
cZ
)}
+G∗,0
{
e
2sW
[(
G+ + Gˆ+
)
c− +
(
G− + Gˆ−
)
c+
]
− e
2sW cW
(
H + Hˆ + v
)
cZ
}
+
(
L¯∗u, L¯
∗
d
)

ie√
2sW
Ldc
+ − ie
[
QLuc
A −
(
1
2sW cW
−QLu
sW
cW
)
cZ
]
Lu
ie√
2sW
Luc
− − ie
[
QLdc
A +
(
1
2sW cW
+QLd
sW
cW
)
cZ
]
Ld

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+ (q¯∗u, q¯
∗
d)

ieVud√
2sW
qLd c
+− ie
[
Quc
A −
(
1
2sW cW
−Qu sW
cW
)
cZ
]
qLu+
i
2
gs
(
λaq
L
u
)
ca
ieV ∗ud√
2sW
qLu c
−− ie
[
Qdc
A +
(
1
2sW cW
+Qd
sW
cW
)
cZ
]
qLd +
i
2
gs
(
λaq
L
d
)
ca

+ e¯∗
{
−ieQe
(
cA +
sW
cW
cZ
)
eR
}
+ u¯∗
{
−ieQu
(
cA +
sW
cW
cZ
)
uR +
i
2
gs
(
λau
R
)
ca
}
+ d¯∗
{
−ieQd
(
cA +
sW
cW
cZ
)
dR +
i
2
gs
(
λad
R
)
ca
}
+ h.c. . (A.1)
The gauge fixing terms, the Faddeev-Popov terms and the terms depending on Ω are
easily obtained by
LGF + LΦΠ = sH(x) , (A.2)
where H(x) is given by
H(x) ≡ ∑
α=A,Z,±,a
c¯αFα
= c¯A
{
∂λAλ − i e
(
Wˆ+λ W
−,λ − Wˆ−λ W+,λ
)
− i e ξA
(
G− Gˆ+ −G+ Gˆ−
)}
+ c¯Z
{
∂λZλ − i e cW
sW
(
Wˆ−λ W
+,λ − Wˆ+λ W−,λ
)
+i e ξZ
c2W − s2W
2cW sW
(
G− Gˆ+ −G+ Gˆ−
)
− e ξZ 1
2cWsW
(
G0 Hˆ −H Gˆ0 + vG0
)}
+ c¯∓
{
∂λW±λ ∓ i e
(
Aλ Wˆ
±,λ − AˆλW±,λ
)
± i e cW
sW
(
Wˆ±λ Z
λ − ZˆλW±,λ
)
+ e ξW
1
2sW
(
G± Gˆ0 −G0 Gˆ±
)
∓ i e ξW 1
2sW
(
G± Hˆ −H Gˆ± + vG±
)}
+ c¯a∇ˆabGbµ +
ξQCD
2
c¯ab
a +
ξA
2
c¯Ab
A +
ξZ
2
c¯Zb
Z +
ξW
2
(
c¯+b
− + c¯−b
+
)
. (A.3)
s is the BRST transformation which can be read from the Eqs. (A.1) and (2.6). Notice
that by taking into account the extended BRST transformations for the background fields
(cf Eqs. (2.19)) the action of s on the gauge fermion H produce new terms. An analysis of
these new Feynman rules has been presented in [21].
Background gauge transformations
Here we present the Background gauge transformations (BKG) for the fields and the sources.
• BKG transformations for gauge fields
In the next expression, λA, λZ , λ± and λa are the infinitesimal parameters of the gauge
group SUC(3) × SUI(2) × UY (1). λA generates the transformations of the subgroup
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UQ(1) of QED.
δλW
±
µ = ∓ieW±µ
(
λA − cW
sW
λZ
)
± ieλ±
(
Aµ − cW
sW
Zµ
)
,
δλWˆ
±
µ = ∂µλ± ∓ ieWˆ±µ
(
λA − cW
sW
λZ
)
± ieλ±
(
Aˆµ − cW
sW
Zˆµ
)
,
δλZµ = −iecW
sW
(
W+µ λ− −W−µ λ+
)
,
δλZˆµ = ∂µλZ − iecW
sW
(
Wˆ+µ λ− − Wˆ−µ λ+
)
,
δλAµ = ie
(
W+µ λ− −W−µ λ+
)
,
δλAˆµ = ∂µλA + ie
(
Wˆ+µ λ− − Wˆ−µ λ+
)
,
δλG
a
µ = −gsfabcGbµλc ,
δλGˆ
a
µ = ∂µλa − gsfabcGˆbµλc (A.4)
• BKG transformations for scalar fields
δλG
± = ± ie
2sW
(
H ± iG0
)
λ± ∓ ieG±
(
λA − c
2
W − s2W
2cWsW
λZ
)
,
δλGˆ
± = ± ie
2sW
(
Hˆ + v ± iGˆ0
)
λ± ∓ ieGˆ±
(
λA − c
2
W − s2W
2cWsW
λZ
)
,
δλH =
ie
2sW
(
G+λ− −G−λ+
)
+
e
2sW cW
G0λZ ,
δλHˆ =
ie
2sW
(
Gˆ+λ− − Gˆ−λ+
)
+
e
2sW cW
Gˆ0λZ ,
δλG
0 =
e
2sW
(
G+λ− +G
−λ+
)
− e
2sW cW
HλZ ,
δλGˆ
0 =
e
2sW
(
Gˆ+λ− + Gˆ
−λ+
)
− e
2sW cW
(
Hˆ + v
)
λZ (A.5)
Here one must notice that the quantum scalar fields undergo a homogeneous transfor-
mation, while the background scalar fields transform according to the inhomogeneous
ones where the shift of the vacuum v appears.
• BKG transformations for ghost fields, for anti-ghost and Nakanishi-Lautrup
fields
δλc
± = ∓ie
[
c±
(
λA − cW
sW
λZ
)
+ λ±
(
cA − cW
sW
cZ
)]
,
δλc
Z = −ie cW
sW
(
c+λ− + λ+c
−
)
,
δλc
A = ie
(
c+λ− + λ+c
−
)
,
δλc
a = −gsfabccbλc (A.6)
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The BKG transformations for the Nakanishi-Lautrup fields and for the anti-ghost fields
are identical with the previous ones after substituting the ghost fields with the other
fields.
• BKG transformations for the fermion fields
δλLu =
ie√
2sW
Ldλ+ − ie
[
QuλA −
(
1
2sW cW
−Qu sW
cW
)
λZ
]
Lu ,
δλLd =
ie√
2sW
Luλ− − ie
[
QdλA +
(
1
2sW cW
+Qd
sW
cW
)
λZ
]
Ld ,
δλl
R = −ieQl
(
λA +
sW
cW
λZ
)
lR ,
δλqu =
ieVud√
2sW
qdλ+ − ie
[
QuλA −
(
1
2sW cW
−Qu sW
cW
)
λZ
]
qu +
i
2
gs (τ
aqu) λa ,
δλqd =
ieV ∗ud√
2sW
quλ− − ie
[
QdλA +
(
1
2sW cW
+Qd
sW
cW
)
λZ
]
qd +
i
2
gs (τ
aqd)λa ,
δλf
R = −ieQf
(
λA +
sW
cW
λZ
)
fR +
i
2
gs
(
τafR
)
λa (A.7)
Vud is the CKM matrix, f = u, d and L = (ν, e).
• BKG transformations for the BRST sources
The BKG transformations of BRST sources correspond to the gauge transformations
of the corresponding quantum gauge field according to their specific representations.
Linearized Slavnov-Taylor operator and functional Taylor operator
The linearized Slavnov-Taylor operator for a generic functional F is given by
SIΓ(F) ≡
∫
d4x (sW∂µcZ + cW∂µcA)
(
sW
δF
δZµ
+ cW
δF
δAµ
)
+
∑
α=A,Z,±,a
bα
δF
δc¯α
+ (IΓ,F) + (F , IΓ) , (A.8)
where
(X, Y ) =
∫
d4x
[
δX
δW ∗,3µ
δY
δW 3µ
+
δX
δW ∗,±µ
δY
δW∓µ
+
δX
δG∗,aµ
δY
δGaµ
+
δX
δc∗,±
δY
δc∓
+
δX
δc∗,3
δY
δc3
+
δX
δc∗,a
δY
δca
+
δX
δc∗,±
δY
δc∓
+
δX
δG∗,±
δY
δG∓
+
δX
δG∗,0
δY
δG0
+
δX
δH∗
δY
δH
+
∑
I=L,Q,u,d,e
(
δX
δψ¯∗I
δY
δψI
+ h.c.
) . (A.9)
Since S(IΓ) = 0, the operator SIΓ is nilpotent. We also introduce the tree-level linearized
operator S0 which is equivalent to SΓ0 where Γ0 is the tree level action.
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The Taylor operator T δ on the functional Γ is defined as follows. One first considers
the relevant amplitude which results from functional derivatives w.r.t. fields denoted by
subscripts Γφ1(p1)φ2(p2)...φm(pm) with
∑m
j=1 pj = 0. Then the Taylor expansion T
δ in the inde-
pendent momenta up to degree δ acts formally as
T δΓ =
∞∑
m=1
∫ m∏
i=1
d4piφi(pi)δ
4(
∑m
j=1
pj)T
δ
p1,...,pm
Γφ1(p1)φ2(p2)...φm(pm)
∣∣∣∑m
j=1
pj=0
. (A.10)
A remarkable property of T δ is that T δ1T δ2 = T δ with δ = min{δ1, δ2}. Note that the
Taylor operator is scale invariant, however, it does not commute with spontaneous symmetry
breaking. If massless fields are present IR problems can occur.
B An example for the derivation of STIs
In this appendix we explicitly derive the STIs for the amplitude involving a scalar matter
field Φ and two gauge fields V µ1 and V
ν
2 . Thereby we follow the general rules derived in
Section 2.1. The amplitude for this process is computed in terms of the following irreducible
Green functions: the two-point functions IΓV µ
i
V ν
j
, IΓV µ
i
Φ (i, j = 1, 2) and IΓΦΦ which repre-
sent corrections to external legs and the three-point function IΓV µ
1
V ν
2
Φ. The renormalization
program also requires the correct definitions of other Green functions which are absent in
the physical amplitude which, however, arise in the analysis of the STIs.
Let us in a first step discuss the two point functions IΓV µi V νj . The ghost field, associated
with the gauge boson V µi , is denoted by ci. According to rule 3 we have to differentiate
Eq. (2.6) w.r.t. ci and V
ν
j :
δ2S(IΓ)
δci(−p)δV νj (p)
∣∣∣∣∣
φ=0
= ipµ (sW δiZ + cW δiA)
(
sW IΓZµV ν
j
(p) + cW IΓAµV ν
j
(p)
)
+ IΓciV ∗k,ρ(p)IΓV
ρ
k
V ν
j
(p) +
∑
Φ=G±,G0,H
IΓciΦ∗(p)IΓΦV νj (p)
= 0 , (B.1)
where in the second line a summation over k is understood. Notice that for simplicity in the
second line the gauge eigenstates notation is used. The subscript “φ = 0” means that after
differentiation, all fields are set to zero. Φ and V represent all the scalar and gauge fields,
respectively. H denotes the Higgs field and Φ∗, V ∗ and H∗ are the corresponding anti-fields.
In the following, the summation over the scalar fields is omitted. If one does not use normal
ordering in the perturbative expansion, one gets an additional tadpole term on the r.h.s. of
(B.1), namely IΓciH∗V νj (0, p)IΓH(0). However, this contribution is easily removed by using the
renormalization condition IΓH(0) = 0 which implements the spontaneous symmetry breaking
at the quantum level. The linear terms in Eq. (B.1) take into account the contributions
arising from the abelian gauge field. The quantity δij represents the Kronecker delta carrying
gauge field indices. Notice that no charged gauge boson is involved in these terms.
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As mentioned below Eq. (2.6), formula (B.1) is valid to all orders. We want to stress
that at tree level, IΓ
(0)
V ρ
k
V νj
can be read off the invariant Lagrangian [16, 17, 18].
Let us now continue the construction of the closed set of STIs for the example under
consideration. Eq. (B.1) contains new Green functions, namely the two-point function for
the mixing between the gauge and the scalar fields, IΓΦV νj (p), and the ones involving one
ghost and one anti-field, namely IΓciΦ∗(p) and IΓciV ∗j,µ(p). According to rule 1, these Green
functions are not vanishing and they are related to the two-point functions of ghost and
anti-ghost through the ghost equations which reads in the ‘t Hooft gauge fixing [9, 18, 21]:
IΓci c¯j(p) = −ipµIΓciV ∗j,µ(p) + ξjMj,ΦIΓciΦ∗(p) . (B.2)
Mj is defined below (2.25). This equation is independent from the STIs and it implements
the equation of motion for the ghost fields. It is a consequence of the choice of the gauge
fixing.
In order to get an identity involving IΓΦV νj (p) we can derive a new independent STI by
differentiating (2.6) w.r.t. cj and Φ.
δ2S(IΓ)
δcj(−p)δΦ(p)
∣∣∣∣∣
φ=0
= ipµ (sW δjZ + cW δjA) (sW IΓZµΦ(p) + cW IΓAµΦ(p))
+ IΓcjV ∗k,ρ(p)IΓV
ρ
k
Φ(p) + IΓcjΦ′∗(p)IΓΦ′Φ(p)
= 0 . (B.3)
In this equation, only one new Green function emerges, namely IΓΦ′Φ(p). As it does not
contain any gauge or ghost fields the process of finding a closed set of STIs is completed.
There is no independent STI which can give us new information on the Green functions.
Notice that also the Green functions involving ghost fields, IΓcjΦ∗(p) and IΓcjV ∗k,µ(p), are the
same as before.
Let us now consider the three-point function IΓV µ
1
V ν
2
Φ. Replacing one of the gauge bosons
by its corresponding ghost field leads to (omitting the summation over the Goldstone fields)
δ3S(IΓ)
δci(p3)δV
j
ν (p1)δΦ(p2)
∣∣∣∣∣
φ=0
=
− ipµ3 (sW δiZ + cW δiA)
(
sW IΓZµV jν Φ(p1, p2) + cW IΓAµV jν Φ(p1, p2)
)
+ IΓciV ∗k,ρ(−p3)IΓVk,ρV jν Φ(p1, p2) + IΓciV ∗k,ρV jν (p2, p1)IΓVk,ρΦ(p2)
+ IΓciV ∗k,ρΦ(p1, p2)IΓVk,ρV νj (p1) + IΓciΦ′∗(−p3)IΓΦ′V jν Φ(p1, p2)
+ IΓciΦ′∗V jν (p2, p1)IΓΦ′Φ(p2) + IΓciΦ
′∗Φ(p1, p2)IΓΦ′V jν (p1)
= 0 . (B.4)
Besides the two-point functions already discussed above, new Green functions arise: IΓΦ′V jν Φ,
IΓciΦ′∗V jν and IΓciV ∗k,ρV
j
ν
. The first one satisfies a new independent STI because of the presence
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of only one gauge field. In fact, differentiation w.r.t. Φ′, cj and Φ leads to the identity
δ3S(IΓ)
δci(p3)δΦ′(p1)δΦ(p2)
∣∣∣∣∣
φ=0
=
− ipµ3 (sW δiZ + cW δiA) (sW IΓZµΦ′Φ(p1, p2) + cW IΓAµΦ′Φ(p1, p2))
+ IΓciV ∗k,ρ(−p3)IΓVk,ρΦ′Φ(p1, p2) + IΓciV ∗k,ρΦ′(p2, p1)IΓVk,ρΦ(p2)
+ IΓciV ∗k,ρΦ(p1, p2)IΓVk,ρΦ′(p1) + IΓciΦ′′∗(−p3)IΓΦ′′Φ′Φ(p1, p2)
+ IΓciΦ′′∗Φ′(p2, p1)IΓΦ′′Φ(p2) + IΓciΦ′′∗Φ(p1, p2)IΓΦ′′Φ′(p1)
= 0. (B.5)
The summation over the Goldstone fields Φ′′ is understood. In this identity, only the new
Green function IΓΦ′′Φ′Φ occurs which is not constrained by an independent STI. Concerning
the Green functions with only external quantum fields the system is now complete. However,
we are left with the ones involving also ghost fields. In the case of IΓciV ∗k,ρV
j
ν
, we differentiate
w.r.t. ci, cj and V
∗
k,ρ and get
δ3S(IΓ)
δci(p3)δcj(p1)δV
∗
k,ρ(p2)
∣∣∣∣∣
φ=0
=
− ipµ3 (sW δiZ + cW δiA)
(
sW IΓZµcjV ∗k,ρ(p1, p2) + cW IΓAµcjV ∗k,ρ(p1, p2)
)
+ ipµ1 (sW δjZ + cW δjA)
(
sW IΓZµciV ∗k,ρ(p3, p2) + cW IΓAµciV ∗k,ρ(p3, p2)
)
+ IΓcjV ∗l,σ(−p1)IΓVl,σciV ∗k,ρ(p3, p2) + IΓciΦ∗(−p3)IΓΦcjV ∗k,ρ(p1, p2)
+ IΓcjΦ∗(−p1)IΓΦciV ∗k,ρ(p3, p2) + IΓcicjc∗l (p1, p2)IΓclV ∗k,ρ(p2)
+ IΓciV ∗l,σ(−p3)IΓVl,σcjV ∗k,ρ(p1, p2)
= 0 . (B.6)
An analogous equation is obtained for IΓcV Φ′∗V jν . In (B.6) c
∗
i is the anti-field of ci. At this
point a short comment is in order. As is well known, the BRST transformations are non-
linear and local. At the quantum level, they receive radiative corrections. Moreover, if
the regularization breaks the symmetries, the correct non-linear transformation rules at the
quantum level can be obtained only by adjusting the finite counterterms which are needed
for the STI (B.6). Note that they — in contrast to (B.4) and (B.5) — contain derivatives
w.r.t. anti-fields.
In (B.6) the new function IΓcicjc∗l which does not contain gauge fields occurs. According
to rule 4, we get the following identity:
δ3S(IΓ)
δci(p4)δcj(p1)δck(p2)δc∗m(p3)
∣∣∣∣∣
φ=0
=
− ipµ4 (sW δiZ + cW δiA)
(
sW IΓZµcjckc∗m(p1, p2, p3) + cW IΓAµcjckc∗m(p1, p2, p3)
)
+ ipµ1 (sW δjZ + cW δjA)
(
sW IΓZµcickc∗m(p4, p2, p3) + cW IΓAµcickc∗m(p4, p2, p3)
)
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− ipµ2 (sW δk,Z + cW δk,A)
(
sW IΓZµcicjc∗m(p4, p1, p3) + cW IΓAµcicjc∗m(p4, p1, p3)
)
+ IΓckV ∗l,µ(−p2)IΓV l,µcicjc∗m(p4, p1, p3) + IΓckΦ∗(−p2)IΓΦcicjc∗m(p4, p1, p3)
+ IΓcjV ∗l,µ(−p1)IΓV l,µckcic∗m(p2, p4, p3) + IΓcjΦ∗(−p1)IΓΦckcic∗m(p2, p4, p3)
+ IΓciV ∗l,µ(−p4)IΓV l,µcjckc∗m(p1, p2, p3) + IΓciΦ∗(−p4)IΓΦcjckc∗m(p1, p2, p3)
+ IΓcicjc∗l (p1, p2 + p3)IΓclckc∗m(p2, p3)
+ IΓcjckc∗l (p3, p2 + p1)IΓclcic∗m(p4, p3)
+ IΓckcic∗l (p4, p1 + p3)IΓclcjc∗m(p1, p3)
= 0 , (B.7)
which can be considered as the extension of the Jacobi identity to the quantum level.
From rule 4 it also follows that derivatives w.r.t. cicjV
k
µ V
∗l
ν , cicjΦΦ
∗, cicjV
k
µ Φ
∗ have to
be considered. The corresponding identities do not involve any new Green function which
requires a subtraction, however, they provide new constraints20. For brevity we will not list
them explicitly.
Now all symmetry constraints for the amplitude and the related Green functions have
been derived. In a second step, the same procedure has to be applied to the sub-divergences.
Again the independent irreducible contributions have to be extracted and a closed set of
independent STIs has to be derived. At that point, one is able to study the counterterms
and the breaking terms involved in the set of identities.
C Triangular organization of counterterms
As is clear from the applications discussed in Sections 4 and 5 and from the theoretical anal-
ysis of Section 3.2, the triangular organization of functional identities and of counterterms
is very important. With triangular structure of functional identities we mean the possibility
to organize the set of functional identities into a hierarchical structure in such a way that
we can restore the identities one after the other without spoiling those which are already
recovered. As an example, we recall the b → sγ calculation. We have seen that we can
organize the counterterms in such a way that in a first step the WTIs and in a second one
the STIs can be restored. This can only be achieved if the fixing of the STIs does not de-
stroy the already restored WTIs. This means that the counterterms needed to restore the
STIs must be invariant under the action of the WTIs, i.e. they must be background gauge
invariant. Clearly this is only possible if the breaking terms to the STIs are background
gauge invariant. In Section 3.2, by using the consistency conditions and repairing the WTI
20Here we would like to underline that the problem of the complete set of identities involved is a pure
algebraic problem. This is equivalent to derive the well-known descent equations in the space of local
functionals [10]. If anti-fields are required, the relevant constraints can easily be derived from the descent
equation formulated in the Batalin-Vilkovisky anti-field formalism [19]. As an example, consider the ampli-
tude for V V → cV . According to rule 1 the STI for c V produces c V ∗. The latter requires the identity for
c V ∗ → c2 V ∗ which finally produces c3c∗.
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by suitable non-invariant counterterms, we have shown that the new breaking terms
∆ˆ′S = ∆
′
S − S ′0
(∫
d4xLWTIb→sγ
)
(C.1)
are indeed background gauge invariant W ′(λ)
(
∆ˆ′S
)
= 0.
We mention here that this fact can be extended to the complete set of functional identities.
We recall that the SM in the BFM [21] is completely defined in terms of the following
functional identities (up to free arbitrary constant parameters)
• The Nakanishi-Lautrup identities (2.7), which implement the gauge fixing conditions
to all orders,
• the Faddeev-Popov equations (see [21, 18]),
• the Abelian Anti-ghost Equation (in the case of BFM [21]),
• the WTI given by Eq. (2.24) for the background gauge invariance and
• the STI given by Eq. (2.6) for the BRST symmetry.
We specialize now the argument to each subspace of counterterms and we show that it is
indeed possible to restore the WTIs, respectively, the STIs by starting from the identities for
two-point functions, then for three-point functions and, finally, to fix the counterterms for
four-point functions. Clearly, this is a considerable simplification for practical calculations.
It helps us to restrict the set of identities involved into a specific calculation and, as a
consequence, it restricts the number of counterterms which must be effectively restored.
We first focus on the WTI. The main problem in dealing with the WTI is that the operator
W ′(λ) is not homogeneous in the fields. Since this operator implements the local background
gauge symmetry, the transformations of the gauge fields contain an inhomogeneous term
which does not depend on the gauge fields itself. Furthermore, the transformations of the
scalar fields contain the shift of the Higgs fields in order to take into account the spontaneous
symmetry breaking mechanism. Following the extended anti-field formalism [19] we promote
the infinitesimal parameter λ to a local dimensionless Grassman parameters ω in the adjoint
representation of the gauge group which transforms as ω → ω + ω ∧ ω and we decompose
W ′(ω) + (ω ∧ ω)a δδωa into
W ′(ω) + (ω ∧ ω)a
δ
δωa
= W ′0(ω) +W ′1(ω), (C.2)
where W ′1(ω) contains the transformations of ω. This definition implies that(
W ′0(ω)
)2
= 0,
(
W ′1(ω)
)2
= 0,
{
W ′0(ω),W ′1(ω)
}
= 0. (C.3)
On the other side, the action Γ and the breaking term ∆′W (ω) can be decomposed into am-
plitudes with n external legs21 Γ =
∑
n≥1 Γ
WTI
n,CT respectively ∆
′
W (ω) =
∑N
n=1∆
′
n,W (ω) where
21This means that Γn is generically an n-point function and ∆
′
n are coefficients of monomials with n fields
(comprehensive of ω).
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N is the upper bound. In the case of renormalizable theories we have N = 4. Therefore, the
contribution with the highest content of fields, namely n = N − 1, N , to Eqs. (3.11) are
W˜ ′1 (ΓN ) = ∆′N−1,W − W˜ ′0 (ΓN)
W˜ ′0 (ΓN+1) = ∆′N,W − W˜ ′1 (ΓN+1) , (C.4)
where W˜ ′0,1 are the matrices acting on each single monomials of Γn. The breaking terms
satisfy
W˜ ′1
(
∆′N,W
)
= 0
W˜ ′0
(
∆′N,W
)
+ W˜ ′1
(
∆′N−1,W
)
= 0 . (C.5)
Notice that W˜ ′0 (ΓN+1) and W˜ ′1 (ΓN) are combinations of amplitudes with N external fields
whose finite parts can be adjusted by counterterms with monomials with N fields. On the
other side, W˜ ′0 (ΓN) are combinations of amplitudes with N − 1 external fields whose finite
parts are already fixed by the WTI for breaking terms with 0, . . . , N − 2 external fields.
Finally, W˜ ′1 (ΓN+1) is expressed in terms of N + 1 external fields amplitudes which cannot
be modified by adjusting overall local counterterms.
Therefore the two systems of Eqs. (C.4) must be solved simultaneously and this can be
done only if the system is redundant. To show that we apply the operator W˜ ′0 from the
right on the first equation and the operator W˜1 on the second and by using the consistency
conditions (C.5), we immediately find that a non-trivial combination of the two system of
equations exists which implies the redundancy of the two system. The consistency conditions
help us to disentangle the independent equations.
For the STI the problem is a little more involved. The functional operator S ′0 is not
linear, and decomposing it w.r.t. the power of the fields we get a mixing between terms
coming from the functional operator and those coming from the action Γ.
We introduce the notation S ′0,N (N = 1, 2, 3, 4) to denote the contribution linear,
quadratic, cubic and quartic to the non-linear Slavnov-Taylor operator and, as above, we
indicate with ∆′N,STI (N = 1, 2, 3, 4, 5) the breaking terms of the STI. By expanding the
equation S ′0(Γ) = ∆′STI and the consistency conditions S ′0(∆′STI) = 0 in powers of fields, we
have the following equations{ S ′0,2Γ2 = ∆′2,STI ,
S ′0,2∆′2,STI = 0 ,{ S ′0,3Γ2 + S ′0,2Γ3 = ∆′3,STI ,
S ′0,3∆′2,STI + S ′0,2∆′3,STI = 0 ,{ S ′0,4Γ2 + S ′0,3Γ3 + S ′0,3Γ4 = ∆′4,STI ,
S ′0,4∆′2,STI + S ′0,3∆′3,STI + S ′0,2∆′4,STI = 0 ,{ S ′0,4Γ3 + S ′0,3Γ4 + S ′0,2Γ5 = ∆′5,STI ,
S ′0,4∆′3,STI + S ′0,3∆′4,STI + S ′0,2∆′5,STI = 0 . (C.6)
Rearranging the last two equations, we can immediately see that they must compatible
by means of the consistency conditions otherwise they cannot be solved in terms of the
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remaining free parameter Γ4. Notice that the Green functions Γ5 are superficially convergent
and therefore they cannot be fixed by the previous equations. We apply S ′0 from the left on
both equations and use the commutation properties(
S ′0,2
)2
= 0 ,
(
S ′0,3
)2
= 0 ,
(
S ′0,4
)2
= 0 ,{
S ′0,2, S
′
0,3
}
= 0 ,
{
S ′0,2, S
′
0,4
}
= 0 ,
{
S ′0,4, S
′
0,3
}
= 0 ,
in combination with the consistency conditions. Then one checks the compatibility between
the two equations. This completes the proof of the triangular structure of the counterterms
for the STIs.
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