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Abstract
Generative models for graphs have been typ-
ically committed to strong prior assumptions
concerning the form of the modeled distribu-
tions. Moreover, the vast majority of cur-
rently available models are either only suit-
able for characterizing some particular net-
work properties (such as degree distribution
or clustering coefficient), or they are aimed
at estimating joint probability distributions,
which is often intractable in large-scale net-
works. In this paper, we first propose a
novel network statistic, based on the Lapla-
cian spectrum of graphs, which allows to dis-
pense with any parametric assumption con-
cerning the modeled network properties. Sec-
ond, we use the defined statistic to develop
the Fiedler random graph model, switching
the focus from the estimation of joint prob-
ability distributions to a more tractable con-
ditional estimation setting. After analyz-
ing the dependence structure characterizing
Fiedler random graphs, we evaluate them ex-
perimentally in edge prediction over several
real-world networks, showing that they allow
to reach a much higher prediction accuracy
than various alternative statistical models.
1 INTRODUCTION
Arising from domains as diverse as bioinformatics and
web mining, large-scale data exhibiting network struc-
ture are becoming increasingly available. Network
models are commonly used to represent the relations
among data units and their structural interactions.
Recent studies, especially targeted at social network
modeling, have focused on random graph models of
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those networks. In the simplest form, a social net-
work is a configuration of binary random variables
Xuv such that the value of Xuv stands for the pres-
ence or absence of a link between nodes u and v in the
network. The general idea underlying random graph
modeling is that network configurations are generated
by a stochastic process governed by specific probability
laws, so that different models correspond to different
families of distributions over graphs.
The simplest random graph model is the Erdős-Rényi
(ER) model [Erdős and Rényi, 1959], which assumes
that the probability of observing a link between two
nodes in a given graph is constant for any pair of nodes
in that graph, and it is independent of which other
edges are being observed. In preferential attachment
models [Barabási and Albert, 1999], the probability
of linking to any specified node is proportional to the
degree of the node in the graph, leading to “rich get
richer” effects. Small-world models [Watts and Stro-
gatz, 1998] try to capture instead some phenomena
often observed in real networks such as high clustering
coefficients and small diameters [Newman, 2010]. A
sophisticated attempt to model complex dependences
between edges in the form of Gibbs-Boltzmann distri-
butions is made by exponential random graph (ERG)
models [Snijders et al., 2006], which subsume the ER
model as a special case. Finally, a recent attempt at
modeling real networks through a stochastic genera-
tive process is made by Kronecker graphs [Leskovec
et al., 2010], which try to capture phenomena such as
heavy-tailed degree distributions and shrinking diam-
eter properties while paying attention to the temporal
dynamics of network growth.
While some of these models behave better than oth-
ers in terms of computational tractability, one basic
limitation affecting all of them is what we may call a
parametric assumption concerning the probability laws
underlying the observed network properties. In other
words, currently available models of network struc-
ture assume that the probability distribution gener-
ating the network can be expressed through a partic-
ular parametric form P (G| θ), where G is the observed
graph and θ is a parameter vector. For example, typ-
ical formulations of exponential random graph mod-
els assume that the building blocks of real networks
are given by such structures as k-stars and k-triangles,
with different weights assigned to different structures,
whereas Kronecker graphs assume that the number of
edges and the number of nodes in a given network
are related by a densification power law with a suit-
able densification parameter. In such frameworks, es-
timating the model from data reduces to fitting the
model parameters, whereas the model structure re-
mains fixed from the very beginning. The problem
is that, in order for a parametric model to deliver an
accurate estimate of the distribution at hand, its prior
assumption concerning the form of the modeled distri-
bution must be satisfied by the given data, which is
something that we can rarely assess a priori. To date,
the knowledge we have concerning real-world network
phenomena does not allow to assume that any particu-
lar parametric assumption is really capturing in depth
any network-generating law, although some observed
properties may happen to be modeled fairly well.
The aim of this paper is twofold. On the one hand,
we take a first step toward nonparametric modeling
of random networks by developing a novel network
statistic, which we call the Fiedler delta statistic. The
Fiedler delta function allows to model different graph
properties at once in an extremely compact form. This
statistic is based on the spectral analysis of the graph
Laplacian. In particular, it is based on the smallest
non-zero eigenvalue of the Laplacian matrix, which is
known as Fiedler value [Fiedler, 1973, Mohar, 1991].
On the other hand, we systematically adopt a con-
ditional approach to random graph modeling, i.e. we
focus on the conditional distribution of edges given
some neighboring portion of the network, while set-
ting aside the problem of estimating joint distribu-
tions. The resulting conditional random graph model
is what we call Fiedler random graph (FRG). Roughly
speaking, to model the conditional distribution of an
edge variableXuv with respect to its neighborhood, we
compute the difference in Fiedler values for the vicin-
ity subgraph including or excluding the edge {u, v}.
The underlying intuition is that the variations encap-
sulated in the Fiedler delta for each particular edge
will give a measure of the role of that edge in deter-
mining the algebraic connectivity of its neighborhood.
As part of our contributions, we theoretically prove
that FRGs capture edge dependencies at any distance
within a given neighborhood, hence defining a fairly
general class of conditional probability distributions
over graphs.
Experiments on the estimation of (conditional) link
distributions in large-scale networks show that FRGs
are well suited for estimation problems on very large
networks, especially small-world and scale-free net-
works. Our results reveal that the FRG model su-
persedes other approaches in terms of edge prediction
accuracy, while allowing for efficient computation in
the large-scale setting. In particular, it is known that
the computation of the Fiedler delta scales polynomi-
ally in the size of the analyzed neighborhood [Bai et al.,
2000]. And the experiments show that even for small
sizes of neighborhoods (which allow for extremely fast
computation), our model regularly outperforms the al-
ternative ones—which we reformulate here in terms of
conditional models so as to allow for transparent com-
parison.
The paper is organized as follows. Sec. 2 reviews some
preliminary notions concerning the Laplacian spec-
trum of graphs. The FRG model is presented in Sec. 3,
where we also show how to estimate FRGs from data,
and we analyze the dependence structures involved in
FRGs. In Sec. 4 we review (and to some extent de-
velop) a few alternative conditional approaches to ran-
dom graph estimation, starting from some well-known
generative models. All considered models are then
evaluated experimentally in Sec. 5, while Sec. 6 draws
some conclusions and sketches a few directions for fur-
ther work.
2 GRAPHS, LAPLACIANS, AND
EIGENVALUES
Let G = (V , E) be an undirected graph with n nodes.
In the following we assume that the graph is un-
weighted with adjacency matrix A. For each (un-
ordered) pair of nodes {u, v} such that u 6= v, we
takeXuv to denote a binary random variable such that
Xuv = 1 if {u, v} ∈ E , and Xuv = 0 otherwise. Since
the graph is undirected, Xuv = Xvu.
The degree du of a node u ∈ V is defined as the
number of connections of u to other nodes, that is
du = |{v: {u, v} ∈ E}|. Accordingly, the degree ma-
trix D of a graph G corresponds to the diagonal ma-
trix with the vertex degrees d1, . . . , dn on the diago-
nal. The main tools exploited by the random graph
model proposed here are the graph Laplacian matri-
ces. Different graph Laplacians have been identified
in the literature [von Luxburg, 2007]. In this paper,
we use consistently the unnormalized graph Laplacian,
defined as L = D−A. The basic facts related to the
unnormalized Laplacian matrix can be summarized as
follows:
Proposition 1 (Mohar [1991]). The unnormalized
graph Laplacian L of an undirected graph G with n
nodes has the following properties: (i) L is symmetric
and positive semi-definite; (ii) L has n non-negative,
real-valued eigenvalues 0 = λ1(G) ≤ . . . ≤ λn(G); (iii)
the multiplicity of the eigenvalue 0 of L equals the
number of connected components in the graph, that is,
λ2(G) > 0 if and only if G is connected.
In the following, the (algebraic) multiplicity of an
eigenvalue λ will be denoted by M(λ,G). If the graph
has one single connected component, then M(0,G) =
1, and the second smallest eigenvalue λ2(G) > 0 is
called Fiedler eigenvalue. The Fiedler eigenvalue pro-
vides insight into several graph properties: when there
is a nontrivial spectral gap, i.e. λ2(G) is clearly sepa-
rated from 0, the graph has good expansion proper-
ties, stronger connectivity, and rapid convergence of
random walks in the graph [Mohar, 1991]. For ex-
ample, it is known that λ2(G) ≤ µ(G), where µ(G) is
the edge connectivity of the graph (i.e. the size of the
smallest edge cut whose removal makes the graph dis-
connected). Notice that if the graph has more than one
connected component, then λ2(G) will be also equal to
zero, thus implying that the graph is not connected.
Without loss of generality, we abuse the term Fiedler
eigenvalue to denote the smallest eigenvalue different
from zero, regardless of the number of connected com-
ponents. In this paper, by Fiedler value we will mean
the eigenvalue λk+1(G), where k = M(0,G).
For any pair of nodes u and v in a graph G = (V , E),
we define two corresponding graphs G+ and G− in the
following way: G+ = (V , E ∪ {{u, v}}), and G− =
(V , E \ {{u, v}}). Clearly, we have that either G+ = G
or G− = G. A basic property concerning the Lapla-
cian eigenvalues of G+ and G− is the following [Mohar,
1991, Anderson and Morley, 1985, Cvetković et al.,
1979]:
Lemma 1. If G+ and G− are two graphs with n nodes,
such that {u, v} ⊆ V, G+ = (V , E ∪ {{u, v}}), and
G− = (V , E \ {{u, v}}), then we have that:
1.
∑n
i=1 λi(G+)− λi(G−) = 2;
2. λi(G+) ≤ λi(G−) for any i such that 1 ≤ i ≤ n.
3 FIEDLER RANDOM GRAPHS
Fiedler random graphs are defined in Sec. 3.1, while in
Secs. 3.2 and 3.3 we deal with the problems of estimat-
ing them from data and characterizing their statistical
dependence structure respectively.
3.1 CONDITIONAL DISTRIBUTIONS
Given the notions reviewed above, we introduce the
Fiedler delta function ∆λ2, which is defined as follows.
Let k = M(0,G+). Then,
∆λ2(u, v,G) = λk+1(G+)− λk+1(G−) (1)
In other words, for any pair of nodes u and v in graph
G, the Fiedler delta value of the pair {u, v} in G is
the (absolute) variation in the Fiedler eigenvalue of
the graph Laplacian that would result from removing
edge {u, v} from G+.
Lemma 1 immediately implies the following proposi-
tion:
Proposition 2. For any graph G = (V , E) and any
pair of nodes u and v such that {u, v} ∈ E, we have
that 0 ≤ ∆λ2(u, v,G) ≤ 2.
Proof. Let G− = (V , E \ {{u, v}}) and k = M(0,G).
The theorem follows straightforwardly from Lemma 1,
given that ∆λ2(u, v,G) = λk+1(G)− λk+1(G−).
Using the Fiedler delta statistic, we can proceed to
define a Fiedler random graph. Given G = (V , E), let
X (G) denote the set of random variables defined on G,
that is X (G) = {Xuv: u 6= v ∧ {u, v} ⊆ V}. Then:
Definition 1. Given a graph G = (V , E), suppose we
associate a subgraph Guv of G to each variable Xuv ∈
X (G). We say that G is a Fiedler random graph if,
for any Xuv ∈ X (G), we have that P (Xuv| X (Guv) \
{Xuv}) = P (Xuv|∆λ2(u, v,Guv)).
Concerning Definition 1, we stress the importance of
two points. First, the key intuition motivating FRGs is
to treat the Fiedler delta function as a real-valued ran-
dom variable defined over graph configurations, and to
exploit this random variable as a compact representa-
tion of those configurations. Second, FRGs are condi-
tional models, i.e. they only define conditional distri-
butions of edges in a random graph given the possible
configurations of other edges. The model definition
does not specify whether and how the considered con-
ditional distributions can be combined to obtain a con-
sistent factorization of the joint distribution of X (G).
In order to obtain that result, the model should take
into account the global dependence structure of X (G),
but this goal is not pursued by FRG modeling. Two
interesting questions that can be raised on the nature
of the FRG model are then the following. First, how
does the Fiedler delta statistic behave with respect to
the Markov dependence property [Besag, 1974, Frank
and Strauss, 1986]? Second, how useful can be the
information enclosed in the Fiedler delta statistic for
learning and mining applications over large-scale net-
works? One basic result related to the first question is
presented in Sec. 3.3, whereas Sec. 5 will address the
second point.
3.2 MODEL ESTIMATION
The goal of estimating a FRG from data is to
obtain an estimate of the conditional distribution
P (Xuv| X (Guv) \ {Xuv}), defined over subgraphs Guv
of G. Starting from Definition 1, this quantity can be
manipulated as follows:









In Eq. 2, P (Xuv) is the prior probability of observ-
ing an edge between any two nodes u and v, whereas
p(∆λ2(u, v,Guv)|Xuv) is the conditional density of
the Fiedler delta ∆λ2(u, v,Guv) given the value of
Xuv. Suppose we have a network G = (V , E), and
that our training sample is a dataset D, defined as
D =
{
(xu1v1 ,Gu1v1), . . . , (xunvn ,Gunvn)
}
. In other
words, the training data are n observations of node
pairs {ui, vi} such that, for each one of them, we know
both the value of Xuivi and the configuration of Guivi
in G. A simple estimate for P (Xuv) can then be ob-
tained by computing the proportion of linked/unlinked
node pairs {ui, vi} in D. Let Dxuv denote the set{







∣∣. On the other hand, in order
to estimate p(∆λ2(u, v,Guv)|Xuv), we need to make
a choice concerning the form of the modeled density
function. In the lack of prior knowledge concerning
the form of the density, a reasonable choice is to adopt
a nonparametric estimation technique. In particular,
we use a kernel density estimator [Rosenblatt, 1956,


























and K is a kernel function with bandwidth h [Silver-
man, 1986]. In our implementation of FRGs, we use




)11(|t|), where 1y(x) = 1 if x ≤ y,
and 1y(x) = 0 otherwise. The Epanechnikov kernel
is more appealing than other possible functions (such
as the Gaussian kernel) because of its computational
convenience. At the same time, it displays analogous
properties in terms of statistical consistency [Silver-
man, 1986].
3.3 DEPENDENCE STRUCTURE
In order to illustrate the behavior of FRGs with re-
spect to conditional independence, we first recall the
definition of Markov dependence for random graph
models [Frank and Strauss, 1986]. Let N (Xuv) de-
note the set {Xwz: {w, z} ∈ E ∧ |{w, z} ∩ {u, v}| = 1}.
A Markov random graph is then defined as follows:
Definition 2. A random graph G is said to be a
Markov graph (or to have a Markov dependence
structure) if, for any pair of variables Xuv and Xwz
in G such that {u, v} ∩ {w, z} = ∅, we have that
P (Xuv|Xwz,N (Xuv)) = P (Xuv| N (Xuv)).
Based on Definition 2, we say that the dependence
structure of a random graph G is non-Markovian
if, for disjoint pairs of nodes {u, v} and {w, z},
it does not imply that P (Xuv|Xwz,N (Xuv)) =
P (Xuv|N (Xuv)), i.e. if it is consistent with the in-
equality P (Xuv|Xwz,N (Xuv)) 6= P (Xuv| N (Xuv)).
We can then prove the following proposition:
Proposition 3. There exist Fiedler random graphs
with non-Markovian dependence structure.
Proof. To prove the proposition, we make use of
the following equalities [Fiedler, 1973]: if graphs
G1 and G2 are, respectively, a path and a cir-
cuit of size n, then λ2(G1) = 2 (1 − cos(π/n))
and λ2(G2) = 2 (1 − cos(2π/n)). Consider a
graph G = (V , E) such that V = {u, v, w, z} and
E = {{u, v}, {v, w}, {w, z}, {u, z}}, and let Guv =
(Vuv, Euv) be the subgraph of G incident to Euv =
E\{{w, z}}. If G is a Markov graph, it must be the case
that P (Xuv|Xwz, Xvw, Xuz) = P (Xuv|Xvw, Xuz).
Now, suppose that G is a FRG. In this case, we have
that










Eqs. 5–6 imply that, if the dependence structure of G







Since the configuration of G and Guv is given by a cir-
cuit and a path respectively, where both have size 4,
we know that λ2(G) = 2 (1− cos(π/2)) and λ2(Guv) =
2 (1 − cos(π/4)). Also, if G− = (V , E \ {{u, v}}) and
G−uv = (Vuv, Euv \ {{u, v}}), notice that λ2(G−) =
λ2(Guv), since G− is also a path of size 4, and that
M(0,G−uv) = M(0,Guv) + 1, since G−uv has one more
connected component than Guv. Therefore, we have
that ∆λ2(u, v,G) = 2 cos(π/4) and ∆λ2(u, v,Guv) =
2 (1−cos(π/4)), i.e. ∆λ2(u, v,G) 6= ∆λ2(u, v,Guv). Be-
cause of this inequality, there will exist parameteriza-
tions of p which do not satisfy Eq. 7, which means that
the dependence structure of G is non-Markovian.
Note that the proof of Proposition 3 can be straight-
forwardly generalized to the dependence between Xuv
and Xwz in circuits/paths of arbitrary size n, since
the expression used for the Fiedler eigenvalues of such
graphs holds for any n. In fact, suppose that the
4-nodes circuit G used in the proof is replaced with
a circuit G∗ = (V∗, E∗) of size n, where V∗ = V ∪
{s1, . . . , s1, . . . , sm, t1, . . . , tm} and E∗ is obtained from
E by replacing {u, z} and {v, w}, respectively, with
a path from u to z going through s1, . . . , sm and a
path from v to w going through t1, . . . , tm, so that
n = 2m + 4. In this case, if G∗uv is the subgraph of
G∗ incident to E∗uv = E∗ \ {{w, z}}, we have again
that ∆λ2(u, v,G∗) 6= ∆λ2(u, v,G∗uv), which means











In this section, we adapt three families of ran-
dom graph models—namely the ERG, Watts-
Strogatz (WS), and Barabási-Albert (BA) models
respectively—to the task of conditional estimation of
edge distributions, and we also review the entailed
dependence structures. This will allow for a clear
comparison of such models to FRGs in Sec. 5. Kro-
necker graphs are not considered here because it is not
straightforward how they could be turned into condi-
tional estimators.
4.1 EXPONENTIAL RANDOM GRAPH
MODELS
Let G(V) be the set of all possible (undirected) graphs
G with fixed vertex set V , where |G(V)| =
√
2|V|2−|V|.
Suppose that Φ denotes a collection of potential func-
tions ϕi over graphs, where each ϕi(G) is a graph
statistic such as the number of edges or the number
of triangles in G. Then, an ERG with parameter vec-
tor θ = (θ1, . . . , θ|Φ|) defines the following Boltzmann
distribution [Robins et al., 2007]:









where each θi is a real-valued parameter associated to
the potential function ϕi, and Z(θ) denotes the par-









the partition function exactly is clearly intractable for
graphs with more than a few nodes, which makes it
quite expensive to compute joint probabilities in large
networks using ERGs.
ERGs entail a simple form for the conditional distri-
bution of edges given the remainder of the graph:
















where Gxuv denotes the configuration of G that we ob-
tain by clamping the value of Xuv to xuv. Therefore,
if we want to estimate the parameters of an ERG so as
to maximize the model log-likelihood with respect to a
data sample D =
{
(xu1v1 ,GS1), . . . , (xunvn ,GSn)
}
, we




j=1 logP (xujvj | X (GSj ) \ {Xuv}; θ) and ap-
plying any gradient-based optimization technique.
4.1.1 Markov Random Graphs
Given a graph G = (V , E), define a k-star (for k ≥
2) as a set ESk ⊆ E such that |ESk | = k and,
for any {u, v} and {w, z} in ESk , {u, v} ∩ {w, z} =
1. Also, let a k-triangle (for k ≥ 1) be a set
ETk ⊆ E of size 2k + 1 such that the elements of ETk
are edges {u, v}, {u,w1}, {v, w1}, . . . , {u,wk}, {v, wk},
where wi 6= wj for any i and j such that 1 ≤ i, j ≤ k.
If we use E(G), Sk(G), and Tk(G) to denote, respec-
tively, the number of edges, the number of k-stars, and
the number of k-triangles in G, then an exponential
Markov random graph (MRG) model with parameter
vector θ is defined by the following probability distri-
bution [Frank and Strauss, 1986]:







σkSk(G) + τ T (G)
}
(10)
where K is the maximum value that we want
to consider for k in the k-star statistics, θ =
(η, σ2, . . . , σK , τ), and T (G) = T1(G) is simply the
number of triangles in G. That is to say, a MRG de-
fines a Boltzmann distribution over graphs, with pa-
rameters corresponding to edge, k-star, and triangle
statistics. Interestingly, the ER model can be charac-
terized as a special case of MRG, where all the param-
eters except for η are set to zero.
MRGs are known to satisfy Definition 2 [Robins et al.,
2007]. Therefore, under the probability model defined
by Eq. 10, we have that, for any pair of nodes {u, v}
and any subgraph sample GS from G, P (Xuv| X (GS) \
{Xuv}; θ) = P (Xuv| NS(Xuv); θ), where NS(Xuv) is
the set of all variablesXwz from GS such that |{w, z}∩
{u, v}| = 1. Note that while Definition 2 specifies a
general class of random graph models, MRGs in the
strict sense refer to the class of ERGs defined above.
4.1.2 Higher-Order Models
Higher-order ERG models (HRGs) are readily ob-
tained from MRGs by adding k-triangle counts (for
k ≥ 1) to the Boltzmann distribution of Eq. 10 [Robins
et al., 2007]. Moreover, in order to avoid fixing in ad-
vance the maximum value of the k parameter, a gen-
eral formulation has been proposed for HRGs through
the alternating k-star and the alternating k-triangle
statistics [Snijders et al., 2006], obtaining the follow-
ing probability model:
P (G| θ) = 1
Z
exp {η E(G) + σ S∗(G) + τ T ∗(G)} (11)
where, if n is the number of nodes in G and Sk and Tk
are the usual k-stars and k-triangle counts, S∗(G) and
T ∗(G) are defined as S∗(G) = ∑n−1k=2 (−1)k Skρk−2 and
T ∗(G) = ∑n−2k=2 (−1)k Tkρk−2 (with ρ ≥ 1 acting as a sort
of regularization parameter).
It is known that, under the distribution
given by Eq. 11, P (Xuv| X (GS ) \ {Xuv}; θ) =
P (Xuv|N ∗S (Xuv); θ) [Robins et al., 2007], where
N ∗S (Xuv) is the set containing any Xwz from G such
that Xwz 6= Xuv and, for at least one edge {s, t}, we
have that |{s, t} ∩ {u, v}| = 1 and {s, t} ∩ {w, z} 6= ∅.
Clearly, NS(Xuv) ⊆ N ∗S (Xuv), which is why HRGs
are ‘higher-order’ than MRGs.
4.2 WATTS-STROGATZ MODEL
The WS network model [Watts and Strogatz, 1998]
defines a random network as a regular ring lattice
which is randomly ‘rewired’ so as to introduce a cer-
tain amount of disorder, which typically leads to small-
world phenomena. Given nodes u1, . . . , un, a WS net-
work is generated by constructing a regular ring lattice
such that each node is connected to exactly 2 δ other
nodes. Network edges are then scanned sequentially,
and each one of them is rewired with probability β,
where, if i < j, rewiring an edge {ui, uj} means to
replace it with another edge {ui, uk} such that k 6= i
and uk is chosen uniformly at random from the set of
all nodes that are not already linked to ui.
Interestingly, the degree distribution corresponding to
a WS network G with parameters δ and β takes the









(1 − β)i βδ−i (δ β)
k−δ−i
(k − δ − i)! exp(−β δ)
(12)
where I = min{k − δ, δ}. Given Eq. 12, we model the
conditional distribution of a variable Xuv given the
remainder of G through the following quantity:
P (Xuv| X (G) \ {Xuv}) =
P (du(G))P (dv(G))∑
xuv
P (du(Gxuv ))P (dv(Gxuv ))
(13)
where du(G) denotes the degree of node u in G, and
each P is implicitly conditional on the values of δ and
β. We refer to the conditional random graph model
specified in Eq. 13 as the conditional Watts-Strogatz
(CWS) model.
For the CWS model, the following proposition follows
straightforwardly from Eq. 13:
Proposition 4. The dependence structure of CWS
models is Markovian.
A simple estimate of the δ parameter for a data sample
D =
{









dui(GSi) + dvi(Guivi) (14)
On the other hand, a simple strategy for estimating
the rewiring probability by a maximum likelihood ap-
proach consists in parameterizing it as a sigmoid func-
tion β = 11+exp(−θβ) , where θβ can be optimized by ex-
ploiting the derivative ∂
∂θβ
∑n
i=1 logP (xuivi | X (Guivi)\
{Xuv}; δ, θβ).
4.3 BARABÁSI-ALBERT MODEL
The BA model was originally proposed for explain-
ing the scale-free degree distributions often observed
in real-world networks [Barabási and Albert, 1999].
In the BA model, the probability P (u) of linking to
any particular node u in a network G = (V , E) takes




α [Albert and Barabási,
2002], where α is a real-valued parameter affecting the
shape of the degree distribution. Given P (u), we can
use the following expression to characterize the con-
ditional probability of observing edge {u, v} given the
remainder of G [Newman, 2001, Barabási et al., 2002]:





We refer to the random graph model of Eq. 15 as
the conditional Barabási-Albert (CBA) model. The
α parameter can be optimized straightforwardly by
gradient-based methods, so as to maximize the ob-
jective
∑n
i=1 logP (xuivi | X (Guivi) \ {Xuv};α) over an
observed sample of size n.
The following property holds for CBA networks:
Proposition 5. The dependence structure of CBA
models is non-Markovian.
Proof. Consider a CBA network G = (V , E), where
{u, v} and {w, z} are edges in E such that {u, v} ∩
{w, z} = ∅. G is a Markov graph if and only
if P (Xuv|Xwz,N (Xuv)) = P (Xuv| N (Xuv)). Let
G1 and G2 be the same as defined in the proof
of Proposition 4. Although du(G2) = du(G1) and












= P (Xuv| X (G1) \ {Xuv}) = P (Xuv| N (Xuv))
(16)
5 EXPERIMENTAL EVALUATION
In order to assess experimentally the accuracy of FRGs
as models of conditional edge distributions in large-
scale networks, we test them in the following link pre-
diction setting. First, we take a network G = (V , E),
with a number of nodes ranging from a few thousands
to a couple of millions, and a number of edges going up
to several millions. We then sample n training pairs
{ui, vi} uniformly at random from V , with ui 6= vi.
For each sampled pair of nodes {ui, vi}, we recover the
subgraph Guivi induced on G by the vertex set Vuivi =
{ui, vi}∪{wi: {ui, wi} ∈ E∨{vi, wi} ∈ E}, so as to get a
training set D =
{
(xu1v1 ,Gu1v1), . . . , (xunvn ,Gunvn)
}
.
We then estimate from D each one of the condi-
tional random graph models described in the previ-
ous sections, using the respective learning techniques.
Given the estimated models, we sample a test set
T =
{
(xu1v1 ,Gu1v1), . . . , (xumvm ,Gumvm)
}
from G such
that T ∩ D = ∅, where each element of T is sampled
through the same technique used for D. For each es-
timated model, we assess its accuracy by first using
it to compute the conditional probability of observ-
ing a link for each pair of nodes {uj, vj} in T , and
then calculating the area under the ROC curve (AUC)
for the predictions delivered on T . Since the problem
of predicting the presence of edges in real-world net-





the ROC curve is a particularly appropriate evalua-
tion measure [Fawcett, 2006]. Also, in order to as-
sess the sensitivity of each model to the size of the
training sample, we ran some preliminary experiments
with several different values of |D|. The result of this
preliminary investigation was that, provided that the
training sample contains at least a few pairs of linked
nodes (in the order of ten or twenty), then the behav-
ior of the different models is not significantly affected
by increasing sample sizes.
Table 1: General statistics for the network datasets
used in the experiments. CCG and DG denote the
average clustering coefficient and the network diameter
respectively.
Network |V| |E| CCG DG
AstroPh 18,772 396,160 0.63 14
GrQc 5,242 28,980 0.52 17
HepPh 12,008 237,010 0.61 13
HepTh 9,877 51,971 0.47 17
Enron 36,692 367,662 0.49 12
RoadCA 1,965,206 5,533,214 0.04 850
RoadTX 1,379,917 3,843,320 0.04 1,049
We compare the performance of the MRG, HRG,
CWS, CBA, and FRG models on seven different net-
works, drawn from the arXiv e-print repository, the
Enron email corpus, and the US road network respec-
tively [Leskovec et al., 2007, 2009]. The ER model is
not considered in these experiments, since the involved
independence assumption makes that model simply
unusable for conditional estimation tasks. Some rep-
resentative network statistics for the used datasets
are summarized in Table 1. For the arXiv datasets
(i.e. the AstroPh, GrQc, HepPh, and HepTh net-
works), we report results for a choice of 10, 000 node
pairs both for the training and the test set, whereas
for the Enron and US road (RoadCA and RoadTX)
networks we have |D| = |T | = 100, 000 and |D| =
|T | = 10, 000, 000 respectively. However, notice that
nearly identical results can be obtained in each case
after reducing the number of training samples down
to even 20%–40% of the indicated size (as discovered
through preliminary analysis). ROC curves for the de-
scribed datasets are plotted in Figs. 1–3, whereas the
corresponding AUC values are given in Table 2. As





























































































Figure 1: ROC curves for the AstroPh (a), GrQc (b), HepPh (c), and HepTh (d) networks.
than 0.5 (as recorded for some models) do not necessar-
ily mean that prediction accuracy is being worse than
random guessing. In fact, recent studies show that,
depending on signal strength and stratification errors
between training and test sets, random guessing can
drop to AUC values even lower than 0.3 [Parker et al.,
2007]. Therefore, AUC values less than 0.5 should be
considered simply as no better than random guessing,
rather than worse than random.
FRGs significantly outperform all other models both in
the arXiv and in the Enron networks. Such networks
are generally characterized by power law degree distri-
butions, contrary to the road networks, which exhibit
instead a regular topology, with degree distribution
peaked around its mean. This explains the better be-
havior of the CBAmodel with respect to the remaining
options in most of the scale-free networks. Interest-
ingly, this trend is reverted for the HepPh data, where
not only CWS outperforms CBA, but we also observe
that HRG behaves much better than it does on the
Table 2: AUC values for the ROC curves plotted in
Figs. 1–3. CCG and DG denote the average clustering
coefficient and the network diameter respectively.
AUC (%)
Network CBA CWS FRG HRG MRG
AstroPh 46.04 32.39 91.66 28.69 14.78
GrQc 66.22 50.86 94.90 27.10 22.32
HepPh 40.04 50.84 92.73 65.62 15.02
HepTh 53.21 42.47 79.34 32.82 32.36
Enron 48.45 49.03 85.92 19.94 11.23
RoadCA 30.84 91.21 66.70 77.90 81.12
RoadTX 34.67 93.01 63.75 62.51 68.36
other scale-free networks. The fact that, in this partic-
ular case, FRGs remain the best available option pro-
vides evidence for their higher stability (i.e. robustness























Figure 2: ROC curves for the Enron network.
respect to the other models. On the other hand, for
the US road networks we observe a completely differ-
ent pattern of results. This time, the FRG model per-
forms worse than the CWS model or the two variants
of ERG. The reason is related to the lattice-shaped
regularity exhibited by such graphs. This is not sur-
prising, as the WS model subsumes regular lattices as
special case scenarios. A natural explanation for the
superiority of the CWS model on the road networks
lies in the fact that their parametric assumption con-
cerning the observed degree distribution happens to be
satisfied for such data, while it is clearly violated by
the scale-free networks, which is exactly the opposite
of what happens for the CBA model. It is worth not-
ing, however, that FRGs are again performing signifi-
cantly better than the CBA model. Therefore, FRGs
appear to be a more stable class of conditional ran-
dom network models, since their predictions ensure a
regularly accurate behavior across networks displaying
significantly different statistical properties. Overall,
the presented results encourage the hypothesis that a
genuinely nonparametric approach to conditional ran-
dom graph modeling can offer dramatic advantages
over parametric approaches.
6 CONCLUSION
The work presented in this paper started from two mo-
tivations. On the one hand, we remarked that statisti-
cal modeling of networks cries for nonparametric esti-
mation, because of the inaccuracy often resulting from
fallacious parametric assumptions. In this respect, we
showed that statistics derived from the Laplacian spec-
trum of graphs (such as the Fiedler delta function)
offer practical ways of developing nonparametric esti-
mators. On the other hand, we suggested that a condi-















































Figure 3: ROC curves for the RoadCA (a) and
RoadTX (b) networks.
effective in the large-scale setting, since it allows e.g. to
dispense with the intractable partition functions often
involved in joint distributions. With respect to this
point, we showed how FRGs allow us to tackle very
large datasets, processing effectively even millions of
queries over networks with millions of nodes and edges.
Interesting options for future work consist in analyz-
ing the effect of the subgraph sampling mechanism in
determining the distribution of the Fiedler delta, as
well as investigating alternative ways of exploiting the
information enclosed in the graph spectrum.
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mechanics of complex networks. Reviews of Modern
Physics, 74:47–97, 2002.
William N. Anderson and Thomas D. Morley. Eigen-
values of the Laplacian of a graph. Linear and Mul-
tilinear Algebra, 18:141–145, 1985.
Zhaojun Bai, James Demmel, Jack Dongarra, Axel
Ruhe, and Henk van der Vorst, editors. Templates
for the Solution of Algebraic Eigenvalue Problems:
A Practical Guide. SIAM, Philadelphia (PA), 2000.
A.L. Barabási, H. Jeong, Z. Néda, E. Ravasz, A. Schu-
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