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This paper deals with absolute convergence of real-valued rational series, i.e. mappings
r : ∗ → R computed by weighted automata. An algorithm is provided, that takes a
weighted automaton A as input and halts if and only if the corresponding series rA is ab-
solutely convergent: hence, absolute convergence of rational series is semi-decidable. A
spectral radius-like parameter ρ|r| is introduced, which satisfies the following property: a
rational series r is absolutely convergent iff ρ|r| < 1. We show that if r is rational, then
ρ|r| can be approximated by convergent upper estimates. Then, it is shown that the sum∑
w∈∗ |r(w)| can be estimated to any accuracy rate. This result can be extended to any sum
of the form
∑
w∈∗ |r(w)|p, for any integer p.
© 2010 Published by Elsevier Inc.
1. Introduction
Given a finite alphabet , we consider real-valued formal power series defined over the free monoid ∗, i.e. functions
which map ∗ into R. A weighted automaton (WA) is a tuple 〈,Q , ϕ, ι, τ 〉, where Q is a finite set of states, ϕ (resp. ι, τ )
is a transition (resp. initialization, termination) real-valued function. Any weighted automaton A can be used to compute a
series rA and a series is said to be rational if and only if it can be computed by a weighted automaton [3,11].
Given a rational series r : ∗ → R, we study whether r is absolutely convergent, i.e. ∑w∈∗ |r(w)| < ∞. It is
polynomially decidable whether a rational series r is simply convergent, i.e. whether the sum
∑
n≥0
∑
w∈n r(w) converges.
Since the Hadamard product r of two rational series s and t, defined by r(w) = s(w)t(w), is rational, it is polynomially
decidable whether a rational series r converges in quadratic norm, i.e.
∑
w∈∗ r2(w) < ∞. However, to our knowledge, it
is still unknown whether it can be decided if a rational series is absolutely convergent.
Given a WA A = 〈,Q , ϕ, ι, τ 〉, a new WA |A| is obtained by taking the absolute values of the functions ϕ, ι and τ .
It is straightforward that rA is absolutely convergent if r|A| is simply convergent, but the converse is false. However, we
prove that any absolutely convergent rational series r can be computed by a weighted automaton A such that r|A| is simply
convergent. Then, we provide an algorithm which takes a weighted automaton B as input and halts if and only if rB is
absolutely convergent: when the algorithm halts, it outputs a WA A equivalent to B, i.e. the series computed by A and B
are equal, and such that r|A| is convergent. Hence, the set rat1 (∗) composed of all absolutely convergent rational series is
semi-decidable.
The sum
∑
w∈∗ |r(w)| can be estimated from below by computing the sum∑w∈≤n |r(w)| for increasing integers n.
We describe an algorithm that computes convergent upper estimates of
∑
w∈∗ |r(w)|. So, the sum∑w∈∗ |r(w)| can be
estimated to any accuracy. As a consequence, if the l1-distance ||r − s||1 = ∑w∈∗ |r(w) − s(w)| between two rational
series r and s is finite, then it can be estimated to any accuracy. It has been proved in [10] that computing the l1-distance
between two hidden Markov models is NP-hard. This result implies that computing the l1-distance between two rational
series is NP-hard too. lp-distances of two probabilistic automata have been studied in [5,6], where efficient algorithms have
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been provided when p is even. The algorithm given here can be used to estimate lp-distances between two rational series for
any odd values of p.
Finally, we introduce a spectral radius-like parameter ρ|r| defined by ρ|r| = lim supn(|r|(n))1/n and we show that a
rational series r is absolutely convergent if and only if ρ|r| < 1. We show that when r is rational, ρ|r| can be estimated by
convergent upper estimates. Unfortunately, we do not know any way to approximate ρ|r| by lower estimates.
The motivation for the present work comes from a problem we have studied in grammatical inference. A stochastic
language 2 over∗ is a series pwhich takes only non-negative values and satisfying∑w∈∗ p(w) = 1. A stochastic language
defines a probability distribution over ∗. A classical problem in grammatical inference consists in inferring an estimate of
a target stochastic language p from a finite sample of words {w1, . . . ,wn} independently drawn according to p, within some
probabilistic model. Several algorithms (see [1,9]) use the class of rational stochastic languages (see [8]) as probabilistic
model. These algorithms take a sample S drawn from a stochastic language p as input and output a weighted automaton AS
such that rAS simply converges to 1. It can be shown that if the target p is rational, then with probability one, there exists
a sample size level from which the sum
∑
w∈∗ |p(w) − rAS (w)| is arbitrarily small (which implies that rAS is absolutely
convergent); moreover, a stochastic language pAS can be computed from rAS , that satisfies
∑
w∈∗
|pAS (w) − rAS (w)| ≤
∑
w∈∗
|rAS (w)| − 1.
In other words, it is known that from some sample size, the inference algorithm will provide a solution of the problem.
But we need to decide whether the series rAS output by the algorithm from the working sample is absolutely convergent to
ensure that pAS provides a solution and we need to compute an estimate of
∑
w∈∗ |rAS (w)| to bound the accuracy of this
solution. The algorithms described in this paper provide an answer to these two questions.
Some properties on rational series and weighted automata are recalled in Section 2. Absolutely convergent series are
studied in Section 3, where it is proved that any absolutely convergent rational series can be represented by a WA A such
that r|A| is convergent. Semi-decidability of the class rat1 (∗) is proved in Section 4. Estimators of the sum
∑
w∈∗ |r(w)|
are described in Section 5. The Section 6 concludes the paper.
2. Preliminaries
2.1. Rational series
Most classical results on rational series can be found in one of the following references [3,11]. Let∗ be the set of strings
over the finite alphabet . The empty string is denoted by ε, and the length of a string u is denoted by |u|. For any letter x,
let us denote by |u|x the number of occurrences of x in u. For any integer k, let us denote by k the set {u ∈ ∗ : |u| = k}
and by ≤k the set {u ∈ ∗ : |u| ≤ k}. A subset S of ∗ is prefix-closed if for any u, v ∈ ∗, uv ∈ S ⇒ u ∈ S. Let S be a
prefix-closed subset of ∗. The set front(S) = {ux : u ∈ S, x ∈ , ux ∈ S} is called the frontier set of S.
The general context is, for an alphabet , the vector space R 〈〈〉〉 composed of all the mappings from ∗ into R. An
element ofR 〈〈〉〉 is called a formal power series. The support of a series r is the language supp(S) = {w ∈ ∗ : r(w) = 0}.
For any series r and any string u ∈ ∗, let us denote by u˙r the series defined by u˙r(w) = r(uw). Let us denote by res(r)
the set res(r) = {u ∈ ∗ : u˙r = 0}. For any integer k, let us denote by resk(r) (resp. res≤k(r)) the set res(r) ∩ k (resp.
res(r) ∩ ≤k). Let LH(r) denote the linear hull of res(r), i.e. the vector subspace ofR 〈〈〉〉 spanned by {u˙r : u ∈ ∗}.
Aweighted automaton (WA) is a tuple 〈,Q , ϕ, ι, τ 〉whereQ is a finite set of states,ϕ : Q ××Q → R is the transition
function, ι : Q → R is the initialization function and τ : Q → R is the termination function. Let QI = {q ∈ Q : ι(q) = 0} be
the set of initial states and QT = {q ∈ Q : τ(q) = 0} be the set of terminal states. We extend the transition function ϕ to
Q×∗×Q byϕ(q,wx, q′) = ∑q′′∈Q ϕ(q,w, q′′)ϕ(q′′, x, q′) andϕ(q, ε, q′) = 1 if q = q′ and0otherwise, for any q, q′ ∈ Q ,
x ∈  and w ∈ ∗. For any finite subset L ⊂ ∗ and any Q ′ ⊆ Q , let us define ϕ(q, L,Q ′) = ∑w∈L,q′∈Q ′ ϕ(q,w, q′). For
any WA A = 〈,Q , ϕ, ι, τ 〉, let the series rA be defined by rA(w) = ∑q,q′∈Q ι(q)ϕ(q,w, q′)τ (q′). For any q ∈ Q , let the
series rA,q be defined by rA,q(w) = ∑q′∈Q ϕ(q,w, q′)τ (q′). Given two WA A and A′, it is decidable within polynomial time
whether they define the same series, i.e. whether rA = rA′ . The support of a WA 〈,Q , ϕ, ι, τ 〉 is a non-deterministic finite
automaton (NFA) 〈,Q , δ,QI,QF〉 where the transition function is defined by δ(q, x) = {q′ ∈ Q : ϕ(q, x, q′) = 0}. A WA
is deterministic if its support is a DFA, i.e. if Card(QI) = 1 and Card(δ(q, x)) ≤ 1 for any state q and any letter x. A WA A is
unambiguous if for any stringw, at most one path in A contributes to rA(w): ∀w = x1 . . . xl , rA(w) = 0 ⇒ ∃!q0, . . . , ql ∈ Q
s.t. ι(q0)ϕ(q0, x1, q1) . . . ϕ(ql−1, xl, ql)τ (ql) = 0. Clearly, every deterministic WA is unambiguous.
A series r is said to be rational if it satisfies one of the two following equivalent conditions:
1. the dimension of LH(r) is finite;
2. r can be computed by a weighted automaton.
2 This definition differs from the one given in [11].
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Fig. 1. A WA that computes |w|a − |w|b . The notations are interpreted as follows: q0 is the unique initial state and ι(q0) = 1, q1 is the unique terminal state and
τ(q1) = 1, ϕ(q0, a, q1) = 1, ϕ(q0, b, q1) = −1, etc.
The dimension of LH(r) is exactly the minimal number of states needed by a WA to compute r. Given a WA A, a minimal
WA equivalent to A can be computed within polynomial time. The family of all rational series is denoted byRrat 〈〈〉〉. The
support of a rational series may not be a rational language. However, the support L of a rational series satisfies the following
Iteration theorem: there exists an integer N such that for any string w in L, and for any factorization w = xuy satisfying
|u| ≥ N, there exists a factorization u = u1vu2 with |v| > 0 such that the language L contains infinitely many strings of the
form xu1v
nu2y, where n ∈ N. The Hadamard product r · s of two formal series r and s is defined by r · s(w) = r(w)s(w) for
any string w. The Hadamard product of two rational series is rational.
For any formal power series r, let |r| be the series defined by |r|(w) = |r(w)| for any string w. For any WA A =
〈,Q , ϕ, ι, τ 〉, let us denote by |A| the WA defined by |A| = 〈,Q , |ϕ|, |ι|, |τ |〉. It can easily be proved that for any
w ∈ ∗, |rA(w)| ≤ r|A|(w), i.e. |rA| ≤ r|A|. If A is unambiguous, then |rA| = r|A|, and in particular |rA| is rational. The next
lemma shows that in general, |rA| is not rational.
Lemma 2.1. Let  = {a, b} and let r be the rational series defined by r(w) = |w|a − |w|b. Then |r| is not rational.
Proof. It is proved in [3] that r is rational: a WA that computes r is described in Fig. 1. Suppose that |r| is rational. Then,
the series s = Sup(r, 0) = (r + |r|)/2 is rational and supp(s) = {w ∈ ∗ : |w|a > |w|b} satisfies the Iteration theorem.
For any integer m, am+1bm ∈ supp(s). Taking the notations of the Iteration Theorem, let x = am+1, u = bm and y = ε.
The Iteration Theorem entails that ifm is sufficiently large, there should exists in supp(s) infinitely many strings of the form
ambn, which is clearly false. Hence, s is not rational. 
It is undecidable whether a series is positive, i.e. whether a rational series takes only non-negative values. Hence, it is
undecidable whether a rational series r is equal to |r|.
2.2. Prefixial weighted automata
Representation of rational series based on prefix-closed sets has been introduced in [3].
Definition. AWA A = 〈,Q , ϕ, ι, τ 〉 is prefixial if:
• Q is a non-empty prefix-closed finite subset of ∗,
• ∀u ∈ Q , ι(u) = 0 iff u = ε,
• ∀x ∈ ,∀u, v ∈ Q s.t. ux ∈ Q , ϕ(u, x, v) = 0 iff v = ux.
A prefix-closed subset Q of ∗ can be used as the set of states of a prefixial WA that computes a rational series r if and
only if the set {u˙r : u ∈ Q} spans LH(r). In that case, there remains several degrees of freedom to choose the parameters:
• ι(ε) can be set to any non-zero value;
• for any u ∈ Q and any x ∈  such that ux ∈ Q , ϕ(u, x, ux) can be set to any non-zero value;
• for any ux ∈ front(Q)where x ∈ , and any v ∈ Q , ϕ(u, x, v) can be set to any value provided that
u˙xr = ∑
v∈Q
ϕ(u, x, v)
ϕ(ε, u, u)
ϕ(ε, v, v)
v˙r (1)
where the top bar notation u˙xr is meant to express that the “dot” applies to the element ux under the bar.
Let f : Q → R\{0} and g : front(Q)× Q → R. We define the prefixial automaton A(,Q , f , g, r) = 〈,Q , ϕ, ι, τ 〉 by
• ι(ε) = f (ε),
• ∀u ∈ Q , x ∈  s.t. ux ∈ Q , ϕ(u, x, ux) = f (ux),
• ∀u, v ∈ Q , x ∈  s.t. ux ∈ front(Q), ϕ(u, x, v) = g(ux, v),
• ∀u ∈ Q , τ (u) = r(u)
ι(ε)ϕ(ε,u,u)
·
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Fig. 2. The WA on the right is prefixial and equivalent to the WA on the left.
Lemma 2.2. If {u˙r : u ∈ Q} spans LH(r) and if the prefixial WA A(,Q , f , g, r) = 〈,Q , ϕ, ι, τ 〉 satisfies the conditions (1),
then A(,Q , f , g, r) computes r.
Proof. Let A = A(,Q , f , g, r). Let us show, by induction on |w|, that for any u ∈ Q and any w ∈ ∗, u˙r(w) =
ι(ε)ϕ(ε, u, u)rA,u(w).
• Let w = ε. For any u ∈ Q ,
ι(ε)ϕ(ε, u, u)rA,u(ε) = ι(ε)ϕ(ε, u, u)τ (u) = r(u) = u˙r(ε).
• Let w ∈ ∗ be such that v˙r(w) = ι(ε)ϕ(ε, v, v)rA,v(w) for any v ∈ Q . Let u ∈ Q and x ∈ . If ux ∈ Q ,
ι(ε)ϕ(ε, u, u)rA,u(xw) = ι(ε)ϕ(ε, u, u)ϕ(u, x, ux)rA,ux(w) = u˙xr(w) = u˙r(xw).
If ux ∈ Q ,
rA,u(xw) =
∑
v∈Q
ϕ(u, x, v)rA,v(w) =
∑
v∈Q
ϕ(u, x, v)
v˙r(w)
ι(ε)ϕ(ε, v, v)
= u˙xr(w)
ι(ε)ϕ(ε, u, u)
and
ι(ε)ϕ(ε, u, u)rA,u(xw) = u˙r(xw).
As a consequence, for any string w, r(w) = ε˙r(w) = ι(ε)rA,ε(w) = rA(w). 
Example. Let us consider the WA A described in Fig. 2 and let r be the rational series on the one-letter alphabet  = {a}
computed by A. It can easily be checked that
rA = rA,q0 − rA,q1 and a˙rA = −
1
2
rA,q1 .
Thus,
rA,q0 = rA − 2a˙rA and rA,q1 = −2a˙rA.
Hence, {rA, a˙rA} spans LH(rA). Let Q = {ε, a} and let f (
) = f (a) = 1. The mapping g can take any value, provided that
a˙2rA = g(aa, 
) f (a)f (
) r + g(aa, a) f (a)f (a) a˙r. Since {r, a˙r} is a basis of res(r), and a˙2rA = − 12 rA + 12 a˙rA, the only possible choice is
g(aa, 
) = −1/2 and g(aa, a) = 1/2. Let τ(ε) = r(ε)
ι(ε)ϕ(ε,ε,ε)
= 2 and τ(a) = r(a)
ι(ε)ϕ(ε,a,a)
= 1/2.
The automaton A(,Q , f , g, r) yields the prefixial representation shown in Fig. 2.
2.3. Matrix and weighted automata
2.3.1. Matrix norm
Let us consider the spaceRn×n of n× n real matrices and let ‖ · ‖ be a norm onRn. The corresponding induced norm on
R
n×n is defined by: ‖M‖ = max{‖M.v‖ : v ∈ Rn and ‖v‖ = 1}. Any induced norm is sub-multiplicative, i.e it satisfies the
property: ‖A.B‖ ≤ ‖A‖‖B‖.
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Fig. 3. The weighted automaton A2 computes the partial sums of rA1 : rA2 (a
n) = rA1 (n). The series rA1 and rA2 converge to 3/2.
2.3.2. Spectral radius
Let λ1, . . . , λn be the real or complex eigenvalues of a matrixM ∈ Rn×n. Then, the spectral radius ρ(M) ofM is defined
by ρ(M) = Max{|λi| : 1 ≤ i ≤ n}. The spectral radius of a matrix satisfies the two following properties:
• limk→∞ Mk = 0 if and only if ρ(M) < 1,• for any matrix norm ‖ · ‖, ρ(M) = limn→+∞ ‖Mn‖1/n (Gelfand’s formula).
2.3.3. Matrix representation of a weighted automaton
Given a total ordering q1, . . . qn of Q , a weighted automaton A = 〈,Q , ϕ, ι, τ 〉 can equivalently be described by the
tuple 〈, (Mx)x∈, I, T〉 where
• for any x ∈ ,Mx ∈ Rn×n is the square matrix defined byMx[i, j] = ϕ(qi, x, qj) for any 1 ≤ i, j ≤ n,• I ∈ Rn is defined by I[i] = ι(qi) for 1 ≤ i ≤ n,• T ∈ Rn is defined by T[i] = τ(qi) for 1 ≤ i ≤ n.
A WA A defines a morphismM from ∗ toRn×n by:
• Mε = In, the identity matrix,• Mux = MuMx for any string u and any letter x.
For any string u, one has rA(u) = ItMuT . LetM = ∑x∈ Mx: for any integer n, one has
rA(
n) = ∑
u∈n
rA(u) = It
⎛
⎝ ∑
u∈n
Mu
⎞
⎠ T = ItMnT . (2)
3. On representation of absolutely convergent rational series
The series r is said to be convergent if the sum
∑
n≥0
∑
w∈n r(w) is convergent; if so, the sum is denoted by r(∗).
Let r be a convergent rational series and let I, T ∈ Rn andM ∈ Rn×n be such that r(n) = ItMnT . It can be proved that
if n is minimal, then ρ(M) < 1.
Lemma 3.1. Let r be a convergent rational series and let I, T ∈ Rn and M ∈ Rn×n be such that r(n) = ItMnT. If n is minimal,
then ρ(M) < 1.
Proof. Since n isminimal, {It, ItM, . . . , ItMn−1} and {T,MT, . . . ,Mn−1T} form two basis ofRn. Since for any 1 ≤ j ≤ n−1,
limk→∞(ItMk · MjT) = 0, we have limk→∞ ||ItMk|| = 0. Now, let u ∈ Cn be an eigenvector of Mt such that utM = λut
and let ut = ∑nj=1 αjItMj . Then, limk→∞ ||utMk|| = 0, and hence |λ| < 1. Therefore, ρ(M) < 1. 
Therefore, in that case, thematrix In −M is invertible and the sum∑n ItMnT converges to r(∗) = It(In −M)−1T . Since
such I,M, T can be computed from any WA that computes r, and since it can be decided within polynomial time whether
the spectral radius of a matrix is <1, it can be decided within polynomial time whether a rational series is convergent [8].
Example. Let us consider the weighted automaton A1 defined in Fig. 3. For any integer n, rA1(
n) = ItMnT where
I =
⎛
⎝ 1
−1
⎞
⎠ T =
⎛
⎝ 1
−1
⎞
⎠M =
⎛
⎝ 1 −1
1 −1/2
⎞
⎠ .
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Fig. 4. A 2-state WA A over  = {a}. The spectral radius ofM = [1,−1; 1,−1/2] is equal to
√
2/2, so rA is convergent and absolutely convergent.
It can be checked that ρ(A) = 1/√2 < 1 thus 1 − M is invertible:
(I − M)−1 =
⎛
⎝
3
2
−1
1 0
⎞
⎠ .
Therefore, rA1 is convergent and rA1(
∗) = 3/2.
The series r is said to be absolutely convergent if the series |r| is convergent. If r is absolutely convergent, it is convergent
over any subset of ∗.
Convergent rational series may not be absolutely convergent. Over  = {a, b}, let r be defined by r(u) = (−1)|u|b . For
any n ≥ 1, r(n) = 0 while |r|(n) = 2n. So, r, is convergent but not absolutely convergent. However, if the alphabet has
only one letter, any convergent rational series is absolutely convergent.
Lemma 3.2. If Card() = 1 then, a rational series r over  is convergent if and only if r is absolutely convergent.
Proof. Let = {a} and let r be a convergent rational series over. There exists an integer n, I, T ∈ Rn andM ∈ Rn×n such
that for any integer k, r(k) = ItMkT and ρ(M) < 1. Therefore, |r|(k) = |r|(ak) = |r(ak)| ≤ ||I|| · ||Mk|| · ||T||. From
Gelfand’s formula, for any ρ(M) < ρ < 1, ||Mk|| = O(ρk). Hence, |r|(k) = O(ρk) and |r|(∗) = O(1). 
As a corollary, it is decidable within polynomial time whether a rational series over a one-letter alphabet is absolutely
convergent.
For any real number p ≥ 1, we denote by p(∗) (resp. ratp (∗)) the subspace of R 〈〈〉〉 (resp.Rrat 〈〈〉〉) composed
of the series r such that |r|p is convergent. Thus, 1(∗) (resp. rat1 (∗)) denotes the series (resp. the rational series) that
are absolutely convergent.
The mapping r → (|r|p(∗))1/p defines a norm || · ||p on p(∗).
It can easily be shown that p < q ⇒ p(∗) ⊂ q(∗).
Example. The series r(u) =
(
2
3
)|u| · (−1)|u|a−|u|b defined over the alphabet = {a, b} provides an example of an element
of rat2 (
∗)\rat1 (∗). Indeed, r2(n) =
(
8
9
)n
while |r|(n) =
(
4
3
)n
.
Let r be a rational series. If p is an even integer, |r|p = rp is rational since the Hadamard product of two rational series is
rational. Hence, it is decidable within polynomial time whether r ∈ p(∗) and ||r||p can be computed from any WA that
computes r. If p is an odd integer, and if A is an unambiguousWA, |rA| is a rational series that is computed by |A|: hence, it is
decidable within polynomial time whether r ∈ p(∗) and ||r||p can be computed from anyWA that computes r. However,
in the general case, no decision algorithm is known. We provide a semi-decision algorithm, that takes a WA A as input and
halts if and only if rA ∈ p(∗). The algorithm can be adapted to provide estimates of ||rA||p to any accuracy.
3.1. Absolutely convergent rational series
Let r ∈ 1(∗). For any word u ∈ res(r), let us denote by u−1r the series defined by
u−1r = |r|(
∗)
|r|(u∗) u˙r
and called the residual of r associated with u. The set of all the residuals of r is denoted by Res(r). The vector subspace
spanned by Res(r) is equal to LH(r). Note that for any u ∈ res(r), |u−1r|(∗) = |r|(∗) = ||r||1. Let us denote by CH(r)
the convex hull of Res(r):
286 R. Bailly, F. Denis / Information and Computation 209 (2011) 280–295
Fig. 5. The n first residuals of rA in the base {rA, a−1rA} for n = 10 and n = 75, where A is described in Fig. 4: CCH(rA) is a compact convex set.
CH(r) =
⎧⎨
⎩
n∑
i=1
αiu
−1
i r : n ∈ N, αi ≥ 0,
n∑
i=1
αi = 1, ui ∈ Res(r)
⎫⎬
⎭ .
Let us denote by CCH(r), the closed convex hull of Res(r), i.e. the closure of CH(r). It can easily be shown that ||·||1 is bounded
by |r|(∗) on CCH(r). In particular, when r ∈ rat1 (∗), CCH(r) is a compact convex set since LH(r) is of finite dimension.
Example. Let A be the automaton described in Fig. 4. Fig. 5 shows the coordinates of the first n residuals of rA, in the base
(rA, a
−1rA) for n = 10 and n = 75. Since rA is absolutely convergent, the closure of the convex hull of Res(r) is compact.
Next lemma shows that if r is a rational series, |s|(>k) converges uniformly to 0 for any s ∈ CCH(r).
Lemma 3.3. Let r ∈ rat1 (∗). Then ∀
 > 0, ∃k ∈ N such that ∀s ∈ CCH(r), |s|(>k) < 
. In particular, ∀
 > 0, ∃k ∈ N
such that ∀u ∈ res(r), |r|(u>k) < 
|r|(u∗).
Proof. For any integer k, let fk : CCH(r) → Rbe defined by fk(s) = |s|(>k). For any s, t ∈ CCH(r), we have |fk(s)−fk(t)| ≤||s − t||1. Hence, fk is continuous for any k. Moreover, limk→∞fk(s) = 0 for any s ∈ CCH(r). Since CCH(r) is compact, fk
converges uniformly to 0: for any 
 > 0, there exists K ≥ 0 s.t. for any k ≥ K and any s ∈ CCH(r), |fk(s)| < 
. Apply the
result to s = u−1r and 
/|r|(∗) to obtain the second result. 
Let r be a rational series. Since CCH(r) is compact, for any 
 > 0, it is possible to choose a finite subset S of Res(r) such
that any element s of CCH(r) is a linear combination of elements of Swhere the coefficients satisfy |α1|+· · ·+|αn| < 1+
.
Lemma 3.4. Let r ∈ rat1 (∗). For all 
 > 0, there exist v1, . . . , vn ∈ res(r) such that for any s ∈ CCH(r), there existα1, . . . , αn
such that s = ∑1≤i≤n αiv−1i r and
∑
1≤i≤n |αi| < 1 + 
.
Proof. Let 
 > 0, let r ∈ rat1 (∗) and let v1, . . . , vn, . . . be a enumeration of res(r) such that v−11 r, . . . , v−1d r forms a basis
of LH(r). Since the dimension of LH(r) is finite, all norms on LH(r) are equivalent. Let us consider the following norm on
LH(r) : ||∑di=1 αiv−1i r|| =
∑d
i=1 |αi|.
For any integer n, let On = {∑ni=1 αiv−1i r ∈ LH(r) :
∑n
i=1 |αi| < 1 + 
}. Every On is an open convex subset of LH(r) and
for any integer n, On ⊆ On+1. It is clear that CH(r) ⊆ ∪n≥0On.
Let s ∈ CCH(r). There exists n ≥ d, α1 ≥ 0, . . . , αn ≥ 0 such that ∑ni=1 αi = 1 and ||s −
∑n
i=1 αiv−1i r|| < 
. Let
s −∑ni=1 αiv−1i r =
∑d
i=1 βiv−1i r: we have
∑d
i=1 |βi| < 
 and hence, s ∈ On.
Therefore, CCH(r) ⊆ ∪n≥0On and since CCH(r) is compact, there exists n ≥ 1 such that CCH(r) ⊆ On, which proves the
lemma. 
On the following, we will consider particular prefixial representations of absolutely convergent rational series. Let r be a
rational series over and let Q and Q1 be two non-empty finite prefix-closed subsets of res(r) such that Q1 ⊆ Q . Moreover,
we suppose that {u˙r : u ∈ Q1} spans LH(r). Let f : Q → R be defined by
f (ε) = 1 and f (ux) = |r|(ux
∗)
|r|(u∗) .
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Let F = front(Q). For any x ∈  and ux ∈ F ∩ res(r), let (αux,v)v∈Q1 be a sequence of numbers such that (ux)−1r =∑
v∈Q1 αux,vv−1r and
∑
v∈Q1 |αux,v| is minimal (there may be several solutions). Let g : F × Q → R defined by g(ux, v) =
αux,v
|r|(ux∗)
|r|(u∗) if v ∈ Q1 and ux ∈ res(r), and g(ux, v) = 0 otherwise. Let us denote by A(Q1,Q , r) the set of such automata
A(,Q , f , g, r).
Lemma 3.5. Any A = 〈,Q , ϕ, ι, τ 〉 ∈ A(Q1,Q , r) computes r. Moreover, for any ε > 0, if for any s ∈ CCH(r), there exist
(αv)v∈Q1 such that s =
∑
v∈Q1 αvv−1r and
∑
v∈Q1 |αv| < 1+ 
, then |ϕ|(u, x,Q) = |ϕ|(u, x,Q1) ≤ (1+ 
) |r|(ux
∗)
|r|(u∗) for any
ux ∈ F.
Proof. It can be checked that for any u ∈ Q ,ϕ(ε, u, u) = |r|(u∗)|r|(∗) and therefore, u˙r = ϕ(ε, u, u)u−1r. Hence, for any ux ∈ F ,
u˙x = |r|(ux
∗)
|r|(∗) (ux)
−1r = ∑
v∈Q1
|r|(ux∗)
|r|(u∗) αux,v
|r|(u∗)
|r|(∗) v
−1r = ∑
v∈Q1
ϕ(u, x, v)
ϕ(ε, u, u)
ϕ(ε, v, v)
v˙r
and so, conditions 1 are fulfilled: A computes r.
Moreover, since the elements αux,v are chosen to minimize
∑
v∈Q1 |αux,v|, the Lemma 3.4 entails that |ϕ|(u, x,Q) =
|ϕ|(u, x,Q1) ≤ (1 + 
) |r|(ux∗)|r|(u∗) for any ux ∈ F . 
3.2. A particular representation of absolutely convergent rational series
Let A = 〈,Q , ϕ, ι, τ 〉 be a WA. The rational series r|A| is an upper bound of the series |rA|. Hence, the following lemma
holds:
Lemma 3.6. If r|A| is convergent, then rA is absolutely convergent.
Proof. Straightforward. 
Next lemma provides a sufficient condition on a WA Awith positive transition coefficients to ensure that rA is absolutely
convergent.
Lemma 3.7. Let A = 〈,Q , ϕ, ι, τ 〉 be a WA. Suppose that ϕ takes only non-negative values and that there exists an integer k
such that for any state q,ϕ(q, k,Q) < 1. Then, for any integerm, r|A|(m) = O(ρm/k), whereρ = sup{ϕ(q, k,Q) : q ∈ Q}.
Hence, the series rA is absolutely convergent.
Proof. Let R = sup{ϕ(q, h,Q) : q ∈ Q , h < k} and ρ = sup{ϕ(q, k,Q) : q ∈ Q}. From the hypothesis, ρ < 1.
Since for any state q and any integers n > 0 and 0 ≤ h < k,
ϕ(q, nk+h,Q) = ∑
q′∈Q
ϕ(q, nk, q′)ϕ(q′, h,Q) ≤ Rϕ(q, nk,Q)
and
ϕ(q, nk,Q) = ∑
q′∈Q
ϕ(q, (n−1)k, q′)ϕ(q′, k,Q),
it can easily be shown by induction on n that ϕ(q, nk+h,Q) ≤ Rρn.
Let I = ∑q∈Q |ι(q)| and T = Sup{|τ(q)| for q ∈ Q}. One has
r|A|(nk+h) =
∑
q,q′∈Q
|ι(q)|ϕ(q, nk+h, q′)|τ(q′)|
≤ T ∑
q∈Q
|ι(q)|ϕ(q, nk+h,Q)
≤ TRρn ∑
q∈Q
|ι(q)|
≤ ITRρn.
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Hence, for any integerm,
r|A|(m) = O(ρm/k)
and
|rA|(∗) ≤ r|A|(∗) =
∑
n≥0
k−1∑
h=0
r|A|(nk+h) ≤ ITRk
∑
n≥0
ρn = ITRk
1 − ρ . 
We can now state the main result of this section: any absolutely convergent rational series r can be computed by a
prefixial WA A such that r|A| is convergent.
Theorem 3.8. Let r ∈ rat1 (∗). For any 0 < ρ < 1, there exists an integer n, and a prefixial WA A = 〈,Q , ϕ, ι, τ 〉 that
computes r and such that ∀u ∈ Q , |ϕ|(u, n,Q) < ρ . Hence, the series r|A| is convergent.
Fig. 6. The automaton built in the proof of Theorem 3.8.
Proof. Let r ∈ rat1 (∗) and let 
, 
′ > 0. Let k be an integer such that ∀u ∈ res(r), |r|(u
≥k)
|r|(u∗) < 
 (Lemma 3.3). Let N ≥ k
be an integer such that for all u ∈ res(r), there exists real numbers (αu,v)v∈res≤N(r) s.t. u−1r = ∑v∈res≤N(r) αu,vv−1r and∑
v∈res≤N(r) |αu,v| < 1 + 
′ (Lemma 3.4).
Let Q1 = res≤N(r), Q = res≤N+2k(r) and A = 〈,Q , ϕ, ι, τ 〉 ∈ A(Q1,Q , r).
Let us list below some properties of A:
1. ∀u ∈ Q ,∀v ∈ ≤N+2k−|u|, ϕ(u, v, uv) = |r|(uv∗)|r|(u∗) . By induction on |v|. This is clearly true if v = ε. If v = xv′,
ϕ(u, v, uv) =
⎧⎨
⎩
0 if ux ∈ res(r)
ϕ(u, x, ux)ϕ(ux, v′, uxv′) otherwise
and
ϕ(u, x, ux)ϕ(ux, v′, uxv′) = |r|(ux
∗)
|r|(u∗) ·
|r|(uxv′∗)
|r|(ux∗) =
|r|(uv∗)
|r|(u∗) .
In both cases, ϕ(u, v, uv) = |r|(uv∗)|r|(u∗) .
2. As a corollary, for any u ∈ Q and any integer h s.t. 0 ≤ h ≤ N + 2k − |u|,
ϕ(u, h,Q) = |r|(u
≥h)
|r|(u∗) ≤
⎧⎨
⎩
1 if h < k

 otherwise.
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3. ∀u ∈ Q ∩ N+2k, |ϕ|(u, ,Q) < 1 + 
′. Indeed,
∀x ∈ ,∀v ∈ Q1, |ϕ|(u, x, v) = |αux,v| |r|(ux
∗)
|r|(u∗)
and
|ϕ|(u, ,Q) = ∑
x∈
|r|(ux∗)
|r|(u∗)
∑
v∈Q1
|αux,v| ≤ (1 + 
′)
∑
x∈
|r|(ux∗)
|r|(u∗) ≤ (1 + 

′).
4. If |u| ≤ N, |ϕ|(u, 2k,Q) ≤ 
2. Indeed,
|ϕ|(u, 2k,Q) = ∑
uv∈res|u|+k(r)
|ϕ|(u, v, uv)|ϕ|(uv, k,Q)
with
|ϕ|(uv, k,Q) ≤ 

and
∑
uv∈res|u|+k(r)
|ϕ|(u, v, uv) = |ϕ|(u, k,Q) ≤ 
.
5. If N < |u| ≤ N + 2k, |ϕ|(u, 2k,Q) ≤ 
(1 + 
′). Indeed,
|ϕ|(u, 2k,Q) = ∑
uv∈resN+2k(r)
|ϕ|(u, v, uv) ∑
w∈Q1
|ϕ|(uv, ,w)|ϕ|(w, |u|−N−1,Q).
If |u| ≤ N + k, then |ϕ|(w, |u|−N−1,Q) ≤ 1 and
|ϕ|(u, 2k,Q) ≤ ∑
uv∈resN+2k(r)
|ϕ|(u, v, uv)|ϕ|(uv, ,Q)
≤ (1 + 
′)|ϕ|(u, N+2k−|u|,Q)|
≤ 
(1 + 
′)
since N + 2k − |u| ≥ k.
If |u| ≥ k + N + 1, then |ϕ|(w, |u|−N−1,Q) ≤ 
 and
|ϕ|(u, 2k,Q) ≤ 
 ∑
uv∈resN+2k(r)
|ϕ|(u, v, uv)|ϕ|(uv, ,Q)
≤ 
(1 + 
′)|ϕ|(u, N+2k−|u|,Q)|
≤ 
(1 + 
′).
We have proved that for any u ∈ Q , |ϕ|(u, 2k,Q) < 
(1+ 
′). If 
 and 
′ are chosen so that 
(1+ 
′) < ρ , for instance

 = 
′ = ρ/2, the series r|A| is convergent (Lemma 3.7). 
The spectral radius of a matrix, the joint spectral radius and the generalized spectral radius of a set of matrices are tools
used to study asymptotic properties of powers or products of matrices. A good introduction on spectral radii can be found
in the first chapters of [13]. See also [2,4,7,12].
We define a notion of absolute spectral radius that witnesses for the absolute convergence of a rational series.
Definition. Let r ∈ R〈〈〉〉. Let us define the absolute spectral radius ρ|r| of r by
ρ|r| = lim sup
n
(|r|(n))1/n .
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Fig. 7. A 2-state, 2-letter WA B; ρr|B|  1.78.
Proposition 3.9. Let r ∈ R〈〈〉〉.
• If ρ|r| < 1 then r ∈ 1(∗)
• If r ∈ rat1 (∗) then ρ|r| < 1.
Proof
• Ifρ|r| < 1 then there existsρ|r| < ρ < 1 and n ∈ N such that∀m ≥ n, |r|(m) ≤ ρm. Hence, r is absolutely convergent.
• Suppose now that r ∈ rat1 (∗). From Theorem 3.8, there exists a prefixial automaton A = 〈,Q , ϕ, ι, τ 〉 that computes
r and such that for every state q, |ϕA|(q, n,Q) < ρ for some ρ < 1 and some integer n. Hence, from Lemma 3.7,
|r|(m) = O(ρm/n) and therefore, ρ|rA| ≤ ρ1/n < 1. 
If a convergent rational series r takes only non-negative values, the absolute spectral radius of r coincideswith the spectral
radius of a minimal matrix representation of r.
Lemma 3.10. Let r be a non-negative convergent rational series and let I, T ∈ Rn and M ∈ Rn×n be such that for any k,
r(k) = ItMkT. Suppose that n is minimal. Therefore, ρ|r| = ρ(M).
Proof. For any integer k, |r|(k) = r(k) ≤ ||I|| · ||Mk|| · ||T|| and
ρ|r| = lim sup
k
(
|r|(k)
)1/k ≤ lim
k
C1/k · ||Mk||1/k = ρ(M)
from Gelfand’s formula.
Now, suppose that ρ|r| < ρ(M) and let s be the rational series defined by s(w) = r(w)ρ(M)−|w| for any string w. For
any integer k, s(k) = ItNkT where N = ρ(M)−1 · M. The absolute spectral radius of s satisfies
ρ|s| = lim sup
k
(
|s|(k)
)1/k = 1
ρ(M)
lim sup
k
(
|r|(k)
)1/k = ρ|r|
ρ(M)
< 1.
Therefore, s is convergent and ρ(N) should be< 1 from Lemma 3.1, which is contradictory. Hence, ρ|r| = ρ(M). 
Example. Let us consider the 2-state automaton B on the alphabet = {a, b} represented in Fig. 7. The lemma 3.10 can be
used to compute ρr|B| : ρr|B|  1.78. The series r|B| diverges.
Developing the automaton B by using the prefix-closed sets Q = {
, a, b} and Q1 = {
, b} and by using the following
estimates : |rB|(∗)  5.7, |a−1rB|(∗)  1.8 and |b−1rB|(∗)  1.8, leads to the automaton B1 represented in Fig. 8. It
satisfies ρr|B1|  0.90, thus rB ∈ 1(∗). The sum r|B1|(∗)  10.50 provides an upper bound of |rB|(∗).
4. Decidability results
In this section,we describe an algorithm that takes aweighted automatonA as input and halts if and only if rA is absolutely
convergent. The algorithm enumerates weighted automata AN,k,n that all compute rA until it finds one such that r|AN,k,n| is
convergent. The algorithmdoes not halt if r is not absolutely convergent. In otherwords, the class rat1 (
∗) is semi-decidable.
Let us define the automata AN,k,n. Let r be a rational series over and let Q and Q1 be two non-empty finite prefix-closed
subsets of res(r) such that Q1 ⊆ Q and such that {u˙r|u ∈ Q1} spans LH(r). All the automata in A(Q1,Q , r) (see Section 3)
compute r. However in general, none of them is computable since these automata involve quantities such as |r|(∗) that
cannot be computed. Let us consider approximate classes denoted by An(Q1,Q , r).
Let n be an integer such that for any u ∈ Q , |r|(u≤n+1−|u|) = 0.
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Fig. 8. A WA B1 which computes the series rB; ρr|B1 |  0.90; |rB|(∗) ≤ r|B1|(∗)  10.50.
Let fn : Q → R be defined by
fn(ε) = 1 and fn(ux) = |r|(ux
≤n−|u|)
|r|(u≤n+1−|u|) ·
Let gn : front(Q) × Q → R be defined by
gn(ux, v) =
⎧⎨
⎩
αux,v,n
|r|(ux≤n−|u|)
|r|(u≤n+1−|u|) if v ∈ Q1 and ux ∈ res(r)
0 otherwise
where
u˙xr = ∑
v∈Q1
αux,v,n
|r|(ux≤n−|u|)
|r|(v≤n+1−|v|) v˙r and
∑
v∈Q1
|αux,v,n| is minimal.
Note that several setofparametersαux,v,n canshare thispropertyandhence, several functionsgnmaybedefined.An(Q1,Q , r)
is the set of all these automata. AN,k,n is an element of An(Q1,Q , r) where Q1 = res≤N(r) and Q = res≤N+k(r). Let ϕn be
the transition function of AN,k,n: it can be checked that for any u ∈ Q ,
ϕ(ε, u, u) = |r|(u
≤n+1−|u|)
|r|(≤n+1) .
From Lemma 2.2, the automaton AN,k,n computes r as soon as {u˙r|u ∈ Q1} spans LH(r).
Lemma 4.1. Suppose {u˙r|u ∈ Q1} spans LH(r). Let B ∈ A(Q1,Q , r). Then, ∀u ∈ Q, ∀x ∈ , ∀
 > 0, ∃N such that ∀n ≥ N,∀A ∈ An(Q1,Q , r),
|ϕAn(u, x,Q) − ϕB(u, x,Q)| < 
.
Proof. If ux ∈ Q , fn(ux) = |r|(ux≤n−|u|)|r|(u≤n+1−|u|) tends to |r|(ux
∗)
|r|(u∗) as n tends to infinity. So, ϕAn(u, x,Q) = ϕAn(u, x, ux) tends to
ϕB(u, x, ux) = ϕB(u, x,Q) when n tends to infinity.
Now, suppose that ux ∈ Q . Since A(Q1,Q , r) may contain several equivalent automata, the numbers αux,v,n are not
uniquely determined. However, these numbers are chosen so that they minimize the sum
∑
v∈Q1|αux,v,n|which is therefore
unique. Hence,
∑
v∈Q1|αux,v,n| tends to
∑
v∈Q1|αux,v| as n tends to infinity.
So, in both cases, ϕAn(u, x,Q) tends to ϕB(u, x,Q) and the result follows by continuity. 
Let us show how such an automaton AN,k,n can be computed.
We use the following Lemma proved in [8]:
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Lemma 4.2. Given a WA A and strings v, u1, . . . , un, there exists strings w1, . . . ,wh that can be computed within polynomial
time and such that
v˙rA =
n∑
i=1
αiu˙irA
if and only if
v˙rA(wj) =
n∑
i=1
αiu˙irA(wj) for j = 1, . . . , h
where αi ∈ R for i = 1, . . . , n.
Proof. See [8]. 
Using the previous Lemma, deciding whether v˙rA lies in the linear hull of u˙1, . . . , u˙n boils down to solve a linear system.
Given real numbers β1, . . . , βn, finding parameters α1, . . . , αn such that
v˙rA =
n∑
i=1
αiβiu˙irA and
n∑
i=1
|αi| minimal
can be done by solving the following linear program:
(P)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
v˙rA(wj) = ∑ni=1 αiβiu˙irA(wj) for j = 1, . . . , h
mi ≥ Max(αi,−αi)
Minimize
∑n
i=1 mi
.
Indeed, let (m∗i ) and (α∗i ) be solutions of P. Clearlym∗i = |α∗i |, so (P) is equivalent to
(P′)
⎧⎨
⎩
v˙rA(wj) = ∑ni=1 αiβiu˙irA(wj) for j = 1, . . . , h
Minimize
∑n
i=1 |αi|
.
Let AlgAbsConv be the following algorithm.
Next theorem proves that the algorithm AlgAbsConv halts iff rA is absolutely convergent.
Theorem 4.3. The class rat1 (
∗) is semi-decidable.
Data: A WA A = 〈, (Mx)x∈, I, T〉
Result: A WA B that computes rA and s.t. r|B| is convergent
for s = 1, . . . ,∞ do
for N + k + n = s do
Compute Q1 = res≤N(rA), Q = res≤N+k(rA);
if {u˙r|u ∈ Q1} does not span LH(rA) then
Break;
end
if There exists u ∈ (Q ∪ Q) ∩ res(rA) s.t. |rA|(u≤n) = 0 then
Break;
end
Compute fn;
Compute gn by solving the corresponding linear program (P);
Compute an automaton AN,k,n;
if r|AN,k,n| is convergent then
Output AN,k,n and Halt;
end
end
end
Algorithm 1. AlgAbsConv halts iff rA is absolutely convergent.
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Proof. Let r ∈ rat1 (∗). Let ρ < 1 and let A ∈ A(Q1,Q , r) be an automaton built as in the proof of Theorem 3.8, where
Q1 = res≤N(r), Q = res≤N+2k(r) and where ϕ|A|(u, 2k,Q) < ρ for any u ∈ Q .
From Lemma 4.1, and by continuity, there exists an integer n such that for any u ∈ Q , |r|(u≤n+1−|u|) = 0 and
ϕ|AN,2k,n|(u, 2k,Q) < ρ .
From Lemma 3.7, the algorithm AlgAbsConv will halt when it deals with the parameters N, 2k, n (if it has not ended
before).
Since everyWA AN,k,n built by the algorithm computes r, from Lemma3.6, the algorithmdoes not halt if r is not absolutely
convergent. 
Corollary 4.4. For any integer p ≥ 1, the class ratp (∗) is semi-decidable.
Proof. Indeed, for any rational series r and any integer p, rp is rational and r ∈ ratp (∗) if and only if rp ∈ rat1 (∗). 
5. Approximations and L1-distance
Let r be a rational series and let A be a WA that computes r.
Since |r| ≤ r|A|, ρ|r| ≤ ρr|A| and since r|A| is non-negative rational series, ρr|A| can be computed by using Lemma 3.10.
Hence,
ρ|r| ≤ inf
A:rA=r
ρr|A| .
In particular, ρ|r| is finite. As a consequence of Theorem 3.8 and Proposition 3.9, ρ|r| < 1 entails that there exists a WA A
such that ρr|A| < 1. Next Lemma proves that ρ|r| is exactly equal to the infimum infA:rA=r ρr|A| .
Lemma 5.1. Let r be a rational series. Then
ρ|r| = inf
A:rA=r
ρr|A| = inf
AN,n,k
ρr|AN,n,k |
where the automata AN,n,k are defined in Section 4.
Proof. Clearly,
ρ|r| ≤ inf
A:rA=r
ρr|A| ≤ inf
AN,n,k
ρr|AN,n,k | .
Let ρˆ = infAN,n,k ρr|AN,n,k | and suppose that ρ|r| < ρˆ . Consider the rational series s defined by s(w) = r(w) · ρˆ−|w|.
One has ρ|s| = ρ|r|/ρˆ < 1. Thus s is absolutely convergent, but infA:rA=s ρM|A| = 1, which contradicts the construction in
Theorem 3.8. 
As a consequence, convergent upper bound estimates of ρ|r| can be computed. But, to our knowledge, no convergent
lower bound is available.
The sum |r|(∗) cannot be exactly computed. Nevertheless, it is possible to provide lower estimates since for any integer
n, |r|(≤n) ≤ |r|(∗) and limn→∞ |r|(≤n) = |r|(∗). Let us now define upper estimates for |r|(∗). Hence, it will be
possible to bound the error made by the approximation to any accuracy rate.
In order to compute these upper estimates, let us consider a family composed of automata of the formAN,k,n and satisfying
a uniform upper bound property.
Lemma 5.2. Let r be an absolutely convergent rational series and let ρ < 1. There exists two integers N0 and k0 and a constant
C such that for any integer h there exists an integer nh such that for any n ≥ nh, the automaton AN0+h,k0,n satisfies
∀m ∈ N, r|AN0+h,k0,n|(m) < Cρm/2k0 .
Proof. As in the proof of Theorem 3.8, let N0 and k0 be two integers such that the automaton A(res
≤N(r), res≤N+2k0(r), r)
satisfies |ϕ|(q, 2k0 ,Q) < ρ for any integer N ≥ N0. Note that for these automata, we have
• |ϕ|(q, 2k0 ,Q) < ρ
• |ϕ|(q, k,Q) < 2 for any k < 2k0,
• and |τ |(u) = |r|(u) |r|(∗)|r|(u∗) ≤ |r|(∗) for any u ∈ Q .
By continuity, for any h ≥ 0, there exists an integer nh such that for any n ≥ nh,
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Fig. 9. The automaton A6, on the alphabet = {a}, is equivalent to the automaton described in Fig. 4 (for readability, the letter a has been omitted on transitions).
It has been computed by approximating |r|(u∗) by |r|(u≤6).
Fig. 10. The upper table shows the spectral radius and the sum of the automata r|AN | . The lower table shows some values of the sequence |r|(k)1/k whose upper
limit defines the absolute spectral radius of rA and some lower estimates of |r|(∗).
• |ϕAN0+h,k0,n |(q, 2k0 ,Q) < ρ ,• |ϕAN0+h,k0,n |(q, k,Q) < 2 for any k < 2k0,• and |τAN0+h,k0,n |(u) ≤ 2|r|(∗) for any u ∈ Q .
Now, from Lemma 3.7 , r|AN0+h,k0,n|(
m) ≤ Cρm/2k0 where the multiplicative constant C = 4|r|(∗) is independent from
h. 
Proposition 5.3. Let r ∈ rat1 (∗), and let (AN0+h,k0,nh)h≥0 be a family of automata that satisfy the properties of Lemma 5.2 for
some ρ < 1. Then |r|(∗) = infh r|AN0+h,k0,nh |(∗).
Proof. Let Ah = AN0+h,k0,nh . For any integerM,
∣∣r|Ah|(∗) − |r|(∗)
∣∣ ≤ ∑
w∈∗
∣∣r|Ah|(w) − |r|(w)
∣∣
≤ ∑
w∈≤M
∣∣r|Ah|(w) − |r|(w)
∣∣+ r|Ah|(>M) + |r|(>M).
Let 
 > 0.
Since |r| ≤ r|Ah|, from Lemma 5.2,
r|Ah|(>M) + |r|(>M) ≤ 2Cρ
M
2k0
1
1 − ρ 12k0
.
There exists an integerM0 such that for anyM ≥ M0, |r|(>M) + r|Ah|(>M) < 
/2 for any h ≥ 0.
Since rAh converges to r when h tends to ∞ and since >M0 is finite, there exists h0 such that for any h ≥ h0,∑
w∈≤M0 |r|Ah|(w) − |r|(w)| < 
/2.
Therefore, for any 
, there exists h such that |r|Ah|(∗) − |r|(∗)| < 
 which yields the conclusion since r|Ah| ≥ |r|. 
The previous proposition can be used to compute estimates of |r|(∗) to any accuracy rate.
Example . Let us consider the automaton described in Fig. 4. Fig. 9 describes an automaton A6 equivalent to A, built on
Q = Q1 = {ε, a, a2, a3, a4, a5} andwhich has been computed by approximating |r|(u∗) by |r|(u≤6) for anyword u. The
spectral radius ρr|A6| is approximately equal to 0.7168 and r|A6|(
∗)  4.8333 which provides an estimate of |rA|(∗).
By considering similar automata, built on Q = Q1 = <N for several values of N, one obtains the results described in
Fig. 10. By considering the last columns of the two tables, one obtains both upper and lower bounds for the absolute sum:
||r|(∗) − 4.8072| ≤ 5 · 10−5.
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Also, if r and s are two rational series whose 1-distance is finite, estimates of ||r − s||1 can be computed to any accuracy
rate. Finally, for any integer p ≥ 1, if the p-distance between r and s is finite, estimates of ||r − s||p can be computed to any
accuracy rate.
6. Conclusion
This paper provides a study of the convergence of rational series in ratp (
∗) spaces. The study has been concentrated on
the space rat1 (
∗) which represents the most difficult case, since all others can be reduced to the case p = 1. A spectral
radius-like parameter ρ|r| has been defined. It indicates whether a rational series r is absolutely convergent: r ∈ rat1 (∗) if
and only ifρ|r| < 1.Weprovided an algorithmwhich takes aweighted automatonA as input and halts if and only ifρ|rA| < 1.
Hence, the class rat1 (
∗) is semi-decidable. Using this algorithm, convergent upper estimates of ρ|r| can be computed for
any rational series r. If ρ|r| could be estimated from below, it would be possible to decide whether ρ|r| < 1 or ρ|r| > 1
(the case ρ|r| = 1 remaining difficult). Unfortunately, to our knowledge, no such lower estimates are available. For any
absolutely convergent rational series r, arbitrarily accurate approximations of |r|(∗) can be computed. All these results
within rat1 (
∗) can be used to obtain equivalent results for all spaces ratp (∗).
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