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Abstract
The main objective of this paper is to show that two asymptotically
stable steady states which belong to an analytic path of asymptotically stable
steady states can be gradually transferred one to the other by successive
changes of the control parameters.
1 Introduction
For nonlinear systems of differential equations with control, it has been proved
(see [1]), that two asymptotically stable steady states belonging to an analytic
path of asymptotically stable steady states can be transferred one in the other
by successive maneuvers along the path. That means, according to [11], that the
process described by the system can be piloted through the domains of attraction
of the intermediary steady states, from the first to the second steady state.
In this paper, a similar result is established for the nonlinear discrete dynamical
systems with control. A theorem from [4] is used, which states that the domain of
attraction of an asymptotically stable fixed point of a nonlinear system of analytic
difference equations, is the natural domain of analyticity of a certain Lyapunov
function.
2 Preliminaries
We consider the following nonlinear discrete dynamical system with control:
xk+1 = f(xk, α) k = 0, 1, 2... (1)
In (1), f is a given function f : Ω × D → Rn, Ω ⊂ Rn, D ⊂ Rm are domains,
x ∈ Ω is the state parameter, and α ∈ D is the control parameter. What concerns
the regularity of f , we assume that f is an analytic function.
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A state x0 ∈ Ω is a steady state for (1) if there exists αx0 ∈ D such that
x0 = f(x0, αx0) (2)
The steady state x0 ∈ Ω of (1) is ”stable” provided that given any ball
B(x0, ε) = {x ∈ Ω/‖x− x0‖ < ε}, there is a ball B(x0, δ) = {x ∈ Ω/‖x− x0‖ < δ}
such that if x ∈ B(x0, δ) then fk(x, αx0) ∈ B(x
0, ε), for k = 0, 1, 2, ... [5].
If in addition there is a ball B(x0, r) such that fk(x, αx0)→ x
0 as k →∞ for
all x ∈ B(x0, r) then the steady state x0 is ”asymptotically stable” [5].
The domain of attraction DA(x0) of the asymptotically stable steady state x0
is the set of initial states x ∈ Ω from which the system converges to the steady
state itself i.e.
DA(x0) = {x ∈ Ω|fk(x, αx0)
k→∞
−→ x0} (3)
An analytic path of steady states of (1) is an analytic function ϕ : D1 ⊂ D → Ω
which satisfies
ϕ(α) = f(ϕ(α), α), for any α ∈ D1 (4)
An analytic path of asymptotically stable steady states of (1) is an analytic path
of steady states which are all asymptotically stable.
A change of control parameters from α′ to α′′ in (1) is called maneuver and is
denoted α′ → α′′. The maneuver α′ → α′′ is successful on the path ϕ if α′, α′′ ∈ D1
and the sequence defined by
xk+1 = f(xk, α
′′), x0 = ϕ(α
′) (5)
tends to ϕ(α′′) as k →∞.
The following proposition from [4] concerning the discrete dynamical systems
without control parameters is helpful.
Proposition 1. If the analytic function g : ∆→ ∆ from the system
yk+1 = g(yk), k = 1, 2, ... (6)
satisfies the following conditions:
g(0) = 0 (7)
‖∂0g‖ < 1 (8)
then 0 is an asymptotically stable steady state of (6). DA(0) is an open subset of
∆ and coincides with the natural domain of analyticity of the unique solution V
of the iterative first order functional equation
{
V (g(y))− V (y) = −‖y‖2
V (0) = 0
(9)
The function V is positive on DA(0) and V (y)
y→y0
−→ +∞, for any y0 ∈ FrDA(0)
(FrDA(0) denotes the boundary of DA(0)).
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Remark 1. If ϕ : D1 ⊂ D → Ω is an analytical path of steady states of (1), then
the function g(·, α) : Ω− ϕ(α)→ Ω− ϕ(α), given by
g(y, α) = f(y + ϕ(α), α) − ϕ(α) for y ∈ Ω− ϕ(α) (10)
is analytic and satisfies g(0, α) = 0, for any α ∈ D1. Therefore, y = 0 is a steady
state of the system
yk+1 = g(yk, α) k = 0, 1, 2... for any α ∈ D1. (11)
The steady state x = ϕ(α) of (1) is asymptotically stable if and only if the
steady state y = 0 of the system (11) is asymptotically stable. The relationship
between the domain of attraction of the steady state x = ϕ(α) of (1) and that of
the steady state y = 0 of (11) is DA(ϕ(α)) = ϕ(α) +DA(0).
3 Theoretical results
We now state an existence theorem for an analytic path of asymptotically stable
steady states of (1).
Theorem 1. If the analytic function f from (1) satisfies:
1. there exist (x0, α0) ∈ Ω×D such that x0 = f(x0, α0)
2. ‖∂x0f(x
0, α0)‖ < 1
then there exists a maximal domain D1 ⊂ D containing α0 and a unique ana-
lytic path ϕ : D1 → Ω of asymptotically stable steady states of (1) satisfying the
following conditions:
a. ϕ(α0) = x0;
b. ‖∂xf(ϕ(α), α)‖ < 1 for any α ∈ D1;
c. For α′, α′′ ∈ D1 the maneuver α′ → α′′ is successful on the branch ϕ if and
only if ϕ(α′) belongs to the domain of attraction of ϕ(α′′).
Proof. As the functions f and ∂xf are continuous on Ω×D, taking into account
the properties 1. and 2. of f , there exist two maximal domains Ω1 ⊂ Ω and D1
and a unique analytic function ϕ : D1 → Ω1 such that:
1. (x0, α0) ∈ Ω1 ×D1 and ϕ(α0) = x0;
2. ϕ(α) = f(ϕ(α), α), for any α ∈ D1;
3. ‖∂xf(ϕ(α), α)‖ < 1 for any α ∈ D1.
This means that ϕ is path of asymptotically stable steady states for (1) (see
Proposition 1 and Remark 1).
A maneuver α′ → α′′ is successful on the path ϕ if and only if the sequence
given by (5) tends to ϕ(α′′) as k → ∞, which means that ϕ(α′) belongs to the
domain of attraction of ϕ(α′′). ⊓⊔
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In the followings, it is assumed that the conditions of Theorem 1 are fulfilled
and thus, there exists an analytic path ϕ of asymptotically stable steady states of
(1).
Theorem 2. Let be ϕ : D1 → Ω an analytic path of asymptotically stable steady
states of (1). There exist an open set G ⊂ Ω × D and a non-negative analytic
function V defined on G satisfying the following conditions:
a. G ⊃ Γ = {(ϕ(α), α)/α ∈ D1}
b. {
V (f(x, α), α) − V (x, α) = −‖x− ϕ(α)‖2
V (ϕ(α), α) = 0
(12)
c. For any α ∈ D1, DA(ϕ(α)) is the natural domain of analyticity of x →
V (x, α)
d. V (x, α)
x→x0
−→ +∞, for any x0 ∈ FrDA(ϕ(α)).
Proof. Let be G =
⋃
α∈D1
(DA(ϕ(α))×{α}) ⊂ Ω×D1 and V : G→ R1+ defined by
V (x, α) =
∞∑
k=0
‖fk(x, α) − ϕ(α)‖2 (13)
Proposition 1 and Remark 1 provide that the set G and the function V (x, α)
satisfy the conditions a-d. ⊓⊔
Corollary 1. If ϕ : D1 → Ω is an analytic path of asymptotically stable steady
states of (1) then for any α ∈ D1 there is an open neighborhood Uα of α and an
open neighborhood Uϕ(α) of ϕ(α) such that:
1. ϕ(α′) ∈ Uϕ(α), for any α
′ ∈ Uα;
2. Uϕ(α) ⊂ DA(ϕ(α
′)), for any α′ ∈ Uα
Proof. For α ∈ D1 and x ∈ DA(ϕ(α)), the function V (x, α) from Theorem 2
is considered. The real and non-negative function V is defined on the open set
G =
⋃
α∈D1
(DA(ϕ(α)) × {α}) ⊂ Ω×D1, it is continuous and equal to zero on the
set Γ = {(ϕ(α), α)/α ∈ D1} ⊂ G.
As V is continuous and it is equal to zero in (ϕ(α), α) ∈ G, there is an
open neighborhood W of (ϕ(α), α) such that for any (x′, α′) ∈ W , the inequality
V (x′, α′) < 1 holds. Let be Uα an open neighborhood of α and Uϕ(α) of ϕ(α) such
that Uϕ(α) × Uα ⊂ W . As the function ϕ is continuous, it can be admitted that
for any α′ ∈ Uα, we have ϕ(α′) ∈ Uϕ(α) (contrarily, the neighborhood Uα can be
replaced with a smaller neighborhood U ′α ⊂ Uα, for which we have ϕ(α
′) ∈ Uϕ(α),
for any α′ ∈ U ′α).
Thus, for any (x′, α′) ∈ Uϕ(α) × Uα, we have V (x
′, α′) < 1. This means that
for any x′ ∈ Uϕ(α) and any α
′ ∈ Uα, we have that x
′ ∈ DA(ϕ(α′)). Thus,
Uϕ(α) ⊂ DA(ϕ(α
′)), for any α′ ∈ Uα. ⊓⊔
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Remark 2. Corollary 1 states that for any α′ ∈ Uα, both maneuvers α→ α′ and
α′ → α are successful on the path ϕ.
Theorem 3. For two steady states ϕ(α⋆) and ϕ(α⋆⋆) belonging to the analytic
path ϕ of asymptotically stable steady states of (1), there exist a finite number of
values of the control parameters α1, α2, ..., αp ∈ D1 such that all the maneuvers
α⋆ → α1 → α2 → ...→ αp → α⋆⋆ (14)
are successful on the path ϕ.
Proof. Let be P ⊂ D1 a polygonal line which joins α⋆ and α⋆⋆. For any α ∈ P we
consider the neighborhoods Uα and Uϕ(α) given by Corollary 1.
The family of neighborhoods {Uα}α∈P is a covering with open sets of the
compact polygonal line P . From this covering we can subtract a finite covering
of P , i.e., there exist α¯1, α¯2, ..., α¯q ∈ P such that P ⊂
q⋃
k=1
Uα¯k . More, it can be
assumed that α⋆ ∈ Uα¯1 and α
⋆⋆ ∈ Uα¯q and that the intersections Uα¯k ∩P are open
and connected sets in P , and
(Uα¯k ∩ P ) ∩ (Uα¯k+2 ∩ P ) = ∅ for any k = 1, 2, ..., q − 2.
Taking into account Remark 2, as α⋆ ∈ Uα¯1 and α
⋆⋆ ∈ Uα¯q , it comes naturally
that the maneuvers α⋆ → α¯1 and α¯q → α⋆⋆ are successful on the path ϕ.
We still have to prove that each maneuver α¯k → α¯k+1 is successful for any
k = 1, 2, ..., q − 1.
If α¯k ∈ Uα¯k+1 , Remark 2 provides that the maneuver α¯
k → α¯k+1 is successful
on the path ϕ.
If α¯k /∈ Uα¯k+1 , a point α¯
k,k+1 ∈ (Uα¯k ∩P )∩ (Uα¯k+1 ∩P ) is considered. Remark
2 provides that both maneuvers α¯k → α¯k,k+1 and α¯k,k+1 → α¯k+1 are successful
on the path ϕ.
Thus, eventually inserting control parameters α¯k,k+1 between α¯k and α¯k+1,
we come to find (after changing the notation and re-numbering) a finite sequence
α1, α2, ..., αp ∈ D1 such that all the maneuvers
α⋆ → α1 → α2 → ...→ αp → α⋆⋆
are successful on the path ϕ. ⊓⊔
Remark 3. Theorem 3 states that two steady states belonging to an analytic path
of asymptotically stable steady states can be transferred one in the other using a
finite number of successful maneuvers along the considered path.
4 Numerical examples
Example 1.
The following one-dimensional discrete dynamical system with control is consid-
ered:
xk+1 = αxk(1− xk), k = 0, 1, 2, ... (15)
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where x ∈ R is the state parameter and α ∈ R is the control parameter. This
dynamical system is frequently used for showing chaotic behavior and it is subject
to several themes of research ([2]). We will illustrate using this system the concepts
of analytic path, analytic path of asymptotically stable steady states, domain of
attraction, successful maneuver.
For α 6= 0, the steady states of (15) are x = 0 and x = α−1
α
, while for α = 0
corresponds only the x = 0 steady state. Thus, for (15) there are three paths of
steady states: ϕ1(α) =
α−1
α
, for α < 0, ϕ2(α) = 0, for α ∈ R and ϕ3(α) =
α−1
α
,
for α > 0,. The path ϕ1 contains only unstable steady states. The steady states
belonging to the path ϕ2 are asymptotically stable for α ∈ (−1, 1). The steady
states belonging to the path ϕ3 are asymptotically stable for α ∈ (1, 3).
In Fig. 1.1, the three paths of steady states are plotted. In Fig. 1.2 the gray
rectangle represents the reunion of the domains of attraction of the asymptotically
stable steady states of ϕ3, while the vertical gray line denotes the domain of
attraction of the steady state ϕ2(0). In both figures, the black parts of the paths
of steady states represent the asymptotically stable steady states while the gray
parts of the paths represent the unstable steady states.
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Figure 1.1: The paths of steady states for
(15)
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Figure 1.2: The domains of attractions of
the asymptotically stable steady states of
the path ϕ3 and for the asymptotically
stable steady state ϕ2(0) = 0 of ϕ2
The domain of attraction of the steady state ϕ2(0) = 0 isDA(ϕ2(0)) = R, while
the domain of attraction of a steady state ϕ3(α) for α ∈ (1, 3) is DA(ϕ3(α)) =
(0, 1). These domains of attraction can be obtained using the staircase method
[5], or can be estimated numerically using the method described in [4]).
The steady state ϕ3(1.1) can be directly transferred by a single maneuver
to ϕ3(2.9), because ϕ3(1.1) ∈ DA(ϕ3(2.9)) = (0, 1). The DA(ϕ3(1.1)) includes
ϕ3(2.9), thus, the maneuver α : 2.9→ 1.1 is also successful.
All asymptotically stable steady states of ϕ3 are in the domain of attraction of
the steady state ϕ2(0). This means that every maneuver α → 0, for α ∈ (1, 3) is
successful between the paths ϕ3 and ϕ2. Though, a steady state ϕ2(α) cannot be
transferred in an asymptotically stable steady state of ϕ3, because any maneuver
of the type α→ α′, with α′ ∈ (1, 3) causes a transfer to the unstable steady state
ϕ2(α
′) = 0.
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Example 2.
The following one-dimensional discrete dynamical system with control is consid-
ered:
xk+1 = (xk − α)
3 + α, k = 0, 1, 2, ... (16)
where x ∈ R is the state parameter and α ∈ R is the control parameter.
The sequence xk, with the starting point x0 which satisfies (16) is:
xk = (x0 − α)
3k + α, k = 0, 1, 2, ... (17)
There are three analytic paths of steady states for (16): ϕ1(α) = α, ϕ2(α) =
α − 1 and ϕ3(α) = α + 1, defined for α ∈ R. The path ϕ1 is an analytic path of
asymptotically stable steady states while ϕ2 and ϕ3 are analytic paths of unstable
steady states. In Fig. 3, the continuous line represents the path ϕ1, while the
dashed lines represent the paths ϕ2 and ϕ3.
For any α ∈ R, the domain of attraction of the asymptotically stable steady
state ϕ1(α) is DA(ϕ1(α)) = (α− 1, α+ 1).
For α⋆ = 0 and α⋆⋆ = 2, let’s consider the asymptotically stable steady states
ϕ1(α
⋆) = 0 and ϕ1(α
⋆⋆) = 2. The maneuver α : α⋆ = 0 → 2 = α⋆⋆ is not
successful, because ϕ1(α
⋆) = 0 /∈ DA(ϕ1(α
⋆⋆) = 2) = (1, 3). Though, a finite
number of maneuvers can be found, which transfer the steady state ϕ1(α
⋆) = 0 to
the steady state ϕ1(α
⋆⋆) = 2, for example:
α : α⋆ = 0→ 0.7→ 1.4→ 2 = α⋆⋆ (18)
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Figure 2: The paths of steady states for (16) and the domains of attraction of the
steady states of ϕ1 corresponding to the control parameters used in 18
These maneuvers are successful, because ϕ1(α
⋆) ∈ DA(ϕ1(0.7)) = (−0.3, 1.7),
ϕ1(0.7) ∈ DA(ϕ1(1.4)) = (0.4, 2.4) and ϕ1(1.4) ∈ DA(ϕ1(α⋆⋆)) = (1, 2). In Fig.
3, the vertical segments represent the domains of attraction of the steady states
corresponding to the maneuvers (18).
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Example 3.
The following two-dimensional discrete dynamical system with control is consid-
ered: {
xk+1 = (xk − α)[(xk − α)2 + (yk − α)2] + α
yk+1 = (yk − α)[(xk − α)2 + (yk − α)2] + α
(19)
where (x, y) ∈ R2 is the state parameter and α ∈ R is the control parameter.
There are an infinity of analytic paths of steady states for (19): ϕ(α) = (α, α)
and ϕt(α) = (α + cos t, α + sin t), for t ∈ [0, 2pi); all paths are defined for α ∈ R.
The path ϕ is an analytic path of asymptotically stable steady states while ϕt are
analytic paths of unstable steady states, for any t ∈ [0, 2pi).
For any α ∈ R, the domain of attraction of the asymptotically stable steady
state ϕ(α) = (α, α) is the ball B((α, α), 1) = {(x, y) ∈ R2/(x−α)2+(y−α)2 < 1}.
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Figure 3: The paths of steady states for (19)
For α⋆ = −1 and α⋆⋆ = 1, let’s consider the asymptotically stable steady states
ϕ(α⋆) = (−1,−1) and ϕ(α⋆⋆) = (1, 1). The maneuver α : α⋆ = −1 → 1 = α⋆⋆
is not successful, because ϕ(α⋆) = (−1,−1) /∈ DA(ϕ(α⋆⋆) = (1, 1)) = B((1, 1), 1).
Though, a finite number of maneuvers can be found, which transfer the steady
state ϕ(α⋆) = (−1,−1) to the steady state ϕ(α⋆⋆) = (1, 1), for example:
α : α⋆ = −1→ −0.5→ 0→ 0.5→ 1 = α⋆⋆ (20)
These maneuvers are successful, because ϕ(α⋆) ∈ DA(ϕ(−0.5)) = B((−0.5,−0.5), 1),
ϕ(−0.5) ∈ DA(ϕ(0)) = B((0, 0), 1), ϕ(0) ∈ DA(ϕ(0.5)) = B((0.5, 0.5), 1), and
ϕ(0.5) ∈ DA(ϕ(α⋆⋆)) = B((1, 1), 1).
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