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Abstract
We construct N = 2 supersymmetric Yang-Mills theory on 4D manifolds with a Killing
vector field with isolated fixed points. It turns out that for every fixed point one
can allocate either instanton or anti-instanton contributions to the partition function,
and that this is compatible with supersymmetry. The equivariant Donaldson-Witten
theory is a special case of our construction. We present a unified treatment of Pestun’s
calculation on S4 and equivariant Donaldson-Witten theory by generalizing the notion
of self-duality on manifolds with a vector field. We conjecture the full partition function
for a N = 2 theory on any 4D manifold with a Killing vector. Using this new notion
of self-duality to localize a supersymmetric theory is what we call “Pestunization”.
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1 Introduction
Starting from the work [1] the localization of supersymmetric theories on compact manifolds
has attracted considerable attention (see [2] for a review of the latest developments). Su-
persymmetric theories were constructed on diverse 2D to 7D compact manifolds and their
partition functions were calculated or conjectured. Typically the manifold admits (gener-
alized) Killing spinors and there is enough torus action to proceed with the localization
calculation. In low dimensions toric geometry is not very rich; it becomes interesting start-
ing from 4D and higher. Constructing supersymmetric field theories on odd dimensional
manifolds M is simple. This is related to the fact that Killing spinors on M are related to
covariantly constant spinors on the cone over M . For example, any toric Calabi-Yau cone in
6D produces a toric 5D Sasaki-Einstein geometry (i.e. a geometry with two Killing spinors).
A similar story holds in 7D. In even dimensions the situation is more complicated. In this
paper we concentrate on N = 2 supersymmetric theories on 4D compact manifolds with a
T 2-action. Our goal is to explain their structure and also to show how the localization result
for their partition function is organized.
Let us briefly review different ways of placing N = 2 theories on 4D manifolds preserving
some supersymmetry. About 30 years ago Witten [3] constructed Donaldson-Witten the-
ory, which corresponds to a topological twist of N = 2 supersymmetric gauge theory and
localizes on instantons. Donaldson-Witten theory is related to the calculation of Donaldson
invariants [4, 5]. If the 4D manifold admits a torus action then one can define equivariant
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Donaldson-Witten theory. This theory has been studied in detail on R4 [6–9] and the corre-
sponding partition function is known as the Nekrasov partition function Z instǫ1,ǫ2(a, q) [10, 11].
Schematically the Nekrasov function is
Z instǫ1,ǫ2(a, q) = Z
1−loop(a)
∞∑
n=0
qn voln(ǫ1, ǫ2, a), (1)
where voln(ǫ1, ǫ2, a) is the equivariant volume of the moduli space of instantons of charge n
and we include the perturbative 1-loop contribution Z1−loop(a) for later convenience. The
partition function of equivariant Donaldson-Witten theory on non-compact toric surfaces
has been later conjectured in [12] (see also [13–15] for further studies and proofs). The full
answer is obtained gluing copies of Nekrasov partition functions associated to each fixed
point of the torus action, with some discrete shifts associated to fluxes (related to non-trivial
second cohomology). A second class of supersymmetric theories originates from the work
of Pestun [1] who placed a N = 2 supersymmetric gauge theory on the round S4. This
construction was later extended to certain squashed spheres S4ǫ1,ǫ2 in [16, 17]. The resulting
theory is not related in any obvious way to equivariant Donaldson-Witten theory. Their
partition function on S4ǫ1,ǫ2 can be written schematically as follows
ZS4ǫ1,ǫ2 =
∫
da eScl Z instǫ1,ǫ2(ia, q)Z
anti−inst
ǫ1,−ǫ2
(ia, q¯) , (2)
displaying the contribution of instantons over the north pole and anti-instantons over the
south pole of S4 (the way we write the expression for ZS4ǫ1,ǫ2 is clarified in section 5.3).
In [18], reducing a 5D theory, a N = 2 theory was constructed on the connected sum
#k(S
2×S2), which is a toric manifold with T 2-action, and has (2+2k) fixed points. Similarly
to (2) the partition function1 for #k(S
2 × S2) is obtained gluing (k + 1) copies of Nekrasov
functions for instantons and (k + 1)-copies for anti-instantons.
From the aforementioned results a question arises naturally. Consider any simply con-
nected compact 4D manifold with a T 2-action with isolated fixed points. Distribute Nekrasov
partition functions for instantons over some of the fixed points and partition functions for
anti-instantons over the rest. Does this correspond to the partition function of some su-
persymmetric theory? In this paper we answer this question positively. The case when we
associate instantons to all fixed points corresponds to equivariant Donaldson invariants, (see
e.g. [19, 20] and earlier works [21–23]). We present a general class of supersymmetric field
theories that includes on equal footing both equivariant Donaldson-Witten theory and the
1 In conjecturing the answer for the partition function in [18] we missed the contribution of fluxes.
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theories on S4ǫ1,ǫ2 reviewed above. In the rest of this section we briefly explain the main ideas
leading to our construction.
Donaldson-Witten theory is a 4D gauge theory counting instantons (anti self-dual connec-
tions) in some appropriate sense. Anti self-duality is a nice problem in 4D and its linearization
is related to the following elliptic complex on 4D manifolds
Ω0(M4)
d−→ Ω1(M4) P
+d−−→ P+Ω2(M4) = Ω2+(M4) , (3)
where Ωp are the p-forms, d is de Rham differential and the projectors P± = 1
2
(1 ± ⋆) use
the Hodge star ⋆. Ellipticity of the complex (3) (or ellipticity of the corresponding PDEs)
is closely related to the existence of a finite dimensional moduli space of instantons. Using
the projector P+ the Yang-Mills action can be written as follows
||F ||2 = ||P+F ||2 + ... , (4)
where the dots stand for the topological term. Donaldson-Witten field theory localizes to
P+F = 0, and provides an infinite dimensional analogue of the Euler class of a vector
bundle [24]. Eventually the calculation is reduced to a finite dimensional problem on the
moduli space of instantons. Most of the known cohomological and topological field theories
are related to underlying finite dimensional moduli spaces, and thus to some elliptic problem.
In [1] Pestun uses the theory of transversely elliptic operators (correspondingly there are
notions of transversely elliptic complex and transversely elliptic PDEs) in order to calculate
the 1-loop determinants arising from localization. It is one of the goals of this paper (and
its follow up [25]) to show that supersymmetry is closely related to such transversely elliptic
problems.
In order to introduce the logic underlying our later constructions, we provide below an
informal explanation of the notion of transverse ellipticity. If on a compact manifold M we
have an action of a group G then we say that an operator is transversely elliptic if it is elliptic
in the directions normal to the G-orbits. In this case the kernel and co-kernel of this operator
are not finite dimensional, but they can be decomposed in finite dimensional representations
of G. As an example consider the elliptic problem in 2D corresponding to the Dolbeault
operator ∂¯ acting on functions2, e.g. functions φ on S2 satisfying the condition ∂¯φ = 0. If
we add a circle S1 to this problem and consider a new function φ on S1 × S2 satisfying the
condition ∂¯φ = 0, we obtain an example of a 3D transversely elliptic problem with respect
to the S1-action. There is no finite dimensional kernel for this 3D problem; however, we can
2Strictly speaking ∂¯ sends functions to sections of the anti-canonical line bundle. For the introduction
we ignore this distinction. Similar remark applies to ∂¯H on S
1 × S2 and S3 below.
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decompose φ according to Lvφn = inφn with v being a vector field along the to S1 (i.e. we
decompose φ into Fourier modes). The problem ∂¯φn = 0 has a finite dimensional kernel/co-
kernel. This setup can be covariantized and we can consider a function φ on S3 with the
S1-action associated to the Hopf fibration and where ∂¯H is the corresponding horizontal
Dolbeault operator on S3. Again the problem ∂¯Hφ = 0 is an example of a transversely
elliptic problem with respect to the S1-action, and this equation behaves nicely under Lv (in
the same way as we just discussed, modulo some technicalities). It is crucial that the first
order transversely elliptic operator gives rise to the standard second order elliptic operator
∆ = −L2v + ∂H ∂¯H , (5)
which is just the Laplace operator in this example. There is also a converse statement: if we
take a second order elliptic operator and find a decomposition like (5) then the corresponding
first order operator ∂¯ will automatically be transversely elliptic. Supersymmetry typically
comes with some Killing vector field v and it naturally produces a decomposition of a second
order elliptic operator as in (5). This is a salient feature of many of the supersymmetric
models on curved manifolds that are discussed in the context of supersymmetric localization.
Following this informal introduction to transversely elliptic operators, we reconsider 4D
gauge theories on a four manifold M4. As we have mentioned, in this context instantons
are related to the natural elliptic problem (3). We can repeat the same trick as above and
consider the 5D manifold M5 = S
1 ×M4 with trivial U(1)-action along S1. There we can
construct a 5D transversely elliptic problem by requiring anti self-duality in the transverse
directions (along M4) and that the component of the gauge field along S
1 is zero. One can
rewrite this system in 5D covariant terms, see equation (144) in appendix C. This can be
summarized in terms of the following transversely elliptic complex
Ω0(M5)
d−→ Ω1(M5) D−→ Ω2+H (M5)⊕ Ω0(M5) , (6)
where H stands for horizontal. At the level of this discussion the concrete form of the
operator D is not important, what is crucial is that the 4D instanton equation admits a
natural transversely elliptic 5D lift. In general this complex is defined for M5 with torus
action and reducing along a free S1 will give us some M4. This reduction will naturally
produce a new transversely elliptic problem in 4D with respect to the remaining action of a
vector field v. Upon the reduction the complex (6) becomes symbolically
Ω0(M4)
d−→ Ω1(M4)⊕ Ω0(M4) D˜−→ P+ω Ω2(M4)⊕ Ω0(M4) , (7)
where P+ω is some projector which defines a sub-bundle of rank 3 within the two forms
Ω2, and the system involves the 4D gauge field and a scalar field (the Ω0(M4)-part in the
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middle term). The concrete form of the operator D˜ can be found in appendix C and will
be discussed later. As we will see N = 2 supersymmetry on M4 naturally selects the
corresponding transversely elliptic problem (7). The analog of the decomposition (4) for the
Yang-Mills action is
||F ||2 = ||hP+ω F ||2 + ||fιvF ||2 + ... , (8)
where the dots stand for lower derivative terms and f , h are some positive functions. We
will refer to the condition P+ω F = 0 as defining a flip instanton. In this paper we will
derive explicitly the form of the projector P+ω , from geometric considerations and show its
relation to supersymmetry. The idea is that the relevant second order elliptic operator can
be decomposed in terms of first order operators as in (5) (for a gauge theory this is a subtle
statement, but it is roughly correct). We have provided the 5D perspective as a motivation,
but our construction can be defined in intrinsically 4D terms, and supersymmetry is naturally
related to the transversely elliptic complex (6).
In relating to the original Donaldson-Witten cohomological theory, the novelty here is
that on 4D manifolds with a T 2 action, the elliptic complex (3) can be replaced by another
complex, which instead is transversally elliptic with respect to the T 2 action. Not surpris-
ingly this new complex, and in particular the new bundle P+ω Ω
2, is naturally related to
supersymmetry and the localization calculation to be carried out in this new framework. If
we think about Pestun’s S4 construction, the bundle P+ω Ω
2 can be thought of as that of self-
dual forms over the north hemisphere and of anti-selfdual forms over the south hemisphere.
These two spaces are glued together using the vector field coming from the T 2-action. The
flip from self-duality to anti self-duality between the two hemispheres motivates why we call
solutions to P+ω F = 0 flip instantons.
1.1 Summary of results
We present two main results: the first is the explicit construction of a N = 2 supersymmetric
gauge theory on any manifold with a Killing vector field with isolated fixed points. The
second result is a conjecture for the full partition function for these theories. We outline
some technical problems related to proving this conjecture.
Consider a Riemannian manifold (M, g) with a Killing vector field v with isolated fixed
points. Let us choose a decomposition ||v||2 = ss˜ in terms of two non-negative invariant
functions s and s˜ such that s˜ = 0 at some fixed points (we call them plus fixed points)
and s = 0 at all remaining fixed points (we call them minus fixed points). For such data
we can construct generalized Killing spinors and the corresponding N = 2 supersymmetric
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gauge theory for a vector multiplet. This geometrical data does not uniquely fix all auxiliary
supergravity fields; however, this redundancy does not affect the partition function. Using
the Killing spinors we can reformulate the N = 2 vector multiplet in terms of cohomological
variables. These are very similar to those that are used to formulate equivariant Donaldson-
Witten theory except that we change the notion of self-duality and correspondingly the
definition of the two-form fields (denoted χ and H below). We construct a rank 3 subbundle
P+ω Ω
2 of two forms that near the plus fixed points approach self-dual two forms, and near
the minus fixed approach anti-self-dual two forms. Away from the fixed points we use the
vector field v to glue self-dual with anti-self-dual forms. Thus we define a new version of
equivariant Donaldson-Witten theory and relate it to supersymmetry.
The second result of our paper is to perform the localization calculation for the partition
function for the N = 2 supersymmetric gauge theory we constructed. We are not able to
derive the form of the partition function in the most general setting. However, we conjecture
that two types of contributions appear in the path integral: point like instantons (at plus
fixed points), point like anti-instantons (at minus fixed points), as well as flux configurations
related to non-trivial two-cycles on M . Here we consider only vector multiplets. Assuming
that we have a T 2-action on M given by a vector field v = ǫ1v1 + ǫ2v2 the full answer can be
written schematically as follows
ZMǫ1,ǫ2 =
∑
discrete ki
∫
h
da e−Scl
p∏
i=1
Z inst
ǫi1,ǫ
i
2
(
ia+ki(ǫ
i
1, ǫ
i
2), q
) l∏
i=p+1
Zanti−inst
ǫi1,ǫ
i
2
(
ia+ki(ǫ
i
1, ǫ
i
2), q¯
)
, (9)
where we have p copies of the Nekrasov instanton partition function Z instǫ1,ǫ2(ia, q) for the
p plus fixed points and (l − p) copies of the Nekrasov anti-instanton partition function
Zanti−instǫ1,ǫ2 (ia, q¯) for the (l− p) minus fixed points. The equivariant parameters (ǫi1, ǫi2) can be
read off from the local action of v in the neighbourhood of the fixed points. In (9) ki(ǫ
i
1, ǫ
i
2)
are vector-valued linear functions in (ǫi1, ǫ
i
2) with integer coefficients that correspond to the
fluxes. At the moment we are unable to characterize these functions in the general case and
we illustrate some problems related to the presence of fluxes. Looking at some examples
we show indications that the contribution of fluxes depends on the relative distribution of
plus and minus fixed points. Assuming that M is simply connected we can express the
perturbative contribution (around the zero connection) as a formal superdeterminant that
can be calculated using index theorems for the transversely elliptic complex (7). In general
it is not clear how to consistently glue the local contributions to produce a well-defined
analytical answer. Nevertheless, we give some examples where the perturbative answer can
be written explicitly. Finally we argue that the full answer (9) depends holomorphically from
ǫ1 and ǫ2, and that this is compatible with Pestun’s answer on S
4 for real ǫ1, ǫ2.
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1.2 Outline of the paper
We summarize the content of each section of the paper. Many formal aspects of our con-
struction are only mentioned in this work and will be discussed in the follow up [25].
In section 2 we start with the definition of our cohomological field theory axiomatically.
Our main goal is to define a new decomposition, into two orthogonal subbundles of rank
3, of the two forms Ω2 on a 4D manifold equipped with a vector field v. We do this both
using the language of transition functions and by constructing the projector P+ω explicitly.
Using this new decomposition of two forms we define a cohomological field theory, which is a
generalization of equivariant Donaldson-Witten theory. We briefly discuss the cohomological
observables in this theory.
Section 3 provides the detailed construction of a N = 2 supersymmetric gauge theory on
a compact manifold equipped with a Killing vector field v with isolated fixed points. The
corresponding Killing spinors are analysed and the Lagrangian for a N = 2 vector multiplet
is shown. Local aspects of this construction are not novel (see e.g. [17, 26]); however, here
we establish that the supersymmetric theory is globally well defined. We provide an explicit
map between the N = 2 supersymmetric Yang-Mills theory and the cohomological field
theory defined in section 2. We show how the projector P+ω arises from supersymmetry.
In section 4 we consider the dependence of supersymmetric observables (e.g. the par-
tition function) on deformations of the geometrical and non-geometrical data entering the
construction of the theory. The partition function is shown to be independent of many of
these deformations. We also argue that the partition function depends holomorphically on
squashing parameters.
In section 5 we outline the localization calculation. In the general case we are not able to
carry it out completely. We concentrate on concrete examples and outline the technical prob-
lems that arise in the general situation. We discuss both perturbative and non-perturbative
parts of the answer. Finally we conjecture the general form of the localization result for the
partition function.
In section 6 we summarize the paper, point out open problems and we also provide a
short outline of our follow up work [25]. The paper has many appendices where we collect a
summary of our conventions and a number of technical results.
2 Cohomological theory
In this section we define the 4D cohomological field theory in axiomatic fashion and in the
next section we will explain its relation to supersymmetry. This cohomological theory is a
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generalization of equivariant Donaldson-Witten theory where we modify the notion of self-
duality. We consider a 4D manifold with metric g and Killing vector v with isolated fixed
points. We construct a novel subbundle of two forms Ω2(M) that, in the neighbourhood
of a fixed point, look like either self-dual or anti-selfdual two forms. We use the vector
field v to glue self-dual and anti-self-dual forms in one rank 3 bundle. In the next sub-
section we provide the explicit construction of this bundle and later describe the associated
cohomological field theory.
2.1 Decomposition of two forms
Before discussing the field theory we introduce a new decomposition of two forms Ω2 on a
compact 4D manifold M . Consider the metric g on M and the corresponding Hodge star ⋆.
On the space of two forms Ω2 we have the scalar product
〈B1, B2〉 =
∫
M
B1 ∧ ⋆B2 , B1, B2 ∈ Ω2(M) . (10)
Thus upon choosing the orientation, the bundle Ω2 has the structure group SO(6). Using the
Hodge star ⋆ we can introduce projectors P± = 1
2
(1±⋆) and decompose Ω2 = Ω2+⊕Ω2− into
two orthogonal sub-bundles of rank 3. This decomposition depends only on the conformal
class of the metric g. Assume additionally that there is a vector field v which is nowhere zero
(for the moment) and define its dual one form κ = g(v). We can define a mapm : Ω2+ → Ω2−,
m : B 7→ − B + 2
ιvκ
κ ∧ ιvB , (11)
where ιvκ = g(v, v) = ||v||2. To see that the map (11) sends self-dual forms Ω2+ to anti-
selfdual Ω2− forms and vice versa one has to use the following identity on two forms
ιv(κ ∧ ⋆B) = ⋆(κ ∧ ιvB) . (12)
The map m satisfies the properties m2 = 1 and m⋆+ ⋆m = 0. Additionally it preserves the
scalar product,
〈m(B1), m(B2)〉 = 〈B1, B2〉 . (13)
Next we relax the assumptions on the vector field and let v have isolated zeros on M . In
this case the map (11) is not globally well defined (it is singular where v = 0); however,
we can use it as a transition function to glue self-dual and anti self-dual forms and define a
new bundle. Let us be more precise. Assume that the vector field v is defined everywhere
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and that it has a finite number of isolated zeros. Without loss of generality we can choose
an open covering of the manifold, M = ∪ Ui, such that every open set contains exactly
one zero of v and the double intersections Ui ∩ Uj do not contain any zeros. Next for each
zero of v we choose a sign + or − and assign the same sign to the open set that contains
the given zero. We denote the open sets correspondingly as U+i and U
−
j . We associate
the self-dual forms Ω2+(U+i ) to the sets U
+
i and anti self-dual forms Ω
2−(U−j ) to the sets
U−j . Over the intersections U
+
i ∩ U−j 6= ∅ we use the transition function given by the map
mij : Ω
2+(U+i )→ Ω2−(U−j ) defined by (11). We glue patches with the same sign through the
identity map. The maps mij satisfy the cocycle condition, thus this gluing defines a rank 3
subbundle of Ω2(M), which we denote throughout the paper as P+ω Ω
2. We will need a more
concrete description of this subbundle, hence we will provide an alternative definition using
a projector operator. We will see in the following that this projector is naturally related to
supersymmetry.
The projector can be derived in different ways. We first present an abstract derivation
which is directly related to the above formal construction. For the sake of clarity let us
consider the simple situation when manifold is covered by two patches M = U+ ∪ U− and
thus the vector field v has only two zeros. Assume that we have a partition of unity for this
covering, φ+ + φ− = 1 and supp(φ±) ⊆ U±. Further assume that our rank 3 subbundle of
Ω2 is defined by some projector P+ω . Then on the corresponding patches we have
P+ω = W
−1P+W on U+ , P+ω = V
−1P−V on U− , (14)
where W , V are special orthogonal transformations on U+ and U− respectively, and P± =
1
2
(1± ⋆). Thus on the intersection U+ ∩ U− we have the relation
P+ = (VW−1)−1P−VW−1 , (15)
which encodes the gluing map (11). To be concrete we will use 2 by 2 block matrices
corresponding to the splitting Ω2 = Ω2+⊕Ω2−. For example, the projector P+ has the form
P+ =
(
1 0
0 0
)
. (16)
Using these notations the relation (15) can be written as follows
VW−1 =
(
0 m
−m 0
)
, (17)
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where m is the map (11) and the minus sign guarantees that this matrix is an element of
SO(6). We can represent W and V as elements of SO(6),
W (ρ) =
(
cos ρ m sin ρ
−m sin ρ cos ρ
)
, V (ρ) =
( − sin ρ m cos ρ
−m cos ρ − sin ρ
)
= W (ρ+
π
2
) , (18)
where ρ is defined through the partition of unity as follows: φ+ = cos ρ and φ− = 1− cos ρ.
Since φ± ≥ 0, we have ρ ∈ [−π/2, π/2]. Thus around the zero of v in U+, ρ approaches
zero and around the zero of v in U−, ρ approaches −π/2 (or π/2 depending on conventions).
Hence we obtain for P+ω
P+ω = W
−1P+W =
(
cos ρ −m sin ρ
m sin ρ cos ρ
)(
1 0
0 0
)(
cos ρ m sin ρ
−m sin ρ cos ρ
)
, (19)
and using our conventions we rewrite it as follows
P+ω = cos
2 ρ P+ + sin2 ρ P− + 2 cos ρ sin ρ m =
1
2
(1 + cos 2ρ ⋆+ sin 2ρ m) , (20)
where 2ρ ∈ [−π, π]. The projector is well defined even at v = 0 since at those points sin 2ρ
is zero. It is straightforward to generalize this construction to the case where v has more
than two zeros and to any allocation of signs to the fixed points.
Indeed we can give the following direct construction of the projector P+ω . Away from the
zeros of v the following identities hold on Ω2: ⋆2 = 1 , m2 = 1 , and ⋆ m+m⋆ = 0 . Hence,
provided that α2 + β2 = 1 the combination α ⋆+βm satisfies
(α ⋆+βm)2 = 1 . (21)
It follows that (20) is the most general projector composed from ⋆ and the vector field. We
have to ensure that it can be extended to the zeros of v and thus be well-defined over the
whole manifold. For this we need that sin 2ρ goes to zero (at least linearly) where v = 0.
Hence at the fixed points 2ρ goes to either 0 or π implying that cos 2ρ goes to ±1 respectively,
and the projector P+ω approaches either
1
2
(1 + ⋆) or 1
2
(1 − ⋆). It is not hard to construct a
function ρ with the required properties and in appendix B we give some explicit examples.
There is some redundancy in our description: as cos 2ρ changes from +1 to −1, 2ρ may
go either from 0 to π or from 0 to −π. We fix this ambiguity assuming that 2ρ ∈ [0,−π].
This allows us to perform the following change of variables
1− sin 2ρ = 2
1 + cos2 ω
, (22)
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using a function ω(x). The projector (20) can then be expressed as follows
P+ω =
1
1 + cos2ω
(
1 + cosω ⋆− sin2ω κ ∧ ιv
ιvκ
)
. (23)
Here the function ω is chosen in such a way that the last term is well-defined at v = 0.
Moreover ω = 0 at the+ fixed points and ω = π at the− fixed points. This reparametrization
of the projector is better suited for the considerations in the next section. This projector
depends only on the conformal class of the metric. Thus in a given conformal class one
can choose a representative for which ||v||2 = sin2 ω (i.e., ||v||2 ≤ 1) and the projector is
somewhat simpler,
P+ω =
1
2− ||v||2
(
1 +
√
1− ||v||2 ⋆−κ ∧ ιv
)
, (24)
(Note however that v does not define ω(x) uniquely because of the ambiguity in taking the
square root). Some formulas below are simpler for a metric with this special property and
the corresponding projector (24), but everything we present holds for a generic choice of
metric.
Coming back to the general projector (23) and using the identities presented in this
section we write the following useful formula for a two form F
(1 + cos2 ω)P+ω F ∧ ⋆P+ω F = F ∧ ⋆F + cosω F ∧ F −
sin2 ω
||v||2 ιvF ∧ ⋆ιvF
= 2 cos2
ω
2
F+ ∧ ⋆F+ + 2 sin2 ω
2
F− ∧ ⋆F− − sin
2 ω
||v||2 ιvF ∧ ⋆ιvF , (25)
where F± = 1/2(1± ⋆)F . These identities will play a crucial role in the following.
In summary, on a 4D manifold with a globally defined vector field v with isolated fixed
points (and additional data at the fixed points as described above) and a metric, we have
an alternative decomposition of two forms Ω2 given by the projectors P+ω + P
−
ω = 1
Ω2 = P+ω Ω
2 ⊕ P−ω Ω2 . (26)
This provides an alternative decomposition of Ω2 into two orthogonal subspaces P±ω Ω
2 with
respect to the standard scalar product. Throughout the paper we will use these notations
for the decomposition of two forms (26) while keeping Ω2± for the standard decomposition
into self-dual/anti-self-dual spaces. In what follows we will assume that v is a Killing vector
field so that this decomposition is preserved by Lv (provided that cosω is invariant along v).
The typical setting we have in mind is that v arises from some T 2-action on M with only
isolated fixed points.
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2.2 Cohomological complex
Donaldson-Witten theory can be defined as a cohomological field theory [3, 24] which is
related to the Donaldon invariants of four manifolds. If a four manifold admits the action
of a group (for example T 2), one can further define an equivariant extension of Donaldson-
Witten theory [11]. Let us review some basic facts about equivariant Donaldson-Witten
cohomological field theory. Assuming that we have a Killing vector field v, we can define the
following odd transformations
δA = iΨ ,
δΨ = ιvF + idAφ ,
δφ = ιvΨ ,
δϕ = iη , (27)
δη = LAv ϕ− [φ, ϕ] ,
δχ = H ,
δH = iLAv χ− i[φ, χ] ,
where A is a gauge connection, Ψ is an odd one-form, φ and ϕ are even scalars, η is an odd
scalar, χ is a self-dual odd two form and H is a self-dual even two form. All these fields
(except A) take values in the adjoint representation of the gauge group. Throughout the
paper we use the following conventions: the covariant derivative is defined as dA = d− i[A, ],
the covariant version of the Lie derivative is defined as follows
LAv = dAιv + ιvdA = Lv − i[ιvA, ]
and the field strength as F = dA− iA2. The square of the transformations (27) is given by
δ2 = iLv −Gφ+iιvA , (28)
where Gǫ stands for a gauge transformation acting on the gauge field as
GǫA = dAǫ , (29)
and on all other field in the adjoint as
Gǫ• = i[ǫ, •] . (30)
We can further add the ghost c, anti-ghost c¯ and Lagrangian multiplier b and extend all
transformations such that they square to the Lie derivative only (see appendix D). The co-
homological theory given by the transformations (27) is not uniquely defined since we did not
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specify any reality conditions for the bosonic fields φ and ϕ. From standard supersymmetry
considerations we know that φ and ϕ cannot be two independent complex fields. Suitable
reality conditions cannot be fixed by cohomological considerations alone. Later on we will see
that supersymmetry together with the positivity of the supersymmetric Yang-Mills action
will fix the reality conditions for φ and ϕ.
So far we have reviewed the definition of equivariant Donaldson-Witten cohomological
field theory. Now we will describe its modification. Consider a four manifold with a Killing
vector field with isolated fixed points, and specify any distribution of pluses/minuses over
the fixed points. According to the discussion in the previous subsection we can associate
to these data an orthogonal decomposition of two forms P+ω Ω
2 ⊕ P−ω Ω2 (26). Thus we can
consider the transformations (27) acting on the same set of fields except that we impose new
conditions on χ and H
P+ω χ = χ , P
+
ω H = H . (31)
Since Lv preserves the spaces P±ω Ω2, the transformations satisfy the algebra (28) as before.
In this way we defined a new cohomological field theory which is ultimately related to
supersymmetric Yang-Mills as will be explained in the next section. If we distribute only
pluses (resp. minuses) for all fixed points, pick up a non-trivial function cosω > 0 (resp.
cosω < 0) and construct the projectors P±ω , then one can globally rotate P
+
ω Ω
2 to Ω2+,
bringing us back to equivariant Donaldson-Witten theory. However, this is impossible if we
have both pluses and minuses over different fixed points. Hence generically P+ω Ω
2 is not
isomorphic to Ω2+ and the corresponding cohomological theory is not related to standard
equivariant Donaldson-Witten theory. It is important to remember that the bundle P+ω Ω
2
is defined up to isomorphism, so that in general we could use different vector fields in the
transformations (27) and to define the projector (23). To avoid confusion we will postpone
discussing this point to section 4.3.
The observables in the new theory are constructed in the same way as in equivariant
Donaldson-Witten theory, see [10, 11]. Let us comment on a particular class of observables
that will be relevant later on. Using the transformations (27) one can observe that
δ
(
φ+Ψ+ F
)
= (idA + ιv)
(
φ+Ψ+ F
)
. (32)
This implies the following
δTr
(
φ+Ψ+ F
)k
= (id+ ιv)Tr
(
φ+Ψ+ F
)k
, (33)
where Tr can be replaced by any Ad-invariant polynomial over a Lie algebra. If we pick an
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equivariantly closed form Ω on M we can construct the observable∫
M
Ω ∧ Tr
(
φ+Ψ+ F
)k
, (34)
which is annihilated by δ. This observable depends only on the class of Ω in the equivariant
cohomology since the shift Ω→ Ω+(id+ ιv)[...] will lead to a δ-exact shift in the observable.
Here the imaginary i in front of d is due to our conventions and does not play any essential
role. Once reality conditions are set we can discuss the reality and positivity of the bosonic
part of these observables. Among all observables we will be particularly interested in
O =
∫
M
(
Ω0 + Ω2 + Ω4
)
∧ Tr
(
φ+Ψ+ F
)2
=
∫
M
(
Tr(φ2)Ω4 + 2Ω2 ∧ Tr(φF ) + Ω0Tr(F 2) + Ω2 ∧ Tr(Ψ2)
)
, (35)
where (Ω0 + Ω2 + Ω4) is closed under id + ιv. As we will show in the next section, this
observable is closely related to the supersymmetrized Yang-Mills action.
3 Supersymmetry
We start considering a 4D spin manifold M equipped with a Riemannian metric g. We will
consider the spinc case at end of section 3.3.3. On M we have left and right handed spinors
ζ iα and χ¯
α˙
i transforming in the fundamental of the SU(2)R R-symmetry. Here i is the SU(2)R
index while α, α˙ are spinor indices (conventions for spinors are spelled out in appendix A).
In this section we constructN = 2 supersymmetric field theories onM given the following
further data:
• We impose that g admits a smooth real Killing vector field v with at most isolated
fixed points xi .
3
• A smooth function s on M that is positive everywhere except at a subset of the fixed
points of v where it vanishes. We also require that vµ∂µs = 0 (s is invariant along v)
and that s˜ = s−1||v||2 is smooth.
The theories we construct will admit one supercharge δ squaring to a translation along v.
Note that either s or s˜ vanishes at each fixed point of v because ||v||2 = ss˜. This
determines the ± sign associated to each fixed point as described in the previous section: if
s˜ = 0 we have a positive sign, and if s = 0 we have a negative sign.
3 The possibility that the fixed points are not isolated is not excluded but requires a case by case analysis.
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3.1 Construction of global spinors
As a first step we will use the geometrical data above to construct smooth spinors ζ iα and
χ¯α˙i satisfying the reality conditions (ζiα)
∗ = ζ iα and (χ¯α˙i )
∗ = χ¯iα˙ and such that
ζ iζi =
s
2
, χ¯iχ¯i =
s˜
2
, χ¯iσ¯µζi =
1
2
vµ . (36)
We cover M with open patches Uk, each equipped with a choice of local frame e
a
k and we
assume that each fixed point of v belongs to a single distinct Uk
4. In the overlap between Uk
and Ul the frames e
a
k and e
a
l are related by an SO(4) = SU(2)l ×Z2 SU(2)r transformation.
The spinors ζ and χ are related by SU(2)l×Z2SU(2)R and SU(2)r×Z2SU(2)R transformations
respectively. By identifying SU(2)l with SU(2)R we can construct a globally well defined
topologically twisted spinor ζt whose component expression in each patch Uk is given by
(ζt)
i
α = δ
i
α.
Away from the zeros of s we can then define spinors ζ i and χ¯i as follows:
ζ i =
√
s
2
ζ it , χ¯i =
1
s
vµσ¯µζi . (37)
These definitions ensure that (36) are satisfied and the spinors are real. The spinor χ¯i is
singular at the fixed points where s = 0, the bilinears (36) however are everywhere smooth.
In a patch Uk containing a zero of s the function s˜ is strictly positive and we can define
smooth spinors:
ˆ¯χα˙i = −i
√
s˜
2
δα˙i , ζˆi = −
1
s˜
vµσµ ˆ¯χi , (38)
whose bilinears and reality properties are the same as those of χ¯ and ζ . It follows that the
hatted spinors ˆ¯χ, ζˆ are related to χ¯ and ζ by an SU(2)R transformation
χ¯i = Ui
j ˆ¯χj , ζi = Ui
j ζˆj , (39)
which is explicitly given by
Ui
j = i
vµ
||v||σµi
j . (40)
Let Σ be a small three sphere surrounding a fixed point of v where s = 0. The map
Ui
j from Σ to SU(2)R is non-singular and of degree 1. We can now consider spinors that
are equal to (37) in all patches except those containing a zero of s where the spinors are
given by (38). In going from a patch Uk containing a zero of s and a second patch Ul the
SU(2)R transformation is (40) followed by that corresponding to topological twisting. This
construction results in spinors that are smooth everywhere on M and whose bilinears are
given by (36).
4This is not the same covering as in 2.1 because some of the patches need not contain a fixed point of v.
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3.1.1 Spinor bilinears
Using the spinors ζ and χ¯ we can form other spinor bilinears besides vµ and s, s˜,
Θ(ij)µν = ζ
iσµνζ
j , Θ˜(ij)µν = χ¯
iσ¯µνχ¯j , v(ij)µ = ζ
iσµχ¯
j + ζjσµχ¯
i. (41)
These are forms valued in the adjoint of SU(2)R.
The vector field v allows us to construct the family of projectors P+ω in (23). We will
impose that the function ω ∈ [0, π] behaves as follows near the fixed points
ω = o(
√
s˜ ) for s˜ ∼ 0 , ω = π − o(√s) for s ∼ 0 . (42)
This guarantees smoothness of P+ω . According to the discussion in section 2.1 we see that
at the fixed points with s˜ = 0 the projector collapses to the self-duality projector and at the
fixed points with s = 0 to the anti-self-duality projector. One specific choice of ω, which is
is completely specified by the Killing spinors, will be referred below as “canonical”
cosωc =
s− s˜
s+ s˜
. (43)
Using Θ and Θ˜ in (41) we can form the combination
Θ̂ijµν =
4
1 + cos2ω
(
cos2(ω/2)
s
Θijµν +
sin2(ω/2)
s˜
Θ˜ijµν
)
, (44)
which is everywhere smooth because of (42) and enjoys the following properties
P+ω Θ̂
ij = Θij , Θ̂ijµνΘ̂
ρλ
ij =
1
1 + cos2ω
P+ω
ρλ
µν , Θ̂
ij
µνΘ̂
µν
kl =
δikδ
j
l + δ
i
lδ
j
k
2(1 + cos2ω)
. (45)
3.2 Solving the Killing spinor equations
Given a supersymmetric field theory in flat space we can couple it to a supergravity back-
ground. The conditions for the background to preserve supersymmetry are then encoded in
generalised Killing spinor equations that the supersymmetry variation parameters (in our
case ζ and χ¯) have to satisfy [27, 28]. We will consider N = 2 theories with a conserved
SU(2)R current whose supercurrent multiplet was studied by Sohnius [29]. These theories
couple to the N = 2 Poincaré supergravity described in [30–33]. A supergravity background
(see for instance [34]) is specified by the metric g, a choice of SU(2)R connection Vµ
i
j
, a
scalar N, a one form Gµ, a two form Wµν , a scalar SU(2)R triplet Sij , and finally an closed
two form Fµν corresponding to the graviphoton field strength.
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There are two sets of Killing spinor equations. The first arises from setting the variation
of the gravitino to zero
(Dµ − iGµ)ζi − i
2
W+µρσ
ρχ¯i − i
2
σµη¯i = 0 ,
(Dµ + iGµ)χ¯
i +
i
2
W−µρσ¯
ρζ i − i
2
σ¯µη
i = 0 , (46)
while the second set is obtained setting the variation of the dilatino to zero(
N − 1
6
R
)
χ¯i = 4i∂µGν σ¯
µν χ¯i + i
(∇µ + 2iGµ)W−µν σ¯νζ i + iσ¯µ(Dµ + iGµ)ηi ,(
N − 1
6
R
)
ζi = −4i∂µGν σ¯µνζi − i
(∇µ − 2iGµ)W+µνσνχ¯i + iσµ(Dµ − iGµ)η¯i . (47)
In the above equations the covariant derivative Dµ includes the SU(2)R connection Vµ
i
j
so
that, for instance, Dµζi = ∇µζi − V jµ iζj. The spinors ηi and η¯i are given by
ηi = (F+ −W+)ζi − 2Gµσµχ¯i − Sijζj ,
η¯i = −(F− −W−)χ¯i + 2Gµσ¯µζ i − Sijχ¯j . (48)
We used the shorthand notation W+ = 1
2
Wµνσ
µν and W− = 1
2
Wµν σ¯
µν (similarly for F).
Provided some integrability conditions (and smoothness requirements) are satisfied, the
equations above can be solved (albeit non uniquely) in terms of the spinors ζi and χ¯i con-
structed above. The resulting supergravity background is smooth. For the case of topological
twisting this was implemented in [35].
In order to solve the first set of two equations in (46) we need v to be a Killing vector
field and that s (hence s˜) is invariant along v. The solution reads
Wµν =
i
s+ s˜
(∂µvν − ∂νvµ)− 2i
(s+ s˜)2
ǫµνρ
λvρ∂λ(s− s˜)− 4
s+ s˜
ǫµνρ
λvρGλ+
+
s− s˜
(s+ s˜)2
ǫµνρ
λvρbλ +
1
s + s˜
(vµbν − vνbµ) ,
(Vµ)ij =
4
s+ s˜
(
ζ(i∇µζj) + χ¯(i∇µχ¯j)
)
+
4
s+ s˜
(
2iGν − ∂ν(s− s˜)
(s+ s˜)
)
(Θij − Θ˜ij)νµ+
+
4i
(s+ s˜)2
bν(s˜Θij + s Θ˜ij)
ν
µ
, (49)
where bµ is a one form on M satisfying v
µbµ = 0. We make the following remarks:
• s + s˜ > 0 everywhere, hence, because the spinors ζi, χ¯i and their bilinears defined in
section 3.1.1 are smooth so are W and V .
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• The one forms bµ and Gµ are left undetermined and parametrise different solutions of
(46).5 We could use this freedom to set Wµν to zero but generically the required Gµ
and bµ would not be smooth.
• The expression for the SU(2)R background gauge field (Vµ)ij in a given patch is gen-
erally complex. However, in transitioning from patch to patch, as described in section
3.1, (Vµ)ij changes by a real SU(2)R gauge transformation. Hence the imaginary part
of (Vµ)ij is a globally defined one form in the adjoint of SU(2)R.
• In the large volume limit the supergravity background fields approach their values in
flat space. Indeed the background fields Wµν and (Vµ)ij scale as
1
r
where r is the overall
size of the manifold M (assuming that Gµ and bµ are also chosen of order r
−1).
Next we consider the second set of equations (47). They can all be solved provided that
Gµ and bµ are invariant along v and just determine the scalar N . This fact was already
noted in [17, 26]. The solution for N is everywhere smooth and of order r−2. The explicit
expression for N is rather lengthy and can be found in the appendix E, equation (159).
We can now use (48) to determine the remaining supergravity background fields. A
solution for the closed two form Fµν is given by
Fµν = i∂µ
(s+ s˜−K
ss˜
vν
)
− i∂ν
(s+ s˜−K
ss˜
vµ
)
, (50)
where K is a constant. Here Fµν is not just closed but exact. In order to guarantee that Fµν
is smooth we need to impose the extra condition that s+ s˜ approaches the same constant K
at all fixed points fast enough. This can always be arranged. In principle we could ask that
s+ s˜ = K everywhere on M and not just at the fixed points. This normalization, however,
imposes some restriction on the metric. Namely if s is zero at some but not all of the fixed
points of v, then s = s˜ on some codimension 1 locus on M and the norm of the Killing
vector v would have to attain its extremum there. This can always be arranged in a given
conformal class. In the following we will not assume that s+ s˜ is constant.
The solution (50) is not the most general. We could add to it any closed two form fˆ
satisfying ιvfˆ = 0. In specific cases it may be that this freedom allows to relax the condition
that s+ s˜ = K at the fixed points of v.
The scalar triplet Sij is determined as well. The resulting expression is presented in
appendix E , equation (158). Smoothness of Sij also requires s + s˜ to approach K at fixed
points fast enough.
5We can describe the freedom parametrized by bµ via a two form Uµν that satisfies P
+
ωcan
U = U where
the canonical choice for ω is as in (43). This is somewhat more general because a bµ that is singular at the
fixed points can correspond to a smooth U , but it makes explicit expressions more complicated.
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3.3 Vector multiplet
An N = 2 vector multiplet comprises, in addition to the gauge field Aµ, of a complex scalar
X, gauginos λiα, λ˜
i
α˙ transforming in the fundamental of SU(2)R and an auxiliary real scalar
SU(2)R triplet Dij . All these fields (except A) transform in the adjoint of the gauge group.
This multiplet can be coupled to background N = 2 supergravity as described in [34] (see
also [30–33]).
3.3.1 Supersymmetry algebra
In a supersymmetric background the supersymmetry variations are given by
δAµ = iζiσµλ¯
i + iχ¯iσ¯µλi ,
δX¯ = χ¯iλ¯i , δX = −ζiλi ,
δDij = iζiσ
µ
(
Dµ+ iGµ
)
λ¯j − iχ¯iσ¯µ
(
Dµ− iGµ
)
λj + 2i[X, χ¯iλ¯j] + 2i[X¯, ζiλj ] + (i↔ j) ,
δλ¯i = 2i(Dµ + 2iGµ)X¯σ¯
µζ i+2
(
F−−XW−)χ¯i −Dijχ¯j − 2i[X, X¯ ]χ¯i + 2X¯η¯i ,
δλi = −2i(Dµ − 2iGµ)Xσµχ¯i+ 2
(
F+− X¯ W+)ζi +Dijζj + 2i[X, X¯ ]ζi − 2Xηi . (51)
Here Fµν is the field strength for the gauge field Aµ and we used the shorthand notation
F+ = 1
2
Fµνσ
µν and F− = 1
2
Fµν σ¯
µν .
The composition of two transformations above on a field Φ in the vector multiplet results
in a translation along the Killing vector field v together with an SU(2)R transformation and
a gauge transformation
δ2Φ = iLvΦ+ ivµVµ ◦ Φ + vµ[Aµ,Φ] + iΛ(R)◦ Φ− i[sX¯ + s˜X,Φ] (52)
here Lv is the Lie derivative along v, and ◦ denotes that Φ is acted upon according to which
SU(2)R representation it belongs. Λ
(R) is a SU(2)R transformation parameter:
Λ
(R)
ij = χ¯iσ¯
µ(Dµ − iGµ)ζj − ζiσµ(Dµ + iGµ)χ¯j + (i↔ j) . (53)
3.3.2 Lagrangian
From the coupling to supergravity we can also read the form of supersymmetric Lagrangians,
L = 1
g2
Tr
[
−4(Dµ+ 2iGµ)X¯ (Dµ− 2iGµ)X − 12FµνF µν − i θg
2
32π2
ǫµνρλFµνFρλ +
1
2
DijDij+
−4[X, X¯ ]2 + 2F µν(XW−µν + X¯W+µν)−X2W−µνW−µν− X¯2W+µνW+µν + 4
(
R
6
−N
)
XX¯
]
+
− 1
g2
Tr
[
iλiσ
µ
(
Dµ+ iGµ
)
λ¯i + iλ¯iσ¯µ
(
Dµ− iGµ
)
λi + 2iλ
i[X¯, λi] + 2iλ¯
i[X, λ¯i]
]
. (54)
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At short distances this Lagrangian is a small deformation of a Lagrangian for the vector
multiplet in flat space. Indeed the coupling to the supergravity background introduces
terms scaling as r−1 or r−2 with the overall size r of the manifold.
In general the Lagrangian (54) may not have positive real part and using it to define the
path integral is problematic. This issue depends on the concrete values of the background
fields and it should be addressed case by case. For example for the theory on a round
S4 studied by [1] the Lagrangian (54) is real and positive. For the theories on squashed S4
considered in [16,17] the real part of (54) continues to be positive at least for small squashing.
For more general backgrounds this problem becomes more complicated to analyze and it may
force us to reconsider the reality conditions for some fields (or just for some modes of the
fields). Another option can be that of adding appropriate δ-exact terms to the Lagrangian.
We leave this issue aside for now.
3.3.3 Cohomological variables
The action of supersymmetry on the components of the vector multiplet (51) and the struc-
ture of the supersymmetric Lagrangian (54) are more transparent if we rewrite them using
appropriate cohomological variables. This is also how we connect the supersymmetric the-
ory to the cohomological complex described in section 2.2. The change of variables will
make use of the projector P+ω defined in (23). Here we select the canonical choice for the
function ω defined in (43) because it results in simpler expressions. We define the following
cohomological fields:
η = ζiλ
i + χ¯iλ¯i ,
ϕ = −i(X − X¯) ,
Ψµ = ζiσµλ¯
i + χ¯iσ¯µλi ,
φ = s˜X + sX¯ ,
χµν = 2
s+ s˜
s2 + s˜2
(
χ¯iσ¯µν λ¯i − ζiσµνλi + 1
s+ s˜
(vµΨν − vνΨµ)
)
,
Hµν = (P
+
ωc
)
ρλ
µν
[
ΘˆijρλDij − Fρλ + i
X + X¯
s+ s˜
(∂ρvλ − ∂λvρ)+
− 2i
s+ s˜
ǫρλγ
δvγ
((
Dδ − 2iGδ − i s˜
s+ s˜
bδ
)
X −
(
Dδ + 2iGδ − i s
s + s˜
bδ
)
X¯
)]
.
(55)
We note the following
• With the standard reality conditions on the scalar fields X¯ = X† the field ϕ is real
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while the field φ is complex. We can write
φ =
1
2
(s+ s˜)(X + X¯)− i
2
(s− s˜)ϕ ,
hence the imaginary part of φ is determined by ϕ. It follows that φ and ϕ together
have the same degrees of freedom as the complex scalar field X.
• All the cohomological fields in (55) are differential forms with values in the adjoint of
the gauge group. They are all singlets under the SU(2)R symmetry.
• The two form χµν satisfies (P+ωc)χ = χ as does the two form Hµν .
• Hµν is the only twisted variable whose definition involves the auxiliary fields in the
gravity multiplet and derivatives of the Killing spinor bilinears.
The change of variables (55) can be inverted,
X =
1
s+ s˜
(φ+ i s ϕ) , X¯ =
1
s+ s˜
(φ− i s˜ ϕ) ,
λ¯i =
1
s+ s˜
(
2χ¯j(Θµνji + Θ˜
µν
ji )χµν + σ¯
µζiΨµ + χ¯iη
)
,
λi =
1
s+ s˜
(
2ζj(Θµνji + Θ˜
µν
ji )χµν − σµχ¯iΨµ − ζiη
)
,
Dij = 4
s2 + s˜2
(s+ s˜)2
Θˆµνij (Hµν − . . .) ,
(56)
where in the last formula we subtract from Hµν all the terms in its definition (55) that are
not proportional to Dij .
Supersymmetry (51) induces the following transformations on the cohomological fields
δA = iΨ ,
δϕ = iη ,
δχ = H ,
δφ = ιvΨ .
δΨ = ιvF + idAφ ,
δη = LAv ϕ− [φ, ϕ] ,
δH = iLAv χ− i[φ, χ] ,
(57)
which exactly coincide with the cohomological transformations in (27) defined in section 2.2.
Here LAv is the gauge covariant Lie derivative along v. Acting with δ twice reproduces the
algebra (52).
At the beginning of this section we required the manifold M to be spin. However, after
switching to cohomological variables the transformations (57) can be defined for non-spin
manifolds and a choice of rank 3 bundle P+ω Ω
2 (e.g., for CP2 with the different allocations
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of pluses and minuses to 3 fixed points and correspondently different P+ω Ω
2). Thus in what
follows we will use the cohomological variables for the vector multiplet and consider also
non-spin examples.
Here we do not discuss hypermultiplets which can also be coupled to the supergravity
background. In a way similar to the case of topological twisting, (see e.g [36] for a list of
references) suitable cohomological variables can be defined also for hypermultiplets. Since
the twisted hypermultiplet will contain spinors it will be defined on spin manifolds. Coupling
a U(1) global symmetry acting only on the hypermultiplets to a suitable background gauge
field allows to extend the twisted theory to the spinc case [37]. We leave the hypermultiplets
to further detailed study.
3.3.4 Lagrangian in cohomological variables
Here we rewrite the Lagrangian (54) using cohomological variables. For simplicity we will
present the result for the canonical choice of projector resulting in the cohomological fields
(55). Later we will comment on what would change with a different choice of projector.
The starting point is the following rewriting of the Yang-Mills Lagrangian
Tr [F ∧ ⋆F ] = Tr
[
(1 + cos2ω)(P+ω F ) ∧ ⋆F +
sin2ω
||v||2 ιvF ∧ ⋆ιvF − cosω F ∧ F
]
.
Modulo δ-exact contributions and the θ term, the Lagrangian (54) arises from the super-
symmetrization O of the last term in the equation above,
L VolM = 1
g2
O + iθ
8π2
F ∧ F + δ{. . .} . (58)
Specializing to the canonical choice for ω we have
O =Tr
[
s− s˜
s+ s˜
F ∧ F − (Ψ ∧Ψ+ 2φF ) ∧
(
2i
s− s˜
(s + s˜)3
dκ+
4i
(s+ s˜)3
κ ∧ d(s− s˜)
)
+
−φ2
(
6
s− s˜
(s+ s˜)5
dκ ∧ dκ+ 24
(s+ s˜)5
κ ∧ dκ ∧ d(s− s˜)
)]
,
(59)
where κ = g(v).
We can identify O with the equivariant observable (35). We write h = cosωc = s−s˜s+s˜ and
determine the multi-form Ω = Ω0 + Ω2 + Ω4 to be
Ω0 = h ,
Ω2 = −2i s− s˜
(s + s˜)3
dκ− 4i
(s+ s˜)3
κ ∧ d(s− s˜) ,
Ω4 = −6 s− s˜
(s + s˜)5
dκ ∧ dκ− 24
(s+ s˜)5
κ ∧ dκ ∧ d(s− s˜) .
(60)
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One can check that this is equivariantly closed, (id + ιv)(Ω0 + Ω2 + Ω4) = 0. All the forms
Ωi in (60) are everywhere non-singular.
3.3.5 Example: S4
As an example we consider here the equivariantly closed form (59) on the round S4. For the
coordinates, metric and other conventions see appendix B.1. We choose v = ∂α+∂β and the
functions s, s˜ and h to be
s = 2 cos2
θ
2
, s˜ = 2 sin2
θ
2
, h =
s− s˜
s+ s˜
= cos θ , (61)
hence h goes to ±1 at the poles. We also note that s + s˜ = 2, which leads to various
simplifications. For these choices κ = g(v) satisfies the property (133) which allows us to
set all the auxiliary fields in the supergravity background to zero except for the scalar Sij .
This supergravity background has eight independent Killing spinors. The corresponding
supersymmetric field theory on a round S4 is that studied in [1]. The equivariantly closed
form (60) that appears in the observable (59) takes the form
Ω =h− i
2
(hdκ+ 2κ ∧ dh)− (3
8
hdκ ∧ dκ+ 3
2
κ ∧ dκ ∧ dh)
= cos θ − i(sin θ dθ ∧ (xdα + (x− 1)dβ) + i
2
cos θ sin2 θ dx ∧ (dα+ dβ))
+
3
2
sin3 θ dθ ∧ dx ∧ dα ∧ dβ .
(62)
In particular we note that its top component is equal to 3VolS4 . Thus Ω is an equivariant
extension of the canonical volume form. Indeed one can argue that the lowest component
Ω0 of the equivariant extension Ω of any volume form on S
4 (e.g., that corresponding to the
squashed S4 considered in [16, 17] ) always has a different sign at the two poles.
Applying our observations to Pestun’s theory on a round S4 [1], we can see that modulo
the θ-term the supersymmetric action can be rewritten as
SS4 =
∫
S4
L VolS4 = 1
g2
∫
S4
(cos θ + Ω2 + 3VolS4)Tr(φ+Ψ+ F )
2 + δ{. . .} , (63)
where the two form Ω2 is defined in (62). If we just consider the gauge sector and remember
that L is positive, we see that, due to cos θ, supersymmetric configurations with positive
second Chern number will be favoured around the north pole and those with negative second
Chern number around the south pole. This is just an heuristic argument that indicates the
flipping behaviour realized in [1] on purely cohomological grounds.
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4 Deformations
In defining the theory in sections 2 and 3 we have used various geometrical and non-
geometrical data (e.g., the values of background fields). In this section we determine what
part of these data the partition function of the theory depends on. We will use the language
of cohomological field theory.
When we define the fields in cohomological field theory we use the decomposition of two-
forms into orthogonal bundles P+ω Ω
2⊕P−ω Ω2. The fields in the complex are acted upon by δv
in (27) which depends on the vector field v. This action preserves the decomposition above.
As we have discussed in section 2.1 the bundle P+ω Ω
2 is defined up to isomorphisms by
a given distribution of pluses and minuses over the fixed points of v. Thus if P+ω Ω
2 and
P˜+ω Ω
2 are isomorphic and Lv preserves this isomorphism we can redefine the fields χ and
H in P+ω Ω
2 to fields χ˜ and H˜ in P˜+ω Ω
2 (very much in analogy with the logic for standard
Donaldson-Witten theory [3]). This redefinition does not affect the partition function since
χ and H enter the Lagrangian only through δv-exact terms.
Various data enters the Lagrangian (58) either through the cohomological observable O
or through δv-exact terms. The observable O depends only on the equivariant cohomology
class and not on its specific representative. Finally varying any data that enters only in
δv-exact terms without changing the action of δv does not modify the value of the path
integral.
Below we will comment in more detail on various deformations of the theory of the
different kinds described above. We will also consider separately deformations of δv.
4.1 Varying h = cosω
Changing the function ω (or equivalently changing the function h = cosω) has two effects.
First since cosω enters the projector P+ω we need to redefine the cohomological fields χ and
H in (55). Secondly the function h = cosω also enters explicitly in various terms in the
Lagrangian. We will show that the partition function depends only on the values of h at the
fixed points.
The subbundle of two forms P+ω Ω
2 is determined up to isomorphism once we fix the values
of cosω at the fixed points. When changing cosω away from the fixed points χ and H should
be modified appropriately as described above. The transformations can be found using the
formalism developed in section 2.1. We will not have use for their explicit expressions, which
are not illuminating. If the variation of cosω is invariant along v the modification of χ and H
commutes with δv. Hence these variations will not affect the value of the partition function.
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In the Lagrangian (58) h = cosω enters through the cohomological observable O which
depends on the equivariantly closed form Ω. Varying h will determine a corresponding change
∆Ω which is also equivariantly closed. Away from the fixed points ∆Ω is equivariantly exact.
Indeed we can write
∆Ω = (id+ ιv)
κ ∧∆Ω
(id+ ιv)κ
. (64)
This expression is everywhere non-singular provided that the variation of h and hence ∆Ω
vanishes fast enough at the fixed points. Under this condition, making use of the property∫
(id+ ιv)(...)Tr(φ+Ψ+ F )
2 = δ{...} , (65)
we find that the variation of the cohomological observable O determined by ∆Ω is δ-exact.
Hence the partition function does not depend on the value of h away from the fixed points.
It follows that in principle we can set h to zero everywhere except at the fixed points, this
however, is a highly singular representative of the equivariant cohomology class.
4.2 Varying the metric and other supergravity fields
We can consider changing the metric on the four manifold M keeping the vector field v
fixed. The variation of the metric needs to satisfy the constraint that the vector field v stays
Killing. As we change the metric we can keep fixed all the cohmological fields except for χ
and H . These need to be varied so that they continue to be in the kernel of P−ω with the new
metric. Because v is Killing the variations of χ and H commute with δ hence they will not
affect the partition function. The metric also enters explicitly in (58) through δ-exact terms.
Therefore we can conclude that the path integral is independent of the metric provided that
χ and H are changed appropriately.
A similar reasoning can be followed to analyze the freedom in choosing the supergravity
background fields. This is parametrized by Gµ and bµ introduced in (49). As we change the
supergravity background all the cohmological fields in (55) are unchanged except for H . As
long as Gµ and bµ are kept invariant along v the change in H commutes with δ. Because H
only enters the action through δ-exact terms, the partition function is independent on the
freedom in the supergravity background fields.
4.3 Other choices of projector
Supersymmetry squares to a translation along the Killing vector field v. The projectors
P±ω also depend on a choice of vector field, which we have implicitly assumed to be v when
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defining the cohomological fields in (55). In principle the vector field used in defining the
projector need not be the same as v. However, the projectors P±ω have to be invariant along
v to ensure compatibility with supersymmetry.
In many cases of interest the Killing vector field v is a real linear combination of two
commuting Killing vector fields v1 and v2
v = ǫ1v1 + ǫ2v2 ǫ1, ǫ2 ∈ R . (66)
The two Killing vector fields v1 and v2 generate a torus action on M with isolated fixed
points. For generic values of ǫ1 and ǫ2 the orbits of v are not closed and fill a torus in M .
We can define new projectors P˜±ω using a linear combination v˜ of v1 and v2 that is different
from v. We use the same function cosω to define both sets of projectors hence the subbundles
of two forms P˜+ω Ω
2 and P+ω Ω
2 are isomorphic. It follows that there is an invertible map from
the cohomological fields χ and H in P+ω Ω
2 to new fields χ˜ and H˜ in P˜+ω Ω
2. This map can
be taken to commute with the action of supersymmetry because v and v˜ commute. Using
the same logic as in the previous examples this modification of the complex does not change
the partition function.
4.4 Complex v
Here we consider again the case where M admits a torus action generated by two commuting
Killing vector fields v1 and v2. Following the procedure described in section 3, given v as
in (66) we can construct a supersymmetric field theory on M . We want to generalize this
construction to v’s that are complex linear combinations of v1 and v2. In order to construct
the corresponding Killing spinors onM we cannot directly repeat the construction of section
3.1 for a number of reasons. Firstly the reality conditions on the spinors have to be relaxed.
Secondly using (40) for a complex v would lead to complexified SU(2)R transformations in
going from patch to patch.
We can instead proceed as follows. First let’s consider a real v as in (66) and choose
scalar functions s, s˜ as in section 3.1. We can then construct real spinors (ζiα)
∗ = ζ iα and
(χ¯α˙i )
∗ = χ¯iα˙ such that
ζ iζi =
s
2
, χ¯iχ¯i =
s˜
2
, χ¯iσ¯µζi =
1
2
vµ . (67)
Consider now a complex linear combination of v1 and v2
v′ = ǫ′1v1 + ǫ
′
2v2 ǫ
′
1, ǫ
′
2 ∈ C . (68)
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We can define the combinations
ζ ′i = a ζi + b v
′
µσ
µχ¯i , s
′ = ζ ′iζ ′i ,
χ¯′i = c χ¯i + d v
′
µσ¯
µζi , s˜
′ = χ¯′iχ¯′i .
(69)
where a, b, c, d are complex smooth scalar functions on M . For v′ in an open neighbourhood
of v it is possible to choose these functions in such a way that
• The functions a, b, c, d are invariant along v1 and v2 and the combination s′ + s˜′ is
nowhere zero on M .
• The complex Killing vector field v′ is given by v′µ = χ¯′iσ¯µζ ′i .
• a = 1 near a fixed point of the torus action where χ¯i = 0. Similarly c = 1 at those
fixed points where ζi = 0. This ensures that the spinors ζ
′ and ζ vanish at the same
subset of fixed points of the torus action (and similarly for χ¯′i and χ¯i).
• a, b, c, d and therefore ζ ′i and χ¯′i depend holomorphically on ǫ′1 and ǫ′2 .
Because we constructed the spinors ζ ′i and χ¯
′
i via linear combinations of ζi and χ¯i, the
transitions in going from patch to patch are the same as described in section 3.1 for ζi
and χ¯i. In particular these are real SU(2)R transformations. We can then determine the
supergravity background for which ζ ′ and χ¯′ are Killing spinors using formulas (49),(50),(158)
and (159) whose derivation did not make use of the reality conditions on the spinors. The
resulting background will depend holomorphically on ǫ′i. It is worth noting that we can add
δ exact terms which are not holomorphic in the ǫ′i to the action without changing the value
of the partition function. Such terms may be useful to ensure positivity of the real part of
the action.
We can also implement the deformation to complex v at the level of the cohomological
theory. As discussed in 4.3 the vector field entering the definition of P±ω need not be the
same as v. Hence when changing v we can keep fixed the projectors P±ω used to define the
subbundle of two forms that χ and H belong to. The dependence on v of the observable
O in (59) and of the δ-variations of the cohomological variables (27) can be taken to be
holomorphic in the ǫ′i. This leads to the same conclusions as above. In summary the partition
function ZMǫ1,ǫ2 is holomorphic with respect to ǫ1 and ǫ2 (we may refer to these as generalized
squashing parameters 6).
6This terminology is somewhat misleading. The metric and ǫ1,2 can be varied independently provided
that v is Killing. In particular one can consider a v corresponding to generic ǫ1 and ǫ2 on the round S
4 .
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5 Localization calculation
We refer to [2] for a review of the general setup of the localization procedure. The main
ingredient is that one adds to the action a positive δ-exact term t δ(· · · ). Since this change
does not affect the partition function one can send t →∞. Then the path integral reduces
to finding the field configurations where δ(· · · )∣∣
bos
= 0 and performing a Gaussian integral
around them. We call these configurations the localization locus, to be analyzed in section
5.1. The Gaussian integral gives the Pfaffian of the fermion quadratic term divided by
the square root of the boson quadratic term 7. N = 2 supersymmetry implies that there
are further cancellations between the two factors: for Donaldson-Witten’s twisted N = 2
theory, these leave only ±1. More generally, e.g. for equivariant Donaldson-Witten theory,
regardless of the details of the boson/fermion quadratic terms, one gets after cancellation
the superdeterminant of (using (156))
δ2
∣∣
Localization locus
= iLv +Ga0 , (70)
taken over half of the fields in the cohomology complex. More precisely δ has the struc-
ture δq = p, δp = (iLv + Ga0)q, and the superdeterminant is over q’s only. In our case
the relevant cohomological transformations are presented in Appendix D and the q’s are
(A,ϕ, χ, c, c¯, a¯0, b0).
We will analyze the localization locus next, then explain the computation of the super-
determinant in section 5.2. Finally we will comment on the structure of the full answer in
section 5.3. For the rest of this section we take the gauge group to be SU(N).
5.1 Localization locus
In order to localize the theory we add to the Lagrangian supersymmetric δ-exact terms.
It is important that on the integration contour these terms are positive semidefinite. We
regard all fields in the theory as complex valued and specify the integration contour as a
half dimensional subspace of the space of complexified fields. We choose this contour to
be compatible with the natural reality conditions for the dynamical bosonic fields in the
Lagrangian (54). Namely F is Hermitean and
ϕ ∈ R , φ˜ = φ+ i
2
(s− s˜)ϕ ∈ R . (71)
7If one is careless with signs, one can write the Pfaffian as the square root of a determinant, and simply
say that the Gaussian integral gives the square root of a super-determinant between fermions and bosons.
We will use such language in what follows.
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The two form H is an auxiliary field and its integration contour is chosen so that the
corresponding gaussian integral converges.
The localization terms we consider are
LlocVolM = δTr
[
2(2Ω−H) ∧ ⋆χ+ (ιvF + idA(φ− i(s− s˜)ϕ)) ∧ ⋆Ψ+ (ιvdAϕ+ [φ, ϕ])η
]
.
Here Ω(Φ) is a two form valued in the adjoint of the gauge group that depends on the bosonic
fields in the theory Φ. For the localization terms above to be supersymmetric we need that
LvΩ(Φ) = Ω(LvΦ). Moreover we will require that Ω is real on the integration contour.
The bosonic terms in Lloc are
LBlocVolM = Tr
[
1
4
(
2ιvF + dA((s− s˜)ϕ)
) ∧ ⋆(2ιvF + dA((s− s˜)ϕ))+ dAφ˜ ∧ ⋆dAφ˜+
+ VolM
((
ιvdAϕ
)2 − [φ˜, ϕ]2)+ 2P+ω Ω ∧ ⋆Ω− 2P+ω (H − Ω) ∧ ⋆(H − Ω)] . (72)
The last term is set to zero by integrating over the auxiliary field H . The remaining terms
are positive definite on the integration contour (71) so that the path integral localizes to
field configurations such that
[φ˜, ϕ] = 0 , ιvdAϕ = 0 , dAφ˜ = 0 , (73)
2ιvF + dA((s− s˜)ϕ) = 0 , P+ω Ω = 0 . (74)
Hence on the localization locus we can choose a gauge where φ˜ and ϕ are both diagonal,
φ˜ = diag(φ˜a) , ϕ = diag(ϕa) , a = 1, ..., N − 1 . (75)
Generically the gauge group G is broken to its Cartan subgroup H = U(1)N−1 and the
path integral is over H bundles [38, 39], effectively reducing the problem to an abelian one.
Topologically distinct H bundles are distinguished by their fluxes kna ∈ Z through a basis of
two-cycles {Cn} in M ,
1
2π
∫
Cn
F a = kan . (76)
Equation (73) implies that the φ˜a are constant while the ϕa are invariant along v
dφ˜a = 0 , ιvdϕ
a = 0 . (77)
Next we consider the localization conditions (74). In principle there are many possible choices
for Ω, here we will consider the following:
Ω = F − 2
s+ s˜
⋆ (κ ∧ dAϕ)− Ωˆ(ϕ) , (78)
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Figure 1: The assignments of anti self-dual (+) and self-dual (−) instantons on S4 and CP2
that we consider in our localization examples.
where the middle term is related to (150) (it arises naturally from the 5D perspective) and
Ωˆ(ϕ) is not yet specified. With this Ω the H field strength F a is completely determined away
from the fixed points by (74). For example with the canonical choice (43) for the function
ω defining the projector P+ω we get
F a =
s+ s˜
2||v||2 ⋆
(
κ ∧ dϕa)− 1
2||v||2κ ∧ d
(
(s− s˜)ϕa)+ (79)
+
cosω
2||v||2 ⋆
(
κ ∧ (2ιvΩˆa + ϕad(s− s˜)))+ (Ωˆa− 1||v||2κ ∧ ιvΩˆa)) . (80)
Finally we need to impose the Bianchi identity for F a. Because s, s˜ and ϕa are all invariant
along v this results in a single scalar constraint:
⋆(κ ∧ dF a) = 0 . (81)
This is a second order differential equation for ϕa whose detailed structure depends on the
choice of Ωˆ. As we will see below in some examples this equation may have a unique solution
in every flux sector but we could not show that this is the case in general. A large class of
cases is considered in detail in [25].
The discussion above determines the localization locus away from the fixed points of v.
At the fixed points where cosω = 1 the projector P+ω is the projector on self-dual two forms
while at those where cosω = −1 it reduces to the projector on anti-self-dual two forms.
On top of the supersymmetric configurations described above we can then add point-like
instantons at the fixed points with cosω = 1 and point-like anti-instantons at the fixed
points with cosω = −1.
5.1.1 S4
As a first example we consider the manifold S4 and determine the localization locus. To
start we consider the round metric on S4 . Explicit expressions for the metric and other
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objects in the coordinates we are using can be found in appendix B.1. As in section 3.3.5,
we take v = ∂α + ∂β while s = 2 cos
2(θ/2) and s˜ = 2 sin2(θ/2) which correspond to Pestun’s
theory on the round S4.
The localization term used in [1] is
Ω(ϕ) =
(
1 + cos2 θ
) 1
2
(
F − 2
s+ s˜
⋆ (κ ∧ dAϕ) + cos θ
2(1 + cos2 θ)
ϕdκ
)
. (82)
This is of the form (78) apart from the (1+cos2 θ)
1
2 prefactor whose presence does not modify
the localization locus. Proceeding as described above we determine F a away from the poles
F a =
1
sin2 θ
(
⋆
(
κ ∧ dϕa)− κ ∧ d( cos θ ϕa)) . (83)
Imposing the Bianchi identity for F a then results in the following equation for ϕa
∇2ϕa = 2ϕa . (84)
The nonzero solutions to this equation are at least of order sin(θ)−2 at one or both of the
two poles. For this singular behavior the evaluation of the observable (59) on the solution
(83) gives rise to integrals diverging at the poles. Moreover in order to prove that (59) is
supersymmetric one needs to perform integrations by parts that would not be allowed. For
these reasons the only allowed solution to (84) is ϕa = 0. Hence the localization locus away
from the poles is
φ˜a = const , ϕa = 0 , F a = 0 .
We also have localized instantons at the north pole and anti-instantons at the south pole.
It is worth commenting on the relation with Pestun’s treatment of the localization locus.
On a round S4 and with the choices made above we can make use of the special property
(133) and formula (25) to rewrite the bosonic terms in the localization Lagrangian as
LBlocVolM =Tr
[
2 cos2
(θ
2
)(
F+− ϕdκ
+
4 cos2(θ/2)
)2
+ 2 sin2
(θ
2
)(
F−+
ϕdκ−
4 sin2(θ/2)
)2
+ (dAϕ)
2 + (dAφ˜)
2 − VolM [φ˜, ϕ]2 + 4F ∧ dA(ϕκ)
]
. (85)
The last term above vanishes upon integrating by parts and we are left with a sum of squares.
Hence away from the poles we obtain
dφ˜a = 0 , dϕa = 0 , F a =
2
sin2y
ϕaκ ∧ d cos y . (86)
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Enforcing Bianchi results in ϕa = 0. This derivation implicitly assumes that integration by
parts of the last term in (85) can be carried out. This excludes configurations for ϕa that
are singular at the poles.
We can deform the Killing vector away from v = ∂α + ∂β . This can be accompanied by
changes of the metric and other deformations as discussed in section 4. For instance we may
consider the theories on squashed S4ǫ1,ǫ2 described in [16, 17]. For generic ǫi it is no longer
possible to rearrange the localization terms as in (85), which makes the determination of the
localization locus more subtle [16]. Nevertheless, following the logic leading to (83) we can
argue that for small deformations around v = ∂α+ ∂β the differential equation (84) for ϕ
a is
changed only slightly. Hence it continues to have only ϕa = 0 as an acceptable solution.
5.1.2 CP2
As a second example we consider the manifold CP2 and we look in detail at the structure
of the localization locus. We start by choosing the Fubini study metric. Expressions for the
Fubini study metric and other quantities in the coordinates we use are collected in appendix
B.2. We also make a choice of Killing vector field
v = 2(∂α + ∂β), κ = g(v) = 2(1− x− y)(x dα+ y dβ).
The norm of v vanishes along the line x+ y = 1 and not just at isolated points. This choice
of v, however, makes the analysis below simpler and prepares the ground for us to consider
a generic v. With these choices we can set
s+ s˜ = 2,
s− s˜
2
= cosω = 2x+ 2y − 1.
There is one harmonic 2-form Ωh
Ωh = dx ∧ dα + dy ∧ dβ , (87)
which we will use to specify the localization term (78)
Ω = F − ⋆(κ ∧Dϕ)+ ϕΩh . (88)
The localization equations (73) result in the following expression for F aµν
F a =
1
2||v||2 ⋆
(
κ ∧ dϕa)− cosω||v||2 (κ ∧ dϕa)− ϕaΩh . (89)
The Bianchi identity then gives rise to equation (81) which reads
1
2
(∇2 + 4x∂x + 4y∂y)ϕa = 0 . (90)
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This equation is separable in the coordinates x+ y and x
y
. An analysis similar to that on S4
shows that the only acceptable solution is a constant so that
F a = kaΩh , ϕa = ka ∈ Z . (91)
The constants ka take values in the integers because the flux of F is quantized as in (76).
Next we can modify our choice of v to be
v = 2(1 + ǫ)∂α + 2(1− ǫ)∂β , −1
2
< ǫ <
1
2
. (92)
In order to keep the analysis of the localization locus simple it is convenient to change the
metric by a nonsingular Weyl rescaling in order to be able to satisfy s + s˜ = 2. Because
the Weyl rescaling of the metric is a δ-exact deformation it will not change the value of
supersymmetric observables. Hence we set the metric to be
ds2 = A(x, y)2ds2FS , A(x, y) =
1√
1 + 4ǫ(1 + ǫ)x− 4ǫ(1− ǫ)y , (93)
where ds2FS is the Fubini-Study metric (138). We also take
cosω = A(x, y)(2x(1 + ǫ) + 2y(1− ǫ)− 1) . (94)
For −1
2
< ǫ < 1
2
the value of cosω at the fixed points is unchanged from the case considered
above. Finally we make the following choice for Ω
Ω = F − ⋆(κ ∧Dϕ)− ϕ ⋆ (κ ∧ d log(A))+ AϕΩh . (95)
Proceeding as before (81) results in an equation for ϕ that is no longer separable. The equa-
tion is satisfied if Aϕ is a constant and this should be the only solution. The corresponding
F field strength is
F a = kaΩh , ϕa = A−1ka , ka ∈ Z . (96)
Let us comment on certain properties of this solution that warrant further study. Our
solution can be written as
F a + cosω ϕa = kaΩh + (2x(1 + ǫ) + 2y(1− ǫ)− 1) ka (97)
and it is annihilated by (d + ιv). It would be natural to say that it is the curvature of an
equivariant line bundle. However, the concrete solution (97) is not an element in the second
integral equivariant cohomology on CP2. At this point we do not know how to interpret this
conflict which requires further detailed study.
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5.2 The super-determinant
Having found the localization locus, what remains is the Gaussian integral around it. We
have explained earlier that the Gaussian integral eventually produces (the square root of)
a super-determinant. Our entire computation is organized and goes along the same lines as
the original calculation of Pestun (see subsection 4.4 in [1]). However, it is instructive to
formalize this computation in different terms. We will explain in a future paper [25] how
N = 2 supersymmetry plus gauge fixing organizes all fields into a double complex, with δ
acting vertically as an equivariant differential and a second differential ð acting horizontally
corresponding to the transversely elliptic complex in our setup. The superdeterminant is
that of the operator δ2 = iLv +Ga0 taken over the cohomology of ð. Now we restrict to the
trivial gauge background, i.e. all fields are zero except one scalar field φ˜ having a vev a0. As
the gauge bundle is trivial, one can then write
sdet(iLv +Ga0) =
∏
α∈roots
sdetHð
(〈a0, α〉+ iLv).
So one may well regard a0 as a constant in the following computation.
To compute sdetHð
(
a0 + iLv
)
, one needs to compute Hð equivariantly, so that one can
read off the weights of all the U(1) actions and thereby write down the eigenvalues of iLv.
To summarize, our remaining task is to compute the equivariant cohomology Hð (in fact
only the index is needed). What is the complex (E•, ð) for which we want to compute Hð?
Elliptic case
Let us start from the simpler setup of Donaldson-Witten theory where the corresponding
complex is the instanton deformation complex already given in (3),
0→ Ω0(X)→ Ω1(X)→ Ω2+(X)→ 0 , (98)
which is elliptic. In the notation of the full cohomology complex (153), the three terms come
from the fields c, A, χ respectively. One also needs to add a two term complex Ω0
∆→ Ω0
represented by the fields ϕ and η. But since ∆ has zero index, one often ignores this last
complex (one says that the two terms are ’cancelled’). In the non-equivariant case the index
is easy to get with no computation
indasd = b
0 − b1 + b2+ = 1
2
(χ+ τ) ,
where χ is the Euler number and τ is the signature. Including the gauge part, say for SU(2),
the index is
indasd =
3
2
(χ+ τ)− 8k ,
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where k is the instanton number. Note that the dimension of the instanton (asd) moduli
space is minus this index. For anti-instantons (sd), one flips the sign of τ and k.
For the equivariant Donaldson-Witten theory, one computes the cohomology of (98)
equivariantly. We follow the method of [40,41] that uses equivariant localization. We follow
this route because it turns out that the index of the complex we need can be obtained by
small tweaks of the same calculation around the torus fixed points. A systematic treatment
of such computations will be left to a future paper [25]. According to [40]
indeq =
∑
pi∈fixed pt
χeq(E
•
pi
)
det(1− df) , (99)
where χeq(E
•
pi
) stands for the equivariant Euler character of the fibre E•pi and f : M → M
is the diffeomorphism induced by the group G (in our case U(1)2) action on M .
We start with S4. If there is an almost complex structure on M then the complex (98)
is isomorphic to the direct sum of (Ω0,•, ∂¯) and its conjugate. But as (99) only involves local
data of E•, we can still exploit such isomorphism to simplify computation even though S4
is not almost complex. We describe S4 as the quaternion projective space HP1
S4 ≃ {[q1, q2]|q1,2 ∈ H}/ ∼ , where [q1, q2] ∼ [q1q, q2q] , q ∈ H∗ .
We use local inhomogeneous coordinate q = q1q
−1
2 to cover the northern hemisphere and q
−1
for the southern hemisphere. The U(1)2 isometries act by left multiplying q1 → sq1 and
q2 → tq2, where we use the same letter s, t for a phase as well as the character. Writing
q = z + jw with z, w ∈ C gives us a local complex structure at the north pole. One reads
off the action of s, t on z, w as z → st−1z, w → s−1t−1w. Then at the north pole, one gets
χeq(Ω
0,•) = (1− t/s)(1− st) , det(1− df) = (1− s/t)(1− t/s)(1− s−1t−1)(1− st) .
So the local contribution to the index reads
north pole :
1
(1− s/t)(1− s−1t−1) +
1
(1− t/s)(1− st) . (100)
At the south pole q−1 = z′ + jw′ = (z¯ − jw)/|q|2 and so χeq(Ω0,•) = (1− s/t)(1− st), while
det(1− df) does not change. So the local contribution to the index is
south pole :
1
(1− t/s)(1− s−1t−1) +
1
(1− s/t)(1− st) . (101)
Putting the two together one gets indeq = 1, which is obvious for the complex (98) for S
4.
Set s = t = 1, the negative of the index times 3 (for SU(2)) gives us the expected dimension
−3 of the instanton moduli space at a trivial background.
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For the CP2 case, we use the inhomogeneous coordinates [z1, z2, 1] to cover one patch
and we have torus action z1 → sz1 z2 → tz2. In other patches the actions are read off
from the standard coordinate transformation. At the fixed points z1 = z2 = 0 we have
χeq(Ω
0,•) = (1− s−1)(1− t−1), while det(1− df) = (1− s)(1− s−1)(1− t)(1− t−1). The same
expressions can be obtained in other patches
indeq,asd =
1
(1− s)(1− t) +
1
(1− st−1)(1− t−1) +
1
(1− s−1)(1− ts−1) + c.c. = 2 ,
indeq,sd =
1
(1− s)(1− 1/t) +
1
(1− st−1)(1− t) +
1
(1− s−1)(1− st−1) + c.c. = 1 .
The difference between the two lines comes from conjugating one of the two local holomorphic
coordinates at each fixed point, in order to turn Ω2+ in (98) into Ω2−.
The two indices of course agree trivially with the dimension of the instanton moduli
space: dimCP2, asd = 8k − 6 and dimCP2,sd = 8k − 3, with the factor of 3 coming from SU(2)
again.
Transversally elliptic case
For our flipping instanton, the relevant complex to compute the equivariant index for is
again the complex that controls the deformation (7)
Ω0(X)
d−→ Ω1(X)⊕ Ω0(X) D˜−→ P+ω Ω2(X)⊕ Ω0(X) ,
with the expression for D˜ given by (152) (see Appendix C for further discussion). The
flipping projector P+ω approaches the self-dual projector when cosω = 1 and anti self-dual
when cosω = −1. These loci coincide with the torus fixed points. In contrast to the
previous elliptic case, one cannot cancel the two Ω0 terms since they are crucial for transversal
ellipticity. However, they can be cancelled at the torus fixed points, since at those loci P+ω
equals the asd or sd projector and D˜ is the direct sum D˜ = P±d⊕∆ on the two summands.
This means that as far as the localization computation of the index is concerned, one can
obtain the new index from the computation done earlier plus some suitable modification to
account for the asd/sd flips.
We start from the flipping instanton case of S4 where the instantons/anti-instantons are
at the north/south pole. We introduce the notation [1/(1 − s)]+ to mean the expansion
1 + s + s2 + · · · , and [1/(1 − s)]− for −s−1 − s−2 − · · · . These two expansions are the
equivariant characters of H0
∂¯
(C) and H1
∂¯
(C) respectively. The minus sign reflects the degree
H1
∂¯
. The two different manners of rewriting 1/(1−s) into polynomials is related to deforming
∂¯ with a vector field (coming from a group action) to trivialize the symbol [42] (we only state
this as a prescription, see the appendix of [1] for a review).
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We observe that the equations (100), (101) can be thought of as the equivariant index
of the cohomology of (E•, ð) near the north/south pole, provided one expands the fraction
into power series: we rewrite (100), (101) using the new notation
north pole : [1/(1− st−1)]+[1/(1− s−1t−1)]+ + [1/(1− s−1t)]−[1/(1− st)]− , (102)
south pole : [1/(1− s−1t)]−[1/(1− s−1t−1)]+ + [1/(1− st−1)]+[1/(1− st)]− . (103)
The north/south pole ’know about each other’ only through the choice of a vector field
that trivializes the symbol of the complex. Here the shift from + to − regularisation is
attributable to the fact that z′, z have opposite weights, but w′, w have the same weights 8.
Here one can check that the choice of ± at the two poles conspire so that, after expanding
each term, everything cancels except one s0t0 = 1, same as what we got earlier without the
expansion. This is due to the fact that we were dealing with an elliptic complex before.
For the flipping instantons, the complex at the south pole is the sd complex (with pro-
jector P−), following [1] one flips the weight and regularisation at the south pole,
north pole : [1/(1− st−1)]+[1/(1− s−1t−1)]+ + [1/(1− s−1t)]−[1/(1− st)]− , (104)
south pole : [1/(1− st−1)]−[1/(1− s−1t−1)]− + [1/(1− s−1t)]+[1/(1− st)]+ . (105)
Expanding everything using the given prescription and tracking down cancellations, the
index is
indeq = (
∑
i,j≥0
+
∑
i,j≥1
)
(
(st−1)i(s−1t−1)j + (s−1t)i(st)j
)
. (106)
It is no longer a finite polynomial, but a Laurent polynomial infinite in both directions, i.e.
it is a formal expression and one cannot evaluate it at concrete values of s, t. To compare
with [1], one formally sets st−1 = q = s−1t−1
indeq → 2 +
∑
n∈Z
2|n|qn .
The contribution 2 are accounted for by the ghost zero modes. Having obtained the equiv-
ariant index, the super determinant reads
sdetHð
(
a0 + iLv
)
=
∏
i,j≥0
(
a0 + iǫ1 + jǫ2
) ∏
i,j≥1
(− a0 + iǫ1 + jǫ2)∏
i,j≥0
(− a0 + iǫ1 + jǫ2) ∏
i,j≥1
(
a0 + iǫ1 + jǫ2
)
,
8Here and next we always make the technical assumption that one can deform the symbol with a vector
field so that the symbol of the complex is trivialized except at torus fixed points. Otherwise one has to use
the more general formula given in lecture 8 of [42].
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Figure 2: Three distributions of asd/sd instantons on CP2, where + corresponds to anti
self-dual, − to self-dual. At corner 1, we have inhomogeneous coordinates [z1, z2, 1], corner
2 [1, z2/z1, 1/z1] and corner 3 [z1/z2, 1, 1/z2].
where we have written s = e
i
2
(ǫ2−ǫ1), t = e
i
2
(ǫ1+ǫ2) and so for, say, for a term s2t4 in (106),
one gets the iLv eigen-value −ǫ1 − 3ǫ2. Here the second line corresponds to (106).
Now we will modify the regularisation scheme at each fixed point to get the index for the
new instantons. For CP2 one can write
indCP2,asd =
[ 1
1− s
]+[ 1
1− t
]+
+
[ 1
1− 1/s
]−[ 1
1− t/s
]−
+
[ 1
1− s/t
]+[ 1
1− 1/t
]−
+ c.c. (107)
where the three terms come from the three corners of figure 2 (and the local coordinates are
also labeled there). All terms cancel except 2s0t0 = 2 as before. We now consider the new
instanton complex that approaches asd at the second and third fixed points and sd at the
first one as in the middle panel of figure 2. The modification one does to (107) is to reverse
at corner 2,3 the weights of z3
indCP2,flip =
[ 1
1− s
]+[ 1
1− t
]+
+
[ 1
1− s
]−[ 1
1− t/s
]−
+
[ 1
1− s/t
]+[ 1
1− t
]−
+ c.c.
This prescription is derived from regarding the flipping instanton as the reduction of 5D con-
tact instantons on S5 along the U(1) of weight [1, 1,−1], and use the 5D index calculations.
It is yet unclear how this prescription compares to the one used in [1], in particular, it is
desirable to have a purely 4D treatment of the index calculation.
Tracking down the cancellations one gets the indCP2,flip as the following graph plus its
complex conjugate (s, t→ s−1, t−1).
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Figure 3: One distribution of ±’s for the Hirzebruch surface F1 and the corresponding result
of the index computation.
That this picture formally looks the same as S4 means nothing, since the s, t parameters will
be identified differently.
To compute the index for the third configuration in figure 2, we regard the flipping
instanton as the reduction from S5 along a U(1) of weight [−1,−1, 1] (the miss/alignment
of [−1,−1, 1] with the standard Hopf vector field [1, 1, 1] tells us whether it is asd or sd at
each corner, see [25]). Correspondingly
indCP 2,flip′ =
[ 1
1− 1/s
]+[ 1
1− 1/t
]+
+
[ 1
1− 1/s
]−[ 1
1− s/t
]−
+
[ 1
1− t/s
]+[ 1
1− 1/t
]−
+ c.c.
After cancellations, we get the same picture as the above with s, t reversed, but as we also
add the conjugate graph, the result is not changed.
As another example, we also give the result for the Hirzebruch surface F1, where F1 is
realised as S2 fibered over S2 with degree 1, i.e.
F1 ≃ {[z1, z2; u1, u2]}/ ∼, [z1, z2; u1, u2] ∼ [λz1, λz2;λµu1, µu2], λ, µ ∈ C∗.
The U(1)’s s and t rotates the phase of z1, u1 respectively. The assignment of asd/sd instan-
tons and the corresponding result of the index computation is shown in figure 3. In the three
examples above, setting s = e−iǫ1 and t = e−iǫ2, one can write down the superdeterminant
in a uniform manner.
sdetHð
(
a0 + iLv
)
=
∏
(p,q)∈C∩Z2
(
a0 + ǫ1p+ ǫ2q
) ∏
(p,q)∈C◦∩Z2
(− a0 + ǫ1p+ ǫ2q)∏
(p,q)∈C∩Z2
(− a0 + ǫ1p + ǫ2q) ∏
(p,q)∈C◦∩Z2
(
a0 + ǫ1p+ ǫ2q
)
. (108)
Here C is a rational cone and C◦ is its interior.
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Since the structure is rather universal, it is useful to define
ΥC(x|ǫ1, ǫ2) =
∏
(p,q)∈C∩Z2
(
x+ ǫ1p+ ǫ2q
) ∏
(p,q)∈C◦∩Z2
(− x+ ǫ1p+ ǫ2q) .
Then the superdeterminant in all cases, complete with the Lie algebra factor reads
sdet(iLv +Ga0) =
∏
α∈roots
ΥC(〈a0, α〉|ǫ1, ǫ2)ΥC(−〈a0, α〉|ǫ1, ǫ2) .
When one computes the index by summing up local contributions from toric fixed points,
one generally gets a Laurent polynomial infinite in both directions. In the above examples,
the results organize into a cone and its negative, and so by reversing the negative cone, one
can in fact evaluate the infinite product (108) provided ǫ1, ǫ2 is within the dual cone. That is
for ~n ∈ C, ~n·~ǫ > 0 and increases to infinity as |~n| → ∞. Thus one can use the zeta function
to regulate the infinite product. The Υ-function defined in (109) is closely related to the
generalized triple sine [43] that appears in the 5D 1-loop computation on toric manifolds.
Given an arbitrary assignment of asd/sd at the toric fixed points, we currently do not
know how to combine the local contributions and so we cannot write down the 1-loop part
of the partition function.
Secondly the parameters ǫ1,2 are real, but one can factorize the Υ function into as many
factors as there are toric fixed points, provided one gives a non-zero imaginary part to ǫ1,2.
This factorization led to the conjecture that the full partition function is glued from copies
of partition functions of C2eq, there being one copy for each toric fixed point. Except for
taking into account the non-zero c1 of the gauge bundle, the Coulomb branch parameter a0
is shifted between the different copies of the local contribution.
5.3 The full answer
Let us summarize here what we think about the general answer. Before doing this let us com-
ment on the analytical properties of instanton and anti-instanton partition functions on C2.
With the complex coordinates (z1, z2) ∈ C2 the change z1 → z1, z2 → z¯2 (or z2 → z2, z1 → z¯1)
will induce the map from instanton equations to anti-instanton equations. Therefore we have
the following relations
Zanti−instǫ1,ǫ2 (a, q¯) = Z
inst
ǫ1,−ǫ2
(a, q¯) = Z inst−ǫ1,ǫ2(a, q¯) , (109)
where q¯ is an instanton counting parameter. We stress that for complex (ǫ1, ǫ2) the instanton
and anti-instanton partition functions are not related by simple complex conjugation
Zanti−instǫ1,ǫ2 (a, q¯) 6= Z instǫ1,ǫ2(a, q) . (110)
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The answer for S4ǫ1,ǫ2 with complex (ǫ1, ǫ2) is given by
ZS4ǫ1,ǫ2 =
∫
da eScl Z instǫ1,ǫ2(ia, q)Z
anti−inst
ǫ1,−ǫ2
(ia, q¯) =
∫
da eScl Z instǫ1,ǫ2(ia, q)Z
inst
ǫ1,ǫ2
(ia, q¯) (111)
and it is holomorphic in (ǫ1, ǫ2). Only for real ǫ’s the original formula by Pestun holds
ZS4ǫ1,ǫ2 =
∫
da eScl |Z instǫ1,ǫ2(ia, q)|2 . (112)
The general answer for ZMǫ1,ǫ2 with p plus points and (l − p) minus points will be given by
∑
discrete ki
∫
h
da e−Scl
p∏
i=1
Z instǫi1,ǫi2
(
ia + ki(ǫ
i
1, ǫ
i
2), q
) l∏
i=p+1
Zanti−inst
ǫi1,ǫ
i
2
(
ia + ki(ǫ
i
1, ǫ
i
2), q¯
)
. (113)
The parameters (ǫi1, ǫ
i
2) can be defined from T
2-action around the fixed point xi. The classical
action can be evaluated by the localization of the observable (59) and for this we need to
know the values of φ at the fixed points (in particular ki(ǫ
i
1, ǫ
i
2)). The main problem is to
fix the functions ki(ǫ
i
1, ǫ
i
2) which corresponds to fluxes. The original idea from [12] is to
declare (F a + cosω ϕa) (we look at this combination along Cartan sub-algebra h) to be the
curvature of an equivariant line bundle and thus to be an element of the integral equivariant
cohomology class. If we accept this approach then the shift functions can be written as
follows (more details in [25])
ki(ǫ
i
1, ǫ
i
2) = kiǫ
i
1 + ki−1ǫ
i
2 , (114)
where ki is vector composed from integers (the number of components of this vector is
given by dimension of Cartan subalgebra). The sum in the final answer (113) is taken over
subset of the integers. This logic is common and a natural belief (for recent discussions see
e.g. [19, 20, 44, 45]). In section 5.1.2 we have tried to analyze the concrete localization locus
for the concrete example of CP2 assuming only the integrality of F . This analysis results in
shifts that are not compatible with the expression (114). At the moment we are unsure how
to interpret this observation and we leave the problem to further study.
6 Summary
In this work we have constructed an N = 2 supersymmetric gauge theory on a manifold
which admits a Killing vector field with isolated fixed points. We gave a cohomological
description of this theory and thus explained the relation between Donaldson-Witten theory
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and Pestun’s calculation on S4. In the follow up work [25] we study further the formal
aspects of this cohomological theory and we stress the relation between supersymmetry and
a transversely elliptic complex.
In this work we have conjectured the answer for the partition function for the general
case. The main remaining challenge is to prove this answer and better understand how it
arises. It will be crucial to understand which geometrical data controls the fluxes, and to
further refine the arguments presented in section 5. In [25] we are able to be more precise
about the general answer when the theory arises from the reduction of a supersymmetric 5D
gauge theory. The 5D language appears to be very powerful for repacking the 4D answer
and it allows to fix some ambiguities in 4D. Its drawback is that it does not apply to all
possible 4D theories.
It would be interesting to study what are the physical ramifications of our present con-
struction. For instance our construction could be interpreted from the point of view of the
AGT-paradigm [46]. It is also interesting to study how our formalism relates to the “cutting
and gluing” formalism for supersymmetric path integrals described in [47, 48].
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A Conventions
Here we collect various relevant formulas and a summary of our conventions. They are based
on those of [49], adapted to Euclidean signature.
A.1 Flat Euclidean Space
The metric is δµν , where µ, ν = 1, . . . , 4. The totally antisymmetric Levi-Civita symbol
is ǫ1234 = 1. The rotation group is SO(4) = SU(2)+ × SU(2)−. A left-handed spinor ζα
is an SU(2)+ doublet and has un-dotted indices. A Right-handed spinor ζ¯α˙ is a doublet
under SU(2)−. It carries a bar and dotted indices. In Euclidean signature, ζ and ζ¯ are
independent spinors as SU(2)+ and SU(2)− are not related by complex conjugation. Dotted
and undotted indices are raised acting on the left with the totally antisymmetric 2×2 matrix
ǫ defined by ǫ12 = 1. Hence we have ζα = ǫαβζβ and ζ¯
α˙ = ǫα˙β˙ ζ¯β˙. We write the SU(2)+
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invariant inner product of ζ and η as ζη = ζαηα. Similarly, the SU(2)− invariant inner
product of ζ¯ and η¯ is given by ζ¯ η¯ = ζ¯α˙η¯
α˙.
The sigma matrices are written in terms of the Pauli matrices ~σ = (σ1, σ2, σ3)
σµαα˙ = (~σ,−i) , σ¯µα˙α = (−~σ,−i) . (115)
In Euclidean signature σµ and σ¯µ are not related by complex conjugation. The sigma matrices
(115) satisfy the identities
σµσ¯ν + σν σ¯µ = −2δµν , σ¯µσν + σ¯νσµ = −2δµν . (116)
We define the antisymmetric matrices
σµν =
1
4
(σµσ¯ν − σν σ¯µ) , σ¯µν = 1
4
(σ¯µσν − σ¯νσµ) . (117)
They are self-dual and anti-self-dual respectively,
1
2
ǫµνρλσ
ρλ = σµν ,
1
2
ǫµνρλσ¯
ρλ = −σ¯µν . (118)
Given a two form ω we can separate its (2, 0) and (0, 2) components as follows:
ω+αβ =
1
2
ωµνσ
µν
αβ , ω
−
α˙β˙
=
1
2
ωµν σ¯
µν
α˙β˙
. (119)
A.2 Differential Geometry
We use Greek letters µ, ν, . . . to denote curved indices and Latin letters a, b, . . . to denote
frame indices. Given a Riemannian metric gµν , we can define an orthonormal tetrad e
a
µ. We
denote the Levi-Civita connection by ∇µ. The corresponding spin connection is given by
ωµa
b = ebν∇µeaν . (120)
The covariant derivatives of the spinors ζ and ζ¯ are given by
∇µζ = ∂µζ + 1
2
ωµabσ
abζ , ∇µζ¯ = ∂µζ¯ + 1
2
ωµabσ¯
abζ¯ . (121)
The Riemann tensor tis
Rµνa
b = ∂µωνa
b − ∂νωµab + ωνacωµcb − ωµacωνcb . (122)
The Ricci tensor is Rµν = Rµρν
ρ, and R = Rµ
µ is the Ricci scalar. Note that, with these
conventions, a round sphere has negative Ricci scalar.
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A.3 Differential forms
We use the following conventions when switching to index free notation for differential forms.
An n-form is given by ω(n):
ω(n) =
1
n!
ωµ1µ2...µndx
µ1 ∧ dxµ2 ∧ ... ∧ dxµn . (123)
The Hodge star operator acts as follows:
(⋆ω)(4−n)µ1...µ4−n =
1
n!
ω(n)ν1...νnǫ
ν1...νn
µ1...µ4−n . (124)
It satisfies ⋆⋆ω(n) = (−1)nω(n) .
Given a vector field v = vµ ∂
∂xµ
the contraction of a differential n-form ω(n) with v is
(ιvω)
(n−1)
µ1...µn−1
= vνω(n)νµ1...µn−1 . (125)
Consider the 1-form κ obtained from v via the metric
κµ = gµνv
ν , (126)
then the following relation holds
ιv ⋆ ω
(n) = (−1)n ⋆ (κ ∧ ω(n)) . (127)
A.4 Other conventions
We denote symmetrization over indices using round brackets,
A(i1...ip) =
1
p!
∑
σ∈Sp
Aiσ(1)...iσ(p) . (128)
Anti-symmetrization is denoted by square brackets
A[i1...ip] =
1
p!
∑
σ∈Sp
(−1)σAiσ(1)...iσ(p) . (129)
B Examples arising from specific four-manifolds
B.1 S4
Here we collect the basic conventions we follow when using S4 as an example. Let us
introduce the coordinates θ, x, α, β on S4 where θ ∈ [0, π], x ∈ [0, 1] and α, β ∈ [0, 2π] are
angles. The round metric in these coordinates takes the form
ds2 = dθ2 + sin2 θ
(
dx
4x(1 − x) + xdα
2 + (1− x)dβ2
)
. (130)
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These coordinates allow us to think of S4 as a degenerating T 2 fibration (the two angles
spanning T 2) over the 2d surface with boundaries spanned by θ, x, see figure 1. The cycle
parametrized by α shrinks when x = 0, and the β-cycle shrinks when x = 1. The north pole
corresponds to θ = 0 and the south pole to θ = π.
To compare with the work of Pestun we choose the Killing vector field v and its dual
1-form κ as
v = ∂α + ∂β, κ = g(v) = sin
2 θ(xdα + (1− x)dβ). (131)
We also select cos(ω) = cos θ, which goes from +1 on the north pole to −1 on the south
pole. The projector on 2-forms we introduced in section 2 is
P+θ =
1
1 + cos2 θ
(1 + cos θ ⋆− sin2 θ κˆ ∧ ιv)
=
1
1 + cos2 θ
(1 + cos θ ⋆−κ ∧ ιv) ,
(132)
which is everywhere smooth since κ and v are globally well defined. Since v and κ both go
to zero at the poles, we can see that P+θ collapses to the self-dual projector over the north
pole and and to the anti-self-dual projector over the south pole. For the specific choice (131)
one can check that dκ satisfies the following property
P+θ dκ = dκ . (133)
The volume form in these coordinates is
VolS4 =
1
2
sin3 θ dθ ∧ dx ∧ dα ∧ dβ. (134)
B.2 CP2
We introduce the following coordinate system on CP2. Two of the coordinates x, y parametrize
a simplex in R2,
x ≥ 0 , y ≥ 0 , x+ y ≤ 1 , (135)
see the right part of figure 1. On any point of the simplex (x, y) there is a torus parametrized
by two angles α and β. The 1-cycle on the torus parametrized by α shrinks to zero for x = 0,
the one parametrized by β shrinks to zero for y = 0 while the 1-cycle at constant α−β shrinks
on the remaining boundary of the simplex x + y = 1. The relation of these coordinates to
the inhomogeneous coordinates [z1, z2, 1] used in section 5.2 is as follows:
z1 =
(
x
1− x− y
) 1
2
eiα , z2 =
(
y
1− x− y
) 1
2
eiβ . (136)
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There are three fixed points of the torus action at the corners of the simplex
1 : (x = 0, y = 0) , 2 : (x = 1, y = 0) , 3 : (x = 0, y = 1) . (137)
Consider the Fubini-study metric on CP2, which in the coordinates we just introduced is
given by
ds2FS =
dx2
4x
+
(dx+ dy)2
4(1−x−y) +
dy2
4y
+ (1− x)xdα2 − 2xydαdβ + (1− y)ydβ2 . (138)
The volume form in these coordinates is
VolCP2 =
1
4
dx ∧ dy ∧ dα ∧ dβ. (139)
Next consider the Killing vector field
v = 2(∂α + ∂β), κ = g(v) = 2(1− x− y)(x dα+ y dβ).
The norm of v is
||v||2 = 4(1− x− y)(x+ y).
This v does not vanish at isolated points because ||v||2 = 0 for x + y = 1; however, it is a
useful starting point to analyze more general choices. With these choices we can set
s+ s˜ = 2, h =
s− s˜
2
= cosω = 2x+ 2y − 1,
so that cos2 ω = 1− ||v||2.
The projector P+ω for these choices takes the form
P+ω =
1
1 + (2x+ 2y − 1)2
(
1 + (2x+ 2y − 1) ⋆+4(1− x− y)(x dα+ y dβ) ∧ ι∂α+∂β
)
, (140)
which is nowhere singular and goes to P− at fixed point 1 and to P+ along the line x+y = 1.
Note that cosω is equal to −1 at fixed point 1 and is equal to +1 at fixed points 2 and 3.
Hence the cohomological theory built using P+ω in section 2.2 would not be equivalent to the
equivariant topological twist on CP2.
C Transverse elliptic problems in 4D and 5D
In this appendix we collect explicit expressions for the transversally elliptic problems which
appear in the context of gauge theories in 4D and 5D. Since we are interested in symbols
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of operators, we consider only the case of an abelian theory and expand around the triv-
ial connection. All our geometrical considerations are local in nature since ellipticity and
transversal ellipticity are local notions.
Let us start from anti self-duality in 4D, P+F = 0. If we add the gauge fixing condition
we obtain the following system of PDEs
d†A = 0 ,
F12 + F34 = 0 ,
F13 + F42 = 0 , (141)
F23 + F14 = 0 .
The symbol of the corresponding operator is
σsd4D =

p1 p2 p3 p4
−p2 p1 −p4 p3
−p3 p4 p1 −p2
−p4 −p3 p2 p1
 , (142)
and this is an elliptic symbol. If we add a fifth direction as a trivial circle and label this
direction by zero then we can lift this elliptic problem to a transversely elliptic one (with
respect to new U(1) circle) simply by declaring that A0 = 0. However, we would like to
rewrite this system in 5D gauge covariant terms
∂1F01 + ∂
2F02 + ∂
3F03 + ∂
4F04 = 0 ,
d†A = 0 ,
F12 + F34 = 0 , (143)
F13 + F42 = 0 ,
F23 + F14 = 0 ,
where now the Lorentz gauge condition d†A = 0 is understood as a five dimensional condition.
This system can be covariantized as follows
d†ιRF = 0 ,
d†A = 0 , (144)
F+H = 0 ,
where R is the vector field associated with the action of U(1) (or a more general toric action).
The condition F+H = 0 is anti self-duality in the horizontal space with respect to R, which
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requires a one form κ with the property ιRκ = 1. The symbol for the PDEs (143) can be
written as follows
σtsd5D =

−p · p p1p0 p2p0 p3p0 p4p0
p0 p1 p2 p3 p4
0 −p2 p1 −p4 p3
0 −p3 p4 p1 −p2
0 −p4 −p3 p2 p1
 , (145)
where p · p = p21 + p22 + p23 + p24. This is the symbol of a transversely elliptic operator with
respect to zeroth direction (setting p0 = 0). Thus on 5D manifolds with a torus action the
system of PDEs (144) gives rise to a transversely elliptic problem and these PDEs are central
for for the treatment of 5D supersymmetric Yang-Mills theory [50].
However, here our main interest is in 4D gauge theory systems. Hence we discuss the
reduction of the 5D system (144) down to 4D. There is always a trivial reduction along R
(zeroth direction in our notations) which will bring us back to the elliptic problem in 4D.
We are interested in dimensional reduction along a different direction. Let us assume that
we have at least a T 2 action on the five manifold and that it is generated by ∂0 and ∂1. We
can introduce another basis, ∂˜0 and ∂˜1 such that
∂0 = cosω ∂˜0 + sinω ∂˜1 ,
∂1 = − sinω ∂˜0 + cosω ∂˜1 ,
where ω is some function invariant under the torus actions. We stress again that our dis-
cussion is local, at the level of symbols and the idea is to perform the reduction along ∂˜0 by
requiring all fields to be independent of this direction. Almost by definition, the resulting
system of PDEs will be transversally elliptic with respect to the remaining U(1) action. At
the level of the symbol (145) we just have to make a substitution p0 = sinω p˜1 ≡ sωp˜1 and
p1 = cosω p˜1 ≡ cωp˜1 with p˜0 = 0
σtsd4D =

−c2ωp˜21 − ~p · ~p cωsωp˜21 sωp2p˜1 sωp3p˜1 sωp4p˜1
sωp˜1 cωp˜1 p2 p3 p4
0 −p2 cωp˜1 −p4 p3
0 −p3 p4 cωp˜1 −p2
0 −p4 −p3 p2 cωp˜1
 , (146)
where ~p·~p = p22+p23+p24. This matrix, however, is written in the wrong basis (A0, A1, A2, A3, A4).
Since we perform the reduction along ∂˜0, the 4D boson Φ is defined as the ∂˜0-component of
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5D gauge field. Thus we have the following definition
A0 = cosω Φ + sinω A˜1 , (147)
A1 = − sinω Φ + cosω A˜1 , (148)
and in the new basis (Φ, A˜1, A2, A3, A4) the symbol (145) takes the form
σ˜tsd4D =

−cω(p˜21 + ~p · ~p) −sω~p · ~p sωp2p˜1 sωp3p˜1 sωp4p˜1
0 p˜1 p2 p3 p4
sωp2 −cωp2 cωp˜1 −p4 p3
sωp3 −cωp3 p4 cωp˜1 −p2
sωp4 −cωp4 −p3 p2 cωp˜1
 . (149)
This is exactly the same symbol as in Pestun’s analysis on S4 (see equation (4.32) in [1], up
to an overall minus in first row) with ω being identified with the θ-angle on S4. In our more
general story ω is an effective angle in 5D which controls the relative direction between R and
∂˜0. In 4D we have a fixed point when sinω = 0 and there the symbol (149) will correspond
to the symbol of either the self-dual connection or of the anti self-dual connection problem,
depending on the sign of cosω at the fixed point.
All these considerations can be reformulated in terms of a transversely elliptic complex.
The 5D language appears to be a natural way to repack the 4D expressions. It is possi-
ble, however, to formulate the corresponding transversally elliptic problem intrinsically in
4D terms. Let us assume that there is a U(1)-action on the four manifold and that the
corresponding vector field is v. Then one can write down the following PDEs for the gauge
potential A and a scalar Φ (in the context of N = 2 the scalar Φ is identified with the
appropriate combination of the scalars in supersymmetric gauge theory),
d†
(
ιvF − d(cosω Φ)
)
= 0 ,
d†A = 0 , (150)
P+ω
(
F + ιv(⋆dΦ)
)
= 0 ,
where the projector P+ω is defined in (23) and the function ω is invariant under v and has
a specific behavior around the fixed points (see subsection 2.1 for further details). Here
for the sake of clarity we assume that the metric is such that ||v||2 = sin2 ω. Up to lower
derivative terms these PDEs can be obtained by the dimensional reduction of equations
(144). However, they can also be defined intrinsically in 4D terms. In order to calculate
the symbol it is convenient to make a choice of coordinates adapted to the isometry, namely
v = sinω p1 (by construction sinω = 0 at the fixed point). Then using the form of P
+
ω
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in these coordinates we obtain the symbol of (150) which is exactly the same as in the
expression (149). For a more general metric (that is dropping the condition ||v||2 = sin2 ω)
the first and third equations in (150) should be slightly modified by some additional scaling
factors in order to obtain the same symbol (149).
The equations (150) can be encoded into the transversely elliptic complex
Ω0(M4)
d−→ Ω1(M4)⊕ Ω0(M4) D˜−→ P+ω Ω2(M4)⊕ Ω0(M4) , (151)
which we denote as (E•, ð). Here the explicit form of the operator D˜ can be read off from
the first and third equations in (150) and it is given by
D˜ =
(
P+ω d P
+
ω ιv ⋆ d
d†ιvd −d†d cosω
)
(152)
written in the basis Ω1(M4) ⊕ Ω0(M4). Remember that here we expand around the zero
connection for the abelian problem. It is straightforward to generalize the equations (144),
(150) and (151) to the non-abelian case and around a non-zero connection. However, this
will not affect our discussion of the symbols.
D Full cohomological complex
In subsection 2.2 we defined the cohomological supersymmetry transformation (27) on the
set of fields (A,Ψ, φ, ϕ, η, χ,H). In the full theory we have to include more fields related to
the gauge fixing and combine appropriately the cohomological supersymmetry (27) with the
BRST transformations. Let us introduce the ghost c which is an odd zero form in the adjoint
representation, the anti-ghost c¯ which is an odd zero form in the adjoint representation and
a Lagrangian multiplier b which is an even zero form in the adjoint representation. The full
cohomological transformations are defined as follows
δA = iΨ+ dAc ,
δϕ = iη + i[c, ϕ] ,
δχ = H + i{c, χ} ,
δc = φ+ iιvA + i{c, c}/2 ,
δc¯ = b+ i{c, c¯} ,
δΨ = ιvF + idAφ+ i{c,Ψ} ,
δη = LAv ϕ− [φ, ϕ] + i{c, η},
δH = iLAv χ− i[φ, χ] + i[c,H ] ,
δφ = ιvΨ+ i[c, φ] ,
δb = iLAv c¯− i[φ, c¯] + i[c, b] ,
(153)
where we assume the same conventions as in subsection 2.2 and on all fields we have δ2 = iLv.
Actually we have to choose a background connection around which we expand and in above
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transformations we expand around zero connection. These cohomological transformations
and their linearization have an intricate structure which is discussed in detail in [25].
For localization we need to treat zero modes more systematically. Following [1] we in-
troduce the zero mode sector (a0, a¯0, c0, c¯0, b0). In the transformation (153) we modify the
transformation for the ghost c as follows
δc = a0 + φ+ iιvA+
i
2
{c, c} , (154)
and in addition we define the following transformations for zero modes
δa¯0 = c¯0 ,
δb0 = c0 ,
δa0 = 0 .
δc¯0 = i[a0, a¯0] ,
δc0 = i[a0, b0] , (155)
The modified transformations satisfy the following algebra
δ2 = iLv +Ga0 , (156)
on all fields.
E Supergravity background
Here we collect together explicit expressions for the background supergravity fields necessary
to solve the generalized Killing spinor equations as described in section3.2. These formulae
make use of the spinor bilinears Θij , Θ˜ij and v
µ
ij that are as defined in (41).
The SU(2)R connection (Vµ)ij and two form Wµν are given by
Wµν =
i
s+ s˜
(∂µvν − ∂νvµ)− 2i
(s+ s˜)2
ǫµνρ
λvρ∂λ(s− s˜)− 4
s+ s˜
ǫµνρ
λvρGλ+
+
s− s˜
(s+ s˜)2
ǫµνρ
λvρbλ +
1
s + s˜
(vµbν − vνbµ) ,
(Vµ)ij =
4
s+ s˜
(
ζ(i∇µζj) + χ¯(i∇µχ¯j)
)
+
4
s+ s˜
(
2iGν − ∂ν(s− s˜)
(s+ s˜)
)
(Θij − Θ˜ij)νµ+
+
4i
(s+ s˜)2
bν(s˜Θij + s Θ˜ij)
ν
µ
, (157)
The graviphoton field strength and the scalars Sij take the form
Fµν = i∂µ
(s+ s˜−K
ss˜
vν
)
− i∂ν
(s + s˜−K
ss˜
vµ
)
,
Sij =
8i
(s+ s˜)2
(Θij + Θ˜ij)
µν∂µvν − 2is+ s˜−K
(s s˜)2
(s˜Θij + s Θ˜ij)
µν∂µvν+
+
2
s+ s˜
(
4Gµ − s− s˜
s+ s˜
bµ − i
2
s− s˜
ss˜
∂µ(s + s˜)
)
vµij . (158)
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Finally the scalar combination R/6−N is given by(R
6
−N
)
=
s− s˜
(s+ s˜)2
(s− s˜) + ∂[µvν]∂
[µvν]
(s+ s˜)2
− 1
2
s− s˜
(s+ s˜)3
ǫµνρλ(∂µvν)(∂ρvλ)+
− 4ǫ
µνρλ
(s+ s˜)3
vµ(∂νvρ)∂λ(s− s˜) + 2ss˜
(s+ s˜)4
∂µ(s− s˜)∂µ(s− s˜)+
− 2 s− s˜
(s+ s˜)3
∂µ(s− s˜)∂µ(s+ s˜)− 2iss˜
(s+ s˜)2
∇µbµ + 2(ss˜)
2
(s+ s˜)4
bµb
µ+
− i s− s˜
(s+ s˜)3
ǫµνρλ(∂µvν)vρbλ + 3i
s− s˜
(s+ s˜)3
bµ(s˜∂µs− s∂µs˜)+
+ 2i
s2 + s˜2
(s+ s˜)4
bµ∂µ(ss˜)− 2is− s˜
s+ s˜
∇µGµ + 4 s
2 + s˜2
(s+ s˜)2
GµGµ +
8(vµGµ)
2
(s+ s˜)2
+
+ 4ss˜
s− s˜
(s+ s˜)3
Gµb
µ +
4iǫµνρλ
(s+ s˜)2
(∂µvν)vρGλ + 4i
s− s˜
(s+ s˜)3
Gµ∂µ(ss˜) . (159)
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