This paper provides a simple unified framework for assessing the empirical linkages between returns and realized and implied volatilities. First, we show that whereas the volatility feedback effect as measured by the sign of the correlation between contemporaneous return and realized volatility depends importantly on the underlying structural model parameters, the correlation between return and implied volatility is unambiguously positive for all reasonable parameter configurations. Second, the lagged return-volatility asymmetry, or the leverage effect, is always stronger for implied than realized volatility. Third, implied volatilities generally provide downward biased forecasts of subsequent realized volatilities. Our results help explain previous findings reported in the extant empirical literature, and is further corroborated by new estimation results for a sample of monthly returns and implied and realized volatilities for the aggregate S&P market index.
Introduction
Following the realization in the late eighties that financial market volatility is both timevarying and predictable, empirical investigations into the temporal linkages between aggregate stock market volatility and returns have figured very prominently in the literature. Of course, volatility per se is not directly observable, and several different volatility proxies have been employed in empirically assessing the linkages, including (i) model-based procedures that explicitly parameterize the volatility process as an ARCH or stochastic volatility model,
(ii) direct market-based realized volatilities constructed by the summation of intra-period higher-frequency squared returns, and (iii) forward looking market-based implied volatilities inferred from options prices (see Andersen et al., 2003 , for further discussion of the various volatility concepts and procedures). Meanwhile, a cursory read of the burgeoning volatility literature reveals a perplexing set of results, with the sign and the size of the reported volatility-return relationships differing significantly across competing studies and procedures.
The present paper provides a unified theoretical framework for reconciling these conflicting empirical findings. Specifically, by postulating a relatively simple parametric volatility model for the dynamic dependencies in the underlying returns, we show how the sign and the magnitude of the linear relationships between (i) the contemporaneous returns and the market-based volatilities, which we refer to as the volatility feedback effect, (ii) the lagged returns and the current market-based volatilities, which we refer to as the leverage effect, and (iii) the two different market-based volatilities, which we refer to as the implied volatility forecasting bias, all depend importantly on the parameters of the underlying structural model and the stochastic volatility risk premium.
The classical Intertemporal CAPM (ICAPM) model of Merton (1980) implies that the excess return on the aggregate market portfolio should be positively and directly proportionally related to the volatility of the market (see also Pindyck, 1984) . This volatility feedback effect also underlies the ARCH-M model originally developed by Engle et al. (1987) . However, empirical applications of the ARCH-M, and related stochastic volatility models, have met with mixed success. Some studies (see, e.g., French et al., 1987; Chou, 1988; Campbell and Hentschel, 1992; Ghysels et al., 2002) have reported consistently positive and significant estimates of the risk premium, while others (see, e.g., Campbell, 1987; Turner et al., 1989; Breen et al., 1989; Chou et al., 1992; Glosten et al., 1993) document negative values, unstable signs, or otherwise insignificant estimates. Moreover, the contemporaneous risk-return tradeoff appears sensitive to the use of ARCH as opposed to stochastic volatility formulations (Koopman and Uspensky, 1999) , the length of the return horizon (Harrison and Zhang, 1999) , along with the instruments and conditioning information used in empirically estimating the relationship (Harvey, 2001; Brandt and Kang, 2002) . As we show below, these conflicting results are not necessarily inconsistent with the basic ICAPM model, in that the risk-return tradeoff relationship depends importantly on the particular volatility measure employed in the empirical investigations.
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The leverage effect, which predicts a negative correlation between current returns and future volatilities, was first discussed by Black (1976) and Christie (1982) . The effect (and the name) may (in part) be attributed to a chain of events according to which a negative return causes an increase in the debt-to-equity ratio, in turn resulting in an increase in the future volatility of the return to equity.
2 Empirical evidence along these lines generally confirms that aggregate market volatility responds asymmetrically to negative and positive returns, but the economic magnitude is often small and not always statistically significant (e.g., Schwert, 1989; Nelson, 1991; Gallant et al., 1992; Glosten et al., 1993; Engle and Ng, 1993; Duffee, 1995; Bekaert and Wu, 2000) . Moreover, the evidence tends to be weaker for individual stocks (e.g., Tauchen et al., 1996; Andersen et al., 2001) . Importantly, the magnitude also depends on the volatility proxy employed in the estimation, with options implied volatilities generally exhibiting much more pronounced asymmetry (e.g., Bates, 2000; Wu and Xiao, 2002; Eraker, 2003) A closely related issue concerns the bias in options implied volatilities as forecasts of the corresponding future realized volatilities. An extensive literature has documented that the market-based expectations embedded in options prices generally exceed the realized volatilities resulting in positive intercepts and slope coefficients less than unity in regressionbased unbiasedness tests (see, e.g., Canina and Figlewski, 1993; Christensen and Prabhala, 1998; Day and M.Lewis, 1992; Fleming et al., 1995; Fleming, 1998; Lamoureux and Lastrapes, 1993 , along with the recent survey in Poon and Granger, 2002) . As formally shown in the 1 More general multi-factor models also complicate the risk-return tradeoff relationship, as the projection of the returns on the volatility must now control for other state variables (see, e.g., Abel, 1988; Tauchen and Hussey, 1991; Backus and Gregory, 1993; Scruggs, 1998) .
2 Note, the volatility feedback effect, along with the well-documented persistent volatility dynamics, also implies an observationally equivalent negative correlation between current returns and future volatility, as a shock to the volatility will require an immediate return adjustment to compensate for the increased future risk. We follow the convention in the literature of referring to the negative correlation between future volatility and current returns as the leverage effect. recent studies by Bates (2002) , Chernov (2002), and Pan (2002) , this bias is intimately related to the market price of volatility risk, and some of our theoretical results in regards to the implied volatility forecasting bias parallel the developments in these concurrent studies.
Our theoretical results are based on the one-factor continuous-time stochastic volatility model popularized by Heston (1993) . This allows us to utilize various closed form expressions for the conditional moments previously derived by Andersen et al. (2002b) and Bollerslev and Zhou (2002) . However, the same basic idea could in principle be generalized to other more complicated model structures, including multiple volatility factors and jumps, at the expense of notational and computational complexity (see, e.g. Andersen et al., 2002a; Eraker et al., 2003; Chernov et al., 2003) . Nonetheless, the relatively simple one-factor affine Heston model is rich enough to explain our empirical findings in regards to the monthly return-volatility regressions for the Standard & Poor's aggregate market index.
The plan for the rest of the paper is as follows. Section 2 starts out by a discussion of the basic model structure, followed by the theoretical predictions related to the volatility feedback effect, the leverage effect, and the implied volatility forecasting bias, respectively.
Section 3 provides confirmatory empirical evidence based on a fifteen-year sample of monthly returns, and high-frequency-based realized and implied volatilities for the Standard & Poor's composite index. Section 4 concludes. All of the derivations are given in a technical Appendix.
Theoretical Model Structure
Let p t denote the time-t logarithmic price of the risky asset, or portfolio. The one-factor continuous-time affine stochastic volatility model of Heston (1993) then postulates the following dynamics for the instantaneous returns,
where the latent stochastic volatility, V t , is assumed to follow a square-root process. A negative instantaneous correlation between the two separate Brownian motions driving the price and volatility processes, or ρ < 0, is directly associated with the leverage effect in the raw returns; i.e., the tendency for contemporaneous returns and volatility to be negatively correlated. Similarly, the volatility feedback effect is captured directly by the risk-return trade-off parameter, λ s > 0. Other more complicated model structures, including multiple latent volatility factors along with jumps in the price and/or volatility, could in principle be analyzed by similar means. However, for expositional purposes we restrict our analysis to the relatively simple model in equation (1).
Given this dynamics for the underlying price process, standard pricing arguments imply the existence of the following equivalent Martingale measure, or "risk-neutralized" distribution, dp t = (r *
where d t refers to the dividend payout rate and r * t denotes the risk-neutral interest rate. The value of any contingent claim written on the underlying asset is now readily evaluated by calculating the expected payoff in this risk-neutral distribution.
3 We will refer to this expectation by the superscript * , as in E * (·). The values of the risk-neutral parameters in (2) are directly related to the parameters of the actual price process in equation (1) by the functional relationships, κ
The λ v parameter refers to the stochastic volatility risk premium, which is generally estimated to be negative. Hence, the degree of mean reversion for the risk-neutralized volatility process, as determined by κ * , is therefore slower (possibly even explosive) than the mean reversion for the actual volatility, as determined by κ (for a more detailed discussion of the connection between the objective and the risk-neutral distributions, see also Benzoni, 2001; Chernov, 2002; Wu, 2001; Pan, 2002 ).
We next turn to our discussion of the corresponding model-based implications for the different return-volatility regressions, starting with the volatility feedback effect.
Volatility Feedback Effect
Empirical assessments of the relationship between returns and contemporaneous volatility have typically found the volatility feedback effect to be statistically insignificant, and sometimes even negative. These results may appear at odds with the ICAPM and the corresponding one-factor model in equation (1). Thus, as discussed in the introduction, several studies have resorted to more complicated multi-factor representations as a way to resolve this apparent empirical puzzle (see, e.g., Scruggs, 1998 , and the discussion therein). Meanwhile, consider the continuously compounded returns from time t to t+∆ implied by the simple model in (1),
Although the "residual" defined by t+∆ t √ V u dB u is heteroskedastic, the population regression of the returns on a constant and the integrated volatility would correctly uncover the volatility feedback effect (λ s > 0), provided that the orthogonality condition
V u du = 0 holds true. However, with a non-zero "leverage" effect, or ρ < 0, the residual and the integrated volatility will be correlated, resulting in a biased estimate for λ s .
Specifically, consider the population regression,
Then as formally shown below, unless ρ = 0, the population feedback coefficient β will differ from the true feedback coefficient λ s . Of course, the integrated volatility is not directly observable, so the sample counterpart to the population regression in (4) isn't actually feasible.
However, the integrated volatility may in theory be approximated arbitrarily well by the corresponding realized volatility constructed by the summation of sufficiently finely sampled high-frequency squared returns (see, e.g., Andersen et al., 2003) . This approach, which is now routinely employed in the literature, also underlies our empirical analysis in Section 3 below.
Alternatively, consider the corresponding implied volatility-return regression,
where the risk neutral expectation is taken under the distribution in (2). In this situation, unless the stochastic volatility risk-premium equals zero, or λ v = 0, the population feedback coefficient will again differ from the true feedback coefficient in equation (3), that is β * = λ s . Hence, to correctly uncover the volatility feedback parameter from a contemporaneous return-volatility type regression, either the leverage effect must be zero if the regression is based on a realized volatility proxy, or the stochastic volatility risk premium must be zero when using options implied volatilities. Of course neither case is likely to hold empirically.
Proposition 1 characterizes the exact form of the resulting biases.
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Proposition 1 Assume that the parameters in (1) and (2) adhere to the standard sign (4) is then given by,
The population feedback coefficient in the implied volatility regression in (5) may then be expressed as,
Moreover, assuming that 0 < λ s < − ρκ σ , the two slope parameters are related by,
, we have
The proof of the proposition is given in the technical Appendix A.
The implications of the proposition for empirical studies designed to uncover the volatility feedback effect are immediate. First, regression-based procedures utilizing realized volatility proxies will invariably result in a downward biased slope estimate, with the sign and magnitude depending on the underlying structural parameters. This, of course, is entirely consistent with the extant literature discussed above reporting inconclusive and sometimes even negative estimates for β. Only if the leverage, or asymmetry, effect is zero (ρ = 0) will the regression be unbiased for estimating λ s . Second, regression estimates based on implied volatility will generally show less of a downward bias and remain positive under the most general parameter setting. However, only if the stochastic volatility risk premium equals zero (λ v = 0) will the bias completely disappear. Again, this is directly in line with the existing literature discussed above, as well as the new empirical results reported in Section 3 below.
This result also helps explain why various versions of filtered volatility (obtained by projecting on lagged historical squared and/or absolute returns) may produce less biased or even positive β estimates. Specifically, instead of the realized return -realized volatility trade-off regression in (4), consider the realized return -expected volatility trade-off regression
This regression explicitly purges the simultaneous correlation between the return and volatility innovations. As such, this regression corresponds more closely to the implied returnvolatility trade-off regression in (5) that obtain by replacing the expected integrated volatil-
Of course, the expected integrated volatility will generally depend upon the underlying structural model, but may be approximated empirically through the use of instrumental variables procedures. However, as previously noted, the resulting estimates for the risk-return trade-off relationship are often very sensitive to the particular ad hoc choice of instruments employed in the estimation (Harvey, 2001; Brandt and Kang, 2002) . We shall return to this issue in the empirical Section 3.1 below.
At a more general level Proposition 1 clearly highlights the importance of the volatility proxy used in the estimation of the risk-return trade-off relationship, and as such indirectly explains the instability in the estimates reported in the extant literature in regards to the model choice, instrument control, and return horizon. Similar issues arise in the empirical estimation of the leverage effect, to which we turn next.
Leverage Effect
Several different parametric volatility models and volatility-return regressions have been employed in the literature for empirically assessing the leverage effect (see e.g., the discussion in Bekaert and Wu (2000) , along with the surveys of the ARCH literature in Bollerslev et al. (1992) and Bollerslev et al. (1994) ). Although most estimates support the hypothesis that aggregate stock market volatility responds asymmetrically to past negative and positive returns, as discussed in the introduction, the magnitude and the statistical significance of the estimated effect is quite sensitive to the return horizon and the particular volatility proxy employed in the estimation.
At the most basic level the leverage effect is generally associated with a negative correlation between current volatility and lagged returns. To formally quantify this correlation, consider the corresponding population regressions for the integrated volatility,
and the option implied volatility,
where the expectation in equation (11) is again taken with respect to the risk-neutral distribution. Of course, the slope parameters in the simplified asymmetry regressions in (10) and (11) do not correspond directly to the leverage, or asymmetry, parameter ρ determining the correlation between the two Brownian motions in (1). However, as the following proposition makes clear, the population regression parameters may be expressed as explicit nonlinear functions of the underlying structural parameters in (1) and (2). These functional relationships in turn explain the stronger asymmetry observed empirically between implied volatility and lagged-returns. (1) and (2) adhere to the standard sign 
Proposition 2 Assume that the parameters in
Moreover, assuming
The proof of the proposition is given in Appendix B.
It is noteworthy that for the integrated volatility regression, the "leverage" coefficient, δ, depends critically on both the volatility feedback parameter λ s (positively), as well as the "structural" leverage coefficient ρ (negatively). Thus, although most empirical studies report strong realized volatility asymmetry for the aggregate market portfolio (δ < 0), this may help explain the lack of statistical significance, and sometimes even reverse asymmetry reported occasionally. For the implied volatility regression, the "leverage" coefficient δ * depends directly on ρ (negatively), and the stochastic volatility risk premium λ v through a * ∆ (magnitude). In contrast to the integrated volatility regression, the coefficient in the implied volatility regression is unambiguously negative provided that ρ < 0. Moreover, provided that the volatility feedback effect is positive (λ s > 0), and the stochastic volatility risk premium is negative (λ v < 0), as it is commonly assumed in the literature, the magnitude of the implied volatility asymmetry always exceeds that of the integrated volatility, that is δ * < δ.
Similar considerations help to explain the downward bias in the implied-realized volatility forecasting regressions, to which we now turn.
Implied Volatility Forecasting Bias
The two previous subsections demonstrate how the use of realized or implied volatility proxies can result in quite different population parameters in the contemporaneous and lagged return-volatility regressions. A closely related question, concerns the extent to which implied volatilities provide unbiased forecasts of the corresponding future realized volatilities.
The most common approach employed in the literature for assessing the forecasting bias is based on regressing the ex-post realized volatility over some time period, say [t, t + ∆], on a constant and the time t implied volatility for an option maturing at t + ∆ (for a recent survey of this extensive empirical literature see Poon and Granger, 2002) . In population,
Obviously, for the implied volatility to provide unbiased forecasts, the two projection coefficients should equal φ 0 = 0 and φ 1 = 1, respectively. Meanwhile, most empirical studies report statistically significant biases in the direction of φ 0 > 0 and φ 1 < 1. These empirical biases have in part been explained by a standard errors-in-variables type problem arising from the use of finite-sample equivalents to the population regression in (16) (Christensen and Prabhala, 1998) , along with very persistent volatility dynamics rendering standard statistical inference unreliable (Bandi and Perron, 2003) . However, these statistical considerations aside, it follows that if the stochastic volatility risk premium, λ v , differs from zero, the two population regression coefficients in (16) implied by the structural model in (1) and (2) will not equal zero and unity, respectively.
Proposition 3
Assume that the parameters in (1) and (2) 
where
The proof of the proposition is given in Appendix C.
The proposition immediately explains the typical finding of a downward bias in the estimated slope coefficient. Intuitively, for λ v < 0, the stochastic volatility risk premium reduces the degree of mean reversion in the risk-neutral volatility process relative to that of the actual volatility process (κ * < κ), in turn resulting in the ratio a ∆ /a * ∆ becoming less than one.
6 Thus, any estimate of φ 1 should be gauged against this population bias. Of course, the true structural model parameters, κ and κ * , are generally unknown and would have to be estimated.
Conversely, the population return-volatility regressions in Propositions 1-3 (coupled with additional moment restrictions along the lines of Bollerslev and Zhou, 2002) could in principle be employed as a system of equations in estimating the structural model parameters underlying the actual and risk-neutral distributions in (1) and (2). We shall not pursue this approach any further here. Instead, we next turn to a concrete empirical implementation of the five regression equations based on aggregate U.S. stock market volatility and returns for directly illustrating the various biases implied by Propositions 1-3.
Empirical Illustration
Our empirical analysis is based on monthly returns and volatilities for the S&P composite index spanning the period from January 1986 through February 2002. 7 The monthly continuously compounded percentage returns are constructed from the daily S&P500 closing prices supplied by the Wall Street Journal. Normalizing the monthly time interval to unity, we will refer to the return over the t + 1'th month as R t,t+1 .
The corresponding realized volatilities are based on the summation of the five-minute squared returns within the month. The high-frequency data for the S&P500 index is provided by the Institute of Financial Markets. Specifically, with n t+1 trading days in month t + 1,
where the 78 five-minute subintervals represents the normal trading hours from 9:30am to 4:00pm, including the close-to-open five-minute interval. As discussed in the previous section, the realized volatility, RV t,t+1 , is readily interpreted as a consistent (for increasing sampling frequency) estimate of the corresponding integrated volatility,
The monthly implied volatility (variance) is formally defined by,
where E * refers to the risk-adjusted expectation of the one-month ahead integrated volatility, IV t,t+1 . 8 The most actively traded equity index options are written on the S&P100 index. Hence for liquidity reasons, we rely on the corresponding option implied volatilities (VIX) provide by the CBOE in empirically quantifying IV * t,t+1 . The VIX index (reported in annualized percentage standard deviation form) is based on a weighted average of the one-month ahead volatilities inverted from eight near-the-money puts and calls, and is now widely regarded among market participants as the "implied volatility index" (see Fleming   7 The start date of January 1986 reflects the availability of both the S&P high-frequency return data and VIX implied volatility index. However, all of the regression results reported below are materially unaffected by excluding the October 1987 stock market crash and starting the sample in January 1988. These results are available upon request.
8 This measure is also sometimes referred to as the "risk-neutral integrated volatility." In empirical studies the implied volatility concept is used almost exclusively in reference to the volatility that equates the BlackScholes price with the actual price of an option. This generally provides an accurate approximation for short-lived at-the-money options; see, e.g., Ledoit et al. (2002 Ledoit et al. ( ). et al., 1995 Fleming, 1998 , for a precise definition and further discussion of the VIX index).
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To facilitate the theoretical derivations, all of the volatility regressions analyzed in the previous section were cast in the form of variances corresponding to the empirical RV t,t+1 and IV * t,t+1 measures defined above. However, for robustness reasons previous empirical studies have often been implemented in the form of standard deviations. Hence, we augment the variance regressions with the analogous regressions based on RV 1/2 t,t+1 and IV * 1/2 t,t+1 . Summary statistics for all of the variables are reported in Table 1 . For comparison purposes the standard deviations and the variances are converted to percentage and squared percentage points, respectively. From the first column, the average annualized return on the market was about ten percent, with a sample standard deviation of around sixteen percent.
The returns are negatively skewed with much fatter tails than the normal distribution. The implied volatilities are systematically higher than the realized volatilities, and their unconditional distributions also deviate more from the normal. The returns are approximately serially uncorrelated, while the volatility series (both in standard deviation and variance forms) exhibit pronounced own temporal dependencies. In fact, the first ten autocorrelations reported in the bottom part of the table are all highly significant with the gradual, but very slow, decay suggestive of long-memory type features. This is also evident from the time series plots for each of the five series given in Figure 1. 
Volatility Feedback Effect
Our estimates of the volatility feedback effect are based on the empirical equivalents to the two population regressions in equations (4) and (5),
along with the corresponding robust regressions in standard deviation form,
where the residuals from the regressions are generically denoted by u t+1 and u * t+1 , respectively. The coefficient estimates, along with their asymptotic standard errors based on a Newey-West covariance matrix estimator allowing for a two-month lag, are reported in Table 2. Interestingly, for the regressions involving the implied volatility, the intercept and slope coefficients are all insignificant, and both of the R-squares are very close to zero. In contrast, the two realized volatility regressions both result in highly significant estimates for the intercepts (positive) and slopes (negative). These contemporaneous return-volatility regressions also explain about ten and thirteen percent of the variability in the ex-post monthly returns, respectively. Although the empirical finding of a significant negative relationship between aggregated stock market returns and realized volatility may appear counter intuitive, the result is, of course, entirely consistent with Proposition 1 and the ranking of the corresponding population parameters, β < 0 < β * , given that the condition 0 < λ s < − ρκ σ is satisfied by the underlying structural model parameters.
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It is worth noting, that while all of the regressions above involve a trade-off between monthly returns and volatilities over the identical time horizon, the one-month implied volatility is determined at time t, whereas the realized volatility is not observable until t + 1. As such, the results in Table 2 are also consistent with the recent empirical findings by Brandt and Kang (2002) , who report a (puzzling) negative contemporaneous relation be- In order to further illustrate this point, the last columns in each of the panels in Table 2 report the results from a standard instrumental variables procedure in which we rely on the absolute lagged returns as instruments for the realized volatilities in the two regressions in (20) and (22). Although the slope coefficient estimates for both the standard deviation and the variance formulation remain negative, they are clearly much closer to zero, and the regression R-squares drop from 10-13% to about 5-6%. Moreover, the corresponding standard errors are also much larger so that the estimates are no longer statistically significant. It is also noteworthy that on using the lagged raw returns as instruments, the estimates for the 10 Recall that the positive return volatility trade-off observed in some empirical studies, 0 < β < β * , may similarly be justified by the second case of Proposition 1, when the underlying structural parameters satisfy the condition 0 < −
two slope coefficients (available upon request) are both positive, albeit even closer to zero statistically.
11 As such, these results further highlight the sensitivity to the particular volatility proxy and instrument choice employed in the reduced form volatility feedback regressions, despite the fact that some instruments may produce conventional positive feedback effect.
Leverage Effect
The empirical equivalents to the simple leverage regressions analyzed in Section 2.2 above take the form,
with the theoretical prediction from Proposition 2 that in population δ * < δ < 0; i.e., the implied volatility is more responsive to the lagged return than the realized volatility. Again, for robustness reasons, the asymmetry implications may alternatively be tested in standard
with the similar predictions in regards to the sign and ordering of the slope coefficients.
Moreover, to account for the strong own temporal dependencies in the volatility and to allow for different impacts from past negative and positive returns, a slightly longer asymmetry regression is often estimated empirically,
In these longer regressions, weak asymmetry would again be implied by negative δ's, while strong asymmetry would have the α's be negative as well. Similarly, if the implied volatility responds more asymmetrically to past returns than do the realized volatility, we would expect to find that the estimates for the δ's satisfy the relation δ * < δ < 0. These same considerations apply to the pair of robust standard deviation regressions,
Note that for β = 0 and δ = 2α the long regression in equation (30) collapses to the short regression in equation (26). Likewise, for β * = 0 and δ * = 2α * the two risk-neutral regressions in equations (31) and (27) coincide.
The actual S&P estimation results for the leverage regressions are reported in Table 3 .
The intercepts and slope coefficients for the short regressions in the first panel of the table are all highly significant. The R-squares for the realized volatility regressions are systematically lower than the corresponding R-squares for the implied volatilities. Importantly, the estimates of the δ's from the variance regression, δ * = −3.31 and δ = −0.82, also adhere exactly to the theoretical predictions from Proposition 2 of negative and more pronounced asymmetry for the implied volatility. Similarly, the short regressions in standard deviation form results in estimates of δ * = −0.17 and δ = −0.08, both of which are significantly less than zero. Turning to the longer regressions, it is noteworthy that the asymmetry in the realized volatility are no longer statistically significant, while the two estimates of δ * from the implied volatility regressions are both overwhelmingly significant, and economically large.
Again, this is directly in line with the implications from Proposition 2 of strong asymmetry for the implied volatility along with weak, and possibly even reverse, asymmetry for the realized volatility. 12 The well-documented strong own temporal dependencies in the volatility also result in fairly large and highly significant estimates for the β's, along with much higher R-squares for the long volatility regressions (84-88% for the implied and 38-55% for the realized volatilities).
All-in-all, the at first somewhat puzzling empirical findings for the different regressions reported in Table 3 again highlight the importance of properly interpreting the estimated asymmetry in lieu of the theoretical implications for the different volatility proxies detailed in Proposition 2. In this regard, the results in Table 3 are also consistent with previous empirical evidence in the literature related to the significance, or the lack thereof, of the 12 Indeed, subsample analysis excluding 1986-1987 and 1998-2002 , result in reverse asymmetry for the realized volatility, while the implied volatility asymmetry remains very strong. This is therefore consistent with the second case of Proposition 2, i.e., δ * < 0 < δ. Further details concerning these subsample results are again available upon request. volatility asymmetry effect for other markets and time periods (see, e.g., Schwert, 1989; Nelson, 1991; Gallant et al., 1992; Engle and Ng, 1993; Duffee, 1995; Bekaert and Wu, 2000; Wu, 2001 , among others). We next turn to discussion of the related empirical evidence concerning the unbiasedness regressions directly linking the implied and realized volatility.
Implied Volatility Forecasting Bias
The question of whether implied volatilities provide unbiased and informationally efficient forecasts of the corresponding future realized volatilities have been studied extensively in the empirical finance literature. The typical regression employed in the literature takes the form,
or in terms of standard deviations,
where unbiasedness would be associated with φ 0 = 0 and φ 1 = 1. Of course, the theoretical results in Proposition 3 implies that these are not the values to be expected empirically if the stochastic volatility risk is priced.
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The actual estimation results reported in Table 4 e.g., Martens and Zein, 2002; Neely, 2003 , and the survey by Poon and Granger, 2002) .
Moreover, the direction of the estimated biases are exactly as expected from Proposition 3, and as such do not necessarily suggest any inefficiencies.
13 The existence of a non-zero stochastic volatility risk premium for explaining estimates of φ 0 > 0 and φ 1 < 1, along the lines of Proposition 3, has previously been discussed by Bates (2002) , Benzoni (2001 ), Chernov (2002 ), and Pan (2002 , among others. Meanwhile, as in Fleming (1998) , different subsamples result in estimates of φ 0 ≤ 0, which is still consistent with Proposition 3. These results are available upon request.
Conclusion
The simple unified continuous-time framework derived in this paper for assessing the linkages between discretely observed returns and realized and implied volatilities help explain a number of puzzling findings in the extant empirical literature. In particular, we show that whereas the sign of the correlation between return and implied volatility is unambiguously positive, the correlation between contemporaneous return and realized volatility is generally undetermined. Similarly, the lagged return-volatility asymmetry is always stronger for implied than realized volatility. Also, implied volatilities generally provide downward biased forecasts of subsequent realized volatilities.
It would be interesting to extend the empirical analysis for the aggregate S&P market index presented here to other markets. In particular, the volatility feedback and asymmetry effects may not be as important for other markets, and consequently result in qualitatively different return-volatility linkages. The theoretical analysis of more complicated model structures allowing for jumps in the volatility and/or returns along with multiple volatility factors may also give rise to additional new insights. The regression-based implications derived here could also be used in directly estimating the underlying objective and risk-neutral dynamics, including the stochastic volatility risk premium, by appropriately matching the sample and population moments for the realized and implied volatilities. We leave further work along these lines for future research.
A Proof of Proposition 1
To simplify the exposition, define
, and c ∆ = (e −κ∆ + κ∆ − 1)/κ. The proof consists of three steps.
To determine the projection coefficients in the realized volatility-return trade-off relationship, note that from Andersen et al. (2002b) , the variance term may be written as,
Similarly, the covariance term takes the form,
Rearranging and integrating by parts, the second term becomes,
Realizing that the first term on the right-hand-side equals zero, and completing the outside integration operator now yields,
Therefore,
which is less than zero provided that 0 < λ s < − ρκ σ and great than zero if 0 < − ρκ σ < λ s . In addition, the intercept may be written as,
which is larger than µ∆ under the usual parameter restrictions stipulated in the Proposition.
The determination of the projection coefficients in the implied volatility-return regression proceed by analogous arguments. First, the variance term may be written as,
Similarly, for the covariance term
COV R t,t+∆ , E
which is less than λ s but larger than zero, provided that λ v < 0 and λ s > 0. Also,
which is larger than µ∆ given λ v < 0 and λ s > 0.
Finally, combining the results above, it follows readily that if 0 < λ s < − ρκ σ we have
B Proof of Proposition 2
By definition
The denominator may be rewritten as,
where the second equality follows from the results in Andersen et al. (2002b) , Bollerslev and Zhou (2002) , and Proposition 1 above. The numerator may be expressed as,
where the first term uses the result from Andersen et al. (2002b) , and the second term uses the result from the proof of Proposition 1,
Now combing the different equations it follows that
The intercept in the implied volatility asymmetry regression can be easily shown as
Lastly, note that the common denominator of δ and δ * (corresponding to a variance) is always positive. The requirement that δ
is equivalent to
The assumption that λ v < 0 ensures that a * ∆ − a ∆ > 0. Thus, given the usual parameter restrictions in the Proposition, the assumptions that λ s > 0 and ρ < 0 are sufficient to guarantee the ordering of the δ's.
C Proof of Proposition 3
From the proof of Proposition 1,
where the last inequality follows directly by the assumption that κ * = κ + λ v < κ. Similarly, the intercept may be evaluated as, Note: The "Expected" volatility regressions refer to the instrumental variables regressions using the absolute lagged returns as instruments for the realized volatilities. 
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