Global {\L}ojasiewicz inequalities on comparing the rate of growth of
  polynomial functions by Dinh, Si-Tiep et al.
ar
X
iv
:1
91
2.
00
63
3v
1 
 [m
ath
.A
G]
  2
 D
ec
 20
19
GLOBAL ŁOJASIEWICZ INEQUALITIES ON COMPARING THE RATE OF
GROWTH OF POLYNOMIAL FUNCTIONS
SI˜-TIÊ. P D- INH
†, FENG GUO‡, AND TIÊ´N-SO
.
N PHA. M
∗
Abstract. We present a global version of the Łojasiewicz inequality on comparing the rate
of growth of two polynomial functions in the case the mapping defined by these functions is
(Newton) non-degenerate at infinity. In addition, we show that the condition of non-degeneracy
at infinity is generic in the sense that it holds in an open and dense semi-algebraic set of the
entire space of input data.
1. Introduction
Let K be a compact semi-algebraic subset of Rn and let g, h : K → R be continuous semi-
algebraic functions such that the zero set of g is contained in the zero set of h. Then the
information concerning the rate of growth of g and h is given by the following Łojasiewicz
inequality: there exist constants c > 0 and α > 0 such that for any x ∈ K, we have
|g(x)|α ≥ c|h(x)|.
Note that if K is not compact, the Łojasiewicz inequality does not always hold (see Exam-
ple 3.1 below). Recently, several versions of the Łojasiewicz inequality have been studied for a
special case where h is the distance function to the zero set of g, see [8, 9, 10, 11, 12, 13, 23, 24].
However, the study of the Łojasiewicz inequality on comparing the rate of growth of two arbi-
trary semi-algebraic functions on non-compact semi-algebraic sets is barely developed (cf. [30]).
We would like to point out that the Łojasiewicz inequality and its variants play an important
role in many branches of mathematics. For example, Łojasiewicz inequalities are very useful
in the study of continuous regular functions, a branch of Algebraic Geometry, which has been
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actively developed recently, see [18, 28] for pioneering works and [29] for a survey. Also, Ło-
jasiewicz inequalities, together with Nullstellensätze, are crucial tools for the study of the ring
of (bounded) continuous semi-algebraic functions on a semi-algebraic set, see [15, 16, 17].
The purpose of this work is to show that for almost all pairs of polynomial functions, a
variant of the Łojasiewicz inequality holds on the entire space. Namely, with the definitions
given in Section 2, the following statements hold.
(i) Let (g, h) : Rn → R2 be a polynomial map, which is non-degenerate at infinity. Suppose
that g is convenient and that the zero set of g is contained in the zero set of h, then there
exist some constants c > 0, α > 0, and β > 0 such that
|g(x)|α + |g(x)|β ≥ c|h(x)| for all x ∈ Rn.
(ii) The condition of non-degeneracy at infinity is generic in the sense that it holds in an open
and dense semi-algebraic set of the entire space of input data.
Note that unlike the case where h is the distance function to the zero set of g, estimating the
exponents α and β in the first statement is still a delicate problem.
The paper is organized as follows. Section 2 presents some preliminary results from Semi-
algebraic Geometry; the condition of non-degeneracy at infinity will be also given there. Sec-
tion 3 proves the existence of the global Łojasiewicz-type inequality for polynomial maps which
are non-degenerate at infinity. Finally, in Section 4, it is shown that the property of being
non-degenerate at infinity is generic.
2. Preliminaries
We begin by giving some necessary definitions and notational conventions. Let Rn denote
the Euclidean space of dimension n and R∗ := R\{0}. The corresponding inner product (resp.,
norm) in Rn is defined by 〈x, y〉 for any x, y ∈ Rn (resp., ‖x‖ :=
√
〈x, x〉 for any x ∈ Rn). The
closure of a set A is denoted by A. Given a nonempty set J ⊂ {1, . . . , n}, we define
RJ := {x ∈ Rn : xj = 0, for all j 6∈ J}.
We denote by Z+ the set of non-negative integer numbers. If κ = (κ1, . . . , κn) ∈ Z
n
+, we denote
by xκ the monomial xκ11 · · ·x
κn
n .
2.1. Semi-algebraic geometry. In this subsection, we recall some notions and results of
semi-algebraic geometry, which can be found in [1, 2, 3, 5, 33].
Definition 2.1. (i) A subset of Rn is called semi-algebraic if it is a finite union of sets of the
form
{x ∈ Rn : fi(x) = 0, i = 1, . . . , k; fi(x) > 0, i = k + 1, . . . , p}
where all fi are polynomials.
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(ii) Let A ⊂ Rn and B ⊂ Rp be semi-algebraic sets. A map F : A → B is said to be semi-
algebraic if its graph
{(x, y) ∈ A×B : y = F (x)}
is a semi-algebraic subset of Rn × Rp.
A major fact concerning the class of semi-algebraic sets is the following Tarski–Seidenberg
Theorem.
Theorem 2.1. The image of a semi-algebraic set by a semi-algebraic map is semi-algebraic.
Moreover, semi-algebraic sets and functions enjoy a number of remarkable properties:
(i) The class of semi-algebraic sets is closed with respect to Boolean operators; a Cartesian
product of semi-algebraic sets is a semi-algebraic set;
(ii) The closure and the interior of a semi-algebraic set is a semi-algebraic set;
(iii) A composition of semi-algebraic maps is a semi-algebraic map;
(iv) The inverse image of a semi-algebraic set under a semi-algebraic map is a semi-algebraic
set;
(v) If A is a semi-algebraic set, then the distance function
dist(·, A) : Rn → R, x 7→ dist(x,A) := inf{‖x− a‖ : a ∈ A},
is also semi-algebraic.
Remark 2.1. As an immediate consequence of Theorem 2.1, we get the semi-algebraicity of
any set of the form {x ∈ A : ∃y ∈ B, (x, y) ∈ C}, provided that A,B, and C are semi-
algebraic sets. It follows also that the set {x ∈ A : ∀y ∈ B, (x, y) ∈ C} is semi-algebraic since
its complement is the union of the complement of A and the set {x ∈ A : ∃y ∈ B, (x, y) 6∈ C}.
Thus, if we have a finite collection of semi-algebraic sets, then any set obtained from them with
the help of a finite chain of quantifiers is also semi-algebraic.
Lemma 2.1 (Curve Selection Lemma). Let A ⊂ Rn be a semi-algebraic set, and x∗ ∈ A \ A.
Then there exists an analytic semi-algebraic curve
ϕ : (−ǫ, ǫ)→ Rn
with ϕ(0) = x∗ and with ϕ(t) ∈ A for t ∈ (0, ǫ).
Next we give a version of Curve Selection Lemma which will be used in the proof of Theo-
rem 3.1.
Lemma 2.2 (Curve Selection Lemma at infinity). Let A ⊂ Rn be a semi-algebraic set, and let
f := (f1, . . . , fp) : R
n → Rp be a semi-algebraic map. Assume that there exists a sequence {xℓ}
such that xℓ ∈ A, liml→∞ ‖x
ℓ‖ = ∞ and liml→∞ f(x
ℓ) = y ∈ (R)p, where R := R ∪ {±∞}.
Then there exists an analytic semi-algebraic curve ϕ : (0, ǫ) → Rn such that ϕ(t) ∈ A for all
t ∈ (0, ǫ), limt→0 ‖ϕ(t)‖ =∞, and limt→0 f(ϕ(t)) = y.
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Lemma 2.3 (Growth Dichotomy Lemma). Let f : (0, ǫ)→ R be a semi-algebraic function with
f(t) 6= 0 for all t ∈ (0, ǫ). Then there exist constants c 6= 0 and q ∈ Q such that f(t) = ctq+o(tq)
as t→ 0+.
2.2. The (semi-algebraic) transversality theorem with parameters. Let P,X and Y
be some C∞ manifolds of finite dimension, S be a C∞ sub-manifold of Y , and F : X → Y be
a C∞ map. Denote by dxF : TxX → TF (x)Y , the differential of F at x, where TxX and TF (x)Y
are, respectively, the tangent space of X at x and the tangent space of Y at F (x).
Definition 2.2. The map F is said to be transverse to the sub-manifold S, abbreviated by
F ⋔ S, if either F (X) ∩ S = ∅ or for each x ∈ F−1(S), we have
dxF (TxX) + TF (x)S = TF (x)Y.
Remark 2.2. If dimX ≥ dimY and S = {s}, then F ⋔ S if and only if either F−1(s) = ∅ or
rankdxF = dimY for all x ∈ F
−1(s). In the case dimX < dim Y , then F ⋔ S if and only if
F−1(S) = ∅.
The following result [21, 22] will be useful in the study of the genericity of the condition of
non-degeneracy at infinity.
Theorem 2.2 (Transversality Theorem with parameters). Let F : P ×X → Y be a C∞ map.
For each p ∈ P, consider the map Fp : X → Y defined by Fp(x) := F (p, x). If F ⋔ S, then the
set
Q := {p ∈ P : Fp ⋔ S}
is open and dense in P. Moreover, if P,X, Y, and S are semi-algebraic sets and if F is a
semi-algebraic map, then Q is also semi-algebraic.
Proof. The proof of openness and density of Q is done in [21, 22]. The method used also permits
to prove that Q is semi-algebraic if P,X, Y, S and F are semi-algebraic. 
2.3. Newton polyhedra and non-degeneracy conditions.
2.3.1. Newton polyhedra. Let f : Rn → R be a polynomial function. Suppose that f is written
as f =
∑
κ cκx
κ. Then the support of f, denoted by supp(f), is defined as the set of those
κ ∈ Zn+ such that cκ 6= 0. The Newton polyhedron (at infinity) of f , denoted by Γ(f), is defined
as the convex hull in Rn of the set supp(f). The polynomial f is said to be convenient if Γ(f)
intersects each coordinate axis in a point different from the origin 0 in Rn, that is, if for any
j ∈ {1, . . . , n} there exists some κj > 0 such that κje
j ∈ Γ(f), where {e1, . . . , en} denotes the
canonical basis in Rn. For each (closed) face ∆ of Γ(f), we will denote by f∆ the polynomial∑
κ∈∆ cκx
κ; if ∆ ∩ supp(f) = ∅ we let f∆ := 0.
Given a nonzero vector q ∈ Rn, we define
d(q,Γ(f)) := min{〈q, κ〉 : κ ∈ Γ(f)},
∆(q,Γ(f)) := {κ ∈ Γ(f) : 〈q, κ〉 = d(q,Γ(f))}.
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By definition, for each nonzero vector q ∈ Rn, ∆(q,Γ(f)) is a closed face of Γ(f). Conversely, if
∆ is a closed face of Γ(f) then there exists a nonzero vector1 q ∈ Rn such that ∆ = ∆(q,Γ(f)).
The dimension of a face∆ is defined to be the minimum of the dimensions of the affine subspaces
containing ∆. The faces of Γ of dimension 0 are called the vertices of Γ.
Remark 2.3. The following statements follow immediately from definitions:
(i) We have Γ(f) ∩ RJ = Γ(f |RJ ) for all nonempty subset J of {1, . . . , n}.
(ii) Let ∆ := ∆(q,Γ(f)) for some nonzero vector q := (q1, . . . , qn) ∈ R
n. By definition,
f∆ =
∑
κ∈∆ cκx
κ is a weighted homogeneous polynomial of type (q, d := d(q,Γ(f))), i.e., we
have for all t > 0 and all x ∈ Rn,
f∆(t
q1x1, . . . , t
qnxn) = t
df∆(x1, . . . , xn).
This implies the Euler relation
n∑
j=1
qjxj
∂f∆
∂xj
(x) = d · f∆(x).
In particular, if d 6= 0 and ∇f∆(x) = 0, then f∆(x) = 0.
2.3.2. Non-degeneracy conditions. In [26] (see also [27]), Khovanskii introduced a condition
of non-degeneracy of complex analytic maps F : (Cn, 0) → (Cp, 0) in terms of the Newton
polyhedra of the component functions of F. This notion has been applied extensively to the
study of several questions concerning isolated complete intersection singularities (see for in-
stance [4, 7, 20, 32]). We will apply this condition for real polynomial maps. First we need to
introduce some notation.
Definition 2.3. Let F := (f1, . . . , fp) : R
n → Rp, 1 ≤ p ≤ n, be a polynomial map.
(i) The map F is said to be Khovanskii non-degenerate at infinity if for any vector q ∈ Rn
with d(q,Γ(fi)) < 0 for i = 1, . . . , p, the set
{x ∈ (R∗)n : fi,∆i(x) = 0 for i = 1, . . . , p}
is a reduced smooth complete intersection variety in the torus (R∗)n, i.e., the system of
gradient vectors ∇fi,∆i(x) for i = 1, . . . , p, is R-linearly independent on this variety, where
∆i := ∆(q,Γ(fi)).
(ii) The map F is said to be non-degenerate at infinity if for each ascending q-tuple I :=
(i1, . . . , iq) of integers from the set {1, . . . , p}, the polynomial map R
n → Rq, x 7→
(fi1(x), . . . , fiq(x)), is Khovanskii non-degenerate at infinity.
Remark 2.4. By definition, the map F is Khovanskii non-degenerate at infinity if and only if
for all q ∈ Rn with d(q,Γ(fi)) < 0 for i = 1, . . . , p and for all x ∈ (R
∗)n with fi,∆i(x) = 0 for
1Since Γ(f) is an integer polyhedron, we can assume that all the coordinates of q are rational numbers.
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i = 1, . . . , p we have
rank

x1
∂f1,∆1
∂x1
(x) · · · xn
∂f1,∆1
∂xn
(x)
... · · ·
...
x1
∂fp,∆p
∂x1
(x) · · · xn
∂fp,∆p
∂xn
(x)
 = p.
The map F is non-degenerate at infinity if and only if for all q ∈ Rn with d(q,Γ(fi)) < 0 for
i = 1, . . . , p, and for all x ∈ (R∗)n, we have
rank

x1
∂f1,∆1
∂x1
(x) · · · xn
∂f1,∆1
∂xn
(x) f1,∆1(x) 0
... · · ·
...
. . .
x1
∂fp,∆p
∂x1
(x) · · · xn
∂fp,∆p
∂xn
(x) 0 fp,∆p(x)
 = p.
3. Łojasiewicz inequalities
The main result of this section is the following global Łojasiewicz inequality on comparing
the rate of growth of two polynomial functions.
Theorem 3.1. Let (g, h) : Rn → R2 be a polynomial map, which is non-degenerate at infinity.
If g is convenient and g−1(0) ⊂ h−1(0), then there exist some constants c > 0, α > 0, and β > 0
such that
|g(x)|α + |g(x)|β ≥ c|h(x)| for all x ∈ Rn.
Note that we do not suppose the polynomial h to be convenient. On the other hand, the
assumption that the polynomial g is convenient cannot be dropped as shown in the following
example.
Example 3.1. Consider the polynomial map
(g, h) : R2 → R2, (x1, x2) 7→
(
(x21 − 1)
2 + (x1x2 − 1)
2, (x21 − 1)
2 + (x22 − 1)
2
)
.
Clearly, (g, h) is non-degenerate at infinity, g is not convenient, and g−1(0) ⊂ h−1(0). Further-
more, we have
lim
k→∞
g
(1
k
, k
)
= 1 and lim
k→∞
h
(1
k
, k
)
= +∞,
and so there are no constants c > 0, α > 0, and β > 0 such that
|g(x)|α + |g(x)|β ≥ c|h(x)| for all x = (x1, x2) ∈ R
2.
The following simple example shows that the exponents α and β in Theorem 3.1 are different
in general.
Example 3.2. Consider the polynomial map
(g, h) : R2 → R2, (x1, x2) 7→
(
x21 + x
4
2, x
2
1 + x
2
2
)
.
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Clearly, (g, h) is non-degenerate at infinity, g is convenient, and g−1(0) ⊂ h−1(0). Furthermore,
it is not hard to see that there are no constants c > 0 and α > 0 such that
|g(x)|α ≥ c|h(x)| for all x = (x1, x2) ∈ R
2.
On the other hand, it holds that
|g(x)|
1
2 + |g(x)| ≥ |h(x)| for all x = (x1, x2) ∈ R
2.
To prove Theorem 3.1, we first need the following definition.
Definition 3.1. Given a polynomial function f : Rn → R and a smooth semi-algebraic manifold
X ⊂ Rn we let
K˜∞(f |X) :=
{
t ∈ R :
{
∃{xk} ⊂ X, s.t. ‖xk‖ → +∞, f(xk)→ t,
and ‖∇(f |X)(x
k)‖ → 0
}
.
We also set
K0(f |X) := {t ∈ R : ∃x ∈ X with f(x) = t and ∇(f |X)(x) = 0}
which is the set of critical values of the restriction f |X . Note that, by Sard’s theorem, K0(f |X)
is a finite subset of R.
If X = Rn, we write K˜∞(f) and K0(f) instead of K˜∞(f |Rn) and K0(f |Rn), respectively.
Lemma 3.1. Let (g, h) : Rn → R2 be a polynomial map, which is non-degenerate at infinity. If
g is convenient, then K˜∞(g) = ∅ and K˜∞(g|{h=r}) = ∅ for 0 < |r| ≪ 1 and for |r| ≫ 1.
Proof. For simplicity of notation, we write f1 and f2 instead of g and h, respectively. Note that
the proof for K˜∞(f1) = ∅ can be found in [10, Theorem 1]; since we will use some facts from
the proof (and for the sake of completeness), we include the proof of this statement here. By
contradiction, suppose that there exists a sequence {xk}k∈N ⊂ R
n and a value y ∈ R such that
lim
k→∞
‖xk‖ =∞, lim
k→∞
f1(x
k) = y, and lim
k→∞
‖∇f1(x
k)‖ = 0.
By Lemma 2.2, there exists an analytic curve ϕ : (0, ǫ)→ Rn, t 7→ (ϕ1(t), . . . , ϕn(t)), such that
(a1) limt→0 ‖ϕ(t)‖ =∞;
(a2) limt→0 f1(ϕ(t)) = y; and
(a3) limt→0 ‖∇f1(ϕ(t))‖ = 0.
Let J := {j : ϕj 6≡ 0}. By Condition (a1), J 6= ∅. By Lemma 2.3, for each j ∈ J, we can
expand the coordinate functions ϕj as follows
ϕj(t) = x
0
jt
qj + higher order terms in t,
where x0j 6= 0 and qj ∈ Q. From Condition (a1), we get minj∈J qj < 0.
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Let q := (q1, . . . , qn) ∈ R
n, where qj := M for j 6∈ J with M being sufficiently large and
satisfying
M > max
{∑
j∈J
qjκj : κ ∈ Γ(f1)
}
.
Let d1 be the minimal value of the linear function
∑n
j=1 qjκj on Γ(f1) and let ∆1 be the maximal
face of Γ(f1) (maximal with respect to the inclusion of faces) where the linear function takes
this value, i.e.,
d1 := d(q,Γ(f1)) and ∆1 := ∆(q,Γ(f1)).
Recall that RJ := {κ := (κ1, κ2, . . . , κn) ∈ R
n : κj = 0 for j 6∈ J}. Since f1 is convenient,
the restriction f1|RJ is not constant, and so Γ(f1) ∩ R
J = Γ(f1|RJ ) is nonempty and different
from {0}. Furthermore, by definition of the vector q, one has
d1 = d(q,Γ(f1|RJ )) and ∆1 = ∆(q,Γ(f1|RJ )) ⊂ R
J .
In particular, for each j 6∈ J, the polynomial f1,∆1 does not depend on the variable xj . A direct
calculation shows that
f1(ϕ(t)) = f1,∆1(x
0)td1 + higher order terms in t,
where x0 := (x01, . . . , x
0
n) with x
0
j = 1 for j 6∈ J. It is easy to see that d1 ≤ qj∗ := minj∈J qj . In
fact, since f1 is convenient, for any j = 1, . . . , n, there exists a natural number mj ≥ 1 such
that mje
j ∈ Γ(f1). (Recall that {e
1, . . . , en} denotes the canonical basic in Rn.) As qj∗ < 0, it
is clear that
d1 ≤ qj∗mj∗ ≤ qj∗ < 0.
Now, by Condition (a2), we have f1,∆1(x
0) = 0.
On the other hand, for j ∈ J , we have
∂f1
∂xj
(ϕ(t)) =
∂f1,∆1
∂xj
(x0)td1−qj + higher order terms in t.
Since d1 ≤ minj∈J qj , it follows from (a3) that
∂f1,∆1
∂xj
(x0) = 0 for all j ∈ J. So this, together with
f1,∆1(x
0) = 0, implies that f1 is not Khovanskii non-degenerate at infinity. By definition, the
polynomial map (f1, f2) is not non-degenerate at infinity, which contradicts our assumption.
Now we will show that K˜∞(f1|{f2=r}) = ∅ for 0 < |r| ≪ 1 and for |r| ≫ 1.
For 0 < |r| ≪ 1 or |r| ≫ 1, in view of Sard’s theorem, we can make the following assumptions
without loss of generality:
(i) r 6∈ K0(f2,∆2) for any face ∆2 of Γ(f2);
(ii) If the set X := {x ∈ (R∗)n : f1,∆1(x) = 0,∇f1,∆1(x) 6= 0} is not empty
2 for some face
∆1 of Γ(f1), then r 6∈ K0(f2,∆2 |X) for any face ∆2 of Γ(f2).
2Clearly, if the set X is not empty, then it is a semi-algebraic smooth manifold in Rn.
8
For contradiction, suppose that K˜∞(f1|{f2=r}) 6= ∅ for some 0 < |r| ≪ 1 or |r| ≫ 1, i.e., there
exists a sequence {xk}k∈N ⊂ R
n and a value y ∈ R such that
lim
k→∞
‖xk‖ =∞, lim
k→∞
f1(x
k) = y, f2(x
k) = r, and lim
k→∞
‖∇(f1|{f2=r})(x
k)‖ = 0.
By definition, there exists a sequence λk ∈ R such that for all k ≥ 1, we have
∇(f1|{f2=r})(x
k) = ∇f1(x
k)− λk∇f2(x
k).
By Lemma 2.2, there exists an analytic curve ϕ(t) := (ϕ1(t), . . . , ϕn(t)) and an analytic function
λ(t) with 0 < t≪ 1 such that
(b1) limt→0 ‖ϕ(t)‖ =∞;
(b2) limt→0 f1(ϕ(t)) = y;
(b3) f2(ϕ(t)) = r; and
(b4) limt→0 ‖∇f1(ϕ(t))− λ(t)∇f2(ϕ(t))‖ = 0.
Let J := {j : ϕj 6≡ 0} 6= ∅ and for each j ∈ J, expand ϕj as follows
ϕj(t) = x
0
jt
qj + higher order terms in t,
where x0j 6= 0 and qj ∈ Q. Let q := (q1, . . . , qn) ∈ R
n, where qj := M for j 6∈ J with M being
sufficiently large and satisfying
M > max
i=1,2
{∑
j∈J
qjκj : κ ∈ Γ(fi)
}
.
For each i = 1, 2, let di be the minimal value of the linear function
∑n
j=1 qjκj on Γ(fi) and
let ∆i be the maximal face of Γ(fi) (maximal with respect to the inclusion of faces) where the
linear function takes this value, i.e.,
di := d(q,Γ(fi)) and ∆i := ∆(q,Γ(fi)).
Since f1 is convenient, the restriction f1|RJ is not constant. Furthermore, we also have the
restriction f2|RJ is not constant. In fact, if this is not the case, then it follows from (b4) that
lim
t→0
∂f1
∂xj
(ϕ(t)) = 0 for all j ∈ J.
Replacing f1 by the restriction f1|RJ and repeating the previous arguments, we can see that f1
is not Khovanskii non-degenerate at infinity. By definition, then the polynomial map (f1, f2) is
not non-degenerate at infinity, which contradicts our assumption.
Therefore, the restriction of fi, i = 1, 2, on R
J is not constant, and so Γ(fi) ∩ R
J = Γ(fi|RJ )
is nonempty and different from {0}. Furthermore, by definition of the vector q, one has
di = d(q,Γ(fi|RJ )) and ∆i = ∆(q,Γ(fi|RJ )) ⊂ R
J .
In particular, for each j 6∈ J, the polynomial fi,∆i does not depend on the variable xj .
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By a similar argument as above, we also obtain d1 ≤ qj∗ := minj∈J qj < 0 and f1,∆1(x
0) = 0,
where x0 := (x01, . . . , x
0
n) with x
0
j = 1 for j 6∈ J. Observe that for all j 6∈ J, the polynomials f1,∆1
and f2,∆2 do not depend on xj , so
∂f1,∆1
∂xj
(x0) =
∂f2,∆2
∂xj
(x0) = 0.
Note that λ(t) 6≡ 0, since otherwise y ∈ K˜∞(f1) = ∅, a contradiction. Hence, we can expand
the coordinate λ(t) in terms of t as
λ(t) = λ0tθ + higher order terms in t,
where λ0 6= 0 and θ ∈ Q. There are three cases to be considered.
Case 1: d1 < d2 + θ. For each j ∈ J , we have
∂f1
∂xj
(ϕ(t))− λ(t)
∂f2
∂xj
(ϕ(t)) =
∂f1,∆1
∂xj
(x0)td1−qj + higher order terms in t.
Since d1 ≤ qj∗ , in view of (b4), we have
∂f1,∆1
∂xj
(x0) = 0 for all j ∈ J. As f1,∆1(x
0) = 0, it implies
that f1 is not Khovanskii non-degenerate at infinity. By definition, then the polynomial map
(f1, f2) is not non-degenerate at infinity, which contradicts our assumption.
Case 2: d1 > d2 + θ. For each j ∈ J , we have
∂f1
∂xj
(ϕ(t))− λ(t)
∂f2
∂xj
(ϕ(t)) = −λ0
∂f2,∆2
∂xj
(x0)td2+θ−qj + higher order terms in t.
From d2 + θ < d1 ≤ qj∗ and (b4), we get
∂f2,∆2
∂xj
(x0) = 0 for all j ∈ J. On the other hand, a
simple calculation shows that
f2(ϕ(t)) = f2,∆2(x
0)td2 + higher order terms in t.
If d2 < 0 then it follows from (b3) that f2,∆2(x
0) = 0 and so f2 is not Khovanskii non-degenerate
at infinity; hence, by definition, the polynomial map (f1, f2) is not non-degenerate at infinity,
which contradicts our assumption. If d2 = 0, we have f2,∆2(x
0) = r and so r ∈ K0(f2,∆2), a
contradiction. Finally, if d2 > 0, then r = 0, which contradicts the assumption |r| > 0.
Case 3: d1 = d2 + θ. For each j ∈ J , we have
∂f1
∂xj
(ϕ(t))− λ(t)
∂f2
∂xj
(ϕ(t)) =
(
∂f1,∆1
∂xj
(x0)− λ0
∂f2,∆2
∂xj
(x0)
)
td1−qj + · · · ,
where the dots stand for the higher-order terms in t. Since d1 ≤ minj∈J qj < 0, it follows from
(b4) that
∂f1,∆1
∂xj
(x0)− λ0
∂f2,∆2
∂xj
(x0) = 0 for all j ∈ J.
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Observe that
∂f1,∆1
∂xj
(x0) 6= 0 for some j ∈ J since otherwise, we get a contradiction by repeating
the arguments in Case 1. Hence the set
X := {x ∈ (R∗)n : f1,∆1(x) = 0,∇f1,∆1(x) 6= 0}
is a nonempty semi-algebraic smooth manifold in Rn. Moreover, x0 is a critical point of f2,∆2|X .
Finally, by a similar argument as Case 2, we can see that either d2 < 0 and f2,∆2(x
0) = 0 which
contradicts the assumption that the polynomial map (f1, f2) is Khovanskii non-degenerate at
infinity, or d2 = 0 and f2,∆2(x
0) = r which contradicts the assumption r 6∈ K0(f2,∆2|X), or
d2 > 0 and r = 0, which contradicts the assumption |r| > 0. 
The following definition is inspired by that proposed in [9].
Definition 3.2. Let g, h : Rn → R be polynomial functions. A sequence {xk}k∈N ⊂ R
n with
‖xk‖ → +∞ is said to be
(i) a sequence of the first type if g(xk)→ 0 and |h(xk)| ≥ δ for some δ > 0;
(ii) a sequence of the second type if the sequence {g(xk)} is bounded and |h(xk)| → +∞.
Lemma 3.2. Let g, h : Rn → R be polynomial functions such that g−1(0) ⊂ h−1(0) and K˜∞(g) =
∅. Then following two statements hold:
(i) If K˜∞(g|{h=r}) = ∅ for all |r| > 0 sufficiently small, then there are no sequences of the
first type.
(ii) If K˜∞(g|{h=r}) = ∅ for all |r| sufficiently large, then there are no sequences of the second
type.
Proof. (i) By contradiction, assume that there exists a real number δ > 0 and a sequence
xk ∈ Rn, with ‖xk‖ → +∞, such that
g(xk)→ 0 and |h(xk)| ≥ δ.
Then |g(xk)| > 0 since g−1(0) ⊂ h−1(0). By Sard’s theorem, the set of critical values of h is a
finite subset of R. So we can choose δ > 0 sufficiently small so that each of the level sets h−1(±δ)
is either empty or a smooth manifold. Furthermore, by the assumptions, we can suppose that
K˜∞(g|{h=±δ}) = ∅.
Let X := {x ∈ Rn : |h(x)| ≥ δ}. We have
0 = inf
x∈X
|g(x)| < |g(xk)| for all k.
Applying the Ekeland variational principle [14] to the function
X → R, x 7→ |g(x)|,
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with data ǫ := |g(xk)| > 0 and λ := ‖x
k‖
2
> 0, there is a point yk in X such that the following
inequalities hold
|g(yk)| ≤ |g(xk)|,
‖yk − xk‖ ≤ λ,
|g(yk)| ≤ |g(x)|+
ǫ
λ
‖x− yk‖ for all x ∈ X.
We deduce easily that limk→∞ ‖y
k‖ = +∞ and limk→∞ g(y
k) = 0. Furthermore, since g−1(0) ⊂
h−1(0) and |h(yk)| ≥ δ > 0, we have g(yk) 6= 0 for all k. Passing a subsequence and replacing g
(resp., h) by −g (resp., −h) if necessary, we may assume that for all k the following conditions
hold: g(yk) > 0 and either h(yk) > δ or h(yk) = δ. By continuity, g and h are positive in some
open neighborhood of yk. In particular, we have for all x near yk,
|g(x)| = g(x) and |h(x)| = h(x).
Hence yk is a local minimizer of the function
{x ∈ Rn : h(x) ≥ δ} → R, x 7→ g(x) +
ǫ
λ
‖x− yk‖.
Observe that h−1(δ) is a smooth manifold. Therefore, by Lagrange’s multipliers theorem, there
exists µk ≤ 0 with µk(h(y
k)− δ) = 0 such that
0 ∈ ∂
(
g(·) +
ǫ
λ
(‖ · −yk‖)
)
(yk) + µk∇h(y
k).
This implies that
0 ∈ ∇g(yk) + µk∇h(y
k) +
ǫ
λ
Bn,
where Bn stands for the unit closed ball in Rn. Consequently, we get
‖∇g(yk) + µk∇h(y
k)‖ ≤
ǫ
λ
=
2|g(xk)|
‖xk‖
.
By letting k tend to infinity, we obtain
lim
k→∞
‖yk‖ = +∞, lim
k→∞
g(yk) = 0, and lim
k→∞
‖∇g(yk) + µk∇h(y
k)‖ = 0.
Note that if h(yk) > δ then µk = 0. Therefore, either 0 ∈ K˜∞(g) or 0 ∈ K˜∞(g|{h=δ}), and a
contradiction follows.
(ii) Suppose for contradiction that there exists a sequence xk ∈ Rn, with ‖xk‖ → +∞ such
that the sequence {g(xk)} is bounded and |h(xk)| → +∞. Then |g(xk)| > 0 from our assumption
g−1(0) ⊂ h−1(0). By Sard’s theorem, the set of critical values of h is a finite subset of R. So we
can choose M > 0 sufficiently large so that each of the level sets h−1(±M) is either empty or a
smooth manifold. Furthermore, by the assumptions, we can suppose that K˜∞(g|{h=±M}) = ∅.
Let X := {x ∈ Rn : |h(x)| ≥M}. We have for all k sufficiently large,
inf
x∈X
|g(x)| ≤ |g(xk)|.
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By applying the Ekeland variational principle [14] to the function X → R, x 7→ |g(x)|, with data
ǫ := |g(xk)| > 0 and λ := ‖x
k‖
2
> 0, we get a point yk in X satisfying the following inequalities
|g(yk)| ≤ |g(xk)|,
‖yk − xk‖ ≤ λ,
|g(yk)| ≤ |g(x)|+
ǫ
λ
‖x− yk‖ for all x ∈ X.
We deduce easily that
‖xk‖
2
≤ ‖yk‖ ≤
3‖xk‖
2
,
which yields limk→∞ ‖y
k‖ = +∞.
Similarly to (i), for k large enough, we can assume that h(yk) ≥ M > 0 and g(yk) > 0 from
the assumption that g−1(0) ⊂ h−1(0). Hence, by repeating arguments similar to (i), we have
‖∇g(yk) + µk∇h(y
k)‖ ≤
ǫ
λ
=
2|g(xk)|
‖xk‖
for some µk ≤ 0 with µk(h(y
k)−M) = 0. Hence,
lim
k→∞
‖∇g(yk) + µk∇h(y
k)‖ = 0.
On the other hand, since the sequence {g(xk)} is bounded, so is the sequence {g(yk)}. Hence,
by passing to a subsequence if necessary, we may assume that there exists the limit t :=
limk→∞ g(y
k). Note that if h(yk) > M then µk = 0. Therefore, either t ∈ K˜∞(g) or t ∈
K˜∞(g|{h=M}), which is a contradiction. 
Lemma 3.3. Let g, h : Rn → R be polynomial functions such that g−1(0) ⊂ h−1(0). The follow-
ing two conditions are equivalent:
(i) there are no sequences of the first and second types.
(ii) there exist some constants c > 0, α > 0, and β > 0 such that
|g(x)|α + |g(x)|β ≥ c|h(x)| for all x ∈ Rn.
Proof. (Cf. [25, Theorem 3.4]).
(ii) ⇒ (i): The implication is straightforward.
(i) ⇒ (ii): We assume that h 6≡ 0, otherwise the implication is trivial. We only consider
the case where g−1(0) 6= ∅; the case g−1(0) = ∅ follows similarly. Then for each t ≥ 0, the
set {x ∈ Rn : |g(x)| = t} is non-empty. This, together with condition (i), implies that the
(semi-algebraic) function µ : [0,+∞)→ R given by
µ(t) := sup
|g(x)|=t
|h(x)|
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is well-defined. Furthermore, it is not hard to see that µ(0) = 0, µ(t) > 0 for all t > 0 small
enough and µ(t)→ +∞ as t→ +∞. By Lemma 2.3, we can write
µ(t) = atα + o(tα) as t→ 0+,
µ(t) = btβ + o(tβ) as t→ +∞
for some constants a 6= 0, b 6= 0, α ≥ 0 and β > 0. Therefore, we can find constants c1 > 0, c2 >
0, δ > 0 and r > 0 with δ ≪ 1≪ r such that the following inequalities hold
|g(x)|α ≥ c1|h(x)| for 0 < |g(x)| ≤ δ,
|g(x)|β ≥ c2|h(x)| for |g(x)| ≥ R.
By assumption, we may assume that α > 0 so that the first inequality holds for |g(x)| ≤ δ.
Furthermore, we also may assume α ≤ 1 ≤ β because δ is sufficiently small and r is sufficiently
large.
On the other hand, it follows easily from condition (i) that there exists a constant M > 0
such that for all x ∈ Rn with δ ≤ |g(x)| ≤ R we have |h(x)| ≤M and hence
|g(x)|α + |g(x)|β ≥ δα + δβ =
δα + δβ
M
M ≥
δα + δβ
M
|h(x)|.
Letting c := min{c1, c2,
δα+δβ
M
}, we get the desired conclusion. 
We now are in position to finish the proof of Theorem 3.1.
Proof of Theorem 3.1. This is a direct consequence of Lemmas 3.1, 3.2, and 3.3. 
The following corollary is inspired by the results in [16].
Corollary 3.1. Under the assumptions of Theorem 3.1, there exist a positive integer N and a
continuous semi-algebraic function f : Rn → R such that hN = gf.
Proof. Clearly, if infx∈Rn |g(x)| > 0 then the integer N := 1 and the function f :=
h
g
have the
desired property. So assume that infx∈Rn |g(x)| = 0. By observing the proof of Lemma 3.3, we
can find positive constants α and δ with α ≤ 1 such that
|g(x)|α ≥ c|h(x)| for |g(x)| ≤ δ.
Let ℓ :=
[
1
α
]
+ 1 > 1
α
≥ 1. It is easy to see that the (semi-algebraic) function f0 : R
n → R
defined by
f0(x) :=

h2ℓ(x)
g2(x)
if g(x) 6= 0,
0 otherwise
is continuous. Since f0g
2 = h2ℓ, we deduce that the integer N := 2ℓ and the function f := f0g
have the desired property. 
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4. Genericity of non-degenerate at infinity polynomial maps
In this section we show the genericity of the condition of non-degeneracy at infinity for
real polynomial maps; actually, we will prove a strong result of this (see Theorem 4.1 below).
Note that the genericity of the condition of non-degeneracy for complex polynomial maps has
been given in [27] (the case p = 1) and in [26, Theorem (Resolution of Singularities)] and [32,
Corollary 3.2.1] (the case p ≥ 1).
For simplicity, we introduce some notation here for this section. Let Γ := (Γ1, . . . ,Γp) with
each Γi being a Newton polyhedron in R
n
+ and 1 ≤ p ≤ n. Let
F := {∆ := (∆1, . . . ,∆p) : ∃q ∈ R
n s.t. ∆i = ∆(q,Γi) for all i}.
(Recall that ∆(q,Γi) := argminκ∈Γi〈q, κ〉.) Clearly, F is a finite set as the number of faces of a
polyhedron is finite.
For each i = 1, . . . , p, denote by mi := #(Γi ∩ Z
n)-the cardinal number of the set Γi ∩ Z
n.
For any c := (c1, . . . , cp) ∈ R
m1 × · · · × Rmp where ci = (ci,κ)κ∈Γi∩Zn, denote
fi(x, ci) :=
∑
κ∈Γi∩Zn
ci,κx
κ ∈ R[x].
For each nonempty set I := {i1, . . . , iq} ⊂ {1, . . . , p} and ∆ := (∆1, . . . ,∆p) ∈ F , we let
FI,∆(x, c) := (fi1,∆i1 (x, ci1), . . . , fiq,∆iq (x, ciq)),
xDFI,∆(x, c) :=
(
xj
∂fi,∆i
∂xj
(x, ci)
)
i∈I, j=1,...,n
and
DI(∆) :=
 (c1, . . . , cp) :

ci = (ci,κ)κ∈Γi∩Zn ∈ R
mi, Γ(fi(x, ci)) = Γi for i = 1, . . . , p,
if x ∈ (R∗)n and if FI,∆(x, c) = 0, then
rank(xDFI,∆(x, c)) = #I
 .
The main result of this section is as follows.
Theorem 4.1. The set ∩I,∆DI(∆) is an open and dense semi-algebraic set in R
m1×· · ·×Rmp ,
where the intersection is taken over all nonempty sets I ⊂ {1, . . . , p} and all ∆ ∈ F .
Proof. Observe that the number of subsets of {1, . . . , p} is finite, F is a finite set, and a finite
intersection of open dense semi-algebraic sets is open dense semi-algebraic. Now the desired
conclusion follows immediately from Propositions 4.1 and 4.2 below. 
Proposition 4.1. For each nonempty set I ⊂ {1, . . . , p}, the set ∩∆∈FDI(∆) is open and
semi-algebraic.
Proof. (Cf. [31, Appendix]; see also [6, Proposition 3.1]). Let I be a nonempty subset of
{1, . . . , p}. By renumbering, we may assume that I = {1, . . . , q} for some q ≤ p. By definition,
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for any (∆1, . . . ,∆p) ∈ F we have
DI(∆1, . . . ,∆p) = DI(∆1, . . . ,∆q)×X
where X := {(cq+1, . . . , cp) : Γ(fi(x, ci)) = Γi for i = q + 1, . . . , p}. Observe that X is an
open (and dense) semi-algebraic subset of Rmq+1 × · · · × Rmp and that X does not depend on
the polyhedra Γi, i = 1, . . . , q. Hence, it suffices to show that ∩(∆1,...,∆q)DI(∆1, . . . ,∆q) is an
open semi-algebraic subset of Rm1 × · · · ×Rmq . In other words, we can assume that q = p, i.e.,
I = {1, . . . , p}.
Consider the projection
π : Rn × Rm1 × · · · × Rmp → Rm1 × · · · × Rmp, (x, c1, . . . , cp) 7→ (c1, . . . , cp),
and the union V ∗ := ∪∆∈FV (∆) where
V (∆) :=
 (x, c1, . . . , cp) :

x ∈ (R∗)n, ci = (ci,κ)κ∈Γi∩Zn ∈ R
mi ,
Γ(fi(x, ci)) = Γi, fi,∆i(x, ci) = 0 for i = 1, . . . , p,
rank(xDFI,∆(x, c)) < p
 .
By definition, W := π(V ∗) is the complement of ∩∆∈FDI(∆) in the set
{(c1, . . . , cp) : ci = (ci,κ)κ∈Γi∩Zn ∈ R
mi , Γ(fi(x, ci)) = Γi for i = 1, . . . , p}.
Observe that the latter set is an open dense semi-algebraic subset of Rm1 × · · · ×Rmp . In light
of Theorem 2.1, W is a semi-algebraic set, and so is ∩∆∈FDI(∆). Furthermore, showing that
∩∆∈FDI(∆) is an open set means to prove that W is a closed set.
Assume by contradiction that W properly contains W, i.e., we can take a point (c01, . . . , c
0
p) ∈
W \W. By definition, then (c01, . . . , c
0
p) ∈ π(V (∆)) for some ∆ := (∆1, . . . ,∆p) ∈ F . In view of
Lemma 2.1, there exists a real analytic curve (ϕ(t), c1(t), . . . , cp(t)) ∈ V (∆) defined on a small
enough interval (0, ǫ) such that limt→0 ci(t) = c
0
i , i = 1, . . . , p. Let us expand ϕj(t), j = 1, . . . , n,
and ci(t), i = 1, . . . , p, in terms of the parameter, say
ϕj(t) = x
0
j t
qj + higher order terms in t,
ci(t) = c
0
i + higher order terms in t,
where x0j 6= 0 and qj ∈ Q. Let q := (q1, . . . , qn) and
∆˜i := ∆(q,∆i) for all i = 1, . . . , p.
We have ∆˜ := (∆˜1, . . . , ∆˜p) ∈ F . In fact, if q = 0, then ∆˜ = ∆ and there is nothing to prove.
So, assume that q 6= 0. By definition, we can find a vector q0 ∈ Rn such that ∆i = ∆(q
0,Γi)
for all i. If ∆i = Γi for all i, then it is clear that ∆˜ ∈ F . Otherwise, we have q
0 6= 0 and
I ′ := {i ∈ {1, . . . , p} : ∆i 6= Γi} 6= ∅. Then for each i ∈ I
′, there exists εi > 0 such that for
any q˜ with ‖q˜ − q0‖ ≤ εi it holds that
∆(q˜,Γi) ⊂ ∆(q
0,Γi) = ∆i.
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Set ε := mini∈I′ εi > 0 and q˜ := q
0 + ε q
‖q‖
. Clearly ∆(q˜,Γi) ⊂ ∆i. Hence ∆(q˜,Γi) = ∆(q˜,∆i).
Moreover, for any κ ∈ ∆i, we have
〈q˜, κ〉 = 〈q0, κ〉+
ε
‖q‖
〈q, κ〉 ≥ di +
ε
‖q‖
d˜i,
where we put di := minκ′∈Γi〈q
0, κ′〉 and d˜i := minκ′∈∆i〈q, κ
′〉. Observe that the equality happens
if and only if κ ∈ ∆˜i, which yields ∆˜i = ∆(q˜,∆i). Therefore ∆˜i = ∆(q˜,Γi) and so ∆˜ ∈ F .
On the other hand, a simple calculation shows that
fi,∆i(ϕ(t), ci(t)) = fi,∆˜i(x
0, c0i )t
di + higher order terms in t,
ϕj(t)
∂fi,∆i
∂xj
(ϕ(t), ci(t)) = x
0
j
∂f
i,∆˜i
∂xj
(x0, c0i )t
di + higher order terms in t,
where x0 := (x01, . . . , x
0
n) ∈ (R
∗)n. As (ϕ(t), c1(t), . . . , cp(t)) ∈ V (∆) for all t ∈ (0, ǫ), we
get easily that (x0, c01, . . . , c
0
p) ∈ V (∆˜) ⊂ V
∗. Thus (c01, . . . , c
0
p) ∈ W, which contradicts the
assumption (c01, . . . , c
0
p) ∈ W \W. 
Proposition 4.2. For each nonempty set I ⊂ {1, . . . , p} and each ∆ ∈ F , DI(∆) contains an
open dense semi-algebraic set in Rm1 × · · · × Rmp .
Proof. As in the proof of Proposition 4.1, we may assume that I = {1, . . . , p}. Furthermore,
observe that for any (c1, . . . , cp) ∈ DI(∆), all those ci,κ, with κ ∈ (Γi∩Z
n)\∆i and i = 1, . . . , p,
can be replaced by any nonzero real numbers and the resulting (c1, . . . , cp) still belongs to
DI(∆). Consequently, without loss of generality, we may assume that ∆i = Γi for all i. In other
words, we need to show that the set
DI(Γ) =
 (c1, . . . , cp) :

ci = (ci,κ)κ∈Γi∩Zn ∈ R
mi , Γ(fi(x, ci)) = Γi for i = 1, . . . , p,
if x ∈ (R∗)n and if F (x, c) = 0, then
rank(xDF (x, c)) = p
 ,
contains an open dense semi-algebraic set in Rm1 × · · · × Rmp, where we put
F (x, c) := (f1(x, c1), . . . , fp(x, cp)),
xDF (x, c) :=
(
xj
∂fi
∂xj
(x, ci)
)
i=1,...,p, j=1,...,n
.
It is clear that if there exists an index i0 such that mi0 = 1 (i.e., fi0(x, ci0) is a monomial),
then {fi0(x, ci0) = 0} ⊂ {x1 · · ·xn = 0} for ci0 6= 0; hence (R
∗)m1 × · · · × (R∗)mp ⊂ DI(Γ) and
the problem is trivial. So in what follows we will assume that mi > 1 for every i = 1, . . . , p.
Let Γ1+ · · ·+Γp be the Minkowski sum and set d := dim(Γ1+ · · ·+Γp). By [19, Exercises of
page 48], there exist q1, . . . , qn ∈ Zn, with det(q1, . . . , qn) = 1, and d1, . . . , dn−d ∈ R such that
the set Γ1 + · · ·+ Γp is contained in the affine space
L := {κ ∈ Rn : 〈qj, κ〉 = dj, j = 1, . . . , n− d}.
We need the following lemma.
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Lemma 4.1. For each i ∈ {1, . . . , p} there exist dij , j = 1, . . . , n− p, such that Γi ⊂ Li, where
Li := {κ ∈ R
n : 〈qj, κ〉 = dij, j = 1, . . . , n− d},
i.e., Γi is contained in an affine space which is parallel to L.
Proof. For each index i = 1, . . . , p, choose κi ∈ Γi. Fix an index i and set dij := 〈q
j, κi〉 for
j = 1, . . . , n−d. Take any κ ∈ Γi with κ 6= κ
i. By definition, γ :=
∑p
k=1 κ
k and γ′ := γ+(κ−κi)
belong to the set Γ1 + · · ·+ Γp. We have for all j = 1, . . . , n− d,
〈qj, κ− κi〉 = 〈qj, γ′ − γ〉 = 〈qj, γ′〉 − 〈qj, γ〉 = dj − dj = 0,
and so 〈qj, κ〉 = 〈qj, κi〉 = dij. Consequently, κ ∈ Li. The lemma is proved. 
For each j = 1, . . . , n, let us write qj := (qj1, . . . , qjn) and set A := (qij)i,j=1,...,n. Consider the
following change of coordinates
x1 = u
q11
1 . . . u
q(n−d)1
n−d . . . u
qn1
n ,
...
...
...
xn = u
q1n
1 . . . u
q(n−d)n
n−d . . . u
qnn
n .
(1)
It follows from Lemma 4.1 that for each κ ∈ Γi ∩ Z
n, we have Aκ = (di1, . . . , di(n−d), γκ), for
some γκ ∈ Z
d. So in the system of coordinates u1, . . . , un, the polynomial fi(x, ci) has the form
udi11 . . . u
di(n−d)
n−d
∑
κ∈Γi∩Zn
ci,κu
′γκ ∈ R[u], (2)
where u′ = (un−d+1, . . . , un). Set
gi(u
′, ci) =
∑
κ∈Γi∩Zn
ci,κu
′γκ ∈ R[u′]. (3)
Since A is an integer matrix and det(A) = 1, the monomial map (1) admits a unique monomial
inverse map, given by A−1. Hence the system f1(x, c1) = · · · = fp(x, cp) = 0 has solutions in
(R∗)n if and only if the system g1(u
′, c1) = · · · = gp(u
′, cp) = 0 has solutions in (R
∗)d. There are
two cases to consider:
Case 1: d < p. Consider the semi-algebraic map
G : (R∗)d × Rm1 × · · · × Rmp → Rp, (u′, c1, . . . , cp) 7→ (g1(u
′, c1), . . . , gp(u
′, cp)).
For i = 1, . . . , p, let κi ∈ Γi ∩ Z
n. Then the Jacobian matrix DG of G contains the following
diagonal matrix
∂G
∂(c1,κ1 , . . . , cp,κp)
=
u
′γ
κ1 0
. . .
0 u′γκp
 ,
which has rank p because of u′ ∈ (R∗)d. Hence DG is of rank p, which yields G ⋔ {0} (in Rp).
By Theorem 2.2, the set
P1 := {c := (c1, . . . , cp) ∈ R
m1 × · · · × Rmp : G(·, c) ⋔ {0}}
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is an open dense semi-algebraic set in Rm1×· · ·×Rmp . Since d < p, the map G(·, c) : (R∗)d → Rp
is transverse to {0} if and only if ImG(·, c) ∩ {0} = ∅. We deduce, for each c ∈ P1, that
{G(·, c) = 0} ∩ (R∗)d = ∅, and hence {F (·, c) = 0} ∩ (R∗)n = ∅. This implies that P1 ⊂ DI(Γ).
Case 2: d ≥ p. We first remark that we may assume that d = n. In fact, suppose that d < n
and fix c := (c1, . . . , cp). Under the change of coordinates (1), the polynomials fi(x, ci) ∈
R[x] and gi(u
′, ci) ∈ R[u
′] have the forms (2) and (3), respectively. Recall that F (x, c) =
(f1(x, c1), . . . , fp(x, cp)) and G(u
′, c) = (g1(u
′, c1), . . . , gp(u
′, cp)). We have seen that F (x, c) = 0
has solutions in (R∗)n if and only if G(u′, c) = 0 has solutions in (R∗)d.
For any κ ∈ Zn, let κ = (κ1, . . . , κn). By a direct calculation, in the system of coordinates
u1, . . . , un, the matrix xDF (x, c) has the form(
udi11 . . . u
di(n−d)
n−d
∑
κ∈Γi∩Zn
κlci,κu
′γκ
)
i=1,...,p, l=1,...,n
. (4)
Furthermore, let u′DG(u′, c) denote the matrix(
u′j
∂gi
∂u′j
(u′, ci)
)
i=1,...,p, j=n−d+1,...,n
then we can see that
u′DG(u′, c) =
( ∑
κ∈Γi∩Zn
(
n∑
l=1
qj,lκl
)
ci,κu
′γκ
)
i=1,...,p, j=n−d+1,...,n
.
Observe that the columns of u′DG(u′, c) are linear combinations of the columns of the matrix( ∑
κ∈Γi∩Zn
κlci,κu
′γκ
)
i=1,...,p, l=1,...,n
,
which has the same rank as the matrix in (4) for any u ∈ (R∗)n. As the monomial map (1)
admits a unique monomial inverse map, consequently, we have
{x ∈ (R∗)n : F (x, c) = 0 and rank(xDF (x, c)) < p} 6= ∅
if and only if
{u′ ∈ (R∗)d : G(u′, c) = 0 and rank(u′DG(u′, c)) < p} 6= ∅.
But G(u′, c) is a polynomial map in d variables, therefore, the problem is reduced to the case
d = n.
From now on, we assume that d = n. For each i = 1, . . . , p, let vi1, . . . , viri be the vertices of
Γi. Note that ri > 1 for every i by the assumption mi > 1. Let
wij := vij − viri for j = 1, . . . , ri − 1.
Lemma 4.2. We have
rank{w11, . . . , w1(r1−1), . . . , wp1, . . . , wp(rp−1)} = dim(Γ1 + · · ·+ Γp).
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Proof. Let a, b be two arbitrary points of Γ1+ · · ·+Γp. There exist a
i, bi ∈ Γi, i = 1, . . . , p, such
that
a = a1 + · · ·+ ap,
b = b1 + · · ·+ bp.
Observe that
ai =
ri∑
j=1
λijv
ij, with λij ≥ 0 and
ri∑
j=1
λij = 1,
bi =
ri∑
j=1
µijv
ij, with µij ≥ 0 and
ri∑
j=1
µij = 1.
Hence
bi − ai =
ri∑
j=1
(µij − λij)v
ij =
ri−1∑
j=1
(µij − λij)v
ij + (µiri − λiri)v
iri
=
ri−1∑
j=1
(µij − λij)v
ij −
ri−1∑
j=1
(µij − λij)v
iri
=
ri−1∑
j=1
(µij − λij)w
ij.
Consequently, b − a =
∑p
i=1(b
i − ai) is a linear combination of vectors wij. Since a, b can be
chosen arbitrarily, the lemma follows. 
Now we will prove Proposition 4.2 (Case 2 with d = n) by induction on p, the number of
polynomials. In what follows, ci,j stands for the coefficient of the monomial x
vij in fi(x, ci).
Firstly, let p = 1 and consider the semi-algebraic map
Φ: (R∗)n × Rm1 → Rn+1, (x, c1) 7→
(
x1
∂f1
∂x1
(x, c1), . . . , xn
∂f1
∂xn
(x, c1), f1(x, c1)
)
.
The Jacobian matrix DΦ of Φ contains the following matrix
∂Φ
∂(c1,1, . . . , c1,r1)
=
(
xv
11
v11 · · · xv
1(r1−1)v1(r1−1) xv
1r1v1r1
xv
11
· · · xv
1(r1−1) xv
1r1
)
,
where v1j (j = 1, . . . , r1) are written as column vectors. The rank of
∂Φ
∂(c1,1, . . . , c1,r1)
is equal
to the rank of the following matrix
M1 :=
(
v11 · · · v1(r1−1) v1r1
1 · · · 1 1
)
.
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By some linear operations on the columns of M1, we obtain the following matrix with the same
rank
M2 :=
(
v11 − v1r1 · · · v1(r1−1) − v1r1 v1r1
0 · · · 0 1
)
=
(
w11 · · · w1(r1−1) v1r1
0 · · · 0 1
)
.
In light of Lemma 4.2, we know that
rank{w11, . . . , w1(r1−1)} = dimΓ1 = d = n.
Hence rankM2 = n + 1, and so rank(DΦ) = n + 1. Consequently Φ ⋔ {0} (in R
n+1). By
Theorem 2.2, the set
P2 := {c1 ∈ R
m1 : Φ(·, c1) ⋔ {0}}
is an open dense semi-algebraic set in Rm1 . Observe that the map Φ(·, c1) : (R
∗)n → Rn+1 is
transversal to {0} if and only if ImΦ(·, c1) ∩ {0} = ∅. Hence, for c1 ∈ P2, we have {Φ(·, c1) =
0} = ∅. Consequently, P2 ⊂ DI(Γ), which completes the proof for the case p = 1.
Now assume that p > 1. By induction, for each l = 1, . . . , p, the set DI\{l}(Γ) contains an
open dense semi-algebraic set Ul in R
m × · · · × Rmp. Consider the semi-algebraic map
Ψ: (R∗)n × (U1 ∩ · · · ∩ Up)× (R
p − {0}) → Rn × Rp,
(x, c1, . . . , cp, λ) 7→
( p∑
i=1
λix∇fi(x, ci), f1(x, c1), . . . , fp(x, cp)
)
,
where, for simplicity of notation, we let
x∇fi(x, ci) :=
(
x1
∂fi
∂x1
(x, ci), . . . , xn
∂fi
∂xn
(x, ci)
)
.
Note that if (x, c, λ) ∈ Ψ−1(0), then λ1 · · ·λp 6= 0. In fact, if λl = 0 for some l, then∑
i 6=l λix∇fi(x, ci) = 0, which contradicts the fact that
(c1, . . . , cp) ∈ U1 ∩ · · · ∩ Up ⊂ Ul ⊂ DI\{l}(Γ).
The Jacobian matrix DΨ of Ψ contains the matrix
M3 :=
∂Ψ
∂[(c1,1, . . . , c1,r1), . . . , (cp,1, . . . , cp,rp)]
=
(
A · · · B
)
,
where
A :=

λ1x
v11v11 · · · λ1x
v1(r1−1)v1(r1−1) λ1x
v1r1 v1r1
xv
11
· · · xv
1(r1−1) xv
1r1
0 · · · 0 0
... · · ·
...
...
0 · · · 0 0
 ,
21
and
B :=

λpx
vp1vp1 · · · λpx
vp(rp−1)vp(rp−1) λpx
vprpvprp
0 · · · 0 0
0 · · · 0 0
... · · ·
...
...
xv
p1
· · · xv
p(rp−1)
xv
prp
 .
Here, vij are written as column vectors.
If (x, c, λ) ∈ Ψ−1(0), we know that λix
vij 6= 0 for i = 1, . . . , p, and j = 1, . . . , ri. Hence, M3
has the same rank with the matrix
M4 :=

v11 · · · v1(r1−1) v1r1 · · · vp1 · · · vp(rp−1) vprp
1 · · · 1 1 · · · 0 · · · 0 0
0 · · · 0 0 · · · 0 · · · 0 0
... · · ·
...
... · · ·
... · · ·
...
...
0 · · · 0 0 · · · 1 · · · 1 1
 .
By some linear operations on the columns of M4, we obtain
M5 :=

v11 − v1r1 · · · v1(r1−1) − v1r1 v1r1 · · · vp1 − vprp · · · vp(rp−1) − vprp vprp
0 · · · 0 1 · · · 0 · · · 0 0
0 · · · 0 0 · · · 0 · · · 0 0
... · · ·
...
... · · ·
... · · ·
...
...
0 · · · 0 0 · · · 0 · · · 0 1

=

w11 · · · w1(r1−1) v1r1 · · · wp1 · · · wp(rp−1) vprp
0 · · · 0 1 · · · 0 · · · 0 0
0 · · · 0 0 · · · 0 · · · 0 0
... · · ·
...
... · · ·
... · · ·
...
...
0 · · · 0 0 · · · 0 · · · 0 1
 .
Rearranging the columns of M5, we get
M6 :=

w11 · · · w1(r1−1) · · · wp1 · · · wp(rp−1) v1r1 · · · vprp
1 0
0
. . .
0 1
 .
In view of Lemma 4.2, we have
rank{w11, . . . , w1(r1−1), . . . , wp1, . . . , wp(rp−1)} = d = n.
So rankM6 = n + p on Ψ
−1(0). Thus DΨ is of maximal rank on Ψ−1(0), namely Ψ ⋔ {0} (in
Rn+p). Note that U1 ∩ · · · ∩ Up is an open dense semi-algebraic set in R
m1 × · · · × Rmp . This,
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together with Theorem 2.2, implies that the set
P3 := {c ∈ U1 ∩ · · · ∩ Up : Ψ(·, c, ·) ⋔ {0}}
is open dense semi-algebraic in Rm1 ×· · ·×Rmp . Since Ψ(·, c, ·) : (R∗)n× (Rp−{0})→ Rn×Rp
is a map between two manifolds of same dimension, the transversality condition implies that
Ψ(·, c, ·) is a local diffeomorphism on (Ψ(·, c, ·))−1(0) for each c ∈ P3.
Let c ∈ P3. If (Ψ(·, c, ·))
−1(0) 6= ∅, there exists (x, λ) ∈ (R∗)n × (Rp − {0}) such that
Ψ(x, c, λ) = 0. Note that, for every t ∈ R \ {0}, Ψ(x, c, tλ) = 0. So Ψ(·, c, ·) is not a local
diffeomorphism at (x, λ), which is a contradiction. Hence (Ψ(·, c, ·))−1(0) = ∅. Consequently,
c ∈ DI(Γ). Therefore, P3 ⊂ DI(Γ), which ends the proof of the proposition. 
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