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Abstract
Given an n-by-n matrix A and a fixed perturbation matrix E, the effect of the linear per-
turbations A+ tE, t ∈ C, on certain spectral properties of A is analyzed. Specially the effect
of the structure of E on these properties is investigated. A geometric framework for spectral
analysis of A+ tE is developed to achieve this goal which also leads to a better understanding
of the sensitivity of eigenvalues and spectral decompositions of A.
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1. Introduction
The spectral analysis of a holomorphic family A(t), t ∈ C, of matrices has been
investigated extensively (see, for example, [3,13]). It is well known that the eigen-
values of A(t) are branches of one or several analytic functions having at most al-
gebraic singularities and are everywhere continuous on C. Further, the number of
distinct eigenvalues remains the same for all t ∈ C, except for some exceptional
points which form a closed discrete subset of C. It is also well known that if 0 is an
exceptional point of A(t) then there exists at least one eigenvalue λ of A := A(0)
which splits. If λ1(t), . . . , λr (t) are the (0, λ)-group eigenvalues, that is, the totality
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of the eigenvalues of A(t) generated from splitting of the eigenvalue λ, then the
total multiplicity of these eigenvalues is equal to the multiplicity of the eigenvalue
λ. The (0, λ)-group is further divided into several cycles consisting of distinct ele-
ments and eigenvalues in each cycle can be developed from λ by Laurent–Puiseux
series.
The results stated above roughly summarize the effect of analytic perturbations
on the spectrum of A. Since the one parameter family A+ tE, t ∈ C, is a special
class of holomorphic perturbation, further refinements of the above results have been
obtained by Moro et al. [17] and Ma et al. [16] by analyzing the influence of the
structure of E on the splitting behaviour of multiple eigenvalues of A. The spectral
analysis of the family A+ tE, t ∈ C, has been studied extensively by Chatelin [5]
for numerical determination of eigenvalues and recently by Chatelin et al. [6] in the
context of backward error analysis of approximate eigenvalues.
Geometry based analysis of perturbed eigenvalues has been gaining wide accep-
tance among applied scientists—pseudospectra is a case in point (see, for example,
[9,12,15,20,23–25]). Owing to the special nature of the perturbations A+ tE, t ∈
C, it is to be expected that the -pseudospectrum of A may fail to give specific
information about the effect of these perturbations on the spectral properties of A.
Simoncini [22] proposed that the analysis of perturbed eigenvalues based on level
sets of the spectral radius function r(E(A− zI)−1), which are akin to pseudospectra
of matrices, may be more accurate than their -pseudospectra counterpart. However,
the effectiveness of this approach has not been fully investigated. It is interesting
to note here that unlike the -pseudospectra, the level sets of the spectral radius
function may not enclose all eigenvalues of A (see, [22, Fig. 3.2, pp. 358]). So the
natural questions are: Why some eigenvalues are not enclosed by some/all level sets
of the spectral radius function? How to characterize those eigenvalues? What is the
implication of this phenomenon in the evolution of eigenvalues and spectral decom-
positions of A+ tE as t varies in the complex plane? So far these issues have not
been investigated. It is also not clear how these issues can be analyzed within the
framework of the available tools.
To address these issues, we develop a geometric framework by refining the ap-
proach proposed by Simoncini [22]. We consider the level sets of a unique sub-
harmonic extension φ(z) of the spectral radius function r(E(A− zI)−1) and
demonstrate its utility in analyzing the sensitivity of eigenvalues and spectral decom-
positions under linear perturbation A+ tE. We show that our geometric approach
naturally leads to a classification of eigenvalues of A with respect to E into three
distinct groups such that the eigenvalues in each group evolve in a distinct manner
under the perturbation A+ tE as t varies in C. While analyzing the eigenvalues of
A+ tE the effort, so far, has been focused on the eigenvalues of A which split as the
perturbation A+ tE is switched on—which is no doubt a dominant case. However,
the structure of E may be such that some eigenvalues (including multiplicity) of A
may remain unaffected for some or all t ∈ C. To illustrate this fact we consider an
example.
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Example 1.1. Let A := diag(A1, A2, A3) and E := diag(E1, E2, E3), where
A1 :=
[
2 1
0 2
]
, A2 :=
[−1 1
0 4
]
,
A3 :=
[
3 0
0 1
]
, E2 :=
[
0 1
0 0
]
, E3 :=
[
1 1
1 1
]
and E1 is a 2-by-2 zero matrix. Then the eigenvalues of A are 2, −1, 4, 3, 1 and
the eigenvalues of A+ tE are 2, −1, 4, 2 + t +√1 + t2, 2 + t −√1 + t2.
This example shows that the spectrum σ(A) of A is decomposed into three dis-
joint subsets, namely, σ(A) = σ∞(A,E) ∪ σf (A,E) ∪ σu(A,E) with σ∞(A,E)
:= {2}, σ f (A,E) := {−1, 4} and σu(A,E) := {1, 3} such that the effect of the
perturbations A+ tE, t ∈ C, on each of these sets is different. It is evident that
the eigenvalue 2 remains insensitive to the perturbation A+ tE in the sense that it
remains in the spectrum of A+ tE and its algebraic multiplicity remains constant
for all t ∈ C. We call such an eigenvalue infinitely stable with respect to E.
On the other hand, the eigenvalues in σf (A,E) are also eigenvalues of A+ tE
for all t ∈ C, however, unlike in the previous case, the algebraic multiplicities of
these eigenvalues are no longer constants for all t ∈ C. For t = −4/3 the eigenvalue
1 ∈ σu(A,E)moves and coalesces with−1 at−1 thereby increasing the multiplicity
of −1 from 1 to 2. Similarly, for t = 3/4 the eigenvalue 3 ∈ σu(A,E) moves and
coalesces with 4 at 4 so that the multiplicity of 4 increases from 1 to 2. But the
multiplicity of −1 (resp., 4) remains constant for all |t | < 4/3 (resp., |t | < 3/4).
Thus, the eigenvalues in σf (A,E) are finitely stable with respect to E in the sense
that each λ ∈ σf (A,E) remains in the spectrum of A+ tE and the algebraic multi-
plicity remains constant only up to a certain magnitude of t. Once the magnitude of
t exceeds this critical value, an eigenvalue µ ∈ σu(A,E) moves and coalesces with
λ at λ thereby increasing the multiplicity of λ. This critical value of t is determined
by the geometric separation of λ from the rest of the spectrum.
Finally, as is evident, the eigenvalues in σu(A,E) move with t continuously.
Thus the eigenvalues in σu(A,E) are unstable with respect to E in the sense that
each eigenvalue λ moves with t and/or the algebraic multiplicity of λ changes as the
perturbation is switched on.
The crux of the matter is that these are the only three possibilities by which eigen-
values of A are affected by the perturbations A+ tE, t ∈ C. This naturally raises
the following questions: How to characterize these various stable and unstable eigen-
values? Are the eigenvalues in some of these groups related to the eigenvalues that
are left out by the level sets of φ(z)? It is of great theoretical importance to know all
possible cases by which the eigenvalues of A+ tE evolve as t varies in the complex
plane. We undertake a comprehensive analysis of all these issues in the geometric
framework developed in this paper. The main highlights of the present paper are as
follows.
192 R. Alam, S. Bora / Linear Algebra and its Applications 364 (2003) 189–211
• We classify eigenvalues of A with respect to E into infinitely stable, finitely stable
and unstable eigenvalues and provide various characterizations.
• We analyze the effect of the linear perturbations A+ tE, t ∈ C, on spectral de-
compositions of A. Specifically, we introduce the concepts of dissociation and
geometric separation of eigenvalues of A with respect to E and characterize sen-
sitivity of spectral decompositions of A.
• We introduce a geometric framework for spectral analysis of the family A+ tE,
t ∈ C. The methodology so developed can be efficiently used to analyze various
sensitivity issues associated with eigenvalues and spectral decompositions of A
graphically.
The evolution of unstable eigenvalues of A under the perturbations A+ tE, t ∈ C,
has been further analyzed in [1]. A detailed account of the sensitivity of eigenvalues
and spectral decompositions of A under linear as well as general perturbation can be
found in [4].
Notation. The set of complex matrices of size n is denoted by Cn×n. For A ∈ Cn×n,
we denote by σ(A), ρ(A) and r(A) the spectrum, the resolvent set and the spec-
tral radius of A, respectively. The resolvent operator of A is given by R(A, z) :=
(A− zI)−1, z ∈ ρ(A). The closed and open balls in C will be denoted by B[z, r]
and B(z, r), respectively, that is,
B[z, r] := {w ∈ C : |w − z|  r} and B(z, r) := {w ∈ C : |w − z| < r}.
2. A geometric framework for spectral analysis
Let A and E be complex n-by-n matrices. In this section, we develop an ap-
propriate geometric framework for spectral analysis of A+ tE, t ∈ C, which takes
into account the influence of the structure of E. For this purpose, we proceed as
follows.
For z ∈ C,we define sepE(z,A), the separation of z fromA with respect toE, by
sepE(z,A) := min{|t | : z ∈ σ(A+ tE)}.
Thus sepE(z,A) is the smallest value of |t | for which z is an eigenvalue of A+
tE. The quantity sepE(z,A) is also referred to as the backward error of z when z is
regarded as a perturbed eigenvalue of A for the perturbations A+ tE, t ∈ C [6]. It
is evident that for z ∈ ρ(A), we have
sepE(z,A) = (r(ER(A, z)))−1.
Vesentini [2] proved that if f is an analytic function from a domain D of C into
a Banach algebra A, then z → r(f (z)) and z → log r(f (z)) are subharmonic on
D. This immediately shows that the functions r(ER(A, z)) and log r(ER(A, z)) are
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both subharmonic on ρ(A). Further, the following result shows that r(ER(A, z)) is
nonconstant on open subsets of ρ(A) unless it is identically equal to zero.
Proposition 2.1. For the spectral radius function r(ER(A, z)), z ∈ ρ(A), exactly
one of the following holds:
(a) The function r(ER(A, z)) is nonconstant on open subsets of ρ(A).
(b) The matrix ER(A, z) is nilpotent for all z ∈ ρ(A).
Proof. Suppose that there exists an open subset U of ρ(A) such that r(ER(A, z)) =
c for all z ∈ U where c /= 0. Since U ⊂ ρ(A), sepE(z,A) = 1/c for all z ∈ U.
Let z0 ∈ U. Then z0 ∈ σ(A+ t0E) for some t0 ∈ C with |t0| = 1/c. Let {tn} ⊂ C
be such that tn → t0 and |tn| < 1/c for all n ∈ N. Then there exists n0 such that
σ(A+ tnE) ∩ U /= ∅ for all n  n0. Let zn ∈ σ(A+ tnE) ∩ U, n  n0. Then for
each n  n0, sepE(zn, A) < 1/c which is impossible as zn ∈ U. Therefore we must
have c = 0. Then log r(ER(A, z)) = −∞ for all z ∈ U. Since U being open has
nonzero capacity (see [2] or [18] for definition and more details on capacity), by
Cartan’s theorem (see, [18, pp. 65, Theorem 3.5.1]) log r(ER(A, z)) is identically
equal to −∞ for all z ∈ ρ(A). Hence r(ER(A, z)) is identically equal to 0. This
completes the proof. 
Note that the set of singularities of r(ER(A, z)) is a subset of σ(A). There-
fore, although ρ(A) is the natural domain of subharmonicity of the function z −→
r(ER(A, z)), in some cases, it may be possible to extend r(ER(A, z)) subharmoni-
cally to some points of σ(A). Let
Dφ := ρ(A) ∪ {λ ∈ σ(A) : lim sup
z→λ, z∈ρ(A)
r(ER(A, z)) <∞}.
Define φ : Dφ −→ R by
φ(z) :=
{
r(ER(A, z)), if z ∈ ρ(A),
lim sup
w→z, w∈ρ(A)
r(ER(A,w)), if z ∈ Dφ \ ρ(A).
Then φ is the unique subharmonic extension of r(ER(A, z)) on Dφ. It is also evident
that φ is nonconstant on open subsets of Dφ unless it is identically equal to zero.
Next, we introduce the notion of -spectrum of A with respect to E. The -spec-
trum of A with respect to E, denoted by σ(A,E), is given by
σ(A,E) :=
{
z ∈ C : φ(z)  −1},
where it is assumed that φ(z) = ∞ for z ∈ C \Dφ. Unlike the -pseudospectrum
(A) [24,25] which is always nonempty, the set σ(A,E) may be empty. This
happens if and only if σ(A) = σ(A+ tE) for all t ∈ C. We refer to [1,4] for more
on this and other related results. We also define
ω(A,E) :=
{
z ∈ C : φ(z) > −1}.
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We mention here that Simoncini [22] considered the set
Sim(A,E) :=
{
z ∈ ρ(A) : r(ER(A, z))  −1}
for analyzing the eigenvalues of A+ tE, t ∈ C. As already mentioned in the intro-
duction, Sim(A,E) may not enclose all eigenvalues of A (see, [22, Fig. 3.2, pp.
358]), in fact, it may even be empty. It is not clear how to explain these phenomena
by sticking to the level sets of r(ER(A, z)). On the other hand, Chatelin et al. [6]
considered the set
(A,E) := {z ∈ C : sepE(z,A)  } = ∪|t |σ (A+ tE)
for backward error analysis of approximate eigenvalues. Evidently, σ(A)⊂(A,E)
for all  > 0. Thus (A,E) may not always be a level set of r(ER(A, z)).
We remark that the -spectrum σ(A,E), which is obviously the −1-level set
of φ(z), also may not enclose all eigenvalues of A (see, Fig. 4). However, unlike
the set Sim(A,E), the boundary of σ(A,E) may contain some eigenvalues of A.
Also σ(A,E) may be a proper subset of (A,E). The crux of the matter is that
the set Sim(A,E) may be too small whereas the set (A,E) may be too big for
the spectral analysis of the family A+ tE, t ∈ C. For an effective analysis what is
required is a set that is neither too small nor too big. Our -spectrum σ(A,E) fits
the bill. We have
Sim(A,E) ⊂ σ(A,E) ⊂ (A,E),
where the inclusion may often be strict. The rest of this section is devoted to ana-
lyzing the structure of the -spectrum σ(A,E) which will play a crucial role in the
subsequent development. The essential difference between σ(A,E) and (A,E) is
given in part (b) of the following theorem.
Theorem 2.1
(a) Suppose that σ(A,E) is nonempty for all  > 0. Then the map  −→ σ(A,E)
is monotone increasing (that is, σ1(A,E) ⊂ σ2(A,E) if 1  2) and contin-
uous.
(b) For  > 0, we have, σ(A,E) = (A,E) \ {λ ∈ σ(A) : φ(λ) < −1}.
Proof. The proof of part (a) is straightforward which can be found in [4]. We
prove part (b). Evidently, if z ∈ C \ (σ(A,E) ∪ σ(A)) then z ∈ ρ(A) and φ(z) <
−1. This implies that sepE(z,A) > . Since, (A,E) = {z : sepE(z,A)  }, we
have z ∈ (A,E)c. Hence (A,E) ⊆ σ(A,E) ∪ σ(A). If λ ∈ σ(A) is not in
σ(A,E) then evidently φ(λ) < −1. So the above inclusion can be written as
(A,E) ⊆ σ(A,E) ∪
{
λ ∈ σ(A) : φ(λ) < −1}.
Since the set union on the right hand side is disjoint, we have
(A,E) \
{
λ ∈ σ(A) : φ(λ) < −1} ⊆ σ(A,E).
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To prove the reverse inclusion, note that if z ∈ σ(A,E) ∩ ρ(A) then sepE(z,A)
 and hence z ∈ (A,E). Thus, we have σ(A,E) ∩ ρ(A) ⊆ (A,E). This,
evidently, implies that σ(A,E) ⊆ (A,E). Since σ(A,E) ∩
{
λ ∈ σ(A) : φ(λ) <
−1
} = ∅, we have
σ(A,E) ⊆ (A,E) \
{
λ ∈ σ(A) : φ(λ) < −1}.
Hence the proof. 
The decomposition (A,E) = σ(A,E) ∪
{
λ ∈ σ(A) : φ(λ) < −1} of
(A,E) into disjoint subsets plays a crucial role in the spectral analysis of the
family A+ tE, t ∈ C. Here are some basic properties of σ(A,E).
Theorem 2.2
(a) If σ(A,E) /= ∅ then σ(A,E) is the closure of ω(A,E). Further, for the
boundary points, we have σ(A,E) ⊂ ω(A,E) =
{
z ∈ C : φ(z) = −1}.
(b) If σ(A,E) /= ∅ then σ(A,E) does not have isolated points and each compo-
nent contains at least one eigenvalue of A in its interior.
Proof. (a) If σ(A,E) /= ∅ then φ(z) is nonconstant on open subsets of Dφ. Since
ω(A,E) ⊂ σ(A,E) and σ(A,E) is, evidently, a closed set, the closure of
ω(A,E) is a subset of σ(A,E). Let L :=
{
z ∈ Dφ : φ(z) = −1
}
. It is evident
that ω(A,E) is an open subset of C. Hence it has empty intersection with its
boundary. On the other hand, σ(A,E) is a disjoint union of ω(A,E) and L.
Therefore, the boundary of ω(A,E) is clearly a subset of L. To prove the con-
verse, we suppose that z0 ∈ L. Let r > 0 be such that B[z0, r] ⊂ Dφ. Since φ is
nonconstant on open subsets of Dφ, by the maximum principle for subharmonic
functions, there exists z(r) such that |z(r)− z0| = r and φ(z0) < φ(z(r)). So by
choosing a monotone decreasing sequence (rn) of positive numbers such that rn → 0
as n→∞, we can construct a sequence (zn) such that |zn − z0| = rn and φ(zn) >
φ(z0) = −1. This implies that (zn) is a sequence in ω(A,E) and zn → z0 as n→
∞. This proves that L = ω(A,E). Hence σ(A,E) is the closure of ω(A,E) and
σ(A,E) ⊂ ω(A,E) =
{
z : φ(z) = −1}.
(b) Since φ is subharmonic and nonconstant on open subsets of Dφ, the desired
result follows. 
If the matrices A and E are in block upper or lower triangular form with cor-
responding blocks being of the same size then σ(A,E) has a particularly simple
form.
Proposition 2.2
(a) Let
A :=
[
A1 A12
0 A2
]
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and E := diag(E1, E2), where dimAi = dimEi. Then σ(A,E) = σ(A1, E1)
∪ σ(A2, E2).
(b) Let A := diag(A1, A2) and
E :=
[
E1 E12
0 E2
]
,
where dimAi = dimEi. Then σ(A,E) = σ(A1, E1) ∪ σ(A2, E2).
Similar results hold when A is block lower triangular and E is block diago-
nal or A is block diagonal and E is block lower triangular. In particular, if A :=
diag(A1, A2, . . . , Am) and E := diag(E1, E2, . . . , Em) with dimAi = dimEi then
we have σ(A,E) = ∪mj=1σ(Aj , Ej ). This shows that if A and E have special
structure then σ(A,E) can be computed efficiently by solving smaller subproblems.
We refer to the graph of the function φ : Dφ −→ R as the spectral portrait of A
with respect to E and denote it by S(A,E), that is,
S(A,E) := {(z, φ(z)) : z ∈ Dφ}.
Thus, with respect to real coordinates, S(A,E) is a surface in R3. Since by con-
vention φ(z) = ∞ whenever z ∈ C \Dφ, it follows that σ(A,E) is the −1-level
set of S(A,E). Since φ is subharmonic on Dφ, the surface S(A,E) has certain spe-
cial properties. For example, S(A,E) cannot have peaks on ρ(A), however, it may
have sinks on Dφ. Whenever S(A,E) sinks on Dφ the -spectra σ(A,E) become
multiply connected for certain values of  > 0. To illustrate this fact, we consider
the Bessel matrix
A :=


−1 b1
−b1 0 b2
−b2 . . . . . .
.
.
.
.
.
. bn−1−bn−1 0


where bj := −1/
√
4j2 − 1, j = 1, . . . , n− 1. The matrix A is simple having com-
plex eigenvalues which are zeros of Bessel polynomial and lie along a curve in C
which is symmetric with respect to the real axis [21]. We plot S(A,E) and σ(A,E)
for the rank one perturbation E := e1et1 of A, where e1 = [1, 0, . . . , 0]t.
Fig. 1 plots the surface S(A,E) for n = 25 in log10-scale. The sinks in the surface
indicate that the -spectra σ(A,E) are multiply connected for certain values of
 > 0. This is evident from the Fig. 2 which plots σ(A,E) for some values of .
The regions enclosed by the contours with  > 1.0 correspond to sinks of the surface
S(A,E) and hence the corresponding -spectra σ(A,E) exclude these regions.
We show that the spectral portrait S(A,E) provides an effective geometric frame-
work for the spectral analysis of A+ tE, t ∈ C, and that various sensitivity issues
associated with eigenvalues of A can be read off from the surface S(A,E).
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Fig. 1. The spectral portrait S(A,E) of the Bessel matrix for n = 25 in log10-scale.
Fig. 2. The -spectra of the Bessel matrix for n = 25 in log10-scale showing that σ(A,E) is multiply
connected. The regions enclosed by the contours with  > 1.0 correspond to sinks of S(A,E) and are not
part of the corresponding -spectra.
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3. Stability of spectral decompositions, dissociation and geometric separation
of eigenvalues
In this section, we analyze structural similarity of A and A+ tE. It is well
known [7,26–28] that the Jordan canonical forms of matrices vary discontinuously
under perturbation. We therefore consider spectral decompositions that block di-
agonalize A and analyze their stability under the perturbation A+ tE as t varies
in the complex plane. Stability of spectral decompositions under general perturba-
tion has been analyzed by Demmel [7]. Also for Hamiltonian matrices, the stability
of Hamiltonian Schur forms under general as well as linear Hamiltonian pertur-
bation has been considered in [14]. In what follows, we provide a complete charac-
terization of stability of spectral decompositions of A under the linear perturbation
A+ tE.
By a spectral decomposition of A we mean a pair of matrices (X,D) such
that A = XDX−1 and D = diag(A1, . . . , Am), where Aj ∈ Cmj×mj and σ(Ai) ∩
σ(Aj ) = ∅ for i /= j. If X = [X1, . . . , Xm] and Y := (X−1)∗ = [Y1, . . . , Ym], the
partitioning of X and Y being conformal with that of D, then the columns of Xi
(resp., Yi) span the right (resp., left) invariant subspace of A corresponding to
σ(Ai). Further, Pi := XiY ∗i is the spectral projection associated with A and
σ(Ai).
Evidently, specifying a spectral decomposition of A is equivalent to specifying a
decomposition of the spectrum σ(A) (by a decomposition of σ(A) we mean σ(A) =
∪mj=1σj and σi ∩ σj = ∅ for i /= j ). We, therefore, specify a spectral decomposition
of A by either specifying a pair of matrices or by a decomposition of the spectrum
σ(A). We denote the set of spectral decompositions of A by Eid(A).
Let p(t, z) := det(zI − (A+ tE)) be the characteristic polynomial of A+ tE.
Since p(t, z) is monic in z, we have
p(t, z) = p1(t, z)k1p2(t, z)k2 · · ·pr(t, z)kr ,
where p1, . . . , pr are monic in z, irreducible and relatively prime in the polynomial
ring C[t, z]. The multiple points of the perturbations A+ tE, t ∈ C, are those t ∈ C
for which the polynomial
q(t, z) := p1(t, z)p2(t, z) · · ·pr(t, z)
has a multiple root (see, [3,13]).
Let M(A,E) denote the set of multiple points of A+ tE, t ∈ C. Then M(A,E)
is at most a finite set (see, for example, [4]) and at a multiple point t0 the number
of distinct eigenvalues of A+ tE decreases because of coalescence of eigenvalues
of A+ tE at t0. In this section, we introduce the notion of geometric separation
and dissociation of eigenvalues of A with respect to E and analyze sensitivity of
eigenvalues and spectral decompositions of A.
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Definition 3.1. The dissociation of λ ∈ σ(A) from the rest of the spectrum σ(A)
with respect to E, denoted by dissE(λ), is the smallest value of |t | for which the
eigenvalue λ coalesces with another eigenvalue as A→ A+ tE.
Equivalently, dissE(λ) is the smallest value of |t | for which an element of the
(0, λ)-group eigenvalues of A+ tE, that is, the group of eigenvalues of A+ tE
generated from the splitting of λ as the perturbation is switched on, coalesces with
an element of (0, µ)-group eigenvalues of A+ tE for some µ ∈ σ(A). Evidently,
dissE characterizes the magnitude of t up to which certain spectral properties of A
vary continuously with respect to the linear perturbations A+ tE, t ∈ C. We have
the following result whose proof is immediate.
Proposition 3.1. Let λ ∈ σ(A) and let (t) denote the (0, λ)-group eigenvalues of
A+ tE. Then the total algebraic multiplicity of eigenvalues in(t) remains constant
and is equal to the algebraic multiplicity of λ for |t | <  if and only if  < dissE(λ).
Thus {t ∈ C : |t | < dissE(λ)} is the largest open ball on which the map t → P(t) is
continuous, where P(t) is the spectral projection associated with A+ tE and (t).
We remark that dissE(λ) also depends on the matrix A which we do not show for
notational simplicity. If necessary, we write dissE(λ,A) instead of dissE(λ) to show
the dependence on A. Also, dissE(λ) may be infinite for some eigenvalues of A.
However, if dissE(λ) <∞ then there exists t0 ∈ M(A,E) such that dissE(λ) = |t0|.
Further, dissE(λ) may not be the smallest absolute value of the multiple points of
A+ tE, t ∈ C, as the following example shows.
Example 3.1. Let
A :=

1 0 01 2 0
0 1 2

 and E :=

1 0 00 0 1
0 1 0

 .
Then p(t, z) = (z− 1 − t)((z− 2)2 − t (1 + t)) = q(t, z), σ (A+ tE) := {1 + t,
2 +√t (1 + t), 2 −√t (1 + t)} and M(A,E) = {0, −1, 1/3}. The eigenvalue 1
moves along the line z = 1 + t and the eigenvalue 2 moves along the branch z =
2 −√t (1 + t) and for t = 1/3 they coalesce at 4/3. Note that at no other multiple
points the eigenvalues 1 and 2 coalesce. Thus the dissociation of 1 and 2 with respect
to E is 1/3.
It is evident that if two close eigenvalues of A are unstable with respect to E (in
the sense described in Introduction) then the eigenvalues may be highly sensitive
to the perturbation A+ tE when considered individually since a small value of |t |
may make them coalesce. However, in such a case the eigenvalues when considered
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together may be far less sensitive. Thus the sensitivity of a group of eigenvalues of A
is characterized by its dissociation from the rest of the spectrum σ(A) which is de-
fined as before: ‘If σ ⊂ σ(A) then the dissociation of σ, denoted by dissE(σ), is the
smallest value of |t | such that an eigenvalue λ ∈ σ and an eigenvalue µ ∈ σ(A) \ σ
move and coalesce as A→ A+ tE’.
Note that the notion of dissociation is intimately linked with spectral decompo-
sitions of A. For example, dissE(σ) implicitly assumes the spectral decomposition
σ(A) = σ ∪ (σ (A) \ σ). Thus dissE(σ) also characterizes sensitivity of the above
spectral decomposition. More generally, if σ(A) = ∪mj=1σj is a spectral decomposi-
tion ofA then its sensitivity is characterized by dissE(σ1, . . . , σm)which is defined to
be the smallest value of |t | such that an eigenvalue λi ∈ σi and an eigenvalue λj ∈ σj
move and coalesce as A→ A+ tE for some i /= j. This immediately proves the
following.
Proposition 3.2. Let σ(A) = ∪mj=1σj be a spectral decomposition of A. Then
dissE(σ1, σ2, . . . , σm) = min
1jm
dissE(σj ).
As is evident, the notion of dissociation provides a characterization of the stability
of spectral decompositions. Roughly speaking, stability of a spectral decomposition
of A ensures that up to a certain magnitude of t the decomposition also holds for
A+ tE.
Definition 3.2. Let  > 0. A spectral decomposition (X,D) ∈ Eid(A) is said to
be -stable with respect to E if there exists a spectral decomposition (X(t), D(t)) ∈
Eid(A+ tE) such that the maps t → X(t) and t → D(t) are continuous for |t |  .
Equivalently, a spectral decomposition σ(A) = ∪mj=1σj is -stable with respect to
E if there exists a spectral decomposition σ(A+ tE) = ∪mj=1σj (t) such that the map
t → Pj (t) is continuous for |t |  ,where Pj (t) is the spectral projection associated
with A+ tE and σj (t). Since {t ∈ C : |t |  } is compact it is easy to see that Pj (t)
is similar to Pj (0) for j = 1, 2, . . . , m. It is also easy to see that dissE(σ) is the
minimum over all  such that the spectral decomposition σ(A) = σ ∪ (σ (A) \ σ) is
not -stable. This proves the following.
Proposition 3.3. The spectral decomposition σ(A) = ∪mj=1σj is -stable if and
only if  < dissE(σ1, . . . , σm). Thus A+ tE admits a spectral decomposition
σ(A+ tE) = ∪mj=1σj (t) with σj (0) = σj such that the map t → σj (t) is continu-
ous for all |t | < dissE(σj ) and j = 1, 2, . . . , m.
If σ(A) = σ1 ∪ σ2 is a spectral decomposition then it is possible that the eigen-
values in σ1 may never coalesce with eigenvalues in σ2, that is, dissE(σ1, σ2) = ∞.
This is illustrated by considering A := diag(1, 1, 2) and E := diag(−1,−1,−1).
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Evidently, we have dissE(1) = ∞. Note that σ(A+ tE) = {1 − t} ∪ {2 − t} and the
spectral projections of A+ tE corresponding to the eigenvalues 1 − t and 2 − t are
continuous for all t ∈ C—as expected.
Next, we introduce the notion of geometric separation of eigenvalues of A with
respect to E. Recall that every component of σ(A,E) contains at least one eigen-
value of A. Thus given a spectral decomposition σ(A) = ∪mi=1σi, for sufficiently
small values of , the components of σ(A,E) containing eigenvalues from σi are
disjoint from those components containing eigenvalues from σj for i /= j. These
components continuously sweep out larger and larger areas in the complex plane for
increasing values of . A necessary condition for an eigenvalue λi ∈ σi to coalesce
with an eigenvalue λj ∈ σj for some i /= j is that the components of σ(A,E) to
which λi and λj belong should coalesce. The geometric separation gsepE(λ) of an
eigenvalue λ from the rest of σ(A) with respect to E is the smallest value of  for
which a component of σ(A,E) containing λ coalesces with another component of
σ(A,E). More generally, we have the following.
Definition 3.3. Let σ be a nonempty subset of σ(A). Then the geometric separation
of σ from the rest of σ(A) with respect to E, denoted by gsepE(σ), is given by
gsepE(σ) := min{ : σ(A,E) has a component  having nonempty intersections
with σ and σ(A) \ σ }.
Note that gsepE also depends on A. We write gsepE(σ,A) instead of gsepE(σ)
whenever it is necessary to show the dependence on A. It is evident that gsepE can
be read off from the level curves of the spectral portrait S(A,E). Also note that
dissE characterizes condition for coalescence of eigenvalues of A whereas gsepE
characterizes condition for coalescence of components of σ(A,E) with respect to
the perturbations A+ tE, t ∈ C. This shows that
gsepE(σ)  dissE(σ).
The above inequality may often be strict. This may happen for unstable eigenvalues of
A which can be seen by considering A := diag(1, 1, 2) and E := diag(−1,−1,−1).
We have already seen that dissE(1) = ∞. Since A and E are diagonal, we have
σ(A,E) = B[1, ] ∪ B[2, ]. The smallest value of  for which the balls B[1, ]
and B[2, ] coalesce is 1/2. Thus gsepE(1) = 1/2. This shows that gsepE(1) <
dissE(1). However, we show that
dissE(λ) = gsepE(λ)
whenever λ is a stable (that is, either finitely stable or infinitely stable with respect
to E) eigenvalue of A.
We emphasize here that gsepE is more than just a lower bound of dissE. In fact,
a complete analysis of the effect of A+ tE on σ(A) requires knowledge of both
dissE and gsepE. This is due to the fact that σ(A) consists of stable and/or unstable
eigenvalues. While a comprehensive analysis of unstable eigenvalues requires the
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knowledge of dissE, the geometric separation gsepE is essential for analyzing stable
eigenvalues.
From the definition of gsepE, it follows that if σ(A) = ∪mj=1σj is a spectral de-
composition of A then gsepE(σ1, σ2, . . . , σm) is the smallest value of  for which a
component of σ(A,E) has nonempty intersection with σi and σj for some i /= j.
This proves the following.
Proposition 3.4. Let σ(A) = ∪mj=1σj be a spectral decomposition of A. Then
gsepE(σ1, σ2, . . . , σm) = min1jm gsepE(σj ).
Recall that ω(A,E) :=
{
z ∈ C : φ(z) > −1}. We say that a spectral decompo-
sition σ(A) = σ1 ∪ σ2 decomposes σ(A,E) (resp., ω(A,E)) if each component
of σ(A,E) (resp., of ω(A,E)) has nonempty intersection with only one of σ1
and σ2. It is evident that if the spectral decomposition σ(A) = σ1 ∪ σ2 decomposes
σ(A,E) then  < gsepE(σ1, σ2) and hence σ(A) = σ1 ∪ σ2 is -stable with respect
to E. The following proposition gives some equivalent formulations of gsepE.
Proposition 3.5. Let σ ⊂ σ(A) and assume that σ(A,E) /= ∅ for  > 0.
(a) Then gsepE(σ) =  if and only if the spectral decomposition σ(A) = σ ∪
(σ (A) \ σ) decomposes ω(A,E) but not σ(A,E).
(b) Let G denote the set of closed curves  in Dφ such that σ ⊂ Int ∪  and
(σ (A) \ σ) ∩ Int = ∅. Then
gsepE(σ) = sup
∈G
(
sup
z∈
φ(z)
)−1
.
Proof. The proof of part (a) is evident. We prove part (b). Let ∈ G and supz∈ φ(z)
> −1. Then no component of σ(A,E) contains eigenvalues from both σ and
σ2 := σ(A) \ σ. Therefore  < gsepE(σ) and hence
sup
∈G
(
sup
z∈
φ(z)
)−1
 gsepE(σ).
Suppose that the above inequality is strict. Let  := gsepE(σ). Then the spectral
decomposition σ(A) = σ ∪ σ2 decomposes ω(A,E).
If φ(λ)  −1 for λ ∈ σ then σ lies in ω(A,E)c. Let  ∈ G be such that  ∩
ω(A,E) = ∅ and  ∩ ω(A,E) /= ∅. Then we have supz∈ φ(z) = −1—a con-
tradiction.
On the other hand, if φ(λ) > −1 for some λ ∈ σ then there exists a compo-
nent  of ω(A,E) such that λ ∈  and  ∩ σ2 = ∅. Again, let  ∈ G be such that
 ∩ ω(A,E) = ∅ and  ∩  /= ∅. Then supz∈ φ(z) = −1 which is again a con-
tradiction. 
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Note that the sensitivity of a spectral decomposition of A with respect to the
perturbation A+ tE is strongly influenced by a particular choice of decomposition
of the spectrum σ(A). However, an optimal choice of spectral decomposition of A
which is -stable with respect to the perturbation A+ tE is provided by σ(A,E).
Theorem 3.1. (i) Suppose that σ(A,E) has m components 1, . . . ,m. Let σj :=
σ(A) ∩ j and σ0 := σ(A) ∩ σ(A,E)c. Then the spectral decomposition
σ(A) = ∪mj=0σj is -stable with respect to E.
Moreover, there is a spectral decomposition (S(t), D(t)) ∈ Eid(A+ tE) such
that for |t |  , the matrix D(t) is of the form diag(A0(t), A1(t), . . . , Am(t)) with
σ(A0(t)) = σ0 and σ(Aj (t)) = σ(A+ tE) ∩ j for j = 1, 2, . . . , m.
(ii) A spectral decomposition σ(A) = ∪mj=1σj is -stable with respect to E if
each component of σ(A,E) has nonempty intersection with exactly one of the sets
σ1, . . . , σm, that is, if  < gsepE(σ1, σ2, . . . , σm).
Proof. (i) It is evident that ∪mj=0σj is a spectral decomposition of A and that  <
gsepE(σ0, σ1, . . . , σm). Hence the spectral decomposition σ(A) = ∪mj=0σj is
-stable.
Since σ(A) = ∪mj=0σj is -stable, there is a spectral decomposition (S(t),D(t)) ∈
Eid(A+ tE) such that the maps t → S(t) and t → D(t) are continuous on B[0, ]
and D(t) = diag(A0(t), A1(t), . . . , Am(t)) with σ(Aj (0)) = σj , j = 0, 1, . . . , m.
Since σj ⊂ j , we have σ(Aj (t)) = σ(A+ tE) ∩ j /= ∅ for |t |   and j = 1,
2, . . . , m. Now, let U be an open set containing σ0 such that U ∩ σ(A,E)c = ∅.
Since ρ(A) ∩ U ⊂ ρ(A+ tE) for |t |  , we have σ(A0(t)) = U ∩ σ(A+ tE) =
σ0 for |t |  .
(ii) Since  < gsepE(σ1, σ2, . . . , σm)  dissE(σ1, σ2, . . . , σm) the desired result
follows. 
We end this section with a characterization of the largest open disk on which
spectral projections of A+ tE are holomorphic. Let  be a rectifiable simple closed
curve in ρ(A) which isolates σ from the rest of σ(A) and let ∂ := {t ∈ C : |t | <
(supz∈ r(ER(A, z)))−1}. Then ∂ is the largest known [5] open disk of analyticity
of the spectral projection P(t) associated with A+ tE and (t) := σ(A+ tE) ∩
Int. It is evident that ∂ ⊂ {t ∈ C : |t | < gsepE(σ)}. Recall that gsepE(σ) is the
smallest value of  for which a component of σ(A,E) containing an eigenvalue
from σ coalesces with a component of σ(A,E) containing eigenvalues from σ(A) \
σ. Therefore, if  < gsepE(σ) then there is a closed curve  which isolates σ from
the rest of σ(A) such that  ⊂ ρ(A+ tE) for all |t |  . This proves the following.
Proposition 3.6. Let σ ⊂ σ(A) and σ(t) be the group of eigenvalues of A+ tE
generated from σ as the perturbation is switched on. Then the maps
t −→ P(t) and t −→ trace((A+ tE)P (t))
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are analytic for all |t | < gsepE(σ), where P(t) is the spectral projection of A+ tE
associated with σ(t).
Although, the geometric separation of σ from the rest of σ(A) determines a do-
main of analyticity of P(t) which is an improvement over the known domain ∂, it,
however, may not be the largest open disk on which P(t) is analytic. A character-
ization of the largest open disk of analyticity of P(t) is provided by the dissociation
of σ from the rest of σ(A). Before we prove this fact, we prove the following result
which is of independent interest.
Proposition 3.7. Let λ ∈ σ(A) and let (t) be the (0, λ)-group eigenvalues of A+
tE for |t | < dissE(λ,A). Then we have the following.
(a) If |t | < dissE(λ,A) then dissE((t), A+ tE)  dissE(λ,A)− |t |. The equal-
ity holds for some |t | < dissE(λ,A).
(b) If |t | < gsepE(λ,A) then gsepE((t), A+ tE)  gsepE(λ,A)− |t |. The
equality holds for some |t | < gsepE(λ,A).
Proof. (a) If dissE(λ,A) = ∞ then there is nothing to prove. So, assume that
dissE(λ,A) <∞. Let σ(t) := σ(A+ tE) \ (t) and |t0| < dissE(λ,A). Set  :=
dissE(λ,A) and 0 := dissE((t0), A+ t0E). Then for some |t1| = 0 an eigenvalue
in (t0) and an eigenvalue in σ(t0) move and coalesce, that is, (t0 + t1) ∩ σ(t0 +
t1) /= ∅. This shows that λ and an eigenvalue value from σ(A) \ {λ} move and co-
alesce as A→ A+ (t0 + t1)E. Hence   |t0 + t1|  0 + |t0|. Note that  = |w|
for some w ∈ M(A,E). Thus, if arg(t0) = arg(w) then in such a case we have
 = 0 + |t0|.
(b) Assume that gsepE(λ,A) <∞. Set  := gsepE(λ,A). Then the spectral de-
composition σ(A) = {λ} ∪ (σ (A) \ {λ}) decomposes ω(A,E) but not σ(A,E).
Therefore, there is a component 1 of ω(A,E) such that 1 ∩ (t1) /= ∅ for some
|t1| =  and 1 ∩ (t) = ∅ for all |t | < .
Set 0 := gsepE((t0), A+ t0E).Then the spectral decompositionσ(A+ t0E) =
(t0) ∪ σ(t0) decomposes ω0(A+ t0E,E) but not σ0(A+ t0E,E). Hence there
is a component 2 of ω0(A+ t0E, E) such that 2 ∩ (t0 + t2) /= ∅ for some|t2| = 0 and 2 ∩ (t0 + t) = ∅ for all |t | < 0. This shows that the totality of
eigenvalues in σ(t) remains disjoint from (t) for |t − t0| < 0 and its closure has
nonempty intersection with (t) for t = t0 + t2. Hence   |t0 + t2|  0 + |t0|. If
arg(t0) = arg(t1) then in such a case we have the equality. 
Similar results hold for dissE(σ,A) and gsepE(σ,A). Next, we show that the
largest open disks of analyticity of the spectral projections of A+ tE are determined
by dissE.
Theorem 3.2. Let σ ⊂ σ(A) and σ(t) be the group of eigenvalues of A+ tE gen-
erated from σ as the perturbation is switched on. Let P(t) be the spectral projection
associated with A+ tE and σ(t). Then the map t −→ P(t) is analytic for |t | < 
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if and only if  < dissE(σ). In particular, the map t −→ trace((A+ tE)P (t)) is
analytic for |t | < dissE(σ).
Proof. To prove the result, it is enough to show that P(t) is analytic in a neighbour-
hood of every |t0| < dissE(σ). Let  := dissE(σ,A) and |t0| < . Then there exists
0 such that B(t0, 0) ⊂ B(0, ). Replacing 0 by a smaller number, if necessary, we
can assume that 0 < gsepE(σ(t0), A+ t0E). Then for |t | < 0, the spectral projec-
tion P(t0 + t) associated with A+ t0E + tE and σ(t0 + t) is analytic. Hence P(t)
is analytic for all t ∈ B(t0, 0). 
4. Analysis of stable eigenvalues
In order to undertake a finer analysis of the effect of the perturbation A+ tE on
σ(A), we classify eigenvalues of A with respect to the perturbation matrix E and
provide various characterizations. Recall that the set of singularities of the function
z −→ r(ER(A, z)), z ∈ ρ(A), is a subset of σ(A). Whenever this inclusion is strict,
the eigenvalues λ of A for which lim supz→λ, z∈ρ(A)r(ER(A, z)) <∞, have special
stability properties.
Definition 4.1. (i) Let  > 0. An eigenvalue λ ∈ σ(A) is said to be -stable (with
respect to E) if λ ∈ σ(A+ tE) and the algebraic multiplicity of λ remains constant
for |t |  . An eigenvalue λ ∈ σ(A) is said to be stable if it is -stable for some
 > 0. An eigenvalue λ ∈ σ(A) is said to be unstable if λ is not stable.
(ii) An eigenvalue λ ∈ σ(A) is said to be infinitely stable (in short, ∞-stable) if
λ is -stable for all  > 0, that is, λ ∈ σ(A+ tE) and the algebraic multiplicity of λ
is constant for all t ∈ C. An eigenvalue λ ∈ σ(A) is said to be finitely stable if λ is
-stable for some  > 0 but not ∞-stable.
We denote the set of stable eigenvalues of A with respect to E by σ s(A,E)
and the set of unstable eigenvalues of A by σu(A,E). Then σ(A) = σ s(A,E) ∪
σu(A,E) is a decomposition of σ(A) into disjoint subsets. Further, we denote the
set of ∞-stable eigenvalues of A by σ∞(A,E) and the set of finitely stable eigen-
values of A by σf (A,E). Then σ s(A,E) = σf (A,E) ∪ σ∞(A,E) is a decom-
position of σ s(A,E) into disjoint subsets. Thus the spectrum σ(A) is decomposed
into three disjoint subsets consisting of finitely stable, infinitely stable and unstable
eigenvalues with respect to E:
σ(A) = σf (A,E) ∪ σ∞(A,E) ∪ σu(A,E).
It is possible that some of these sets may be empty for some E. The following the-
orem gives a characterization of -stable eigenvalues of A with respect to E. Recall
that B(λ, δ) := {z ∈ C : |z− λ| < δ}.
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Theorem 4.1. Let λ ∈ σ(A). Then the following statements are equivalent.
(i) λ is -stable with respect to E.
(ii) There exists δ() > 0 such that σ(A+ tE) ∩ B(λ, δ) = {λ} for |t |  .
(iii) φ(λ) < −1.
(iv) λ ∈ σ(A,E).
Proof. Since λ is -stable, we have A+ tE = A1(t)⊕ A2(t) such that σ(A1(t)) ∩
σ(A2(t)) = ∅ and σ(A1(t)) = {λ} for |t |  .Note thatZ := ∪|t |σ (A2(t)) is com-
pact and λ /∈ Z. Therefore, there is a δ > 0 such that B(λ, δ) ∩ σ(A+ tE) = {λ} for
|t |  .
Next, if B(λ, δ) ∩ σ(A+ tE) = {λ} for |t |   then sepE(z,A) >  for z ∈ B(λ,
δ) \ {λ}. Since B(λ, δ) \ {λ} ⊂ ρ(A), we have φ(z) = r(ER(A, z)) < −1 for z ∈
B(λ, δ) \ {λ}. But φ is subharmonic and nonconstant on open subsets of Dφ, there-
fore, we have φ(λ) < −1.
The implication (iii)⇒(iv) is immediate. Now, if λ ∈ σ(A,E) then there is a
δ > 0 such that B(λ, δ) ∩ σ(A,E) = ∅. Hence B(λ, δ) ∩ σ(A+ tE) = {λ} for
|t |  . Consequently, the algebraic multiplicity of λ as an eigenvalue of A+ tE
is independent of t for |t |  . Hence the proof. 
It follows that if λ ∈ σ∞(A,E) then gsepE(λ) = dissE(λ) = ∞. However, if
dissE(λ) = ∞ then λ need not be ∞-stable. This follows by considering A+ tE :=
diag(1 − t, 2 − t). Then dissE(1) = dissE(2) = ∞. However, if gsepE(λ) = ∞
then λ ∈ σ∞(A,E). In fact, we have the following result whose proof is immediate
in view of Theorem 4.1.
Theorem 4.2. Let λ ∈ σ(A). Then we have the following.
(i) λ ∈ σ∞(A,E) ⇐⇒ gsepE(λ) = ∞ ⇐⇒ φ(λ) = 0 ⇐⇒ λ ∈ σ(A,E) for
all  > 0.
(ii) λ ∈ σf (A,E) ⇐⇒ 0 < φ(λ) <∞ ⇐⇒ λ ∈ σ(A,E) for some (but not all)
 > 0.Further, λ ∈ σf (A,E) if and only if λ ∈ σ s(A,E) and gsepE(λ) <∞.
(iii) λ ∈ σu(A,E) ⇐⇒ φ(λ) = ∞ ⇐⇒ λ ∈ σ(A,E) for all  > 0.
The results in Theorem 4.2 show that the eigenvalues of A can be classified geo-
metrically just by looking at the surface S(A,E). The surface S(A,E) is, in general,
plotted in log-scale so as to capture minor variations. Therefore, it follows that λ ∈
σ(A) is unstable if and only if S(A,E) has a peak rising to infinity at λ. Also λ ∈
σ(A) is infinitely stable if and only if S(A,E) sinks to −∞ at λ. At finitely stable
eigenvalues S(A,E) cannot have peaks owing to subharmonicity of logφ at stable
eigenvalues. However, S(A,E) may sink to a finite value at finitely stable eigen-
values. Thus λ ∈ σ(A) is finitely stable if and only if either S(A,E) sinks to a finite
value or it does not have a peak at λ. These facts are clearly reflected in Fig. 3.
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Fig. 3. The surface S(A,E) in log10-scale showing finitely stable, infinitely stable and unstable eigen-
values of A.
Fig. 3 shows the plot of S(A,E) in log10-scale for the matrices A and E given in
the Example 1.1. In the plot we see that there are peaks rising to∞ at the eigenvalues
1 and 3 which are unstable with respect to E while the surface sinks to −∞ at the
eigenvalue 2 which is an infinitely stable eigenvalue of A. Note that the surface
S(A,E) neither has peaks nor sinks at the eigenvalues −1 and 4 which are finitely
stable with respect to E.
On the other hand, Fig. 4 shows the plot of σ(A,E) in log10-scale for various
values of . This figure shows the values of  rounded to two digits. The region
R1 shaded by dots represents the set σ(A,E) for  = 0.7079. As the value of 
increases to 1.0, the set σ(A,E) increases in size. The union of the regions R1 and
R2, shaded by horizontal lines, constitutes a portion of the set σ(A,E) for  = 1.0.
When  further increases to  = 3.1623, the above figure shows a portion of the -
spectrum consisting of R1 ∪ R2 ∪ R3, where R3 is shaded by slanting lines. From
the plot it follows that the eigenvalues 1 and 3 belong to σ(A,E) for every value of
. The eigenvalue 4 ∈ σf (A,E) remains outside σ(A,E) for all 0 <   0.7079.
However, it belongs to σ(A,E) for  = 1.0. At the same time, the eigenvalue −1 ∈
σf (A,E) does not belong to σ(A,E) for 0 <   1 but −1 ∈ σ(A,E) for  =
3.1623. On the other hand 2 ∈ σ∞(A,E) does not belong to σ(A,E) for all  > 0.
The contours with  > 1.0 indicate sinks of S(A,E) and hence the regions enclosed
by these contours remain outside σ(A,E) for the corresponding values of .
Note that if λ ∈ σ(A) is such that gsepE(λ) <∞ then λ need not be stable.
However, it is evident that λ ∈ σf (A,E) ∪ σu(A,E) if and only if gsepE(λ) <∞.
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Fig. 4. The -spectra σ(A,E) in log10-scale showing that unstable eigenvalues belong to σ(A,E) for
all  > 0 while finitely stable eigenvalues do not belong to σ(A,E) for every  > 0. It also shows that
infinitely stable eigenvalues are left out by σ(A,E) for all  > 0. The regions enclosed by the contours
with  > 1.0 correspond to sinks of S(A,E) and are not part of the corresponding -spectra.
Also note that -stability of λ and the -stability of the spectral decomposition
σ(A) = {λ} ∪ (σ (A) \ {λ}) are not equivalent in general. However, this is the case
if λ is stable with respect to E. In fact, we have the following result whose proof is
immediate.
Proposition 4.1. Let λ ∈ σ s(A,E). Then the following are equivalent.
(i) The eigenvalue λ is -stable.
(ii) The spectral decomposition σ(A) = {λ} ∪ (σ (A) \ {λ}) is -stable.
(iii) dissE(λ) > .
Corollary 4.1. If λ is -stable with respect to E then for |t |  , there exists an
invertible matrix S(t) such that
S(t)−1(A+ tE)S(t) =
[
U(t) 0
0 V (t)
]
,
σ (U(t)) = {λ}, σ (U(t)) ∩ σ(V (t)) = ∅,
and dim(U(t)) = dim(U(0)).
It is evident that Dφ which is the domain of subharmonicity of the function φ is,
precisely, the union of ρ(A) and σ s(A,E), that is, Dφ = ρ(A) ∪ σ s(A,E). Recall
that gsepE gives a lower bound of dissE and, as we have already demonstrated by
example, gsepE may be much smaller than dissE. However, equality holds in certain
special cases.
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Proposition 4.2. If λ ∈ σ s(A,E) then
gsepE(λ)= dissE(λ) =
1
φ(λ)
= sup{ > 0 : λ is -stable}
= inf{|t | : λ ∈ σu(A+ tE,E)}.
Proof. If λ ∈ σ∞(A,E) then the result follows. So, suppose that λ ∈ σf (A,E) and
let 0 := (φ(λ))−1. Since λ ∈ σf (A,E), by Proposition 4.1, we have
dissE(λ) = sup{ : λ is -stable}.
Note that if  < 0 then λ is -stable. Hence dissE(λ) = 0 = (φ(λ))−1.
Again, note that λ ∈ σ0(A,E) and λ ∈ σ(A,E) if  < 0. Hence by definition
of gsepE, we have gsepE(λ) = 0 = (φ(λ))−1.
Next, we show that dissE(λ) = inf{|t | : λ ∈ σu(A+ tE,E)}. Evidently, we have
dissE(λ)  inf{|t | : λ ∈ σu(A+ tE,E)}. Let
S := {t ∈ C : λ ∈ σu(A+ tE,E)}
and (λn) be a sequence in ρ(A) such that λn → λ. Then φ(λn)→ φ(λ) as n→∞.
Since λn ∈ ρ(A), we have sepE(λn,A) = (φ(λn))−1. This shows that
lim
n→∞ sepE(λn,A) = (φ(λ))
−1 = dissE(λ).
Now, there is a sequence (tn) in C such that |tn| = sepE(λn,A) and λn ∈
σ(A+ tnE). Thus |tn| → dissE(λ) as n→∞. Since (tn) is bounded it has a subse-
quence (wn) which converges to, say, t0. Then evidently, λ ∈ σ(A+ t0E) and |t0| =
dissE(λ). Since there is a subsequence (µn) of (λn) such that µn ∈ σ(A+ wnE), it
follows that t0 ∈ S. Hence the proof. 
Corollary 4.2. If λ ∈ σ s(A,E) then λ is -stable if and only if gsepE(λ) > .
Further, if λ ∈ σf (A,E) then λ ∈ σ s(A+ tE,E) for |t | < gsepE(λ) and λ ∈
σu(A+ tE,E) for |t |  gsepE(λ).
Thus the stability region of a finitely stable eigenvalue λ is an open ball in C of
radius gsepE(λ). For ∞-stable eigenvalues it is the whole complex plane C and for
unstable eigenvalues it is {0}.
Proposition 4.3
(a) If λ ∈ σ s(A,E) then λ ∈ σ(A+ tE) for all t ∈ C.
(b) If λ ∈ σ s(A,E) is semisimple then PEP is nilpotent, where P is the spectral
projection associated with A and λ.
Proof. Note that if λ ∈ σ s(A,E) then there exists  > 0 such that λ ∈ σ(A+ tE)
for all |t |  . Therefore f (t) := det(A+ tE − λI) = 0 for all |t |   and hence
f (t) = 0 for all t ∈ C. This proves part (a).
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Let λ ∈ σ(A) be semisimple and P be the spectral projection associated with A
and λ. Then there exists a δ > 0 (see [13, p. 77]) such that for |t | < δ,
λˆ(t) = λ+ α0t + α1t2 + · · · ,
where λˆ(t) is the arithmetic mean of the (0, λ)-group eigenvalues of A+ tE and
σ(PE|R(P )) = {α0}. Since λ ∈ σ s(A,E), we have λˆ(t) = λ all |t | < δ. This imme-
diately yields that α0 = 0, that is, PEP is nilpotent. 
We believe that the result in part (b) of the above proposition may be true with-
out assuming λ to be semisimple. We, therefore, end this paper with the following
conjecture.
Conjecture. λ ∈ σ s(A,E) then PEP is nilpotent,where P is the spectral projection
associated with A and λ.
References
[1] R. Alam, S. Bora, Effect of linear perturbation on spectra of matrices, Linear Algebra Appl.,
submitted for publication.
[2] B. Aupetit, A Primer on Spectral Theory, Springer-Verlag, New York, 1991.
[3] H. Baumgartel, Analytic Perturbation Theory for Matrices and Operators, Birkhäuser, Basel, 1985.
[4] S. Bora, A geometric analysis of spectral stability of matrices and operators, Ph.D. thesis, IIT
Guwahati, 2001.
[5] F. Chatelin, Spectral Approximation of Linear Operators, Academic Press, New York, 1983.
[6] F. Chaitin-Chatelin, V. Tomazou, E. Traviesas, Accuracy assessment for eigencomputations: Variety
of backward errors and pseudospectra, Linear Algebra Appl. 309 (2000) 73–83.
[7] J.W. Demmel, Computing stable eigendecompositions of matrices, Linear Algebra Appl. 79 (1986)
163–193.
[8] E. Gallesty, Computing spectral value sets using the subhamonicity of the norm of rational matrices,
BIT 38 (1998) 22–33.
[9] S.K. Godunov, Modern Aspects of Linear Algebra, American Mathematical Society, Providence,
RI, 1998.
[10] S.K. Godunov, M. Sadkane, Computation of pseudospectra via spectral projectors, Linear Algebra
Appl. 270 (1998) 163–175.
[11] A. Harrabi, Note on pseodospectra of closed operators, Technical Report TR/PA/98/08, CERFACS,
1998.
[12] D. Hinrichsen, B. Kelb, Spectral value sets: a graphical tool for robustness analysis, Syst. Control
Lett. 21 (1993) 127–136.
[13] T. Kato, Perturbation Theory for Linear Operators, Springer, New York, 1976.
[14] M. Konstantinov, V. Mehrmann, P. Petkov, Perturbation analysis of Hamiltonian Schur and block
Schur forms, SIAM Matrix Anal. Appl. 23 (2) (2001) 387–424.
[15] R.A. Lippert, A. Edelman, The computation and sensitivity of double eigenvalues, in: Z. Chen,
Y. Li, C.A. Micchelli, Y. Xu (Eds.), Advances in Computational Mathematics: Proceedings of the
Gaungzhou International Symposium, Dekker, New York, 1999, pp. 353–393.
[16] Y. Ma, A. Edelman, Non-generic eigenvalue perturbations of Jordan blocks, Linear Algebra Appl.
273 (1998) 45–63.
R. Alam, S. Bora / Linear Algebra and its Applications 364 (2003) 189–211 211
[17] J. Moro, J.V. Burke, M.L. Overton, On the Lidskii–Vishik–Lyusternik perturbation theory for eigen-
values of matrices with arbitrary Jordan structure, SIAM J. Matrix Anal. Appl. 18 (4) (1997) 793–
817.
[18] T. Ransford, Potential Theory in the Complex Plane, Cambridge University Press, Cambridge, MA,
1995.
[19] S.C. Reddy, L.N. Trefethen, Pseudospectra of the convection–diffusion operator, SIAM J. Appl.
Math. 54 (1994) 1634–1649.
[20] L. Reichel, L.N. Trefethen, Eigenvalues and pseudo-eigenvalues of Toeplitz matrices, Linear Alge-
bra Appl. 162 (1992) 153–185.
[21] H. Ruthishauser, On test matrices, Coll. Int. du Centre National de la Recherche Scientific, No. 165,
Prog. en. Math. Num., 7-14, 1966, Besancon, 1968, 349-365.
[22] V. Simoncini, Remarks on non-linear spectral perturbation, BIT 39 (1999) 350–365.
[23] L.N. Trefethen, A.E. Trefethen, S.C. Reddy, T.A. Driscol, Hydrodynamic stability without eigen-
values, Science 261 (1993) 578–584.
[24] L.N. Trefethen, Pseudospectra of linear operators, SIAM Rev. 39 (1997) 383–406.
[25] L.N. Trefethen, Pseudospectra of matrices, in: D.F. Grifiths, G.A. Watson (Eds.), Numerical Analy-
sis, Longman, London, 1992, pp. 234–266.
[26] J.H. Wilkinson, The Algebraic Eigenvalue Problem, Oxford University Press, London, 1965.
[27] J.H. Wilkinson, Sensitivity of eigenvalues, Utilitas Mathematica 25 (1984) 5–76.
[28] J.H. Wilkinson, Sensitivity of eigenvalues II, Utilitas Mathematica 30 (1986) 243–286.
