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Résumé  L'algorithme présenté permet une estimation rapide de la valeur moyenne d'images fortement bruitées mettant en
oeuvre une surfae maillée et une tehnique de MCS ne néessitant auun paramètre à régler dans le ritére à minimiser.
Abstrat  We present an algorithm whih allows one to obtain a fast estimation of mean value of strong noisy images. The
mean value image is modelized by linear lattie surfae whih is optimized by SCM without parameters to be tuned by user.
La quasi-totalité des méthodes de traitement d'images,
qu'il s'agisse de restauration, segmentation, détetion ou
estimation, utilise naturellement des hypothèses oner-
nant les images à traiter. Par exemple, des modélisations
des variations des niveaux de gris, sur la orrélation des
pixels ou sur le type de bruit présent dans l'image, sont
introduits an de tirer au mieux parti de l'information
ontenue dans l'image.
Dans le but de limiter la omplexité des algorithmes, de
nombreuses méthodes de traitement d'image font l'hypo-
thèse que les niveaux de gris moyens présents dans l'image
à traiter peuvent être dérits par une fontion onstante
par moreaux. C'est-à-dire que tous les pixels de l'image
peuvent être regroupés en régions plus ou moins grandes,
les niveaux de gris de haque région étant alors onsidérés
omme aléatoires et dérits par une densité de probabilité
(ddp) donnée, dont le paramètre de moyenne est iden-
tique pour tous les pixels de la région. Les méthodes qui
déoulent de ette hypothèse, peuvent présenter des per-
formanes optimales tant que les données suivent le mod-
èle supposé. Plus ou moins robustes à une inadéquation
de modèle, les performanes baissent à mesure que l'éart
au modèle roît (sur-segmentation, taux de fausse alarme
en augmentation, qualité de restauration ou estimation,
et).
Le but de es travaux est de onsidérer une modéli-
sation des niveaux de gris plus générale, permettant de
tenir ompte plus nement, qu'un modèle d'hypothèse
uniforme, des variations des niveaux de gris. Pour ela
on s'intéressera au as d'un modèle ontinu, linéaire par
moreaux dérit par un maillage à mailles triangulaires.
Dans le but par exemple de réaliser une opération de
débruitage, 'est-à-dire la possibilité de déterminer la valeur
moyenne de l'image observée, on onstate que la solu-
tion proposée par l'estimation au sens du maximum de
vraisemblane (MV) du maillage triangulaire fournit une
voie de reherhe intéressante [1℄.
Il est aisé de onstater que la volonté d'obtenir une esti-
mation de la valeur moyenne d'une image bruitée à partir
d'un maillage régulier onduit à un ompromis. En eet,
l'emploi de larges mailles favorise évidemment le lissage de
la solution alors qu'il nuit fortement à la restitution des
détails. Inversement, la solution onsistant à employer
de petites mailles permet de garder les détails de l'image,
mais dans e as la solution obtenue lisse moins les u-
tuations du bruit.
Une solution proposée dans [1℄ onsiste à employer des
mailles relativement petites d'une part et d'ajouter une
ontrainte de régularité sur les lignes de niveaux de la so-
lution reherhée d'autre part. Les résultats obtenus sont
satisfaisants, mais les solutions sont par nature dépen-
dantes des valeurs des diérents paramètres liées aux ter-
mes de ontraintes.
La solution proposée dans e papier permet d'aboutir,
sans paramètre à régler dans le ritère à optimiser, à un
maillage dont la topologie est adaptée aux détails de l'image
tout en tenant ompte du bruit. Le but est d'obtenir des
mailles de grandes dimensions et des arêtes plaées telles
qu'elles puissent dérire les détails le plus dèlement pos-
sible.
1 Complexité Stohastique
Le prinipe de minimisation de la omplexité stohas-
tique
1
(MCS) introduit par Rissanen [2℄ est une voie in-
téressante pour répondre au problème diile qu'est l'esti-
mation de l'ordre de modèle. En eet, le prinipe de la
MCS a par exemple été mis en oeuvre dans le adre de la
segmentation d'images en deux régions homogènes [3, 4℄ et
1
Prinipe aussi onnu sous le nom de MDL (Minimum Desrip-
tion Length)
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plus réemment dans le as du partitionnement automa-
tique d'images en zones homogènes [5℄. Tous es travaux,
de part leurs résultats, ont mis en avant le potentiel de
ette méthode issue de la théorie de l'information.
Le ritère de omplexité stohastique orrespond à la
longueur de ode en nats (1 nats = log(2) bits) néessaire
pour oder sans perte l'image observée X = {x(n)} pour
une modélisation donnée. x(n) étant la valeur au pixel n









orrespond à la longueur de ode
néessaire pour oder tous les niveaux de gris x(n) des pix-
els de l'image. Ces niveaux de gris sont onsidérés omme
des variables aléatoires indépendantes de densité de prob-
abilité xée et de moyenne, en haque pixel, donnée par
s(n;θ, T ). Ce modèle d'image S(n;θ, T ) = {s(n;θ, T )}
fait orrespondre en haque pixel n une interpolation linéaire
entre les noeuds d'un maillage triangulaire de topologie T
(position des noeuds et onnexion entre les noeuds, f.
Fig.1) et dont les valeurs nodales (altitude du noeud on-
sidéré, f. Fig.2d) sont dénies par le veteur θ. Le terme
∆
Modèle
orrespond à la longueur de ode néessaire pour
oder le modèle S. Ce terme de odage se déompose lui-
même en plusieurs termes orrespondant au odage de la
topologie et au odage des valeurs nodales. Comme nous
le verrons dans la setion suivante, e dernier terme ne
dépend que de la topologie T .
2 Termes de odage
2.1 Codage des niveaux de gris
Dans le adre de e papier, les valeurs en niveaux de gris
des pixels sont supposées indépendantes et suivent une loi
de ddp onnue et identique sur toute la surfae de l'image:
P (x(n)|s(n;θ, T ),η) ,
où η réprésente les paramètres de la loi de probabilité
autre que la moyenne s.
Ainsi sous es hypothèses, la quantité d'information (ex-
primée en nats) néessaire pour oder les niveaux de gris
x(n) de tous les pixels supposés indépendants est égale à:
∆
Niveaux de gris
(θ, T ) = −
∑
n∈image
log (P (x(n)|s(n;θ, T ),η)) ,
qui orrespond à l'opposée de la log-vraisemblane de X.
2.2 Codage du maillage
Nous onsidérons dans ette setion le odage d'un mail-
lage triangulaire pouvant être de topologie totalement ar-
bitraire. Pour oder e type de maillage il est néessaire
de oder les positions (i, j) des noeuds du maillage ainsi
que toutes les arêtes reliant les noeuds. Pour nir il faudra
oder les valeurs nodales de haque noeud.
Nous présentons dans ette partie un odage de mail-













Fig. 1: Exemple de maillage dénit par le tableau de
topologie 1 omportant M=12 noeuds, S=33 segments
Tab. 1: Exemple de tableau de topologie
0 (0,0) 1 2 3 0
1 (40,5) 4 2 0 1
2 (30,30) 0 1 4 5 3 0
3 (-10,40) 0 2 5 6 7 3
4 (100,0) 8 5 2 1 4
5 (60,50) 2 4 8 9 10 11 6 3 2
6 (20,60) 3 5 11 7 3
7 (0,80) 3 6 11 7
8 (90,40) 9 5 4 8
9 (100,80) 10 5 8 9
10 (70,85) 11 5 9 10
11 (40,85) 7 6 5 10 11
odage faible (sans être le odage de longueur minimum)
et permettant d'aboutir à des résultats satisfaisants. Rap-
pelons tout d'abord que e que nous herhons ii n'est pas
la détermination du odage lui même mais un moyen de
aluler la longueur du odage minimale.
La topologie d'un maillage triangulaire peut être dérite
par un tableau de topologie dénit par des règles sim-
ples. Chaque ligne du tableau orresponde à la desrip-
tion du polygone de voisinage du noeud numéro de la
ligne, où les noeuds du polygone sont donnés dans l'ordre
trigonométrique. Chaque polygone de voisinage d'un noeud
du bord du maillage ommene par un noeud du bord du
maillage et nit par le noeud numéro de la ligne. Chaque
polygone d'un noeud intérieur au maillage nit par le pre-
mier noeud utilisé pour dénir e polygone.
Ave es règles élémentaires toute topologie de mail-
lage à mailles triangulaires peut-être représentée et ei
pour n'importe quelle numérotation des noeuds du mail-
lage. Pour obtenir un odage plus simple du tableau de
topologie, nous hoisissons la numérotation permettant
d'aboutir à une liste des noeuds, de première apparition
dans le tableau de topologie, dans l'ordre lexiographique.
Un tel exemple de maillage est proposé en gure 1 ave
le tableau de topologie orrespondant tab.1. Dans la g-
ure 1 les liaisons en pointillés orrespondent aux segments
permettant de dénir les bords du maillage.
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Les noeuds soulignés dans le tableau 1 sont eux qui
doivent être fournis pour reonstruire le tableau de topolo-
gie, ainsi que leurs oordonnées lors de leur première ap-
parition (numéro de ligne ou noeud d'un polygone).
La reonstrution du tableau de topologie s'obtient en
onstatant que l'information apportée par un nouveau noeud
donné dans l'ordre trigonométrique fournit 2 segments. Le
premier onnetant le noeud numéro de la ligne et e nou-
veau noeud, et le seond onnetant le nouveau noeud
et son préedent dans la ligne en ours de onstrution.
L'information apportée par un noeud déjà présent or-
respond à 1 segment onnetant le noeud fourni et son
préédent dans la ligne, ou le noeud numéro de la ligne
lorsqu'il est en début de ligne.
Les autres onnexions peuvent être retrouvées par la
onnaissane de la partie supérieure du tableau de topolo-
gie, elle déjà reonstruite. C'est le prinipe du odage
proposé, les noeuds soulignés dans le tableau de topologie
1 fournissent les informations ne pouvant être automa-
tiquement retrouvées dans la partie du tableau déjà re-
onstruite.
Ainsi le odage permettant la reonstrution du tableau
de topologie 1, en utilisant les oordonnées (i, j) et les
numéros des noeuds, orrespond aux informations suiv-
antes :
{ 0(0,0), 1(40,5), 2(30,30), 3(-10,40), 0, 4(100,0), 2, 5(60,50),
3, 6(20,60), 7(0,80), 3, 8(90,40), 5, 9(100,80), 10(70,85),
11(40,85), 6, 7, 7, 9, 10, 11. }
En utilisant une répresentation relative par rapport au
noeud numéro de la ligne et en onstatant que la numéro-
tation des noeuds odés en position est superue, le tableau
de topologie tab.1 peut-être reonstruit à partir de la liste
d'informations suivante :
{ (0,0), (40,5), (30,30), (-10,40), 0, (100,0), 1, (60,50), 1,
(20,60), (0,80), 0, (90,40), 1, (100,80), (70,85), (40,85), 1,
1, 0, 1, 1, 1. }
Finalement, pour oder un maillage triangulaire de topolo-
gie quelonque, ave la méthode présentée préédemment,
il faut oder la dernière liste. Pour expliiter son odage,
qui fait apparaître à la fois des oordonnées et des numéros
de noeuds, nous la séparons en 3 listes:
La première fournit les oordonnées de haque noeuds
du maillage :
Pos={ 0,0, 40,5, 30,30, -10,40, 100,0, 60,50, 20,60, 0,80,
90,40, 100,80, 70,85, 40,85}
La seonde liste orrespond aux numéros des noeuds (don-
nés en relatif par rapport au numéro du noeud de la ligne):
Num={ 0, 1, 1, 0, 1, 1,1,0,1,1,1}.
La dernière liste permet de déterminer si l'information sur
le noeud doit être hoisie parmi la première (Pos) ou la
deuxième liste (Num):
Clk={ 11110101011010111000000}
La liste (Pos) fournit les oordonnées du noeud départ
ainsi que des M − 1 noeuds restant et fournit ainsi 2 ∗
(M − 1) segments du maillage. Il reste alors S − 2 ∗ (M −
1) segments à fournir en odant Card(Num) = S − 2 ∗
(M − 1) numéros de noeud relativement par rapport au
numéro de ligne. Remarquons ii, que e odage relatif
sur les numéros n'implique que des valeurs positives ou
nulles (ii 0 ou 1) ar les lignes du tableau de topologie
sont reonstruites dans l'ordre lexiographique. En eet,
si une onnexion est inonnue, néessitant ainsi l'envoi
d'un numéro de noeud elle ne peut pas faire intervenir
un numéro de noeud inférieure au numéro de la ligne, ar
dans e as la onnexion aurait été déjà réalisée dans la
ligne numéro du noeud et ne serait don pas inonnue.
L'information onernant les bords du maillage est au-
tomatiquement onnue pour de nombreux noeuds du bord
du maillage, en eet par exemple un noeud nouveau fourni
en début de ligne est par dénition un noeud du bord. No-
tons que dans l'exemple utilisé dans l'artile auune infor-
mation supplémentaire est néessaire pour déterminer les
bords du maillage. Pour ne pas alourdir le odage nous
nous limiterons ii à des maillages insrits dans un ret-
angle, ainsi les oordonnées renseignent aussi sur la loal-
isation par rapport aux bords. Cette dernière remarque
permet de onstater que le odage proposé dans e papier
ne peut pas être le odage de longueur minimum puisqu'il
y a redondane d'information.
Pour obtenir une approximation de la longueur de ode
néessaire pour oder la topologie du maillage, nous pro-
posons d'utiliser la longueur moyenne des odes entropiques
pour le odage des positions et des numéros des noeuds.
Pour failiter la présentation du odage de la topologie
du maillage nous avons utilisé les oordonnées absolues
(i, j) pour exprimer les positions des noeuds. Un nouveau
noeud ne pouvant pas se retrouver n'importe où, il est
lassique de le loaliser par rapport à une zone du maillage
prohe et déjà reonstruite. Pour ela nous loaliserons un
nouveau noeud par l'intersetion de deux erles entrés
l'un sur le noeud numéro de la ligne et le seond (e rayon
valant zéro pour un noeud du bord supposé retangle) son
préédent dans la ligne en ours de onstrution.
Nous onsidérons une loi de probabilité exponentielle
pour le odage moyen des rayons des erles. Ainsi la
longueur de ode néessaire pour le odage des positions
des noeuds et d'une partie de la topologie maillage est :
∆
Pos




où ρˆ représente la valeur moyenne des longueurs des seg-
ments du maillage.
La loi de probabilité des éléments de la liste (Num) est
omplexe. Elle est extrêmement piquée en 1 et ne orre-
spond pas à une loi standard. L'utilisation de l'entropie
de Shannon omme longueur de ode moyenne fournit une
longueur de ode moyenne faible et inférieure à 1 nat. An
de simplier le alul des termes de odage nous proposons
de majorer la longueur de ode moyenne néessaire pour
oder un élement de la liste (Num).
Ainsi la longueur de ode minimum onsidéré pour le
odage de la liste (Num) est :
∆
Num
= (S − 2M + 2)× log(2) (3)
La dernière liste (Clk) ne omporte que des 0 et des 1
dont nous onnaissons la proportion. En eet il y a M
valeurs à 1 (nombre de noeuds) et S − 2M + 2 valeurs à
0 pour un total de S −M + 2 élements. La longueur de
ode pour la liste (Clk) est :
∆
Clk
= −(M log(M/(S −M + 2))
+(S − 2M + 2) log((S − 2M + 2)/(S −M + 2))).
(4)
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Le dernier terme intervenant dans la longueur de ode
néessaire pour représenter le maillage orrespond au odage
des valeurs nodales. Nous onsidérons la longueur de
odage proposé par Rissanen [6℄. Cette longueur de ode
ne fait intervenir que le nombre de données intervenant
dans le alul du paramètre. Nous approximerons ii e
nombre de données au nombre de pixels NPoly(m) on-
tenus dans le polygone entourant le noeud onsidéré (m).









Finalement, la longueur de ode minimale représentant












Notons que e terme de odage du modèle ainsi que le
terme de odage des niveaux de gris ne présentent auun
paramètre à régler. Le ritère de MCS ne dépend pas de
l'image onsidérée.
3 Optimisation de la topologie
Pour déterminer la valeur moyenne S au sens de la MCS,
il faut minimiser le ritère (1). Les paramètres de la ddp
η (variane, ordre, et) sont supposés onnus ou aisément
alulable en fontion de T .
An d'éliminer le jeu de paramètres θ nous le rem-
plaçons par son estimée au sens du maximum de vraisem-
blane pour une topologie xée (qui orrespond à l'estimée
au sens de la MCS) : θ̂MV (T ) = θ̂MCS(T ). L'estimation
rapide de θ̂MV (T ) est une lé pour obtenir un algorithme
aboutissant à des temps de aluls réduits, néanmoins,
tout moyen permettant d'obtenir θ̂MV (T ) est utilisable.
La minimisation du ritère de MCS se réduit ainsi à une
optimisation sur la topologie T :
∆ = ∆
Niveaux de gris
(θ̂MV (T ), T ) + ∆Modèle(T ). (7)
Pour ela nous mettons en oeuvre diérentes modiations
de la topologie : déplaements de noeuds, suppressions de
noeuds et basulements d'arêtes.
Partant d'un maillage hexagonal dense et régulier, toute
modiation est aeptée dès lors qu'elle fait déroître le
ritère de MCS (7). La méthode utilisée pour optimser e
ritère reprend le onept utilisé dans [5℄. On proède par
étapes suessives : - Déplaements de noeuds, le nombre
ainsi que les onnexions entre les noeuds étant xés. -
Suppression de noeuds et modiation loale des onnex-
ions pour retrouver une topologie orrete. - Basulement
d'arêtes.
Ormis les déplaements de noeuds, haque modiation
loale du maillage implique une nouvelle optimisation des
valeurs nodales. L'étape de déplaements des noeuds est
elle même basée sur une proédure par étapes. On teste
les déplaements à 1 pixel de tous les noeuds pouvant
être déplaé, et haque étape élementaire de déplaement




Fig. 2: Exemple sur image 256 × 256 synthétique forte-
ment bruitée. (a) référene, (b) référene bruitée 28.1dB,
() exemple de résultat intermédiaire et (d) résultat nal
42dB. Temps de alul 5s sur PC Xeon 3Ghz.
4 Appliation et onlusion
Nous présentons dans e papier des résultats dans le as
d'une ddp gaussienne de puissane σ2 inonnue, onstante
sur toute l'image.
La gure 2 présente la solution obtenue sur une image
synthétique fortement bruitée. Le maillage s'adapte au-
tomatiquement aux informations ontenues dans l'image
en fontion du niveau de bruit. Le temps mis pour traiter
ette image 256 × 256 est de 5s sur un PC Xeon adené
à 3GHz (g-3.4).
Le ritère MCS ne présente auun paramètre à régler et
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