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cp specific heat at constant pressure J/kgK
cv specific heat at constant volume J/kgK
c¯ progress variable -
Da Damko¨hler number -
D3 fractal dimension -
DM mass diffusivity m2/s
DT thermal diffusivity m2/s
f residual gas fraction -
F residual gas correction term -
h convective heat transfer coefficient W/m2K
Ka Karlovitz number -
K Karlovitz stretch factor -
L Markstein length -
Le Lewis number -
xm mass kg
Ma Markstein number -
Nu Nusselt number -
M molar mass kg/mole
p pressure Pa/bar
P power W
Pr Prandtl number -
q heat flux / mass flow rate W/m2 / kg/s
r radius m
R universal gas constant J/molK
Re Reynolds number -
S flame speed m/s
Sn stretched laminar flame speed m/s
Ss unstretched laminar flame speed m/s
t time s
T temperature K
Tw wall temperature K
u burning velocity m/s
un stretched laminar burning velocity m/s
ul unstretched laminar burning velocity m/s
u′ root mean square turbulent velocity m/s
v velocity m/s





α stretch rate / temperature exponent 1/s / -
β pressure exponent -
Σ flame surface density m−1
δ flame thickness m
η efficiency -
ηK Kolmogorov length scale m
γ ratio of specific heats (cp/cv) -
θ crank angle °ca
κ thermal conductivity W/m K
λ air-to-fuel equivalence ratio -
λT Taylor microscale m
λG Gibson length scale m
Λ integral length scale m
µ dynamic viscosity Pa s
ν kinematic viscosity m2/s
ρ density kg/m3
σ density ratio (burned/unburned) -
σ standard deviation -
τ autoignition delay time s
τb burn-up time constant s





cr relating to curvature rate
e entrained gas
l laminar
r relating to rate of production of burned gas





ABDC after bottom dead center
AFR air-to-fuel ratio
ATDC after top dead center
BBDC before bottom dead center
BEV battery electric vehicle
BMEP brake mean effective pressure
BTDC before top dead center
BTE brake thermal efficiency
CCD central composite design
CD coefficient of discharge
CEM controlled evaporator-mixer
CoV Coefficient of Variance
CR compression ratio
DI direct injecion
E85 a mixture 85 vol% ethanol and 15 vol% gasoline
EGR exhaust gas recirculation
EVC exhaust valve closing
EVO exhaust valve opening
FCEV fuel cell electric vehicle
GUEST Ghent University Engine Simulation Tool
IMEP indicated mean effective pressure
IT ignition timing
IVC intake valve closing
IVO intake valve opening
KLSA knock limited spark advance
LDA Laser Doppler Anemometry
LDV Laser Doppler Velocimetry
LHV lower heating value
xiii
MFC mass flow controller
MON motor octane number
MTBE methyl tert-butyl ether
NTC negative temperature coefficient
NTP normal temperature (298 K) and pressure (101325 Pa)
PFI port-fuel injection
PRF primary reference fuel
QD quasi-dimensional
RANS Reynolds-Averaged Navier-Stokes
RCM rapid compression machine
RON research octane number
RSM response surface method
SSD sum of squared differences
TC thermocouple
TDC top dead center





VVT variable valve timing
WOT wide open throttle
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Onze huidige energievoorziening is gebaseerd op fossiele brandstoffen, die stilaan
uitgeput raken. Gezien de groeiende wereldbevolking, toenemende energievraag
per capita en het broeikaseffect, is het duidelijk dat er nood is aan een lange-termijn
alternatief voor de energievoorziening. Dit in het bijzonder voor de transportsector,
die nog steeds extreem afhankelijk is van olie.
Waterstof en elektrificatie van het wagenpark zijn twee benaderingen om het
transport CO2-neutraal te maken, die dezer dagen veel aandacht krijgen. De
lage energiedichtheid van waterstof en batterijen en de hoge gerelateerde
infrastructuurkosten maken het weinig waarschijnlijk dat deze technologiee¨n in
de nabije toekomst competitief worden met vloeibare brandstoffen. Daarentegen
zijn duurzame, vloeibare alcoholen, zoals bio-ethanol en methanol, in grote
mate compatibel met de bestaande tank- en distributie-infrastructuur en zijn ze
makkelijk op te slaan aan boord van een voertuig. Methanol is daarenboven
bijzonder flexibel in termen van productie, daar het kan gesynthetiseerd worden
uit verschillende bronnen zoals eerste en tweede generatie biomassa, afval en
alternatieve fossiele brandstoffen. Verschillende onderzoekers stellen zelfs een
duurzame, CO2-neutrale cyclus voor waarin methanol geproduceerd wordt uit
hernieuwbare waterstof in combinatie met CO2 uit de atmosfeer en rookgassen.
Lichte alcoholen kunnen mits enkele kleine aanpassingen in
vonkontstekingsmotoren gebruikt worden. Verbrandingsmotoren vormen
een duurzame lange-termijn oplossing tegen een fractie van de kost van sommige
andere technologiee¨n. In tegenstelling tot de meeste alternatieve brandstoffen,
laten lichte alcoholen toe het vermogen en rendement van motoren te verhogen,
en de uitstoot van schadelijke emissies te verlagen ten opzichte van benzine.
Experimenteel onderzoek op alcoholmotoren heeft al veelbelovende resultaten
opgeleverd. Toch blijven het volledige potentieel van alcohol en hun impact
op motorregeling onontgonnen terrein. De toenemende complexiteit van de
hedendaagse motoren maken het een R&D ingenieur onmogelijk om intuı¨tief
te snappen hoe nieuwe technologiee¨n en brandstoffen de motorwerking zullen
beı¨nvloeden. Gelukkig kunnen systeemsimulaties van de volledige motor hierbij
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helpen, tenminste als de gebruikte modellen de invloed van de verschillende
brandstoffen op de processen in de motor correct weergeven. Het doel
van huidig doctoraatsonderzoek is om een simulatietool te ontwikkelen voor
vonkontstekingsmotoren op pure methanol en ethanol. De focus ligt op de
mechanismen van normale en abnormale (klop) verbranding, waar de grootste
verschillen met conventionele brandstoffen verwacht worden.
Het onderzoek begon met een brede literatuurstudie omtrent het gebruik van lichte
alcoholen in verbrandingsmotoren. Deze studie bevestigde dat lichte alcoholen
interessant zijn, zowel op het vlak van productie als op toepassingsniveau in
vonkontstekingsmotoren. Deze brandstoffen blijken ook even veilig of veiliger te
zijn dan conventionele koolwaterstoffen of andere alternatieve brandstoffen. Voor
de uitdagingen verbonden met alcoholbrandstoffen, zoals materiaalcompatibiliteit
of koude start, bestaan afdoende technische oplossingen.
Experimenteel werk werd uitgevoerd op vier motoren, die gedurende het
onderzoek omgebouwd zijn voor werking op alcohol via poortinjectie. Een
vergelijking van methanol met benzine op twee brandstof-flexibele motoren
bevestigde het potentieel, met relatieve vermogens- en rendementstoenames tot
10%. Motor-uit CO2 en NOx emissies daalden respectievelijk met 10% en
5-10 g/kWh, terwijl andere schadelijke emissies vrijwel onveranderd bleven.
De voordelen van alternatieve vermogensregeling, mede mogelijk gemaakt door
de hoge vlamsnelheden van alcoholen, werden experimenteel nagegaan. Een
regelstrategie waarbij de gasklep volledig open blijft en het vermogen geregeld
wordt door de hoeveelheid gerecirculeerde uitlaatgassen te varie¨ren, bleek het
interessantst. Bijgevolg werd deze regeling toegepast op een methanolmotor met
hoge compressieverhouding. Dit resulteerde in piekrendementen vergelijkbaar
met dieselmotoren (42% effectief rendement) en emissieniveaus vergelijkbaar of
lager dan op benzine. Voertuigsimulaties werden uitgevoerd om aan te tonen dat
deze voordelen behouden blijven over een rijcyclus. Verder experimenteel werk
beschouwde klop en warmteverlies naar de wanden in alcoholgevoede motoren.
Een analytische studie van de vlamstructuur toonde dat de verbranding in
alcoholmotoren voornamelijk van het flamelet type is. Dit betekent dat de
invloed van turbulentie beperkt is tot het rekken en rimpelen van het vlamfront
en de effecten van verbrandingschemie samengebracht kunnen worden in de
laminaire verbrandingssnelheid. Het verzamelen van betrouwbare data voor
deze cruciale, fundamentele eigenschap bij omstandigheden (druk, temperatuur
en mengselsamenstelling) zoals deze in motoren voorkomen, vormde een eerste
belangrijk objectief van het huidige onderzoek.
Uit een literatuurstudie bleek een gebrek aan data voor de laminaire
verbrandingssnelheid bij motoromstandigheden van ethanol en methanol in
het bijzonder. Verder houden veel van de gepubliceerde data geen
rekening met vlamrek en -instabiliteiten. Daarom werd een bibliotheek
aan vlamdata opgebouwd met behulp van chemische kinetiek mechanismen.
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Deze mechanismen werden geselecteerd uit de literatuur op basis van hun
overeenkomst met de weinige betrouwbare data voorhanden. De resulterende
datasets werden vervolgens gebruikt om een correlatie te fitten voor de laminaire
verbrandingssnelheid en vlamdikte voor de twee beschouwde alcoholen.
Vooraleer deze correlaties te implementeren in de motorsimulatiecode, werd
het gebruikte methanol oxidatiemechanisme verder experimenteel gevalideerd.
Dit door de laminaire verbrandingssnelheid te meten op twee verschillende
opstellingen: een vlakke vlam brander aan de universiteit van Lund (Zweden)
en een constant volume verbrandingskamer aan de universiteit van Leeds
(V.K.). De resultaten verkregen op de brander bevestigden dat de effecten van
rijkheid, temperatuur en mengselverarming met uitlaatgassen bij atmosfeerdruk
correct voorspeld werden door het mechanisme. Data bij hogere drukken
werden verkregen door bolvlammen in de constant volume verbrandingskamer
te analyseren. Alhoewel de resulterende waarden 5-10 cm/s lager lagen dan
die voorspeld door het mechanisme en gemeten op de vlakke vlam brander,
waren de trends voor rijkheid, temperatuur en druk vergelijkbaar. Bijgevolg
zijn de laminaire verbrandingssnelheidcorrelaties voor beide alcoholen voldoende
gevalideerd voor gebruik in motorsimulaties.
Een volgende fase van het onderzoek focuste op turbulente verbranding.
Een literatuurstudie toonde dat deze aanzienlijk beı¨nvloed wordt door rek en
instabiliteiten in de onderliggende laminaire vlamstructuur. Voor methanol
en ethanol zijn de moleculaire transporteigenschappen echter van die aard
dat deze effecten minder uitgesproken zijn dan voor sommige andere
brandstoffen (bv. benzine of waterstof). Een aantal gepubliceerde turbulente
verbrandingsmodellen werden gee¨valueerd aan de hand van een bestaande
dataset voor de turbulente verbrandingssnelheid van ethanol, en resultaten
voor methanol verkregen bij metingen door de huidige auteur op de constant
volume verbrandingskamer. Hieruit kon besloten worden dat modellen die
rekening hielden met de effecten van rek en instabiliteiten beter presteerden dan
eenvoudigere formuleringen.
Hun verhoogde klopresistentie is een van de grootste voordelen van
lichte alcoholen ten opzichte van benzine. De ontwikkeling van een
klopvoorspellingsmodel geldig voor lichte alcoholen was daarom een belangrijk
doel van het huidige onderzoek. De verhoogde weerstand tegen klop is vooral te
danken aan het grote koeleffect dat gepaard gaat met de verdamping van alcohol
(klop is immers heel temperatuurgevoelig) en een lagere chemische neiging tot
zelfontsteking. Uit de literatuur blijkt dat de reactiekinetiek bij zelfontsteking
van alcoholen aanzienlijk verschilt van die bij benzine. Lichte alcoholen vertonen
een eentrapsontsteking, waar benzine gekenmerkt wordt door tweetrapsontsteking.
Dit maakt het optreden van klop in alcoholmotoren meer temperatuursafhankelijk.
De bestaande klopvoorspellingsmodellen, ontwikkeld voor benzine, zullen daarom
falen.
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Een nieuw klopmodel werd opgesteld gebaseerd op de zogenaamde klopintegraal.
Een literatuuronderzoek toonde aan dat deze vereenvoudigde aanpak accuraat
genoeg is voor gebruik in het quasi-dimensionaal motorsimulatieraamwerk
gebruikt in dit onderzoek. De belangrijkste bouwsteen voor zo’n model is een
uitdrukking voor het zelfontstekingsuitstel bij ogenblikkelijke omstandigheden in
de cilinder (druk, temperatuur en mengselsamenstelling).
Een database voor deze grootheid werd opgebouwd met behulp van het
zelfde methanol oxidatiemechanisme als eerder gebruikt om de laminaire
verbrandingssnelheid te berekenen. Hiertoe werd het mechanisme eerst
gevalideerd voor de kinetiek bij zelfontsteking, en dit op basis van gepubliceerde
data voor het ontstekingsuitstel. Uit deze studie bleek dat de trends voor varie¨rende
temperatuur, druk en rijkheid correct werden weergegeven, maar de absolute
waarde voor het voorspelde zelfontstekingsuitstel in beperkte mate te laag kan zijn
bij omstandigheden relevant voor klop in motoren. De resulterende database werd
gebruikt om een correlatie op te stellen voor het zelfontstekingsuitstel, bestemd
voor gebruik in de motorcycluscode.
In een volgende stap werden de ontwikkelde submodellen en correlaties
geı¨mplementeerd in een quasi-dimensionale motorsimulatiecode. Deze code
was gebaseerd op een bestaand model voor de vermogenscyclus van
waterstofmotoren, ontwikkeld in de onderzoeksgroep van de auteur. Gedurende
het huidige doctoraatsonderzoek werd deze code geı¨ntegreerd in het commercie¨le
motorsimulatieprogramma GT-Power. Dit verhoogt de functionaliteit van de code
aanzienlijk. Zo kunnen nu de gasdynamica tijdens de ladingswisselingscyclus,
vorming van schadelijke uitlaatgassen en turbulentie in verschillende motoren
voorspeld worden.
Om nauwkeurig het volumetrisch rendement van poortgeı¨njecteerde
alcoholmotoren te simuleren, werd de dynamica van injectie en daaropvolgende
verdamping nauwkeurig gemodelleerd. Een gevoeligheidsanalyse toonde aan
dat de resultaten van de gasdynamica simulaties zeer afhankelijk zijn van de
timing en doorstroomcoefficie¨nten van de kleppen. Daarom werd een flowbench
geconstrueerd om de doorstroomcoefficie¨nten te meten. Deze werden vervolgens
gebruikt om de ladingswisselingscyclus te modelleren voor de motoren gebruikt
in dit werk.
De verbrandingsroutines werden gevalideerd met een database van drukprofielen
verkregen op een CFR motor voor werking op zowel methanol als ethanol en
bij varie¨rende compressieverhouding, ontstekingstiming en mengselrijkheid. De
nieuwe correlaties voor de laminaire verbrandingssnelheid bleken de effecten
van mengselsamenstelling veel beter te voorspellen dan bestaande correlaties.
Een vergelijking van geselecteerde turbulente verbrandingsmodellen bevestigde
dat modellen die thermodiffusieve eigenschappen (verbonden aan vlamrek en
-instabiliteiten) bevatten, beter presteerden dan eenvoudigere modellen. Validatie
op een tweede motor bevestigde deze resultaten.
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Een gevoeligheidsanalyse onderstreepte het belang van de laminaire
verbrandingssnelheid en de randvoorwaarden verkregen uit de
gasdynamicasimulaties (massa en samenstelling van het mengsel in de cilinder)
voor de nauwkeurigheid van het model. De simulatieresultaten bleken ook
zeer gevoelig aan de turbulentie in de cilinder, bulkstroming en bewegingen
van het vlamcentrum. Voor deze drie grootheden waren geen directe metingen
beschikbaar.
Ten slotte werd een eerste validatie uitgevoerd van de klopvoorspellingsroutines
met behulp van metingen in klopomstandigheden verkregen op dezelfde
motor. Hieruit bleek dat, ondanks de grote vereenvoudigingen, het model
bruikbare resultaten kan voortbrengen voor grootheden relevant voor klop. De
grootste voorspellingsfouten traden op voor wijzigingen in de mengselrijkheid.
Waarschijnlijk wordt dit veroorzaakt door een foute weergave van de thermische
effecten die optreden bij het varie¨ren van de rijkheid. Een meer geavanceerd model
voor het warmteverlies naar de cilinderwanden zou dit kunnen oplossen.
Ter afsluiting kan gesteld worden dat het huidige onderzoek erin geslaagd
is een motorsimulatiecode te ontwikkelen die geldig is voor het voorspellen
van normale en abnormale (klop) verbranding in vonkontstekingsmotoren
met poortinjectie werkend op pure methanol of ethanol. Dit vormt een
solide basis voor uitbreidingen naar motoren met directe injectie, industrieel




Our present energy supply is based on fossil fuels, which are depletable. Given
the growing world population, increasing energy demand per capita and global
warming, the need for a long-term alternative energy supply is clear. This is
particularly true for the transport sector, which is extremely dependent on oil.
Hydrogen and electrification are two approaches to decarbonizing transport that
receive a lot of attention these days. However, their inherently low energy densities
and high associated infrastructure costs make it unlikely that these solutions will
become competitive with liquid fuels in the near future. Conversely, sustainable
liquid alcohols, such as bio-ethanol and methanol, are largely compatible with the
existing fueling and distribution infrastructure and are easily stored in a vehicle.
Methanol is particularly flexible from a production point of view as it can be
synthesized from a variety of sources including alternative fossil fuels, 1st and
2nd generation biomass. A number of workers have even proposed a sustainable
closed-carbon cycle where methanol is synthesized from renewable hydrogen and
CO2 from flue gases and the atmosphere.
Light alcohols can be used in low-cost spark-ignition combustion engines with
only minor adjustments. Unlike many other alternative fuels, they have the
potential to increase the engine performance and efficiency over that achievable
with gasoline, while reducing noxious emission levels.
Experimental testing of alcohol-fueled engines has shown some promising results.
However, the real potential of alcohol fuels and their impact on engine control
strategies remain to be explored. The growing complexity of today’s engines make
it impossible for an R&D engineer to intuitively grasp how new technologies and
fuels will affect the engine operation. Luckily, these issues can be addressed at low
cost using system simulations of the whole engine, provided that the employed
models account for the effect of the fuel on the processes inside the engine. The
goal of the current work was to develop a simulation tool for spark-ignition engines
running on neat methanol and ethanol. The work focused on the mechanisms of
normal and abnormal (knock) combustion, where the largest differences compared
to conventional fuels are expected.
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The present work started with a comprehensive review on the use of light
alcohols in internal combustion engines. This review confirms that light alcohols
are interesting alternative fuels both in terms of production and application in
spark-ignition engines. Also, they are at least as safe as conventional hydrocarbon
fuels and other alternatives under consideration. For challenges associated with
alcohol fuels, such as material compatibility and cold start, effective technical
solutions exist today.
Experimental work was conducted on four engines that have been converted to
port fuel injected operation on alcohol in the course of this work. A comparison of
methanol against gasoline on two flexible-fuel engines confirmed the potential for
relative power and efficiency benefits up to 10%. Engine-out CO2 and NOx levels
dropped by 10% and 5-10 g/kWh respectively, while the other harmful emissions
did not change significantly. Opportunities for alternative load control strategies,
enabled by the high flame speeds of alcohols, were also assessed experimentally.
A strategy employing wide open throttle with variable levels of EGR (exhaust gas
recirculation) to control load, turned out to be the most interesting. Consequently,
it was applied to a dedicated high compression ratio methanol engine and yielded
diesel-like peak efficiencies (42% brake thermal efficiency) and emission levels
comparable or lower than gasoline.Vehicle simulations were performed to prove
the benefits can be retained over a drive cycle. Additional experimental work
considered knock and wall heat transfer in alcohol-fueled engines.
An analytical study of the flame structure showed that flamelet type combustion
prevails inside these engines. This means the primary influence of turbulence is
limited to stretching and wrinkling of the flame front and the effects of combustion
chemistry can be grouped in the laminar burning velocity. Obtaining reliable data
for this crucial property at engine-like conditions (p, T and mixture composition)
formed a first major objective of the current research.
From a survey of published literature a lack of laminar burning velocity data at
engine-like conditions became apparent for ethanol and methanol in particular.
Additionally, many published values do not correctly account for flame stretch and
instability. For this reason, a library of flame data was generated using chemical
kinetics mechanisms. These mechanisms were selected from literature based on
their correspondence with the few reliable measurements available. The resulting
datasets were used to fit laminar burning velocity and flame thickness correlations
for the two fuels under consideration.
Before implementing these correlations in the engine simulation code,
the employed methanol oxidation mechanism required further experimental
validation. This was done by measuring the laminar burning velocity using two
different setups: a flat flame burner at Lund University (Sweden) and a constant
volume bomb at Leeds University (UK). Results obtained on a flat flame burner
confirmed the effects of equivalence ratio, temperature and mixture dilution at
atmospheric pressure were well reproduced by the calculations. Data at higher
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pressures were gathered using spherical explosions in a constant volume bomb.
Although the resulting values were 5-10 cm/s lower than the calculations and flat
flame burner results, the trends for equivalence ratio, temperature and pressure
were similar. Consequently, both laminar burning correlations are adequately
validated for use in engine simulations.
The next research phase focused on turbulent combustion. A literature review
showed that this quantity is significantly affected by stretch and instabilities in the
underlying laminar flame structure. However, the molecular transport properties
of light alcohols are such that these effects are less pronounced than for some
other fuels (e.g. gasoline, hydrogen). A number of published turbulent combustion
models were evaluated based on an existing dataset for the turbulent burning
velocity of ethanol and results for methanol obtained in a constant volume bomb
by the present author. It appeared that models accounting for stretch and instability
effects had a slight edge on simpler formulations.
Elevated knock resistance is one of the main advantages of light alcohols compared
to gasoline. The development of a knock prediction model valid for light
alcohols was therefore another primary goal of the current research. The high
knock resistance is primarily caused by high degrees of cooling associated with
alcohol evaporation (knock is very temperature dependent) and a reduced chemical
tendency for knock. Published literature reports that the chemical kinetics of
alcohol autoignition significantly differ from those of gasoline. Light alcohols
exhibit one-stage autoignition behavior, as opposed to the two-stage behavior of
gasoline. This makes knock occurrence in alcohol engines more temperature
dependent. Existing knock prediction models, developed for gasoline, will
therefore fail.
A new knock prediction model was developed based on the knock integral
approach. A literature survey showed that this simplified approach is sufficiently
accurate for use within the quasi-dimensional engine simulation framework
employed here. The principal building block for such a model is an expression
for the autoignition delay time at instantaneous in-cylinder conditions (p, T and
mixture composition), representing the rate-limiting step of knock kinetics.
A database of autoignition delay times for methanol was constructed using the
chemical kinetics scheme used earlier to calculate the laminar burning velocity.
To this end, the mechanism was validated for autoignition kinetics using published
delay time data. From this study it appeared that trends for varying temperature,
pressure and equivalence ratio are well predicted, but the absolute value of
autoignition delay might be slightly too low at the temperature conditions relevant
to engine knock. The resulting database was used to fit an autoignition delay time
correlation for use within the engine code.
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Next, the developed submodels and correlations were implemented in a
quasi-dimensional engine simulation code. This code was based on an existing
power cycle model for hydrogen fueled engines, developed within the author’s
research group. During the current work, this code was integrated with
the commercial engine simulation tool GT-Power. This greatly extended its
functionality, for example by enabling prediction of the gas dynamics during the
breathing cycle, pollutant formation and in-cylinder turbulence.
To accurately predict the volumetric efficiency of port-fuel injected alcohol
engines, the dynamics of fuel puddling were included in the gas dynamics model.
A sensitivity analysis showed that the results from gas dynamics simulations
are very dependent on the valve timing and discharge coefficient. Therefore a
flowbench was constructed to measure the valve discharge coefficients. These
coefficients were then used to build breathing cycle models of the engines used in
this work.
The combustion routines were validated against a database of cylinder pressure
traces obtained on a CFR engine for both methanol and ethanol operation and
varying compression ratio, throttle position, ignition timing and equivalence
ratio. The new laminar burning velocity correlations were shown to predict
the effects of varying mixture composition much better than existing ones. A
comparison of selected turbulent burning velocity models confirmed that models
including thermodiffusive properties (associated with the effects of flame stretch
and instabilities) performed better than simpler models. Validation on a second
engine confirmed these findings.
A sensitivity analysis underlined the importance of the laminar burning velocity
correlation and boundary conditions obtained from gas dynamics’ simulation
(amount and composition of the in-cylinder mixture) for the model’s accuracy.
The simulation results also appeared to be very sensitive to in-cylinder turbulence,
bulk flow and flame center movements, for which no direct data was available.
Finally, a preliminary validation of the knock prediction routines was performed
using measurements at knocking conditions obtained on the same engine. This
study illustrated that despite the gross simplifications, the developed model can
yield useful results for quantities relevant to knock. The effects of load and
compression ratio on knock were adequately predicted. The largest model
inaccuracies occurred for varying equivalence ratio. This is probably caused by
an incorrect representation of the thermal effects of changing equivalence ratio.
The use of more advanced wall heat transfer models might resolve this.
In conclusion, the current work succeeded in developing an engine cycle code
valid for the prediction of normal and abnormal combustion in port fuel injected
spark-ignition engines fueled with neat methanol and ethanol. It forms a solid base
for extensions to directly injected engines, industrially relevant gasoline-alcohol




Our present energy supply is based on fossil fuels, which are depletable. Given
the growing world population, increasing energy demand per capita and global
warming, the need for a long-term alternative energy supply is clear. This is
particularly true for the transport sector, which is extremely dependent on oil.
Although transport is currently only the third largest contributor to energy use
and greenhouse gas emissions, it is the fastest growing sector [1].
Hydrogen and electrification are two approaches to decarbonizing transport, which
receive a lot of attention these days. However, their inherently low energy densities
and high associated infrastructure costs make it unlikely that these solutions will
become competitive with liquid fuels in the near future. Conversely, sustainable
liquid alcohols, such as ethanol and methanol, are largely compatible with existing
fueling and distribution infrastructure and are easily stored in a vehicle (see Figure
1.1). Much of the recent research efforts have focused on ethanol from biomass,
but methanol is actually more versatile from a production point of view. As
explained in section 1.2, biofuels can only constitute part of our energy supply
because of the limited area of arable land [2, 3]. Methanol, on the other hand,
can be produced from a wide variety of renewable (e.g. gasification of wood,
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agricultural by-products and municipal waste) and alternative fossil fuel-based
feed stocks (e.g. coal and natural gas). A number of workers have even proposed
a sustainable closed-carbon cycle where methanol is synthesized from renewable
hydrogen and atmospheric CO2 [4].
oxygen from the ambient air is drawn through a porous cathode, have recently been made using 
ionic liquid electrolytes13 these developments are presently only at the laboratory stage. 
 
The very low net gravimetric nd volumetr c energy d nsities of batteries are shown for lead-
acid, nickel-metal hydride, and lithium ion chemistries in Figure 4. To match the range of a 
conventional gasoline vehicle with a 50 liter fuel tank would require a useable battery capacity of 
approximately a 100 kWh, accounting for the greater TTW efficiency of an electric vehicle. A 
fuel tank containing 50 liters of gasoline would weigh about 46 kg; a 100 kWh battery would 
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Figure 4. Net system volumetric and gravimetric energy densities for various on-board energy 
carriers (based on lower heating values). 
Cost estimates for batteries of a given capacity vary enormously depending on the number of 
cells used, the choice of the cathode material, the cost of materials used for the anode, separators, 
electrolyte, and packaging, the details of the production process, and the maximum permissible 
depth of discharge (which dictates the degree of over-specification of the battery necessary to 
achieve the durability required). These separate costs are often crudely lumped together to give a 
cost per kWh of storage.  
 
The most optimistic medium-term estimates for a lithium-ion battery at 100,000 units per annum 
production levels are in the region of $250/(kWh). This puts the cost of a 100 kWh battery at 
about $25,000 (represented by the €16000 value shown in Figure 5). More common price 
estimates are in the range $800-$1000/(kWh)9, putting a 100 kWh battery at over $80,000 
(represented by the €50000 value shown in Figure 5). Cell durability is a major concern for 
electric vehicles and failure of the battery to last the life of the vehicle will compound the high 
initial cost. Durability can generally be increased by reducing the maximum permissible depth of 
discharge but this has the effect of over-specifying the battery size thus increasing the cost 
Figure 1.1: Net system volumetric and gravimetric energy densities for various on-board
energy carriers [5]
Another argument in favor of light alcohols, is the fact they are stored in a
conventional liquid fuel t nk and can be used in low-cost spark-ignition engines
with only minor adjustments. Since the largest growth in transport is expected in
developing economies (BRICS countries), sustainable transport solutions should
be based on low cost pow rtrains nd fuel systems. Th additional costs associated
with batteries, hydrogen storage and fuel cells will be unacceptable in these
market . To illustrat this Figure 1.2 compares the cost of a battery electric
vehicle (BEV) and a fuel cell electric vehicle (FCEV) with that of a conventional
vehicle. Different driving ranges are considered for the electric vehicles: 15, 50
and 100 kWh, the latter corresponding to the range of a gasoline vehicle with a 50l
fuel tank. Different costs for the battery ($ 250 - $ 800/kWh) and fuel cell ($50 -
$200/kW) are considered. For the exact boundary conditions of this comparison,
the interested reader is referred to [5].
Unlike many other alternative fuels, light alcohols have the potential to increase
the engine performance and efficiency over that achievable with gasoline thanks
to some favorable properties [6, 7]. These properties are reviewed in section 1.3.
Light alcohols can be readily mixed into gasoline, which opens opportunities for
a gradual transition towards sustainable transport. This can be further enabled by
the introduction of flexible-fuel vehicles, capable of running on any mixture of
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For mobile emitters hydrogen is an appealing energy carrier from the perspective that it can be 
burnt in an engine or oxidized at relatively high efficiency in a fuel cell with no release from the 
vehicle of CO2 into the atmosphere. Reciprocating internal combustion engines (as distinct from 
their fuel systems) and gas turbines require relatively little modification to run on hydrogen.  The 
gas can also be used to fuel proton exchange membrane fuel cells. These low-temperature fuel 
cells are currently the most suitable for transport applications but require precious metal catalysts 
and other expensive components such as precisely manufactured polymer membranes and bipolar 
plates. 
 
The fuel cell is an energy converter, not an engine, converting chemical energy into electrical 
energy which sits between the energy storage medium and the electric motor that provides the 
actual force propelling the vehicle. As such it is an additional component in the powertrain 
system compared with a BEV or ICE-powered vehicle. Hydrogen fuel cell vehicles (HFCEVs) 
are usually hybridized, using batteries of significant storage capacity, in order to maintain high 
operating efficiencies. 
 
As is the case with electrification, the WTW GHG emissions of HFCEVs in the short to medium 
terms are strongly dependent on the specific hydrogen production pathways. The WTT carbon 
intensity of hydrogen ranges from 100-130 g CO2 / MJ for production via steam reformation of 
natural gas (currently the largest industrial source) to about 425 gCO2 / MJ for production via 
electrolysis of water using electricity generated by coal16. When suitably hybridized a vehicle 
Figure 1.2: Cost of vehicles with various energy carriers and energy converters at different
price scenarios [5]
The application of methanol and thanol as i ter al combus ion engine fuels is not
new. The use of alcohols in engines goes back to Nikolaus Otto and his invention
of the spark-ignition (SI) engine i 1860. Sinc then, light alcohols have been
considered as alternative fuels at several instances throughout history. During the
oil crises of the 1970s and 80s, many studies and large-scale fleet trials with over
15000 methanol-fueled vehicles were conducted in California and Canada [8, 9].
In Brazil t e Proalcool proj ct intr duced etha ol from sugarcane as transport fuel
to reduce the dependence on foreign oil. Although the interest in alternative fuels
dwindled as oil became cheaper in the 80s and 90s, the Proalcool project continues
to be successful with 75% of the Brazilian car fleet running on mixtures of ethanol
and gasoline in 2004.
Recent developments are feeding renew d interest in both methan l and ethanol.
In the US the Energy Independence and Security Act of 2007 incentivizes the
development of second-generation biofuels (see §1.2). Also, the CAFE and EPA
fuel economy and emissions legislation encourages many vehicle manufacturers
in the US to produce flex-fuel vehicles running on a mixture of 85 vol% ethanol
and 15 vol% gasoline (E85) [10]. According to this legislation, the fuel economy
rating of an FFV is calculated by taking the harmonic mean of the fuel economy on
gasoline and the fuel economy of the alternative fuel (in miles/US gallon) divided
by 0.15. China on the other hand has declared coal-based methanol as a strategic
transportation fuel to ensure its energy-independence. In coal-abundant provinces
M85 vehicles have been around for some years, but now methanol is also finding
its way into the densily populated coastal regions of China [11].
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1.2 Beyond the biomass limit: the methanol econ-
omy
The biomass limit
Light alcohols can be produced from a wide variety of sources. Recently, ethanol
from biomass has received the most attention. This is because biofuels are pushed
into the market because of their potential to improve energy security and contribute
toward climate change mitigation. Their use has been mandated in the EU (10%
by 2020), the US (36 billion gallons of biofuels by 2022) and other areas around
the world.
The production methods for biofuels can be classed as either biochemical
(fermentive) and thermochemical (mainly gasification). A good overview is given
by Pearson and Turner [5]. Estimated reductions in greenhouse gas (GHG)
emissions relative to gasoline, based on life cycle analysis, range from 80 %
for Brazilian sugar cane to less than 10 % for some US maize-based ethanol [5].
Despite this potential, there are some concerns regarding large scale introduction
of biofuels, including
• insufficient land area to provide substantial energy security in most countries
• competition of energy crops with food crops, potentially contributing to
rising food prices
• risks associated with monocultures as feed stocks (e.g. plant disease,
diminishing biodiversity)
Second generation biofuels, which use ligno-cellulosic feed stocks from non-food
crops and agricultural or forest residues, could mitigate these concerns to some
degree. However, these second generation biofuels are not expected to break
through until around 2020 [5].
It is clear that there is a limit to the amount of bioenergy that can be used to replace
conventional transport fuels. Pearson and Turner [5] calculated that, assuming that
ultimately half of the world’s biomass energy was available for transport fuel, there
is a substitution potential of 15 EJ/year. With a current global transport energy
requirement around 85-90 EJ/year, this would represent about 20%. Bandi and
Specht estimated this biomass limit at a level of 27% globally and 18% for the
EU27, based on the transport energy consumption for 1999 [2].
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Beyond the biomass limit
The biomass limit can be overcome by the introduction of methanol. Not only
can this fuel be obtained from gasification of biomass or waste products with
significant GHG savings (e.g. methanol from waste glycerine by BioMCN [12]),
there is also a plethora of mature technologies to produce it from alternative fossil
fuel sources, such as coal or natural gas. Conventional production methods involve
gasification of coal or conversion of natural gas to syngas (H2 + CO). This is by
far the most popular process in coal rich countries such as China. While this
process is not particularly interesting in terms of GHG emissions, there exist
advanced methods to reduce or eliminate the CO2 emissions during production.
These include the Carnol process, a combination of CH4 conversion and dry
reforming, bireforming and trireforming, all of which are reviewed by Olah et
al. [13]. Methanol from natural gas and coal has been advanced as the most viable
bridging option towards sustainable transport for the US in a recent white paper by
MIT [14]. Blending this methanol with bio-ethanol can also increase the market
penetration of alcohol fuels, by creating mixtures that are competitive in terms of
price (thanks to methanol) and GHG abatement [15].
The methanol economy
To be a sustainable fuel choice on the long term, methanol should be produced
renewably, carbon-neutral and in quantities sufficient to meet the entire global
transport fuel demand. Biofuels score high on the first two aspects as they recycle
carbon biogenically by combining CO2 and water in photosynthesis reactions.
Since it is possible to synthesize methanol directly from H2 and CO2, a cycle can
be envisaged where the carbon in methanol is recycled artificially by extracting
CO2 from the atmosphere or from flue gases (see Figure 1.3). In order for this cycle
to be truly carbon-neutral, all of the energy inputs must also be carbon-neutral.
This includes the energy used for the electrolysis of water to H2 and that used for
the capture of CO2. The production of methanol in this way can be viewed as a
mechanism to liquify hydrogen or as a storage buffer for renewable electricity,
giving rise to the term electrofuels. An additional feature of the cycle is that
methanol can be used as chemical feed stock for the manufacture of plastics,
paints and synthetic hydrocarbons, facilitated by the so-called methanol-to-olefins
(MTO) process [5].
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capable of delivering reductions in GHG emissions immediately in a sector in which the 
emissions are growing and which is extremely difficult to de-carbonize by other means. 
 
4.2 Beyond the biomass limit – electrofuels 
Section 2 has described how ethanol and, in particular, methanol can be made renewably from a 
wide variety of biomass feed stocks but are constrained in the extent to which they can supply the 
transport fleet, at the level imposed by the biomass limit established in the above section. In this 
section approaches to synthesizing alcohol and hydrocarbon fuels which are theoretically capable 
of supplying them in sufficient quantities to meet the entire global transport fuel demand are 
described. 
 
Biofuels result from producing oxidizable organic matter by combining carbon dioxide and water 
in a biogenic cycle involving photosynthesis according to equation (1). Equation (7) shows that it 
is possible to synthesize methanol directly from hydrogen and carbon dioxide: this can be viewed 
as a mechanism for liquefying chemically the hydrogen using carbon dioxide. The product is the 
simplest organic hydrogen carrier which is liquid at ambient conditions. In the same way that 
biofuels recycle carbon biologically, a cycle where the carbon in the methanol is recycled 
artificially by extracting CO2 from the atmosphere is shown in Figure 16 (based on Olah et al.114). 
In order for the production and use of methanol in this cycle to be a carbon-neutral process, all of 
the energy inputs to the cycle must also be carbon-neutral. Thus, the energy used to produce 
hydrogen by the electrolysis of water and that used for the capture and release of the CO2 should 
be carbon-neutral.  The basic cycle shown in Fig. 16 has been proposed by a number of previous 
workers over a period of over 30 years18,114, , ,115 116  117, ,, ,118 119 120. The production of fuel in this way 
can be viewed as an energy vector or storage buffer for renewable electricity, giving rise to the 
term electrofuels. 
 
Figure 16: Cycle for sustainable methanol production and use (adapted from Olah et al.114). 
Figure 1.3: Cycle for sustainable production and use [4, 5]
This basic cycle has been proposed by Nobel prize winner George Olah as
the keystone of a true methanol economy in which methanol is used as an
energy buffer, fuel and feedstock for other hydrocarbons and their products
[4, 13]. Critical issues for the further development of the cycle are the
investment in CO2 extraction and regeneration infrastructure, further development
of high-performance, robust and inexpensive catalysts for methanol synthesis and
the availability and cost of renewable hydrogen [13, 16].
CO2 extraction might seem like something for the future, but the technology exists
today and is used to decarbonize air in submarines and space ships [5]. Possible
techniques involve absorbing CO2 on metal hydroxides (e.g. Ca(OH)2 and KOH)
and desorb it afterwards through heating or using a vacuum. The desorption
process is endothermic and limiting its energy requirements is an area of active
research [13]. An overview of CO2 capture techniques can be found in a recent
publication of Pearson et al. [17].
The crucial importance of hydrogen availability is illustrated in Figure 1.4 in the
breakdown of well-to-tank energy associated with the cycle in Figure 1.3. In
the assumption of 80% electrolysis efficiency and a conservative CO2 extraction
energy of 250 kJ/mol CO2, the energy needed for H2 electrolysis accounts for
almost 70% of the total well-to-tank energy [5].
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extracted CO2. The energy requirements for spray tower operation have been measured at about 5 
kJ/(mol. CO2)151.  
4.2.2 Renewable liquid electrofuels from atmospheric CO2
In order to produce a stoichiometric mixture for methanol synthesis (eqn. (7)) the hydrogen must 
be supplied using a separate water electrolyser. Figure 18 shows that by far the largest component 
of the process energy requirements for synthesizing methanol, or any other potential electrofuel, 
is that to produce the hydrogen. An 80% electrolyser efficiency has been assumed together with a 
conservative CO2 extraction energy of 250 kJ/(mol. CO2). This gives a HHV ‘wind-to-tank’ 
(WTT) efficiency of 46%, including multi-pass synthesis and re-compression. Figure 19 shows 
the estimated sensitivity of the process efficiency to the CO2 extraction energy requirement. An 
electricity-to-tank efficiency about 50% may be possible when the CO2 extraction energy is 125 
kJ/(mol. CO2). In the calculation of these efficiencies it has also been assumed that the heat of 
reaction generated in forming the methanol can be used elsewhere in the process, e.g. to offset the 
distillation energy. These figures compare well with the number measured by Specht et al.117, 152 


























































Figure 18: Breakdown of process energy requirements for synthesis of methanol from 
atmospheric CO2 and renewable hydrogen. 
 
An increase of about 8 percentage points in the fuel synthesis efficiency is likely using CO2 
extracted from flue gas152 and overall efficiencies which are well over 50% are thought to be 
possible with high temperature electrolysis. Indeed, recent improvements in solid oxide 
electrolyser cell technology have given electricity to hydrogen efficiencies of 95%153 – 
improvements of this magnitude on a commercial scale will offer significant reductions in the 
upstream energy requirement for synthesizing fuel. 
 
Figure 1.4: Breakdown of the rocess energy requirements for methanol synthesis from
atmospheric CO2 and renewable H2 [5]
Comparison of m t anol production processes
Cifre et al. compared different methanol production methods based on life cycle
CO2 emissions, energy conversion efficiency and production costs [16, 18].
Selected results are presented in Figure 1.5 - 1.7 as an indication of the relative
benefits of each method. More detailed information on the assumptions used to
obtain these figures can be found in the original references.
The life cycle CO2 emissions include emissions by transport of the methanol
feedstock to the production plant, production process, transport to the consumer
and vehicle emissions. Coal-based methanol is by far the worst option in terms of
carbon dioxide emissions. This can be ameliorated by the introduction of carbon
capture devices. Natural gas leads to CO2 emissions of about 1.6 kg/kg methanol
which is mildly better than current gasoline on an energy-equivalent basis [14].
CO2 captation from the atmosphere almost entirely neutralizes the carbon dioxide
emissions from carbon separation, liquefaction and transport. In terms of process
efficiency, methanol from natural gas scores best, while technologies involving
CO2 captation have the lowest efficiencies. New CO2 separation technologies
allow relative efficiency improvements up to 10%. Gas based methanol is also
most interesting from a production point of view and today it is sold cheaper than
gasoline on an energy equivalent basis [15]. Methanol from atmospheric CO2 is
at least 2-3 times more expensive than fossil fuel based methanol and would only
become competitive at an oil price of about $ 100/barrel and if CO2 capture can
be achieved at $ 100/ton [13]. The introduction of carbon emission taxes on fuels
































































































Figure 1.7: Production costs for different concepts of methanol synthesis [18]
INTRODUCTION 9
1.3 Alcohol properties relevant to internal combus-
tion engines
The most distinct feature of alcohol molecules is the polarity caused by
the hydroxyl group. This polarity is responsible for several interesting
physico-chemical properties, most pronounced in light alcohols. The strong
inter-molecular forces caused by polarity, known as hydrogen bonding, give rise
to high boiling points, high heats of vaporization and good miscibility with other
substances having strong molecular polarity, such as water. Polarity, however, also
causes the high corrosiveness of alcohols compared to other fuels (section 1.5.2).
Some properties of methanol and ethanol, relevant to spark-ignition (SI) engines,
are listed in Table 1.1 and compared against other alternative fuels and typical
gasoline.
Methanol and ethanol have the potential to increase engine performance and
efficiency over that achievable with gasoline thanks to a variety of interesting
properties. Their high heats of vaporization, combined with low stoichiometric
air-to-fuel ratio (AFR), lead to high degrees of intake charge cooling as the fuel
evaporates. This is especially true for engines with direct injection. The charge
cooling not only leads to increased charge density, and thus higher volumetric
efficiency, but also considerably reduces the propensity of the engine to knock
[6, 19].
The low propensity of alcohol to knock allows for most of the increase in power
and efficiency compared to gasoline engines. It permits the application of optimal
values for spark advance, high compression ratios and opens opportunities for
aggressive downsizing without the need for fuel enrichment at high loads [20]. On
the other hand, it makes methanol and ethanol unsuitable for use in conventional
diesel engines. Alcohols can be used in conjunction with another fuel or additive
which is more autoignitable, but this falls outside the scope of the current work.
The interested reader is referred to the relevant literature [21–23].
Apart from the high knock resistance and volumetric efficiencies, there are some
other properties which bring about minor advantages. The burning velocity of
alcohols is about 40% higher than that of typical gasoline. This creates more
isochoric combustion and also allows increased levels of mixture dilution, thus
lowering throttling losses [24]. Additionally, a higher burning velocity helps
to mitigate knock concerns, since it leaves the unburned gas less time to reach
autoignition conditions [25] (see section 1.5.3). Compared to gasoline, the
higher molar ratio of products to reactants causes a small increase in expansion
work. The elevated heat capacity of the combustion products, due to a high
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ratio of triatomic to diatomic molecules, combined with the lower combustion
temperatures of alcohols, produce lower heat losses and exhaust temperatures
compared to gasoline [3].
The properties of alcohols also affect the pollutant emissions [8, 14, 24]. The
oxygenated nature and relatively low combustion temperatures of alcohols affect
the formation mechanisms for noxious emissions, as explained in section 1.5.6.
Tailpipe CO2 emissions are lower than for gasoline vehicles because of the lower
CO2 formation per unit of energy and the higher levels of efficiency. Alcohols
produced from biomass or according to the cycle in Figure 1.3 permit near-zero
net CO2 emissions.
The lower vapor pressures of alcohols and their high heat of vaporization raise cold
start problems. When temperatures drop below the freezing point, insufficient
alcohol evaporates to form a combustible mixture. This is the main reason why
methanol and ethanol are often used as mixtures with gasoline. For example, in
M85 or E85 15% (by volume) of highly volatile gasoline is added to improve the
cold start performance of the engine. Also, several cold start strategies and devices
have been proposed. These are discussed in section 1.5.4.
Many of the relevant properties of M85, E85 or other alcohol-gasoline blends scale
linearly with the molar content of the individual components, vapor pressure being
a notable exception [15]. The benefits and challenges associated with applying
these blends in engines lie somewhere between those associated with the neat
gasoline and alcohol. While this work explicitly focuses on the combustion of neat
methanol and ethanol in SI engines, the extension towards blends is the subject of
ongoing follow-up work (PhD of Louis Sileghem, Research Foundation Flanders
Grant no. FWO11-ASP-056).
Note that the distinctive properties discussed above are most pronounced in the
lightest alcohol: i.e. methanol. For higher C-number alcohols, the favorable
characteristics (such as elevated RON and high evaporation energy) progressively
degrade towards gasoline-like values. Still, their similarity with gasoline is one of
the prime reasons higher alcohols are currently considered as drop-in fuels in the












Table 1.1: Properties of typical gasoline, methanol, ethanol, methane and hydrogen relevant to internal combustion engines [3, 27–30]. * Includes
atmospheric nitrogen. NA: not available. NTP: normal temperature (293 K) and pressure (101325 Pa).
Property Gasoline Methanol Ethanol Methane Hydrogen
Chemical Formula Various CH3OH C2H5OH CH4 H2
Oxygen Content by Mass [%] 0 50 34.8 0 0
Density at NTP [kg/l] 0.74 0.79 0.79 0.00065 0.00008
Lower Heating Value [MJ/kg] 42.9 20.09 26.95 50 120
Volumetric Energy Content [MJ/l] 31.7 15.9 21.3 0.033 0.010
Stoichiometric Air to Fuel Ratio [kg/kg] 14.7 6.5 9 17.6 34.2
Energy per Unit mass of air [MJ/kg] 2.95 3.12 3.01 2.83 3.51
Research Octane Number (RON) 95 109 109 120 130 (λ=2.5)
Motor Octane Number (MON) 85 88.6 89.7 120 NA
Sensitivity (RON-MON) 10 20.4 19.3 0 NA
Boiling point at 1 bar [°C] 25-215 65 79 -164 -253
Heat of vaporisation [kJ/kg] 180-350 1100 838 510 461
Heat of vaporisation, λ=1 [kJ/kg Air] 24.1 170.9 93.6 28.9 13.5
Reid Vapour Pressure [psi] 7 4.6 2.3 NA NA
Mole ratio of products to reactants* 0.937 1.061 1.065 1 0.852
Ratio of triatomic to diatomic products* 0.351 0.532 0.443 0.399 0.532
Flammability Limits in Air [vol%] 1.3-7.6 6.7-36 3.3-19 5-15 4-75
Flammability Limits in Air [λ ] 0.26-1.60 0.23-1.81 0.28-1.91 0.59-1.99 0.15-10.57
Minimum Ignition Energy in Air [mJ] 0.25 0.14 NA 0.28 0.02
Laminar flame speed at NTP, λ=1 [cm/s] 28 42 40 38 210
Adiabatic Flame Temperature [°C] 2002 1870 1920 1952 2117
Specific CO2 Emissions [g/MJ] 73.95 68.44 70.99 54.87 0.00
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1.4 Safety of alcohol fuels
Despite its interesting properties, the use of light alcohols, and methanol in
particular, as a fuel has met resistance due to toxicological and fire safety concerns.
Pearson et al. [5] and Bromberg et al. [14] reviewed the safety aspects of methanol
and ethanol and concluded that although both alcohols are dangerous and toxic
agents, this is true for all fuels being considered as gasoline and diesel substitutes.
In many respects alcohols can actually be regarded safer than gasoline as may be
clear from a condensed version of these references below.
The major issue alcohols have to face is toxicity both in terms of ingestion, skin
or eye contact or inhalation. This is particularly true for methanol. Although
methanol is readily metabolized in small amounts by the human body, on account
of it being found naturally in fruit and vegetables, toxicity arises when overloading
the digestive system with the chemical. When this occurs, the concentration of the
toxic intermediary products listed below, becomes too high.
CH3OH → HCHO → HCOOH → CO2 + H2O
(methanol) (formaldehyde) (formic acid)
Reported fatal doses when untreated are between 0.3-1.3 g/kg body weight. This
would correspond to 60-240 ml. Note that fatal doses for ethanol and gasoline are
only twice as much (350-577 ml and 115-470 ml respectively). Symptoms of acute
methanol poisoning from direct ingestion include dizziness, nausea, respiratory
problems, coma and finally death. However, the process takes between 10 and 48
hours after ingestion and the cure is well understood. In consists of intravenous
administration of ethanol, which the body preferentially metabolizes while the
methanol is ejected. Accidental ingestion of methanol or ethanol can be avoided by
appropriate design of fuel dispensing systems and by making the fuel completely
unpalatable to human taste through additives. Skin or eye contact with methanol,
as well as inhalation of methanol vapors are generally of little concern, as long as
the contact does not persist for hours. The results of animal tests to determine the
toxicity of various fuels by inhalation, oral and dermal contact have shown that
the toxicity of alcohol fuels is comparable, and in many cases better than that of
common gasoline or diesel [14].
With regard to fire safety, methanol shows clear advantages over gasoline. It is not
readily ignitable below 10 ○C. When compared to gasoline, it has a lower volatility,
vapor density and heat release rate. It also requires a greater concentration to form
a combustible mixture in air (Table 1.1). Methanol flames are practically invisible
in sunlight, but this can be addressed through additives or methanol-gasoline
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blends. Thanks to its miscibility, methanol fires can be extinguished with water.
The inherent fire safety factors of methanol were the primary reasons why neat
methanol was the fuel of choice for Indianapolis-style racing in the US for decades.
Methanol has gained a negative reputation when it comes to groundwater
contamination through its association with methyl tert-butyl ether (MTBE).
MTBE, which is made from methanol, is often used as an octane enhancer for
gasoline. However, in case of leaking gasoline storage tanks, MTBE can aggravate
the consequences of groundwater contamination and for this reason it is banned in
the US. Unlike MTBE, methanol and ethanol are biodegradable on a very short
timescale (a few days) and spills mostly self-clean [14].
As a consequence of the above, widespread methanol usage would be expected
to lead to a reduction in deaths, fires and property loss in the region of 90-95%
versus gasoline [5]. Finally, it should be noted that during the Californian M85
trial, which lasted for some years and involved 15000 vehicles used by people
without special training, not a single issue of toxicity was reported.
1.5 Experimental research on alcohol engines
There is an extensive body of literature on the application of light alcohols in SI
engines. [3, 8, 14, 31, 32]. The current literature review does not mean to be
exhaustive, but rather aims to give an overview of the aspects in which an alcohol
fueled SI engine differs from a traditional gasoline engine. This knowledge was
used in the build-up of the test engines used throughout this work (see section 2.2).
1.5.1 Flexible fuel vehicles vs. dedicated alcohol vehicles
There are two main ways to use alcohol in spark-ignition engines. The first option
is to fully exploit the favorable characteristics of alcohols in a dedicated engine.
This engine can produce high levels of power and efficiency through the use of
design measures such as high compression ratio (12:1 and beyond), aggressive
downsizing or operating strategies involving lean burn and elevated levels of
exhaust gas recirculation (EGR) (see section 1.5.5) [8]. Obviously, these measures
make the engine unfit for operation on gasoline, unless the engine management
intervenes in terms of throttle angle, boost pressure and ignition advance to
ensure safe operation on gasoline, albeit at reduced performance. Both during
the Californian M85 fleet trial and the Brazilian ProAlcool program, alcohol fuel
was initially marketed to the public through the performance benefits associated
with these dedicated vehicles.
14 CHAPTER 1
Due to a lack of alcohol refueling stations and rising (m)ethanol prices, flexible
fuel vehicles (FFV) were introduced in the 1980s. These vehicles were able to
operate on alcohol, gasoline or any blend of those two. This means there is a
need for some (physical or virtual) alcohol content sensor and variable engine
calibration. Although FFVs offer the driver the choice what fuel to use, their
design is usually a compromise between operation on gasoline and alcohol. The
compression ratio, for example, cannot be raised to levels optimal for alcohol
combustion. In modern flex-fuel vehicles, this trade-off is tackled by active knock
control and spark retarding [19, 33]. In this respect FFVs could also benefit from
variable compression ratio systems.
Both dedicated and flex-fuel alcohol vehicles require some alcohol-specific design
measures [8, 19, 33, 34]:
• The lower energy density of alcohol fuels demands for increased fuel tank
volume and injector flow rates.
• The corrosive nature of alcohols means that the materials in the fuel system
need to be alcohol compatible (see section 1.5.2).
• Oil specification and service intervals need some slight adaptations [8].
• Standard valves and valve seat inserts suffer from increased recession
in alcohol operation. This occurs because alcohols are non-lubricating
and their combustion produces less ’lubricating’ soot. Additionally they
experience higher contact forces due to increased combustion pressures
and thermal shocks due to significant cooling of the inlet valve by fuel
evaporation [19]. Solutions usually comprise of increasing the hardness and
chrome content of the materials [33, 35].
• Increased peak cylinder pressures and thermal stresses due to significant
evaporation cooling also call for adjustments to the base engine’s structure
and cylinder head.
• As mentioned before, the low vapor pressures and high heat of vaporization
of alcohols raises some issues regarding cold start and associated emissions.
Consequently, special cold start strategies have been developed (see section
1.5.4). To reduce catalyst light-off times, closed-coupled catalysts or
electrically heated catalysts are sometimes used [34].
• As explained in section 1.5.3 ethanol and methanol are particularly sensitive
to pre-ignition. For this reason colder heat range spark plugs and more
intensive cylinder head cooling are used.
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1.5.2 Material compatibility
A well-known challenge with alcohol fuels is material compatibility, which
requires modifications to engine fuel systems. Both metals as well as elastomers
(soft components used for seals and fuel lines) can be attacked by alcohols, if
not chosen properly. In this respect, methanol is the most aggressive agent, while
higher order alcohols form less of an issue. However, even for methanol, work
done in California and elsewhere has demonstrated that there are no technical
hurdles to design compatible vehicles [8, 14, 36, 37]. The material compatibility
of alcohol fuels has been the subject of many reviews [8, 31, 36]. Some basic
considerations are summarized below.
Generally, light alcohols are more corrosive to both ferrous and non-ferrous metals
than gasoline. The polarity of methanol and ethanol causes dry corrosion, but
often this corrosion is reinforced by ionic impurities such as chloride ions in the
fuel [36]. As alcohols are hygroscopic, dissolved or separated water molecules
can trigger wet corrosion phenomena. Formation of formic or acetic acid can
further aggravate corrosion concerns. Methanol and ethanol are also electrically
conductive, which facilitates electrochemical and galvanic corrosion.
Alcohol fuels can be extremely aggressive toward magnesium, aluminum and
copper. Steel and other ferrous metals are usually only slightly affected [14]. It is
interesting to note that the corrosion process is very sensitive to temperature, with
most damage occurring during hot soak cycles [37]. For components that are in
frequent contact with the fuel, austenitic stainless steel is often used or other metals
coated with a zinc or nickel alloy. Additives and properly formulated engine oils
have also been found to reduce corrosive effects in low level blends [14].
Alcohol-rich fuels have been shown to cause shrinkage, swelling, hardening or
softening of elastomers in the fuel system. This is especially true for high level
methanol blends. For these applications, alcohol-compatible elastomer classes are
used such as fluorocarbon elastomers or nitrile butadiene rubbers [36, 37].
As a closing remark on material compatibility, it must be noted that alcohol
refueling systems at the service stations must also be designed with care. Tanks,
pumps, lines and spigots should be alcohol-compatible. The California Energy
Commission has identified the design elements for methanol compatibility [14].
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1.5.3 Abnormal combustion
Under normal circumstances, combustion is initiated by a controlled ignition at the
spark plug, which is followed by a flame front progressing through the cylinder.
Abnormal combustion exists in different forms. Partial burns or misfires occur
when a part of the mixture does not burn. Combustion knock is caused by
the autoigniting pockets of unburned gas that are compressed by the expanding
combustion products. Pre-ignition is another form of abnormal combustion. This
entails ignition of the mixture during compression, after intake valve closure and
before controlled spark ignition. The energy for pre-ignition is obtained from
hot spots in the combustion chamber, such as valves, spark plug electrodes or
combustion deposits. Pre-ignition can lead to increasingly advanced ignition
timings, eventually resulting in knock. The energy release associated with knock
is usually very fast. This causes high local pressure waves across the combustion
chamber. These waves can lead to mechanical and thermal damage to the engine
and should thus be avoided at all cost [38, 39].
As auto- and pre-ignition are highly temperature and pressure dependent
processes, they are usually avoided by retarding spark timing, enriching the
mixture, lowering the compression ratio, controlling the intake temperature or
limiting the charge pressure in boosted engines. These classical measures
reduce engine performance and efficiency. Alternative solutions may feature a
combination of new technologies such as variable valve timing (VVT) or cooled
EGR and fuels with elevated knock resistance [40].
In this respect, methanol and ethanol are interesting candidate fuels. As mentioned
in section 1.3 they have a high knock tolerance for a variety of reasons.
• First and foremost methanol and ethanol have an elevated chemical
resistance to autoignition, which is reflected in their high octane number
(MON=89, see Table 1.1). The underlying reason is discussed in section 5.
The chemical resistance to autoignition also applies to blends, as the octane
number has been shown to scale almost linearly with molar alcohol content
[41].
• Additionally, the high latent heat of vaporization of light alcohols lowers the
temperature of the unburned gas, further reducing the tendency to knock.
This is especially true in engines with direct injection, as the evaporation
energy is mainly extracted from the mixture and not from the engine
structure. Based on several studies investigating the octane number benefit
due to evaporation cooling, Anderson et al. concluded that a temperature
reduction of 7 K corresponds to an ON benefit of approximately 1 [42].
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This is in good agreement with the experimental study of Milpied et al. on
a downsized, turbocharged flex-fuel engine with direct injection [43]. They
reported a benefit of 1 ON for an increase in cooling power of 2-8 kJ/kg
mixture (see Table 1.1). Based on a computational model, describing the
kinetics of alcohol autoignition, Bromberg et al. found even higher values
for the effective octane number for alcohols in direct injection engines
(150 for ethanol and 180 for methanol) [44]. Stein et al. assessed the
knock resistance of different ethanol-gasoline blends in a single cylinder
engine with three injection systems: upstream, prevaporized fuel injection,
port-fuel injection and direct injection. He found that the chemical and
evaporative charge cooling anti-knock effect are of comparable importance
with direct injection. For port-fuel injected engines, the cooling effect is
considerably smaller.
• Finally, the high burning velocity of light alcohols helps to suppress knock
as more end gas is burned before it can reach autoignition conditions [45].
Thanks to the favorable properties discussed above, knock is usually not the main
limiting factor in neat alcohol engines. Their low minimum ignition energies (see
Table 1.1), however, makes them susceptible to pre-ignition. As methanol and
ethanol produce non-sooting flames, the ignition source is usually an overheated
spark plug electrode, and not some combustion deposit. Typical electrode
temperatures are between 700 and 925 ○C, which is acceptable for gasoline, but
not so for alcohols. A classical solution consists of reducing this temperature by
choosing a lower heat grade spark plug [34].
Other factors are important as well. Suga et al. assessed the pre-ignition tendency
in a M85 engine using different spark-plugs of identical heating range [46].
They found that the configuration using platinum-tipped electrodes was highly
susceptible to pre-ignition and hypothesized that noble metals can catalyze a
reaction in which methanol dissociates through formaldehyde to CO and H2.
The high pre-ignition tendency with spark-plugs using noble metals was recently
confirmed by Pearson et al. [5] and Bergstro¨m et al. [19]. These authors further
reduced the electrode temperatures by using copper-cored electrodes, effectively
eliminating pre-ignition risks for most conditions.
In a recent study Hamilton et al. studied the pre-ignition characteristics of ethanol
and E85 in a CFR engine using a glow plug [47]. As expected, their findings
showed that pre-ignition is mainly dependent on temperature and consequently
pre-ignition concerns can be mitigated by reducing compression ratio, enrichening
the mixture or diluting it with air or residual gas. These findings confirmed earlier
work by Cowart et al. who also propose additional cylinder head cooling near the
spark plug tip [34].
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1.5.4 Cold start
To successfully start a cold engine, there are two prerequisites. A combustible
fuel-air mixture is required at spark timing and the combusted mixture needs
to generate enough work to keep the engine running. For light alcohols these
conditions are not always met for various reasons (see Table 1.1) [5, 8, 48]:
• Because of their lower energy density more mass needs to evaporate.
• The higher heat of vaporization means more energy is needed to evaporate
the fuel.
• The lower flammability limit of (m)ethanol is higher than for gasoline.
• Although the saturated vapor pressure of alcohols is slightly higher than for
gasoline, their low stoichiometric AFR means a much higher vapor pressure
is needed to obtain a stoichiometric mixture.
• Methanol and ethanol are single component fuels with a single, defined
boiling point. Unlike gasoline they do not contain volatile components that
can improve cold startability.
• The conductivity of light alcohols can cause short circuiting between the
spark electrodes if not all fuel has evaporated.
The effects of 3 methods of increasing compressed gas
temperature (high compression ratio, hot intake air by
heating, and valve timing optimization) are estimated
using simulation. Figure 14 shows the comparison of the 
in-cylinder gas temperatures at top dead center (TDC) of
the compression stroke. The effect on increasing in-
cylinder gas temperature is 30oC where compression
ratio is raised by 2, and 60oC where intake air
temperature is increased by 30oC, and 120oC by valve 
timing optimization. This effect of valve timing
optimization has two factors. The first factor is that intake
valve open timing (-60deg.BTDC) is much later and valve 
lift (1.6mm) is much smaller compared to conventional
engines. When the intake valves open, the cylinder gas
pressure (20kPa) is low and the difference between
intake port gas pressure (100kPa) and cylinder gas
pressure (20kPa) is large. As a result, the intake air
velocity through the intake valves is faster than 
conventional engines. In this process, the intake air is
heated. The second factor is the intake valves close
around bottom dead center and the effective
compression ratio (10.4) increases. Therefore the 
compressed gas temperature increases and the valve






































Figure 12 Comparison of Saturated Vapor Pressure and

















From the assumption described above, lambda of
saturated vapor at various temperatures is shown in 
Figure 13. Figure 13 shows that the temperature where
saturated vapor bec mes a stoichiom tric mixture
increases in order of iso-octane, methanol, and ethanol. 
This r presents the sam  tendency as the result of the 
number of cycles when combustion begins as described
above. This implies that fuel, which has lower lambda
when the vapor pressure is saturated, can acquire good 
startability. On an actual engine, the following factors
must be taken into consideration. One factor is that the 
injected fuel requires time to vaporize. A second factor is
that there is some amount of fuel which is carried into the
cylinder by the intake air as liquid which vaporizes during
the compression stroke.
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IMPROVING COLD COMBUSTION OF ETHANOL
Several methods are considered to vaporize fuel and 
make a combustible mixture under cold conditions
including fuel heating, intake port heating, and increasing
compressed gas temperature. For the purpose of
increasing compressed gas temperature, in addition to 
heating intake air directly, raising compression ratio and
valve timing optimization are considered. Raising
compression ratio and valve timing optimization are
considered to be effective in practical use, because
those methods do not need time to preheat fuel, etc.
 6
The valve timing optimization, which has a large effect on
increasing compressed gas temperature and does not 
need preheating time, is applied to the test engine and
cold combustion is examined again. For this test, the 
engine load that results in IMEP 800kPa under
completely warmed up engine condition is first
determined. This load is then used for the starting tests
in order to approximate air volume for a real engine start
condition. The temperature condition is changed to
ambient temperature (25oC), because combustion does
not start below 15oC with initial valve timing.
Figure 1.8: Variation of λ produced by saturated vapor with temperature under ambient
pressure [48]
Figure 1.8 summarizes the problem by showing the air-to-fuel equivalence ratio
λ for saturated vapor as a function of temperature. The figure illustrates that the
ambient temperature will have a defining influence on the startability of the engine.
Cold start is a well-known issue with alcohol engines and many solutions have
been developed over the years. These can be roughly divided as either focusing on
the fuel or on the engine operation.
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Solutions focusing on the fuel include the use of additives such as highly volatile
gasoline, butane or pentane, dissociation of methanol to hydrogen and CO
or conversion of methanol to dimethylether. The latter two solutions require
additional fuel conversion systems and energy.
More recent solutions tend to focus on the engine operation, minimizing the need
for additional systems. Various components can be optimized for cold startability:
• engine block: The engine block and intake can be electrically heated to
reduce cold start problems [19, 34].
• injector: Fuel temperature has been shown to be a decisive factor in the
vapor formation of alcohols [49], so heating the fuel rail or individual
injectors is often applied to improve startability. Compared to fuel
temperature, the air temperature is only of secondary importance [50, 51].
Injection duration can be increased in order to obtain a rich, combustible
mixture, but this will also worsen CO and HC emissions [49]. Additionally,
elevating the injection pressure can improve atomization and vaporization of
the spray. Fuel puddling on the intake or cylinder structure can be minimized
by injecting the mixture during the intake stroke.
• valves: Some authors have investigated the effect of valve timing on cold
startability and found that both intake and exhaust timings can be optimized
to this end [48, 51]. For example, a retarded intake valve opening will lead
to more underpressure in the cylinder, increasing the velocity at which air is
aspirated, which aids evaporation. This effect can be augmented by reducing
the maximum valve lift or deactivating one intake valve.
• pre-cranking rpm: Brusstar et al. found that increasing the cranking rpm
improves startability through a higher effective compression ratio and air
velocity [24]. Colpin et al. [51] and Aikawa et al. [52] found no significant
improvement and stated that the cranking rpm of 1500 used by Brusstar et
al. is not realistic.
• ignition: Ignition timing can be adapted during cold start. The use of
multiple sparks can sometimes be beneficial. Some authors have proposed
special plasma jet forming spark plugs to improve startability, but this has
never been implemented [53].
• direct injection: Stratification and late injection are very effective
strategies to improve cold start performance. Siewart et al. reported
successful cold starts at temperatures below -29 ○C [54]. More recently,
Marriot et al. [55] confirmed that these injection strategies solve the cold
start issue.
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1.5.5 Performance and efficiency
The favorable properties of light alcohols offer the potential for increased engine
performance and efficiency (see section 1.3). This potential has been extensively
validated experimentally [5, 8]. Published work indicates that the level of
improvement compared to gasoline operation mainly depends on whether the
alcohol is used in a dedicated or a flex-fuel engine. To illustrate this, some relevant
experimental work on neat alcohols and high level alcohol blends is discussed
below.
Dedicated alcohol vehicles
Obviously, the best results are obtained in dedicated alcohol engines. Even the first
generation of M85 engines featured considerable advances in power and efficiency,
mainly thanks to the increased knock resistance of methanol. This resistance
enabled to reach MBT spark timing (Minimum spark advance for Best Torque)
over a wide range of operation points and allowed the compression ratio to be
raised to 12:1 and above. For example, the 1981 a mixture of about 85 vol%
methanol and 15 vol% gasoline (M85) Ford Escort produced 20% more power
while being 15% more efficient relative to its gasoline equivalent [9]. Clemente et
al. reported similar figures for a more recent dedicated ethanol engine designed for
the Brazilian market [56].
Recent work on modern alcohol engines has demonstrated further potential for
increasing efficiency and performance. Nakata et al. used E100 in a high
compression ratio (13:1) naturally aspirated port-fuel injected SI engine (8). They
were able to run MBT timing and found that engine torque increased by 20%
compared with operation on 92 RON gasoline. The full-load thermal efficiency
at 2800 rpm was 39.6% and 31.7% on E100 and gasoline respectively. Even in
operating points that were not knock limited, efficiency improvements of over 3%
were possible due to the benefits of faster flame speed and lower heat losses using
ethanol.
Apart from the benefits induced by knock resistance, the elevated burning velocity
and wide flammability limits of light alcohols open up some alternative options for
load control, especially for methanol [31, 57]. Pannone et al. [58] have published
results from an experimental turbocharged lean-burn methanol engine. The
reported BTEs are up to 14% better relative to stoichiometrically fuelled engines
with throttled load control. The tailpipe NOx penalty of the lean burn strategy
reached up to 150%, making the practical use of such a strategy questionable
without advanced aftertreatment such as a lean-NOx trap.
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More interesting is to exploit the wide dilution limits of alcohols in a strategy using
stoichiometric fueling and EGR to control the load, thus reducing throttling losses
and enabling three-way catalyst aftertreatment. Brusstar et al. demonstrated this
using a 1.9 liter turbocharged diesel engine with a CR of 19.5:1 that was converted
for SI operation on methanol [24]. The high compression ratio enabled peak brake
thermal efficiencies higher than the baseline diesel engine (40%) for operation on
methanol (42%). Similar peak BTEs were obtained earlier by Koenig et al. on
a dedicated methanol engines with a compression ratio of 12:1 [59]. Currently,
most state-of-the-art gasoline engines only reach 36% BTE [60]. Elevated levels
of cooled EGR (up to 50%) were used to reduce knock and pre-ignition concerns
and spread the high efficiency regions to part-load operating points. Throttleless
operation was possible down to a brake mean effective pressure (BMEP) of 6
bar. Similar work by Brusstar and Gray on a converted 4.5L V6 diesel engine
established throttle-less operation down to 4 bar BMEP on pure methanol [61].
Flexible fuel vehicles
In the first generation of FFVs the knock resistance of alcohols could not be
exploited as the compression ratio had to be low enough to ensure reliable
operation on gasoline. Still, these vehicles attained about 5% more power and
efficiency in alcohol mode thanks to increased volumetric efficiency, lower flow
losses and more isochoric combustion [8]. For example, Brinkman found a
3-4% relative improvement in thermal efficiency using ethanol (E100) relative to
operation on gasoline using a single-cylinder, low compression ratio engine [62].
Koenig et al. found improvements of around 8% and 12% in thermal efficiency
and power respectively using neat methanol in an engine with a compression ratio
of 8.2:1 [59].
In more recent flex-fuel engines a combination of pressure charging and active
knock control (by aggressive spark retarding) enable to exploit the anti-knock
properties of light alcohols without sacrificing the ability to run on gasoline.
Pearson et al. used E85 in a supercharged flexible fuel vehicle [6]. The use of
optimal ignition timing increased the peak engine power by 14% compared to RON
95 gasoline. The authors took advantage of the high degrees of charge cooling by
injecting part of the fuel upstream of the supercharger, thus lowering compression
work. This allowed a relative increase in thermal efficiency at maximum torque of
16%.
Bergstro¨m et al. took full advantage of the evaporative cooling effect by using
E85 in a production turbocharged direct injected flex-fuel engine [19]. Operation
on E85 increased the engine’s torque by 16% and power by 20% compared
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to RON 95 gasoline. An earlier, port-fuel injected version of the engine only
produced 10% more power than on gasoline, which demonstrates the benefit of
evaporation cooling. The peak cylinder pressures were limited to 120 bar because
of structural reasons, rather than to avoid knock. With boosted direct injected
ethanol engines, BMEPs of over 30 bar can be realised without knock, but then the
base engine structure must be designed for 140 bar peak pressure [55]. On E85
the flex-fuel engine of Bergstro¨m et al. also displayed a 5% mean brake thermal
efficiency (BTE) improvement over a NEDC cycle. The loads during such a cycle
are fairly limited, while the largest efficiency improvements can be expected at
full load. When operating the engine on gasoline, fuel enrichment is needed at
the highest loads to protect some temperature-sensitive components such as the
turbine. The cooling effect and less retarded spark timing associated with alcohol
operation remove the need for enrichment, significantly increasing the full load
BTE. Compared to RON 95 gasoline, relative efficiency improvements of 24%
using E85 [63] and 35% using E100 [64] in direct injected engines have been
reported. Even in naturally-aspirated engines, direct injection can be beneficial.
Marriott et al. [55] quote a 13% increase in maximum power when running on
E85 fuel relative to 91 RON gasoline and report that of the 11.3% increase in peak
torque, 3.1% was due to improved volumetric efficiency, with 3.7% attributed to
improved combustion phasing and 4.5% thanks to reduced heat losses.
1.5.6 Noxious emissions
The introduction of high level methanol blends in California during the 1980s was
driven in part by air quality standards, aiming to reduce ground-level ozone levels
in urban environments. Both methanol and ethanol are known to decrease the
engine-out emissions of ozone precursors, i.e. oxides of nitrogen (NOx), unburned
hydrocarbons (UHC) and carbon monoxide (CO). Additionally, the ozone forming
potential of these emissions is lower than for conventional fuels [8, 9, 14]. With
the advent of the three-way catalyst (TWC) for SI engines, this advantage has
been largely eliminated. Still, alcohol fuels can contribute to reduced noxious
emissions, provided that adequate strategies are employed to reduce catalyst
light-off time. Indeed, the majority of the pollutant emissions are formed during
cold start, which is a particular issue for alcohol fuels [8] (see section 1.5.4).
When reviewing the literature on alcohol engine emissions, it is thus important to
differentiate between engine-out and tailpipe emissions, and whether or not cold
start emissions are accounted for. The trends for neat alcohols and high level
blends identified below, are generally also valid to a lesser extent for low level
mixtures. A notable exception are the evaporative emissions. These products of
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fuel evaporation are usually absorbed using charcoal canisters. For neat alcohol
fuels, the low volatility ensures reduced emission levels compared to gasoline
operation. Low level alcohol blends, however, are characterized by a significant
increase in fuel vapor pressure, increasing the required canister volume by up to
four times its value in gasoline vehicles [9].
NOx is mainly formed at temperatures above 1600 ○C, when enough time is
available for N2 and O2 to dissociate into their atomic constituents:
N2+O → NO+N (1.1)
N +O2 → NO+O
N +OH → NO+H




The production of NOx depends on the temperature, oxygen content and residence
time of the combustion gases in the cylinder [38]. Methanol and ethanol reduce
the exhaust gas temperatures compared to gasoline thanks to their lower adiabatic
flame temperature, high exhaust gas heat capacity and evaporation cooling.
Consequently, NOx can be expected to be lower if the engine is operated at
the same equivalence ratio [9]. Reductions of 30-50% relative to gasoline have
been obtained in numerous studies, both for engine-out [48] and average tailpipe
emissions over a drive cycle including cold start [3, 8, 19].
For CO, the effects are less clear. CO is mainly formed by incomplete combustion
and thus very dependent on the mixture equivalence ratio. Additionally CO can
be formed by dissociation of CO2, mainly at higher temperatures [38]. Different
authors have suggested that the oxygenated nature of alcohols can lead to more
complete combustion and consequently to reduced engine-out CO emissions (the
so-called premixed oxygen effect) [9, 65, 66]. However, slight deviations from
stoichiometry, for example during cold start, will have a more defining impact on
CO levels. Measured drive cycle tailpipe emissions are in the order of those on
gasoline [3], with both slight reductions [8] and increases being reported [19].
For unburned hydrocarbons (UHC) the situation is similar. These emissions are
mainly caused by failed or incomplete combustion, unburned fuel in combustion
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chamber crevices or wall wetting during engine warm-up [38]. Equivalence ratio
is the main factor defining UHC levels. Alcohol fuels can enable slight reductions
in engine-out UHC levels thanks to the premixed oxygen effect [65, 66]. Unlike
gasoline, alcohols do not have components that only boil at high temperatures and
cause UHC emissions [48]. These benefits can be canceled out by increased wall
wetting due to the elevated heat of vaporization of light alcohols, especially during
cold start [19]. It is important to note that, in the past, some authors have concluded
that light alcohols can contribute to significant reductions in UHC based on Flame
Ionization Detector (FID) measurements. Today, we know that FID measurements
have a low relative sensitivity to oxygenated compounds and thus other methods,
such as FTIR (Fourier transform infrared) should be used to measure UHC levels
in alcohol engines [67–69].
A particular challenge with alcohol engines are aldehyde emissions. Aldehydes
are mainly formed by partial oxidation of methanol (mainly formaldehyde, CH2O)
and ethanol (mainly acetaldehyde, CH3CHO) in the exhaust [70–73]. Aldehydes
are toxic, carcinogenic and can contribute to smog. Engine-out aldehyde emission
levels are particularly high during cold start and rise with engine load [8, 66]. They
can mount up to 3-7 times the value found in gasoline-fueled vehicles [9, 74],
but have been found to be controllable to gasoline-like levels using conventional
three-way catalyst aftertreatment [5, 9, 24, 75]. However, Wei et al. have reported
negative TWC conversion efficiencies for formaldehyde at high engine speeds
[73].
In SI engines with direct injection heterogeneity and droplet combustion are two
mechanisms that can form particulate matter emissions. The presence of oxygen
in alcohol blended fuels has been shown to reduce the concentration of key
intermediate species required for the formation of aromatic soot precursors [76].
Particulate mass, particulate number and size have been shown to be reduced by
adding methanol or ethanol to gasoline [63, 76–79]. Pure methanol does not even
have a C-C bond, which makes for a non-sooting, and thus invisible flame [9].
Tailpipe CO2 emissions are reduced by light alcohols thanks to their lower CO2
formation per unit of energy (see Table 1.1) and the increased levels of efficiency.
This has been confirmed experimentally with reductions between 5 and 10 % being
reported [3, 48]. As mentioned in section 1.2, renewably produced alcohols permit
near-zero net CO2 emissions.
Overall, with the current emissions technology, regulated emission levels can
be controlled to the current emission standards and unregulated emissions to
gasoline-like levels using the same conventional TWC technology as on gasoline
vehicles [5, 80]. Brusstar et al. have even demonstrated ultra low emission levels
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in their high compression-ratio, dedicated methanol engine (NOx, UHC, CO <
0.2 g/kWh). With respect to regulated emissions for alcohol-fueled vehicles, it is
interesting to note that there are big legislative differences between different parts
of the world. For example, in the EU the UHC emissions are tested using FID
detectors and no distinction is made between the UHC component, whereas in the
US specific measurements of unburned alcohol and aldehyde emissions are done.
An overview of alcohol related emission legislation can be found in [67].
1.6 Analytical research on alcohol engines
Experimental testing of alcohol-fueled engines has shown some promising results.
However, the real potential of alcohol fuels and their impact on possible engine
control strategies remain to be explored. With current trends like downsizing,
intercooling, VVT, EGR, multiple spark plugs per cylinder, etc. it is no longer
possible for an R&D engineer to intuitively grasp how these technologies and their
combination will affect the engine operation. These issues can be addressed at low
cost using system simulations of the whole engine, provided that the employed
models account for the effect of the fuel on the combustion process. Throughout
the years, several authors have published simulation results for alcohol engines.
This section attempts to give an overview, focusing on the particularities associated
with alcohol fuels and areas requiring further research.
Predictive quasi-dimensional models
In the early 90’s Mohanan and Babu simulated the performance and emissions
of different engine configurations fueled with gasoline-methanol blends [81]
using a two-zone quasi-dimensional model. The governing equations for such
a thermodynamic model are based on conservation of mass and energy. The
two-zone formulation separates the burned from the unburned gases by an
infinitely thin, spherically propagating flame front. Further assumptions and
submodels needed to close the equations are discussed in Chapter 6. The turbulent
burning velocity was calculated based on an empirical expression obtained using
a CFR engine: ut = ul + 4u′, where the rms turbulent velocity u′ was assumed
to decay continuously during combustion and considered to scale linearly with
engine speed. The authors report a lack of data for the laminar burning velocity of
methanol and calculated this quantity using chemical kinetics results of Westbrook
[82]. NOx are calculated using the Woschni heat transfer model and the extended
Zel’dovich mechanism (see section 6.4.6). The model was successfully validated
for three operating points of different charge pressure and λ .
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Later Brown et al. used the entrainment combustion model described in section
4.4.2 to compare the combustion of iso-octane and methanol in a single-cylinder
research engine [83]. The turbulent burning velocity was calculated using the
Damko¨hler model: ut = ul +u′, where u′ was estimated using the same expression
as Mohanan and Babu. The laminar burning velocity of methanol was calculated
using a correlation by Gibbs and Calcote [84], combined with the temperature and
pressure trends predicted by Metghalchi and Keck [85] and a factor representing
the effect of residual gas developed for gasoline combustion [86]. The authors
reported that the use of methanol resulted in faster combustion. They note that
a correct calculation of the evaporation cooling by methanol is needed to predict
the volumetric efficiency. Also, the employed laminar burning velocity correlation
resulted in poor results for rich mixtures.
More recently, Dai et al. [87] used a similar entrainment model in Ford’s General
Engine Simulation tool to compare the performance and emissions between
stoichiometric engine operation on gasoline and E85. The results for ignition
delay (defined as the time to reach 2% mass fraction burned) and crank angle
of maximum pressure matched with the experimental results within 3% for most
operating points. An increase in power and efficiency of 4% and 3% respectively
was predicted for E85 operation, combined with 40% lower tailpipe NOx and HC
emissions, the latter having been estimated using a crevice model.
Pourkhesalian et al. [88] compared the performance and emissions of six different
fuels, including methanol and ethanol, in a PFI engine using a quasi-dimensional
code with the turbulent combustion model of Damko¨hler and a simple turbulence
model comparable to that of Mohanan and Babu [89]. The laminar burning
velocity of methanol was calculated using the correlation of Metghalchi and Keck
[85], that of ethanol by the correlation of Liao et al. [90]. Methanol and ethanol
were reported to produce the lowest CO and NOx emissions. The predicted peak
power on methanol was lower than on gasoline, possibly because the cooling effect
of methanol was underestimated.
Boretti [60] investigated the potential for efficiency improvement in a dedicated
neat ethanol engine using the entrainment combustion model and k−ε turbulence
model described in Chapter 6. A laminar burning velocity correlation for gasoline
was used, but the calibration constants in the turbulent combustion model were
adapted to account for the higher ul of ethanol, based on the ratio of ul between
gasoline and ethanol at λ=1 and atmospheric conditions. The author reported a
potential BTE of 40% and BMEP levels of 30 bar in a highly boosted, directly
injected engine with an elevated compression ratio (13:1) and fully variable valve
actuation.
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Finally, Bougrine et al. [40] used their reduced Coherent Flame Model (see section
4.4) to predict the performance, emissions and knock occurrence in a directly
injected single cylinder engine fueled with stoichiometric gasoline-ethanol blends
up to 30 vol% ethanol. They used Gu¨lder’s laminar burning velocity correlation
[91], but mentioned the lack of a correct expression for the pressure sensitivity
of ul for these blends. The influence of residual gases was implemented using
an expression developed for gasoline. Knock was predicted using the model of
Douaoud and Eyzat (see section 5) developed for primary reference fuels [92].
The authors reported that indicated mean effective pressure (IMEP) was predicted
within 1 bar for 70% of the operating points, knock-limited spark advance was
predicted within 2○ crank angle and good trends were obtained for NOx and CO,
with some error due to the uncertainty in residual gas content.
Non-predictive and semi-predictive zero-dimensional engine models
If one is not interested in the effect of various parameters on the combustion
itself, but rather needs the in-cylinder conditions as an input for other analysis, the
burn rate can be prescribed using a simple Wiebe law [38]. For example, Wiebe
type models have been used to optimize the valve events in alcohol engines [93],
predict the temperature reduction by direct injection of alcohols [94] or validate
a formation mechanism for formaldehyde emissions in a methanol engine [95].
The development of aldehyde formation mechanisms is an active area of research,
as explained in section 6.4.6. The advantage of Wiebe models is their simplicity,
but they are not predictive in situations where the burn rate changes, e.g. varying
ignition timing [96].
Another approach is to develop a semi-predictive model by training a neural
network using experimental results. This approach was adopted by Yo¨cesu et
al. [97] and Najafi et al. [98] to investigate the performance and emission benefits
of adding ethanol to gasoline. The advantage of semi-predictive models is that no
physical assumptions are made, the downside is the need for extensive test data




Multi-dimensional simulations can be used to investigate certain engine-related
phenomena in more detail. Fuel impingement and puddling, a particular problem
for light alcohol fuels, have often been studied this way. Ramadan et al. [99] have
used the KIVA-3V code to investigate the effect of swirl and fuel impingement on
methanol combustion in several engine configurations with direct injection and a
compression ratio of 17:1. Pontoppidan et al. [100] used the same code to perform
a cold start study for a pure ethanol PFI engine, focusing on intake port fuel
puddling. In both studies the alcohol combustion was modeled as a single-step
irreversible reaction in Arrhenius form.
Zhen et al. [101] performed a multidimensional study of combustion and knock
occurrence in a high compression ratio methanol engine using the Coherent Flame
Model for turbulent combustion (see section 4.4.11) with a knock prediction model
developed for primary reference fuels. They found that knock can be suppressed
by retarding spark timing, leaning or enriching the mixture, diluting the mixture
with EGR and changing the shape of the combustion chamber.
Lauer et al. [102] used information obtained using 3D CFD to create a model of
wall film formation in inlet ports and thermal models of port walls, for use in
quasi-dimensional models of ethanol-fueled engines. They reported that ignoring
the fuel puddling dynamics can lead to overestimations of the unburned gas
temperature of 20 ○C, leading to incorrect predictions of volumetric efficiency
and knock tendency. Similarly, Marriott et al. [103] report that simulation of
engines with direct injection of light alcohol fuels must consider fuel impingement
to provide accurate results of volumetric efficiency and wall heat loss. The authors
therefore developed a geometry based fuel impingement model. Vaporization
dynamics are especially important during cold start. For this reason, Yao
et al. [104] and Liebsch et al. [105] have recently developed models for the
vaporization of ethanol-blended fuels in port fuel injected and direct injected
engines respectively, in order to predict the required enrichment for cold start.
Conclusion
An engine simulation code based on quasi-dimensional modeling is a useful
tool for cheap and fast optimization of engines. It is a compromise
between non-predictive zero-dimensional models (type Wiebe-law) and complex
multidimensional models (type CFD). Quasi-dimensional codes are best suited for
evaluating existing engines, performing parameter studies and predicting optimum
engine settings.
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As may be clear from the previous discussion, most simulation codes for alcohol
engines often resort to models developed for hydrocarbon fuels, although in
reality changes can be expected in the relevant mechanisms for combustion,
emission formation and knock. With regard to combustion, there is currently
no laminar burning velocity correlation that correctly accounts for changes in
pressure, temperature and mixture composition. Models to predict the aldehyde
emissions for alcohol engines need further development and there is a lack of
knock models developed specifically for alcohol fuels. Furthermore, engine
performance, emission formation and knock occurrence are heavily influenced by
the effects of evaporation cooling. Therefore, the dynamics of fuel impingement
and puddling must be considered in detail.
1.7 Flame structure in alcohol engines
A flame regime diagram can be used to identify the effects of the different
properties of light alcohols compared to gasoline, on the turbulent combustion
[27]. Based on the ratio of chemical to turbulent time or length scales, different
regimes can be distinguished in turbulent premixed combustion. The following
relevant length scales can be identified:
• δl is the thickness of the laminar flame. Here, the definition based on
unburned mixture kinematic viscosity νu and laminar burning velocity ul as
proposed by Abraham et al. is used. Alternatively, δl can be defined based
on the unburned mixture thermal diffusivity Dt as discussed in section 3.8.2.
δl = νu/ul (1.3)
• Λ is the integral length scale, which is a measure of the largest energy
containing structures in the turbulent flow and is defined by the geometry.
• ηK is the Kolmogorov length scale associated with the dimension of the
smallest eddies. At this scale, the dissipation by the molecular viscosity
exceeds the turbulent kinetic energy, making the existence of smaller
structures impossible. ηK is defined in terms of the dissipation rate of the
turbulent energy, ε and the kinematic viscosity.








Where the turbulent Reynolds number Ret is defined using the root mean
square (rms) turbulent velocity u′:
Ret = u′Λνu (1.6)
A widely used flame regime classification based on these length scales is given by
the following relationships [27, 69, 106]:
δl ≤ ηK (1.7)
ηK < δl <Λ (1.8)
Λ < δl (1.9)
These regimes can be represented in diagrams marking the relations between
certain dimensionless quantities. In the popular Borghi diagram [69, 107, 108]
the borders of each regime are shown in a plot of u′/ul versus Λ/δl . Here the
diagram proposed by Abraham et al. [106] is used, with Ret in the abscissa and the
Damko¨hler number Da in the ordinate. Da represents the ratio of a characteristic
time of the turbulent flow to a characteristic time for the chemical reactions. Here,
these characteristic times are chosen as Λ/u′ and δl/ul respectively.
Da = Λ/u′
δl/ul (1.10)
In Figure 1.9, the different flame regimes corresponding to Equations 1.7 to 1.9
are divided by lines representing the equalities ηK = δl and Λ = δl .
• In the region above the line ηK/δl = 1 the flame thickness δl is smaller than
the smallest turbulent length scale ηK (region A in Figure 1.9 associated
with Eq. 1.7). Inside this region, which is known as the flamelet regime,
the turbulent movements can only wrinkle the thin laminar flame zone. The
Damko¨hler number is also greater than one, indicating the chemistry is fast
compared to turbulent mixing. This greatly simplifies turbulent combustion
modeling as chemistry and turbulence can be decoupled. The influence of
chemical reactions can be grouped in a laminar burning velocity correlation,
while the effect of turbulence is limited to flame stretching and flame front
wrinkling [27].
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Figure 1.9: Regimes of turbulent premixed combustion [27, 106]. The estimated operating
range of SI engines fueled with gasoline, hydrogen and methanol are marked by the
rectangles with a thin full line, thick full line and thick dashed line respectively.
• Below the line Λ/δl = 1 all turbulent length scales are smaller than the
laminar flame thickness δl (region C in Figure 1.9 associated with Eq. 1.9).
Inside this region, known as the well-stirred reactor regime, the transport
into the flame reaction zone is no longer solely determined by molecular
processes, but also by turbulent motion.
• In the intermediate region, marked out by Eq. 1.8, the turbulent eddies with
length scale smaller than δl can enter the flame front (region B in Figure 1.9).
Inside this so-called distributed reaction zones or thickened flame regime,
the combustion rate is determined to a great extent by turbulent mixing rates.
This combustion mechanism is represented by eddy-breakup models [27].
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Based on some common assumptions Abraham et al. [106] estimated the minimum
and maximum values for Ret and Da in spark-ignition engines. This operation
region is represented by the thin line rectangle in Figure 1.9. The region was rather
insensitive to the applied assumptions. The authors concluded that combustion
in the considered research engines was situated in the flamelet regime, while
combustion in the commercial engines at engine speeds above 1500 rpm lay in
the intermediate region. Verhelst [27] used the work of Abraham et al. as a basis
to distinguish the operation region of hydrogen-fueled SI engines. The resulting
values are shown by the bold line rectangle in Figure 1.9. The region in the
flamelet regime increases due to the high laminar burning velocities possible with
hydrogen. However, the area in the intermediate regime also increases due to the
large variations in mixture viscosity associated with the wide flammability limits
and high dilution tolerance of hydrogen [27].
The methodology proposed by Abraham et al. was used here to determine the
minimum and maximum values for the Reynolds and Damko¨hler numbers in
methanol-fueled SI engines. These will change compared to gasoline engines due
to the higher laminar burning velocity of methanol and different engine operating
conditions (e.g. higher compression ratio, more dilution with air or residual gas).
However, the changes will be less pronounced than for hydrogen engines. The
variations in engine speed and dimensions, as well as the assumptions concerning
u′ and Λ are the same as in [106]. For the compression ratio, a variation between 7
and 15 is considered. The maximum variations in fuel-to-air equivalence ratio
φ and residual gas ratio were estimated at 0.6-1.5 and 0-50 m% respectively.
The mixture properties were calculated using the thermodynamic database Gaseq
[109]. The laminar burning velocity was computed from the correlation developed
in Chapter 3.
The estimated operating range is shown by the dashed line rectangle in Figure 1.9.
As can be seen, the region in the flamelet regime substantially increases (logaritmic
scale) thanks to the high laminar burning velocity of methanol. Despite this higher
peak laminar burning velocity, the minimum value for Da is about the same as for
gasoline due to the more diluted mixtures used with methanol. Compared to the
gasoline operation range, the methanol rectangle is shifted somewhat to the right
due to the lower kinematic viscosity of methanol-air mixtures. The operating range
with ethanol is expected to be similar. This was confirmed by Aleiferis et al. [69]
who found that in their direct-injection research engine, the ethanol combustion
was situated slightly above the line ηK/δl = 1.
It was verified how the current results changed when the definition proposed
in section 3.8.2 was used to calculate δl . The Damko¨hler values were found
to decrease by one order of magnitude, but this did not change the main
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conclusion. That is, both the flamelet and the thickened flame regime can exist
in alcohol-fueled engines. Compared to gasoline engines, more of the operating
region lies in the flamelet regime. The flame structure will depend on the engine
operating conditions, with near-stoichiometric mixtures in the flamelet regime and
lean, diluted mixtures in the other. In reality, the transition to the thickened flame
regime is gradual and, as will be discussed in section 4.2.2, even in this regime the
flames exhibit a flamelet-like structure. In fact, many authors believe the ηK/δl = 1
delineation is too strict and the inner flame structure is left unaffected by turbulence
well beyond this limit [110].
1.8 Scope and outline
As explained above, methanol and ethanol are promising SI engine fuels. Apart
from experimental engine development, modeling engines fueled with these
light alcohols is desirable due to the increasing complexity of today’s engines.
Quasi-dimensional engine models are particularly useful for parametric studies
and optimization of multivariable engines. Within the author’s department, such
a model was developed for the power cycle of hydrogen-fueled SI engines. The
primary goal of the present research was to extend the validity of this model to
neat methanol and ethanol. Additionally, relevant submodels were included for
the prediction of the gas dynamics during the breathing cycle, knock occurrence
and pollutant formation.
Initially, experimental and analytical work on alcohol engines have been reviewed
(see section 1.1-1.7). Then, an extensive experimental database has been gathered
on different alcohol-fueled engines. The laminar and turbulent combustion, as well
as the autoignition of ethanol and methanol have been investigated. The resulting
fundamental findings relevant to engine operation on light alcohols have been
implemented within a commercial engine simulation code that includes models for
gas dynamics and pollutant formation. Finally, the engine code has been validated
against the database of engine experiments. In its current state, the developed
engine code focuses on normal and abnormal combustion of neat methanol and
ethanol. Extension to alcohol-gasoline-water blends is part of ongoing work.
The following chapter describes experimental work carried out during this
Ph.D., confirming the potential of alcohol fuels and delivering validation data
for the code. Chapter 3 focuses on the laminar burning velocity of light
alcohols. There is a lack of data for this fundamental value in the literature,
so a new database was built using both numerical calculation and experimental
measurement with two different methods. Chapter 4 is devoted to premixed
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turbulent combustion of alcohols. The relevant phenomenology is reviewed
and several turbulent combustion models are selected from literature based on a
comparison against experimental turbulent flame data obtained during this and
previous work. Chapter 5 reviews the mechanisms of knock relevant to light
alcohols, methods to model knock and presents data obtained through numerical
calculation for the autoignition of methanol and ethanol. Chapter 6 describes
the developed engine model, including the global structure, governing equations
and employed sub-models. The code’s predictive capability is evaluated through
comparison with experiments and an overview is given of the uncertainties related
to quasi-dimensional engine simulation. The final chapter summarizes the main
findings of this work and gives suggestions for future work.
2
Experimental work on alcohol engines
2.1 Introduction
In the course of this work three research engines were converted for flex-fuel
compatibility by Master’s students [111] and technicians under the guidance of
the present author. The user interface for engine operation and data acquisition
has been programmed by the author. A fourth engine was prepared specifically for
operation on light alcohols by engineers at the Karel de Grote University College
in Antwerp(see section 2.2).
Initial measurements comparing the performance and emissions between operation
on methanol, ethanol and other fuels are discussed in section 2.3. Next, the
potential of alternative load control strategies in flex-fuel and dedicated alcohol
engines is investigated in section 2.4. This work has been published in references
1, 5, 15, 16, 17 and 19 of the publication list on page xv. Most of the present
engine data were obtained by Master’s students under the guidance of the author
[111, 112].
Wall heat transfer data obtained by Demuynck [113] are reviewed in section 2.3.4.
The drive cycle analysis presented in section 2.4.5 was performed by Naganuma
and the results have been published by the present author in reference 20.
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The elevated knock resistance of light alcohols compared to regular grade
gasoline is confirmed experimentally in section 2.5. This work is based
on measurement methodologies implemented by the author and measurements
executed by Master’s students [114] and was published in reference 21.
Finally, section 2.6 presents a dataset of engine measurements performed by the
author and used to validate the engine cycle code described in section 6.
2.2 Experimental equipment and methodology
The main specifications of the four engines and the corresponding measurement
equipment used in the current study are summarized in Table 2.1 and 2.2.
2.2.1 Test engines
Table 2.1: Engine specifications. Atm. = atmospheric. Turbo = turbocharged
Engine type Volvo 1.8l Audi CFR VW 1.9L TDI
Cylinders 4 in-line 1 1 4 in-line
Valves 16 2 2 8
Valvetrain DOHC OHC OHV OHC
Bore 83 mm 77.5 mm 83.06 mm 79.5 mm
Stroke 82.4 mm 86.4 mm 114.2 mm 95.5 mm
Displacement 1783 cc 407.3 cc 618.8 cc 1896 cc
CR 10.3:1 10.17:1 variable 19.5:1
13.13:1
Injection PFI PFI PFI PFI
Induction Atm. Atm. Atm. Turbo
IVO [○ ca ATDC] -20 -17 10 16
IVC [○ ca ABDC] 100 45 29 25
EVO [○ ca BBDC] 40 75 39 28
EVC [○ ca ATDC] 80 10 12 -19
ECU [MoTeC] M800 M4 M4 M800
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Volvo 1.8l
A Volvo four-cylinder sixteen valve naturally aspirated gasoline engine with a
total swept volume of 1783 cc and a compression ratio of 10.3:1 was converted
to tri-fuel operation by mounting an additional fuel rail supplying gaseous fuel
(in this case, hydrogen) to 8 Teleflex GSI gas injectors (2 per cylinder), mounted
on the intake manifold. Additional adjustments to allow reliable operation on
hydrogen are described in [115]. Liquid fuel injectors with increased flow capacity
(Racetronix 48INJL) and stainless steel fuel lines and fuel rail were installed to
ensure light alcohol compatibility. The standard spark plugs were replaced by
colder ones to avoid pre-ignition issues on hydrogen and methanol [6]. Just like the
other engines, the Volvo engine was equipped with a fully programmable engine
control unit to control ignition timing, start of injection and injection duration.
More information on this engine can be found in [111].
Audi
A first single cylinder engine used in this study is based on an Audi research
DI diesel engine. It has a swept volume of 407 cc and a compression ratio of
10.17:1, which was increased to 13.13:1 in January 2012. The diesel injectors
were replaced by spark plugs and the engine was converted for tri-fuel operation
using similar adjustments as for the Volvo 1.8l.
The setup is equipped with a cooled EGR line and a supercharging system using
a volumetric claw compressor (Busch type MM1102 BP AQUA) with intercooler.
The amount of EGR is controlled by a valve with an adjustable opening frequency
and duty cycle. Additionally a backpressure valve can be used to force additional
exhaust gases through the EGR line in situations where high EGR contents are
desired (see Figure 2.1). More information on this engine can be found in [116].
Buffer vessel
Compressor Buffer vessel














Figure 2.1: Schematic of the Audi engine setup
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CFR
Another single cylinder engine used in this research was based on a CFR
(Cooperative Fuel Research) engine. The engine speed is held constant at 600
rpm by a synchronous generator. This research engine is specifically designed
to measure the octane number of different fuels and can endure long periods of
knocking operation without engine damage. It is equipped with port fuel injection
for both gaseous and liquid fuels. The compression ratio can be adapted by turning
a lever that displaces the cylinder head relative to the crankcase. As can be seen
in Figure 2.2 the cylinder head includes four openings with a diameter of M18,
which can be used to install various sensors. More information on this engine can
be found in [113].
Figure 2.2: Cross-section of the CFR engine, P1: spark plug, P1-P4: sensor positions, IV:
intake valve, EV: exhaust valve
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VW 1.9L TDI
A fourth engine used in this work was derived from a VW 1.9L AXR TDI
automotive diesel engine. The original diesel injectors were replaced with spark
plugs with a cold heat grade to avoid pre-ignition issues (NGK C9E). The original
manifold was modified to accommodate port fuel injectors. Several injector types
were tested and the current results were obtained using 6-hole Bosch injectors with
an extended tip (0 280 157 000). The original fuel supply system was replaced by
a methanol compatible one. As reported by Brusstar et al. this type of engine has
inlet ports which give a swirl ratio of about 2, reducing the tendency for knock
[24]. Furthermore the combustion chamber was modified to eliminate potential
pre-ignition sites.
A variable geometry turbocharger (Garrett VNT15) maintained the intake
manifold pressure. EGR was directed from the low-pressure side of the turbine
to the low-pressure side of the compressor. The amount of EGR was controlled by
a throttle in the EGR pipe in combination with a backpressure valve in the exhaust.
The EGR and fresh air were cooled after the compressor using a stock air-to-air
intercooler. More information on this engine can be found in [112].
Figure 2.3: The Volvo 1.8L (left) and VW 1.9L TDI (right) test engines
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2.2.2 Measurement equipment
Cylinder pressure measurements were done using piezo-electric pressure sensors
and piezo-resistive sensors were placed in the intake and exhaust runners, close
to the valves, for pegging the cylinder pressure (see Table 2.2). This was done
by assuming that intake and cylinder pressure equalize at the end of the intake
stroke, around bottom dead center. The time-averaged intake and exhaust gas
temperatures were measured at the same position using K-type thermocouples.
The crank angle was recorded using crank angle encoders. For the four-cylinder
engines, a spark plug pressure sensor was used in one of the cylinders. For the CFR
engine, there was plenty of room for a cylinder pressure sensor (Figure 2.2) but for
the Audi engine fitting the cylinder pressure sensor posed a particular challenge.
Earlier attempts to measure the cylinder pressure through the glow plug passage
had failed because of excessive mechanical vibrations and pressure oscillations in
the passage. Therefore, a new passage was created so the sensor could be fitted
level with the cylinder head. The position of this passage was determined using
X-ray Computed Tomography (CT). CT is a non-destructive technique which
enables visualization of the internal structure of materials in three dimensions
(3D). The scan was performed at the modular micro-CT set-up at the Centre for
X-ray Tomography of the Ghent University [117] and the obtained projections
were reconstructed using the software package Octopus [118]. The interior of
the cylinder head was scanned, so as not to damage any structural, lubrication or
cooling related features (see Figure 2.4).
 
Figure 2.4: Reconstructed cross-section of the micro-CT images, showing the internal
structure of the Audi single cylinder engine’s cylinder head (top view). The position of the
pressure sensor between intake and exhaust port is indicated by the dashed circle.
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A Bosch wide band sensor and digital AFR meter were used to give a direct reading
of the air-to-fuel equivalence ratio λ . The fuel consumption measurements were
done either gravimetrically or with a Coriolis type flow sensor (see Table 2.2). The
mass air flow was measured with an automotive type MAF sensor and/or a research
type air flow meter. The torque was measured with a load cell and temperatures
were recorded at several locations using K-type thermocouples.
For the Volvo 1.8l and both single cylinder engines, the dry, engine-out exhaust
gas components O2, CO, CO2 and NOx were measured (O2: Maihak Oxor-P S710,
paramagnetic; CO, CO2, NO, NO2: Maihak Multor 610, non-dispersive infra-red).
For the 1.9l VW engine, wet concentrations of CO, CO2, HC and NOx in the
exhaust gases were measured using a universal exhaust gas analyzer (Hermann
HGA 400). This device gives fast readings but the accuracy is rather limited. It
can only be used to discern trends.
One particularity about the CFR engine is its equipment to measure the heat flux
through the combustion chamber walls. As explained in [113], this heat flux was
measured for a number of fuels, including methanol. Some of the results relevant
to light alcohols are repeated in the following. These have been obtained using
the Thin Film Gauge (TFG) developed at the University of Oxford and the Vatell
HFM-7 thermopile, both of which have been shown to be reliable and fast heat
flux sensors [113]. The sensors were fixed on a bolt that could be placed in one of
the engine’s sensor positions.
All measurements signals were acquired and logged using the data-acquisition










Table 2.2: Measurement equipment
Engine type Volvo 1.8l Audi CFR VW 1.9L TDI
Cylinder pressure Kistler AVL Kistler AVL
6118AFD13 QC34C 701A GH12P
Intake pressure Kistler Kistler Kistler Kistler
4075A10 4075A10 4075A10 404515V200S
Exhaust pressure Kistler Kistler Kistler Kistler
4075A20 4075A20 4075A10 4049A10S
Crank angle encoder Kistler Kistler Kistler AVL
COM2611 COM2611 COM2611 365C01
Load cell Sensy 2712 Sensy 2712 - HBM U2A
Temperatures K-type TC K-type TC K-type TC K-type TC
Fuel flow gravimetric gravimetric gravimetric Bronkhorst
M55-AGD-55-0
Air flow Bosch MAF Bronkhorst Bronkhorst Bronkhorst
F-106BZ-HD-01-V F106AI-ABD-01-V F-106CI-ABD-01
O2 Maihak Maihak Maihak -
Oxor-P S710 Oxor-P S710 Oxor-P S710
CO,CO2,NOx Maihak Maihak Maihak Hermann
Multor 610 Multor 610 Multor 610 HGA 400
Data acquisition NI cDAQ NI cDAQ NI PXI AVL IndiCom
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2.2.3 Measurement methodology
General
The results presented in this work were obtained during steady state operating
conditions at various engine settings. In sections 2.3 and 2.4 MBT (Minimum
spark advance for best torque) spark timing was applied, except for knock-limited
operating conditions, where Knock Limited Spark Advance (KLSA) was used. In
sections 2.5 and 2.6 spark timing is varied as an independent variable.
Although some engines could be pressure charged, all measurements were done
in naturally aspirated mode. For the measurements with external EGR, the
recirculated exhaust gas was cooled to 25-30° C. This was done in order to
protect the inlet of the compressor of the Audi engine, which is not designed for
temperatures above 80° C. Additionally, cooled EGR is more effective in lowering
NOx emissions. Cooling the EGR to these temperatures led to condensation and
the resulting water was separated just after the EGR mixing section. The EGR
mass flow m˙EGR was calculated based on measured CO2 concentrations using the
equation below, which emerges from mass conservation considerations.
m˙EGR = 1MWair ·mair ·MWEGR ·δyCO2 (2.1)
yCO2 = yCO2,air −yCO2,mixyCO2,mix−yCO2,EGR (2.2)
MW stands for molecular weight and y is the molar fraction measured with the gas
analyzers. The subscript mix stands for the mix of fresh air and exhaust gases in
the intake manifold.
Indicated quantities were averaged over 50 consecutive pressure cycles, in order
to level out cyclic variation. The sample rate of the pressure measurements was 4
per °ca in normal operation. For the knock measurements, the amount of cycles
was increased to 100 to account for the stochasticity in the knock process. In order
to discern the high frequency knock induced oscillations, pressures were sampled
every 0.1 °ca by a crank angle encoder, resulting in a sampling rate of 72 kHz.
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Knock detection
To validate the knock prediction model described in section 5, it proved crucial
to have a knock detection method that can accurately separate knocking from
non-knocking cycles, and detect the onset of knock oscillations and their intensity
in knocking cycles.
In this work, knock was detected based on the in-cylinder pressure. There are
plenty of well established methods to detect knock from the cylinder pressure
trace. Some are based on the raw pressure trace, employing maximum values of
the first, second or third derivatives of this signal, or the heat release rate derived
from it, as measures of knock intensity. Other methods use the (band/high pass)
filtered pressure trace or heat release rate to calculate knock intensities based
on the maximum amplitude or signal energy of the pressure or heat release rate
oscillations [119, 120].
A number of algorithms were tested in the course of this work and finally the knock
detection method of Worret et al. [121] was selected because it correctly captures
knock onset, regardless of variations in λ , compression ratio, throttle position and
ignition timing and could also discern weakly knocking cycles. More details on
the comparison between the different detection methods can be found in the Master
thesis of Broekaert and De Cuyper, completed within the framework of the current
research [114].


































Figure 2.5: Example of a knocking pressure cycle and the corresponding heat release rate
as measured on the CFR engine (fuel= methanol, CR=9.5, throttle=69○, λ=0.85, spark
timing=22 ○ca BTDC)
The cycle-resolved knock detection algorithm of Worret et al. is based on the
band-pass filtered heat release rate (3-17 kHz pass band in this work) and builds on
popular MAPO (Maximum Amplitude of Pressure Oscillations) and SEPO (Signal
Energy of Pressure Oscillations) methods. Figure 2.5 illustrates a pressure trace
and the corresponding heat release rate for a knocking cycle measured on the
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Figure 2.6: Application example of the knock detection algorithm of Worret et al. [121]
CFR engine. Note that some oscillations persist after 380 °ca, although these
are barely visible in the pressure trace. Knock intensities, calculated based on
the integrated signal energy of the filtered heat release rate, are determined before
and after a potential knock onset to differentiate between knocking oscillations
and non-knocking signal noise (see Figure 2.6). Starting from the location of the
maximum amplitude of the heat release rate oscillations, knock onset is detected
as the first crank angle position where a predefined threshold value is exceeded in
the filtered heat release rate (see Figure 2.6). The algorithm was implemented as
described in [121] and no further adjustment to threshold values or other constants
proved necessary throughout the measurement range (see Appendix A.1).
The relevant quantities resulting from the knock analysis are the ratio of knocking
cycles to the total number of logged cycles, the average values and standard
deviation of knock intensity and crank angle of knock onset for the knocking
cycles.
Response surface methods
For the validation measurements in section 2.6, the experimental conditions
have been chosen in such a way that Response Surface Methods (RSM) can be
applied to analyze the results. These methods have been extensively described in
[113, 122]. The RSM analysis results in experimental surfaces of the dependent
variables (e.g. IMEP, BTE, etc.) as a function of all the independent factors of
their entire range (e.g. λ , ignition timing, etc.). It allows to distinguish non-linear
effects and interactions between various continuous factors.
Similarly to Demuynck [113], a central composite design (CCD) was chosen since
this is the RSM design with the highest accuracy. This CCD design is visualized
in Fig. 2.7 for an example of three factors (A, B and C). In the CCD, each factor
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is tested at five levels between its extreme values, which are coded as -2 and 2.
The full factorial CCD (all possible combinations) consists out of three parts. The
first part contains all the possible combinations of the factors at the levels -1 and 1,
which are the so called cubical points (black markers) used to test the main effects
and interactions. The extreme values of a certain factor (blue markers, at -2 or 2)
at the center level of the other factors (0) form the second part, which is used to
test non-linear effects of that factor. The third part consists of the replications of
the center point (red marker, all factors at level 0) to test the experimental error.
The resulting measurement values have been processed to response surfaces
according to the methods described in [122] using the statistical software JMP10.
Figure 2.7: The full factorial central composite design (CCD) for three factors (A, B and
C) consists out of 8 cubical points (black), 6 star points (blue) and 1 centre point (red)
2.2.4 Error Analysis
Error analysis of the employed experimental setups have been described in
previous work [27, 112, 113]. An overview of the estimated error on measured
and calculated quantities is given in Appendix A.2.
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2.3 Comparison against other fuels
2.3.1 Power
A well known advantage of using light alcohols in spark-ignition engines is the
increase in maximum achievable engine power. As mentioned above, the high
degree of charge cooling as the fuel is injected leads to increased volumetric
efficiency. This, in combination with the elevated knock resistance, enables a
power increase of more than 10% for methanol compared to RON 98 gasoline as
the results obtained on the Audi engine demonstrate (see Figure 2.8). The power
increase of the Volvo engine is more modest, since this engine was not knock
limited on RON 98 gasoline. Figure 2.8 also illustrates the measured operation
points at constant torque and rpm discussed in this section (see Table 2.3). The
complete measurement sets for gasoline and methanol can be found in [112].















































Figure 2.8: Maximum torque from the Volvo (left) and Audi (right) engine in atmospheric
operation. RON 98 gasoline - open circles, Methanol (M100) - closed circles, other
measured operating points - squares.
Table 2.3: Measurement points for the Volvo and Audi engine
Volvo 1.8l
rpm 1500 - 2500 - 3500 - 4500
Torque [Nm] 20 - 40 - 60 - 80
BMEP [bar] 1.41 - 2.82 - 4.23 - 5.63
Audi single cylinder (CR = 10.17:1)
rpm 1500 - 2000 - 2500 - 3000 - 3500
Torque [Nm] 10 - 15 - 20 - 25
BMEP [bar] 3.09 - 4.63 - 6.17 - 7.71
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2.3.2 Efficiency
Apart from increased power, light alcohols also lead to superior BTE thanks to a
number of interesting properties. To compare the distinct features of neat methanol
and gasoline the measured cylinder pressure curves from the 1.8 four-cylinder
engine are compared at a single operating point: 2.82 bar BMEP and 1500 rpm.
This would correspond to a low load, steady cruise in high gear. Table 2.4 shows
the engine settings and resulting BTE for methanol and gasoline. Figure 2.9 shows
the corresponding diagrams of cylinder pressure versus volume, in logarithmic
coordinates.
When comparing the pressure traces for methanol and gasoline (Figure 2.9), it can
be seen that operation on methanol takes advantage of its higher burning velocity.
Additional proof for this faster burning can be found by comparing the optimal
spark timing for both fuels (Table 2.4). The flow losses on methanol operation
are slightly lower than for gasoline. On the one hand the airflow on methanol
operation is lower due to the higher mixture energy per unit mass of air (see Table
1.1). On the other hand the throttle opening on methanol operation is smaller
(Table 2.4). Although the volumetric (molar) mixture energy content is smaller
than for gasoline, the large charge cooling upon methanol injection results in a
substantial increase in volumetric efficiency. Consequently the throttle opening to























Figure 2.9: Volvo Engine - Cylinder pressure versus cylinder volume at 1500 rpm and 2.82
bar BMEP. RON 98 gasoline - full line, Methanol (M100) - dashed line
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Throttle position [%] 8.5 14
Ignition timing [°ca BTDC] 17 25
Mass Air Flow [g/s] 9.4 10.3
Brake thermal efficiency [%] 26.1 24.0
Next, the efficiencies on methanol and gasoline operation on both the 1.8l
four-cylinder and the single cylinder engine are compared at different fixed torque
settings and for a range of engine speeds (see Table 2.3). The influence of gas
dynamics (flow losses) is expected to rise with increasing rpm. At each point,
optimal spark timing was used except for gasoline operation at 7.71 bar BMEP on






















Figure 2.10: BTE as a function of engine speed for the Volvo engine (left, 1.41 bar
BMEP-◇, 2.82 bar BMEP Nm-△, 5.63 bar BMEP-○) and Audi engine (right, 3.09 bar
BMEP-◇, 7.71 bar BMEP-○). RON 98 gasoline - open symbols, Methanol - closed
symbols.
Figure 2.10 shows the BTE as a function of engine speed and for different fixed
torque outputs measured on both engines. A leaking throttle on the Volvo engine
made it difficult to reach stable engine operation at 1500 rpm and 1.41 bar BMEP.
The error bars are not shown in the figure, but were below 0.5% for the Volvo
and below 1% for the Audi engine measurements respectively. It can be seen that
the BTE on methanol is about 10 % higher relative to RON 98 gasoline. This is
partly explained by the higher burning velocity of methanol, which can be more
than twice that of gasoline. As mentioned before, another contributing factor is the
reduced flow losses on methanol due to lower airflow. This advantage is partly lost
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however because of the smaller throttle opening. The in-cylinder cooling losses are
also smaller on methanol compared to gasoline operation. Not only does the charge
cooling due to methanol evaporation reduce the unburned mixture temperature, but
the high heat capacity of burned methanol also reduces the flame and exhaust gas
temperatures compared to gasoline. Other minor factors contributing to the BTE
rise on methanol might be a slight increase in expansion work due to a higher ratio
of cp to cv.
The BTE values at 5.63 bar BMEP for methanol and gasoline are compared against
those for ethanol and hydrogen in Figure 2.11. It can be seen that the BTE benefit
of ethanol is somewhat below that of methanol. Throttled, stoichiometric operation
on hydrogen produces efficiencies comparable to gasoline operation. The benefit
of hydrogen’s high flame speeds is lost due to elevated heat losses [113]. The wide
flammability limits and high burning velocities on hydrogen enable qualitative load
control, i.e. leaving the throttle wide open and regulating load through mixture
richness. As explained in section 2.4, the absence of throttling losses and reduction
in heat losses enables significant BTE increases. However, this operating strategy
is not of practical use at this load due to high NOx levels and the inability
to use TWC aftertreatment (lean combustion) [16]. This could be solved by
switching to very lean, supercharged operation. Light alcohol fuels, on the other
hand, can retain their efficiency benefits throughout the entire load range without









Figure 2.11: BTE as a function of engine speed for the Volvo engine at 5.63 bar BMEP.
RON 98 gasoline-◻, Methanol-○, Ethanol-×, H2 λ=1-◇, H2 lean burn-△
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2.3.3 Emissions
Figure 2.12 compares the engine-out NOx emissions on methanol and gasoline
at different fixed loads. The estimated uncertainty is below 1 g/kWh for all
measurement points. The values are consistently 5-10 g/kWh lower on methanol.
Ethanol induces a comparable benefit (not shown here). This is explained
by the cooler combustion temperatures and shorter burned gas residence time
on methanol compared to on gasoline. Additional evidence for these lower
combustion temperatures can be found when comparing the mean temperature of


































Figure 2.12: Engine-out NOx (g/kWh) as a function of engine speed for the Volvo (left,
1.41 bar BMEP - ◇, 5.63 bar BMEP - ○) and Audi engine (right, 3.09 bar BMEP - ◇, 6.17





























Figure 2.13: Exhaust gas temperatures (○ C) as a function of engine speed for the Volvo
(left, 5.63 bar BMEP) and Audi engine (right, 6.17 bar BMEP). RON 98 gasoline - open,
methanol - closed symbols.
52 CHAPTER 2
For the results obtained on the 1.8l four-cylinder engine, the strong influence of
engine speed on the amount of NOx emissions at 1.41 bar BMEP might be caused
by elevated levels of internal EGR at low rpm. At this low load the vacuum in the
intake due to throttling is quite considerable [124]. At 5.63 bar BMEP the internal
EGR levels are much lower, which explains the higher NOx emissions for gasoline
and methanol.
Figure 2.14 compares the engine-out CO emissions for gasoline and methanol.
Results and the associated error bars are displayed for one load only, so as not to
overload the figures. The trends are similar for other considered load points. It can
be seen that the emissions are slightly lower for methanol for most measurement
points. According to some authors this is due to the oxygenated nature of methanol
which might cause a more complete combustion [125]. However, the differences
in CO emissions between the two fuels are not significant in our case. Also, slight
deviations from stoichiometric operation might have much more influence on the
CO emissions than the fuel type. This might be the reason for the reversed trend





































Figure 2.14: Engine-out CO (g/kWh) as a function of engine speed for the Volvo (left, 5.63
bar BMEP) and Audi engine (right, 3.09 bar BMEP). RON 98 gasoline - open, Methanol -
closed symbols.
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Figure 2.15 compares the CO2 emissions for gasoline and methanol. The results
indicate that methanol operation reduces the specific CO2 emissions by more than
10% compared to gasoline. This is partly due to the lower CO2 formation per unit
of energy when burning methanol (68.4 g/MJ compared to 74 g/MJ for gasoline).

































Figure 2.15: Engine-out CO2 (g/kWh) as a function of engine speed for the Volvo engine
(left, 1.41 bar BMEP - ◇, 5.63 bar BMEP - ○) and Audi engine (right, 3.09 bar BMEP - ◇,
7.71 bar BMEP - ○). RON 98 gasoline - open symbols, Methanol - closed symbols.
Emissions of unburned hydrocarbons have not been included since flame
ionization detectors (as used in our measurements) are reported to have a slow
response time to oxygenated species such as unburned methanol and formaldehyde
[126]. These oxygenated species are commonly found in the exhaust gases of
methanol engines [9].
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2.3.4 Wall heat transfer
Comparison of the performance and emissions between gasoline and methanol
operation on the CFR engine led to similar conclusions (not shown here).
Additionally, the heat flux through the walls was measured for various fuels,
including methanol, to identify any fuel specific trends. Selected results for the
local heat flux in position P2 (see Figure 2.2) are shown in Figure 2.16. They were
obtained at two operating points where the indicated work Wi was kept constant for
the three fuels under consideration: methane, methanol and hydrogen. Methane
instead of gasoline was used as a representation of conventional hydrocarbon fuel,
since gasoline resulted in fouling of the heat flux sensor. As can be seen in Table
2.5, throttle position and spark timing were kept constant and the load was set using
mixture equivalence ratio. The throttle was more open on hydrogen to compensate
for the lower volumetric efficiency associated with this fuel [27]. Both load points
were at 600 rpm and compression ratio 9:1.
Figure 2.16: Comparison of the local heat flux during combustion in position P2 at Wi=
209 J (left) and Wi = 340 J (right) [127].
The heat flux traces in Figure 2.16 have been averaged over 60 cycles. They
illustrate that the heat flux traces for methanol and methane operation are similar
for the same load. The heat flux peak for hydrogen is sharper and higher, which is
due to significant differences in fuel properties, as discussed by Demuynck [113].
The maximum heat flux on methanol is slightly higher than on methane. This
was shown to be a result of the higher peak gas temperature caused by faster
combustion on methanol. The influence of evaporation cooling was reported to
be negligible at this load [127].
In his doctoral thesis, Demuynck evaluated experimental data obtained in the
CFR engine covering a wide range of fuels and engine operation conditions in
an attempt to develop a fuel independent heat transfer model for SI engines [113].
Existing heat flux correlations (see section 6.4.4) were shown to reproduce the
heat flux trace at constant operating point for methane and methanol, but not for
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Table 2.5: Operating points in Figure 2.16
Wi [J] Fuel Spark timing [○ca BTDC] Throttle [○] λ [−]
290 Methane 24 79 1.3
Hydrogen −5 63 2.0
Methanol 15 80 1.3
340 Methane 24 79 1.1
Hydrogen −5 63 1.5
Methanol 15 80 1.0
hydrogen. However, Demuynck demonstrated that, for methanol and especially
hydrogen, existing heat flux correlations are unable to predict changes in heat flux
during combustion for large variations in mixture equivalence ratio λ . This is
demonstrated in Figure 2.17, where model 1 represents a Woschni-type model.
Demuynck showed that this is due to some fuel specific properties that are not
accounted for in the model and suggests several model improvements. The
interested reader is referred to [113] for a more detailed discussion.
 
Figure 10 – The reference model mainly fails in the prediction of the effect of λ in the case of hydrogen 
 
 
Figure 2.17: Model 1 (Woschni-type) fails to predict the effect of λ on the peak heat flux in
case of methanol and hydrogen [113]
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2.4 Alternative load control strategies
As mentioned in section 1.5.5, the elevated flame speed and wide flammability
limits of light alcohols open some alternative options for load control, especially
for methanol. In the current work wide open throttle (WOT) lean burn operation
and WOT EGR operation were examined. These strategies respectively employ
variable mixture richness or stoichiometric mixtures and variable amounts of
external EGR to control the load while the throttle position is fixed, preferably














Figure 2.18: Illustration of throttled stoichiometric, WOT lean burn and WOT EGR
operation strategies (adapted from [28]
2.4.1 Advantages
The application of these strategies is interesting for a number of reasons. The
reduction of throttling losses by working with the throttle wide open is beneficial
for part load efficiencies [24, 57, 128, 129]. Further efficiency improvements are
obtained through the reduction of cooling losses and endothermic dissociation
losses thanks to lower in-cylinder temperatures associated with the dilution of
excess air or exhaust gases [57, 128, 129]. Additionally, lean operation can shift
the combustion reaction closer to completion, releasing more energy per mole of
fuel. Another interesting feature of lean operation is that the value of κ = cp/cv
increases, which leads to slightly higher efficiencies [58, 130].
Compared to dilution with air, EGR dilution is more effective in reducing the
temperatures since its heat capacity is higher than air. The temperature reductions
can also help to avoid abnormal combustion phenomena such as pre-ignition or
knock. This makes it possible to retain optimal spark timing over a wider range of
operating conditions, thereby improving efficiency [24].
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Lower peak in-cylinder temperatures are also interesting from an emissions
point-of-view. The formation of nitrogen oxides (NOx) is mainly triggered
by temperatures above 1800 K, which means any reduction of in-cylinder
temperatures will help to decrease the level of engine-out NOx emissions [24, 57,
128]. However, it is important to note that in lean conditions the engine-out NOx
emissions should be low enough to offset the loss in three-way catalyst conversion
efficiency.
For the WOT EGR strategy the amount of unburned hydrocarbons (UHC)
generally increases due to the less complete combustion associated with adding
excess exhaust gas. CO emissions remain unaffected, for these are mainly
influenced by the mixture equivalence ratio [57, 128]. For the WOT lean burn
strategy the level of UHC and CO emissions usually decreases due to more
complete combustion in lean conditions. However, as the lean limit is approached
misfires and incomplete combustion produce an increase in these emissions
[58, 130].
2.4.2 Disadvantages
Unfortunately, the application of excess air or external EGR also has some negative
side-effects. The most important disadvantage is that the combustion becomes
increasingly unstable as higher levels of dilution are applied. This elevated cyclic
variation not only reduces the mean efficiency of the engine, but can even make it
unfit for driving purposes [57]. A common measure for cycle-to-cycle variation is
given by the Coefficient of Variation (CoV), which is defined here as the standard
deviation on IMEP of the different engine cycles (σimep) divided by the mean imep
(µimep). In accordance with Heywood, the CoV was kept below a value of 10% in
this work [38]. Threshold values of 5% or less are also commonly used [24, 57].
CoV = σimep/µimep (2.3)
Diluting the mixture will reduce the turbulent burning velocity inside the cylinder,
rendering the combustion less isochoric. This will decrease indicated efficiency.
An additional effect of increased combustion duration is that the hot combustion
gases are in contact with the cylinder walls for a longer time, which partly offsets
the reduction in heat losses through dilution.
Increasing the level of in-cylinder turbulence can help to increase the flame
speed to a certain degree, but will also negatively affect the heat losses. Other
ways of improving dilution tolerance include turbocharging and increasing the
compression ratio of the engine, as will be demonstrated below [58].
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Note that at elevated EGR levels, there will be a trade-off between engine back
pressure, performance, knock and the amount of cooled EGR that can be forced
using an exhaust back pressure valve. In this work, it was not attempted to find the
optimal arrangement.
2.4.3 Potential in flex-fuel engines
Table 2.6: Measurement points using alternative load control strategies on the Audi engine
Audi single cylinder (CR = 10.17:1)
rpm 1500 - 2000 - 2500 - 3000 - 3500
Torque [Nm] 15 - 20 - 25 - 30
BMEP [bar] 4.63 - 6.17 - 7.71 - 9.25
Both alternative load control strategies were tested for gasoline and methanol at
various engine speeds and loads on the Audi engine (Table 2.6, see [112] for
complete dataset). A fuel with wide flammability limits, elevated EGR tolerance
and high laminar burning velocities such as methanol (see Table 1.1) will be less
prone to the negative side-effects of dilution [57]. The measurements on the
Audi engine indicated that EGR levels up to 30% could be applied before the
CoV surpassed the threshold value of 10%, whereas for gasoline operation this
happened at 10% EGR. The lean burn limits were λ=1.5 and λ=1.25 on methanol





























Figure 2.19: CoV (%) as a function of λ and EGR%. RON 98 gasoline - open symbols,
Methanol - closed symbols
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Efficiency
Figure 2.20 illustrates some of the key differences between throttled
stoichiometric, WOT lean burn and WOT EGR operation on methanol in a log
p-log V diagram. The associated engine operating conditions are summarized in
Table 2.7. The pumping loop in the WOT lean burn and WOT EGR operation
is considerably smaller due to the absence of throttling losses. However, the
excess air and EGR flow also bring about some minor additional flow losses in
the intake and EGR pipes. Also visible on the diagram is the adverse influence of
air and EGR dilution through less isochoric combustion. This effect is slightly less
pronounced for lean operation.
Table 2.7: Efficiency comparison between throttled, WOT EGR and WOT lean operation at
1500 rpm and 7.71 bar BMEP
throttled WOT EGR WOT lean
λ 1 1 1.14
Throttle position (TP) [%] 30.5 100 100
Ignition timing [°ca BTDC] 16 23 19
EGR [mass %] 0 16.4 0














Figure 2.20: Cylinder pressure versus cylinder volume at 1500 rpm and 7.71 bar BMEP.
Throttled - dotted line, WOT EGR - dashed line, WOT lean - full line
Figure 2.21 illustrates that although the lean burn strategy theoretically has an edge
on the EGR strategy in terms of efficiency, in practice both strategies produce
almost identical indicated thermal efficiencies when running on methanol. The
relative improvements compared to throttled operation are in the order of 5%. At
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this load (6.17 bar BMEP) there were also considerable cyclic variations when
running on methanol (CoV ≈ 6%), which leads to a rather high standard deviation
on the indicated thermal efficiency (2 % absolute). At 7.71 bar BMEP, the CoV













Figure 2.21: Indicated thermal efficiency as a function of engine speed for a fixed brake
torque of 7.71 bar BMEP. Throttled - diamonds, WOT EGR - squares, WOT lean - triangles
Emissions
From Figure 2.22 it can be seen that larger decreases in engine-out NOx emissions
are obtained when diluting the mixture with EGR rather than excess air. This is
mainly due to the higher specific heat of the recirculated combustion gases. There
is a strong correspondence between the amount of excess air (proportional to λ )
or EGR (EGR%) and the decrease of NOx.
As opposed to EGR dilution, using excess air also implies that the engine-out NOx
emissions should be low enough to compensate for the loss in three-way catalyst
conversion efficiency in lean conditions. A common threshold value is 100 ppm
[38]. The load points in Figure 2.22 exceed this threshold value, so they cannot
be part of a realistic control strategy. Pannone et al. [58] suggest that for methanol
further leaning of the mixture and compensating the power loss by turbocharging
(which also increases lean limits) might drop the engine-out NOx low enough to
eliminate the need for NOx aftertreatment.
The results for engine-out CO emissions did not indicate a significant difference
between the load control strategies. This is not in agreement with the trends
observed by Pannone et al. [58], where leaning the mixture decreased the CO
emissions. For WOT EGR operation no change in CO emissions was expected, as
these are mainly driven by air-to-fuel equivalence ratio [6, 24].
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Figure 2.22: Engine-out NOx (closed symbols) and associated EGR%/λ (open symbols)
as a function of engine speed for a fixed brake torque of 7.71 bar BMEP. Throttled -
diamonds, WOT EGR - squares, WOT lean - triangles
Conclusion
The measurements discussed above demonstrate that both the WOT EGR and lean
burn load strategy have the potential to increase engine efficiency compared to
throttled stoichiometric operation. Theoretically the lean burn strategy can have a
minor edge on the WOT EGR strategy in terms of BTE, but this was not reflected
in the measurement results.
With regard to NOx emissions, the current results indicate that the WOT EGR
strategy leads to lower specific engine-out values thanks to the higher thermal
capacity of exhaust gases compared to excess air. More importantly, the WOT
EGR strategy employs stoichiometric combustion, which means conventional
three-way catalyst aftertreatment can be used to lower the tailpipe NOx emissions
to appropriate values. This is not the case for the lean burn strategy, which limits
its practical use.
In conclusion, the EGR WOT strategy seems more promising as it allows
to significantly increase the part load efficiency without sacrificing in terms
of tailpipe emissions. Despite methanol’s high burning velocity and dilution
tolerance, the load range in which this load strategy could be applied was quite
limited for the Audi engine. At 6 bar BMEP, CoV values were near the threshold
limit of 10%. For this reason the WOT EGR strategy was further investigated on
another engine, whose properties are more appropriate for EGR dilution.
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2.4.4 Potential in dedicated engines
The VW TDI engine has an elevated compression ratio of 19.5:1, is turbocharged
and has high levels of in-cylinder turbulence thanks to swirl created by the intake.
These properties boost the burning rate inside the engine, which is desirable if
one wants to use elevated levels of EGR to control load. The combination of high
compression ratios and external EGR is especially interesting since EGR reduces
some of the disadvantages related to high compression ratios:
• High compression ratios increase the chance of abnormal combustion
phenomena such as knock and pre-ignition.
• The increased temperatures associated with high CR lead to higher cooling
and dissociation losses.
• These increased in-cylinder temperatures also lead to more NOx formation.
Dilution with EGR reduces the in-cylinder temperatures, thereby lessening the
chance of knock and allowing optimal spark timing to be retained. Also cooling
and dissociation losses and the formation of NOx are reduced in this way.
Two operation strategies on methanol were compared on the engine: normally
aspirated throttled operation and turbocharged WOT operation with EGR. In both
cases the mixture was combusted stoichiometrically. Measurements were done at
loads between 50 Nm and 175 Nm (corresponding to 3.31 and 11.60 bar BMEP)
and at speeds between 1500 and 3500 rpm The complete dataset is included in
[112]. In throttled stoichiometric operation the maximum engine torque was knock
limited to about 160 Nm. In much of the high load points the spark timing had to
be retarded using this operating strategy. For the WOT EGR strategy this was not
the case thanks to the cooling effect of EGR.
Thanks to the high burning rates in this engine, throttleless operation was possible
down to 3.3 bar BMEP without unacceptable cycle-to-cycle variations (CoV <
10%). This corresponds to an EGR tolerance of nearly 50% EGR by mass [24].
Figure 2.23 compares the pressure traces at 100 Nm (6.63 bar BMEP) and 2000
rpm between throttled stoichiometric and WOT EGR operation. The same features
can be seen as in Figure 2.20. In WOT EGR operation the flow losses are
considerably reduced by keeping the throttle wide open. The difference between
both load strategies is even larger than in Figure 2.20 as this is a four-cylinder
engine with a much higher mass airflow. The burning rate is reduced due to the
EGR dilution, but thanks to the high CR this effect is weaker than in Figure 2.20.
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It is interesting to note that in the case of Figure 2.20 only 14% EGR was added,





















Figure 2.23: Cylinder pressure versus cylinder volume at 2000 rpm and 6.63 bar BMEP.
Throttled - dotted line, WOT EGR - full line
Figure 2.24 compares the BTE obtained using the throttled stoichiometric strategy
(left) to that obtained using the turbocharged WOT EGR strategy (right). Both
peak brake thermal efficiency and part load efficiencies can be seen to be
considerably higher when using the WOT EGR strategy.
Figure 2.24: BTE (%) as a function of engine speed and BMEP (bar). Left - Throttled,
stoichiometric operation. Right - WOT EGR operation.
In both cases the peak BTEs are very high thanks to the elevated compression
ratio of the engine. This compression ratio of 19.5:1 is not necessarily the optimal
value, which is expected to be around 15:1 [38]. Whereas the spark timing is
knock limited in the throttled stoichiometric case, MBT timing can be retained
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when using EGR. Additionally the reduced peak cylinder temperatures lead to
lower cooling and dissociation losses. This explains the difference in peak BTE
between the two strategies. Brusstar et al. reported the same value for peak BTE
(42%) when employing the WOT EGR strategy on a similar engine [24].
The absence of throttling losses provides an additional efficiency benefit for the
EGR WOT strategy at part loads. In these points the relative difference between
both operating strategies can mount to 20% and higher. The gains are most
pronounced at low engine speeds as the relative importance of throttling losses
is largest in these conditions.
Due to the limited accuracy of the employed exhaust gas analyzer, the results
for engine-out NOx emissions shown in Figure 2.25 are only indicative. They
do suggest that the high levels of exhaust gas dilution applied in this engine
enable vast reductions in engine-out NOx emissions. In conclusion, the current
results demonstrate that methanol can be used in dedicated engines with diesel-like
efficiencies and emission levels comparable or lower than gasoline fueled vehicles.
Figure 2.25: Engine-out NOx (ppm) as a function of engine speed and BMEP (bar). Left -
Throttled, stoichiometric operation. Right - WOT EGR operation.
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2.4.5 Drive cycle analysis of load control strategies
Simulation method
Table 2.8: Vehicle specification for drive cycle analysis
Vehicle
Number 1 2 3 4 5 6
Segment C segment, VW Polo equivalent
Weight Gross vehicle weight: 1500 kg
Engine
Fuel RON 98 Gasoline Methanol
Displacement 1896 cc
CR 10.17:1 19.5:1
Max. torque 140 Nm 163 Nm 180 Nm 200 Nm
Max. power 51 kW 60 kW 67 kW 73 kW
Strategy Throttle Opt. Throttle Opt. Throttle WOT EGR
Data source Audi VW TDI
Transmission
Type 5 speed manual (VW Polo)






Final, NEDC 3.853 3.853 3.5 3.5 3.5 3
Final, FTP75 3.853 3.853 3.5 3.5 3.5 3.25
Final, 10.15 3.853 3.853 3.5 3.5 - -
Simulation work was performed to determine to what extent these advantages still
stand over an entire drive cycle. The average vehicle efficiency, overall CO2 and
NOx emissions from a flexible fuel vehicle completing a drive cycle on gasoline
and methanol were evaluated. Next, the throttled and WOT EGR strategy were
compared in terms of drive cycle efficiency and emissions for both a flex-fuel
and a dedicated methanol vehicle. The analysis was done using Lotus Vehicle
Simulation [131] and was based on steady state experimental results obtained from
the Audi engine and the VW TDI engine.
Lotus Vehicle Simulation was used in order to estimate the drive cycle performance
of methanol and gasoline fueled vehicles employing various operating strategies
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[131]. Three different drive cycles are considered: NEDC valid in the E.U.,
FTP75 in the U.S. and 10.15 mode in Japan. Table 2.8 summarizes the vehicle,
engine and transmission specifications for the vehicle models built in Lotus Vehicle
Simulation. The models for vehicles no. 1-4 are based on the AUDI engine
database and represent a flex fuel vehicle fueled by either gasoline (no. 1, 2) or
methanol (no. 3, 4), employing throttled stoichiometric (no. 1, 3) or alternative
load control strategy (no. 2, 4). Vehicle models no. 5 and 6 are based on the VW
TDI results and represent a methanol-only engine using stoichiometric throttled
(no. 5) or WOT EGR load control (no. 6). The employed simulation methodology
is described in more detail in [132].
Applied load control strategies
The engine specifications of vehicle 1-4 are based on the Audi engine, but are
scaled up to have the same displacement as the four-cylinder VW TDI engine. No
corrections were made to take into account the reduction of friction mean effective
pressure as the displacement increases.
The engine specifications of vehicle 5 and 6 are based on the VW TDI.
The difference in peak torque between throttled stoichiometric and WOT EGR
operation is a result of the knock inhibition effect of EGR. Due to the high CR
of the engine, the torque is knock limited at throttled stoichiometric operation
(vehicle 5) and spark retard needs to be applied to avoid knock at high loads. For
WOT EGR operation (vehicle 6), optimum spark timing can be retained at higher
load. At the highest loads, this engine would benefit from direct injection, as the
cooling effect of methanol evaporation would avoid the need for spark retard.
Vehicles 1 and 3 employ the throttled stoichiometric strategy across the operating
range. For vehicle 2 and 4, the load control method resulting in the best efficiency
is selected at each operating point, provided that the associated combustion
stability is acceptable (CoV < 10%). For the gasoline fueled vehicle 2, the
WOT EGR strategy could only be applied for a limited amount of high load
points because further mixture dilution to reach lower loads led to unacceptable
cyclic variation (CoV > 10%). Methanol’s higher burning velocity and wider
flammability limits enable to spread the WOT EGR strategy to lower loads on
vehicle 4.
Vehicle 5 employs throttled stoichoimetric operation for all load points. Vehicle
6 employs WOT EGR operation for all but the lowest loads. Below 50 Nm some
throttling is required to stabilize the combustion in order to reach the CoV < 10%
threshold.
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Advantage of methanol compared to gasoline
Figure 2.26 shows the estimated CO2 emissions over the three driving cycles for
vehicles 1-4. The methanol fueled cars 3 and 4 have a clear advantage in terms
of CO2 emissions compared to gasoline fueled vehicles. Compared to gasoline
fueled vehicle 1, the CO2 emissions from the methanol-fueled vehicle 3 are lower
by 31.6 g/km, 19% over the NEDC, 51 g/mi, 21% over the FTP75 and 27.2 g/km,
17% over the 10.15 mode. Even though the Audi engine is not very advanced
and insufficiently optimized, the CO2 emissions from vehicle 3 of 135 g/km is
competitive to recent gasoline-fueled C-segment vehicles. This clearly illustrates





























Vehicle 1, Gasoline, Throttle Vehicle 2, Gasoline, Best-mix
Vehicle 3, MeOH, Throttle Vehicle 4, MeOH, Optimized
Figure 2.26: Drive cycle CO2 emissions are lower on methanol
This CO2 reduction potential is partly due to the efficiency benefit associated with
methanol fuel. When comparing the mean brake thermal efficiency of the methanol
fueled vehicle 3 to that of gasoline-fueled vehicle 1, improvements of 3.2% pt over
the NEDC, 3.5% pt over the FTP75 and 3.0% over 10.15 mode can be noticed (see
Figure 2.27). Another contributing factor is the lower specific CO2 emission of
methanol (68.44 g/MJ) compared to typical gasoline (73.95 g/MJ) (see Table 1.1).
The advantage of the optimized load control strategies (vehicle 2 and 4) is not very
clear from Figures 2.26 and 2.27. Because the driving cycles under consideration
involve low load conditions for the majority of time, the influence of the WOT



























Vehicle 1, Gasoline, Throttle Vehicle 2, Gasoline, Best-mix
Vehicle 3, MeOH, Throttle Vehicle 4, MeOH, Optimized
Figure 2.27: Drive cycle brake thermal efficiency is higher on methanol
Advantage of the WOT EGR load control strategy
The CO2 emissions for vehicle 5 and 6 are shown in Figure 2.28. Both vehicle
5 (128.8 g CO2/km) and vehicle 6 (105.9 g CO2/km) are able to meet the current
CO2 emission target in the EU of 130 g/km. This target is actually only appropriate
to vehicle manufacturer with a fleet average vehicle mass of 1372 kg. The target,
measured on the NEDC is given by:
m¯CO2 = 130+a(Mv−M0)[g CO2/km] (2.4)
Where Mv is the fleet-average vehicle mass (in kg), M0 is the datum mass of 1372
kg and a is the mass-sensitivity parameter with a value of 0.0457 g CO2/km/kg.
Figure 2.28: Drive cycle CO2 emissions are considerably reduced by employing the WOT
EGR strategy
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Compared to stoichiometric throttled control (vehicle 5), WOT EGR strategy
(vehicle 6) reduces CO2 emissions by 23 g/km, 18% on the NEDC and 43
g/mi, 20% on the FTP75. The CO2 reduction is entirely due to efficiency
improvements enabled by the WOT/EGR strategy (see Figure 2.29). On the
VW TDI engine, EGR could be applied even at low loads, so its advantages
are noticeable throughout the driving cycles. As mentioned before, these include
the reduction of pumping, cooling and dissociation losses, together with knock
inhibition, which allows the optimized spark timing to be retained. The efficiency
benefit of the WOT EGR strategy mounts to 5.3% pt on the NEDC and 5.7% pt
on the FTP75. Even on the stoichiometric throttled strategy, the brake thermal
efficiency level is quite high thanks to the elevated compression ratio of the engine
under consideration.
Figure 2.29: Drive cycle BTE is increased by more than 5% pt by employing the WOT
EGR strategy
Figure 2.30 indicates the NOx reduction potential of the WOT EGR strategy.
Compared to throttled stoichiometric operation (vehicle 5), this strategy (vehicle 6)
enables engine-out NOx reductions of 91% on the NEDC and 95% on the FTP75.
The resulting NOx figures for vehicle 6 are 0.104 g/km on NEDC and 0.109 g/mi
on the FTP75, which are only slightly higher than the current regulations (EURO5,
0.060 g/km; Tier2 Bin5, 0.070 g/mi). Only limited aftertreatment is required
to treat the NOx emissions. As the WOT EGR strategy involves stoichiometric
combustion, TWC aftertreatment can be used. Furthermore, adaptation of the
TWC might bring the stringest emission standards, such as LEV2, Tier2 Bin
5, within reach. Note that in a highly optimized engine, the lower exhaust
temperatures associated with alcohol combustion may lead to insufficient catalyst
temperatures, possibly requiring catalyst heating.
70 CHAPTER 2
Figure 2.30: Drive cycle, engine-out NOx emissions are decimated by employing the WOT
EGR strategy on methanol
With a combination of high average efficiency (31.8%), low CO2 and NOx
emissions, a high compression ratio methanol-fueled engine controlled by
the WOT-EGR strategy represents an interesting alternative powertrain to
conventional gasoline/diesel vehicles. The results obtained for vehicle 6 do not
represent the maximum achievable efficiency of this concept. There is still vast
room for improvement by employing direct injection (eradicating the need for
spark retard at the highest loads), switching from a 2-valve to a 4-valve architecture
(further reducing pumping losses) and choosing a compression ratio that balances
the negative (increased friction and cooling losses) and positive effect of increasing
compression ratio (increased operating range of the WOT EGR strategy).
2.5 Abnormal combustion and knock
To understand which engine operating parameters affect knock, to compare the
knock resistance of methanol and RON 98 gasoline and in order to validate
the knock prediction model discussed in section 5, a series of measurements
at (borderline) knocking conditions were done on the CFR engine. The
measurements comprise variable fuel-air equivalence ratio λ , compression ratio
and throttle position. Their combinations were selected according to the Central
Composite Designs described in section 2.2.3. For every combination of these
parameters, spark timing was swept in steps of 2 ○ca to find the knock limited
spark advance (KLSA). Spark timing was then advanced beyond this point in order
to see how fast the knock intensity increases.



















































Figure 2.31: Higher compression ratio increases knock ratio and intensity. Cases 1,7 and
16 in Table A.7
Table 2.11 contains the explored parameter range for knocking operation on
methanol. Figure 2.31 displays the ratio of knocking cycles and knock intensity
(calculated according to the methods described in §2.2.3) as a function of spark
timing for different compression ratios. More advanced spark timing is seen
to increase both knock ratio and intensity. This is due to the elevated mixture
temperatures and pressures associated with earlier spark timing. The reason behind
the sensitivity of knock to temperature and pressure is explained in Chapter 5.
A higher compression ratio results in higher temperatures and pressures for the
same spark timing, and thus results in knock at less advanced spark timing. Figure
2.32 also illustrates that for the same spark advance, knock occurs earlier in the
























Figure 2.32: For the same spark advance, knock occurs earlier in the cycle at increased
compression ratio
For reference, the standard deviations of knock intensity and knock onset position
have been added to the plots for condition 16. As can be seen, the knock intensity
is particularly cycle dependent. Increasing the number of logged cycles might help
to reduce its standard deviation. The uncertainty on knock onset time is limited
to 2 °ca, which is about the order of magnitude of variations due to knock onset
position, pressure transducer position and the velocity of sound [133].
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The results for varying throttle position (Figure 2.33) show that at the lowest
load (most closed throttle position, TP=87°) no knock is detected. Again, lower



















































Figure 2.33: More closed throttle position (closer to 90°) reduces knock ratio and
intensity. Cases 1,9 and 11 in Table A.7
The results for varying λ in Figure 2.34 indicate that stoichiometric combustion
is most sensitive to knock. For lean combustion, knock occurs at more advanced
spark timing, while the 10% knock ratio threshold is not exceeded for the rich



















































Figure 2.34: Influence of λ on knock ratio and intensity. Cases 1, 6 and 10 in table A.7
To illustrate the knock inhibiting effect of methanol, Figure 2.35 shows the knock
ratio for operation on RON 98 gasoline and methanol in the same operating point
(TP = 75°, CR = 9:1, λ = 1). For operation on gasoline knock is seen to occur
at much more retarded spark timing. In fact, on many engines the need for spark
retarding to avoid knock will decrease the efficiency attainable on gasoline. For
methanol, spark timing is less constrained by knock and its optimal value can be
retained.
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Figure 2.35: At similar operating conditions RON 98 gasoline knocks at significantly less
advanced spark timing than methanol
Finally, Figure 2.36 compares representative knocking cycles for gasoline and
methanol. Gasoline knock is seen to be preceded by a steep pressure increase,
while this is not the case for methanol. This could be due to the two-stage
autoignition behavior for gasoline discussed in Chapter 5.






























Figure 2.36: Comparison of a knocking cycle on RON 98 gasoline (IT = 3 °ca BTDC) and
methanol (IT = 18 °ca BTDC). CR = 9:1, TP = 75 ° and λ = 1 for both conditions.
2.6 Validation measurements
Apart from the experimental datasets described in the sections above, some extra
measurements were gathered on the CFR, Volvo and Audi engine for validation
purposes (see section 6). The experimental conditions were chosen in accordance
with the Central Composite Designs described in section 2.2.3. Tables 2.9- 2.12
show the explored parameter ranges on the different engines. These ranges are
chosen in such a way that there is significant variation in all the parameters the
combustion model is expected to respond to. The measured operating points are
listed in Appendix A.
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Table 2.9: Parameter range: neat methanol operation on CFR engine
Parameter Unity min max
compression ratio - 7.0:1 11.0:1
ignition timing ○ca ATDC -25 -5
throttle position ○ 63 (≈ WOT) 87
λ - 0.70 1.30
φ - 0.77 1.44
Table 2.10: Parameter range: neat ethanol operation on CFR engine
Parameter Unity min max
compression ratio - 6.5:1 9.0:1
ignition timing ○ca ATDC -25 -5
throttle position ○ 63 (≈ WOT) 87
λ - 0.70 1.30
φ - 0.77 1.44
Table 2.11: Parameter range: knocking methanol operation on CFR engine
Parameter Unity min max
compression ratio - 9.5:1 10.5:1
throttle position ○ 63 (≈ WOT) 87
λ - 0.70 1.30
φ - 0.77 1.44
Table 2.12: Parameter range: neat methanol operation on Audi engine (CR = 13.1:1)
Parameter Unity min max
rpm - 1500 3500
ignition timing ○ca ATDC -25 -5
throttle position ○ 20 (≈ WOT) 80
λ - 0.70 1.30
φ - 0.77 1.44
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2.7 Conclusions
Four engines have been converted to operation on alcohol in the course of this work
(§2.2). These have been used to create an extensive database of alcohol-fueled
engine measurements. A comparison of methanol against gasoline on two
flexible-fuel engines confirmed the potential for relative power and efficiency
benefits up to 10% (§2.3). Engine-out CO2 and NOx levels dropped by 10%
and 5-10 g/kWh respectively, while the other harmful emissions did not change
significantly. The load control strategy employing wide open throttle with
variable levels of EGR (exhaust gas recirculation) was applied to a dedicated high
compression ratio methanol engine and yielded diesel-like peak efficiencies (42%
brake thermal efficiency) and emission levels comparable to or lower than gasoline
(§2.4). Vehicle simulation proved these benefits can be retained over a drive cycle.
Measurements on a CFR engine confirmed the high knock resistance of methanol
compared to gasoline (§2.5). Finally, a series of measurements were obtained to
validate the engine simulation tool developed in this work (§2.6).

3
Laminar flame properties of light
alcohols
3.1 Introduction
As illustrated in section 1.7, combustion in alcohol-fueled engines mostly occurs in
the flamelet regime, where the only influence of turbulence is flame front wrinkling
and the effect of chemistry is grouped in the laminar burning velocity. The laminar
burning velocity of the in-cylinder mixture is therefore a crucial building block for
most turbulent combustion models (see Chapter 4).
This chapter is devoted to the construction of a correlation for the laminar
burning velocity of mixtures of (m)ethanol, air and residual gases, valid at SI
engine conditions. First, some terminology and the effects of flame stretch and
instabilities are discussed. Next, the laminar burning velocity data and correlations
available in literature are reviewed. Chemical kinetics mechanisms are used to
obtain more data at engine-like conditions in order to develop a new laminar
burning velocity correlation. These correlations were published in references 2
and 14 of the publication list on page xv. Finally, the developed correlation for
methanol is validated through measurements on two different experimental setups.
These experimental results were published in references 3 and 4 in the publication
list on page xv. All of the work described here was performed by the author.
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3.2 Laminar premixed flames
The laminar burning velocity ul is a physicochemical property of the
air-fuel-residual gas mixture, and is defined as the speed at which a steady planar
flame front propagates in a premixed, quiescent mixture in front of the flame
(laminar flow condition), in a direction normal to the plane. It is only defined
for premixed flames and depends on the unburned mixture composition (φ and
dilution ratio), temperature and pressure.
As will be discussed in §3.7 it is now possible to calculate the structure of
premixed flames numerically using chemical kinetics mechanisms. Figure 3.1
shows a one-dimensional unstretched laminar flame structure. The temperature
increases from the unburned to the burned zone due to heat and mass transfer,
as well as chemical reaction. Four zones can be discerned: cold reactants, the
preheat/preflame zone, the reaction zone and the hot products. The preheat zone is
dominated by heat conduction and mass diffusion of reactants. Chemical reaction
and mass diffusion dominate the reaction zone. As the reactants pass through the
preheat zone, they are heated by conductive heat transfer from the reaction zone.
The heating of the reactants eventually leads to their reaction at an increasing rate.
Figure 3.1: Concentration and temperature profiles associated with one-dimensional,
premixed adiabatic flame [134]
The laminar flame thickness δl is a characteristic length for a given mixture and
initial conditions. Several flame thickness definitions have been proposed in the
literature including definitions based on the temperature gradients, characteristic
chemical time and the heat release rate. Blint [135] states that a flame width
definition based on temperature gradient is the most rational selection to provide
an unambiguous specification of the laminar length scale, since it can be directly
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determined from the temperature profile and incorporates both transport and heat
release (Eq. 3.1). Still, this definition is not optimal as it implicitly assumes
that temperature profiles have the same shape for all conditions, which might not
necessarily be the case, especially around flammability limits [136].
δl = Tb−Tumax(dT /dx) (3.1)
Section 3.8.2 handles these issues in more detail. Throughout this work the flame
thickness is simply approximated using the hydrodynamic length, where ν is the
reactants’ kinematic viscosity.
δl = νul (3.2)
It is important to realize that no experimental flame is ever truly one dimensionally
propagating, planar and adiabatic. So when measuring the burning velocity of
laminar flames, the effects of non-planar geometry and flame stretch (see §3.3.1)
should be considered. Several methods have been devised to calculate ul from the
burning velocity of a non-steady or non planar flame (represented by un).
Another important notion is that there are two ways to define the laminar burning
velocity [137]:
• the burning velocity based on the entrainment velocity of unburned mixture
into the flame:
un = − 1Aρu dmudt (3.3)
where A is the flame front area, ρu the unburned mixture density and dmu/dt
the rate of entrainment of unburned mixture into the flame front.
• the burning velocity based on the rate of production of burned gas:
unr = − 1Aρu dmbdt (3.4)
where dmb/dt is the rate of production of reacted gas.
Finally, there is a distinction between the spatial velocity of the flame front in a
stationary frame of reference (Sn) and the burning velocity (un). The flame speed
is the sum of the burning velocity un and the gas velocity vg immediately adjacent
to the flame front.
Sn = vg+un (3.5)
This difference is especially important for the derivation of un from contained
explosions (see §3.10).
80 CHAPTER 3
3.3 Stretch and instabilities
3.3.1 Flame stretch effects
Practical flames can be wrinkled and unsteady and they can exist in flow fields that
are non-uniform and unsteady. Therefore a propagating flame front is subjected to
a strain and curvature effect, which together constitute flame stretch and change
the frontal area. The rate of stretch is defined as the normalized rate of change of






Flame stretch can increase or decrease the burning velocity significantly. For small
to moderate rates of stretch (< 1000s−1) its effect can be expressed to first order by
[138]:
ul −un = Lα (3.7)
Where L is a Markstein length. This length is often normalized to obtain a






Equation 3.7 can be non-dimensionalized by dividing the stretch α by the chemical




The Markstein length is a physicochemical parameter embodying the effect of
flame stretch. It is important to measure its value and ul simultaneously to enable
the derivation of the stretch free burning velocity and because it is a relevant
measure for the stretch sensitivity of flames. A prerequisite for this derivation
is a well defined stretch rate.
3.3.2 Flame front instabilities
A laminar flame can grow unstable through several mechanisms [138–140]. Some
of these are illustrated in Figure 3.2. The different mechanisms have been
expounded by Verhelst [27]. For completeness, part of the discussion is literally
repeated here.
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Figure 3.2: Structure of a wrinkled flame front showing the hydrodynamic streamlines and
the diffusive fluxes of heat and mass [108]
When a flame front is regarded as a passive, infinitely thin interface between
unburned and burned gases, a wave-like perturbation will increase the volumetric
burning rate through increased flame area and will have the following additional
effects:
• The discontinuity of density across the flame front (ρu → ρb) causes a
hydrodynamic instability, known as the Darrieus-Landau instability. As
illustrated in Figure 3.2 a wrinkle of the flame front will cause a widening
of the streamtube to the protrusion of the flame front into the unburned
gases, resulting in a locally decreased gas velocity. This will cause a further
protrusion of this flame segment, since the flame speed remains unaffected if
the effect of stretch on the structure of the flame is neglected. So when only
hydrodynamic stretch is considered, the flame is unconditionally unstable.
• The lower density of burned gases compared to unburned gases produces a
second instability arising from gravitational effects. This buoyant instability,
known as the Rayleigh-Taylor instability, arises when a less-dense fluid is
present beneath a more-dense fluid, which is the case in e.g. an upwardly
propagating flame.
• Finally, flame instability can be triggered through unequal diffusivities. As
the flame propagation rate is largely influenced by the flame temperature,
and this is in turn influenced by the conduction of heat from the flame
front to the unburned gases (full arrows in Figure 3.2) and the diffusion
of reactants from the unburned gases to the flame front (dashed arrows), a
perturbation of the balance between diffusivities will have important effects.
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Three diffusivities are of importance: the thermal diffusivity of the unburned
mixture (DT ), the mass diffusivity of the deficient reactant(DM,lim) and the
mass diffusivity of the excess reactant (DM,exc). In a lean flame the deficient
reactant is the fuel, in a rich flame it is oxygen. The ratio of two diffusivities
can be used to judge the stability of a flame when subject to a perturbation
or flame stretch.
The ratio of the thermal diffusivity of the unburned mixture to the mass




If the Lewis number is greater than unity, the thermal diffusivity exceeds the
mass diffusivity of the limiting reactant. When this is the case, a wrinkled
flame front will see its parts that are ’bulging’ towards the unburned gases
lose heat more rapidly than diffusing reactants can compensate for. The parts
that recede in the burned gases, on the contrary, will increase in temperature
more rapidly than being depleted of reactants. As a result, the flame speed of
the ’crests’ will decrease and the flame speed of the ’troughs’ will increase,
which counteracts the wrinkling and promotes a smooth flame front. The
mixture is then thermo-diffusively stable. Similar reasoning shows that a
Lewis number smaller than unity indicates unstable behavior.
• Another mechanism involving unequal diffusivities is the following: when
the limiting reactant diffuses more rapidly than the excess reactant (DM,lim >
DM,exc), it will reach a bulge of the flame front into the unburned gases more
quickly and cause a local shift in mixture ratio towards stoichiometry, which
will increase the local flame speed. Thus, a perturbation is amplified and
the resulting instability is termed preferential diffusion instability. This
mechanism is easily illustrated by the propensity of rich heavier-than-air
fuels (e.g. propane/air, iso-octane/air) and lean lighter-than-air fuels
(e.g. methane/air, hydrogen/air) to develop cellular flame fronts [140].
The selective diffusion of reactants can be viewed as a stratification
of the mixture. Both mechanisms involving unequal diffusivities are
sometimes called differential diffusion instabilities, or instabilities due to
non-equidiffusion.
The combined effect of instability mechanisms shows when the flame is stretched
and it depends on the magnitude of the stretch rate. For example, a spherically
expanding flame is subject to positive stretch (see 3.10), so a thermo-diffusively
stable mixture (indicated by a positive Markstein length) will start out smooth as
wrinkles tend to be smoothed out. When the stretch rate becomes too small to
stabilize the hydrodynamic instability, cellular structures will develop.
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3.3.3 Relevance to alcohol engines
Although methanol has the same molecular mass as O2, it is a slightly bulkier
molecule, which makes for a lower mass diffusivity. As a result, rich methanol-air
mixtures will be destabilized through preferential diffusion (DM,O2 > DM,CH3OH).
Figure 3.3 compares the Lewis number of methanol-air mixture at 5 bar and 350
K to that of other fuels. The mass diffusivities of CH3OH and O2 in N2 were
considered to simplify the calculation. For rich mixtures the Lewis number of
methanol-air is less than unity, indicating diffusional instability. For ethanol-air
mixtures the situation is comparable. The diffusional instability of rich mixtures
can be expected to be even more pronounced since ethanol is a larger molecule
than methanol (DM,C2H5OH < DM,CH3OH < DM,O2). This instability was recently
confirmed experimentally for both methanol [141, 142] and ethanol [108, 143]. At
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Figure 3.3: Calculated Lewis numbers for various fuels at 0.5 MPa, 360 K. Rich
methanol-and ethanol-air mixtures are thermo-diffusively unstable [142].
The instability region, characterized by negative Markstein lenghts, has been
shown to grow with pressure [27, 108]. A first reason is that the hydrodynamic
instability intensifies. This instability is mainly determined by the difference
between unburned and burned densities, represented by the density ratio ρ , and the
density gradient across the flame, influenced by the flame thickness δl . Although
the density ratio only slightly increases with pressure, the flame thickness
significantly decreases, strongly enhancing the gradients and the associated
hydrodynamic instability. Secondly, the range of unstable wavelengths is bounded
by a multiple of the flame thickness, thus a decrease in δl extends this range [27].
The lower wavelength limit results from quenching by convection and maximum
laminar burning velocity [140].
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A decrease in thermo-diffusive stabilizing effects has also been suggested as a
cause for the growing instability ratio with pressure [144]. Although the Lewis
number remains fairly constant with pressure, recombination reactions become
increasingly important with pressure, influencing preferential diffusion [145],
which is not reflected in the simple concept of a Lewis number. The Markstein
number, however, decreases with pressure and is thus a better parameter to
characterize stability.
No conclusive trend has been reported for the evolution of instabilities at higher
unburned mixture temperature. The density ratio ρ and flame thickness both
decrease, rendering the effect on hydrodynamic instability unclear. Also, the
Markstein length varies only slightly with temperature [143, 146].
The above means that at engine-like conditions, alcohol-air flames will be
unstable, except maybe for very lean mixtures. This will have important effects on
the turbulent burning velocity (see chapter 4) but also means that it is practically
impossible to directly measure ul at these conditions.
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3.4 Measurement methods
Throughout the years several methods have been developed to measure the laminar
burning velocity, each with their strengths and weaknesses. A number of these
methods are briefly discussed here in order to justify the choice of reliable
experimental data for methanol and ethanol made in the subsequent sections. This
section relies on the review paper by Andrews and Bradley [147].
Tube method
This method involves igniting the mixture at one end of a tube and photographing
the flame front propagation towards the other end. This method typically
underestimates the burning velocity due to flame area overestimation and the wall
quench effect.
Burner methods
These methods involve a stationary flame. They are limited to the conditions that
produce a stable, laminar flame. Different types of burners can be employed,
including nozzle, slot and flat flame burners.
Mostly used are conical flames on nozzle type burners, such as Bunsen burners.
The burning velocity can be derived from the mean gas velocity in the nozzle
and the cone angle of the flame. Errors may arise from the flame front curvature,
stretch effects, deviations from conical shape, uneven velocity distributions, etc.
These factors are less of an issue when a flat flame burner is used. An interesting,
recently developed method employing a flat flame burner is the heat flux method.
In this method a non-stretched flame is stabilized on a perforated plate burner and
its burning velocity is determined under conditions where the net heat loss from
the flame to the burner is zero. The method is discussed in detail in section 3.9.
The stagnation point flat flame burner and counterflow twin-flame burner are
variations in which a stationary flat flame is stabilized using a nozzle burner with
respectively a flat plate on top or an opposed flow. Laser-Doppler anemometry
(LDA) is used to characterize flame stretch. The unstretched laminar burning
velocity can be derived through linear or non-linear extrapolation to zero-stretch.
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Figure 3.4: Example of a Bunsen (left) and counterflow burner (right)
Combustion bomb methods
These methods involve ignition of the mixture inside a constant volume vessel.
Originally, the laminar burning velocity was calculated from the recorded pressure
rise after central ignition of the mixture. Typical assumptions included spherical
flame propagation and negligible flame thickness. As this method allowed to
obtain the burning velocity over a range of pressures and temperatures from
a single experiment, it was often used to develop laminar burning velocity
correlations valid at engine conditions. However, when only considering the
pressure, it is difficult to take stretch effects and flame instabilities such as
cellularity into account [143].
A more recent method relies on photographic observation of the pre-pressure
period of the combustion, where stretch is uniform and well defined. As explained
in section 3.10, this method also allows determination of Markstein lengths.
To obtain data closer to the safe working pressure of the combustion vessel
two igniters have been used to produce two spherically expanding flame fronts
simultaneously. The burning velocity is then determined from the photographic
observation of the last moments of flame propagation, when the imploding flames
are almost flat. Unfortunately, Markstein numbers are not conveniently obtained
at these low stretch rate conditions. Also, allowance must be made for the higher
burning velocities due to instabilities at these conditions. Another way to obtain
data at higher pressures is to consider the pressure-derived burning velocities and
use photographic flame observation to identify and delete cellular flames from the
dataset [148].
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3.5 Region of interest
A suitable laminar burning velocity correlation should cover the entire range
of in-cylinder conditions as they occur in alcohol-fueled engines. Therefore, a
good knowledge of this operating range is required in order to select or build a
correlation.
As discussed in §1.5.1, alcohol can be used in either flexible fuel engines or
dedicated alcohol engines. In state-of-the-art flex-fuel engines, the evaporative
cooling effect of alcohols is used to suppress knock in highly charged engines
with direct injection. The peak cylinder pressures in these engines are usually
limited to 100 bar for structural reasons [19]. The associated unburned mixture
temperatures can rise to 1000 K. Because three-way catalyst aftertreatment is used,
the engines are operated stoichiometrically. Direct injection, however, can make
for locally lean and rich mixtures, typically in the range φ=0-2.5 [149].The amount
of employed EGR is in the gasoline engine range, which is typically less than 20%
by mass.
Dedicated alcohol engines are usually boosted engines with high compression
ratios. EGR levels up to 50%, made possible through the high burning velocities
of methanol, have been used to spread the high efficiency regions to part-load
operating points (see §2.4). With boosted direct injection alcohol engines, BMEP
levels over 30 bar can be realised without knock, but then the base engine structure
must be designed for 150 bar peak pressure [24].
Table 3.1 summarizes the pressure, temperature and mixture composition
conditions for the unburned mixture in state-of-the-art alcohol engines. These
are the conditions where information on the laminar burning velocity is required.
As will become clear in the next subsections, none of the current laminar burning
velocity correlations for methanol- or ethanol-air mixtures spans this entire range.
Table 3.1: Unburned mixture conditions in alcohol-fueled engines
engine type p [bar] T [K] φ EGR [m%]
flex-fuel 1-100 300-1000 0-2.5 0-20
dedicated 1-150 300-1400 0-2.5 0-50
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3.6 Available experimental data
3.6.1 Methanol
Table 3.2 lists published experimental work on methanol-air laminar burning
velocity. The publications that reported a correlation for ul are marked by a *.
For the complete correlations, the reader is referred to Appendix B. As Table
3.2 demonstrates, there is a lack of laminar burning velocity data at engine-like
pressures and temperatures. Also, only a few researchers looked at the effect of
residuals.
Tube methods
Wiser and Hill [150] were the first to investigate the laminar burning velocity of
methanol-air mixtures for a range of equivalence ratios. They used the horizontal
tube method, which typically leads to a burning velocity underestimation.
Burner methods
Gibbs and Calcote [84] used a Bunsen burner to perform burning velocity
measurements at atmospheric conditions. The complex flame geometry of those
burners make it difficult to estimate the flame area and are also causing substantial
negative stretch effects. This often results in an overestimation of the burning
velocity [147, 151]. Hirano et al. [152] also used a Bunsen burner and the
cone angle method to measure the burning velocity of methanol-water mixtures
containing up to 70 mol% water.
Egolfopoulos and co-workers were the first to take flame stretch effects into
account for methanol-air flames. They used a counterflow twin-flame burner to
measure the burning velocity of various hydrocarbons, including methanol and
ethanol, at temperatures between 318 and 453 K for a wide range of equivalence
ratios (0.5-2) [153, 154]. Because the typical strain rate in their flames was quite
small (about 100 s−1), they used a linear extrapolation to zero stretch. This linear
extrapolation has recently been reported to lead to overestimations of the burning
velocity by 5 to 10% [155, 156]. Egolfopoulos et al. [153, 154] extrapolated
values down to room temperature from their experimental range of 318-368 K.
This linear extrapolation to 298 K might result in an underestimation of the true
burning velocity at that temperature, as ul has been shown to exhibit a exponential



































Table 3.2: Overview of the methanol-air burning velocity measurements in literature. * Correlation published. There is a lack of data at elevated
pressures and for diluted mixtures.
Year Author Ref. Technique Tu [K] p [bar] φ f [vol%]
1955 Wiser & Hill [150] Horizontal tube 298 0.85 0.7-1.4 0
1959 Gibbs & Calcote [84] Bunsen burner 298 1 0.8-1.4 0
1980 Ryan & Lestz* [157] CVB, pressure-derived 470-600 0.4-18 1 0-30
1981 Hirano et al. [152] Bunsen burner 343-414 1 0.6-2.2 0-20 (H2O)
1982 Metghalchi & Keck* [85] CVB, pressure-derived 298-700 0.4-40 0.8-1.5 0-20
1983 Gu¨lder* [158] CVB, flame ionization 298-800 1.0-8.0 0.7-1.4 0
1992 Egolfopoulos et al. [153] Counterflow 318-368 1 0.5-2 0
1997 Wang et al. [159] Counterflow 323-413 1 0.7-1.4 0
2004 Saeed & Stone* [151] CVB, pressure-derived 295-650 0.5-13.5 0.7-1.5 0
2006 Liao et al.* [160] CVB, schlieren 385-480 1 0.7-1.4 0
2008 Zhang et al. [161] CVB, schlieren 373-473 1-7.5 0.7-1.8 0-15
2009 Beeckmann et al.* [162] CVB, schlieren 373 10 0.8-1.2 0
2010 Veloo et al. [155] Counterflow 343 1 0.7-1.5 0
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Wang et al. [159] used a stagnation point flat flame burner in combination with
LDA to measure the laminar burning velocity of methanol, ethanol, iso-octane
and n-heptane. The observed flame stretch rates were between 100-300 s−1. The
authors report that this range is quite limited and the lower limit is still quite
elevated, thus extrapolation might yield some errors.
Veloo et al. [155] recently repeated the measurements of Egolfopoulos et al. [153,
154] on methanol- and ethanol-air flames under a restricted set of conditions.
They used the counterflow twin-flame burner in combination with a particle image
velocimetry method. The unstretched laminar burning velocity was derived using
a non-linear extrapolation approach based on direct numerical simulations of the
experiments. This led to an improved accuracy of the measured burning velocity
[153, 154].
Combustion bomb methods
Ryan and Lestz [157] were the first to report laminar burning velocities of
methanol at elevated pressures (0.4-18 bar) and temperatures. The burning velocity
was derived using the recorded pressure history during contained explosions inside
a spherical vessel of 1.1 l, in combination with a two-zone thermodynamic burning
model. This model assumes negligible flame front thickness, which can lead to
underprediction of the true burning velocities [151]. They used a non-specified
inert diluent in concentrations up to 30 m% to investigate the effect of residual
gases and reported a linear decrease in burning velocity with increasing diluent
ratio. The laminar burning velocity ul was fit to the following form, where the
constants b1, b2 and b3 depend on the diluent ratio:
ul = b1 · pb2 ·exp(−b3Tu ) (3.11)
Metghalchi and Keck [85] used a similar method to measure burning velocities
over a wide range of pressures (0.4-40 bar) and temperatures (298-700 K) in a 1.8
l combustion vessel. These authors used a mixture of 15 m% CO2 and 85 m% N2
to simulate the effect of residuals in concentrations up to 20 m%. They fitted their
results using the following functional form, where p0, Tu0 and ul0 are the pressure,
unburned gas temperature and laminar burning velocity at atmospheric reference
conditions.
ul = ul0 ·(Tu/Tu0)α ·(p/p0)β ·(1−F · f ) (3.12)
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A second-order polynomial in φ was used to fit ul0. The pressure and temperature
exponents α and β are given by linear functions of φ . F is a constant and the
amount of residuals in mass fraction is represented by f .
Gu¨lder performed an extensive study of the laminar burning velocity of iso-octane,
methanol, ethanol and their blends under engine-like conditions [158, 163]. He
measured the flame arrival time during contained explosions in a spherical vessel
of 23 l using flame ionization probes and derived the burning velocity from this.
Gu¨lder has correlated his results using a similar expression as Metghalchi and
Keck (Eq. 3.12). He reported a constant value of 1.75 for the power exponent
α of methanol- and ethanol-air flames, which was an average for equivalence
ratios between 0.7 and 1.4. The author estimated the accuracy of his closed vessel
measurements to be better than 2 cm/s.
None of the three above-mentioned closed vessel studies take flame stretch and
instabilities into consideration. Failing to perform stretch corrections for the
spherical flames inside these closed vessels can lead to over- or underestimation
of the true laminar burning velocity depending on the sign of the Markstein
number. Spherical flames are also sensitive to instabilities and can develop cellular
structures. This is especially the case at elevated pressures, which can lead to
overestimation of the true laminar burning velocities at these conditions. Because
elevated pressures usually correspond with high temperatures during contained
explosions, the power exponent α derived in these studies can be expected to be
too high.
More recently, Saeed and Stone [151] employed a multiple-zone thermodynamic
burning model to find the relationship between the mass fraction burned and the
recorded pressure rise during contained explosions in a 2.1 l spherical vessel. They
performed no stretch correction, but analysed the data only after the flame radii
were above 50 mm, claiming that the effect of stretch on burning velocity is smaller
than 1 % at these conditions. They studied the burning velocity for pressures up
to 13.5 bar, but observed cellular flame structures at pressures beyond 6 bars and
consequently removed these cellular flame points from their dataset. As a result,
the validation of their proposed ul correlation is quite limited at elevated pressures
and temperatures. Transition to cellularity was detected based on a sudden rise
in burning velocity, which is less reliable than photographic observation. The
remaining values were fit using a correlation similar to Metghalchi and Keck (Eq.
3.12).
Liao et al. [160] investigated the flame propagation properties of methanol and
ethanol at 1 bar, using a closed vessel of 1.6 l in which the flame growth was
captured by a high speed camera and a schlieren optical system. To correct for
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stretch, they use a linear extrapolation to zero stretch as explained in section 3.10.
The reported uncertainty due to extrapolation was about 8 %. The results were fit
using a correlation form identical to Eq. 3.12.
Zhang et al. [161] used the same apparatus and methodology to investigate the
burning velocity of methanol-air-diluent mixtures at pressures up to 7.5 bar. They
used N2 to simulate the presence of residual gases in concentrations up to 15 m%.
The use of N2 could lead to an underestimation of the effect of residuals since the
heat capacity of N2 can be more than 10 % lower than that of methanol combustion
products at engine conditions.
Beeckmann et al. [162] also employed the technique described in 3.10 to obtain
the laminar burning velocity and Markstein length of methanol-air at 10 bar and
373 K in their 0.5 l spherical vessel.
Comparison for varying equivalence ratio
Figure 3.5 compares the values for varying equivalence ratio at atmospheric
pressure and 340 K. The lines represent values from correlations. A first
thing to note is the large scatter on the reported data. The spread on the
maximum burning velocity is about 15 cm/s, which is far beyond the reported
experimental uncertainties. The different methodologies to deal with flame stretch
and instability effects have led to significant scattering of the results.
The laminar burning velocities obtained by Wang et al. are consistently higher than
other datasets. This is also true for the other fuels these authors investigated. The
difference is possibly due to errors associated with their stretch correction method.
Compared to the experimental data in Figure 3.5 the correlation of Metghalchi
and Keck underpredicts the burning velocity for all equivalence ratios. According
to Saeed and Stone, this is the result of neglecting the flame thickness in their
burning model [151]. Another reason could be the flame stretch which tends to
reduce burning velocity and the fact that the correlation is used outside its range of
validity (350-700 K, see Appendix B).
Gu¨lder’s correlation generates the highest values for the maximum burning
velocity. Saeed and Stone attribute this behavior to the inclusion of cellular flames
in the dataset. They also state the use of an exponential form to fit the data
for ul0 leads to a too steep decrease in burning velocity for rich mixtures (see
Appendix B). In fact, this is true for most correlations that use a fitting form that
is symmetrical for lean and rich mixtures.





























Figure 3.5: Laminar burning velocity of methanol-air at p=1 bar and Tu=340 K. Note the
large scatter on the reported values. Refs in Table 3.2
The linear extrapolation to zero stretch employed by Egolfopoulos et al. causes
a moderate overestimation when measuring the burning velocity. The values
obtained by Veloo et al. using non-linear extrapolation are expected to be more
correct and can be used as a benchmark.
The correlation of Saeed and Stone corresponds very well with the values obtained
by Veloo et al. for equivalence ratios under 1.1. For rich mixtures the agreement is
worse, but still within the experimental uncertainties of both methods.
The correlation of Liao et al. also gives comparable values for lean to
stoichiometric flames, but the burning velocity of rich flames is low compared
to the other datasets. Also shown in the figure are experimental data points
obtained by Liao et al. and Zhang et al. at slightly higher temperatures. These
authors measured substantially lower burning velocities than Veloo et al. and
Egolfopoulos et al. at rich conditions. The same can be seen when we compare
the measured burning velocities for ethanol-air mixtures by Liao et al. [90] to
other experimental values (see §3.6.2). The reasons for this systematic difference
remain unclear. It is also worth noting that the values reported by Zhang et al. are
not substantially higher than those of Liao et al., although they were obtained at
higher temperatures. In fact, all the values of Zhang et al. are slightly lower than
those of Liao et al. under the same conditions. So although the measurements were
completed with the same apparatus and methodology, repeatability seems poor.
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Figure 3.6: Laminar burning velocity of methanol-air as a function of Tu at p=1 bar and
φ=1. Refs in Table 3.2
Figure 3.6 shows the laminar burning velocity of stoichiometric flames at
atmospheric pressure for varying unburned gas temperature in a log-log plot.
Compared to the available experimental data, the correlation of Ryan and Lestz
and that of Metghalchi and Keck rise rather steeply with increasing temperature.
The occurrence of cellular flame structures at high temperatures (associated with
high pressures) might explain the overestimated temperature effect.
The data of Gibbs and Calcote, Egolfopoulos et al., Liao et al. and Zhang et al. all
give a similar evolution with temperature. The temperature evolutions at other
equivalence ratios suggest the same (not shown here). The correlation of Saeed
and Stone produces a considerably lower temperature gradient, but as mentioned
before, this correlation was only validated for modest pressures and temperatures.
The correlation of Liao et al. can be regarded as the most reliable, since it
is the only correlation that is based on measurements that take flame stretch
and instabilities into consideration. The correlation of Gu¨lder gives acceptable
temperature behavior for stoichiometric mixtures, but the use of a constant
temperature exponent leads to poor prediction of the temperature effect for
non-stoichiometric mixtures.
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Figure 3.7: Laminar burning velocity of methanol-air as a function of p at Tu=373 K and
φ=0.8 and 1. Existing correlations underestimate the decrease in ul at elevated pressures.
Refs in Table 3.2
In Figure 3.7 the pressure dependence of the different correlations is compared
with experimental results obtained by Zhang et al. for equivalence ratios of 0.8
and 1 and an unburned gas temperature of 373 K. The correlation of Ryan and
Lestz predicts a less steep decrease in burning velocity compared to the other
correlations. Gu¨lder reports a pressure exponent for stoichiometric mixtures
almost identical to that of Metghalchi and Keck (see Eq. 3.12). Liao et al. did not
perform experiments at higher pressures, but used the pressure exponent reported
by Metghalchi and Keck. The pressure exponent suggested by Saeed and Stone
was only validated for pressures up to 5 bar, but produces a pressure dependence
comparable to the other correlations. The burning velocities at higher pressures
reported by Zhang et al. are expected to be the most reliable, since all of the
above-mentioned correlations underestimate the effect of increasing pressure due
to the inclusion of cellular flames in their dataset.
Comparison for varying amount of residuals
Only a few researchers have looked at the effect of diluents on the laminar burning
velocity of methanol-air mixtures. Most of them have implemented this effect


























Figure 3.8: Laminar burning velocity of methanol-air as a function of diluent volume
fraction f at p=1 bar, Tu=373 K and φ=1. Refs in Table 3.2
mass fraction (see Eq. 3.12). Ryan and Lestz reported a value of 2.5 for F
in Eq. 3.12. According to Metghalchi and Keck this was 2.1. This value was
obtained by studying the effect of diluting stoichiometric iso-octane flames and
was generalized for other species. Gu¨lder did not study the effect of diluents
himself, but used the mean of the above-mentioned values in his correlation. In
contrast to his predecessors, Gu¨lder expressed the diluents ratio in terms of mole
fraction. This leads to differences on the diluent correction term (1−F · f ) smaller
than 5%. The different correlations are compared with the recent measurement
set of Zhang et al. in Figure 3.8. The measurements of Zhang et al. possibly
underestimate the effect of diluents due to the use of N2 to simulate burned
methanol.
3.6.2 Ethanol
Table 3.3 illustrates that most of the experimental work on the laminar burning
velocity of ethanol-air mixtures was published quite recently. This is due to
the growing interest in ethanol from biomass during the last decade. Just as for



































Table 3.3: Overview of the ethanol-air burning velocity measurements in literature. * Correlation published. There is a lack of data at elevated
pressures and for diluted mixtures.
Year Author Ref. Technique p [bar] T [K] φ f [m%]
1982 Gu¨lder* [91] CVB, flame ionization 1-8 298-800 0.7-1.4 0
1992 Egolfopoulos et al. [154] Counterflow 1 363-453 0.55-1.8 0
2006 Liao et al.* [90] CVB, schlieren 1 385-480 0.8-1.2 0
2006 Kimitoshi et al. [164] CVB, schlieren 1 325 0.8-1.4 0
2009 Bradley et al. [143] CVB, schlieren 1-14 300-393 0.7-1.5 0
2009 Ohara et al. [165] CVB, schlieren 1-5 298 0.8-1.4 0
2009 Beeckmann et al. [162] CVB, schlieren 10 373 0.8-1.2 0
2010 Veloo et al. [155] Counterflow 1 343 0.7-1.5 0
2010 Konnov et al. [156] Flat flame, heat flux method 1 298-358 0.65-1.55 0
2011 Eisazadeh-Far et al.* [166] CVB, pressure derived 1-5 300-650 0.8-1.1 0-10
2011 Broustail et al. [167] CVB, schlieren 1 393 0.8-1.4 0
2011 Varea et al.* [168] CVB, schlieren 1-5 373 0.8-1.5 0
2011 Marshall et al.* [148] CVB, pressure derived 0.5-4 400-650 0.7-1.4 0-30
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Burner methods
Egolfopoulos et al. [154] and Veloo et al. [155] investigated the laminar burning
velocity for ethanol-air mixtures using the same set-up as they used to study
methanol-air flames. The experimental conditions are also very comparable.
Konnov et al. [156] recently applied the heat flux method on a flat flame burner
to measure the laminar burning velocity of ethanol-air mixtures at atmospheric
pressure. The overall accuracy on the measured burning velocities was estimated
to be better than 1 cm/s.
Combustion bomb methods
Gu¨lder [91, 169] and Liao et al. [90] used the methodology described in section
3.6.1 to develop a laminar burning velocity correlation for ethanol-air mixtures.
Kimitoshi et al. [164] captured the flame growth during spherical explosions in
a vessel of 2 l by a high speed camera and a schlieren optical system. From
this information they calculated the stretched laminar burning velocity and the
Markstein length. However, they did not calculate the unstretched burning velocity
by linear extrapolation to zero stretch. Instead they averaged the stretched burning
velocity over a range of flame radii between 27 mm and 40 mm, under the
assumption that the effects of flame stretch are small in that region.
Bradley et al. [143] performed the most extensive contemporary investigation.
Using a spherical combustion vessel of 30 l they investigated the laminar burning
velocity, Markstein length and flame instability over a wide range of conditions.
They used a linear extrapolation to zero stretch and excluded cellular flames and
flames over-driven by spark energy from their data set before performing the
extrapolation. Ohara et al. [165] and Beeckmann et al. [162] used a method
almost identical to that of Bradley et al. to measure the laminar burning velocity
of ethanol-air for a more limited range of conditions.
Broustail et al. [167] used a slightly different technique to analyze the spherical
explosions in their 24.3 l vessel. Shadowgraphy was used to discern the flame
front and stretchless data were obtained using non-linear extrapolation (see 3.10).
Varea et al. [168] compared different postprocessing techniques to obtain the
laminar burning velocity from schlieren photographs of spherical explosions in
their 22 l vessel. They compared linear to non-linear extrapolation and concluded
that depending on experimental conditions, the linear method can result in an
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overestimation of the laminar burning velocity, for reasons explained in section
3.10.
For the constant-pressure combustion observed in these experiments, the
difference between the (stretched) laminar flame speed Sn and the laminar burning
velocity un is usually extracted from the density ratio of burned ρb to unburned
gases ρu.
un = Sn ·(ρb/ρu) (3.13)
The burned gas density is usually calculated by assuming chemical equilibrium at
adiabatic conditions. In some cases (blended fuels, effects of radiation absorption
in CO2 and H2O diluted flames) the real flame temperature can differ from the
adiabatic one, rendering Equation 3.13 invalid [168]. Varea et al. therefore propose
a method in which un is directly calculated from the flame speed and the global
fresh gas velocity near the preheat zone of the flame front (vg). This velocity is
obtained from high speed laser tomography.
un = Sn−vg (3.14)
This method also allows the determination of the unburned gas Markstein length
Lu. Varea et al. found that for iso-octane and ethanol flames Equation 3.14 results
in un of up to 15% higher compared to the postprocessing method with Eq. 3.13.
The differences are highest for lean mixtures. For methane-air flames, however,
the difference was negligible. Varea et al. fitted their results to a power law like
Eq. 3.12 with a fourth-order fit for un0.
Far et al. [166] derived the flame speeds of ethanol-air-diluent mixtures using the
pressure trace obtained during contained explosions in a cylindrical and spherical
vessel together with a multi-zone thermodynamic combustion model. As the
authors considered radii larger than 40 mm associated with stretch rates smaller
than 70 s−1, they believe stretch effects are negligible. A shadowgraph system
and a high speed camera were used to visually inspect the flame, in order to leave
out any data associated with cellular flame structures. This limited the usable data
range to pressure below 7 bar for φ=0.8, lowering to 3 bar for φ=1.1. The effects
of residual gases were investigated by adding a mixture of 86 m% N2 and 14 m%
CO2 in ratios up to 10 % by volume.
Marshall et al. [148] used a similar method to measure ul for various hydrocarbons
in a wide range of pressures and unburned mixture temperatures. The effects of
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stretch on ul were estimated to be below 2 cm/s. Schlieren photographs were used
to remove cellular data and it was proven that failing to do so leads to serious
deviations on the temperature and pressure exponents (see Eq. 3.12). Compared
to the vessel of Far et al. the maximum radius for which the flames could be
visually inspected was much smaller, which meant developing cellularities were
harder to spot at large radii. Marshall et al. employed a preliminary explosion and
retained part of the residuals to investigate dilution in mole fractions up to 30%.
Both Far et al. and Marshall et al. used Eq. 3.12 to fit their results for undiluted
mixtures, where α and β respectively were decreasing and increasing function of
φ in the observed range of equivalence ratios. For diluted mixtures Far et al. used
a non-linear correction term:
(1− f )2.16 (3.15)
whereas Marshall et al. included the effect of φ on this correction term.
1−1.813· f 0.7961−0.3401∗(φ−1) (3.16)
In both equations f is expressed in mole fraction.
Comparison for varying equivalence ratio
Figure 3.9 shows the reported values for the laminar burning velocity at
atmospheric pressure and an unburned gas temperature of 358 K. Compared to the
values for methanol-air, there is less scatter, mainly because most of the recent
investigations take flame stretch and instability effects into account. Note the
strong correspondence between the two recent data sets of Bradley et al. and
Konnov et al., although these authors gathered their data with completely different
measurement methods.
The values of Egolfopoulos et al. are in good agreement with the above-mentioned
work for lean and very rich mixtures. However, the difference in maximum
burning velocity is at the limit of the experimental uncertainties. These data were
gathered at a slightly higher temperature, but the main reason for the overestimated
burning velocity is the application of linear extrapolation to zero stretch.
The correlation of Gu¨lder also generates higher maximum burning velocities, but
underestimates the burning velocity of rich mixtures. Much like for Gu¨lder’s
methanol-air correlation this behavior is probably due to the exponential form of
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the correlation. The correlation of Liao et al. shows good agreement with recent
data sets for equivalence ratios under 1.1. The reason for the lower values at rich
conditions is unknown. The correlation of Far et al. produces slightly lower ul for

























Figure 3.9: Laminar burning velocity of ethanol-air at p=1 bar and Tu=358 K. Note the
strong correspondence between the recent datasets of Bradley et al. [143] and Konnov et
al. [156]. Refs in Table 3.3
The correspondence between the recent publications seems to support the lower
peak burning velocities as measured by Konnov et al. The measurements at 340
K shown in Figure 3.10 reinforce this conclusion. The agreement between the
measurements of Ohara et al., Konnov et al. and Veloo et al. is very good, in
spite of the use of three different measurement methods. The correlation of Liao
et al. also gives comparable values, although the scatter grows with increasing
equivalence ratio. The values reported by Kimitoshi et al. are systematically lower
due to the absence of any stretch correction.
Also shown in Figure 3.10 are more recent measurements of Van Lipzig, Konnov
et al. [170] in which the same flat flame burner was employed, but different
post-processing to obtain ul . The new results are significantly higher than
Konnov’s original values. Possible reasons for this are discussed in section 3.9.
Figure 3.11 compares various datasets at 393 K and 1 bar. The values of Bradley
et al. are markedly lower than those of Broustail et al., Gu¨lder, Liao et al. and
Far et al., especially for lean mixtures. As will be clear from the next subsection,



























Figure 3.10: Laminar burning velocity of ethanol-air at p=1 bar and Tu=340 K. The
results of Konnov et al. [156] and Veloo et al. [155] agree reasonably well, despite the use
of different measurement methods. Refs in Table 3.3
velocity at 393 K. Possible causes are given in section 3.10. The correlation of
Marshall et al. [148] predicts even lower ul , probably due to the absence of any
stretch correction and because this correlation is strictly only valid above 400 K.
Results of Varea et al. at 373 K are also included to demonstrate that their new
post-processing technique generally leads to higher burning velocities.
Comparison for varying unburned mixture temperature
Figure 3.12 shows the temperature evolution of the laminar burning velocity at
atmospheric pressure of ethanol-air mixtures at two equivalence ratios. The scatter
on the published values is lower than for methanol-air mixtures and the agreement
between recent datasets is especially good. Only the correlation of Marshall et
al. predicts a significantly larger temperature effect due to inclusion of flames with
developing cellularity. The values of Bradley et al. at 393 K are lower than the
exponential temperature evolution would suggest. The correlation proposed by
Liao et al. seems to give a reasonable representation of the temperature behavior of
the burning velocity. Note that the correlation of Gu¨lder underpredicts the increase
in burning velocity for lean mixtures because of the use of a constant temperature
exponent.
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Figure 3.11: Laminar burning velocity of ethanol-air at p=1 bar and Tu=393 K. Note the


























Figure 3.12: Laminar burning velocity of ethanol-air as a function of Tu at p=1 bar and
φ=0.8 and 1. Most data agree well. Refs in Table 3.3
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Comparison for varying pressure
Figure 3.13: Laminar burning velocity of ethanol-air as a function of p at Tu=358 K and
φ=1. Refs in Table 3.3
Figure 3.13 shows the pressure evolution of the laminar burning velocity of
stoichiometric mixtures at 353 K. The recent datasets obtained in contained
explosions by Ohara et al., Bradley et al., Varea et al., Far et al. and Marshall
et al. show reasonable agreement on the evolution of burning velocity as a
function of pressure. The absolute values slightly differ due to unburned mixture
temperature. The data obtained by the new method of Varea et al. display a more
than exponential decrease in ul . This could be caused by the effect of pressure
on the visual method to detect unburned mixture velocity vg. The correlation of
Liao et al. uses the pressure exponent proposed by Gu¨lder. This pressure exponent
underpredicts the decrease in burning velocity at elevated pressures due to the
inclusion of cellular flames in the dataset of Gu¨lder.
Comparison for varying amount of residuals
To the author’s knowledge the only experimental works that looked at the burning
velocity of diluted ethanol-air flames were published by Far et al. [166] and
Marshall et al [148]. The former used a mixture of 86% nitrogen and 14% carbon
dioxide to simulate the heat capacity of residual gases in concentrations up to
10% by volume. The latter employed a preliminary explosion and left part of
the residuals in the bomb to investigate the effect of residuals in concentrations

























Figure 3.14: Laminar burning velocity of ethanol-air as a function of diluent volume
fraction f at Tu=358 K, φ=1 and p=1 bar. Refs in Table 3.3
up to 30% by volume. Gu¨lder’s correlation also has a term to include the effect
of diluents, but it was based on methanol-air experiments and not validated for
ethanol-air mixtures. Figure 3.14 compares the correlations of Far et al., Marshall
et al. and Gu¨lder. The correlation of Far et al. and Marshall et al. indicate that
the influence of dilution on ul is less pronounced than that predicted by Gu¨lder.
However, it must be noted that their correlations were based on measurements at




As mentioned in the previous section, experimental determination of laminar
burning velocities at engine-like conditions is hampered by the occurrence of flame
instabilities and incorrect stretch corrections cause scatter amongst published data.
Computationally, these effects can be avoided by assuming one-dimensional,
planar adiabatic flames. The accuracy of burning velocities calculated with this
assumption then depends on the correctness of the chemical kinetic reaction
scheme and the precision of the rate constants and molecular transport coefficients.
Understandably, the validation of reaction mechanisms against laminar burning
velocities is very limited at best. Most mechanisms are therefore more widely
validated. Typically they are tested on the basis of measured ignition delay times,
flame extinction stretch rates, concentration profiles from flow reactors and flame
data from burners. The accuracy of such a comprehensive mechanism is then a
trade-off between the several applications it was developed for.
Several researchers have developed comprehensive mechanisms for the oxidation
kinetics of alcohol-air mixtures (see Tables 3.4 and 3.5). In order to determine
which mechanisms are most fit to calculate laminar burning velocities under
engine-like conditions, a number of simulations were run with a one-dimensional
chemical kinetics code (CHEM1D) [172]. This code was developed at Eindhoven
University of Technology and employs the EGLIB complex transport model [173],
including multicomponent transport and thermal diffusion. In each case the
solution was calculated using the exponential differencing technique in a grid
consisting of 200 points, with most of the detail centred at the inner flame layer.
Radiation was neglected and solver convergence confirmed by ensuring that all
residuals were below 10−10 and the laminar burning velocity had reached a stable
value. A grid independence test was performed to eliminate the large trunctation
errors from inadequate grid resolution. It was shown that the laminar burning
velocity differed by less than 1% between 200 and 400 grid points.
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3.7.2 Methanol
Overview
In the 1970s Bowman [174] and subsequently Westbrook and Dryer [82]
developed the first comprehensive mechanisms for methanol oxidation. They
observed that the mechanistic path of methanol oxidation proceeds by way of
CH2OH and CH2O rather than through CH3. This feature explains the low sooting
behaviour of methanol-air flames. In the late 1980s Norton and Dryer [175]
identified that methanol combustion is highly sensitive to the kinetics of the HO2
radical.
Further progress in the prediction of laminar burning velocities at different initial
temperatures and pressures was made by Egolfopoulos et al. [153]. They compared
simulation results to measurements obtained from their counterflow twin-flame
setup. In the late 1990’s Held and Dryer [176] developed a comprehensive
mechanism for methanol oxidation by linking the CO/H2/O2 mechanism of Yetter
et al. [177], the CH2O mechanism of Hochgreb and Dryer [178] and the CH3OH
mechanism of Norton and Dryer [175]. Their resulting scheme was successfully
validated against laminar burning velocity data, ignition delay times from shock
tube experiments and concentration profiles from flow reactor experiments. They
indicated the importance of the branching ratio between CH3OH+OH =CH2OH+
H2O and CH3OH +OH =CH3O+H2O. This was first identified by Grotheer and
co-workers [179].
Recently, the comprehensive scheme of Held and Dryer was further updated
by Li et al. [180] to include the latest work on H2/O2 kinetics and updated
thermochemical and kinetic info for the CO/O2, CH2O/O2 and CH3OH/O2
submechanisms. This mechanism was further validated against flow reactor and
shock tube experiments and is now claimed to be valid for pressures up to 20 bar,
temperatures between 300-2200 K and equivalence ratios between 0.05-6. Liao
et al. [181] later reduced this scheme to 17 species and 40 reactions. The results
from their mechanism approximate those of Li et al. well, but differences grow as
higher temperatures are considered.
Li and Williams [182] developed a different scheme to perform a series of
computational investigations into partially premixed fuel-rich methanol flames in
order to simulate staged combustion. Their scheme consisted of 184 elementary
steps and was validated against laminar burning velocity data and flow reactor
experiments at atmospheric pressure and temperatures below 450 K. More
recently, Petrova and Williams [183] updated and incorporated this scheme into
a detailed chemical kinetic mechanism for the combustion of small hydrocarbons
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(H2,C1,C2,C3 fuels). The resulting scheme featured 362 steps among 86 species
and was validated against ul data and ignition delay times.
The Konnov detailed C/H/N/O reaction mechanism for small hydrocarbons [184]
also contains reaction subsets describing methanol and ethanol oxidation. This
mechanism originates from work of Borisov et al. [185] and has evolved a lot over
the years. The latest release (0.6) contains 1230 reactions among 129 species and
was recently validated for ethanol-air flames [184]. There are no reports on the
performance of the mechanism for methanol-air flames.
The ethanol oxidation mechanism of Marinov [186] also contains a vast subset
of reactions for methanol oxidation and has been reported to yield acceptable
results for methanol-air laminar burning velocity [187]. The mechanism is further
described in the section discussing ethanol oxidation mechanisms.
Because mechanisms with a few hundred reactions are computationally quite
demanding, some researchers have tried to systematically reduce detailed reaction
mechanisms by assuming equilibrium concentrations for some species. In the
early 1990’s Mu¨ller and Peters [188] reduced an elementary reaction scheme
based on the methanol oxidation mechanism of Warnatz [189] to a 5 step
mechanism for premixed methanol flames. This scheme was only validated
against laminar burning velocity data, with varying success. In later work [190]
their computed values for laminar burning velocity were approximated by a
two-equation expression based on an asymptotic flame analysis first suggested by
Peters and Williams [191]. This expression is included in the current comparison.
The scheme of Mu¨ller and Peters was lately extended by Yalamanchili et
al. [192] to be valid for ignition delay. The reported accuracy for laminar
burning velocity is too low to be considered in this benchmarking study. A
more comprehensively validated reduced reaction mechanism was published by
Lindstedt and Meyer [193]. They systematically reduced a C/H/N/O mechanism
based on work of Lindstedt et al. [194] featuring 52 species and 326 reactions
to a 14 step mechanism for methanol oxidation and a 5 step mechanism for
nitrogen-containing species. By validating the mechanism against shock tube, flow
reactor, premixed and partially premixed flame data (all at atmospheric pressure)
they showed that the reduction did not result in a lack of generality.
The details of the chemical reaction mechanisms that we used for our comparison
are summarized in Table 3.4. Only the most recent versions of each scheme are
retained. The outdated results from the schemes of Westbrook and Dryer and
Mu¨ller et al. are also included since these were the only authors who fitted a



































Table 3.4: Overview of the employed methanol oxidation mechanisms
Year Author Ref. Species Reactions Validation p [bar] Tu [K] φ
1980 Westbrook & Dryer [82] 26 84 ul 0.1-20 300-1000 0.6-1.6
flow reactor
1992 Mu¨ller & Peters [188] - 5 ul 1-10 298-500 0.6-1.5
1998 Marinov [186] 57 383 ul 1-4.5 300-1700 0.5-2.0
shock tube
flow reactor
2002 Lindstedt & Meyer [193] - 19 ul 1 300-1000 0.2-2
shock tube
flow reactor
2005 Petrova & Williams [183] 86 362 ul <100 >1000 <3
shock tube
flow reactor
2006 Li et al. [180] 22 89 ul 1-13 300-950 0.3-1.4
shock tube
flow reactor
2009 Konnov [184] 127 1200 not for CH3OH - - -
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Comparison
A number of simulations were run to see how well the different reaction
mechanisms could predict the burning velocity under varying equivalence ratio,
diluent ratio and unburned mixture temperature and pressure. Figure 3.15
compares the calculated ul values for varying equivalence ratio at atmospheric
pressure and 340 K. Only two experimental datasets are included so as not to
overload the figure. The measurements of Egolfopoulos et al. are regularly used to
calibrate and validate chemical reaction schemes. As mentioned before, the dataset




























Figure 3.15: Calculated laminar burning velocity of methanol-air as a function of
equivalence ratio φ at Tu=340 K and p=1 bar. Broken lines - CHEM1D using mechanisms
in Table 3.4, markers - measurements from Table 3.2.
A first thing to note is that the Konnov 0.6 scheme results in an underestimation
of the burning velocities and misplaces the peak burning velocity. Moreover,
this extensive scheme is computationally very demanding and experiences
convergence difficulties for very rich and lean mixtures.
The results from the other schemes are very comparable in lean conditions.
The stoichiometric burning velocity is mildly overestimated by the Lindstedt
and Meyer, and Marinov mechanisms. The results of the Petrova and Williams
mechanism and the correlation of Mu¨ller underestimate the burning velocity at this
condition. For rich mixtures, the Marinov mechanism leads to an overprediction.
The results from the Petrova and Williams mechanism seem to correspond best
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to the dataset of Veloo et al. at rich conditions. However, the measurements
of Veloo et al. slightly underestimate the burning velocity of rich mixtures, as
was mentioned when discussing Figure 3.10. Overall the mechanism of Li et
al. performs best as its results stay within the experimental uncertainty of the
measurements of Veloo et al. over the entire range of equivalence ratios.
Figure 3.16 shows the calculation results of stoichiometric flames at atmospheric
pressure and a range of unburned mixture temperatures. The measurement results
of Liao et al. are used in this figure since these authors performed the most reliable
investigation of the effect of unburned mixture temperature on laminar burning
velocity. The results from the different schemes are very comparable. Only the
Konnov 0.6 mechanism leads to a major underestimation of the burning velocity.
The mechanism of Li et al. seems to lead to the best correspondence with the
correlation of Liao et al. over the entire temperature range. The results for other






























Figure 3.16: Calculated laminar burning velocity of methanol-air as a function of Tu at
φ=1 and p=1 bar. Most mechanisms yield similar temperature evolutions. Broken lines -
CHEM1D using mechanisms in Table 3.4, markers - measurements from Table 3.2.
Figure 3.17 shows the values for the power exponent α (according to Eq. 3.12)
derived from modeling using the mechanism of Li et al. and compares them to
values listed in literature. Compared to the modeling results, the correlation
of Metghalchi and Keck [85] predicts temperature exponents that are too high,
especially for lean to stoichiometric mixtures. This is a result of the inclusion of
cellular flames in their dataset, which leads to overestimations of burning burning
velocities at elevated temperatures. The correlation of Gu¨lder [163] does not
include the effect of φ on the power exponent. Both Liao et al. [160] and Saeed
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and Stone [151] predict a linear decrease of α for rising equivalence ratios. The
correlation of Liao et al. is based on measurements between φ=0.8-1.2, which
would explain why the minimum in α was not captured. The correlation of Saeed
and Stone, however, is valid between φ=0.7-1.4. A minimum in α has been
experimentally confirmed for ethanol-air mixture at 1 bar by Konnov et al. [156]
































Figure 3.17: Calculated temperature exponent α of methanol-air (using CHEM1D and the
mechanism of Li et al. [180]) as a function of φ at p=1 bar compared against values from
correlations in Table 3.2. Note the minimum in α predicted by CHEM1D.
As discussed previously, laminar burning velocity data for methanol-air flames at
elevated pressures is scarce. The calculated burning velocities of stoichiometric
mixtures at 373 K and for pressures between 1 and 8 bar are shown in Figure
3.18. The results of Zhang et al. are included since these are the only burning
velocity measurements at elevated pressures which account for flame stretch and
instabilities. The data set of Zhang et al. demonstrates that all reaction mechanisms
predict the correct trend for elevated pressures. Although not shown here, the
correspondence between the calculation results and the data of Zhang et al. is
excellent for lean mixtures (except for the Konnov 0.6 mechanism). This gives an
indication that the pressure trends predicted by the chemical kinetic mechanisms
are quite realistic.





















Figure 3.18: Calculated ul of methanol-air as a function of p at Tu=373 K and φ=1 bar.
Chemical kinetic mechanisms predict a steeper decrease in ul than the correlation of Liao
et al. Broken lines - CHEM1D using mechanisms in Table 3.4, markers - measurements
from Table 3.2.
Figure 3.19 compares the evolution of the pressure exponent β (as in Eq. 3.12) as
a function of φ derived from modeling using the mechanism of Li et al. [180] and
given by different correlations. The correlation of Gu¨lder seems to be the only one
not predicting a linear decrease in β for increasing φ . The reason for this might
be the pressure range that was used to derive the β value. For Gu¨lder, the pressure
range was limited to 8 bar, whereas pressures of over 40 bar were considered by
Meghalchi and Keck or Saeed and Stone. The β values of Liao et al. are based on
the datasets gathered by these two previous workers.
Pressure exponents have been derived from modeling with the Li et al. mechanism
employing two pressure ranges: 1-10 bar and 15-85 bar. As can be seen in the
logarithmic plot 3.18 the pressure evolution is not exactly a straight line, so the
derived pressure exponent will depend on the considered pressure range. For
moderate pressure, β rises for lean to stoichiometric mixtures and levels off for rich
mixtures, whereas for higher pressure, β continuously increases. All correlations,
including the value at stoichiometry published by Ryan and Lestz [157], give
less negative β values due to cellular flames in the dataset. Rich methanol-air
flames are more easily affected by instabilities, elevating the burning velocity
at high pressures (see §3.10). This could be an additional explanation for the
rise in β as a function of φ . The leveling of β for rich ethanol-air mixtures






























Figure 3.19: Calculated pressure exponent β of methanol-air (using CHEM1D and the
mechanism of Li et al. [180]) as a function of φ at T =358 K compared against values from
correlations in Table 3.2. The calculated value of β depends on the pressure range.
experimental evidence remains necessary for methanol flames.
Figure 3.20 shows the effect of diluent ratio on the laminar burning velocity of
stoichiometric mixtures at atmospheric pressure and 373 K. In the simulations
burned methanol-air (in chemical equilibrium) was used as diluent to represent
the residual gas as it might appear in an engine. Again, the experimental data
on diluted flames are scarce. The effect of dilution is mostly a thermal one. More
dilution means lower flame temperatures and hence lower burning velocities. Since
all schemes predicted similar temperature effects, their performance for diluted
mixtures is expected to be the same. Figure 3.20 confirms this. The predicted fall
in burning velocity with increasing diluent ratio is somewhere between the trend
given by the correlation of Gu¨lder and that of Metgalchi and Keck and closely
matches the trend measured by Zhang et al.



























Figure 3.20: Calculated laminar burning velocity of methanol-air as a function of diluent
volume fraction f at Tu=373 K,p=1 bar and φ=1. Broken lines - CHEM1D using
mechanisms in Table 3.4, full lines and markers - measurements from Table 3.2.
3.7.3 Ethanol
Overview
The gas-phase oxidation kinetics of ethanol has been subject to numerous studies
over the last two decades. In the early 1990s Norton and Dryer [195] published a
series of ethanol oxidation experiments in a flow reactor at atmospheric pressure.
They identified it is important to include all three isomers of C2H5O formed by
hydrogen abstraction from ethanol in the oxidation mechanism. Marinov [186]
published a detailed chemical kinetic model for ethanol oxidation in 1999. His
model contained 351 reactions among 56 species. It was validated with reasonable
results at low to intermediate temperatures and pressures up to 4 bar against the
laminar burning velocity data of Gu¨lder and Egolfopoulos et al., ignition delay data
and concentration profiles from flow reactors. Marinov’s results indicate a strong
sensitivity to branching ratio assignments of the H-atom abstraction reactions, as
well as to the kinetics of uni-molecular decomposition of ethanol. He also stresses
that proper characterization of the H-atom production and consumption steps, and
HCO and CO oxidation kinetics are very important for proper ethanol-air flame
speed prediction.
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Recently Li et al. [180] combined and updated the C2H5OH mechanism of
Marinov with the CH3OH mechanism of Held and Dryer [176] and the H2/O2
mechanism of Mu¨ller et al [196] to come to a mechanism with 39 species and
238 reactions. Their scheme was widely validated against flow reactor data at
variable pressures, shock tube ignition delay times, laminar burning velocities
and structures of counterflow diffusion and partially premixed flames at elevated
pressures and temperatures.
Saxena and Williams [197] extended the detailed mechanism for small
hydrocarbon chemistry described by Petrova and Williams [183] with an ethanol
mechanism by adding many of the steps and rate parameters from the mechanism
of Li et al. Their mechanism was validated against shock-tube ignition delay data,
ul data, counterflow diffusion flame extinction and measurement of structures of
counterflow partially premixed and diffusion flames. As mentioned before, the
latest version 0.6 of the Konnov mechanism for small hydrocarbons also contains
a submechanism for ethanol oxidation and was recently successfully validated for
ethanol-air flames at atmospheric pressure and temperatures up to 360 K [184].
Very recently Cancino et al. [198] developed and validated a chemical kinetics
model of shock-induced ignition of ethanol-air mixtures. The authors combined
the Konnov model with the Marinov model and added many of the rate coefficients
of Li et al. and Lin et al. [199]. The resulting mechanism features 1349 reactions.
Its vastness makes this mechanism computationally very demanding. Also,
convergence problems were experienced and therefore this mechanism was not
included in this benchmarking study.
A reduced mechanism for ethanol oxidation was developed by Ro¨hl and Peters
[200]. On the basis of a sensitivity analysis of computed ignition delay times
and adiabatic flame temperatures (closely related to laminar burning velocity) they
reduced the mechanism of Marinov to 228 reactions among 38 species. The
scheme was shown to reproduce the laminar burning velocities calculated with
the detailed Marinov scheme within 10% and was reported to lead to a speed-up
in calculation times of up to 60%. Their reduced scheme was incorporated in a
chemical reaction scheme for the oxidation of mixtures of primary reference fuels
and ethanol [201]. The authors also employ the methodology described by Mu¨ller
et al. [190] to approximate their calculation results for the laminar burning velocity
of ethanol-air mixtures by a two-equation expression. This expression is valid for
lean to stoichiometric mixtures at unburned mixture temperatures and pressures
below 800 K and 40 bar.
Table 3.5 summarizes the details of the reaction mechanisms that were compared.



































Table 3.5: Overview of the employed ethanol oxidation mechanisms and their validation range
Year Author Ref. Species Reactions Validation p [bar] T [K] φ
1998 Marinov [186] 57 383 ul 1-4.5 300-1700 0.5-2.0
(Mar.) shock tube
flow reactor
2006 Li et al. [202] 39 238 ul 1-13 300-950 0.3-1.4
shock tube
flow reactor
2007 Saxena & [197] 57 288 ul <100 >1000 <3
Williams (S&W) shock tube
flame struct.
2009 Ro¨hl & [200] 38 228 ul 1-40 300-800 0.5-2
Peters flow reactor
2009 Konnov [184] 127 1200 ul 1 298-358 0.5-2
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Comparison
The performance of the various ethanol oxidation mechanism is tested for
premixed flames of varying equivalence ratio, dilution ratio, unburned mixture
temperature and pressure. Figure 3.21 compares the calculated ul values at
atmospheric pressure and 358 K. The experimental datasets of Konnov et
al. [156], Bradley et al. [143] and Egolfopoulos et al. [154] are included as
point of comparison, the former two because they represent the trend for varying
equivalence ratio seen in most publications. The latter because this dataset has
been frequently used to validate reaction schemes.
For lean to stoichiometric mixtures all schemes predict higher burning velocities
than the values reported by Konnov et al. and Bradley et al. Keeping in mind the
observations of Van Lipzig et al. [170] one can expect the results of Konnov et al. to
be 2-4 cm/s too low. The correspondence with the dataset of Egolfopoulos et al. on
the other hand is better, but this dataset overestimates the laminar burning velocity
due to inaccurate stretch corrections. The correlation of Ro¨hl et al. does not reflect
the actual evolution of ul with equivalence ratio. For slightly rich mixtures the
mechanism of Marinov and its reduced version of Ro¨hl and Peters give the best
match with the data of Konnov et al. and Bradley et al. For very rich mixtures





























Figure 3.21: Calculated laminar burning velocity of ethanol-air as a function of
equivalence ratio φ at Tu=358 K and p=1 bar. Broken lines - CHEM1D using mechanisms
in Table 3.5, full lines and markers - measurements from Table 3.3.
LAMINAR FLAME PROPERTIES OF LIGHT ALCOHOLS 119
Figure 3.22 shows the laminar burning velocities for a range of unburned mixture
temperatures. Compared to Figure 3.21 the dataset and correlation of Liao et
al. [90] is added since these authors performed the most comprehensive study
of the influence of unburned mixture temperature on the burning velocity of
ethanol-air mixtures and their correlation gives the same temperature trend as
several other investigations. For the temperatures considered here the differences


























Figure 3.22: Calculated laminar burning velocity of ethanol-air as a function of Tu at φ=1
and p=1 bar. The results of Marinov [186] are overlaid by those of Ro¨hl and Peters [200].
Broken lines - CHEM1D using mechanisms in Table 3.5, full lines and markers -
measurements from Table 3.3.
For lean to mildly rich mixtures, the temperature exponent α derived from
modeling using the mechanism of Li et al. [202] is in line with the values published
in literature (see Figure 3.23). Only the correlation of Marshall et al. predicts
considerably higher values, the reasons for which are not clear. The minimum in
α for rich mixtures is only confirmed by the work of Konnov et al. since the other
works did not consider equivalence ratios beyond φ=1.2.
The dataset of Ohara et al. [165] and especially that of Bradley et al. [143] provide
interesting information on the pressure behavior of ethanol-air flames. Figure 3.24
compares the calculated ul against these datasets for varying pressure at 353 K and
for three different equivalence ratios. Also included are the correlations of Liao et
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Figure 3.23: Calculated temperature exponent α of ethanol-air (using CHEM1D and the
mechanism of Li et al. [202]) as a function of φ at p=1 bar compared against values from
correlations in Table 3.3. Note the predicted minimum in α .
The dataset of Ohara et al., Bradley et al. and Varea et al. suggest an exponential
decrease in burning velocity with increasing pressure. For this reason the results
from the chemical kinetic calculations are displayed on a logarithmic coordinate
system. It is clear that the current correlations underpredict the drop in burning
velocity with increasing pressure. The pressure dependence of the correlation
of Liao et al. is based on measurements of Gu¨lder et al. [91], which possibly
overestimate the true burning velocity of high pressure flames due to the inclusion
of cellular flames. Far et al. excluded cellular flames from their dataset, but this
left them with a dataset that was very limited in pressure range (< 4 bar at φ=1).
For lean to stoichiometric mixtures, all mechanisms predict a similar pressure
decrease as measured by Bradley et al., Ohara et al. and Varea et al. Note that the
results of Varea et al. are measured at 373 K and therefore somewhat higher. As
mentioned above, the calculated ul values are somewhat higher. For rich mixtures
the scheme of Marinov predicts a steeper decrease in ul than the other schemes.
One could see a match between the calculations of Marinov and the measurements
of Ohara et al., but the data of Ohara et al. was gathered at a lower temperature
and cannot be directly compared. It can be used to compare trends with pressure.
The experimental values of Bradley et al. support the calculations of Li et al. and
Saxena and Williams. The mechanism of Marinov and its reduced equivalent
underestimate ul at elevated pressures for other rich conditions (not shown here).
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Figure 3.24: ul of ethanol-air as a function of p at different equivalence ratios (Tu=353
K). Broken lines - CHEM1D using mechanisms in Table 3.5, full lines and markers -
measurements from Table 3.3.
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Values for the pressure exponent β derived from modeling with the Li et
al. mechanism are compared against published values and correlations in Figure
3.25. As for methanol flames, it is clear that the pressure range for which β is
derived influences its value (see Fig. 3.24). The pressure exponents of Varea et
al., Bradley et al. and Marshall et al. were derived from pressure ranges of 1-5
bar, 1-12 bar and 0.7-17 bar respectively. They correspond rather well with the
chemical kinetics results derived for pressures between 1 and 15 bar. β is seen
to rise for lean to stoichiometric mixtures and levels off for rich mixtures. The
correlation of Gu¨lder gives higher values, probably due to cellular flames. Far et
al. report that the need to remove cellular flames from their data limits the pressure





























Figure 3.25: Calculated pressure exponent β of ethanol-air (using CHEM1D and the
mechanism of Li et al. [202]) as a function of φ at T =358 K compared against values from
correlations in Table 3.3.
Figure 3.26 compares the correlation of Far et al., Marshall et al. and Gu¨lder with
the values predicted by different chemical kinetic schemes. As can be seen from
the figure, the different mechanisms predict a similar decrease in burning velocity
with increasing diluent ratio. The linear decrease predicted by the correlation
of Gu¨lder is quite close to the calculation results. The correlation of Far et
al. and Marshall et al. seem to indicate that the influence of dilution on ul is less
pronounced. These correlations, however, were based on measurements at higher
temperatures, which have been shown to be less affected by residuals [171].
Based on the results discussed in the previous paragraphs, the mechanism of Li et
al. [202] was chosen to calculate the burning velocity of ethanol-air mixtures under




























Figure 3.26: ul of ethanol-air as a function of f (p=1 bar, Tu=358 K, φ=1). References in
Table 3.3 and 3.5. Broken lines - CHEM1D using mechanisms in Table 3.5, full lines and
markers - measurements from Table 3.3.
a wide range of temperatures (400-1000 K), pressures (5-105 bar), equivalence
ratios (0.5 ≤ φ ≤ 2) and diluent ratios (0-50 vol%) as they appear in spark-ignition
engines. It is a contemporary, widely validated mechanism that is computationally
not too demanding and corresponds well with the published measurements under
the conditions examined. The reduced version of the Marinov scheme [186]
published by Ro¨hl and Peters [200] is an interesting alternative, especially when
one is not interested in rich mixtures at elevated pressures. To further validate these
reaction schemes more experimental laminar burning velocity data at elevated
pressures and dilution ratios are needed, together with a better understanding of
the influence of equivalence ratio on the temperature and pressure exponents α
and β .
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3.8 Development of correlations
3.8.1 Laminar burning velocity correlation
Evaluation of published correlations
Based on the calculated flame database of over 1500 conditions, the existing
laminar burning velocity and flame thickness correlations of alcohol-air mixtures
can be evaluated. As shown in Tables 3.2 and 3.3 only a few laminar burning
velocity correlations for methanol- and ethanol-air mixtures were published.
Most of these use the form shown in Equation 3.12 to express the influence of
equivalence ratio, pressure, unburned mixture temperature and residual gas content
on the burning velocity. This form has frequently been used for various fuels.
A second-order polynomial in φ is often used to fit ul0. The pressure and
temperature exponents α and β are given by linear functions of φ . The amount of
residuals in mass fraction is represented by f . Its coefficient F is usually constant.
Some have proposed non-linear correction terms for residual gas. Marshall et
al. even propose a correction depending on φ (see Appendix B).
Analysis of the calculation data for methanol and ethanol-air flames supported the
exponential trends in pressure and unburned mixture temperature (e.g. Figures
3.6 and 3.7). However, whereas Equation 3.12 assumes the effects of φ , p, Tu
and f to be independent, the analysis revealed there can be an interaction between
the effects of φ , p and Tu. To illustrate this, Figure 3.27 shows the calculated
temperature exponent α of methanol-air flames for a range of pressures and
equivalence ratios. Note how α rises for increasing pressure at lean equivalence
ratios and decreases as a function of pressure at rich equivalence ratios. Similar
interactions can be seen when the pressure exponent β is plotted as a function of
equivalence ratio and unburned mixture temperature (not shown here).
Verhelst et al. [171] noted the same interaction effects in their calculations results
for the laminar burning velocity of hydrogen-air mixtures. To cover these effects,
they propose the following functional form for the correlation:
ul(φ , p,Tu, f ) = ul0(φ , p)(TuT0 )α(φ ,p)F(φ , p,Tu, f ) (3.17)
Where both α(φ , p) and ul0(φ , p) are polynomial functions of φ and p with cross
terms due to the interaction between these variables. Verhelst et al. also suggest













Figure 3.27: Calculated temperature exponent α of ethanol-air mixtures for a range of
pressures and equivalence ratios. The calculated pressure behaviour of lean flames and
rich flames is different.
that the correction term F to account for residual gases is a complicated function
of φ , p, Tu and f . From the calculation results presented in Figure 3.26 it could
already be seen that the linear decrease in ul with increasing diluents is only valid
for low diluents fractions (< 10 vol%). Inspection of the calculated correction
factor F as a function of φ , p, Tu and f shows that the dominating factor is
the diluent volume fraction, but there are indeed important effects of Tu, p and
φ . For example, the tolerance for dilution rises at elevated temperatures. This
effect of Tu on the correction factor F is more pronounced for rich mixtures and at
elevated pressures. Similar interaction effects were reported by Verhelst et al. for
the laminar burning velocity of hydrogen-air mixtures [171].
New laminar burning velocity correlations
For reasons mentioned above, the functional form proposed by Verhelst et al. was
selected for the correlation (Eq. 3.17). To make the pressure and temperature
non-dimensional the standard reference conditions were used (p0=1 bar, T0=
300K).
For undiluted mixtures the exponent α and coefficient ul0 of the power relation
were determined at each combination of φ and p. However, inspection of the
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dataset for ethanol-air mixtures revealed that the proposed power relation only
holds for temperatures below 900 K. For temperatures above 900 K and at
elevated pressures, there were substantial deviations. This behavior is due to
the fact that at these temperatures the mixture self-ignites and the definition of
laminar burning velocity has no physical sense (the self-ignition temperature of
methanol and ethanol at atmospheric conditions are 738 K and 698 K respectively).
Consequently, the calculation results at the highest pressures (> 100 bar) and
temperatures (≥ 900 K) were removed from our dataset. The proposed correlations
are strictly only valid within these bounds. The power law for temperature should
ensure reasonable results at even higher temperatures. For pressures above 100
bar, however, the polynomial form can lead to physically meaningless results. At
these conditions the correlation is best evaluated at 100 bar.
The Levenberg-Marquardt algorithm [203] was used to fit the calculated α and
ul0 values as a function of φ and p. This algorithm seeks to reduce the sum of
squared differences (SSD) between the observed and predicted values. Due to
the large spread in ul values (ranging from a few cm/s to more than 2 m/s) a
weighting parameter was used during the fitting, to ensure an accurate fit also for
the lower burning velocities. The weighting was set to the squared reciprocal of
the observed value as this gave the best results. Each of the proposed equations
(see below, Eqs. 3.18-3.19) is the result of a large number of iterations, whereby
different functional forms were fit to the data. Initially these forms consisted of
only linear terms in the different variables (p/p0, φ , f , Tu/T0). Progressively terms
were added, first pure quadratic terms ((p/p0)2, φ 2, f 2, (Tu/T0)2) followed by
linear cross terms (e.g. (p/p0) ·(Tu/T0), (Tu/T0) · f ,...), inverse linear terms (e.g.
1/(p/p0)) and progressively higher order terms and combinations of these factors.
This was continued until the resulting SSD no longer decreased. Once this stage
was reached it was attempted to trim the equation, by selectively removing terms
one by one to see their impact on the SSD. The resulting fit was always visually
compared to the original simulation data to confirm the effect of each parameter
was well represented by the correlation form.
Tables 3.6 and 3.7 list the coefficients to determine α(φ , p) using Eq. 3.18 and
ln[ul0(φ , p)] using Eq. 3.19. Due to the large variation in ul0 values it was decided
to fit ln(ul0) in order to reduce the complexity of the fit. Note that Eq. 3.19 is third
order in p, whereas the burning velocity decreases exponentially with increasing
pressure. This leads to underestimated burning velocities at the lowest pressures
(<10 bar). These points are not that important considering the intended purpose of
the correlations in an engine simulation code.
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α(φ , p) = a1+a2φ +a3 pp0 +a4φ pp0+
a5φ 2+a6( pp0 )













ln[ul0](φ , p) = b1+b2φ +b3 pp0 +b4φ pp0+
b5φ 2+b6( pp0 )





+b10φ 2( pp0 )+ b11φ (3.19)














Once the correlation for undiluted mixtures is known, an expression for the
residual gas correction term can be constructed. As mentioned above, the best way
to capture the influences and interactions of φ , p, Tu and f on the correction term
F (see Eq. 3.17), is by fitting this term as a complicated polynomial function. The
data series for the correction term is computed as the ratio of the calculated dataset
values, with residuals, to the corresponding values without residuals, predicted
using the correlation proposed above (Eqs. 3.17-3.19, F=1). Using a similar
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procedure as described above a functional form was determined for the correction
term, minimizing the SSD. During this fitting procedure the smallest ul values (<
1 cm/s) were removed from the dataset. The lowest burning velocities occur for
extreme equivalence ratios (0.5, 2.0) at the highest concentrations of residual gases
(> 30 vol%). These flames might exist computationally, but are not considered
appropriate for engine simulations. Tables 3.8 and 3.9 list the coefficients to
determine F1(φ , p,Tu, f ) using Eq. 3.20. The correction term F(φ , p,Tu, f ) is
then found by limiting F1(φ , p,Tu, f ) to be smaller than or equal to 1.
F1(φ ,Tu, p, f ) = c1+c2φ +c3 TuT0 +c4 pp0+
c5 f +c6φ 2+c7(TuT0 )2+c8 f 2+
c9φ (TuT0 )+c10φ ( pp0 )+c11φ f +c12(TuT0 ) f+
c13φ 3+c14 f 3+c15(TuT0 )φ 2+c16( pp0 )φ 2+
c17φ (TuT0 )2+c18 f (TuT0 )2+c19φ f 2+c20(TuT0 ) f 2 (3.20)
F(φ ,Tu, p, f ) =min[1,F1(φ ,Tu, p, f )] (3.21)
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Table 3.8: Coefficients for Eq. 3.20 for methanol
i ci i ci
1 +9.7930E-01 11 +4.8070E-01
2 +9.8720E-01 12 +1.4878E+00
3 -2.7580E-01 13 +9.2400E-02
4 -1.2044E-05 14 -7.8420E-01
5 -5.8970E+00 15 +5.8400E-02
6 -5.2180E-01 16 +2.7181E-04
7 +8.8800E-02 17 +4.9600E-02
8 +6.1470E+00 18 -1.8740E-01
9 -3.3710E-01 19 -6.7690E-01
10 -2.6588E-04 20 -1.1226E+00
Table 3.9: Coefficients for Eq. 3.20 for ethanol
i ci i ci
1 +1.2168E+00 11 +5.2450E-01
2 +8.0750E-01 12 +1.8402E+00
3 -4.0130E-01 13 +1.6650E-01
4 -4.8828E-03 14 -2.2574E+00
5 -6.7369E+00 15 +2.0700E-02
6 -5.9980E-01 16 -2.2004E-03
7 +1.2440E-01 17 +4.0300E-02
8 +8.1431E+00 18 -2.8000E-01
9 -2.6080E-01 19 -6.7830E-01
10 +7.2502E-03 20 -1.3175E+00
The quality of the fit was checked by comparing the predicted ul values against the
fitted data points and two batches of test data. A first batch consisted of calculated
ul data that were discarded in the fitting process at various equivalence ratios,
pressures and unburned mixture temperatures. The second one was formed by
interpolation data based on the calculated dataset. This batch was generated for p
(10, 20, 30, 55, 75 bar) and Tu (450, 650,850 K). Tables 3.10 and 3.11 provides an
overview of the quality of the fit for methanol- and ethanol-air-diluent mixtures,
listing the average relative residual (Eq. 3.22), average absolute relative residual
(Eq. 3.23), minimum and maximum residual and the percentage of data points that
are predicted to within ±10% and ±20%. As can be seen the relationships capture
more than 90% of the fitted data and test data to within ±20% and have a mean
absolute relative residual below 10%.
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average absolute relative residual = 1
N
∑⎛⎝∣ul,pred −ul ∣ul ⎞⎠ (3.23)
It is important to note that the largest differences occur for extreme values of φ
(0.5, 2.0) and p (≤ 5 bar, ≥ 85 bar) which is a result of the polynomial form of
the equations. Additionally, the calculations for ethanol showed aberrant behavior
at the highest temperatures (≥ 800 K) due to self-ignition. This led to a more
than exponential rise of ul in terms of unburned mixture temperature and burning
velocities that increased with rising diluent fraction. These results were not
retained to fit the equations, but were included in this quality check.
Table 3.10: Fitting statistics for Eq. 3.17 for methanol (full fit, f ≥0 vol%)
ul,pred ul,pred
fitted data test data
Average rel. residual -0.13% 2.51%
Average abs. rel .residual 5.91% 5.84%
Maximum residual 53.56% 30.21%
Minimum residual -30.02% -30.43%
Data within ±10% 83.92% 83.85%
Data within ±20% 97.27% 96.89%
Table 3.11: Fitting statistics for Eq. 3.17 for ethanol (full fit, f ≥0 vol%)
ul,pred ul,pred
fitted data test data
Average rel. residual 0.47% -2.71%
Average abs. rel .residual 7.04% 8.81%
Maximum residual 51.39% 39.77%
Minimum residual -62.65% -54.73%
Data within ±10% 77.52% 70.68%
Data within ±20% 95.57% 92.05%
Having determined the coefficients for the correction term F , the full correlations
are now known. They consists of Eq. 3.17 whereby α(φ , p), ul0(φ , p)
and F(φ ,Tu, p, f ) are computed through Eqs. 3.18-3.19-3.20-3.21 respectively,
making use of the coefficients listed in Table 3.6, 3.7, 3.8 and Table 3.9, p0 and T0
as given above, f the volume fraction of residuals and ul given in cm/s.
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3.8.2 Laminar flame thickness correlation
Evaluation of published correlations
Flame thickness influences the combustion process through its defining effect on
flame-turbulence interaction. Thicker flames are less sensitive to small eddies and
will therefore experience lower degrees of turbulence induced flame wrinkling.
Some recent turbulent combustion models incorporate the effects of flame
thickness, requiring an accurate knowledge of this quantity at engine-relevant
conditions. For example, Bougrine et al. [136] used an efficiency function
Γ(u′/ul ,Λ/δl) proposed by Charlette et al. [204], which measures the ability of
the different turbulent scales to wrinkle the flame front (see section 4.4.11). Here
u′ is the rms turbulent velocity, Λ is the turbulence integral length scale and δl is
the laminar flame thickness.
The model was derived by Charlette et al. from DNS of interactions between single
vortices and a flame in order to measure the effective strain-rate of vortices of
different characteristic sizes and speeds. Based on these DNS results they fitted an
effective flame wrinkling function Γ that accounts for all scales relevant to engine
combustion. This efficiency function evaluates the surface-producing flame stretch
across different combustion regimes. Obviously the influence of flame thickness
is most pronounced for the thickened wrinkled flames regime (Ka>1) and the
thickened flame regime (Da<1) (see section 1.7). In these regimes, the thickness
of the flame limits the smallest turbulence scales in wrinkling the flame front. In
the wrinkled flame regime the assumption of infinitely thin flamelets is more valid
and the influence of flame thickness is negligible.
To limit computational efforts in engine simulations, this laminar flame thickness
δl is also determined using a correlation. For conventional hydrocarbon fuels
different flame thickness correlations have been proposed in the literature. The
Zel’dovich correlation expresses the flame thickness in terms of the laminar
burning velocity and the fresh gases properties [135]:
δZeldovichl = ( κρ ·cp )u 1ul (3.24)
Where κ is the thermal conductivity, ρ the density and cp the heat capacity of
the fresh gases. Another correlation was proposed by Blint [135] including a
correction for burned gases properties using a Sutherland law for λ and a constant
Prandtl number of 0.7:
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δBlintl = 2· ( κρ ·cp )u 1ul · (TbTu )
0.7
(3.25)
Where Tb is the burned gases temperature. We compared these correlations against
our database of calculated flames, where the flame thickness was estimated from
the temperature gradients between the fresh and burned gases zones:
δCHEM1Dl = Tb−Tumax(dT /dx) (3.26)
Figure 3.28 compares the flame thickness of laminar ethanol-air flames calculated
using the mechanism of Li et al. [202] against the correlations of Zel’dovich and
Blint for varying equivalence ratio and at several pressures (Tu=700 K, f =0 mol%).
In Figure 3.29 the correlations are compared against calculation results for varing
diluent ratio and at different unburned mixture temperatures (p=15 bar). Also
included in the figures is a new correlation, which is discussed in section 3.8.2.
The Zel’dovich correlation underestimates the calculated flame thicknesses at all
conditions. Blint’s correlation shows better agreement, but errors increase for lean
and rich mixtures at low pressures and highly diluted mixtures at low temperatures.
In these conditions the largest overestimations of calculated flame thicknesses can
be seen, both in absolute values as in percentual differences. The same trends were











Li et al. - 5 bar Li et al. - 65 bar
Zel'dovich - 5 bar Zel'dovich - 65 bar
Blint - 5 bar Blint - 65 bar
New - 5 bar New - 65 bar
Figure 3.28: Laminar flame thickness variations with the equivalence ratio φ at different
pressures (Tu=700 K, f =0 mol%)
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Table 3.12: Comparison of δl predicted by Blint’s correlation (Eq. 3.25) against
calculation results using the methanol oxidation mechanism of Li et al. [180]
δBlintl
Average rel. residual 16.67%
Average abs. rel .residual 17.38%
Maximum residual 47.05%
Minimum residual -25.41%
Data within ±10% 27.79%
Data within ±20% 58.73%
Data within ±30% 88.09%
The same behavior was noted by Bougrine et al. when they compared calculated
flame thickness for methane-air flames against the correlations of Zel’dovich
and Blint [136]. Bougrine et al. finally retained the correlation of Blint in
their modeling work, because it predicts the right trends for flame thickness
with pressure, unburned mixture temperature and equivalence ratios. Moreover
the largest errors are seen in conditions that are of lower importance to engine
modeling work and where the validity of the flame thickness definition based on
temperature gradients is questionable. In this study, however, it was noted that the
use of Blint’s correlation led to an average overestimation of the calculated laminar
flame thickness of over 13%. Also, it was observed that in less than 35% of the
calculated cases, the flame thickness was predicted within 10% (see Table 3.13).
For this reason we attempted to make slight adjustments to Blint’s correlation in












Li et al. - 500 K Li et al. - 800 K
Zel'dovich - 500 K Zel'dovich - 800 K
Blint - 500 K Blint - 800 K
New - 500 K New - 800 K
Figure 3.29: Laminar flame thickness variations with diluent ratio f at unburned mixture
temperatures (p=15 bar, φ=1)
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Table 3.13: Comparison of δl predicted by Blint’s correlation (Eq. 3.25) against
calculation results using the ethanol oxidation mechanism of Li et al. [202]
δBlintl
Average rel. residual 13.45%
Average abs. rel .residual 17.27%
Maximum residual 46.23%
Minimum residual -81.76%
Data within ±10% 30.88%
Data within ±20% 59.16%
Data within ±30% 81.52%
New laminar flame thickness correlation
A database of over 1500 calculated flames in the range of 1-85 bar for pressure,
400-900 K for the fresh gas temperature, 0.5-2 for φ and diluent ratios up to 50
vol% was used to evaluate the Blint correlation for ethanol-air mixtures (see Table
3.13). The same database can now be used to fit an improved flame thickness
correlation.
Knop [205] adapted Blint’s correlation to hydrogen combustion by adding a
multiplying factor γ . This factor γ is unity for conventional hydrocarbons and
depends on the equivalence ratio φ , fresh gas temperature Tu and the pressure p
for hydrogen:
γ = α · f (φ) ·g(Tu) ·h(p) (3.27)
Where α=3.37 and f , g and h are second order polynomial functions of φ , Tu and
p respectively. In engine-like conditions γ ranged from 2 to 7, which means that
for the same laminar burning velocity the hydrogen flame is clearly thicker than
the hydrocarbon counterpart.
For alcohol-air flames the errors associated with the Blint correlation were limited
to 30% at over 80% of the calculated conditions (see Tables 3.12 and 3.13).
Consequently, it was preferred to keep the form of the correlation (Eq. 3.25),
add a multiplying constant γ and change the exponents for ul (from -1 to β ) and
Tb/Tu (from 0.7 to 0.5).
The Sutherland law for κ in its original form employs an exponent of 0.5, so this
value was used instead of 0.7 for the correction for burned gases properties:
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κb = (TbTu )0.5 ·κu (3.28)
The proposed correlation for laminar flame thickness of ethanol-air mixtures is
given by Eq. 3.29:
δNewl = γ · ( κρ ·cp )u ·uβl · (TbTu )
0.5
(3.29)
Where γ and β are constants that were determined by minimizing the SSD between
the flame thicknesses in our flame database and values predicted by the correlation.
Two sets of constants were computed (see Tables 3.14 and 3.15). The first set was
fit using the laminar burning velocity values calculated by CHEM1D as an input
for the correlation. The second set employed the correlation proposed in section
3.8.2 to predict ul . Note that ul is expressed in cm/s, while the correlation gives
δl in cm. The predictive performance of Eq. 3.29 using both sets of values for
γ and β is summarized in Tables 3.14 and 3.15. A first thing to notice is that
both sets are almost identical, which confirms the predictive performance of the
new laminar burning velocity correlation. The correlation using the CHEM1D
results predicts the calculated flame thickness to within 10% in 78% of the
observed conditions. In almost all conditions the errors on δl are below 20%.
The good fit with calculation results can also be observed in Figures 3.28 and 3.29
(’New’ correlation). The largest deviations occur in conditions that are on the
edge of self-ignition (high pressures and temperatures) or flame extinction (very
rich or lean, high amounts of residual gases). In these conditions the results of
the chemical kinetic calculations and the definition of flame thickness based on
temperature gradients are questionable.
The flame thickness correlation using the new correlation for burning velocity
performs somewhat worse with only 70% of the calculated flame thickness being
predicted to within 10%. This is caused by an underprediction of the laminar
burning velocity at low pressures (≤ 5 bar). This results in an overestimation of the
associated flame thickness. These low pressure conditions, however, are of minor
importance for engine simulation purposes.
The newly developed ul and δl correlations were implemented in the
quasi-dimensional engine simulation code discussed in Chapter 6. Their predictive
performance at engine-like conditions is discussed there.
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Table 3.14: Comparison of δl [cm] predicted by the adapted Blint correlation (Eq. 3.25)
against calculation results for methanol-air flames. The left column summarizes the
quality of the fit using calculated ul [cm/s] values (u
CHEM1D
l ), the right column for the fit








Average rel. residual -0.47% -2.29%
Average abs. rel .residual 5.39% 5.13 %
Maximum residual 20.13% 20.53%
Minimum residual -36.84% -33.31%
Data within ±10% 86.75% 89.71%
Data within ±20% 99.28% 99.51%
Data within ±30% 100% 100%
Table 3.15: Comparison of δl [cm] predicted by the adapted Blint correlation (Eq. 3.25)
against calculation results for ethanol-air flames. The left column summarizes the quality
of the fit using calculated ul [cm/s] values (u
CHEM1D
l ), the right column for the fit using ul






Average rel. residual 1.12% 0.75%
Average abs. rel .residual 6.63% 8.48 %
Maximum residual 25.70% 52.71%
Minimum residual -81.68% -56.49%
Data within ±10% 78.43% 70.65%
Data within ±20% 96.07% 91.30%
Data within ±30% 98.75% 96.00%
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3.9 Heat Flux Method measurements
3.9.1 Introduction
From section 3.6 it may be clear that the different methodologies to deal with flame
stretch and instabilities have led to significant scattering of the results obtained
at similar conditions, especially for methanol. Additionally, there is a need for
more experimental ul data at elevated pressure, temperatures and diluent ratios.
For methanol in particular, the influence of φ on the temperature and pressure
exponent (α and β ) as predicted by the chemical kinetic calculations remains to
be confirmed experimentally. The effects of mixture dilution at varying φ , Tu and
p also remain largely unexplored for this fuel.
Part of this lack of data can be addressed by the heat flux method, which
was previously used to provide accurate experimental ul data at atmospheric
pressure and to analyze the temperature dependence of the laminar burning
velocity of ethanol-air flames [156]. The same is done here for methanol.
Furthermore, the effect of nitrogen, water vapor and CO2 dilution on methanol-air
flames at atmospheric pressure is characterized. The relative contribution of the
diffusive-thermal and chemical effects of dilution are clarified. Also the difference
between the diffusive-thermal effects of nitrogen compared to water vapor and
CO2 dilution is quantified based on the thermophysical properties of these diluents.
The performance of the methanol oxidation mechanism of Li et al. [180] is tested
for all diluents. Finally, a global correlation is proposed, allowing prediction of the
effect of dilution on the laminar burning velocity, for different diluents, dilution
ratios, temperatures and equivalence ratios.
3.9.2 Experimental method
Heat flux method
The Heat Flux method for the stabilization of adiabatic premixed laminar flames
on a flat flame burner has been proposed by de Goey et al. [206] and further
developed by van Maaren and de Goey [207]. This method was extensively used
for measuring laminar burning velocities of gaseous fuels, e.g. [207, 208] and has
recently been applied for liquid ethanol [156]. A detailed description of the method
and associated experimental uncertainties for gaseous fuels are given elsewhere
[209, 210]. Important features of the method common for gaseous and liquid fuels
are, therefore, only shortly outlined in the following. The present experimental rig
is similar to that used by Konnov et al. [156] and has been constructed and certified
in previous work [170].
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Figure 3.30: The perforated plate burner
The experimental setup for the adiabatic flame stabilization using the Heat Flux
method is shown in Figure 3.35. A 2 mm thick burner plate perforated with
small holes (0.5 mm in diameter) is attached to the burner outlet, see Figures
3.30 and 3.32. The burner head has a heating jacket supplied with thermostatic
water to keep the temperature of the burner plate constant. During the experiments
this temperature (T1) was fixed at 368 K. The plenum chamber has a separate
temperature control system supplied with water at a temperature (T0), which
enables a temperature range of the fresh gas mixture from 298 K to 358 K. The
heating jacket keeps the burner plate edges at a certain temperature higher than the
initial gas temperature, thus warming up the (unburned) gases flowing through.
Conductive heat transfer of the flame to the burner plate cools the gas flow on its
turn (see Figure 3.31). By changing the flow rate of the gas mixture an appropriate
value of the gas velocity can be found to nullify the net heat flux. In this case
the radial temperature distribution in the burner plate is uniform and equal to the
temperature of the heating jacket [170].
A theoretical analysis of the Heat Flux method has been given by Bosschaart and
de Goey [210], where it was shown that the temperature profile of the burner plate
can be approximated by a parabolic function,
Tp(r) = Tc− q4κphr2 = Tc+Cr2 (3.30)
Where Tp(r) is the mean temperature of the perforated plate (averaged over the
burner thickness) at radial position r. Tc is the thickness averaged temperature of
the perforated plate at the center of the plate (r = 0). h is the thickness of the
perforated plate (h = 2 mm). κp is the heat conductivity of the plate, and q is the
net heat flux (the difference between the heat flux from the flame to the plate and
the heat flux from the plate to the unburned mixture).
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2.2 Principle 9
Heat loss
flame front ( !!! K)
burner plate ("#! K)
Unburnt flow ( $" K)
burnt gases
Heat gain
Figure 2.1: The heat flux balance: close-up of a part of the burner plate. Left
side: sketch of the stream lines, right side: the heat fluxes occurring; under and in
the burner plate: heat gain by the unburnt gas mixture, above the burner plate:










Figure 2.2: The temperature profile of a free flame (line,  
 !""
) compared to the




indicates the temperature of the burner plate.
Figure 3.31: The heat flux balance: close-up of a part of the burner plate. Left side: sketch
of the stream lines, right side: the heat fluxes occurring; under and in the burner plate:
heat gain by the unburnt gas mixture, above the burner plate: stabilizing heat loss from the
flame to the burner plate. Typical temperatures are indicated [210].
Figure 3.32: Burner head and thermocouple placement, numbers represent the channel
number. Thermocouples placed at r=[0 2.1 4.2 6.3 8.4 10.5 12.6 14.7] mm
A series of thermocouples attached to the burner plate as shown in Figure 3.30
allow for measuring the temperature distribution at different radial positions.
A polynomial fit is performed to find the heat flux constant C in Eq. 3.30.
Figures 3.33 shows an example of the measured radial te perature distribution
and associated fits of stoich ometric metha ol-air flame for different unburned
gas velocities. Fig re 3.34 displays the corresponding heat flux constant C as a
function of the unburned gas velocity. The data are linearly interpolated to find the
flow velocity at which C=0. This interpolated flow velocity, at which the net heat
flux was zero, is shown to be the adiabatic flame burning velocity of the unburned


























Figure 3.33: Measured and fitted radial temperature distribution at different unburned gas
velocities Ug (T0=318 K, φ=1)


















(22.0, 0) (45.6, 0)(36.9, 0)
φ = 0.7 φ = 1.5 φ = 1.0
Figure 3.34: Heat flux constant (C = −q/(4κph)) as a function of the unburned gas
velocity Ug (T0=318 K, φ=1)
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Mixture preparation
A mixing panel shown in 3.35 was used to provide controlled flow of the vaporized
fuel and air of the required equivalence ratio. The key part of this mixing panel
is the Cori-Flow liquid mass-flow controller (MFC) connected to the Controlled
Evaporator Mixer (CEM), both from Bronkhorst B.V. The liquid fuel flow from
the fuel reservoir, pressurized by nitrogen, is metered by the Cori-Flow MFC and
fed to the CEM. Part of the air flow controlled by the gas MFC-1 is used as a carrier
gas to facilitate vaporization at temperatures up to 423 K. Another part of the air
flow controlled by the gas MFC-2 and mixed downstream is varied to provide the
required mixture composition.
Water vapor dilution was obtained by splash blending methanol and water in
different mass ratios. Only mixtures in which the partial pressure of water was
well below its saturation value were considered, and to prevent water vapor
condensation, the tube transporting the gas flow to the burner was heated.
Methanol-water mixtures containing 0%, 10%, 20% and 35% water by mass
were considered, corresponding to 0-20% water vapor in the methanol-air-diluent
mixture. Nitrogen dilution was investigated using an oxidizer containing 19 mol%
of O2 in (O2+N2).
Limitations
The measurements are limited to equivalence ratios below 1.1 and equal to 1.5.
Between φ=1.1-1.5 the required fuel mass flow to attain the laminar burning
velocity exceeded the upper limit of the fuel mass flow controller. The results
at φ=1.5 were obtained by linear extrapolation to C=0 instead of interpolation (see
3.34). Since there is no guarantee that C evolves linearly as a function of burning
velocity, these values should be treated with care. Also, equivalence ratios below
0.7 and above 1.5 were not investigated, since these resulted in unstable or non-flat
flames.
To avoid condensation of the vaporized fuel in the (tube to the) plenum chamber,
the partial pressure of the fuel components (methanol, water) had to be below their
saturation pressure at the measurement temperature. This meant that at T0=298 K
the maximum φ for pure methanol measurements was 1.1 and water content in the

































Figure 3.35: Schematic of the experimental Heat Flux setup for liquid fuels
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3.9.3 Error assessment
Three major sources of experimental uncertainties for gaseous fuels pertinent to
the Heat Flux method were identified as:
• Thermocouple placement in the burner plate.
• Inaccuracy in the mass-flow control.
• Temperature of the unburned mixture.
Detailed analyses of these uncertainties were performed earlier [209, 210] and
repeated for the present installation and showed that the overall accuracy of the
burning velocity measurements is better than ± 0.8 cm/s (double standard deviation
with 95% confidence level). The relative inaccuracy of the equivalence ratio was
found to be below 1.5%. See Appendix C.1.
Additional possible sources of experimental uncertainties associated with liquid
fuels are the following:
• Variable flow ratio of the air between MFC-1 and MFC-2.
• Influence of the CEM operating temperature.
• Fuel purity.
• Dissolution of nitrogen in the liquid fuel.
• Hygroscopic nature of the liquid fuel.
These five sources were assessed experimentally as described in [156] and relevant
procedures were repeated for the present installation [170]. It was shown that
the ratio of the flows via MFC-1 (carrier gas for the CEM) and MFC-2 (balance)
does not affect the measured burning velocity within the expected accuracy of
the measurements. No influence of the CEM operating temperature was observed
when it was set well above boiling temperatures of methanol (423 K in the present
work).
The purity of the methanol, delivered in sealed bottles, was better than 99.9% with
less than 0.1% water. The purity could potentially deteriorate due to hygroscopy
when refilling the fuel reservoir and dissolution of nitrogen, which pressurises it.
The refilling was short in time and the amount of water that could be dissolved in
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the methanol during it was estimated to be less than 0.01%. The methanol was then
kept in the reservoir sealed from the ambient air by pressurization using nitrogen
(see Figure 3.35).
The dilution of the mixtures induces some additional uncertainties regarding the
water vapor content of the methanol-air-diluent mixture and the nitrogen content
of the oxidizer. The methanol water mixtures were prepared gravimetrically
using a milligram scale which confines the uncertainty on the composition to
less than 0.01% by mass. After each series of experiments the composition of
the mixture was checked by measuring its density to within 1 kg/m3 using a
volumetric pipette and laboratory scale. The measured densities matched with the
desired composition to within 1% by mass. This corresponds to a conservatively
estimated uncertainty on the molar content of water vapor in the mixture of less
than 0.75%. The uncertainty of the oxygen content in the oxidizer was certified
by the manufacturer to be less than 0.4%. The purity of the methanol, delivered
in sealed bottles by supplier Merck, was better than 99.9 % with less than 0.1 %
water.
Certification of the present new installation took an extended period of time. Some
series of experiments, for instance for ethanol-air at 298 K, have been repeated
many times [170]. The scattering of the laminar burning velocities at the same
conditions never exceeded 1.8 cm/s, the maximum scattering was observed in
the very lean and very rich mixtures, where set-points of the MFCs approached
the recommended low-limit of 10% from the total scale. The overall accuracy of
the measurements presented in this work can thus be conservatively evaluated as±1 cm/s. All measurements for undiluted mixtures have been repeated separated
by a 2 month interval, and differences were below the assessed experimental
uncertainty of 1 cm/s.
3.9.4 Investigated conditions
The laminar burning velocities of methanol-air-diluent flames measured at
atmospheric pressure and unburned mixture temperatures between 298K and 358K
are summarized in Appendix C.1. Methanol-water mixtures containing 0%, 10%,
20%, 35% water by mass were considered at temperatures between 318K and
358K. For nitrogen dilution, a mixture of 19 mol% O2 in (O2+N2) was used as
an oxidizer. For CO2 dilution, a mixture of 35 mol% O2 in (O2+CO2) was used
as an oxidizer. In the following discussion the rate of nitrogen and water vapor
dilution is defined in terms of mole fraction. E.g. for lean mixtures the global
methanol oxidation reaction becomes:
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CH3OH+ 32φ (O2+3.76N2)+a ·diluent→CO2+2H2O+( 1φ −1)O2+ 32φ 3.76N2+a ·diluent (3.31)
Where a represents the molar coefficient of the diluent under consideration. The
dilution fraction f at any stoichiometry φ is defined as the ratio between the
diluents molar coefficient and the sum of the molar coefficients of the fresh gases.
f = a
a+1+ 32φ (1+3.76) (3.32)
In the present work, the modeling was done with the mechanism of Li et al. [180] to
compare experimentally observed trends for the laminar burning velocity to those
predicted by the calculations. The methodology described in section 3.7 was used.
No attempts were made to modify the mechanism to improve its performance and
agreement with experiments.
3.9.5 Influence of equivalence ratio
The experimental values obtained at 298 K and 343 K are compared with relevant
literature data, ul correlations derived from different experimental investigations
(dotted lines) and the modeling results using the methanol oxidation mechanism
of Li et al. [180] (full line) in Figures 3.36 and 3.37.
The comparison has been extensively discussed in reference 3 of the publication
list on page xv. In summary: for lean to stoichiometric mixtures, the present data
agree well with previously reported values in literature. Whereas the spread on the
reported burning velocities is limited at these conditions (≃ 10%), the differences
are much larger at rich conditions. The present study supports the higher
burning velocities at rich conditions as measured by Veloo et al. and predicted by
several reaction mechanisms. The modeling results using the methanol oxidation
mechanism of Li et al. [180] are in agreement with the present experimental results
for φ ≤ 1, within the evaluated experimental uncertainty of ± 1 cm/s. For rich
mixtures, they are slightly higher. It is interesting to note that the mechanism of Li
et al. places the maximum burning velocity at φ=1.2, whereas most experimental
studies have it at φ=1.1. For reasons mentioned above, the present dataset did not

























Figure 3.36: Laminar burning velocities of methanol-air flames at atmospheric pressure
and initial temperature of 298 K. Note the good correspondence between the present Heat
























Figure 3.37: Laminar burning velocities of methanol-air flames at atmospheric pressure
and initial temperature of 343 K (unless otherwise stated in the legend).
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3.9.6 Influence of unburned mixture temperature
Measured laminar burning velocities of methanol-air flames at atmospheric
pressure and different initial temperatures are shown in Figure 3.38 using log-log
scales. Apart from the experimental data represented by symbols, lines are
included to show the best fits to Eq. 3.12 using the least-squares method. The
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Figure 3.38: Log-log plot of selected laminar burning velocities of methanol-air flames at
atmospheric pressure and different initial temperatures. Symbols: experiments, lines: best
fits to Eq. 3.12 using the least-squares method.
In Figure 3.39 the derived α values are compared to the proposed empirical
expressions for the power exponents as a function of equivalence ratio (see
Appendix B). Error bars on the current values represent the uncertainty on the
power exponent α stemming from the error on the individual ul measurements at
different temperatures. Due to the narrow range of temperatures (298-358 K) they
are rather high. The laminar burning velocities calculated using the mechanism
of Li et al. [180] were also processed to derive the power exponents α . At each
equivalence ratio the least-squares procedure was used for 7 temperature points in
the range of 298-358 K. No deviations from the power law dependence (Eq. 3.12)
was found in the modeling.
The present experimental data for α agree well with the values resulting from
modeling, especially in lean and stoichiometric conditions. Whereas most
correlations predict a linear decrease of α as a function of φ , the mechanism of
Li et al. [180] produces a minimum in the power exponent α for slightly rich
mixtures. A similar minimum in the power exponent was reported for slightly rich
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Figure 3.39: Power exponent α , in Eq. 3.12 for methanol-air flames. The full red line
represents α values derived from modeling using the mechanism of Li et al. [180]. Both
modeling and current experimental results display a minimum in α at φ=1.2.
data for α at φ=1.5 agrees with the modelling results. However, it is unclear
from the experimental results if the power exponent α for methanol-air flames
will keep increasing after the minimum or if the trend will level off with increasing
equivalence ratio (as reported for ethanol-air flames [156]) or even exhibit a local
maximum (as reported for methane-air flames [208]). Therefore the α values were
also derived from the measurement using 19% O2 in N2 as oxidizer for which the
entire range of equivalence ratios could be considered (see next section).
The current experimental results for methanol burned with 19 mol% O2 in(O2+N2) confirm the minimum for α at φ=1.2. The differences with
the experimental α values derived for methanol/air mixtures are within the
experimental uncertainty. For both undiluted and diluted methanol flames, the
modeling agrees with the experimental results. The minimum in α is well
reproduced by the mechanism of Li et al. [180]. Comparing the α values derived
from the experimental results between undiluted and diluted methanol flames, no
clear trend can be discerned as the differences fall within the uncertainty bounds.
For the modeling results it can be seen that those for the diluted mixtures are
slightly higher. As explained in the next section, this can be attributed to the less
steep decrease in ul due to dilution at higher Tu. The analysis above was also
conducted for methanol flames diluted with water vapor and the same conclusions
could be drawn.
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3.9.7 Influence of residuals
A popular way to reduce harmful NOx emissions in combustion systems, is
diminishing the flame temperatures by the application of EGR. This dilution
affects the burning velocity, which can lead to combustion instabilities. It
is therefore important to understand how dilution will impact the combustion
process, especially since EGR has been applied in methanol engines in
considerably higher concentrations than what is common in gasoline engines
[24, 211]. Apart from EGR, dilution with water has also been applied to reduce
NOx emissions in various combustion systems [212] and to suppress knock
phenomena in spark-ignition engines [213].
Dilution changes the thermophysical properties of the reacting mixture and can
also affect the oxidation reaction kinetics. A dilution process leads to changes in
mixture heat capacity, exothermicity, heat and mass diffusion phenomena. Three
main effects of diluents on the burning velocity can be identified: the dilution
effect, the thermal/diffusion effect and the chemical effect [214]. The dilution
effect is that when diluent is added, the percentage of reactants in the mixture is
decreased, which decreases laminar burning velocity. The thermal-diffusion effect
means that when diluent is added, the specific heat capacity and thermal diffusivity
of the mixture vary and affect laminar burning velocity. The chemical effect
is that diluents will participate in chemical reactions and affect laminar burning
velocity. Few studies have examined the effect of the main constituents of residual
gas (nitrogen, carbon dioxide and water vapor) on premixed methanol-air flames
[85, 152, 215]. Metghalchi and Keck investigated dilution using a 15% CO2/85%
N2 mixture in concentrations up to 30% by mass during contained explosions.
They fitted their results as a linear decrease of laminar burning velocity (ul) in
terms of diluents mass fraction [85]. Using pressure derived burning velocities
obtained during contained explosions Hirano et al. [152, 215] examined the effect
of water vapor dilution in molar concentrations up to 20%. Increasing water vapor
molar content led to a linear decrease in burning velocity, which was readily
predicted using Semenov’s thermal theory. In agreement with the conclusion of
Gu¨lder for ethanol-water mixtures [216], it was concluded that the influence of
water vapor was mainly thermal (through a reduction of flame temperature) and
that no specific effect of water in the chemical kinetics is expected.
To the best of the author’s knowledge, there are no recent studies focusing
on diluted methanol-air flames, but for methane-air flames Mazas et al. [212]
found the dilution by water vapor to show only a small dependence on the
equivalence ratio, further strengthening the belief that the chemical impact of
water dilution is limited. These authors successfully fitted the normalized value
of the laminar flame speed as a linear function of water vapor mole fraction. More
150 CHAPTER 3
recently Galmiche et al. [217] characterized the dilution effects on stoichiometric
methane-air flames for nitrogen, carbon dioxide and water in molar concentrations
up to 20%. Using experimental data obtained during contained explosions and
simulations, they demonstrated that for nitrogen and water vapor dilution, the
chemical effect is negligible, regardless of the dilution rate. Since the predominant
effect of dilution on the laminar burning velocity is thermal, an explicit correlation
was proposed between the heat capacity of the diluents and the laminar burning
velocity.
ul(diluent,f) = cp(diluent)cp(N2) ·F(N2) · f +ul(f = 0) (3.33)
Where ul is the laminar burning velocity, f is the molar concentration of the
diluent, cp(diluent) and cp(N2) are the molar heat capacities of the diluent and
N2 respectively. F(N2) is a constant that was determined by a least squares fit
to experiments. For water dilution the correlation was shown to predict ul with
an error <6%. For carbon dioxide dilution, however, Galmiche et al. [217] found
that the chemical effect is non-negligible, leading to a non-linear decline of the
laminar burning velocity in terms of molar CO2 content. As CO2 is an important
constituent of exhaust gases this non-linear behavior can also be expected for EGR
dilution. This was confirmed by chemical kinetics calculations of methanol flames
diluted with burnt gases (see Figure 3.20).
Hu et al. [214] extended the work of Galmiche et al. by investigating the effect of
N2, CO2, Ar and He dilution on methane-air flames both experimentally (using
the method described in 3.10) and numerically. These authors also quantified
the three different effects of dilution for each of these diluents at stoichiometry.
The laminar burning velocity suppression effectiveness by dilution was increased
in the order of He, Ar, N2 and CO2. The decrease of ul by N2 diluted
flames was shown to be fully caused by dilution effect. The thermal/diffusion
effect and chemical effect were negligible. For CO2, the dilution effect played
a dominant effect on laminar burning velocity, but the thermal/diffusion and
chemical effect were non-negligible. For He and Ar the dilution effect suppressed
the laminar burning velocity, whereas the thermal-diffusion effect enhanced the
laminar burning velocity. For all diluents the adiabatic flame temperature Tad
played a dominant influence on ul and thermal diffusivity was only of secondary
importance. These findings were used to develop a correlation of ul as a function
of Tad and the thermal diffusivity, which corresponded to the calculation results
within 5%, except for CO2 due to the chemical effect.
LAMINAR FLAME PROPERTIES OF LIGHT ALCOHOLS 151
The present study aims at characterizing the effect of nitrogen and water vapor
dilution on methanol/air flames. Compared to earlier publications on methanol-air
flames [85, 152, 215] this work further clarifies the relative contribution of the
different effects of dilution. Also the difference between the thermal effects of
nitrogen compared to water vapor and CO2 dilution is quantified based on the
thermophysical properties of these diluents. The performance of the methanol
oxidation mechanism of Li et al. [180] is tested for all diluents. Finally, a
global correlation is proposed, allowing prediction of the effect of dilution on the
laminar burning velocity for different diluents, dilution ratios, temperatures and
equivalence ratios.
Nitrogen dilution
Figure 3.40 compares experimental and modeling results for methanol burned with
an oxidizer containing 19 mol% O2 in (O2+N2) at various mixture temperatures
and equivalence ratios. Experimental uncertainty is below 1 cm/s on ul and below
0.02 on φ . For lean to stoichiometric mixtures the modeling results fall within
the uncertainty bands of the measurements. For rich mixtures the ul values are
overestimated up to 5%, notably larger than the experimental uncertainty. These
observations are in agreement with the results for undiluted methanol-air mixtures,
which suggests that these deviations could be due to an imperfect representation
of the chemistry of rich mixtures or a systematic measurement error, rather than
an incorrect representation of the effect of nitrogen dilution.
In Figure 3.41 the nitrogen dilution of methanol flames is shown to result in
an almost linear decrease of the laminar burning velocity (global deviation from
linearity is less than 5%). This trend is in line with earlier studies on methane-air
flames [209, 214, 217]. The experimental data points agree with the modeling
results.
To estimate the relative impact of the chemical effects (due to a change in the
radical pool) of dilution on the flame reactivity, simulations were performed using
a fictitious molecule that replaces the excess N2 (FN2 for fictitious N2). The
thermal and transport characteristics of this molecule are identical to those of
nitrogen, but FN2 was excluded from the kinetics mechanism. As expected, the
overlapping full and dashed curves in Figure 2 demonstrate that the chemical effect















Figure 3.40: Measured (symbols) and calculated (lines) laminar burning velocity of
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Figure 3.41: Measured (symbols) and calculated (lines) burning velocities for
methanol-air mixtures as a function of excess N2 percentage (Tu=298K). Dash-dotted
lines: model with real N2; Dotted lines, coinciding with dash-dotted lines: model with
non-reactive FN2; ◇: φ=0.7; △: φ=1.5; ○: φ=1.0. The chemical effect of N2 dilutions is
negligible.
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Water vapor dilution
Experimental and modeling results for various methanol-water blends at an
unburned mixture temperature of 338 K are plotted in Figure 3.42. Again,
the modeling leads to a slight overestimation for the burning velocity of rich
mixtures. It is interesting to see that the addition of 10wt% of water to methanol,
which is much more than the contamination level that can be expected due to
hygroscopicity, only leads to a fall of 7% in burning velocity. Also, elevated
amounts of water content still yield readily burnable mixtures. This opens up














0 wt% H2O 10 wt% H2O 
20 wt% H2O 35 wt% H2O 
Figure 3.42: Measured (symbols) and calculated (lines) laminar burning velocities of
various methanol-water mixtures (Tu=338K). ×: 35% H2O by mass; ◇: 20% H2O; ○: 10%
H2O; △: 0% H2O.
Similarly as for nitrogen dilution, a fictitious, nonreactive FH2O molecule was
considered to assess the relative impact of the chemical (due to water dissociation)
contribution to the decrease of the laminar burning velocity. The dashed curves
in Figure 3.43, corresponding to the fictitious molecule, are very close to the full
curves, corresponding to water dilution. This demonstrates that the chemical effect
is practically negligible at the conditions considered here.
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The deviations from a linear decrease of the burning velocity are larger than for
nitrogen, but are still limited to about 10% as the water vapor content approaches
20%. The modeling results for lean mixtures with different water vapor contents
fall within the experimental uncertainty. For stoichiometric mixtures, the trend
with increasing water vapor content is well reproduced, even though the absolute
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Figure 3.43: Measured (symbols) and calculated (lines) burning velocities for
methanol-air mixtures as a function of water vapor percentage (Tu=338K). Dash-dotted
lines: model with real H2O; Dotted lines: model with non-reactive FH2O. ◇: φ=0.7; △:
φ=1.5; ○: φ=1.0. The chemical effect of H2O dilution is negligible.
CO2 dilution
As mentioned above, the chemical effect is non-negligible for CO2 dilution [217].
To evaluate whether the kinetic mechanism of Li et al. [180] correctly copes with
elevated CO2 levels in the mixture, methanol was combusted with a mixture of
35 mol% O2 in CO2. These experiments were part of a larger study of oxyfuel
combustion. In this type of combustion air is replaced with recirculated flue gas
and O2 as oxidizer, making carbon capture easier and reducing NOx emissions
[218].
In Figure 3.44 results are presented as the ratio between ul using oxyfuel oxidizer
to ul using air as oxidizer. As can be seen, the modeling results agree with the
experimental values within the error bands. Also the trend with rising temperature
is correctly predicted. These results further confirm thath the mechanism of Li
et al. can be trustfully used to calculate the laminar burning velocity of methanol
diluted with residual gases.





























Figure 3.44: Measured (symbols) and calculated (lines) ratio of ul of methanol burned
with oxyfuel to ul of methanol burned with air. The mechanism of Li et al. [180] correctly
reproduces the effect of elevated amounts of CO2
Correlation
Following the approach proposed by Galmiche et al. [217], an explicit correlation
between the properties of the fuel-air-diluent mixture and laminar burning velocity
decrease due to dilution was derived. Figure 3.45 displays the normalized burning
velocity as a function of diluent molar fraction for different equivalence ratios and
diluents. The normalized burning velocity is defined as the ratio of the laminar
burning velocity of the diluted mixture ul to that of the undiluted methanol-air
mixture at the same pressure, temperature and equivalence ratio (ul( f = 0)). The
use of the normalized burning velocity results in rather large error bands on the
experimental results. The results imply differences depend on which diluent is
used, and a slight influence of equivalence ratio. Firstly, dilution with N2 gives
a less steep relative decrease in the burning velocity compared to water vapor
dilution at the same conditions. Galmiche et al. [217] attribute this to the difference
in molar heat capacity cp between the two diluents (29.3 J/mol K for N2 and 34.2
J/mol K for H2O).
Secondly, there is a slight influence of the equivalence ratio on the relative ul
decrease due to dilution. This is reflected both in the experimental and modeling
results. As will be discussed in the following, the mixtures associated with the
highest absolute ul values are less prone to the effect of dilution. Mazas et al. [212]
state that for water dilution of methane-air mixtures, there is no influence of φ .
Closer inspection of their measurement results reveals, however, that the influence
is comparable to what is identified here for methanol-air flames. Also included
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in Figure 3.45 are the experimental results for stoichiometric methanol-air-water
vapor mixtures obtained at 413 K and 1 bar by Hirano et al. [152, 215] and
a correlation for water vapor dilution of ethanol-air flames [216]. Both are
comparable to the current set of results. Based on these observations, Equation
3.34 is proposed for the relative burning velocity decrease due to dilution. The
dilution coefficient F quantifies the relative decrease in burning velocity due
to increasing molar diluent fraction f . Note that compared to the correlation
proposed by Mazas et al. [212], the dilution coefficient F is a function of φ , Tu
and the diluent here. An alternative approach would be to use Tad instead of Tu
and φ as fitting parameters as suggested by Hu et al. [214].
ul
ul( f = 0) = 1−F(φ ,Tu,diluent) · f (3.34)
Figures 3.46 and 3.47 display the evolution of the dilution coefficient F in terms of
φ and Tu, respectively, for both N2 and water dilution. F was determined for each
combination of φ and Tu by fitting a straight line to the evolution of normalized
burning velocity in terms of diluent molar fraction f (see Figure 3.45). Since the
results obtained with the mechanism of Li et al. [180] are in good agreement with
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Figure 3.45: Normalized burning velocity as a function of diluent molar fraction for
different equivalence ratios and diluents (Tu = 338K). Symbols: experiments, full line:
correlation of Gu¨lder [216], other lines: modeling. Triangles: Experimental results of
Hirano et al. at 413 K [215]. Diamonds and long dashed line: H2O dilution, φ=0.7;
Squares and dash-dotted line: H2O dilution, φ=1.5; Circles and dotted line: H2O dilution,
φ=1.0; Crosses and dashed line: N2 dilution, φ=1.0.
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Figure 3.46 demonstrates that the values of F (corresponding to the steepness of
the relative ul decrease) can be well approximated by a second order polynomial
with a minimum at φ=1.15, which is associated with the highest absolute ul value.
Multiplying the F values for N2 by the ratio of molar specific heat capacities
Cp,H2O/Cp,N2 results in almost identical values as for water vapor dilution in
the stoichiometric to slightly rich region. For very lean and rich mixtures, the
differences are larger. This is apparently due to the chemical effect of water
dilution, which leads to a less steep decrease in ul for these very lean and rich
mixtures, as Figure 3.45 suggests. The effect of Tu on F can be well described by
a linear expression in the temperature range considered here (see Figure 3.47). Its
effect is only slightly dependent on φ and the diluent, so this dependence has been
neglected in the final correlation form:
F = Cp,diluent
Cp,water























Figure 3.46: The dilution coefficient F in Eq. 3.34 as a function of φ (Tu=298K, p=1 bar).
Lines: second order polynomial fit, symbols: F derived from modeling results. Squares:
N2 dilution; Diamonds: H2O dilution; Crosses: F for N2 dilution multiplied by the ratio
of molar specific heats Cp,H2O/Cp,N2.
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The coefficients F0, F1 and F2 were fit to the calculation results for water dilution of
methanol-air flames. Their values are F0=3.65, F1=-1.0, F2=4.91. The differences
between the ul predicted by the correlation and the calculation values are limited
to 1% for water molar contents of less than 10%. As the deviations from linearity
increase for very lean and rich mixtures at water molar contents close to 20%, the
errors mount to 10%. For nitrogen dilution, the errors are limited to 5 % in the
entire range of considered conditions (φ=0.7-1.5, f =0-20%, Tu=298K-358K, p=1
bar). Eq. 3.35 can be used to estimate the influence of diluents that do not give a
significant diffusion or chemical effect, on methanol-air laminar burning velocity
























Figure 3.47: The effect of Tu on the dilution coefficient F for H2O and N2 at different
equivalence ratios. Lines: linear fits, symbols: experiments. Crosses: N2 dilution, φ=1.0;
Triangles: H2O dilution, φ=1.0; Squares: N2 dilution, φ=0.7; Triangles: H2O dilution,
φ=0.7.
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3.10 Constant volume bomb measurements
3.10.1 Introduction
The heat flux method measurements discussed in the previous section were used
to investigate the influence of φ , Tu and dilution on the laminar burning velocity of
methanol. However, the method failed to characterize the influence of pressure
and stretch rate on the burning velocity. For this reason the flame properties
of methanol were also investigated using contained explosions in a fan-stirred
constant volume vessel. During a research stay at Leeds University (UK) the
laminar and turbulent burning velocity of methanol-air mixtures were measured
for a range of pressures, temperatures and equivalence ratios using the method of
photographic observation of centrally ignited spherical flames during the constant
pressure period of the explosion. The results for laminar flames are discussed in
the following section, while those for turbulent flames are presented in section 4.3.
3.10.2 Experimental method
The experimental method has been extensively described in previous work [27,
108]. For completeness, part of the discussion in those references is repeated here.
Particularities for the present work are highlighted.
The combustion vessel
The Leeds Mk II combustion vessel, shown in Figures 3.48 and 3.49 is a spherical
stainless steel vessel of 380 mm inner diameter, capable of withstanding the
temperatures and pressures generated from explosions at initial pressures of up
to 15 bar and initial temperatures of up to 600 K. Three orthogonal pairs of quartz
windows of diameter 150 mm and thickness 100 mm are mounted in the vessel.
These provide excellent optical access for photographic techniques. Turbulence is
generated in the bomb by four identical eight bladed fans, symmetrically disposed
in a virtual regular tetrahedron configuration as shown in Figure 3.48. These are
driven by adjustable speed electric motors, with separately controlled solid state
variable frequency converter units, over a range from 200 to 10,000 rpm. For
the laminar measurements they are only used to ensure adequate mixing, they are
switched off prior to ignition allowing sufficient time for any mixture motion to
decay (at least 2 min).
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The combustion is initiated by spark ignition, using a 12 V automotive coil
controlled by a Lucas electronic controller. The spark plugs used are built
in-house. The average spark energy provided by this system was estimated to be
about 23 mJ [108]. The spark gap was set to 1.2 mm for all present experiments.
Chapter 4: Experimental Apparatus Techniques and Procedures
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Figure 4.1 Schematic of the simultaneous schlieren and pressure systems used, for (a) central ignition, (b) twin ignition.
Figure 3.49: Schematic of the schlieren and pressure systems used for investigating centrally ignited spherical flames
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Mixture preparation
The reactants were prepared in the combustion vessel using the partial pressure
method which depends on the assumption of ideal gases. Before an explosion,
the vessel was first flushed with dry air to remove most of the residuals from a
previous experiment, after which it was evacuated down to 0.03 bar, filled with
dry air to atmospheric pressure, and evacuated again to less than 0.03 bar. The
liquid fuel volume to be injected into the bomb was found from the required mole
composition corresponding to the partial pressures, the liquid fuel density and the
known volume of the bomb. The liquid fuel was injected with a calibrated gas tight
syringe, through a needle valve. Four syringes were employed, in this study, with
volumes of 5, 10, 25 and 50 cm3, depending upon the volume of fuel required.
Injection was carried out under vacuum at 0.03 bar and a temperature of 10-20 K
higher than the ignition temperature, which aided fuel vaporization. After injection
the actual partial pressure of methanol was checked and the vessel was filled with
dry air to the required initial pressure. The vapor pressure of methanol was ensured
to be below the saturation pressure at all conditions studied here. This meant some
conditions could not be considered (e.g. φ > 1.4 at 1 bar, 303 K and Tu < 330 K
at 5 bar). The pressure during mixing and before ignition was measured using a
DRUCK PDC 081-0499 piezoresistive pressure transducer. This transducer was
isolated from the vessel before ignition as it was only capable of withstanding
pressures up to 15 bar. To ensure accurate pressure readings, the transducer was
calibrated against atmospheric pressure at least once every day.
The temperature inside the bomb was measured using a stainless steel sheathed
type-K thermocouple of 1.5 mm diameter. The mixture temperature was controlled
by a CAL320PID controller in combination with a 2 kW electrical heater (see
Figure 3.48). It proved important to switch the heater off at least two minutes
before injection and to leave it off till ignition. Failing to do so resulted in
dissociation and partial oxidation of the methanol fuel, leading to low experimental
repeatability. The chemical reactions at play are believed to be the following:
• In the absence of air (partial vacuum) the methanol can dissociate to
formaldehyde and hydrogen. As this reaction has a molar ratio of 2/1
between products and reactants it is associated with a large increase in partial
pressure. It can lead to burning velocities two to threefold the expected
value, an effect of the high burning velocities of H2 [27].
CH3OH→CH2O+H2 (3.36)
• When enough air is present (during filling with dry air) a partial oxidation
of the methanol-air mixture can occur. This would lead to a mild increase
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in partial pressure (molar ratio of 4/3 between products and reactants) and a
reduction in burning velocity due to the non-reactive water vapor.
2CH3OH+O2 → 2CH2O+2H2O (3.37)
Schlieren flame photography
The growth rate of spherically expanding flames was studied using high speed
schlieren cine photography. This is a technique that allows visualization of density
gradients. It is a well established method for flame imaging in combustion studies
at Leeds University [27, 108] as well as in other institutes [146, 162]. The main
advantages of schlieren are the relatively simple setup configuration, providing a
readily definable flame surface in the images, at a certain isotherm and the ability
to visualize the texture of the flame surface and hence observe onset of flame
cellularity. A weakness of schlieren is that it gives a 2D projection of the 3D
flame thus suffering from overlapping image effects [142].
The arrangement for this technique is shown in Figure 3.49. A high speed
Phantom digital camera with 256 megabytes integral image memory was used. In
general, for laminar explosions, the camera speed was between 5000 and 10,000
frames/s with 384 × 384 pixels, the resolution was 0.4065 mm/pixel. In case of
turbulent explosions the camera operated at speeds of 15,000 frames/s with the
same resolution. At low flame radii the measured flame speed is very sensitive
to determination of the flame radius from the digital images [160]. However, as
will be discussed in §3.10.2 the flame speed is affected by spark effects for small
radii. It was therefore decided to sacrifice spatial resolution at low radii in favor of
higher frame rate and visibility of the entire vessel window area. The resolution
was determined by placing a calibration grid at both sides of the bomb, ensuring
perfect alignment of the schlieren light beam (see Figure 3.50).
Figure 3.50: Calibration of the schlieren setup
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Figure 3.51: Example of original (left) and processed (right) flame image
The schlieren system was constructed from a light beam generated by a 20W
tungsten element lamp. A convex lens was positioned at its focal length (50 mm)
from the tungsten element. An iris was placed at the upstream focal length of the
convex lens providing a single point light source. This light was then collimated
using the 150 mm plano-convex lens with a focus of 1000 mm. This causes the
working section within the combustion vessel to be fully illuminated by parallel
beams of light. The collimated beam of light is then passed onto a second 150 mm
plano-convex lens with focus of 1000 mm which focused the light to a pinhole
(diameter of less than 1mm) at which an image of the flame was formed at the focal
point of this lens. The light from the pinhole was projected directly onto a 28 mm
Nikon camera lens and then onto the camera chip. The minimum exposure time
of 5 to 14 µs was used to obtain a clearly defined flame edge. Flame images were
saved as 8 bit grayscale bmp files. These images were subsequently processed
using a Matlab code which detected the flame edge by looking for the maximum
grayness gradient for each image file. The average flame radius was then derived
by fitting a circle to the detected flame edge. The part of the image close to the
spark plug holder was neglected in this fitting step, as the flame was influenced by
this holder (see Figure 3.51).
The radius measured with schlieren imaging is different from the cold front radius.
This cold front radius ru is defined using the isotherm that is 5 K above the
reactant temperature and is the radius used in the subsequent data processing. The
radius visualized by the schlieren technique is the location of the highest density
gradient, and thus the largest refraction, within the flame front. Bradley et al. [219]
related both radii with the following relation constructed from computations for
methane-air mixtures:
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ru = rsch+1.95δl (ρuρb )
0.5
(3.38)
This equation has been applied in unaltered form for other fuels such as hydrogen
[27], ethanol [108], iso-octane and methanol [142]. Based on Eq. 3.38 the resulting
flame speed is the same, independent of the radius (ru or rsch). Once ru has been
calculated, the flame’s spatial temporal development yields the (stretched) flame
speed, Sn:
Sn = drsch/dt = dru/dt (3.39)
Pressure measurements
To record the pressure rise prior and during flame propagation at a wide range of
experimental conditions, a piezoelectric dynamic pressure transducer, Kistler 701
A, was mounted flush with the inner surface of the vessel. This transducer had a
pressure operating range of 0-25 MPa and temperature of 123-513 K. The charge
from the transducer was converted to a voltage (0-10 V) by a Kistler 5007 charge
amplifier. An analogue to digital converter (ADC) Microlink4000 digitized the
voltages from the charge amplifier, which were then stored on a PC, using LabView
software. The transducer sampling frequency was set at a range of 50-200 kHz and
the charge amplifier (Kistler-5007) at 0.1-0.5 MPa/V, depending on initial pressure
in order to capture the whole range of pressure rise.
Triggering
As burning rates are derived from schlieren and pressure simultaneously, due
attention has to be given to the triggering of ignition and data recording shown
in Fig. 3.52. As soon as the digital camera was switched on, it started framing at
a time interval dictated by the set frame rate. When the camera was triggered, it
started writing this captured data to the on board memory. The time between the
trigger and the first recorded image is thus one camera time interval at most, this
time delay is recorded together with the image data and shown in Fig. 3.52 as ’D’.
The camera always starts recording on a rising edge, so it must be ensured that the
acquisition of the pressure data is also set to start at a rising edge, to synchronize
schlieren and pressure data. If the pressure data recording is triggered on the
falling edge, there is a time delay between pressure and schlieren data, equal to
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the trigger signal width, 3.26 ms. However, as the trigger signal is also connected
with the ADC board and stored on PC, a correction is possible afterwards. The
trigger signal also triggers the ignition coil, the delay between coil triggering and
the actual spark was measured using the number of captured frames by the camera
without flames. Time zero for the pressure and schlieren data is thus trigger time
instead of ignition time, however this has no influence on the determination of
flame speeds.
Figure 3.52: Triggering sequence of the spark, camera and pressure [27]
Processing methodology: schlieren flame photography
As the flames measured in the combustion bomb are spherically growing flames,
they are subject to a changing flame stretch, influencing the burning velocity so
that it deviates from the theoretical burning velocity for a steady planar flame, as
discussed in Section 3.3.1. However, for a spherically expanding flame during the














where r is the cold front radius and dr/dt is the flame speed Sn, equal to the sum
of the burning velocity un and the gas expansion velocity vg. This allows the
calculation of the stretch rate due to curvature αc and the strain rate αs:
αc = 2r un (3.41)
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αs = 2r vg (3.42)
In this case, the total stretch rate α is equal to the algebraic sum of the stretch due
to flame curvature, αc, and the stretch due to aerodynamic strain, αs:


















Figure 3.53: Development of a methanol-air flame at 5 bar, 358 K, φ=1.2
The effect of decreasing stretch during flame growth on the measured flame speed
can be seen on Figs. 3.53 and 3.54, picturing the development of a methanol-air
flame at 5 bar, 358 K and φ=1.2: after an initial period of decreasing flame
speed caused by the transition of the spark-driven to normal flame chemistry, the
flame speed increases with decreasing stretch, indicative of a thermodiffusively
stable flame. At a certain radius the flame becomes unstable and accelerates upon
becoming cellular. The flame development is shown in the schlieren images of
Figure 3.56, where the transition of a smooth to a fully cellular flame can be seen.
Figure 3.54 shows the measured flame speed Sn versus flame stretch α (with the
flame growing from right to left). After the effects of ignition have decayed, a
linear relation can be seen between Sn and α . This linear relationship has been
suggested in theoretical analysis [138] and numerical computation [219] and has
been confirmed experimentally [143, 220]. The unstretched flame speed Ss can
thus be obtained as the intercept value of Sn at α = 0 and the dependence of the
flame speed on stretch can be expressed by a burned gas Markstein length Lb:


















Figure 3.54: Development of a methanol-air flame at 5 bar, 358 K, φ=1.2









This relationship is reported to lead to less error when fitting the Sn vs. α
results obtained in their 82 mm diameter cylindrical vessel. However, it is
unclear if this non-linear behavior is of fundamental nature or an effect of spark
boost and chamber confinement. The authors indicate that chamber confinement
significantly decreases the flame speed when the flame radius grows larger than
40% of the inner chamber radius. Although the vessel used in the present
work has a larger inner diameter, the effects of chamber confinement cannot be
ignored. Therefore a correction was performed based on a previous study of flame




Acorr = c5( rschrbomb )5+c4 · ( rschrbomb )4+c3 · ( rschrbomb )3+c2 · ( rschrbomb )2+c1 · ( rschrbomb )+c0
(3.47)
Bcorr = (τ +1) ·Acorrτ ·(sn−Acorr) (3.48)
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Ccorr = τ ·Bcorrτ +1 +1 (3.49)
Sn,corr = SnCcorr (3.50)
Where rbomb is the radius of the vessel.







Bradley et al. [219] show linear relationships between the burning velocities un
and unr (see Eqs. 3.3 and 3.4) on the one hand and the stretch rates αc and αs on
the other hand:
ul −un = Lcαc+Lsαs (3.51)
ul −unr = Lcrαc+Lsrαs (3.52)
This results in four Markstein lengths Lc, Ls, Lcr and Lsr, which are shown to be
different quantities. Consequently, contrary to equation 3.44 that expresses the
linear relation between Sn and α , there is no single Markstein length that relates
the burning velocity deficit to the flame stretch. Dividing by the laminar flame
thickness results in four Markstein numbers Mac, Mas, Macr and Masr. More
recent work by Bradley et al. [143] notes that the current technique to measure
flame speed from spherical explosions insufficiently differentiates between the
values of Masr and Macr as it does not deal separately with the effects of strain
rate and flame curvature. For spherically expanding flames it is shown that the
relation between un and unr is the following [219]:
unr = ρbρb−ρu (un−Sn) (3.53)
Likewise, Lcr and Lsr can be expressed in terms of the density ratio ρu/ρb, the
burned gas Markstein length Lb and the Markstein lengths Lc and Ls, respectively.
The methodology for extracting burning velocities and Markstein lengths from the
schlieren data is as follows:
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• laminar flame speed and burned gas Markstein length: Ss and Lb are derived
from the plot of Sn versus α , with Sn obtained directly from numerical
differentiation of the schlieren radii versus time data, and α calculated from
2Sn/r. For greater accuracy, the radius versus time data is first smoothed by
using a moving average algorithm. Sn is then determined using a number of
subsequent radii, depending on the camera frame speed. Ss is obtained as the
intercept value of Sn at α = 0 and Lb is obtained as the slope of the Sn versus
α curve. To avoid the effects of spark overdrive, only radii larger than 15
mm were considered in the linear fit. Any cellullar flames were obviously
ignored in the fit.
• laminar burning velocity and burned gas Markstein number: ul and Mab are
obtained by dividing Ss and Lb by the density ratio ρu/ρb and the laminar
flame thickness δl , respectively. The density and the kinematic viscosity of
the unburned mixture are computed using a thermodynamic database and the
burned gas density is computed from the equilibrated adiabatic properties for
constant pressure combustion [109].
• consumption and production burning velocities (see Section 3.2): obtaining
the burning velocity un by Sn(ρb/ρu) is only valid at infinite radii for which
the curvature can be neglected. For finite radii the consumption burning
velocity un is obtained from:
un = S(Sn ρbρu ) (3.54)
where S, called the ’flame speed factor’, accounts for the effect of
flame thickness on the mean density of the burned mixture and depends
on flame radius and density ratio. Bradley et al. [219] computed the
following expression for S from modeled methane-air flames at NTP
(normal temperature and pressure):






This equation was developed for methane flames. It has not been validated
for methanol but its use is unlikely to produce errors.
• Markstein lengths and numbers: Eq. 3.51 allows the determination of the
Markstein lengths Lc and Ls using multiple regression, described in [219].
αc is determined from Eq. 3.41 with un given by Eq. 3.55. αs is obtained
from α −αc. Lcr and Lsr are calculated using Lc, Ls and the density ratio.
Dimensionless Markstein numbers are obtained by dividing by δl , resulting
in Mac, Mas, Macr and Masr.
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Processing methodology: pressure data
Several methods have been proposed to calculate the burning velocity from the
pressure rise in a closed vessel [85, 151, 157]. In this work, the methodology by
Lewis and von Elbe is followed [223]: the burning velocity un is obtained from the
following equation,
un = dridt ( rirb )2( p0p ) 1γu (3.56)
with ri and rb given by:
ri = rbomb( p− p0pe− p0 ) 13 (3.57)




Here, p0 is the initial pressure, obtained from the pressure sensor used for the
mixture preparation, pe is the final pressure, γu is the ratio of specific heats in the
unburned mixture and rbomb is the radius of the vessel. γu and pe are determined
from a thermodynamic database, pe is computed for adiabatic constant volume
combustion [109]. These equations are derived from the approximation that the
fraction of burned gases is equal to the fraction of total pressure rise. ri is the
radius of the sphere occupied by the fraction of unburned gas that on burning gives
rise to a pressure p, rb is the radius of the sphere occupied by this fraction when
burned. More details can be found in Lewis’ and von Elbe’s book [223]. An




At least three explosions were performed at each condition to obtain a measure
for the repeatability of laminar experiments and to capture the stochastic variation
associated with turbulent tests. In between experiments, the recorded pressure
traces were used to quickly assess the repeatability by ensuring there was less than
5% variation in the time to reach a pressure rise of 50%. After processing the
images, the standard deviation on the burning velocity and Markstein lenght was
calculated for each condition.
For the laminar experiments the standard deviation on ul was below 1 cm/s for
most conditions. The uncertainty on the Markstein length was far higher, since the
derivation of Lb is very sensitive to the range of data points chosen to perform the
linear fit.
Because the principal uncertainty was in making up the mixture, factors affecting
mixture stoichiometry had to be accurately controlled:
• One important factor was the vessel sealing. Although the seals were
replaced during the initial stages of this work, still some degree of leakage
was present. The amount of leakage at (partial) vacuum conditions was
estimated by looking how fast pressure rose after the vessel was placed
under a 0.03 bar vacuum. The average rise in pressure due to leakage was
in the order of 0.005 and 0.010 bar per minute. Similarly, the leakage under
pressurized conditions was investigated by measuring the rate of pressure
decrease after the vessel had been filled up to 5 bar. This was also in
the order of 0.010 bar per minute. Both forms of leakage affected partial
pressure read out during mixture preparation and led to leaner mixture than
desired.
• The consistency of pressure and temperature just prior to ignition was of
importance. The tolerance for these parameters was set at ± 0.02 bar and ±
3 K respectively.
• Residuals were considered as another source affecting mixture composition,
but were kept at a minimum through adequate flushing of the vessel after
each experiment.
• The hygroscopic nature of methanol could affect the fuel purity. Therefore,
methanol was stored in small 50 ml flasks, minimizing the content with
ambient air. The water content of methanol stored in such a way during the
entire course of this work was checked and proved to be below 1 % by mass.
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• the final factor was the uncertainty of the full scale deflection of the syringe
used to inject methanol. The manufacturer tolerance was given as 0.5
% at full scale. This would correspond to an average uncertainty on the
equivalence ratio of below 1.5 % [108].
Although all these factors were carefully assessed, the partial pressure after
methanol injection was consistently lower by up to 5-10% than the required value.
Therefore the mixture equivalence ratio was lower than the desired value. For this
reason the actual φ was recalculated for each experiment based on the measured
partial pressure, leakage estimation, experimental temperature, pressure and the
compressibility factor of methanol vapor.
3.10.4 Measurement conditions
Laminar methanol-air flames were measured at four pressures (1, 2.5, 5 and 10
bar), four temperatures (303 K, 338 K, 358 K, 383 K) and five equivalence ratios
(φ=0.8, 1.0, 1.2, 1.4, 1.6). Table 3.17 summarizes the measurement conditions.
The measurement values can be found in Appendix C. The maximum initial
pressure was limited to 10 bar because beyond this value, flames became cellular
from ignition. The initial temperature was limited to 383 K. To reach higher
temperatures, the heater had to remain activated after fuel injection, leading
to methanol decomposition (see section 3.10.2). To capture the repeatability
associated with laminar tests, at least 3 explosions were performed at all
conditions.
Table 3.17: Measured conditions for laminar methanol-air flames
p [bar] Tu [K] φ
1 303 0.8 - 1.0 - 1.2 - 1.4 - 1.6
1 338 0.8 - 1.0 - 1.2 - 1.4
1 358 0.8 - 1.0 - 1.2 - 1.4
1 383 0.8 - 1.0 - 1.2 - 1.4
2.5 358 0.8 - 1.0 - 1.2 - 1.4
5 338 0.8 - 1.0 - 1.2
5 358 0.8 - 1.0 - 1.2 - 1.4
5 383 0.8 - 1.0 - 1.2 - 1.4
10 358 0.8 - 1.0 - 1.2
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3.10.5 Observations of methanol spherically propagating lami-
nar flames
The expansion of centrally ignited spherical flames was captured using schlieren
photography at frame rates between 5000 and 10000 fps. Figures 3.55 and 3.56
show images of laminar flame propagation at various pressures for an equivalence
ratio of 0.8 and 1.2 respectively. The indicated time represents the elapsed time
from ignition. The flame growth rate can be seen to reduce as the pressure is
increased and is more than twice as fast for the rich mixture compared to the lean
case.
For each of the flames, the disturbance from the spark electrodes can be seen in
the form of a crack that propagates along the flame surface [108]. For increasing
pressure and equivalence ratio flame front cracks are formed more readily and
earlier, reducing the stable regime [224]. For the rich mixture, cellular structures
occur, characterized by the formation of cusps due to contraction of concave
parts of the flame front and cells of smaller wavelengths bounded by cracks.
The wavelength and cell size become smaller as the flame is initiated at higher
pressures [140]. For lean mixtures and low pressures, the tendency to form cusps
decreases due to positive Markstein numbers, while for rich mixtures at high
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Figure 3.55: Laminar flame propagation in a lean methanol-air (φ = 0.8) mixture at an initial temperature of 358K and different initial pressures (1,
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Figure 3.56: Laminar flame propagation in a rich methanol-air (φ = 1.2) mixture at an initial temperature of 358K and different initial pressures (1,
2.5, 5, 10 bar) and elapsed times.
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3.10.6 Flame speed and the influence of stretch
Changes in the measured flame speed, Sn, with flame radius, obtained from flame
image analysis for explosions at φ=0.8, an unburned mixture temperature Tu of
358 K and pressures of 1, 2.5, 5 and 10 bar are shown in Figure 3.57. Figure
3.58 shows similar relationships for φ=1.2. A single, representative deflagration
was chosen of the three experiments performed at each condition. Except for the
results at 1 bar, the flame speeds are initially excessively high and decline to a
lower, steadier value. The elevated values are due to the spark energy being high
enough to over-drive the flame, a well known experimental phenomenon [143]. At
1 bar, the ignition energy is just in excess of the minimum value, which results
in an under-driven flame, with a reduced flame speed that persists over an even
greater propagation distance before the flame becomes fully developed.
The limits for the onset of a stable, developed, stretched regime are indicated on
the separate plots of flame speed against radius (Figures 3.57 and 3.58), and can
be identified more clearly on the plots for flame speed against stretch rate for the
same explosions (Figures 3.59 and 3.60). In all of these figures the inner, high
stretch rate limit is indicated by ’○’.
The early stage of flame speed development has been studied by direct numerical
simulations, with detailed CH4-air chemical kinetics in [219]. Results, based on
initiating hot pockets, eschewing the more complex spark models, were shown
in [219] as trajectories of normalised flame speed plotted against α . Plots for
different ignition energies close to the minimum ignition energy showed the inner
stretch rate limit for the onset of the linear relationship between Sn and α to
be insensitive to these ignition energies, once ignition had occurred. Similar
simulations for H2-air in [225] showed the inner stretch rate limit to decrease (and
the associated radius to increase) with increase in Lewis number. The same effect
can be observed in Figs. 3.57 and 3.60, where the former, for φ = 0.8, has the
higher Lewis number and smaller stretch rates at the ○ points. A computational
study by Bradley et al. [219] showed the spherical flame speed to be independent
of ignition effects for radii larger than 6-10 mm.
The outer break points at which the flames become unstable, with the development
of a wrinkled cellular structure and an associated increase in flame speed, are more
readily identified from the flame speed versus stretch rate plots (Figures 3.59 and
3.60). This outer, low stretch rate limit is indicated by ∗ in Figures 3.57 - 3.60.
As mentioned in §3.10.2 Clavin et al. [138] demonstrated that a linear correlation
exists between flame propagation speed and the stretch rate in the region of stable,
developed flame propagation. Based on this linearity and according to Equation
3.44 the slope of the linear fit provides the burned gas Markstein length Lb and the
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intersection with the ordinate yields the unstretched flame speed Ss.
For the rich mixture, the flames at 1 bar remained stable throughout these
measurements, but as the pressure increased and Markstein numbers decrease, the
onset of instabilities occurred at higher stretch rates and stable, developed flames
existed over an ever-narrowing range of stretch rates. The reason for this is the
ever increasing Darrieus-Landau and thermodiffusive instabilities. Moreover, the
higher the pressure, the slower the flame front and hence the lower the stretch rates
that stabilize the flame (for Lb > 0). For increasing pressure it becomes a tedious
task to identify the exact bounds of the linear regime. For example, at 10 bar,
φ=1.2 there is no clear linear regime. The derivation of Lb is especially sensitive
to the bounds of the linear regime. This results in rather large error bounds on this

















Figure 3.57: Variations of flame speed, Sn, with r, at 358 K, φ=0.8 and different pressures.
Limits of stable, developed flame indicated by ○ and ×
3.10.7 Laminar burning velocity: comparison and correlation
Influence of equivalence ratio
Figure 3.61 compares the measured laminar burning velocities for methanol-air
mixtures at 1 bar and 338 K against calculation results from chemical kinetics
(§3.7), experimental results obtained using the heat flux method (§3.9), the dataset

















Figure 3.58: Variations of flame speed, Sn, with r, at 358 K, φ=1.2 and different pressures.













Figure 3.59: Variations of flame speed, Sn, with α , at 358 K, φ=0.8 and different














Figure 3.60: Variations of flame speed, Sn, with α , at 358 K, φ=1.2 and different
pressures. Limits of stable, developed flame indicated by ○ and ×. High pressure flames
become increasingly unstable.
of Veloo et al. [155] and correlations of Liao et al. [160] and Saeed and Stone
[151]. The present results are depicted in both raw and corrected form. For
the uncorrected results, the equivalence ratio is at its desired value. That is, the
value it would reach if the volume of injected fuel and the total volume of the
vessel were perfectly known and there was no leakage past the vessel’s seals.
However, as mentioned in section 3.10.3, the measured fuel partial pressure was
below the expected value for all experiments, indicating a shift in equivalence
ratio towards the lean side. Therefore, a corrected φ was calculated based on the
measured fuel partial pressure, estimated leakage rate and the actual temperature
and pressure at ignition. The vertical error bars indicate the standard deviation
between experiments, while the horizontal ones originated from the standard
deviation on these corrected equivalence ratios.
The corrected equivalence ratios can be seen to shift the current results closer to
the other datasets. For lean mixtures, all datasets match within 3 cm/s. For rich
mixtures, they are somewhat lower than the values from chemical kinetics and
Veloo et al. The drop in laminar burning velocity as φ rises is comparable to that
reported by Veloo et al. and less steep than the two correlations suggest.
Results at 5 bar and 358 K are shown in Figure 3.62. Again uncorrected and
corrected results are included. The data of Lawes et al. [141] were obtained using
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Figure 3.61: Present values of ul (CVB and Heat flux) at 1 bar and 338 K, compared
against results from literature [151, 155, 160] and modeling results [180]
the same experimental rig and methodology as the present work. They correspond
with the corrected results, whereas the uncorrected ones are shifted to the right.
Also included are the results of Zhang et al. [146] obtained on the same rig as
Liao et al. [160]. These are based on published results at 373 K and corrected
for temperature using the values for the temperature exponent α calculated using
chemical kinetics (see Figure 3.17). Both the results of Liao et al. and Zhang et
al. show a steep drop in ul for rich mixtures. For lean mixtures, both datasets
obtained in the Leeds Mk II vessel exhibit lower burning velocities than the other
works and calculation results. For rich mixtures, the decrease in burning velocity
with increasing φ is less steep. This could be the result of a further leaning effect
as mixture leaks out of the vessel while dry air is added to reach the desired initial
pressure of 5 bar. As this effect depends on many variables, such as φ , pressure and
mixture preparation time, a straightforward correction was not deemed possible.
Influence of unburned mixture temperature
The influence of unburned mixture temperature Tu was assessed by measuring ul
at 1 bar and 303 K, 338 K, 358 K and 383 K. At 5 bar the lowest temperature
was limited to 338 K. At lower temperatures the saturation pressure of methanol
was insufficient to obtain a completely vaporized mixture. The results at 1 bar are
plotted in Figure 3.63. The uncorrected equivalence ratios are used, because no
accurate fuel partial pressures were recorded at 303 K and 383 K. Compared to
the burning velocities calculated using the mechanism of Li et al. all experimental
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Figure 3.62: Present values of ul at 5 bar and 358 K, compared against results from
literature [141, 146, 151, 160] and modeling results [180]
are much closer to the modeling results.
Assuming that the deviation in φ is comparable at all temperatures, the temperature
dependence of ul can be fitted using the same power law as previously (Eq. 3.12).
The resulting α values are shown in Figure 3.64. The error bars correspond to the
standard deviation on the fitted α exponent. The present temperature exponents
at 1 bar correspond within experimental uncertainties to the values derived from
chemical kinetics modeling and those obtained using the heat flux method. At 5
bar the correspondence is less good. This is caused by the narrower temperature
range and the difficulty to obtain good experimental repeatability at 383 K. This
difficulty is associated with the need to keep the heater activated during mixture
preparation, which could lead to dissociation and partial oxidation ratios (see
§3.10.2). The error flags on the α values are quite high and the aberrant value
at φ=0.8 is possibly caused by an incorrect experiment at 5 bar, 383 K and φ=0.8.
For the other equivalence ratios the value of α at 5 bar corresponds to the modeling
result within the uncertainty bounds.
3.10.8 Influence of pressure
Present values for ul at 358 K and different pressures are given in Figure 3.65. Also
included are the results from calculation using the chemical kinetics mechanism
of Li et al. [202]. The experimental equivalence ratios are corrected by comparing
the theoretical value of the fuel partial pressures to the actual value during the
experiment. At 1 bar, experimental and modeling results agree well, but at higher
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rCVB 1 bar 
rHeat Flux 1 bar 
rCHEM1D 5bar 
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Figure 3.64: Present values for the temperature exponent α , in Eq. 3.12 at 1 and 5 bar,
compared against heat flux method results and modeling results
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pressures, experimental results seems to be progressively shifted towards the right
compared to the modeling. Possibly this is a result of additional leaning due to
mixture leakage while adding dry air up to the desired initial pressure. Results
from Beeckmann et al. [162] at 10 bar are added to the Figure to exemplify
the performance of the chemical kinetics mechanism at this higher pressure.
The original results from Beeckmann were obtained for Tu=373 K, but this was





















Figure 3.65: Present values of ul at 358 K and different pressures, compared against
modeling results [202]
Again, the variation of ul with pressure can be expressed by an empirical power
law (Eq. 3.12). Experimental and calculated values for β at different unburned
mixture temperatures are plotted in Figure 3.66. Both experimental and modeling
values were derived from a pressure range between 1 and 5 bar, because accurate
experiments at 10 bar were hindered by cellularity. The error bars on β stem from
the standard deviation on the fitted value for β . These are higher at 338 K and 383
K since these β values are based on measurements at 1 and 5 bars, whereas at 358
K values at 2.5 bar were also included. The experimental results confirm the trend
predicted by modeling: an increase in β from φ=0.8-1.2 and a slight decrease from
there on. The value of β for lean to stoichiometric mixtures might be affected by
increased leaning of the mixture associated with the more severe leakage as the
pressure rises. The value of β at 383 K and φ=0.8 is much higher than at other
temperatures, but the experimental difficulties at this high temperature render the
validity of the results questionable.
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358K Li et al.
383K Li et al.
Figure 3.66: Present values for the pressure exponent β , in Eq. 3.12 at 338 K, 358K and
383 K, compared against modeling results
3.10.9 Sensitivity to flame stretch
Values of burned gas Markstein length Lb obtained from applying Equation 3.44
in the regime of stable flame propagation are plotted in Figures 3.67 and 3.68
for selected experimental conditions. As mentioned before, the sensitivity of the
burned gas Markstein length to the selected bounds of the stable regime, make
for large scatter on its value. This can be seen when considering the error flags
in Figures 3.67 and 3.68, which represent the standard deviation on Lb amongst
a minimum of three experiments. The ordinates of the experimental values have






















Zhang et al. 373 K
Figure 3.67: Measured values of Lb at 1 bar and different temperatures, compared against
published values [146]
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Large scatter makes quantitative conclusions difficult. Still, some trends can be
identified from the plots. Figure 3.68 illustrates that Lb reduces with increasing
pressure and equivalence ratio. As mentioned in §3.3.2 the decrease with φ is due
to decreasing Lewis number. Markstein length values of Zhang et al. [146] and
Lawes et al. [141] confirm these trends. The values of Zhang et al. are markedly
higher than the present results. This could be due to the selected range of stable
flame propagation. Zhang et al. set the lower bound to 6 mm, based on the spark
effect studies of Bradley et al. [219]. It is unsure if this value is appropriate for



























Figure 3.68: Measured values of Lb at 358 K and different pressures, compared against
published values [143, 146]
Figure 3.67 shows that there is no clear effect of Tu on Lb. For φ=0.8 Lb seems to
reduce for increasing unburned mixture temperature, but this is not the case for the
other equivalence ratios. The results of Zhang et al. reinforce these conclusions.
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3.11 Conclusions
A literature survey at the beginning of this chapter illustrated the lack of
laminar burning velocity data for methanol and ethanol at engine-like conditions
(§3.6). Moreover, much of the published data was affected by flame stretch and
instabilities, especially for methanol. To resolve this issue, two chemical kinetic
schemes were selected and used to calculate the burning velocity and thickness of
methanol and ethanol flames for a wide range of engine-like conditions (§3.7).
These calculated datasets were fit to ul and δl correlations for use in engine
simulation codes (§3.8).
To further validate the chemical kinetic mechanism for methanol, measurements
were obtained for the laminar burning velocity of methanol-air-diluent mixtures
on two different setups. A flat flame burner was used in combination with the Heat
Flux method to confirm that the selected mechanism could accurately reproduce
the effects of mixture equivalence ratio (φ), unburned mixture temperature and
dilution on the value of ul (§3.9).
To obtain data for the pressure dependence and stretch sensitivity of the burning
velocity, a second series of measurements was performed using contained
explosions in a constant volume bomb (§3.10). Although the resulting laminar
burning velocity values were significantly lower than those obtained using the
flat flame burner, similar trends were found for φ and Tu. The measured trends
for the pressure dependence of ul agreed with those predicted by the chemical
kinetics. Those for stretch sensitivity were in line with published investigations.
In conclusion, the work described in this chapter yielded validated correlations for
the burning velocity and thickness of methanol and ethanol flames. When used in
an engine simulation code, these new correlations will better reproduce the effects
of varying equivalence ratio and diluent fraction compared to existing ones.

4
Turbulent burning velocity of light
alcohols
4.1 Introduction
The principal aim of this work is to develop a quasi-dimensional simulation
program for the combustion of light alcohols in spark-ignition engines. Crucial
to this end are an accurate prediction of the development of pressure (related to
power and efficiency), temperature (related to knock kinetics), flame radius and
emissions. The pressure development results from the calculation of the fuel mass
burning rate through the use of a turbulent burning velocity model.
The turbulent burning velocity not only depends on the mixture properties, but
also on the turbulent flow, geometry and history of the flame. This means that
even more care needs to be taken regarding definitions and terminology compared
to laminar flames [27]. Similar to laminar flames, a distinction is made between
turbulent flame speed St and turbulent burning velocity ut . Also, the burning
velocities related to the entrainment of unburned gas into the flame front (ute) and
the production of burned gas behind the flame front (utr) are discerned [137]:
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utx = m˙xρuA (4.1)
with ’x’ either ’e’ or ’r’. Due to the turbulent flame thickness, the burning velocity
depends on the choice of the surface area A [110, 137, 226]. Choices include [27]:
• a surface enclosing a mass of unburned gas equal to the amount of burned
gas ahead of it (relevant to pressure development)
• a mean surface from schlieren images (practical) (see section 4.3).
• an iso-surface for the value of a mean progress variable c¯. The choice affects
the burning velocity by a factor of 3-4 [110, 227]. A common choice for the
progress variable is:
c¯ = ( T −Tu
Tb−Tu ) = 0.5 (4.2)
Additionally, Driscoll distinguishes between global and local production burning
velocities. The first one is obtained by evaluating Equation 4.1 at c¯=0.5, the second
by measuring profiles of flame surface density Σ (reaction layer surface area per
unit of volume) using laser diagnostics. These burning velocities differ due to the
local effects of stretch, non-equidiffusivity and flame-flame interactions.
utr,local = ulI0∫ ∞−∞ Σdη (4.3)
Where η is the direction normal to the flame brush. In what follows, the
global turbulent production burning velocity will be designated as ut and further
distinction will be made where needed.
The following sections give an overview of the current understanding of the
physical mechanisms governing premixed turbulent combustion, focusing on
mechanisms relevant to combustion of light alcohols in SI engines. Different
approaches to modeling the turbulent burning velocity were selected from
literature and their predictive performance is evaluated using a limited set
of turbulent combustion velocity measurements for methanol- and ethanol-air
mixtures obtained on the constant volume bomb discussed in §3.10. The
measurements for methanol-air mixtures were obtained by the current author,
while those for ethanol-air were obtained by Mansour et al. [108]. All modeling
work in this chapter was performed by the author.
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4.2 Conceptual understanding
4.2.1 Phenomenology
It is well known that for weak to moderate turbulence, the turbulent burning
velocity is mainly affected by the increase in flame surface area due to turbulent
wrinkling [27, 228]. For very low rms turbulent burning velocity u′, the ratio
ut/ul increases almost linearly with the ratio u′/ul [229]. For internal combustion
engines, the increase in turbulent burning velocity with u′ keeps the burning time
expressed in degrees crank angle quite constant for variable engine speeds [230].
For higher values of u′, the turbulent burning velocity increases less with u′ and can
even decrease. This is known as the bending of the ut versus u′ curve [229, 231].
At these conditions surface creation competes with destruction due to flame front
merging and flame quenching associated with excessive stretch [110, 231]. At
low values of u′/(τul), where τ = ρu/ρb −1 is the heat release factor, additional
complexity is introduced due to the increasing importance of counter-gradient
transport [232] and flame generated turbulence [233]. In SI engine combustion
with typical hydrocarbons, these effects can usually be ignored [233]. These
different mechanisms at low and high u′/ul demand for an adapted modeling
approach [106, 144, 228, 232] and a sound understanding of the dominating
mechanisms in SI combustion of alcohol fuels.
Lipatnikov and Chomiak have reviewed published experimental data on turbulent
burning velocity in order to derive general trends of ut with u′, ul , the integral
length scale of turbulence Λ, pressure p and transport properties (thermal
diffusivity Dt ) [27, 144]. The functional dependence of ut on the above quantities
is summarized below. These dependencies are explained in section 4.2.3.
• u′: for moderate turbulence, all data indicates ut ∼ u′α1 , with α1 between 0.5
and 1.
• ul : the dependence of ut on ul , as observed in numerous experiments, can
be summarized in ut ∼ uα2l , with α2 ranging from 0.5 to 0.8.
• Λ: There exists contradictory data on the influence of the integral length
scale on ut . Most data indicate an increase of ut with Λ.
• p: there are indications for an increase in ut with pressure, but the exponent
is uncertain. Kobayashi et al. propose ut ∼ (p/p0)α4 with α4=0.4 [229, 234].
At higher pressures, the turbulent flame structure is more finely wrinkled
[234, 235].
192 CHAPTER 4
• transport properties: although there is little dita on he influence of (unburned
gas) transport properties on ut , there seems to be a decrease in ut with
increasing thermal diffusivity.
Driscoll also reviewed a large body of experimental data on premixed turbulent
combustion and concluded that flame wrinkling is not some universal process that
depends only on local turbulence, but instead it is determined by the complex
geometry of shear layers, walls, flame-flame interactions and the location where
the flame is anchored [110]. This means that the wrinkling process has a memory
of upstream locations and real flames undergo geometry dependent wrinkling.
According to the author, the expectation that flame wrinkling is a universal
process, explains why many of the current turbulent burning velocity models fail
to correctly reproduce some experimentally observed trends.
In that respect, it is interesting to note that a fully developed turbulent flame, in
the sense of a constant turbulent flame speed and flame thickness, has never been
experimentally observed [144, 145]. In practical applications, such as engines,
turbulent flames are never fully developed [27]. Zimont et al. [236] claim that in
these applications a self similar regime of turbulent flame development dominates.
In this regime, the development of turbulent flame speed and mean flame brush
thickness δt are substantially different. The development of δt is mainly controlled
by turbulent diffusion and the profiles of the mean progress variable c¯ collapse on
a universal curve throughout the flame development.
4.2.2 Turbulent flame structure
As mentioned in section 1.7, SI engine combustion is mostly assumed to take
place in the flamelet regime. This means that, apart from the effects of stretch,
turbulence does not influence the laminar flame thickness and structure. So, no
turbulent eddies penetrate in the reaction zone and its structure is assumed to be
that of a stretched laminar flame.
There has been some uncertainty regarding the continuity of the flame front [237],
however, recently some evidence of a continuous flame surface for most conditions
and applications has been published [137]. Apparently separated burned gas zones
can be seen protruding from the flame front and forming flame ’fingers’.
Still, as illustrated in section 1.7, SI engine flames sometimes fall within
the distributed reaction zone/thickened flame regime. The classical theoretical
boundary for this regime is given by the Klimov-Williams criterion:




Where Ka is the Karlovitz number. This expresses that the smallest turbulent
length scale, represented by the Kolmogorov scale ηK , needs to be larger than
the laminar flame thickness δl in order for the flamelet regime to be valid.
Aleiferis et al. performed an optical study of the combustion of various fuels
in a direct-injection SI engine and showed that the use of ethanol resulted in
a shift past the Ka=1 line and into the thickened flame regime through a lower
kinematic viscosity compared to iso-octane [69] (see section 1.7). These authors
reported that ethanol flames exhibited lower luminosity and less contrast compared
to iso-octane flames. They attributed this to flame thickening through turbulence.
Additionally, Mounaı¨m-Rousselle et al. reported that turbocharging and elevated
levels of EGR, both relevant to alcohol engines, move the combustion towards the
thickened flame regime. In light of these observations, it is important to determine
if flame thickening through penetration of turbulent structures into the reaction
zone is applicable to SI combustion of alcohol fuels.
Recent work indicated that the theoretical boundary represented by the
Klimov-Williams criterion is probably too strict and flamelet behavior is valid
at much higher values of Ka [144]. Driscoll reviewed a large body of literature
and concluded that there is no clear evidence of non-flamelet behavior, even at
very high values of Ka [110]. Both measurements [238, 239] and simulations
[110, 227, 240] indicate that even if a portion of the turbulent length scales is small
enough to enter the flame front, these small eddies rapidly dissipate in the preheat
zone and do not affect the diffusivities in the reaction zone. In many cases the
observed thickening of the reaction zone is due to stretch, rather than turbulence
[110].
In line with these observation, some alternative delineations of the flamelet regime
have been proposed, including:
• Using the Gibson scale λG instead of the Kolmogorov scale ηK in the
definition of Ka [241, 242]. The Gibson scale is the smallest turbulent scale
that contributes to flame wrinkling. It is given by Equation 4.5.
λG =Λ(ulu′ )3 (4.5)
Eddies smaller than the Gibson scale have a lifetime less than the chemical
lifetime and are consumed before they can contribute to flame wrinkling.
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• Ka < 17 as proposed by Driscoll [110]. This author states that in order to
obtain deviations from flamelet behavior, eddies of much larger dimensions
and stronger intensity than the Kolmogorov eddies are needed.
Poludnenko and Oran even report flamelet-like behavior at Ka > 20 in DNS
simulations of H2-air flames, under the assumption of equidiffusivity (Le=1) [227].
At these turbulent intensities ut/ul is no longer proportional to the ratio of wrinkled
to mean, smooth surface area At/A, but is up to 10% higher. Gu¨lder et al. observed
the same in Bunsen burner experiments of methane- and propane-air mixtures
at Ka > 5 [243, 244]. They hypothesized that small scale transport of heat and
species, affected by turbulence, might be the explanation for this. Poludnenko
and Oran, however, showed that the local burning speed can be up to 30% higher
than the corresponding laminar value due to local focusing of the thermal flux
in highly curved flame front cusps resulting from flame-flame interaction. In
non-equidiffusive flames (Le /= 1) this effect is reinforced by stretch and instability
effects, as discussed in the next section [110, 227].
4.2.3 Role of stretch and instabilities
A crucial discussion point in the current understanding of premixed turbulent
combustion is to what extent turbulent flames are affected by stretch and
instabilities in the underlying laminar flame structure. Verhelst [27] reviewed
relevant literature on the subject and concluded that there clearly is an effect of
flame stretch and instabilities on the turbulent burning velocity and that flames
get increasingly unstable and more finely wrinkled at higher pressures. Flame
instability can thus be expected to be relevant to turbulent combustion in SI
engines. In what follows an overview is given by the work reviewed by Verhelst,
supplemented with some more recent literature, which seems to corroborate
Verhelst’s findings.
Measurements
• Bradley and co-workers measured the turbulent burning velocity of
various mixtures with different thermo-diffusive properties in a fan-stirred
combustion vessel using the spherical explosion and double kernel method
(see section 3.4). They measured an increase in ut for thermo-diffusively
unstable mixtures [245] and revealed the existence of cellular structures in
turbulent flames for these mixtures [231]. They also measured an increase in
ut/ul for decreasing strain rate Markstein number Masr for mixtures of the
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same u′/ul . This was later confirmed by Koroll et al. during measurements
of hydrogen-air mixtures in a similar setup [246]. More recent work of
Bradley et al. on ethanol-air [247], propane-air [248], hydrogen-, methane-,
toluene- and isooctane-air flames shows that for small values of the turbulent
Karlovitz stretch factor K (see Eq. 4.6) flame instabilities at low Masr
increase ut/u′ through more intense flame wrinkling. Thereafter, an increase
in K reduces the effect of instabilities, but the more negative Masr is, the
higher ut/u′ becomes due to the effect of stretch on the primarily positively
curved flame. Increasing ut is also reported to lead to a proportional increase
in flame brush volume. At even higher values of K localized flamelet
merging and extinction become more important, leading to decreasing ut/u′.





• Faeth and co-workers measured the turbulent burning velocities of various
H2-air mixtures on a jet burner [249, 250] and those of H2−N2−O2
mixtures in a fan-stirred bomb [145]. They noticed a strong dependence
of ut on the mixture stability, even for strong turbulence. More recently,
the authors performed spherical explosion experiments and computations of
H2-air mixtures diluted with helium, argon, nitrogen, and carbon dioxide
[251]. Addition of the diluents decreased Ma, which made the flames more
susceptible to preferential diffusion instability. This partly counteracted the
effect of diluent on the laminar burning velocity.
• Kobayashi and co-workers measured the turbulent burning velocity of CH4-,
C2H4- and C3H8-air mixtures on a Bunsen burner pressurized up to 30 bar.
They reported an increase in ut/ul with decreasing Lewis number [229] and
observed additional flame front surface creation if the length scale associated
with instability (cellularity) of the underlying laminar flame was lower than
the smallest turbulent wrinkling scale [234]. At these conditions, the fractal
inner cutoff scale of the turbulent flame front (see §4.4.6) was shown to be
correlated with the instability scale associated with the maximum growth of
instabilities in the underlying laminar flame [235]. As mentioned in section
3.3.3 this instability scale reduces for increasing pressure, which is also the
case for the fractal inner cutoff scale. The same setup was used to investigate
the effect of CO2 dilution on the ut of CH4-, H2- and H2/CO-air flames. The
authors reported that the Mab decreased when adding CO2. However, Lb
increased in the case of CH4 while it decreased for the other mixtures due to
the effects of laminar flame thickness. This resulted in a lower fractal inner
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cut-off scale and higher ut/ul for the H2- and H2/CO-air mixtures compared
to methane flames.
• Kido and co-workers investigated the local flame speeds of CH4, C3H8 and
H2 turbulent flames in a fan-stirred bomb for mixtures of nearly the same
ul and for a fixed, low u′ [252]. They reported that the wrinkled to smooth
surface ratio remained nearly constant, while there was a difference in ut
caused by a change in local flame speeds according to preferential diffusion.
Later they measured the turbulent burning velocity for lean H2-air mixtures
of different equivalence ratios [253]. Again, the ratio ut/ul rose strongly for
lean mixtures according to the rise in local flame speed due to the changes
in local equivalence ratio caused by the preferential diffusion effect. More
recently these authors used a similar combustion chamber to investigate the
laminar and turbulent burning velocity of methane, hydrogen and propane
flames at different lean and rich equivalence ratios and nearly the same ul by
adding N2 [254]. They found that a quantitative correlation between Ma and
the local displacement velocity (similar to Eq. 3.7) only exists for positive
values of Ma. For negative Markstein numbers there are other dominating
factors, such as preferential diffusion.
• Lipatnikov and Chomiak review fan-stirred bomb measurements of lean
hydrogen-air mixtures with similar ul but different Lewis numbers [255].
They reported the turbulent burning velocity and dut/du′ were strongly
dependent on the Lewis number, even for strong turbulence (u′/ul ≫ 1). The
authors also report a decrease in the smallest wrinkling scale for decreasing
Le.
• Driscoll reviewed a large number of turbulent burning velocity experiments
obtained on various setups and showed that the concepts of flame stretch
and differential diffusion are also valid for highly turbulent flames [110].
However, the absolute values of the turbulent Markstein numbers could be
lower than their laminar counterparts due to the slower response of scalar
gradients to the high frequency components of the imposed velocity field.
Despite this difference in absolute value the sign of laminar and turbulent
Markstein numbers can be expected to be the same.
• Liu et al. disagree with the mechanism of ut enhancement by flame
instabilities at higher pressures proposed by some other workers [256].
They state that the promotion effect of ut due to enhancement of flame
instabilities via the thinner flame at higher pressures without discussing the
influence of turbulent Reynolds number Ret should be reconsidered. Indeed,
the turbulent Reynolds number is inversely proportional to the kinematic
viscosity ν of the unburned mixture, which will decrease as pressure rises,
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leading to a larger value of Ret .
Ret = u′Λν
The authors investigated ut/ul of lean methane-air mixtures in a
double-chamber fan-stirred bomb at combinations of u′ and p chosen
in a way that Ret remained constant. They found that similarly to the
laminar burning velocity, ut decreased in a minus exponential manner for
increasing p at constant Ret . They concluded that the effect of turbulence
intensification (u′/ul rising) is still more effective in increasing ut/ul than
instabilities facilitated by pressure.
Simulations
As mentioned by Verhelst [27] these experimental findings are also confirmed by
DNS simulations:
• Trouve´ and co-workers performed three-dimensional DNS simulations
using single step chemistry and found an increase in ut with decreasing
Lewis number. They also found a strong correlation between local flame
speed and curvature, consistent with preferential diffusion [257]. Later,
Boughanem and Trouve´ reported that unstable flames showed increased
wrinkling and the effect of instabilities on ut increased for low u/ul , high
Λ/δl and small Lewis numbers [258].
• Chen and Im investigated turbulent methane-air flames using DNS and
detailed chemical kinetics and found that for moderate stretch the local
correlation between flame speed and stretch was approximately linear.
Changes in flame speed were also shown to be consistent with preferential
diffusion [259]. Further work on lean and rich hydrogen-air flames
confirmed that the local correlation between burning velocity, strain
and curvature effects were according to the expected diffusive-thermal
mechanisms [260].
• Fogla et al. investigated the influence of the Darrieus-Landau instability on
ut and demonstrated that this instability will influence ut at weak turbulence




4.2.4 Relevance to SI combustion of light alcohols
All of the above indicates that, depending on the conditions and mixture properties,
stretch and instabilities can considerably affect ut . As mentioned before, the higher
pressures in SI engines will lead to low Markstein numbers, which will make the
flames less sensitive to stretch, but will also make them increasingly unstable
[27]. This was confirmed for ethanol-air mixtures by Ohara et al. [165]. Using
experiments in a fan-stirred bomb for rms turbulent velocity u′ between 0.8 and
1.6 m/s they observed that as the initial pressure increased, the flame front became
more finely wrinkled, leading to an increase in ut/ul for the same u′/ul .
For light alcohols, the influence of preferential diffusion effects can be expected
to be lower than for very diffusive fuels such as hydrogen, because the
mass diffusivity of ethanol (M=46 kg/kmol) and methanol (M=32 kg/kmol) is
comparable to that of oxygen (M=32 kg/kmol). Also the change in Lewis number
with varying equivalence ratio is less than for some other fuels (see Figure 3.3),
limiting thermo-diffusive effects. This was confirmed in closed vessel experiments
by Lawes et al. [141] and Ohara et al. [165]. These studies showed that ut/ul
remained almost constant for a wide range of equivalence ratios, whereas for
methane and iso-octane mixtures, there was a clear effect of differential diffusion
instabilities. Only for very lean (φ <0.7) and very rich mixtures (φ >1.8) there was
a noticeable rise in ut/ul , probably caused by the rise in u′/ul .
As mentioned before, at low u′/ul the effects of counter-gradient transport
and flame-generated turbulence can become important. In this respect, alcohol
combustion in SI engines is comparable to hydrocarbon combustion: u′/ul can be
expected to be high enough to ignore these effects [233]. This is important, since
a lot of turbulent combustion models rely on this assumption (see section 4.4).
4.2.5 Modeling approaches
As discussed by Verhelst [27] turbulent combustion models changed throughout
the years as the understanding of the relevant mechanisms gradually improved.
Initially, turbulent combustion models assumed the only effect of turbulence was
an increase in flame surface area through flame wrinkling (see section 4.4.3). As
more measurements were published, some phenomena became apparent that could
not be explained by only considering flame surface wrinkling, such as the bending
of the ut versus u′ curve. This resulted in some models that included quenching
effects at excessive flame stretch [262]. Later, extra dependencies were added,
including some length scale for turbulence or a transport property of the unburned
TURBULENT BURNING VELOCITY OF LIGHT ALCOHOLS 199
mixture, for better correspondence with measurements or resulting from explicit
inclusion of stretch effects (e.g. sections 4.4.5 and 4.4.4). Also flame stretch
models were introduced assuming a linear relation between local flame speed and
flame stretch [87, 263, 264].
For increasing stretch rate, a linear relation between the flame speed and flame
stretch no longer applies. Still, there is evidence that the global reaction rate is
primarily dominated by the faster burning parts of the flame, affected by stretch
and differential diffusion effects [252, 253, 265]. Recently, Lipatnikov et al. have
proposed to model this behavior by substituting the chemical, laminar time scale
(τl = δl/ul) in their ut correlation with a time scale associated with the laminar
consumption velocity of critically stretched flames, i.e. the highest local burning
velocity in simulations of highly perturbed laminar flames [265] (see section
4.4.8). Other approaches include the introduction of a local equivalence ratio
associated with preferential diffusion [266] (see section 4.4.9) or calculations
based on the laminar stability theory described by Verhelst [27].
As recent experimental research suggess, the effects of flame generated turbulence
and countergradient transport are of importance at mild turbulence, but less so at
conditions relevant to SI combustion [233]. Some models have been proposed that
take these effects into account [232, 233], but are not further discussed here. Flame
instabilities and their promoting effect on ut through increased flame wrinkling
have been shown to have the largest impact at low turbulence intensities [267], but
will also influence the turbulent burning velocity at higher values of u′/ul [235,
255]. Few models exist today that implement this effect and these approaches
either consist of adding a pressure dependent term in the empirical correlation of
ut (see section 4.4.9) or choosing an instability related length scale as the lower
cut-off scale in a fractal description of the turbulent wrinkling process (see section
4.4.6).
The observation that turbulent flame wrinkling is not some universal process,
but depends on the flame geometry and history, have lately led to an increasing
popularity of modeling approaches that contain a transport equation for the flame
surface density Σ [110]. Although this is mainly of interest to multi-dimensional
simulation models, reduced formulations have been published that are applicable
to quasi-dimensional engine simulation [268] (see section 4.4.11).
Ultimately, models are envisaged that include an accurate description of flame
front wrinkling, as well as stretch dependent local burning velocities through a
library of stretched laminar flamelets. A step in that direction has recently been
taken by Bradley et al. [267] who propose an expression for ut based on the
local value of ul and Masr. The current scarcity of data for strain and curvature
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Markstein lenghts for engine-like conditions hampers the applicability of these
models. Additionally there is uncertainty as to whether data obtained from steady
stretched flames is applicable to the highly transient processes in turbulent flames
[110, 139]. Areas requiring more research in order to work towards better models
are suggested by Bradley [269] and Driscoll [110].
4.3 Constant volume bomb measurements
4.3.1 Introduction
As mentioned before, a research stay at Leeds University (UK) made it possible
to measure the turbulent burning velocity of methanol-air mixtures for a range
of pressures, equivalence ratios and rms turbulent velocities. The results from
these measurements were used together with an existing data set for ethanol-air
mixtures obtained by Bradley et al. [247] to discern qualitative trends for the
turbulent burning velocity of light alcohols as a function of several parameters and




The employed experimental set-up is that described in section 3.10.2. Turbulence
was generated in the vessel by four identical eight bladed fans in a regular
tetrahedron configuration. The fans were directly coupled to electric motors with
separate speed controllers. Each fan was separately adjustable between 200 and
10,000 rpm. The speed of individual fans was maintained within 5% of each
other and adjusted to attain the required turbulence intensity. The rms turbulent
velocity and integral length scale have been determined using Laser-Doppler
velocimetry (LDV) [270]. In the central, optically accessible region of the vessel,
a reasonably uniform isotropic turbulence was found with the rms turbulence
velocity u′ represented by Equation 4.7.
u′(m/s) = 0.00119 fs(rpm) (4.7)
Where fs is the fan speed in rpm. The estimated maximum deviation of u′ from
this equation is 10%. From a two-point correlation using a second LDV system
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Figure 4.1: Example of original (left) and processed (right) turbulent flame image
the integral length scale Λ was found to be 0.02 ± 0.001 m and was independent
of all operating variables from 1000 to 10,000 rpm. Mixtures were prepared and
ignited as described in section 3.10.2.
Schlieren flame photography
The high speed schlieren cine photography system described in section 3.10.2 was
used to capture the turbulent flame propagation during spherical explosions. The
camera frame rate was set to 15,000 fps and similarly as for laminar experiments,
a Matlab code was used to detect the flame edge for each image (see Figure 4.1).
Due to the turbulent flame brush thickness, a problem particular to turbulent
burning velocity measurements is the choice of the surface area to evaluate the
burning velocity. As mentioned in §4.1 this choice can affect the burning velocity
by a factor up to 4 [110, 247]. This is shown diagrammatically in Figure 4.2. For
a general spherical radius R j, between the flame root radius Rr and the flame tip
radius Rt , there will be a certain mass of unburned gas mui and burned gas mbi
within that sphere, but outside the sphere of radius Rr. Similarly, outside a sphere
of that radius, but within a radius of rt , there will be a mass of unburned gas muo
and burned gas mbo.
In order to quantify the influence of the selected surface area on the burning
velocities obtained in the present rig, Bradley et al. performed simultaneous high
speed photography of images from schlieren and laser sheet Mie scattering during
spherical explosions [271]. This work yielded radial distributions of the progress
variable c¯, extending from a value of c¯ = 0 at Rt , to c¯ =1.0 at Rr. An important
result from their study is that for a certain radius rv, at which the total volume of










Figure 4.2: Masses of burned and unburned gas at a given instant during spherical
explosive propagation. Mass of unburned gas inside sphere of radius R j is mui, mass of
burned gas outside it is mbo. From [271]
it, the turbulent burning velocity, utv is given by the following simple expression:
utv = ρbρu drvdt (4.8)
In the present study, this basic expression was used to obtain ut from the schlieren
images. It was assumed that the radius Rsch, where the surface area of unburned
gas inside it was equal to the surface area of burned gas outside it, was in fact rv.
The work also yielded an empirical expression to relate this burning velocity to the
turbulent velocity associated with the production of burned gas utr.
utr = 0.9ρbρu dRschdt (4.9)
In practice though, it is unlikely that a singular relationship between the schlieren
derived and mass consumption burning velocity applies. However, the scatter in
the experimental results was such that this could not be detected [270].
Pressure measurements
The turbulent mass consumption burning velocities utr were also derived from the
recorded pressure development in the combustion bomb using the methodology
described in section 3.10.2. Qualitatively, schlieren and pressure derived data give
similar results [144], as will be shown in section 4.3.5. Data acquisition was done
at a rate of 200 kHz for most cases. The calibration factor of the piezoelectric
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charge amplifier was set so that the full range of the analogue to digital converter
was used to record the entire pressure rise. This unfortunately led to poor accuracy
for the initial period of flame propagation during which the pressure rise is very
small, limiting the usable data to radii larger than 60 mm.
4.3.3 Measurement conditions
Turbulent methanol-air flames were measured at two pressures (1 and 5 bar), five
equivalence ratios (φ=0.8, 1.0, 1.2, 1.4, 1.6) and three rms turbulent velocities
(u′= 2, 4, 6 m/s). All measurements were done at 358 K. Table 4.1 summarizes
the measurement conditions. To capture the stochastic variation associated with
turbulent tests, at least 3 explosions were performed at most conditions. For some
conditions, marked by * in Table 4.1, less repetitions were performed, so the results
should be handled with care. For lean mixtures, flame quenching can occur at
elevated values of u′. This is marked by a ‘q’ in the table.
As mentioned in section 3.10.3, the principal uncertainty was in making up
the mixture and the actual φ , estimated based on the measured methanol vapor
pressure, was lower than the desired value by up to 10 %. In Table 4.1 and in the
following sections, results are mainly presented in terms of the desired equivalence
ratio. In case the corrected φ is used, this will be clearly mentioned.
The considered equivalence ratios and rms turbulent velocities are representative
of the conditions in an alcohol-fueled SI engine [27]. The rms turbulent velocity
in an engine, around top dead center, has been shown to be about half the mean
piston speed [89], so that u′=6 m/s corresponds to 3600 rpm assuming a stroke of
0.1 m.
Table 4.1: Measured conditions for turbulent methanol-air flames. Quenched flames are
indicated by q.
p 1 bar 5 bar
Tu 358 K 358 K
φ u′ (m/s) u′ (m/s)
0.8 2* 4 6q 2 - -
1.0 2 4 6 2 4 6
1.2 2 4 6 2 4* -
1.4 2 4 6 2 4 6
1.6 2* - - - - -
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4.3.4 Observations of methanol spherically propagating turbu-
lent flames
Shown in Figure 4.3 are schlieren images of stoichiometric methanol-air flames
(φ=1.0) as a function of time after ignition, for different initial pressures
and u′. Figure 4.4 shows the same for a rich mixture (φ=1.4). For
each measurement condition, multiple experiments were conducted and one
representative experiment is shown in the figures. Both figures show how
the wrinkling of turbulent flames increases with u′, resulting in a faster flame
propagation. The flames at 1 bar and elevated turbulence (u′=6 m/s) are heavily
distorted and convected away from the spark gap. This increases the uncertainty
of representing flames as expanding spherically from the point of ignition.
Explosions at elevated pressure (p=5 bar) show that not only the centroid of the
flame is closer to the spark gap, but flames are more spherical in appearance.
Mansour suggests that the amount of flame distortion is related to the Markstein
number. Flames with higher positive Ma at high u′ are locally slower and
consequently more distorted and partially quenched, as illustrated in Figure 4.3
(p=1 bar, u′=6 m/s).
The same Markstein number effect might explain why rich flames seem to cope
better with turbulence. For comparable conditions, the rich turbulent flames
(φ=1.4) propagate faster and less distorted than the stoichiometric flames (φ=1.0)
although their laminar burning velocity is lower. A faster turbulent flame speed in
spite of reduced ul also applies when comparing the results at elevated pressure
to those at 1 bar. The lower Markstein number at 5 bar leads to less reduction in
local flame speed due to stretch. Additionally, the inherent laminar instability of
rich flames at elevated pressures can produce a more finely wrinkled flame, further
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Figure 4.3: Turbulent flame propagation in a stoichiometric methanol-air mixture (φ = 1.0) at an initial temperature of 358K and different initial
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Figure 4.4: Turbulent flame propagation in a rich methanol-air mixture (φ = 1.4) at an initial temperature of 358K and different initial pressures (p=
1, 5 bar) and rms turbulent velocities (u′=2, 6 m/s).
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4.3.5 Turbulent burning velocities versus radius
Figures 4.7 and 4.8 show the turbulent burning velocity utr plotted as a function
of mean schlieren radius rsch. Figure 4.7 illustrates the influence of u′ at different
equivalence ratios. A first thing to notice is that after an initial period of spark
affected flame propagation (rsch <10 mm) utr rises as the flame radius grows. This
well known phenomenon arises because, in the early stage of flame propagation,
the flame can only be wrinkled by length scales less than the size of the flame
kernel [247]. As a consequence, the rms turbulent burning velocity effective in
wrinkling the flame front, u′k, is less than the value measured in the bomb in the
absence of any flame (u′). Bradley et al. developed an expression for u′k based on
a large experimental dataset and the integration of the power spectral densities of
eddies inside the bomb between the Kolmogorov scale and a limiting scale in the
bomb [247]. Figure 4.5 illustrates the evolution of u′k with radius for the different
rms turbulent intensities and pressures used in this study [142].
Two obvious trends can be identified from Figure 4.7. The first is that utr obviously
increases with u′ through more intense flame front wrinkling. As the turbulence
intensity rises, so does the stochastic variation on utr. Mansour attributes this to
the increasing importance of merging and quenching effects, and the associated
distortion in spherical flame front shape, at higher values of u′ [108]. A second
trend is that the turbulent burning velocity grows with pressure, especially for
rich mixtures, despite a decreased laminar burning velocity. As mentioned before,
this can be attributed to lower Markstein numbers and the effects of preferential
diffusion and flame instabilities.
The effect of equivalence ratio is more clearly illustrated in Figure 4.8. From
this figure it can be seen that at 1 bar and moderate turbulence (u′= 2, 4 m/s)
the influence of φ on utr is in line with what could be expected from considering
the laminar burning velocity (see Figure 3.61). At higher values of u′, however,
the turbulent flow seems more effective in increasing the burning velocity for rich
mixtures. This is especially true at elevated pressure, where the turbulent burning
velocity at φ=1.4 is considerably higher than at φ=1.2, despite the lower ul at
φ=1.4. Again this can be attributed to the lower values of Masr associated with
rich mixtures.
The current measurements thus confirm that φ and p influence the turbulent
burning velocity through the effects of flame stretch and instabilities. Still, the
rms turbulent velocity remains the main factor determining utr through its defining
effect on flame front wrinkling and stretching characteristics.
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Figure 4.6 illustrates the correspondence between the trends obtained from the
schlieren and pressure derived burning velocities. The low pressure measurement
resolution (only 0.0025 bar for the 1 bar measurements in Figure 4.6) led to poor
accuracy for the initial period of flame propagation during which the pressure
rise is very small. This limited the usable data to radii larger than 60 mm. The
pressure measurements were therefore only used to check the trends observed in
the schlieren derived data.
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Figure 5.3 Temporal development of the effective r.m.s. turbulent velocity for the 
values of u’ used at 0.5 MPa, 360 o
 
K. 













Figure 5.4 Spatial development of the effective r.m.s. turbulent velocity for the 
values of u’ used at 0.5 MPa, 360 o
 
K. 
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Figure 5.5 Temporal development of the effective r.m.s. turbulent velocity for 
pressures used, 360 o
 
K, at u’ = 1 m/s. 















Figure 5.6 Spatial development of the effective r.m.s. turbulent velocity for pressures 
used, 360 o
 
K, at u’ = 1 m/s. 
Figure 4.5: Spatial development of u′k at 358 K for u′= 1, 2, 4, 6 m/s and 5 bar (left) and




















Φ= 1.2, 1 bar 
u'=6 m/s 
u'=2 m/s 
Figure 4.6: Burning velocity utr versus mean burnt gas radius rb (Tu=358 K). The
pressure-derived (full lines) and schlieren-derived (dotted lines) burning velocities
correspond well.



































































































































































L= 1.4, 5 bar 
Figure 4.7: Burning velocity utr versus mean schlieren radius rsch (Tu=358 K). The
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5 bar 
Figure 4.8: Burning velocity utr versus mean schlieren radius rsch: influence of φ (Tu=358
K)
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4.3.6 Qualitative trends
To distinguish qualitative trends of turbulent burning velocity as a function of u′,
φ and p, and to quantitatively compare the experimental values of utr to model
predictions, the flame velocity at a fixed mean flame radius of 30 mm was selected
to provide a single representative value of utr. This radius is large enough to
discount any spark effects and is small enough to ensure that most flames grew
to this radius before parts of the flame edge extended beyond the window due to
bulk flame convection effects [270].
Apart from the current results on methanol-air mixtures, selected results from the
extensive dataset of Mansour et al. [108, 247] are used to illustrate that most of
the trends observed for methanol also applied to ethanol-air mixtures. Mansour
et al. used the same vessel and method as in this work to measure the turbulent
burning velocity of ethanol-air for a wide range of conditions, summarized in Table
4.2.
Table 4.2: Measured conditions by Mansour et al. [108, 247] for turbulent ethanol-air
flames
p 1 bar 5 bar 10 bar
Tu 358 K 358 K 358 K
φ u′ (m/s) u′ (m/s) u′ (m/s)
0.7 - - - - - - 1 2 4 6 - 4 -
0.8 1 2 4 6 7 8 1 2 4 6 2 4 6
0.9 - - - 6 7 8 1 2 4 6 2 4 -
1.0 1 2 4 6 7 8 1 2 4 6 2 4 6
1.1 - - - - - 8 1 2 4 6 2 4 -
1.2 1 2 4 6 7 8 1 2 4 - 2 4 6
1.3 - - - - - - 1 2 4 6 2 4 -
1.4 1 2 4 6 7 8 1 2 4 - 2 4 6
1.5 - - - - - - 1 2 4 6 - - -
Figure 4.9 plots the turbulent burning velocity at 30 mm (utr,30mm) versus rms
velocity u′ for methanol-air flames at 1 and 5 bar. Figure 4.10 does the same for
ethanol-air flames at 5 and 10 bar. The turbulent burning velocities of methanol
flames are higher than those of ethanol flames at comparable conditions, as could
be expected from their respective laminar burning velocity. It is also clear that the
turbulent burning velocities can be well approximated by a linear correlation with
u′, with some slight downward bending. Noticeable exceptions are the ethanol
measurements at 10 bar and the results for methanol flames at 5 bar, φ= 1.2.
Note that this last condition was only measured once (see Table 4.1) and the result
probably represents an outlier.
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In Figures 4.11 and 4.12 the same results are replotted as utr,30mm normalized by ul
versus the ratio of u′ to ul . Linear fits are also shown, with the equation describing
them as well as the correlation coefficient of the least squares fit. Whereas Verhelst
reported an almost perfect fit very close to utr,30mm = u′+ul for hydrogen-air flames,
this is not the case for the current results [27]. This can be partly due to the
experimental uncertainty on utr,30mm and ul , but also indicates that for alcohol-air
flames at these conditions, factors other than ul and u′ are important to the turbulent
flame development. It is also worth noting that Verhelst’s results were obtained
using rather noisy pressure traces, rather than the schlieren images used here.
To further illustrate this Figures 4.13 and 4.14 show the turbulent burning velocity
ratio utr,30mm/ul as a function of equivalence ratio φ for methanol and ethanol
flames respectively. For methanol, utr,30mm/ul can be seen to remain fairly constant
with equivalence ratio. At 5 bar, there is a slight rise for the leanest and richest
mixtures. For ethanol flames, however, there is a noticeable rise in the ratio as
the mixture becomes richer in fuel. The figures also confirm that utr,30mm/ul rises
as the pressure increases. These two observations are in line with the differential
diffusion theory. As the molecular weight of methanol is the same as that of O2
(M=32 g/mol), its molecular diffusivity will be comparable. This means the Lewis
number will be largely independent of φ and the effects of preferential diffusion
are limited. For ethanol (M= 46 g/mol) the molecular diffusivity will be lower
than that of O2, leading to more variation in Le and more pronounced preferential
diffusion effects.
The above is exemplified in Figures 3.3 and 4.15. As can be seen on Figure 3.3, the
Lewis number for a bulky molecule like iso-octane varies considerably more with
equivalence ratio than for methanol. Methane (M=16 g/mol) has a larger molecular
diffusivity than O2 and consequently exhibits an inverse evolution of Le with φ
compared to the other fuels. The evolution of the strain rate Markstein number
with φ , shown in Figure 4.15, is in accordance with the thermo-diffusive properties
of the mixtures as discussed above. For methanol, ethanol and iso-octane, a lower
fuel molecular diffusivity leads to less positive values of Masr for lean mixtures
and less negative values past φ=1.2. As could be expected from the Lewis number,
methane exhibits negative values for lean mixtures and increasingly positive values
for rich mixtures. The experimental observations for the ratio utr,30mm/ul in
Figure 4.15 can be explained according to the differential diffusion theory. For
increasingly lean iso-octane mixtures, the ratio is lower due to the effects of stretch
on the local burning velocity. For ethanol, with less positive values for Masr, this
effect is less pronounced leading to an almost constant utr,30mm/ul . For methanol,
there is even a small rise, probably due to elevated u′/ul . For rich mixtures, the
combined effects of stretch, preferential diffusion and the resulting instabilities
lead to an increase in utr,30mm/ul , especially for iso-octane. Again, the evolution is
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inverse for methane, with rising values of utr,30mm/ul for lean mixtures. The results
in Figure 4.15 were obtained by Lawes et al. for methane, methanol and iso-octane
[141] and by Bradley et al. for ethanol [247]. Note that the present results for
methanol are included as well. They are plotted as a function of corrected φ and
correspond well to the values of Lawes et al.
To illustrate the difference between the desired equivalence ratio and its value
corrected according to section 3.10.3, the results from Figure 4.13 are replotted
in terms of the corrected φ in Figure 4.16. As can be seen from this Figure, the
difference at 1 bar and u′= 2 m/s is comparable to that at laminar conditions.
For higher values of u′ the deviation seems to decrease. This could be due to
better methanol evaporation associated with higher fan rpm used during the mixing
process, but is probably caused by an artificial increase in partial pressure due to
the dynamic effects of the fan induced flow. At 5 bar there is no significant effect
of u′ on the difference, because only one of the four fans was used during the
mixing process. Both for laminar and turbulent experiments, the mixtures were
prepared according to the methodology described in section 3.10.2. Therefore, it
was assumed that the deviation in φ was comparable. Because of the uncertainty in
φ the mixture properties needed for the models in the next section, were calculated
using the desired φ . This will have some effect on the quantitative results, but
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Figure 4.9: Burning velocity utr,30mm versus u
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Figure 4.10: Burning velocity utr,30mm versus u
′ for ethanol flames (Tu=358 K) [108]
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Figure 4.11: utr,30mm/ul versus u′/ul for methanol flames (Tu=358 K)
y = 0.2924x + 2.0696 
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Figure 4.12: utr,30mm/ul versus u′/ul for ethanol flames (Tu=358 K) [108]
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Figure 4.15: Masr and ratio utr,30mm/ul for various fuels at 5 bar, 358 K. Methane,








































u'=2 m/s u'=4 m/s u'=6 m/s 5 bar 
Figure 4.16: utr,30mm/ul versus corrected φ for methanol flames (Tu=358 K)
4.4 Turbulent burning velocity models
4.4.1 Selection
Numerous models and correlations exist to predict the turbulent burning velocity
and unfortunately no single model has emerged as the most accurate or most
widely applicable. For this work, a selection is made of models that have been
widely demonstrated and used in simulation of SI engines or other combustion
applications. Lipatnikov and Chomiak [144] tested a variety of models and
concluded that only a few expressions can predict all the experimental trends
they observed in the body of literature (see §4.2.1): those of Zimont/Lipatnikov
(§4.4.8), Peters (§4.4.7), Kerstein (§4.4.8) and the Coherent Flame Model (CFM)
(§4.4.11). Fractal-based models (§4.4.6) were reported to reproduce many trends.
Driscoll stressed the importance of flame wrinkling memory and advanced models
with a differential equation for the flame surface density Σ, such as CFM, as the
models of choice [110].
In what follows, a description is given of some models that have been
historically popular in quasi-dimensional engine simulation, supplemented with
some promising recent expressions. The models are given in the case where the
flame experiences the entire turbulence spectrum. Flame development issues are
discussed in sections 4.3.5 and 6.4.1. The first six models have been discussed
by Verhelst [27] and are only briefly dealt with here. All models assume flamelet
behavior to be valid, at least for the reaction zone. This should not be a problem
keeping in mind the discussion in section 4.2.2.
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4.4.2 Entrainment versus direct combustion models
Verhelst [27] and Nefischer et al. [272] recently compared various turbulent
combustion models for use in a quasi-dimensional engine simulation tool and
distinguished two types of phenomenological combustion mechanisms.
The first class of models are the so-called entrainment models, introduced by
Blizard and Keck [230]. These authors postulated a combustion process consisting
of the entrainment into the flame front, with a velocity ue, of turbulent eddies of
characteristic size le. These eddies then burn inwards from the peripheral ignition
sites to be consumed in a time τ = le/ul . This partitioning of the combustion
process was recently backed up by Schlick et al. who performed an optical analysis
of the flame front inside an engine [273]. Entrainment models assume combustion
to take place in two steps:
• first, unburned mass is entrained at a rate m˙e given by
m˙e = ρuA f ue (4.10)
where A f is the flame surface area.
• then, the entrained eddies burn in a time τb that is a function of eddy size
and the laminar burning velocity, so the mass burning rate is given by:
m˙b = me−mbτb (4.11)
These entrainment equations form the basis of a lot of combustion models (e.g.
[27, 230, 272, 274, 275]) with differences arising from the choice of le and ue [27].
Note that the entrainment velocity ue is equivalent to the turbulent entrainment
velocity ute from section 4.1. Several choices are discussed in the next sections.
A second class of models does not separate the combustion process in two steps,
but introduce the conversion of fuel directly:
m˙b = ρuA f ut (4.12)
The ut here is equivalent to the utr from section 4.1. These models have been
reported to need special end-of-combustion measures, whereas the entrainment
equations yield the characteristic S shape for the evolution of fuel fraction burned
[27, 263]. Note that the entrainment equations can be converted to the direct
combustion model by choosing the time scale τ infinitesimally small.
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4.4.3 Damko¨hler and derivatives
A large number of models assume the sole effect of turbulence to be flame front
wrinkling leading to an increased flame area. Thus, the burning velocity ratio
ut/ul is assumed to be equal to the flame surface area ratio At/Al , where At is the
wrinkled surface area and Al is the mean, smooth flame surface area. Damko¨hler






⇒ ut ∼ u′ (4.13)
This expression is claimed to be valid for large u′/ul . In many engine models the
expression is changed to ut ∼ u′ +ul to recover the laminar burning velocity when
u′→ 0.
4.4.4 Gu¨lder
Gu¨lder derived the following expression for ut [27, 276]
ut = ul +0.6u′0.5u0.5l Re0.25t (4.14)
Gu¨lder later plotted ut/ul − 1 versus (u′/ul)0.5Re0.25t for a large experimental
dataset obtained from different research groups and obtained good approximation
of the data with Equation 4.14. Note that a large part of this dataset did not take
into account the effects of flame stretch and instabilities on the laminar burning
velocity.
4.4.5 Bradley et al.
Bradley et al. collected all known experimental values of turbulent burning
velocities and searched for correlations on a theoretical basis using dimensionless
terms describing the data set [231]. They developed a correlation in terms
of the Lewis number Le and the Karlovitz stretch factor Ka, representing the
dimensionless flow field strain.
ut/u′ = 0.88(KaLe)−0.3 (4.15)
where Ka was taken as Ka = 0.157(u′/ul)2Re−0.5t . The dependence of ut/u′ on
the product KaLe originated from the consideration of the effect of flame stretch
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on ut , starting from the linear relation between flame speed and flame stretch for
the local laminar flame (Eq. 3.7). More recently Bradley et al. [247] developed a
correlation for ut/u′ as a function of Ka and Masr based on spherical explosions
and twin kernel implosions in a fan-stirred bomb of ethanol-air mixtures for a wide
range of φ , p and u′.
ut/u′ =Cmα(Ka)β (4.16)
For positive values of Masr:
α = 0.0227(30−Masr) (4.17)
β = 0.01(Masr −30) (4.18)
And for negative values of Masr:
α = 0.0285(30−Masr) (4.19)
β = −0.0071(Masr +30) (4.20)
The constant Cm depends on the selected surface area to define the burning velocity
and is estimated at 0.54 for the schlieren surface. The stretch factor Ka is given by
Ka = 0.25(u′/ul)2Re−0.5t .
The correlation reflects that, at constant Ka, there is an increased rate of burning
in laminar flamelets, independent of that due to wrinkling, as Masr is decreased in
the predominantly positively stretched flames. At higher Ka, flame front merging
and extinction lead to a decrease in ut/u′. The correlation is not valid in the region
of mild turbulence and laminar instabilities (Ka < 0.05).
Equation 4.16 was recently further validated using measurements of seven fuels at
different equivalence ratios, Masr values down to -23 and pressures up to 3.5 MPa
[248, 267]. Compared to the KaLe correlation (Eq. 4.15), Equation 4.16 better
fits the dataset, but is less easily implemented in an engine code due to the lack
of data for Masr at engine-like conditions. It might be interesting to develop a
correlation for Masr for use in engine cycle simulation, much like the correlation
for ul developed in section 3.8.
4.4.6 Fractal-based models
Starting from Gouldin’s suggestion of using a fractal geometry to describe the
self-similar wrinkling of the flame front by the turbulence spectrum, Matthews et







Lmax and Lmin are the outer and inner cut-off of the wrinkling, D3 is the fractal
dimension of the flame surface. The ratio Lmax/Lmin is mostly set to the ratio of
maximum to minimum turbulent length scale Λ/ηK [277, 279, 280]. Alternative
choices for the inner cut-off scale include the Gibson scale (Eq. 4.5) [281] or
some scale associated with laminar flame instabilities, which are mostly a function
of laminar flame thickness δl [235, 281]. Based on tomographic images of
methane-air flames between 0.5 < u′/ul < 6.2, Gu¨lder et al. proposed the following
relation for the inner cut-off scale [282]:
Lmin = δl(αKaβ ) (4.22)
The fractal dimension D3 is given by Equation 4.23 and describes the balance
between turbulent flame wrinkling and laminar flame smoothing through flame
propagation.
D3 = 2.35 u′u′+ul +2.0 ulu′+ul (4.23)
Yoshiyama et al. introduced a density term in the D3 expression to account for the
finer scale of wrinkling at higher pressures [283].
Some authors account for the effect of stretch on the local flame speed by using the
stretched laminar burning velocity un in their ut model. un is then derived using a
stretch model [87, 263, 264].
ut = un(LmaxLmin )D3−2 (4.24)
Bozza et al. [280] proposed an extension of the fractal model to be valid in the
thickened flame regime (Ka > 1) by replacing the laminar burning velocity, by a
local propagation speed, increased by eddies entering the reaction zone:
ut = ul (1+cu′ul δlηK )(LmaxLmin )D3−2 (4.25)
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4.4.7 Peters
Peters derived an expression for the flame surface area increase due to turbulence
using the G equation framework [242]. Considering a regime of highly turbulent
combustion, with a thin reaction zone but thickened preheat zone through small
scale eddy penetration, he obtained the following expression for ut :








Peters suggests the following values: a4 = 0.78, b1 = 2.0 and b3 = 1.0.
4.4.8 Zimont/Lipatnikov
As explained by Verhelst [27], Zimont proposes a method to calculate the turbulent
combustion in multidimensional computations based on separately modeling the
behavior of the mean flame brush thickness (mainly controlled by large scale
eddies) and the mass burning rate (mainly controlled by small scale eddies)
[144, 236]. This reflects the regime of intermediate steady flame propagation
advanced by Zimont, characterized by an almost constant turbulent burning
velocity and an increasing flame width [236]. Zimont et al. also propose an
adaptation of the model in order to model the effect of countergradient transport
on the flame brush thickness [232].
Lipatnikov and Chomiak comprehensively review and validate the model and
show substantial experimental evidence for the regime of growing flame brush
thickness [144]. They also extended the model to recover the balance equations
for a laminar flame at u′ → 0 and to allow a constant mean flame brush thickness
for a fully-developed case [255]. Recently, Sabelnikov and Lipatnikov proposed
a modified closure relation for the turbulent scalar flux in order to obtain a better
representation of the mean flame brush thickness at large u′/ul [284].
For the turbulent burning velocity ut , Zimont suggested the following model:
ut = Au′Da1/4 = Au′( Λu′τl )1/4 (4.27)
where τl is a chemical time scale and A is a calibration constant with a suggested
value of 0.5. The chemical time scale is based on the laminar flame thickness,
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using the molecular heat diffusivity Dt as the relevant diffusivity: τl = δl/ul =
Dt/u2l . The extended model of Lipatnikov and Chomiak with this expression for
ut has been validated against measurements in fan-stirred bombs, SI engines and
several experimental databases [144]. As mentioned in section 4.2.3 Liu et al. used
a fan-stirred bomb to investigate the turbulent burning velocity of lean methane-air
spherical flames at pressures up to 1.2 MPa and various u′ chosen in such a way
that Ret remained constant at values between 6700 and 14200 [256]. They fitted
their results using the following correlation, which is similar to that of Zimont:
ut = ul +0.14Da0.47 (4.28)
To better predict trends for mixtures affected by preferential diffusion (e.g. very
lean H2-air mixtures) Lipatnikov and Chomiak proposed an extension to the model
based on leading point concepts. This involves the replacement of the chemical
time scale τl with another ‘physicochemical’ time scale τlr determined from
the burning velocity of critically stretched flames, i.e. the highest local burning
velocity in perturbed laminar flames [265].
The authors propose two ways to implement this time scale:
• The first one involves computations of laminar flames subjected to various
strong perturbations using simple chemistry [265].
• An alternative method, applicable to quasidimensional engine models, is
based on Zel’dovich’s theoretical solution for the so-called flame ball [27,
255]. For Lewis numbers lower than unity, the temperature in the ball Tr,
will be increased as compared to the adiabatic flame temperature for a planar
flame due to preferential diffusion:
tr = Tu+(Tb−Tu)/Le (4.29)
and the following chemical time scale characterizing the local burning rate
in the flame ball can be derived:
τlr = τlLe−1(TbTr )3/2 exp(Tact2Tb Tb−TrTr ) (4.30)
where Tact is the activation temperature.
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4.4.9 Dinkelacker et al.
Dinkelacker et al. developed a turbulent burning velocity correlation based on
a dataset measured by Kobayashi et al. of over 100 cone angles of bunsen
flames for lean methane-, ethylene- and propane-air flames at operating pressures
between 0.1-1.0 MPa [285]. They computationally estimated the flame cone angle
using a 3D RANS simulation employing the common turbulent gradient diffusion
approach for turbulent scalar transport and the following expression for the mean
reaction source term w¯c:
w¯c = ρuulI0Σ (4.31)
The flame surface density Σ and stretch factor I0 were directly modeled by an









The form of this correlation was inspired by the correlation of Gu¨lder (see §4.4.4)
and earlier work by Kobayashi et al. on the pressure dependence of turbulent
burning velocity [229]. The constant a and exponents b and c were determined
by numerical optimization comparing the experimental and calculated flame cone
angles. Exponents b and c were found to be universal across fuels, whereas a was
fuel dependent. A good correlation was found between a and the Lewis number of









Inclusion of the Lewis number is reported to represent the effect of instabilities
at low turbulence and that of stretch of the mainly positively curved leading edge
of the flame brush. Compared to the correlation of Zimont, which was deduced
in the limit of strong turbulence, this correlation is claimed to be valid for low to
high values of u′/ul . The correlation was also validated for higher pressures using
selected flame data obtained by Kobayashi et al. at 3.0 MPa. More recently it
was validated against two other sets of experimental data of hydrogen-methane-air
flames containing up to 20% H2 [286]. These sets include experiments at pressures
up to 0.9 MPa obtained on a Bunsen burner and data at pressures up to 0.5 MPa
obtained on a pressurized dump combustor.
Nakahara et al. propose an alternative way to implement the effect of preferential
diffusion on the leading edge of the flame brush [266, 287]. Instead of using the
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critical chemical time scale approach put forward by Lipatnikov and Chomiak (see
§4.4.8) or including Le in Equation 4.33, they take a to be 0.46, independent of
Le, and use a mean local burning velocity instead of the laminar burning velocity
ul . This local burning velocity is assumed to be affected by preferential diffusion
through a shift in equivalence ratio φ :
∆φ = 0.3ln(D f /Dox) (4.34)
Where D f and Dox represent the molecular diffusivity of fuel and oxidizer
respectively.
They used their model to calculate spherical explosions of lean methane- and
propane-air flames doped with H2. The experimental results are compared
against calculation results employing their model and other results employing the
critical time scale concept. Their model is shown to increase the correspondence
with experiments compared to the critical time scale model, especially at highly
turbulent conditions [287]. However, the authors state that this could also be partly
due to the use of a simple linear model to calculate Le of CH4−H2 mixtures, which
is employed in the critical time scale model.
4.4.10 Kolla et al.
Kolla et al. recently developed an expression for the leading edge turbulent burning
velocity ut using the Kolmogorov-Petrovskii-Piskunov (KPP) analysis [144, 288]
















The model constants in Equation 4.35 were obtained using DNS data.
• Cm is typically 0.7
• K∗c is related to the dilatation rate and is given by K∗c ≃ 0.85τ where τ is a
heat release parameter given by τ = (Tad −Tu)/Tu
• β ′ represents the flamelet curvature contribution and its value is 6.7
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• C3 and C4 represent turbulence-scalar interaction effects and depend on the
Karlovitz number Ka
Ka = ( νu
ulηK








C4 = 1.1(1+Ka)−0.4 (4.38)
When u′/ul is small the current correlation recovers the linear dependence(ut/ul) ∼ (u′/ul), which is consistent with Damko¨hler’s result. However when









This square root dependence will yield the well know bending of the ut/ul curve
at high turbulence intensities, but the curve will not level off.
The ut/ul values predicted by this expression were compared against a wide range
of experimental data for methane-air flames of Le≃ 1 at various flow configurations
and conditions and a good correspondence was found for data up to u′/ul ≃ 50. The
increase in ut due to laminar flame instabilities in the weakly wrinkled regime and
at elevated pressures is well predicted by Equation 4.35. However, there remain
important limitations to the expression. The KPP analysis is strictly only valid
for flames without curvature, so the dependence of ut on the mean flame front
curvature is not captured. Additionally, the influence of preferential diffusion and
non-unity Lewis numbers remain to be addressed.
226 CHAPTER 4
4.4.11 Coherent Flame Model
As stated by Driscoll turbulent flame wrinkling is a geometry dependent process
and has a memory of upstream locations [110]. Coherent Flame Models (CFM) are
a class of models that implement this observation by solving a transport equation
for the temporal and spatial evolution of the flame surface density Σ [110, 268,












The two terms on the left hand side represent the convection of wrinkledness to
downstream locations. The first term on the right hand side simulates the spreading
of the flame brush due to turbulent diffusion. The three other terms on the right
hand side respectively represent the source term for flame surface density, the mean
merging rate of flame surface and the mean flame front quenching rate. Many
models have been proposed for these three terms [110, 289]. The model is an
analytical formulation of a turbulent flame consisting of coherent laminar flame
elements (flamelets), where by coherent, it is implied that a local laminar flamelet
retains its identity although it is severely distorted and strained by the turbulent
motions.
Richard et al. have recently reduced their 3D CFM model to a formulation that is
compatible with quasi-dimensional engine modeling [268]. The mass burning rate
was given by:
m˙b = ρuulAlΣ (4.41)
where Al is the mean, smooth flame front surface and Σ is the flame surface density,





= Γ(u′/ul ,Λ/δl)u′Λ (Σeq−ΣΣeq−1)− 2rbg (1+τ)(Σ−1)ul (4.42)
where τ=ρu/ρb, rbg = (3Vb/4pi)1/3 is the burnt gas mean radius and the laminar
flame thickness δl is obtained from Blint’s correlation (see section 3.8.2). The
stretch efficiency function Γ measures the efficiency of turbulence motions to
wrinkle the flame front. The first term on the right hand side represents the flame
strain caused by all turbulent structures, while the second simulates the effect of
thermal expansion, which limits the flame front wrinkling by imposing positive
curvature on the flame front [268]. Σeq is the value of Σ when equilibrium is
reached between turbulence and flame front wrinkling. It is given by:
Σeq = 1+ 2ul
¿ÁÁÀ CΓu′2
1−C∗/(1+τ) (4.43)
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Where proposed values for the constants are C∗=0.5 and C=0.12. Richard et
al. [268] report that the use of a balance equation for Σ improves the transition
from laminar to turbulent combustion compared to fractal modeling approaches
such as that by Bozza et al. [279].
The stretch efficiency function Γ is mainly a function of the integral length
scale and the laminar flame thickness, and is nearly independent from the rms
turbulent burning velocity u′ [110]. Charlette et al. obtained an expression
for Γ(u′/ul ,Λ/δl ,Ret) from spectral analysis of DNS simulation of single
vortex-flame interactions [204]:
Γ = [(( f −au + f −aΛ )−1/a)−b+ f −bRe ]−1/b (4.44)
fu = 4(27Ck110 )1/2(18Ck55 )(u′ul )
2
(4.45)
fΛ = [27CkΠ4/3110 · ((Λδl )4/3−1)]
1/2
(4.46)
fRe = [ 955exp[−32CkΠ4/3Re−1t )]1/2 ·Re1/2t (4.47)
a = 0.60+0.20exp[−0.1(u′/ul)]−0.20exp[−0.01(Λ/δl)] (4.48)
b = 1.4 (4.49)
This expression was derived for integral scales of 10-100 times the laminar
flame thickness and is reported to recover the bending effect for highly turbulent
combustion [204]. According to Driscoll this formulation does not differ
significantly from the much simpler function:
Γ =C1 Λδl (4.50)
This current formulation of the Coherent Flame Model has been succesfully
applied to quasi-dimensional engine simulations involving various fuels including
ethanol [40] and methane [136], be it at stoichiometric conditions only. Teraji
et al., however, report the need to include the effect of flame stretch on the
local laminar burning velocity to improve the accuracy of the CFM in rich fuel
conditions [264]. For this reason they propose a simple stretch model based on the
Lewis number of the unburned mixture.
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4.5 Comparison with bomb experiments
4.5.1 Model implementation and calibration
The turbulent methanol-air measurements described in section 4.3 are used,
together with the ethanol-air data of Mansour et al. [108, 247], to evaluate the
predictive capabilities of the models described in the previous section. The
unburned gas mixture properties used in the model equations (e.g. ν , ρu) were
calculated using a thermodynamic database [109]. The laminar burning velocities
and Lewis numbers of the different mixtures are summarized in Tables 4.3 and 4.4.
An assumption in various models, u′≫ ul , is generally satisfied here. Note that for
the methanol experiments, all properties corresponded to the desired values of φ .
Using the corrected values was also attempted, but did not change the conclusions
drawn from the model comparison.
Table 4.3: Laminar burning velocities and Lewis numbers for turbulent methanol-air
flames
p 1 bar 5 bar
Tu 358 K 358 K
φ u′ (m/s) Le u′ (m/s) Le
0.8 0.319 1.04 0.182 1.04
1.0 0.496 0.96 0.337 0.96
1.2 0.588 0.89 0.421 0.89
1.4 0.591 0.85 0.395 0.85
1.6 0.503 0.82 - -
Table 4.4: Laminar burning velocities and Lewis numbers for turbulent ethanol-air flames
p 5 bar 10 bar
Tu 358 K 358 K
φ u′ (m/s) Le u′ (m/s) Le
0.7 0.15 1.39 - -
0.8 0.22 1.34 0.17 1.35
0.9 0.28 1.28 0.20 1.28
1.0 0.31 1.15 0.25 1.15
1.1 0.34 1.03 0.29 1.03
1.2 - - 0.29 0.98
1.3 0.31 0.95 0.26 0.94
1.4 - - 0.22 0.91
1.5 0.22 0.89 - -
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As mentioned in section 4.3.5, only part of the turbulent spectrum is effective in
wrinkling the flame. To account for this flame development, the effective rms
turbulent burning velocity u′k (see Figure 4.5) is used instead of u′ in the model
formulations. A notable exception is the Coherent Flame Model, for which the
temporal development of flame wrinkling is implemented by solving the balance
equation for the flame surface density Σ (Eq. 4.42). This equation is solved
between spark time and the experimental time for which the burned gas radius
rb= 0.03 m (t30mm), with the assumption of constant u′ and a quadratic evolution
of rb.
rb(t) = 0.03t230mm ·t2 (4.51)
The model formulations are slightly adapted to correspond to the way they would
be used in the engine simulation code. This involved adding a calibration factor
C2 and a term un to ensure the stretched laminar burning velocity un appears when
u′ → 0. This stretched laminar burning velocity can be calculated using one of the
stretch models listed in references [87, 263, 264]. Surprisingly, the best results




ut = 0.6C2u′0.5u0.5n Re0.25t +un (4.53)
• Bradley KaLe:
ut = 0.88C2u′(KaLe)−0.3+un (4.54)
• Bradley KaMa:
ut = 0.54C2α(Ka)β +un (4.55)
• Fractals:
ut = un(Ret)0.75(D3−2) (4.56)
D3 = 2.35C2u′u′+un + 2.0unu′+un (4.57)
• Peters:
























• Coherent Flame Model: this model is used in its original form, but with two
different choices for the stretch efficiency function Γ. The first choice is
the fitted function represented by Equations 4.44 - 4.49. For this choice of
Γ the model is calibrated by varying the constant C in Equation 4.43. The
second option for Γ is the simpler form represented by Equation 4.50. For
this option the constant C is kept at its recommended value (C=0.12) and the
model is calibrated by varying C1 in Equation 4.50.
For the methanol experiments, the calibration constants are chosen in such a way
that the model prediction exactly matches the measured burning velocity utr,30mm
at 1 bar, φ=1.0 and u′=2 m/s. For the ethanol dataset, the calibration condition is
that at 5 bar, φ=1 and u′=2 m/s.
4.5.2 Model comparison
In what follows, the turbulent burning velocity models are tested for varying rms
turbulent velocity and varying equivalence ratio. For methanol, results at 1 and
5 bar are considered. For ethanol the results for 5 and 10 bar are shown here.
The results are displayed in terms of utr,30mm vs. u′ and utr,30mm/ul vs φ plots.
Experimental results are marked by the closed symbols, while the open symbols
represent model results. A selection of the most promising models is made at the
end of this section.
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Damko¨hler
As could be expected from the model equations, Figure 4.17 illustrates that the
predicted trend for ut versus u′ is linear, leading to an overprediction of ut at high
values of u′. The results for ut/ul show good correspondence for stoichiometric to
rich mixtures (Figure 4.18). For lean mixtures, the simulated ratio ut/ul is too high,
probably because the calculated ut is primarily defined by u′ at those conditions
(see Eq. 4.52). The results for methanol suggest that the effects of pressure on
ut/ul are not well represented by the Damko¨hler model.
Gu¨lder
The model equations of Gu¨lder correctly reproduce the bending of the ut vs. u′
curve (see Figure 4.19). For ethanol flames at 10 bar and u′=6 m/s there is a
significant underprediction of ut . None of the models presented here is able to
predict the correct burning velocity at those conditions. This can either be due
to a physical phenomenon that is not included in the models, such as increased
wrinkling due to instability, or due to a faulty measurement. The evolution of ut/ul
with φ is well predicted by the Gu¨lder model (Figure 4.20). The underprediction
of the effect of pressure on ut/ul is less pronounced than for the Damko¨hler model.
Bradley
The KaLe correlation of Bradley et al. also reproduces the bending of the ut vs.
u′ curve (see Figure 4.21). The ut/ul vs. φ evolution is well predicted, except
maybe for the richest mixtures, where there is a slight underestimation (see Figure
4.22). The methanol results illustrate a striking underestimation of the effect of
pressure on ut/ul . This is possibly due to the insensitivity of Le to pressure.
Note that the effect of this underestimation on the predicted ut will be lower at
elevated, engine-like pressures, because ul varies only slightly with pressure at
these conditions. With respect to pressure, the KaMa correlation performs better
as shown in Figure 4.23. Note that this correlation also captures the effect of φ on
the ratio ut/ul for the entire range of equivalence ratios. Unfortunately, a lack of
Masr data prevents the application of this correlation in an engine cycle code. The
Masr data used in this comparison were obtained from Bradley et al. [247].
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Fractals
The Fractal model underestimates the slope of the ut vs. u′ curve, especially at
higher pressures (Figure 4.24). This model does not reproduce the rise in ut/ul
for rich mixtures, as becomes clear from Figure 4.25. Also, it gives the worst
underestimation of the effect of pressure on ut/ul among the models considered
here. It was attempted to include the effect of stretch on the local burning velocity
un by applying the stretch submodels of both Teraji et al. [264] and Chung & Law
[87, 290]. The model of Teraji et al. did not enable any significant improvements.
That of Chung & Law is only valid for small values of Ka and produced negative
values of ut for the highly turbulent flames considered here.
Peters
As reported earlier by Verhelst [27], the model of Peters behaves similarly to that
of Damko¨hler (see Figures 4.26 and 4.27). The bend in the ut vs. u′ curve is not
reproduced and the predicted values of ut at high u′ are consequently too high.
Also, the evolutions of ut/ul with equivalence ratio and pressure are the same as
for the Damko¨hler model.
Zimont
The trends predicted by the model of Zimont agree well with those observed
experimentally (see Figures 4.28 and 4.29). For the richest mixtures, there is a
slight underprediction of ut/ul , but the representation of the pressure effect on ut/ul
is one of the best among the models considered here. The model of Kerstein [291]
was also evaluated and as suggested by Lipatnikov and Chomiak, its performance
is very close to that of the Zimont model [144] (not shown here).
Dinkelacker
As can be seen in Figures 4.30 and 4.31 the predictive performance of the
Dinkelacker model in terms of equivalence ratio and pressure is very good.
The inclusion of a pressure dependent term in Equation 4.60 leads to the best
representation of the pressure effect among the models evaluated here. The
weakest point of the model seems to be an overestimated bending of the ut vs. u′
curve.
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Kolla
The model of Kolla et al. performs rather poorly (see Figures 4.32 and 4.33).
The bending of the ut vs. u′ curve is reproduced but the slope of the curve is
underestimated. Also, ut/ul is predicted to be insensitive to equivalence ratio,
which is in disagreement with the experimental results.
Coherent Flame Model
Two implementations of the Coherent Flame Model, associated with different
choices for Γ, have been evaluated. Figures 4.34 and 4.35 display the predictive
performance with Γ according to the simple Eq. 4.50. Figures 4.36 and 4.37
display the same for Γ according to Eqs. 4.44 - 4.49. For both model variations,
the slope of the ut vs u′ curve is too high. This is an indication that the model
equations do not correctly reproduce the flame development as encountered in
the spherical flames. The use of the effective rms turbulent velocity u′k in these
equations improves the correspondence to experiments (not shown here).
The first, simple model implementation behaves poorly with respect to pressure.
Its effect is mainly implemented through the dependence of Γ on laminar flame
thickness δl . The stretch efficiency function was derived for engine-like, high
pressure conditions. At the moderate pressure conditions considered here, δl
varies significantly with pressure, which might explain the exaggerated response
of ut to pressure. For the second model implementation, the results for pressure
dependence are better (compare the results for ut/ul at φ=1 and u′=2 m/s).
The effect of equivalence ratio on ut/ul depends on the model implementation.
For the first implementation the predicted trend is rather flat with respect to φ
since Γ is linearly proportional to ul . The second implementation gives good
results for stoichiometric and rich mixtures, but heavily overestimates ut/ul at lean
conditions. Possibly this is due to the fact that Γ was primarily fitted to results
obtained for stoichiometric flames.
The results discussed above were obtained using the laminar flame thickness
computed according to δl = ν/ul . It was also attempted to use the correlations




Based on the analysis presented above, the following turbulent burning velocity
models are retained for the engine simulation code.
• The Damko¨hler model because it is representative of simple turbulent
combustion models without any terms accounting for transport properties of
the mixture. It is often the standard model in commercial engine simulation
software, such as GT-Power. As mentioned by Verhelst [27], and illustrated
in the results above, its predictions are very close to that of Peters’ model
• The models of Zimont and Dinkelacker et al. because they best reproduced
the experimental values for utr,30mm over the entire range of conditions
considered here.
• The model of Gu¨lder and the KaLe model of Bradley et al. predicted most
experimental trends. The influence of rising pressure on ut/ul , however,
was not well represented. At engine-like pressures, the variation of ul with
pressure, which will affect the predicted ut , is less pronounced than at the
moderate pressure conditions studied here. For this reason, the performance
of these models might be more acceptable at engine-like conditions.
• The Coherent Flame Model arguably performed the worst among the models
considered here. Possibly this is because the model was developed with
the explicit goal of engine simulations in mind and its direct dependence
on flame thickness is not valid at the moderate pressures during bomb
experiments. Because the model represents a new class of models whose
popularity is rising, it was incorporated in the engine simulation code.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.17: utr,30mm vs. u
′ for the Damko¨hler model. Top - Methanol, bottom - ethanol.



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.18: utr,30mm/ul vs. φ for the Damko¨hler model. Top - Methanol, bottom -


























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.19: utr,30mm vs. u
′ for the Gu¨lder model. Top - Methanol, bottom - ethanol.



























































































u'=2 m/s u'=4 m/s u'=6 m/s 10 bar 
Figure 4.20: utr,30mm/ul vs. φ for the Gu¨lder model. Top - Methanol, bottom - ethanol.
Closed symbols - experiment, open symbols - model.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.21: utr,30mm vs. u
′ for the KaLe model of Bradley et al. Top - Methanol, bottom -




























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.22: utr,30mm/ul vs. φ for the KaLe model of Bradley et al. Top - Methanol,














































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.23: utr,30mm/ul vs. φ for the KaMa model of Bradley et al. Top - Methanol,
bottom - ethanol. Closed symbols - experiment, open symbols - model.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.24: utr,30mm vs. u
′ for the Fractals model. Top - Methanol, bottom - ethanol.



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.25: utr,30mm/ul vs. φ for the Fractals model. Top - Methanol, bottom - ethanol.


























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.26: utr,30mm vs. u
′ for the Peters model. Top - Methanol, bottom - ethanol.



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.27: utr,30mm/ul vs. φ for the Peters model. Top - Methanol, bottom - ethanol.
Closed symbols - experiment, open symbols - model.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.28: utr,30mm vs. u
′ for the Zimont model. Top - Methanol, bottom - ethanol.


























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.29: utr,30mm/ul vs. φ for the Zimont model. Top - Methanol, bottom - ethanol.


























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.30: utr,30mm vs. u
′ for the Dinkelacker model. Top - Methanol, bottom - ethanol.



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.31: utr,30mm/ul vs. φ for the Dinkelacker model. Top - Methanol, bottom -
ethanol. Closed symbols - experiment, open symbols - model.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.32: utr,30mm vs. u
′ for the Kolla model. Top - Methanol, bottom - ethanol. Closed



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.33: utr,30mm/ul vs. φ for the Kolla model. Top - Methanol, bottom - ethanol.


























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.34: utr,30mm vs. u
′ for the CFM with Γ according to Eq. 4.50. Top - Methanol,



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.35: utr,30mm/ul vs. φ for the CFM with Γ according to Eq. 4.50. Top - Methanol,
bottom - ethanol. Closed symbols - experiment, open symbols - model.

























































































LAìXô LAíXì LAíXî LAíXð 
10 bar 
Figure 4.36: utr,30mm vs. u
′ for the CFM with Γ according to Eqs. 4.44 - 4.49. Top -



























































































u'=2 m/s u'=4 m/s u'=6 m/s
10 bar 
Figure 4.37: utr,30mm/ul vs. φ for the CFM with Γ according to Eqs. 4.44 - 4.49. Top -
Methanol, bottom - ethanol. Closed symbols - experiment, open symbols - model.
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4.6 Conclusions
A literature review on the current understanding of the turbulent burning velocity
(§4.2.1) showed that this quantity is significantly affected affected by stretch and
instabilities in the underlying laminar flame structure. Even so, the molecular
transport properties of light alcohols are such that these effects are less pronounced
than for some other fuels (e.g. gasoline, hydrogen). Also, it is now clear that
flame front wrinkling is not some universal process, but is dependent on geometry
and wrinkling history. Recent research indicates that the bounds of the flamelet
combustion regime are wider than anticipated, further corroborating the modeling
approach with laminar burning velocity, used in this work (§4.2.2).
The turbulent combustion behavior of light alcohols was evaluated based on
an existing dataset for the turbulent burning velocity of ethanol and results for
methanol obtained in a constant volume bomb by the present author (§4.3).
The results were according to the trends reported in literature and agreed with
the differential diffusion theory. A number of turbulent combustion models
were compared based on these experimental datasets and it appeared that
models accounting for stretch and instability effects (implemented through Le or
p-dependent terms) had a slight edge on simpler formulations (§4.5).
5
Abnormal combustion in alcohol
engines
5.1 Knock in alcohol engines
As explained in section 1.5.3 combustion knock is one of the major factors limiting
the efficiency of spark ignition engines. Fuels with an elevated resistance to knock,
such as light alcohols, can help to mitigate these concerns. Alcohol fuels have a
high knock tolerance for a variety of reasons.
• First and foremost methanol and ethanol have an elevated chemical
resistance to autoignition [30]. This is due to the single-stage autoignition
behavior of alcohols.
The autoignition of gasoline is typically a two-stage process. At
temperatures below 900 K low-temperature oxidation of the mixture takes
place. These so-called cool-flame reactions release heat, which boosts the
high-temperature oxidation responsible for knock. At temperatures between
800 K and 1000 K the low-temperature oxidation is inhibited by degenerate
chain branching. This phenomenon occurs when the precursors of chain
branching decompose back to the reactants at high temperatures due to their
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instability. So between 800 K and 1000 K increasing the temperature will
reduce the cool flame temperature rise, leading to less promotion of the
main, high temperature autoignition reaction. This results in autoignition



























(High T) (Low T) 
Figure 5.1: τ as function of T for a range of stoichiometric gasoline-methanol mixtures at
25 bar [30]. With increasing methanol content the NTC region diminishes and τ is
increased
The above is illustrated in Figure 5.1 displaying the autoignition delay
time τ as a function of temperatures for a range of stoichiometric
gasoline-methanol blends. Gasoline is represented by primary reference fuel
(PRF) 80, which is a mixture of 80 vol% iso-octane and 20 vol% n-heptane.
The autoignition delay time is the time it takes for a quiescent, homogeneous
mixture at a certain temperature and pressure to spontaneously ignite. This
ignition is generally characterized by a certain temperature or product
concentration threshold being exceeded.
The temperature frame of rising τ is called the negative temperature
coefficient (NTC) region. For neat alcohols, degenerate chain branching
reactions are of low importance in the oxidation mechanism [292].
Consequently, these fuels do not have a NTC region. As methanol is added
to PRF80 in Figure 5.1, the cool-flame temperature rise decreases and the
NTC region gradually diminishes. Since autoignition in SI engines takes
place at unburned mixture temperatures between 750-900 K, the cool-flame
reactions are the prime reason for the lower chemical resistance to knock of
gasoline compared to light alcohols [107].
• Additionally the high latent heat of vaporization of light alcohols lowers the
temperature of the unburned gas, further reducing the tendency to knock.
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• Finally, the increased (laminar) burning velocity of light alcohols helps to
suppress knock as more end gas is burned before it can reach autoignition
conditions [48].
The application of alcohol fuels to mitigate knock requires a profound
understanding of their autoignition behavior. A predictive knock model that can
accurately reproduce the effect of varying engine designs and operating conditions
(e.g. load, compression ratio, fuel-air equivalence ratio φ , EGR%) on the knock
tendency would be of great value for engine designers.
One objective of this work was thus to develop such a model for neat (m)ethanol
and assess its performance. The knock prediction model discussed in this
chapter was developed by the current author and published in reference 21 in the
publication list on page xv.
5.2 Predictive knock modeling
Models to predict the autoignition of unburned mixture in spark-ignition engines
range from simple empirical expressions to complex formulations featuring
reduced or full chemical kinetics [293]. A widely employed empirical approach
is to apply the conservation of delay principle expounded by Livengood and Wu
[294]. According to this principle the overall ignition delay time can be found by
integrating its instantaneous value during the compression and combustion stroke.




τ(t) = 1 (5.1)
Where tIVC and tKO are the time at intake valve closure and knock onset
respectively, and τ(t) is the instantaneous autoignition delay time.
The autoignition delay time τ (in s) at instantaneous cylinder pressure (p [bar]),
unburned mixture temperature (T [K]) and composition is typically given by an
Arrhenius expression representing the rate limiting step of autoignition.
τ = Apne BT (5.2)
Where A, n and B are parameters depending on the mixture composition (fuel, φ ,
residual gas ratio). For two-zone thermodynamic engine models, such as the one
250 CHAPTER 5
used in this work, empirical expressions have been shown to yield performance
no worse than comprehensive chemical kinetics schemes [293]. The inability of
these models to reproduce local hot gas pockets and cyclic variation introduce
uncertainties that outweigh those incurred by the simplified chemical kinetics. To
consider these effects, multi-zone or 3D CFD approaches are necessary, employing
either detailed chemistry or empirical expressions such as Eq. 5.2.
Still, the combination of two-zone modeling and the knock integral approach
has been confirmed as a useful tool to estimate knock occurrence and intensity,
which can be directly linked to the experimentally measured ratio of knocking
to non-knocking cycles. For studies aiming to predict the position of knock
onset inside the cylinder or the effect of knock on the main combustion, 3D CFD
approaches are required [40, 293].
The most widely used parameter set for Equation 5.2 was introduced in 1978 by
Douaud and Eyzat based on recording the knock onset in a CFR engine for a range
of running conditions and PRFs (primary reference fuels) with octane numbers
between 80 and 100 [92]. It has also been extensively used in simulations for






Where ON is the octane number (usually RON). Another well known parameter
set is that of Frankske, based on knock studies with gasoline in production engines
[295].
A = 10−6 (5.4)
n = −1.5
B = 14000
For neat methanol and ethanol a number of correlations were proposed over the
years based on shock tube experiments [174, 296], rapid compression machine
(RCM) tests [297] and chemical kinetics calculations [30]. The overview in
Appendix D shows that the correlations proposed by Yates et al. cover the widest
range of engine-like conditions. However, they do not include the effect of residual
gas dilution on τ , nor have they been validated by engine experiments.
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5.3 Autoignition delay time correlation
The objective of the current work is to develop an autoignition delay time
correlation for neat methanol fuel, implement it in a knock integral framework
and experimentally investigate if it represents a valid approach to predict knock
onset and intensity in methanol engines. If this is the case, the same modeling
framework can then be extended to neat ethanol and gasoline-alcohol mixtures.
The τ correlation is constructed based on a library of autoignition delay times
computed using the methanol oxidation mechanism of Li et al. [180]. This is
the same mechanism used to develop a laminar burning velocity correlation for
methanol in Chapter 3 and is validated for the autoignition reaction kinetics here.
5.3.1 Numerical methodology
In this work, the ignition delay time of methanol-air-residual mixtures was
calculated using a chemical kinetics code developed at Eindhoven University of
Technology (CHEM1D [172]) and the methanol oxidation mechanism of Li et
al. developed at Princeton University [180].
The autoignition is simulated in a constant pressure closed adiabatic system
containing a perfectly homogeneous mixture of methanol, dry air and residuals
(burnt mixture). This is a reasonable representation of a constant volume
bomb, shock tube, RCM or engine [298]. Radiation was neglected and solver
convergence was confirmed by ensuring that all residuals had dropped below
10−20. The autoignition delay time was taken to be the point where the rate of
change of temperature with respect to time is the largest.
The autoignition delay was calculated for over 9000 conditions at unburned
mixture temperatures between 700 and 1600 K, pressures between 10-120 bar,
equivalence ratios between 0.5 and 1.5 and residual gas contents up to 50 vol%.
This covers most of the unburned mixture conditions relevant to autoignition in
methanol engines (see Table 3.1).
5.3.2 Reaction mechanism validation
To validate the employed chemical kinetics scheme, its predictions were compared
against the few methanol autoignition datasets available in literature (Table D.1).
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The most widely used dataset was gathered by Bowman [174] during shock tube
experiments of methanol-O2-Ar mixtures at high temperatures (1545-2180 K) and
modest pressures (1.8-4.6 bar). The ignition delay time was taken as the time
between the shock heating and the attainment of the maximum in the product of
CO and O atom concentration.
Results from selected mixtures are displayed in Figure 5.2. More details regarding
the mixture composition, pressure and temperature can be found in Table E.1 in
Appendix E. The oxygen concentration increases from mixture 4 to 2 to 5, leading
to reduced delay times. This trend is reproduced by the chemical kinetics scheme.
The temperature sensitivity of the ignition delay time is also correctly predicted.











1000 /T [1/K] 
Mixture 4 Mixture 4 CHEM1D
Mixture 2 Mixture 2 CHEM1D
Mixture 5 Mixture 5 CHEM1D
Figure 5.2: Comparison of the experimental values of Bowman [174] and calculated
autoignition delay times for the mixtures defined in Table E.1
Another shock wave study was conducted at comparable conditions by Natarajan
et al. [296]. Selected results are displayed in Figure 5.3. Interestingly Natarajan
et al. observed a rise in τ with increasing fuel-air equivalence ratio φ . This is
contrary to the findings of other researchers and the chemical kinetics results. The
calculations indicate a slightly steeper temperature slope than experiments, but are
in the same order of magnitude.
More recently a study was performed by Kumar et al. at high pressures (7-30 bar)
and low to intermediate temperatures (850-1100 K) using a heated RCM [297].













Figure 5.3: Comparison of the experimental values of Natarajan et al. [296] and the
calculated autoignition delay times for the mixtures defined in Table E.2 (p=4.5 bar)
These conditions are more relevant to autoignition in SI engines. Contrary to the
studies of Bowman and Natarajan, the ratio of Ar to O2 was kept constant and
similar to the N2/O2 ratio in air throughout all experiments (see Table E.3).
Selected results in Figure 5.4 indicate that the autoignition delay reduces with
increasing φ and pressure. These effects are well predicted by the chemical
kinetics calculations. However, the temperature and pressure dependence of the
autoignition delay seem to be underpredicted. This leads to predicted τ values at
low temperatures that are almost an order of magnitude smaller than the measured
delay times. This was also noticed by Kumar et al. [297] who consequently
proposed to adapt the rate constant for the CH3OH +HO2 → H2O2 +CH2OH
reaction in the mechanism of Li et al. [180] to get better correspondence with
the experimental results.
Based on the few, sometimes contradictory experimental studies of methanol
autoignition it is difficult to gain complete confidence in the mechanisms’ results.
The effects of T, p and mixture composition seem to be well predicted by the
mechanism at higher temperatures (T > 1300 K). At lower temperatures, however,
the τ might be underpredicted. Still, the mechanism of Li et al. was used with
the original rate constants in this work. This is motivated by the fact that the
inability of quasi-dimensional models to reproduce local hot gas pockets and cyclic
variation introduce uncertainties in knock modeling that outweigh those incurred
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Figure 2: Comparison of the experimental values of 
Natarajan et al. [13] and the calculated autoignition delay 
times for the mixtures defined in Table 6 (p=4.5 bar) 
More recently a study was performed by Kumar et al. at high 
pressures (7-30 bar) and low to intermediate temperatures 
(850-1100 K) using a heated RCM [14]. These conditions are 
more relevant to autoignition in SI engines. Contrary to the 
studies of Bowman and Natarajan, the ratio of Ar to O2 was 
kept constant and similar to the N2/O2 ratio in air throughout 
all experiments (see Table 7) 
Selected results in Figure 3 indicate that the autoignition delay 
reduces with increasing Φ and pressure. These effects are well 
predicted by the chemical kinetics calculations. However, the 
temperature and pressure dependence of the autoignition delay 
seem to be underpredicted. This leads to predicted   values at 
low temperatures that are almost an order of magnitude 
smaller than the measured delay times. This was also noticed 
by Kumar et al. [14] who consequently proposed to adapt the 
rate constant for the                      
reaction in the mechanism of Li et al. [15] to get better 
correspondence with the experimental results. 
 
 
Figure 3: Comparison of the experimental values of Kumar 
et al. [14] and calculated autoignition delay times for the 
mixtures defined in Table 7 
Based on the few, sometimes contradictory experimental 
studies of methanol autoignition it is difficult to gain complete 
confidence in the mechanisms’ results. The effects of T, p and 
mixture composition seem to be well predicted by the 
mechanism at higher temperatures (T > 1300 K). At lower 
temperatures, however, the   might be underpredicted. Still, 
the mechanism of Li et al. was used with the original rate 
constants in this work. 
Correlation for τ 
The resulting autoignition delay times were fit as a function of 
T, p, Φ and residual gas content   using a correlation form 
similar to that of Douaud and Eyzat [10] (see Eq. 2) with the 
effects of Φ and   implemented similarly to previous work [2, 
17]. 
     








































p= 30 bar 
Figure 5.4: Comparison of the experimental values of Kumar et al. [297] and calculated
autoignition delay times for the mixtures defined in Table E.3
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5.3.3 Development of the correlation
The resulting autoignition delay times were fit as a function of T , p, φ and residual
gas content f using a correlation form similar to that of Douaud and Eyzat [92]
(see Eq. 5.3) with the effects of φ and f implemented similarly to previous work
[40, 298].
A = A0φβ (1+ f )m (5.5)
Where A0 and β are constants. Based on analysis of the calculated data, the
pressure exponent n, dilution exponent m and activation temperature B (see
Eq. 5.3) were fit as a polynomial function of φ , T and f .
n = n0+n1T +n2T 2+n3T 3+n4 f (5.6)
B = B0+B2φ +B2 f +B3 f 2
m =m0+m1φ
(5.7)
Similar to the work described in Chapter 3, the Levenberg-Marquardt algorithm
[203] was used to determine the coefficients of the fitted equations. This algorithm
seeks to reduce the sum of the squared differences (SSD) between the observed and
predicted values. Due to the large range of autoignition delay times, ln(τ) was fit
instead and (1/τ) was used as the weight parameter to ensure the short delay times
were also properly fit. To better represent the influence of temperature, two sets of
coefficients were determined, one for T < 1050 K and one for higher temperatures.
The resulting coefficients can be found in Table 5.1. Using these coefficients, the
equation predicts 95% of the 9500 datapoints to within 10% and 99.7% to within
20%.
In Figure 5.5 the new correlation is compared against those of Douaud &
Eyzat (ON=109) [92], Frankzke [295] and Yates et al. [30] for an adiabatic
compression from 10 bar/575 K to 80 bar/1042 K. The new correlation is seen
to yield very similar results to that of Yates et al. However, compared to that
correlation, it comprises the effect of mixture composition (φ , residuals) on the
autoignition delay time. The temperature-pressure dependence is much steeper
than that predicted by Douaud & Eyzat. Although the correlation of Frankzke
was developed for gasoline, its temperature-pressure dependence is remarkably
comparable to that of the current correlation.
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Table 5.1: Coefficients for the new methanol τ correlation [s]




























Douaud & Eyzat Frankzke et al.
Yates et al. current work
Figure 5.5: Comparison of different τ correlations for an adiabatic compression from 10
bar/575 K to 80 bar/1042 K (φ=1.0). The new correlation yields behavior similar to the
correlation of Yates et al.
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5.4 Conclusions
In this chapter novel knock prediction model was developed based on the knock
integral approach (§5.2). The principal building block for such a model is an
expression for autoignition delay time at instantaneous in-cylinder conditions
(p, T and mixture composition). This quantity was calculated using chemical
kinetics and the resulting values were fit into a correlation (§5.3). The employed
mechanism was validated for autoignition kinetics using published delay time
data. From this study it appeared that trends for varying temperature, pressure
and equivalence ratio are well predicted, but the absolute value of autoignition
delay might be slightly too low at the temperature conditions relevant to engine
knock. As will be explained in Chapter 6, this underestimation does not prevent





As mentioned in section 1.6, SI engine cycle models can be classified in zero-,
quasi- and multidimensional models. The first two are thermodynamic models,
where the governing equations are based on the conservation of mass and
energy, depending only on time. Multidimensional models additionally solve
the Navier-Stokes equations, describing the spatial and temporal evolution of the
flow. Compared to zero-dimensional models, quasi-dimensional (QD) models are
characterized by a predictive expression for the mass burning rate and the inclusion
of geometrical parameters in the form of a thin, spherical flame front interface
separating burned from the unburned gases.
The aim of the current study was to develop a predictive simulation tool for
parameter studies and optimization of alcohol-fueled engines. Quasi-dimensional
models lend themselves best to such applications. Turbulent burning velocity
correlations represent a popular way to calculate the mass burning rate in these
models. Previous chapters have focused on the particularities associated with the
laminar and turbulent burning velocity of light alcohols. In this section, selected
ul and ut correlations are implemented and validated in a QD code. The employed
code builds on a QD simulation tool for the power cycle of hydrogen-fueled SI
engines previously developed within the author’s department: the GUEST code
(Ghent University Engine Simulation Tool) [27].
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The following sections describe how the author integrated GUEST with a
commercial gas dynamics code to allow predictions of the breathing cycle. The
global model structure and governing equations as well as various submodels
are discussed with a focus on the changes compared to earlier versions of the
code. Next, some simulation results for the breathing cycle are presented and
compared against measurements on different engines. The breathing cycle models
of different test engines were built by the current author, together with Master’s
students under his guidance [114, 299]. The combustion routines are also
extensively validated through experiments obtained by the current author. The
results of this work were presented in references 18 and 22 of the publication list
on page xv. Finally, a preliminary evaluation of the developed knock model was
performed by the author. This resulted in reference 21 in the publication list.
































Figure 6.1: Schematic overview of the integration of GUEST (Ghent University Engine
Simulation Tool) and GT-Power
The power cycle routines in the GUEST code are inspired by a complete cycle
model developed by Vandevoorde [300] and Ph.D. research devoted to the ignition
process and the earliest stages of combustion [301]. In its original form, GUEST
had some shortcomings, the most important being the lack of an estimation
for trapped conditions (pressure, amount of fresh mixture and residual gas at
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intake valve closing time). Additionally, there was a need for more generally
valid in-cylinder turbulence estimations, as well as pollutant formation and knock
occurrence predictions.
To tackle with these limitations, the burning velocity routines forming the core
of GUEST were integrated within the commercial engine performance simulation
software GT-Power [302]. This software is part of GT-SUITE, which is one of the
leading engine and vehicle simulation tools. While GT-Power focuses on engine
performance applications, GT-Suite can also be used for thermal management,
injection, lubrication, valvetrain, cranktrain, etc.
The gas dynamics routines in GT-Power are based on 1D fluid dynamics
representing flow and heat transfer in piping and other flow components of the
engine system (e.g. valves, manifolds, turbines, resonators). They have been
extensively validated and are documented in the Flow Theory Manual within
[302]. The predictive combustion capabilities of GT-Power are less developed.
Therefore the software leaves room for integration of user subroutines. These
can substitute the default GT-Power models for certain parts of the simulation
(e.g. computation of wall heat transfer computation, laminar burning velocity,
etc.). User subroutines are placed in a separate Fortran library that is called
whenever necessary. Within the current work, the GUEST subroutines for
turbulence, laminar and turbulent burning velocity have been integrated as user
subroutines. The gas property libraries of GT-Power have been supplemented with
data for methanol and ethanol. Additional subroutines for wall heat transfer and
knock prediction have been programmed. In the future, pollutant formation models
for alcohol-specific emissions such as aldehydes can be added to the formation
models already available within the software.
In the current configuration, GT-Power retains overall execution control, both
during the breathing and the power cycle. First, GT-Power solves the flow in
the manifolds to provide boundary conditions at the moment of intake valve
closure, assuming some standard burn rate profile. Next, it switches to the power
cycle routines. During each timestep GT-Power will pass mass, composition
and state of unburned and burned gas zones to the user routines. These then
return ul , ute, heat transfer rate, pollutant formation and autoignition delay to the
code. GT-Power will use this information to calculate the mass fraction burned
employing the entrainment framework described in 6.4.1. It then moves this
mass from the unburned to the burned zone and solves the thermodynamic and
chemical equilibrium using the user specified gas property polynomials [302].
The consistency of the user subroutines was checked by comparing the results
of GUEST and GT-Power for some reference cases.
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Although the integration with GT-Power greatly improves the functionality and
user-friendliness of the GUEST code, it also gives rise to some restrictions. For
instance, the user is bound to the entrainment framework as implemented in
GT-Power with no direct control of the way τb is calculated (see 6.4.1). Also,
blowby can only be modeled by removing a certain amount of mass in equal
proportions from the burned and the unburned zone, whereas in engines with
central ignition the crevice mass mainly consists of unburned gas [303]. Most
of these shortcomings can be solved using the external cylinder model feature,
which allows the user to control the amount of mass to be burned at each time
step. The user then retains complete responsibility of combustion, heat transfer,
energy equation, mass and species conservation [303].
6.3 Assumptions and governing equations
To simplify the energy conservation equations during the power cycle, some basic
assumptions are used, common to most QD engine models [303, 304].
• All gases behave as ideal, but not perfect gases. Verhelst reports that
calculations for several practical combustion conditions at the Technical
University of Eindhoven have found no important difference when using
ideal or real gas state equations [27].
• During the entire cycle, the pressure in the cylinder is uniform.
• During compression and expansion the temperature and gas composition are
uniform throughout the cylinder.
• During combustion, separate, uniform temperatures and gas compositions
are assumed for the unburned and burned zone.
• The burned and unburned zones are separated by an infinitely thin flame
front.
• There is no heat exchange between the burned and unburned zone.
• Unburned gas is assumed to have a fixed composition.
• Burned gas composition is maintained in chemical equilibrium.
The basic equation for the engine model is derived from the conservation of energy
applied to the cylinder volume:
dE = −δQ−δW +∑
i
hidmi (6.1)
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Here, E is the internal energy of the cylinder gas mixture, Q the heat exchange of
the cylinder contents with the environment (walls) where Q > 0 for heat loss from
gas to wall, W the work where W > 0 for work delivered by the cylinder charge,
hi the specific enthalpy of in- or outflowing gas, and dmi the mass flow into (+)
or out of (−) the cylinder. The work δW can be expressed as pdV , where p is the
pressure and V the cylinder volume.
Using the assumptions stated above, Equation 6.1 can be further simplified
to the expressions for the rate of temperature and pressure change presented
in Appendix F. These expressions are integrated to obtain the pressure and
temperature evolution in the cylinder. The quantities p, Tu, Tb, mu, mb and me
are initialized at the time of ignition as described in Appendix F.
6.4 Sub-models
6.4.1 Mass burning rate
Fully developed turbulent combustion
The turbulent combustion model used in this work is based on the entrainment
framework described in section 4.4.2. In GT-Power the burn-up is postulated
to take place at the laminar burning velocity over a length scale typical of the
microscale of turbulence [302]. Therefore, the time constant τb related to the
combustion of entrained mass is given by:
τb = λTul (6.2)
The laminar burning velocity ul is computed using one of the correlations
discussed in Chapter 3. Assuming isotropic turbulence, the Taylor microscale λT
can be calculated from Λ and Ret , using a calibration constant C3 to relate the
Taylor microscale to the integral scale.
λT = C3Λ√Ret (6.3)
Ret = u′Λνu (6.4)
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As mentioned by Verhelst [27], the entrainment framework is used as a
mathematical representation of the effects of a finite turbulent flame thickness δt .
Experimental data of engine combustion indicates an initial increase in turbulent
flame thickness and a final mass burning rate - after all the cylinder charge has been
entrained in the flame, but parcels of unburned gas still remain - well approximated
by an exponential decay [237, 305]. Both observations are reproduced by the
entrainment equations.
The turbulent entrainment velocity ute from Equation 4.10 is obtained from
the turbulent burning velocity correlations described in section 4.4. Note that,
although some models have been developed to predict the turbulent production
velocity utr directly, they will be used to calculate ute within the framework
constituted by Equations 4.10 - 4.11.
As mentioned in section 1.7, combustion in light alcohol engines can occur in two
different flame regimes, depending on the engine operating conditions. However,
as discussed in section 4.2.2, flamelet-like behavior is predominant even in the
intermediate regime. The flamelet models from section 4.4 will thus be used for the
entire range of operating conditions. They are implemented in the form presented
in section 4.5.
Ignition
Since the main interest of QD models is simulating the whole engine cycle, ignition
is generally not modeled at all. Here, the start of combustion is initialized by
assuming the formation of an ignition kernel with a diameter of 1 mm at the time
of ignition. This diameter is comparable to the spark gap width.
This initialization is quite arbitrary and some other options are discussed in a
review by Verhelst and Sheppard [304]. These authors note that when ignition
is not critical (stoichiometric mixture, moderate engine speeds) the simplification
is probably justified. This may be less the case at conditions sensitive to ignition
(diluted mixtures, high engine speeds).
Turbulent flame development
Section 4.3.5 explained how turbulent combustion initially proceeds in a
quasi-laminar fashion. When the flame kernel becomes larger than the smallest
turbulent eddy, the flame front will be wrinkled. Subsequently, the flame front will
gradually become more wrinkled as it experiences a growing spectrum of turbulent
length scales.
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In the Coherent Flame Model this wrinkling process is described by the balance
equation for the flame surface density Σ (Eq. 4.42). Other turbulent combustion
models need an explicit expression to relate the developing turbulent burning
velocity utk to the fully developed value ut . Verhelst [27] identified several flame
development models in the literature:
• Bradley et al. developed an expression based on LDV measurements in their




Where tk is the time elapsed from ignition and τa is a time constant given by
Λ/u′. This equation was later extended to a more generally valid expression
for temporal and spatial flame development, leading to comparable results
in engine simulations [303].
• An empirical expression, based on schlieren and pressure measurements in
an optical engine, was used by Dai et al. [87] in Ford’s GESIM engine code.
utk
ut
= (1−e−r f /rc)( r f
rc
)1/3 (6.6)
Where r f is the flame radius and rc is a critical radius in the order of the
integral length scale.
• Matthews et al. [263] replace the rms turbulent velocity u′ with umax in
Eq. 4.23 of their fractal combustion model. This effective rms turbulent
velocity umax is related to u′ by an expression similar to the second term in
Eq. 6.6.
umax = u′( r fΛ ) (6.7)
• Lipatnikov and Chomiak [144] developed an expression starting from




= (1+ τ ′
tk
[exp(− tk
τ ′ )−1])1/2 (6.8)
Where tk is the time from ignition and the time constant τ ′ is given by
0.55Λ/u′.
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More details regarding the different expressions can be found in [27] or the original
references. Equations 6.6 and 6.7 lead to infinity when r f →∞, whereas the other
expressions have a more realistic asymptotical value of unity [27]. Equations 6.5
and 6.8 have been shown to be similar [144, 303]. Therefore only Eq. 6.8 is used
in this work.
End of combustion
As the flame approaches the walls, increased heat losses to the wall and a declining
spectrum of turbulent scales reduce the mass burning rate until the flame is finally
extinguished [27].
This final combustion rate is characterized by an exponential decay [237], which
is well reproduced by the governing equations of the entrainment framework, even
without the use of a flame-wall interaction model.
However, based on flame front observations in an optical engine Hattrell [303]
found that the entrainment front decelerates near the wall and a flame-wall
interaction model should also be used in entrainment-type combustion models.
Based on the truncation at the wall of the universal flame brush profile observed
by Lipatnikov and Chomiak [144], Hattrell suggests the following expression for
the decrease in combustion rate due to wall proximity:
fw = er f ( rb− r fδt ) (6.9)
Where er f is the error function, rb is the bore radius and δt is the turbulent flame
brush thickness, given by the distance between the entrained and burned gas fronts.
In the current work, the final mass burning rate could be reproduced accurately
without the use of this wall function.
6.4.2 Turbulence
In QD models, a turbulence sub-model is used to provide data characterizing
in-cylinder turbulence, usually turbulent velocity u′ and integral length scale Λ.
Defining and measuring turbulence in engines is not straightforward due to cyclic
variations and bulk flow movements such as swirl, tumble and squish [27, 303]
(see Figure 6.2).
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Turbulentie in motoren 
Bulkbewegingen 
Zuigermachines – Sebastian Verhelst 
Faculteit Ingenieurswetenschappen en Architectuur 
25  Figure 6.2: Bulk flow movements in SI engines [38]
Despite the difficulties in measuring, the consensus is that the rms turbulent
velocity is generally proportional to engine speed and the integral length scale has
been shown to be of the order of the instantaneous chamber height [27, 38, 303].
In the absence of bulk flow movements turbulence is primarily generated by the
intake jet, relaxes during compression and becomes nearly homogeneous, isotropic
and mainly governed by chamber geometry around top dead center [27].
These findings were obtained during experiments in motored engines and the
effects of combustion on turbulence remain unknown [27]. As mentioned in
section 4.2.1, flame generated turbulence can be neglected in SI engines. However,
compression of unburned gas during combustion could enhance u′, but can also
increase dissipation due to high temperatures and viscosities.
GT-Power turbulence model
Many turbulence models have been employed in QD tools: e.g. rapid distortion
[274, 290], K−k [279] and k−ε models [268, 302]. The default turbulence model
in GT-Power is based on the in-cylinder flow model proposed by Morel et al. [306].
In this model the combustion chamber is divided in the 4 flow regions defined in
Figure 6.3: the center, head, piston cup and squish region. In each of these flow
regions the following quantities are determined.
• Axial and radial velocity are calculated based on piston kinematics and mass
conservation.
• Swirl movement is characterized by differential equations for angular
momentum. Swirl is generated by valve flow characterized by the valve
swirl coefficients discussed in section 6.5.
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• u′ and Λ are modeled in each region by a k−ε model
The governing equations include
• Generation of turbulent kinetic energy k by the mean flow through the
valves, by injection and squish motion, the mean strain field including
compression and swirl gradients at the interfaces. The most recent version
of GT-Power also includes expressions for the tumble generated turbulence,
but since no data is available for the bulk flow movements in the modeled
engines, these have not been activated.
• Viscous decay by the turbulent dissipation rate ε .
• Convection between the different zones.
• Length scale limitation by the action of the boundary layers.
The integral length scale is calculated from the k− ε model using the following
expression:
Λ = C3/4µ k3/2
ε
(6.10)
Where Cµ is a modeling constant with a value of 0.09.
Figure 6.3: Flow regions in the turbulence model of GT-Power [302]
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GUEST turbulence model
The empirical turbulence model suggested by Verhelst [27] was also implemented
in the code. This model was based on measurements of the turbulent flow field in
a CFR engine performed by Lancaster [307].
• The integral length scale is assumed constant and equal to one-fifth of the




• u′ linearly decreases with crank angle according to:
u′ = u′T DC (1−0.5θ −36045 ) (6.12)
Where u′T DC is the rms turbulent velocity at TDC, taken to be 0.75 times the
mean piston speed. θ is the crank angle (360 at TDC of compression).
6.4.3 Flame geometry
Like in most QD codes the employed flame geometry submodel assumes spherical
propagation. In the original GUEST code, a disc-shaped combustion chamber
was considered and analytical expressions were used to calculate the flame radius
corresponding to a certain burned gas volume, flame surface area A f between
burned and unburned zones for evaluation of Eq. 4.10 and the contact surface of
the flame with the cylinder walls to calculate the heat transfer.
The current code resorts to the numerical triangulation routines available in
GT-Power. The relevant volumes and areas are calculated by dividing the chamber
and flame into many small regular surface elements (triangular, polyhedral) for
which volume and area are easily calculated. This way, complex chamber
geometries can be investigated as well. GT-Power lets the user describe the
geometry in terms of head dome and piston cup center, diameter and height or
interprets 3D STL (Stereolithography) files of the head and piston geometry. The
flame is assumed to be centered at the spark plug, but can also be made to travel
towards the chamber center.
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6.4.4 Heat transfer
In Eq. 6.1 and the derived equations in Appendix F, the instantaneous heat transfer
between the cylinder charge and combustion chamber walls is needed. For SI
engines, the heat loss due to radiation is neglected and the instantaneous heat
transfer can be expressed as [113]:
dQ
dt
= hA(T −Twall) (6.13)
Where h is the average convection coefficient, A is the wall surface area, T is
the bulk gas temperature and Twall is the wall temperature averaged over the heat
transfer surface. In GT-Power, Eq. 6.13 is solved separately for the burned and
unburned gas zone. Also, different wall temperatures can be set for the piston,
head and liner surfaces.
Several models exist for evaluating the heat transfer coefficient h. A good overview
of the different models and associated assumptions can be found in [113]. Most
models in literature are based on the Reynolds analogy, describing the analogous
behavior of heat and momentum transfer. In terms of relevant non-dimensional
numbers this is expressed as follows:
Nu = a ·Reb ·Prc (6.14)
The Nusselt, Reynolds and Prandtl numbers are defined as follows
Nu = h ·Lκ (6.15)
Re = V ·Lν (6.16)
Pr = ρ ·ν ·cpκ (6.17)
where κ is the thermal conductivity, L is the thickness of the hydraulic boundary
layer and V is a characteristic velocity.
Where in GUEST only the classic heat transfer model of Annand was
implemented, GT-Power offers the choice between various models including the
flow heat transfer model of Morel et al. [306], the model of Hohenberg et al. [308]
and several variations on the Woschni correlation [309].
In his Ph.D. thesis on the development of a fuel-independent heat transfer
correlation, Demuynck investigated the performance of existing heat transfer
models for methanol-fueled engines [113]. This work showed that, if properly
calibrated, the Woschni correlation could accurately reproduce the heat flux trace
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at a certain operating point (see Figure 2.16). However, the model failed to predict
trends in peak and total heat flux for large variation in equivalence ratio (see Figure
2.17). Throughout this work, the classic Woschni model was employed. The
improved model formulation suggested by Demuynck has not been evaluated yet.
Using parameters from models which describe the heat transfer of flows in tubes
(a=0.045, b=0.8) and using certain assumptions for the gas properties, Woschni
converted Equation 6.14 to
h =Chtr ·aWo ·B−0.2 · p0.8 ·v0.8 ·T−0.53 (6.18)
Where Chtr is the heat transfer multiplier, used to calibrate the model. In the
current implementation it has a separate value during compression, combustion
and expansion. aWo is a constant determined by Woschni, B is the bore and the
characteristic velocity v is given by
v = c1 · u¯piston+c2 · Vd ·Trpr ·Vr ·(p− pm) (6.19)
Where:
• c1 and c2 are according to Table 6.1
• subscript r denotes a reference state, IVC in this case
• pm is the in-cylinder pressure under motored conditions
Table 6.1: Coefficients c1 and c2 in the Woschni model
Period c1 c2
gas exchange 6.18 0
compression 2.28 0
combustion 2.28 3.24 · 10−3
expansion 2.28 3.24 · 10−3
The assumptions for gas properties employed by Woschni are strictly only valid
for air, but have been confirmed by Demuynck to lead to negligible errors for




Properties of burned and unburned gases such as thermal conductivity κ , kinematic
viscosity ν and heat capacity cp are calculated using the property database
of GT-Power in combination with the mixing rules based on mass fraction.
Demuynck [113] reported that the mixing rules described in [310] are actually
more correct. The property database in GT-Power builds on several authoritative
sources (e.g. [38, 310]), is well validated and has a broad validity range (T ,
p), especially for the 11 equilibrium products of hydrocarbon combustion (CO2,
H2O, N2, O2, CO, H2, H, O, OH, NO, N). For these key species, the property
polynomials were compared against results from the DIPPR database and good
agreement was found [311].
For methanol and ethanol vapor, however, the validity range of the polynomials
was quite limited (e.g. maximum 600 K for cp of methanol). Therefore, the
database was extended by using the polynomials of Reid for ν (valid up to 2600
K) and κ (valid up to 1300 K), and those from the chemical kinetic mechanisms
of Li et al. [180, 202] for Cp. In case the validity of the polynomials for κ needs
to be extended, this property can be calculated from ν and cp using the method of
Chung et al. described in [310].
The Lewis number Le, used in several turbulent burning velocity expressions,
is calculated by taking the mass diffusivity of the deficient reactant (oxygen in
rich conditions, (m)ethanol in lean conditions) in nitrogen using the expression of
Fuller et al. in [310].
6.4.6 Burned gas composition
By default, GT-Power predicts the engine-out products of combustion using
equilibrium chemistry. Selected species can be calculated using chemical kinetics.
• The ‘thermal’ NOx emission formation is described by the extended
Zel’dovich mechanism [38]. The Fenimore mechanism, which describes
the NOx mechanism through a HC-N2 route is not considered, but is usually
only of secondary importance [312]
• By default CO is calculated using the equilibrium chemistry. Additionally
it can be predicted according to the following mechanism developed for
homogeneous combustion [38]
K f ormation = A ·6.76·107 ·e TB·1102 (6.20)
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Where A is a pre-exponential multiplier and B is the activation temperature
multiplier, used for calibrating the model.
• Unburned hydrocarbons (alcohols in this case) are mainly caused by fuel-air
mixture being pushed in the top land crevice and remaining there throughout
compression [38]. In GT-Power a crevice volume model is used to calculate
the amount of trapped mixture. During expansion this mixture then re-enters
the main cylinder volume and is combusted according to a simple kinetic
model [302].
• Particular pollutants from alcohol engines are aldehydes. Formaldehyde
and acetaldehyde are believed to originate from the oxidation of unburned
methanol and ethanol during the exhaust stroke [8]. Yano et al. used
a detailed chemical kinetic reaction scheme of methanol oxidation to
investigate the formaldehyde formation mechanism [313]. They concluded
that neither chemical equilibrium nor in-flame chemistry can explain the
measured levels of formaldehyde emissions. Instead, the partial oxidation
of unburned methanol during the exhaust stroke is the main source of
formaldehyde. The authors also noted that it was important to include
the N-series reactions involving NO and NO2 in the methanol oxidation
scheme. An accumulation of formaldehyde was reported for exhaust
gas temperatures between 400 and 600 ○C. Later work by the same
authors yielded similar conclusions for the formation of acetaldehyde
from ethanol oxidation [71]. The validity of this modeling approach
was confirmed by Kusaka et al., who successfully predicted the emission
of unburned methanol and formaldehyde from a glow-assisted methanol
compression-ignition engine [314].
More recently, Wei et al. investigated the formaldehyde formation during
engine tests with M10 mixtures [73]. The formaldehyde levels were found to
increase with engine speed and exhaust temperature. The authors concluded
that formaldehyde formation depends on the temperature and residence time
of unburned methanol in the hot environment of the cylinder, exhaust port
and pipes. They suggested the consumption path of CH2O is oxidation
to CO, while formaldehyde is mainly generated from partial oxidation of
CH3OH. From chemical kinetics considerations they derived that formed
formaldehyde will be frozen for exhaust temperatures lower than 1000 K.
Zhang et al. developed a detailed oxidation mechanism for the prediction of
formaldehyde emissions from methanol-gasoline SI engines [95].
Since our experimental equipment did not allow accurate CO and UHC
measurements, the prediction models were not evaluated for these pollutants.
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6.4.7 Direct injection
Whereas in this work only PFI engines are considered, the simulation code will be
extended to DI engines in the future. As explained in section 1.5.5, direct injection
is especially interesting for alcohol-fueled engines since it enables to maximize
the evaporative cooling effect. For this reason, an engine bench is currently under
construction with a turbocharged, direct injection four-cylinder Volvo 1.6 l GTDi
engine.
When extending the code to direct-injection, the following physical phenomena
will have to be modeled:
• Fuel impingement on the wall: Just like PFI engine models need a fuel
puddling submodel (see section 6.5), DI engine models require a description
of cylinder wall wetting and subsequent fuel evaporation. Marriott et
al. report this is particularly important for fuels with a high latent heat of
vaporization such as light alcohols [103]. Failing to model these phenomena
will result in an overestimation of volumetric efficiency and incorrect wall
heat transfer predictions. Marriott proposes a simple model based on
geometrical and empirical spray parameters implemented using control
templates in GT-Power.
• Turbulence generation by injection: Fuel injection will influence the
in-cylinder bulk flow movements and turbulence. The k − ε formulation
of GT-Power takes this into account by considering the kinetic energy
generation by injection [302]. Watanabe et al. report that direct injection can
generate significant bulk flow movements and proposes a model for injection
generated tumble in SI engines [315].
• Mixture inhomogeneity: In direct injection engines with late injection
mixture stratification can occur. This will affect the combustion rate through
changes in the laminar burning velocity associated with inhomogeneous
fuel-air equivalence ratio φ . GT-Power offers the option to prescribe a
radial distribution of the entrained equivalence ratio, directly affecting the
local value of ul [302]. Watanabe propose to calculate an averaged ul
based on a normal φ distribution in the cylinder [315]. D’Errico et al. go
further and predict the non-homogeneous distribution based on models for
spray break-up, droplet evaporation and air entrainment previously used to
describe direct injection diesel sprays [316].
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6.4.8 Blow-by
A blow-by model is required to determine the mass leaving or entering the cylinder
(dml/dθ in Appendix F). Some research engines with optical access have been
reported to display up to 10% blow-by [303]. Even for production engines with
low blow-by rates, the mass trapped in the top land crevice can be considerable at
certain times in the cycle. This mass may burn late in the cycle or not burn at all,
contributing to UHC emissions [304].
Blow-by models of various complexity exist. Most assume that the flow into the
top land crevice and ring pack can be represented by inviscid and isentropic flow
through a number of volume and orifices connected in series [303]. A blow-by
model can be constructed in GT-Power, but it takes the blow-by mass in equal
proportions from the burned and unburned zone, while in engines with central
ignition, crevice mass is mostly unburned mixture [303].
Hattrell reports the best way to calibrate a blow-by model is by using motored
pressure traces at various intake pressures, with the peak cylinder pressure similar
to the values in fired operation [303].
Since no such calibration could be done for the test engines used in this work,
blow-by was neglected. Instead the effects of blow-by and incomplete combustion
were lumped to some degree in the heat transfer model as will be explained in
section 6.6.2.
6.5 Breathing cycle
Although the primary focus of the current Ph.D. research was on power cycle
modeling, some work has also been performed on modeling the gas dynamics
during the breathing cycle. The one-dimensional fluid dynamics routines of
GT-Power were used to build models of the intake and exhaust geometries of the
test engines described in 2.2. The theoretical concepts behind these routines are
well described in [302]. The current discussion focuses on the methodology to
build, calibrate and validate the open cycle models used in this research. Most
of this work was completed within the framework of Master’s theses under the
guidance of the current author [299, 317]. Additionally an uncertainty analysis
was performed by the current author. Particularities for models of alcohol-fueled
engines are treated in more detail.
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6.5.1 Model build-up
To build the open-cycle models the following data is needed:
• Engine characteristics and cylinder geometry: e.g. number of cylinders,
bore, compression ratio, etc. (see Table 2.1).
• Intake and exhaust geometry: the geometry of all components such as
manifolds, pipes, runners, etc.
• Throttles: discharge coefficient versus throttle angle
• Fuel injectors: location and timing
• Intake and exhaust valve: dimensions, lift profiles, discharge coefficient,
swirl and tumble coefficients (see below).
To calibrate the model, the following data was measured at various operating
points, including wide open throttle:
• Mass flow of air for the determination of the volumetric efficiency ηv:
ηv = 2m˙airρrVsN (6.21)
Where m˙air is the mass air flow, ρr the density of air at reference conditions,
Vs the swept volume and N the engine speed.
• Crank angle resolved intake, cylinder and exhaust pressure. The intake and
exhaust pressure are measured close to the cylinder.
• p and T in the intake and exhaust buffer vessels. These serve as boundary
conditions for the simulation.
• Mean intake and exhaust temperatures at the same location as the intake and
exhaust pressures.
Most of the intake and exhaust geometry is readily available. Throttle discharge
coefficients can be deduced from air flow measurements on the engine in motored
conditions, with the throttle in various positions. The lift profile of the valves was
determined by measuring the cam profile and valve lash [299]. Lash, however,
depends on the operating conditions and thus presents some uncertainty (see
section 6.5.4).
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Figure 6.4: Valve curtain area used as reference area for the valve CD (=piD0L)
The cylinder port and intake valves constitute the main flow restriction in the
intake. Since the flow through these components cannot be one-dimensionally
described, it is characterized by the coefficient of discharge (CD). The CD
represents the ratio of the real flow through the valve to the theoretical value if
incompressible flow is assumed [38]. It can also be thought of as the ratio of
the effective flow area (taking into account flow separation) to the geometrical
reference flow area. In this work the valve curtain area is selected as the reference
area (see Figure 6.4).
Because it is very difficult to measure the instantaneous mass flow rate through
the valves, the CDs are usually measured on a steady-state flowbench. It has been
shown that over the normal engine speed range, steady flow CDs can be used to
predict the dynamic engine performance with reasonable precision [38]. Figure 6.5
illustrates the principle of a flowbench. It consists of a settling tank on which the
cylinder head is mounted. A constant pressure difference in created between the
atmosphere and the settling chamber, and the mass flow is determined at different
lift heights of the valve.
Hoofdstuk 4
Flowbench
4.1 Doel en principie¨le werking van een flowbench
Het bepalen van de eerder besproken discharge coefficient kan gebeuren door middel van
een steady state flowbench. Veel flowbenches worden gebruikt voor relatieve metingen en
niet voor absolute metingen zoals in deze thesis gewenst is. Met relatieve metingen wordt
bedoeld dat voor verschillende cilinders het massa- of volumedebiet opgemeten wordt en
deze vergeleken worden met elkaar. Bij de vergelijking van de resultaten is het hierbij niet
noodzakelijk dat het massadebiet exact gekend is. Bij de absolute meting wordt bedoeld dat
het massadebiet wel exact bepaald wordt zodat de discharge coefficient voldoende nauwkeurig
kan berekend worden.
Figuur 4.1: Steady state flowbench [32]
In figuur 4.1 is het principe van de steady state flowbench weergegeven. Een flowbench
bestaat uit een meetkast (settling tank) waarop het te testen onderdeel gemonteerd wordt.
Een luchtbron zorgt voor de stroming van lucht door de cilinder en meetkast terwijl een
debietmeter het debiet opmeet dat door de flowbench stroomt. De manometer wordt gebruikt
om de verschildruk over de cilinder op te meten. Bij het bepalen van de discharge coefficient
kan de verschildruk over het onderdeel constant gehouden worden of kan er gekozen worden
om een constant debiet door het onderdeel te laten stromen. Na de keuze van de parameter
24
Figure 6.5: Principle of a steady-state flowbench [317]
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In the course of this work a steady state flow bench was created to measure the CDs
for the different engines. Construction, calibration and validation of this flowbench
are extensively described in [299, 317]. Figure 6.6 shows the realized flowbench.
For compactness, the mass flow is measured using calibrated orifices.
Hoofdstuk 4. Flowbench







Figuur 4.10: Voorwaartse stromingsrichting
Meetopeningen
Bij de ratiometrische verschildrukmeting zijn verschillende meetopeningen nodig. Naarge-
lang het debiet moeten de gewenste openingen geopend of afgedicht worden. De diame-
ter van de verschillende openingen met hun respectievelijke letter zijn allen weergegeven in
tabel 4.2. In de tabel wordt voor beide stromingsrichtingen het meetbereik voor het debiet
voor elke meetopening vermeld. De bovengrens van dit meetbereik wordt telkens bepaald
door het maximaal meetbare drukverschil over de meetopening. Dit drukverschil bedraagt
150 cm waterkolom. Per opening wordt er een onderscheid gemaakt tussen de voorwaartse en
tegengestelde stromingsrichting daar deze afzonderlijk gekalibreerd worden (paragraaf 4.6).
Het debietbereik voor opening A wordt niet vermeld omdat het momenteel niet mogelijk is
deze meetopening voldoende nauwkeurig te kalibreren. Meer informatie omtrent de kalibratie
van de meetopeningen is terug te vinden in paragraaf 4.6.
Bij een debiet groter dan het maximale debiet door opening D kunnen verschillende meet-
openingen in parallel geplaatst worden. Het debietbereik voor deze combinaties is dan de
som van de bereiken van de afzonderlijke openingen. Het opmeten van het debiet gebeurt
door een drukverschil op te meten over de plaat met meetopeningen (figuur 4.9). Aan de
meetopeningen werden nog een aantal eisen gesteld, namelijk:
 afschuining stroomafwaarts van de meetopening;
 scherpe rand stroomopwaarts van de meetopening;
 rondheid van de meetopening, dit is belangrijker dan de werkelijke diameter.
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Figure 6.6: Steady-state flowbench used in this work [317]
Figure 6.7 shows the resulting CD as function of valve lift for the intake valve
of the Audi engine (forward flow direction). The estimated error bands are also
shown. At low valve lifts, the high relative air mass flow error makes for broad
error bands. The steps in the CD profile are due to subsequent flow separation and
reattachment. The measured valve discharge coefficients of engines modeled in



















Valve lift [mm] 
Figure 6.7: Measured intake valve CD of the Audi engine in forward flow direction (full
line) and estimated error bands (dashed lines). At low valve lifts the error on CD mounts
to 20% [317]
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As proposed in [299], the current flowbench can be extended to characterize
in-cylinder tumble and swirl movements, which will influence combustion (see
Figure 6.2). For the current work, however, no such measurements were available.
As discussed in section 6.6.3, this will increase the uncertainty on the combustion
simulations.
To conclude this section, Figure 6.8 illustrates how the entire geometry of the Audi
engine can be modeled using the templates available in GT-Power.
Figure 6.8: GT-Power representation of the intake and exhaust geometry of the Audi
engine.
6.5.2 Calibration
The gas dynamics models were calibrated according to the following procedure:
• First a three pressure analysis (TPA) model is calibrated. In a three pressure
analysis model, only the intake and exhaust ports, the valves and cylinder are
included. The measured crank angle resolved intake and exhaust pressure,
as well as the average intake and exhaust temperature are set as boundary
conditions (see Figure 6.9).
• Once the three pressure analysis model is calibrated, the full intake and
exhaust geometry can be added.
• Quantities are calibrated in the following order:
1. Manifold air pressure (only in multi-cylinder engines)
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Figure 6.9: TPA model of the CFR engine. The controls within the blue dashed rectangle
are used to control the intake mixture temperature. Those within the red rectangle ensure
the numerical stability of the simulation.
2. Volumetric efficiency: This quantity should correspond within 5%
(relative) for the entire range of conditions [299]. The main factors
influencing volumetric efficiency (VE) are treated in section 6.5.4 and
discussed in [299]. One particular area of attention for fuels with high
evaporation enthalpy, such as methanol and ethanol, is fuel puddling
(see section 6.5.3).
3. Cylinder pressure during compression
4. Intake and exhaust pressure trace
• To reduce the level of uncertainty regarding the effects of injection
(puddling) and combustion, the models were first calibrated for motored
experiments.
6.5.3 Effect of alcohol injection on the volumetric efficiency
When fuel is injected in a port-fuel injection (PFI) engine, two effects are at play.
• Upon injection of fuel, part of it vaporizes and replaces air in the vicinity of
the injector, reducing VE.
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• The charge cooling effect of fuel vaporization will make for a more dense
mixture, increasing VE. This effect is partly negated by the subsequent
stronger heat transfer from the walls to the (cooler) mixture.
The balance between these effects is determined by the stoichiometric air-to-fuel
ratio, the vapor density and especially the heat of vaporization. In PFI engines
running on gasoline, these effects have been shown to be balanced [302]. At
most, a modest increase in VE can be expected [38]. For gasoline engines, the
volumetric efficiency predicted by steady-state engine simulations will thus be
rather insensitive to how much fuel is vaporized during the intake stroke, and how
much during compression.
In alcohol fueled engines, on the other hand, the particular characteristics of the
fuel (see Table 1.1) cause the cooling effect to be dominant, so this needs to be
represented in the simulation model [299].
In GT-Power, the standard way to deal with fuel vaporization is to impose the
fraction of fuel that is vaporized upon injection [302]. This fraction (30% by
default) will contribute to mixture cooling. The compliment of this fraction is
assumed to remain in liquid suspension until just before ignition.
Figure 6.10 and 6.11 show the measured and predicted VE and intake temperature
from the full geometry gas dynamics model of the Audi engine [299]. To illustrate
the vaporization cooling effect, 30% of the fuel is assumed to vaporize upon
injection for both gasoline and methanol. The intake runner wall temperature
was set to 410 K to match the measured intake mixture temperature in the
gasoline case. The volumetric effiency for methanol operation is seen to be
significantly overestimated due to the underpredicted intake temperature. This
was also reported by Lauer et al. for simulations of PFI E85 engines [102].
The predicted mixture cooling by methanol evaporation can be reduced by setting
the vaporized fuel fraction to a lower value. However, the resulting higher liquid
fuel fraction in suspension leads to wrong pressure prediction during compression.
The reason for this is the way GT-Power calculates the ratio of specific heats γ =
cp/cv. This ratio is decisive for the pressure rise during compression, as can be






In reality the end pressure will be lower due to the effects of heat transfer, but still γ
has an important influence. In GT-Power γ is calculated as the weighted average of
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Figure 6.10: Measured and predicted VE for the Audi engine if 30% of the injected fuel is
assumed to vaporize immediately. The VE of methanol is overestimated [299].
Figure 6.11: Measured and predicted intake mixture temperature for the Audi engine if
30% of the injected fuel is assumed to vaporize immediately. The charge cooling is
overestimated in the case of methanol [299].
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the gaseous and liquid mixture components’ γ . As opposed to gasoline, the cp (and
thus γ) of gaseous and liquid methanol differ a lot (see Figure 6.12). Imposing that
none of the fuel will evaporate until ignition, will thus lead to an underestimation
of the compression slope for methanol. This is exemplified in Figure 6.13 which
shows a measured and predicted p-V diagram in logarithmic coordinates for the
CFR engine. In case the vaporized fuel fraction is 0%, the predicted compression
slope is too low. When 100% of the fuel is assumed to be evaporated, the simulated
compression slope matches the measured trend, while the absolute pressure level
















Methanol vapor Methanol liquid
Iso-octane vapor Iso-octane liquid
Figure 6.12: The cp of methanol is more dependent on the state (liquid or vapor) than that
of gasoline (represented by iso-octane) [299]
Figure 6.13: Measured and predicted p-V diagram in logarithmic scale for the CFR
engine. The vaporized methanol fraction influences the predicted compression slope [299].
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So for methanol, a low setting of the vaporized fuel fraction leads to an
underpredicted compression slope, while a high setting causes the VE to be
overestimated. In reality, however, other phenomena are at play. Charge cooling is
limited because part of the vaporization heat is absorbed from the engine structure
(intake port and valves). This is especially the case when a puddle is formed on
the intake port wall [102].
Generally, the injected fuel can be categorized in three components: immediately
vaporized fuel, liquid fuel in suspension and a liquid fraction on the intake port
wall (see Figure 6.14). For PFI gasoline engines, 10-20% of the fuel vaporizes
instantly, 50-60% vaporizes from the liquid fuel film and the rest stays in liquid
suspension [318]. Since light alcohols have a lower vapor pressure, are less volatile
and need to be injected at higher volumetric flow rates than gasoline, the fraction
of fuel in the liquid film can be expected to be higher.
Figure 6.14: Injected fuel can be categorized into a fraction that immediately vaporizes,
liquid fuel in suspension and a liquid fuel film on the intake port wall.
GT-Power offers the ability to model fuel deposition, evaporation, droplet
entrainment and transport of liquid fuel to the cylinder by shear forces, thanks
to the model described in [319]. This model is generally only required to
study transient phenomena, but proved crucial to accurately predict the VE in
alcohol-fueled engines [299].
The model was successfully used to predict both VE and compression slope
in the gas dynamics models used for this work [317]. Figure 6.15 shows the
predicted volumetric efficiency for methanol operation on the Audi engine when
the puddling model is used. Two scenarios are shown: one with the intake wall
temperature identical to the gasoline model (410 K) and one with a lower wall
temperature due to film cooling (380 K). In the future, the intake wall temperature
should be measured to ease the calibration of the puddling model. Figure 6.16
illustrates that using the puddling model also leads to correct prediction of the
cylinder pressure during compression for the CFR engine model.
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Figure 6.15: Measured and predicted VE for the Audi engine with the puddling model
activated. The simulation matches the experiment within 5% [299].
Figure 6.16: Measured and predicted p-V diagram in logarithmic scale for the CFR




The input data for a breathing cycle simulation are not perfectly known. Even
geometric data, such as valve lash, can slightly vary throughout the engine
operating range (for example due to thermal expansion). An analysis was
conducted to understand how sensitive the main results of the breathing cycle
simulation (VE, internal EGR%) are to small changes in the input parameters.
The considered parameters are listed in Table 6.2. The range in which they have
been varied represents a worst case estimation of the uncertainty on their value.
Table 6.2: Parameter values for the breathing cycle sensitivity analysis
Parameter average base value ∆
average intake pressure 1.05 bar + 0.005 bar
average exhaust pressure 1.08 bar + 0.005 bar
initial valve lash 0.1 mm + 0.1 mm
exhaust valve lash 0.1 mm + 0.1 mm
intake valve CD 0.7 + 20%
exhaust valve CD 0.7 + 20%
intake wall temperature 410 K + 50 K
IVC 610 °ca ATDC + 5 °ca
EVC 377 °ca ATDC + 5 °ca
intake runner length 160 mm + 10 mm
The sensitivity analysis was performed using a full geometry model of the Audi
engine [299]. Since the results of the breathing cycle are very engine speed


































Figure 6.17: Relative change in predicted VE caused by the intake related uncertainties in
Table 6.2






























Figure 6.18: Relative change in predicted VE caused by the exhaust related uncertainties
in Table 6.2
Figures 6.17 and 6.18 show how the predicted VE (average base value = 73%) is
affected by uncertainties in intake and exhaust related parameters respectively. The
volumetric efficiency is seen to be mainly affected by the geometry and boundary
conditions at the intake. The effect of the intake valve CD grows with engine rpm.
A small increase in intake valve lash leads to higher VE at low rpm and reduced
VE at high engine speeds. A later intake valve closing (IVC) timing has the reverse
effect. The effect of uncertainties on the intake runner length and average intake
pressure are limited. An increase in intake wall temperature of 50 K will result in
a relative reduction of VE over the entire range of engine speeds.
For the predicted EGR%, intake related uncertainties that decrease the volumetric
efficiency, increase the internal EGR% (base value = 4%). This is a result of the
increased share of the residual gas if the amount of fresh mixture in the cylinder is
lowered (see 6.19). For most exhaust related uncertainties, the influence is limited
to a ± 5% relative change in internal EGR fraction, whereas a larger exhaust valve
lash is seen to increase the EGR fraction by up to 20% at 2000 rpm (see Figure
6.20). This is the result of a compression wave at the exhaust just before the
exhaust valve closes.
From the present sensitivity analysis it can be concluded that the predicted VE and
internal EGR% are mainly affected by uncertainties in valve timing and discharge
coefficients. These can lead to relative errors in predicted volumetric efficiency of





































Figure 6.19: Relative change in predicted internal EGR% caused by the intake related
































Figure 6.20: Relative change in predicted internal EGR% caused by the exhaust related
uncertainties in Table 6.2
6.5.5 Validation
Validation of the developed full geometry gas dynamics models of the CFR and
Audi engine are discussed in [299, 317]. In this work TPA models were used to
provide boundary conditions for the closed cycle simulation (internal EGR%, u′
and Λ at intake valve closure).
Figure 6.21 shows the estimated internal EGR% in the CFR engine as a function
of compression ratio and throttle position. The predicted EGR% is independent of
φ and ignition timing (not shown here). It can be seen that the throttle position is
the decisive factor. Closing the throttle (fully closed=90°) reduces the amount of
fresh mixture in the cylinder, increasing the share of residual gas.
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Figure 6.22 summarizes the results for the Audi engine. The internal EGR% is
also mainly determined by the throttle position. The normalized rms turbulent
velocity (normalized by mean piston speed) is lowered by closing the throttle
because this reduces the amount of kinetic energy originating from the main flow.
Since the normalized u′ is almost independent of engine speed, the predicted u′
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Figure 6.22: The estimated internal EGR% and normalized u′ in the Audi engine are




In order to construct a power cycle model for a specific engine, the following data
is needed:
• Geometry: Compression ratio, spark plug position, dimensions of the
cylinder head and piston, etc. are usually readily available from technical
drawings or can be measured on the engine (see Table 2.1).
• Operating conditions: Engine speed, spark timing, equivalence ratio, etc.
are controlled during an experiment. For the validation measurements used
here, the operating conditions are summarized in Appendix A.
• Trapped conditions: The amount and composition of fresh mixture
is obtained from the air and fuel flow meter readouts. The level of
internal EGR is estimated from gas dynamics simulations (TPA, section
6.5). External EGR mass flow is calculated according to Eq. 2.1.
Initial in-cylinder pressure is taken from the measured pressure trace.
Alternatively, fresh mixture mass and composition, as well as initial pressure
can be obtained from TPA or full geometry gas dynamics.
• Initial turbulence conditions: The k−ε model in GT-Power requires initial
estimates for u′, Λ, swirl and tumble number. These could be obtained from
TPA analyses. Swirl and tumble were ignored since no valve swirl and
tumble coefficients were available for the investigated engines (see section
6.5).
• Surface temperature: For the wall heat transfer calculation, estimations are
needed for the surface temperature of cylinder head, liner and piston. In the
CFR engine model, all surface temperatures are set to the measured average
cylinder liner surface temperature [113]. For the other engine models,
values recommended in the GT-Power manual [302] are used: Thead= 550
K, Tpiston= 590 K, Tliner= 450 K.
Additionally, some data is needed to calibrate the model:
• Instantaneous cylinder pressure trace: This data is crucial since it
is required to calculate the ’experimental’ mass burning rate, which is
to be matched by the predictive combustion model (see section 6.6.2).
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Additionally, the pressure during compression and expansion is used to
calibrate the heat transfer model.
• Instantaneous heat flux trace: For the CFR engine, local heat flux is
available as an extra means to calibrate the heat transfer model
• Torque: If one is interested in the brake power and efficiency, measured
torque can be used to calibrate a friction model in GT-Power.
All this information can be introduced in the ‘cyl’ and ‘engine’ templates of
GT-Power to construct a stand-alone cylinder model (see Figure 6.23).
Figure 6.23: Stand-alone cylinder model for power cycle simulation in GT-Power
6.6.2 Calibration
Before the code can be used to simulate a certain engine, a single set of calibration
constants must be determined for the heat transfer, flame development and
turbulent combustion model. In this work, the model is calibrated in a single
operating point and the calibration constants are kept constant for other conditions.
The calibration condition is marked in Appendix A and is usually in the middle of
the explored parameter space.
Measured burn rate
The first step in calibrating a predictive combustion model is to calculate the
‘measured’ burn rate the model should match. The way this is implemented in
GT-Power is by performing a ‘reverse run’ using the same QD framework and
submodels as discussed in sections 6.3 and 6.4, where the cylinder pressure is
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Figure 6.24: Example of a pressure trace measured on the CFR engine and the
corresponding mass burning rate (condition 1 in Table A.3)
In a reverse run, the amount of fuel that is transferred from unburned to burned
zone is iterated within each time step to make the cylinder pressure match the
measured value. The burn rate calculation can be either performed in a stand-alone
cylinder model or as part of the TPA analysis from section 6.5. To minimize error
accumulation due to incorrect volumetric efficiency predictions, the stand-alone
option using the measured volumetric efficiency was preferred here. Figure 6.24
illustrates the input and result of a ’reverse run’.
The burn rate calculation tool also performs some input data consistency checks
to make sure measurement data are reliable. These include measures such as
cumulative burn rate during compression, unrealistic temperature at IVC, pressure
trace smoothness and the lower heating value (LHV) multiplier.
The LHV multiplier is perhaps the single most important consistency measure.
During a burn rate analysis, there will always be some cumulative error causing
the predicted total amount of burned fuel to differ from the real available fuel mass
in the cylinder. the LHV multiplier is defined as:
LHV multiplier = predicted total burned fuel mass
experimental total burned fuel mass
(6.23)
It represents the ratio by which the fuel LHV should be adjusted so that
the predicted cumulative energy matches the fuel energy when performing an
in-cylinder energy balance. Figure 6.25 illustrates the difference between the
total burned fuel mass predicted from an in-cylinder energy balance (cumulative
energy) and the total fuel energy injected (total fuel energy).
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Figure 6.25: In-cylinder energy balance during a reverse-analysis (condition 1 in Table
A.3)
Sensitivity analysis (not presented here) showed that the measured burn rate is
particularly sensitive to the amount of in-cylinder mass, blow-by rate and wall
heat transfer. As mentioned below, the wall heat transfer model is calibrated while
performing the heat release analysis.
Heat transfer multipliers
After determining the measured burn rate profile using a reverse run, GT-Power
performs a forward run using this profile, normalized by the cumulative measured
burn rate, as the prescribed mass burning rate. A lower heating value multiplier
higher than unity will result in an underestimation of the peak cylinder pressure
and vice versa. The resulting pressure trace can be compared to the measured
value to calibrate the heat transfer multipliers:
• compression: the multiplier is calibrated by matching the cylinder pressure
from IVC till spark timing. Alternatively, measured motored pressure traces
can be used.
• combustion: the heat transfer multiplier during combustion is used to tweak
the in-cylinder energy balance of the reverse run, ensuring that the LHV
multiplier is close to 1. This way the cylinder pressure trace predicted by
the forward run will match the measured trace. For the CFR engine, the
measured heat flux can be used to check the calibration as well. Note that
the measured heat flux can be expected to be lower than the predicted value,
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since the effects of blow-by and incomplete combustion are lumped into the
heat transfer multiplier.
• expansion: the multiplier is calibrated by matching the cylinder pressure
during expansion.
Figure 6.26 illustrates the above by showing the effect of increasing the different
multipliers by 300% compared to their calibrated value. The multiplier during
combustion can be seen to be the most important.
Figure 6.26: Effect of tripling the heat transfer multiplier values on the predicted cylinder
pressure. The multiplier during combustion is most crucial. (condition 1 in Table A.3)
Combustion model multipliers
Three constants need to be calibrated for the turbulent combustion model:
• C1 associated with the flame development model. Increasing its value
extends the flame development period and slows down the initial combustion
rate.
• C2 regulating the turbulent mass entrainment rate. A higher value for C2
leads to a steeper rise in mass fraction burned versus time.
• C3 associated with the burn-up time constant τb (Eq. 4.11). Augmenting C3
lengthens the burn-up time and shifts the mass fraction burned curve to the
right (see Figure 6.27).
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Figure 6.27 illustrates the above by showing the effect of increasing the three
constants by 50% compared to their calibrated value. It is clear that the constants
cannot be calibrated independently. For example, the C1 cannot be simply
calibrated against measured ignition delay, because the flame development model
will also affect the main combustion duration (Eq. 6.8). Therefore, the following
calibration procedure is adopted [302].
• Set all multipliers to 1
• Pick a few operation points with a high ignition delay and try to find a value
of C1 in order to make the ignition delay prediction acceptable (e.g. within
2 ○ca).
• C2 and C3 are optimized simultaneously be minimizing the root mean square
(RMS) error between measured and calculated normalized burn rate using
the Response Surface Methods described in section 2.2.3. Simulations are
run with values for C2 and C3 varying in a certain range. Then a response
surface is fitted to the RMS burn rate error. If a minimum is found, the
corresponding values for C2 and C3 are used. If not, their range is extended
and the step is repeated.
• The procedure is repeated from step 2 with the new values for C2 and C3.
Figure 6.27: Effect of changing the combustion model constants by 50% on the predicted
mass fraction burned (condition 1 in Table A.3)
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6.6.3 Sensitivity analysis
The input data for a closed cycle simulation are always subject to some uncertainty.
Some parameters, such as volumetric efficiency, external EGR% and cylinder
pressure at IVC can be measured experimentally (error analysis in Appendix A.2).
Others, such as internal EGR%, Λ and u′ are difficult to measure and must be
estimated from a TPA simulation (section 6.5).
An analysis was conducted to determine how sensitive the results of the power
cycle code were to small changes in the input parameters. The following
parameters have been investigated:
• Position and volume of the initial flame kernel
• Position of the flame center: GT-Power allows the flame center to travel
towards the center of the combustion chamber. This movement has been
reported during experiments in optical engines [303]. Two scenarios have
been investigated: no movement (base conditions) and almost immediate
movement.
• Compression ratio and head dome height: these geometrical parameters are
usually well known for production engines but for the research engines used
here, there is some uncertainty.
• Volumetric efficiency: both measurement (A.2) and estimation from TPA
(6.5.4) induce some error.
• ul and EGR%: because ul correlations have not been validated at engine-like
conditions, some divergence is to be expected. The large uncertainty
on estimated internal and measured external EGR% will influence ul and
in-cylinder mass significantly.
• Heat transfer: for most engines, there is no direct measure of the wall heat
transfer rate and a multiplier is used to calibrate the heat transfer at one
operating point (see section 6.6.2). Demuynck [113] illustrated that for
methanol large variations in φ can lead to under/overestimations of the heat
transfer rate by the Woschni model of up to 50% (see Figure 2.17).
The sensitivity analysis has been performed using a closed cycle model of the Audi
engine, with the methanol ul correlation developed in Chapter 3 and the ute model
of Zimont (section 4.4.8). The different parameters have been varied in a range
that represents a reasonable worst case estimation of the uncertainty on its value
based on the experimental error analysis in Appendix A and the sensitivity analysis
in section 6.5.4 (see Table 6.3).
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The analysis was performed for engine speeds between 1500-3500 rpm, but the
results proved to be almost independent of the engine speed. Therefore, the results
are presented as averaged values throughout the considered rpm range, with an
error flag indicating the standard deviation.
Table 6.3: Parameter values for power cycle sensitivity analysis
Parameter Base value ∆
spark place 15 mm excentric + 5 mm
initial kernel radius 0.5 mm + 0.5 mm
dome height 0.0 mm + 5 mm
compression ratio 10.17:1 + 0.1:1
u′ 1.7-1.9 m/s + 1 m/s
heat transfer multiplier 1 + 0.5
volumetric efficiency 62-78% + 3%
Λ 0.10-0.12 + 0.05
ul Eq. 3.17 x 1.15
EGR% 5-7% + 3%
Figures 6.28 and 6.29 show the average percentual changes in peak ul , peak
turbulent contribution to ute (i.e. Eq. 4.59 without un), ignition delay (0-2%
burned) and main combustion duration (10-90% burned) caused by variation in
the input parameters. The average base values are 1.9 m/s, 13 m/s, 12 °ca and 19
°ca respectively. Figures 6.30 and 6.31 show the associated absolute changes in
peak cylinder pressure (related to IMEP) and peak unburned mixture temperature
(related to knock tendency). Their average base values are 53 bar and 1000 K
respectively. The crank angle of maximum pressure is not explicitly shown since
it follows the same trends as ignition delay and main combustion duration.
Figure 6.28 demonstrates that laminar nor turbulent burning velocity are directly
influenced by geometrical factors. The laminar burning velocity is mostly affected
by its multiplier and the EGR%. Increased volumetric efficiency and heat transfer
rate also have a large effect through lowering the unburned mixture temperature.
Λ and u′ have a secondary effect through higher peak temperatures associated with
faster turbulent combustion. As could be expected for the ut expression of Zimont
(Eq. 4.59), factors augmenting ul will also increase ut . The turbulent contribution
to the burning velocity is obviously dominated by uncertainties in u′ and Λ. As
mentioned before, swirl and tumble have been neglected in the current model.
To understand how this influences the results, a simulation was run with tumble
numbers typical for production SI engines (taken from [38]). The rms turbulent
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Figure 6.28: Relative change in peak ul and turbulent contribution to ute caused by the
uncertainties in Table 6.3
Figure 6.29 shows that uncertainties that lead to an increase in laminar and
turbulent burning velocity generally reduce 0-2% burn time. AlthoughΛ is directly
proportional to the burn-up time constant τb, an increase in its value apparently
reduces 0-2% burn time. This is due to the Λ1/4 dependence in the ut expression of
Zimont (Eq. 4.4.8). Obviously, a larger initial flame kernel will significantly speed
up the early combustion. The main combustion duration is significantly affected
by uncertainties changing ut . Spark plug position and movement, however, have
an even larger effect, since these factors determine if the flame front can freely
develop or is truncated by the combustion chamber walls. A more excentric spark
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Figure 6.29: Relative change in 0-2% and 10-90% burn time caused by the uncertainties
in Table 6.3
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An uncertainty leading to faster combustion will generally lead to an earlier crank
angle of maximum pressure, while the maximum pressure itself is seen to remain
relatively unaffected (Figure 6.30). Notable exceptions are the influence of flame
center and laminar burning velocity at the lowest rpm. The uncertainty in heat
transfer rate has the largest influence on peak pressure, while the volumetric
efficiency and EGR% also lead to significant changes since these determine the
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Figure 6.30: Relative change in peak cylinder pressure caused by the uncertainties in
Table 6.3
Figure 6.31 illustrates that faster combustion is associated with higher peak
unburned gas temperatures. Overestimations of volumetric efficiency and EGR%
have a large effect as the temperature at IVC is calculated from the ideal gas law, so
more in-cylinder mass at the same initial pressure leads to lower temperatures. The
uncertainty on heat transfer obviously has a defining influence, which is important
when considering knock prediction in engines (see section 6.7).
The results above confirm the importance of the laminar burning velocity
correlation and the estimation of volumetric efficiency and residual gas fraction
from a breathing cycle simulation. An obvious weak spot of the current modeling
methodology is the absence of data for in-cylinder turbulence, bulk flow and
movement of the flame center. Model accuracy could benefit from a study of
these factors in an optically accessible engine. Additionally bulk flow movements,
such as swirl and tumble, can be characterized using the steady-state flow bench


























Figure 6.31: Relative change in peak cylinder temperature caused by the uncertainties in
Table 6.3
6.6.4 Validation of CFR engine model
A first validation of the power cycle routines was performed using the RSM
measurement sets obtained on the CFR engine while running on neat methanol
and ethanol (Appendix A). In the following, the predictive capabilities of laminar
burning velocity correlations and turbulent burning velocity models are compared
for methanol operation with variations in compression ratio (CR), ignition timing
(IT), throttle position (TP) and fuel-air equivalence ratio (φ ). The best performing
models are then employed to reproduce an ethanol dataset.
Comparison of methanol laminar burning velocity correlations
A first part of the work consisted of comparing the predictive capabilities of
different laminar burning velocity correlations for methanol. Three correlations
are considered here: the correlation of Gu¨lder [163], the correlation for methanol
implemented in GT-Power, which is based on the correlation of Metghalchi and
Keck [85] and the residual gas term of Rhodes and Keck [86] (F = 1−2.06· f 0.77),
and the new correlation - Eq. 3.17 - discussed in section 3.8 (see Appendix B). To
minimize the influence of the turbulence and turbulent burning velocity model, the
GUEST turbulence model (section 6.4.2) and Damko¨hler ut model (Eq. 4.52) were
used with similar calibration constants for all simulations discussed in this section
(see Table 6.4).
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Table 6.4: Calibration constants for the Damko¨hler model with different ul correlations
ul correlation Chtr,compr Chtr,comb Chtr,exp C1 C2 C3
GT-Power 1.3 2.8 0.3 1.0 1.5 0.30
Gu¨lder 1.3 2.8 0.3 1.0 1.5 0.35
Eq. 3.17 1.3 2.8 0.3 1.0 1.6 0.30
Compared to the older correlations of Metghalchi & Keck and Gu¨lder, the current
ul correlation places the peak laminar burning velocity at a richer equivalence
ratio and predicts a less steep decrease in ul for rich mixtures. The residual gas
correction term of Rhodes and Keck predicts a steeper drop in burning velocity
in terms of diluents ratio than the other correlations, but was developed for
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Figure 6.32: Comparison of predicted ul as a function of φ (left) and residual gas
correction terms (right). ’Vancoillie’ refers to the correlation developed in section 3.8.
Figure 6.33 shows the normalized burn rate, normalized burned fuel fractions,
laminar and turbulent burning velocity for the calibrated case (condition 1 in Table
A.3). Compared to the measured burn rate, the predicted profile displays a distinct
peak. This occurs for every operating point and is probably due to the simplified
flame geometry. The peak results in a higher fuel fraction burned passed 8 ○ca.
Note that at this low speed condition (600 rpm) the laminar contribution to ute is
large, so the effects of the ul correlation will be significant for the CFR engine
model.
The simulation results are synthesized into graphs showing ignition delay (0-2%
burn time), main combustion duration (10-90% burn time) and the IMEP error
during combustion. This error is defined based on the difference between the

























































































Figure 6.33: Experimental (full) and predicted (dashed) normalized burn rate and fuel





gneoc pexp− psimdV (6.24)
Where Vd is the cylinder displacement and the integral is taken between ignition
(ign) and end of combustion (eoc).
The following graphs show sectional views at the center point (CR=8.5:1, IT=15
°ca BTDC, TP=75°, φ=1.0) of the response surfaces fitted to the experimental and
simulation results (see Figure 2.7).
Figure 6.34 compares these quantities for variable compression ratio. The ignition
delay slightly reduces at higher compression ratios. This is reproduced by the
model due to a reduced burn-up time constant τb at higher CR. This can be
understood from looking at Equation 6.2. Increasing the CR decreases λt (because
of a smaller top dead center clearance) and increases ul (because temperature and
pressure increase and residual gas content decreases). Note that the ignition delay
is slightly underpredicted by all correlations. Because the flame development
calibration constant C3 also affects the main combustion duration, it is difficult
to exactly match both 0-2% and 10-90% burn time. This might be solved by
artificially changing the spark time in the model as suggested by Nefischer et
al. [272].


























































Figure 6.34: Comparison of ul correlations for varying compression ratio
The experimental 10-90% burn time slightly decreases with rising CR, which is not
reproduced by the model. This can be understood from Figure 6.35 showing the
flame area and ute for cases 17 and 18 (CR= 7:1 and 11:1 respectively). Although
the predicted entrainment velocity is almost independent of compression ratio,
the flame area is much reduced in the high compression ratio case due to more















































Figure 6.35: Predicted ute and flame front area for cases 17 and 18 in Table A.3
The ignition delay is barely influenced by spark timing (see Figure 6.36). One
might expect a slight reduction at more retarded spark timing due to the higher ul
(higher p, T ). However, in the models this effect is counteracted by the reduction
in u′ and corresponding increase in burn-up time constant τb. The reduction in u′ at
more retarded ignition timing (see Eq. 6.12) is also responsible for the increase in
10-90% burn time, reflected in the measurements. The maximum IMEP (indicated
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Figure 6.36: Comparison of ul correlations for varying ignition timing
The predictive capabilities of the model for changes in CR and IT show little
dependency on the employed laminar burning velocity correlation. As the laminar
burning velocity groups the contribution of chemical kinetics to the combustion,
its effects are most pronounced for changes in mixture composition. Figure 6.37
displays the results for varying equivalence ratio (φ= 0.77-1.43). For lean and rich
mixtures, the ignition delay can be seen to be vastly overpredicted by traditional ul
correlations leading to IMEP errors up to 0.5 bar. As the predicted ignition delay
is mainly determined by the laminar burning velocity, this is a direct effect of
the erroneous evolution of these correlations as a function of φ (see Figure 6.32).
The 10-90% burn time is dominated by the turbulent combustion velocity, so the
difference between the correlations is less pronounced. Still, the results indicate a





























































Figure 6.37: Comparison of ul correlations for varying φ
The effect of throttle position on the ignition delay is well predicted by all
correlations (see Figure 6.38). A more closed throttle (90○= closed) not only
reduces the temperature and pressure of the cylinder charge, but also implies a
higher internal EGR% (see Table A.3). The GT-Power correlation is more sensitive
to throttle position due to the residual gas correction term of Rhodes and Keck,
POWER CYCLE SIMULATION 305
which produces a steeper decrease of ul as a function of diluent ratio (Figure
6.32). For the main combustion duration this leads to better correspondence with
the experimental value. As illustrated in the next paragraph, this is caused by the
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Figure 6.38: Comparison of ul correlations for varying throttle position
Comparison of turbulent burning velocity models
In the second part of this work, the predictive performance of the different
turbulent burning velocity models implemented in the code was compared for
operation on methanol. For all the simulations in this section, the new laminar
burning velocity correlation was used (Eq. 3.17). The calibration constants for the
six turbulent burning velocity models considered here are summarized in Table 6.5.
For the Coherent Flame Model, only results are presented for the implementation
with Γ calculated according to Eq. 4.50 and δl according to Eq. 3.29. The other
implementation (Γ according to Eq. 4.44-4.49) led to unacceptable overestimations
of the burning velocity for lean mixtures, as could be expected from the results in
Figure 4.36.
Table 6.5: Calibration constants for the different ute models
ut model Chtr,compr Chtr,comb Chtr,exp C1 C2 C3
Damko¨hler 1.3 2.8 0.3 1.0 1.60 0.30
Zimont 1.3 2.8 0.3 0.5 0.28 0.20
Dinkelacker 1.3 2.8 0.3 0.5 0.28 0.15
Gu¨lder 1.3 2.8 0.3 0.5 0.28 0.30
Bradley KaLe 1.3 2.8 0.3 0.5 0.32 0.14


































































Figure 6.39: Comparison of ut models for varying compression ratio
The results for varying CR and spark timing are very similar for most turbulent
combustion models (see Figures 6.39 and 6.40). A notable exception is the
Dinkelacker model, where the inclusion of an explicit pressure dependent term
in the ute expression leads to a reduction of the main combustion duration at high
pressure conditions (high CR, early spark timing). For varying ignition timing
the effect is barely noticeable, but for varying compression ratio the predictive
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ignition timing [°ca ATDC] 
Figure 6.40: Comparison of ut models for varying ignition timing
Differences between the turbulent burning velocity models begin to appear when
simulating changes in mixture composition. Figure 6.41 displays the results for
varying throttle position. As mentioned in section 6.5.5, a more closed throttle
reduces the laminar burning velocity, leading to an increase in ignition delay,
which is well predicted by all the models. However, the increased residual gas
content also lengthens the main combustion duration and the ability to predict this
effect varies between models.
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The models of Zimont, Gu¨lder and Bradley follow the trend observed in the
measurements, while the Damko¨hler model displays a low sensitivity to the
increased EGR%. As explained by Verhelst [27], the Damko¨hler (and Peters)
model does not contain the laminar burning velocity nor mixture properties in
the turbulent contribution to ute. This explains why this model is less sensitive to
changes in mixture composition.
The Dinkelacker model overpredicts the effect of throttle position due to a lower
pressure (and thus lower ute) at reduced loads. The vast errors induced by the
CFM model are probably caused by the direct dependence of the flame wrinkling
efficiency function Γ to the laminar flame thickness δl , which steeply increases
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Figure 6.41: Comparison of ut models for varying throttle position
The results for varying equivalence ratio in Figure 6.42 confirm the distinction
between the Damko¨hler model and the rest of the models. Compared to those
models, the predicted 0-2% and 10-90% burn times are less dependent on the
changes in ul associated with the equivalence ratio.
All models overpredict the ignition delay for rich mixtures. This is possibly due to
cellular instabilities in rich, laminar flames (negative Ma), which are not accounted
for in the models. The explicit inclusion of Le in the ute expression makes for
slightly better predictions for ignition delay by the KaLe and Dinkelacker models.
The influence of φ on the main combustion duration is best predicted by the
Damko¨hler model. The model of Dinkelacker underestimates the combustion
duration for rich mixtures and vice versa for lean mixtures, probably due to





































































Figure 6.42: Comparison of ut correlations for varying φ
The significant overprediction by the other models of the 10-90% burn duration for
the leanest mixture (φ=0.77) is surprising, since the results in section 4.5 indicated
that these models overestimated ut/ul in lean conditions. It must be noted that the
experimental error on φ estimated from the mass flow meters is about 5% (See
Table A.2). Also, the difference between the fuel-air equivalence ratio calculated
from the mass flow meters and that on the λ sensor read-out was significant (see
Table A.3). For the leanest mixture, the λ sensor indicated φ=0.83, while the mass
flow meters gave φ=0.77. These factors might explain the overprediction of the
main combustion duration at the leanest condition.
Finally, Figures 6.43-6.46 illustrate the predictive performance of the Zimont
model in terms of cylinder pressure traces. It is clear that underestimation of
the burn duration results in overprediction of the peak cylinder pressure (and vice
versa). The largest errors occur for variations in compression ratio and φ , as could
be expected from the discussion above.
Figure 6.43: Comparison of measured (EXP) and simulated (SIM) cylinder pressure trace
for varying compression ratio.
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Figure 6.44: Comparison of measured (EXP) and simulated (SIM) cylinder pressure trace
for varying ignition timing.
Figure 6.45: Comparison of measured (EXP) and simulated (SIM) cylinder pressure trace
for varying throttle position.
Figure 6.46: Comparison of measured (EXP) and simulated (SIM) cylinder pressure trace
for varying equivalence ratio.
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Validation for ethanol operation
The previous paragraphs proved the benefit of the newly developed ul correlation
for methanol and singled out some interesting turbulent combustion models. In
this paragraph, the validity of the combustion routines is confirmed for engine
operation on neat ethanol, using a similar Response Surface Method approach
and experimental data obtained on the CFR engine. Note that the considered
compression ratios are lower than on methanol to avoid knock (see Table A.4).
Compared to the previous paragraphs, the CFM and Gu¨lder ut models are
dropped based on their poor performance and similarity to the Zimont expression
respectively. Next to the new ethanol laminar burning velocity correlation, that of
Gu¨lder (see App. B) is included as being representative of existing correlations,
often used in published modeling work [40, 320]. The calibration constants for the
various models are summarized in Table 6.6.
Table 6.6: Calibration constants for ethanol operation
ut model Chtr,compr Chtr,comb Chtr,exp C1 C2 C3
Damko¨hler 1.3 2.3 0.3 0.5 1.60 0.30
Zimont 1.3 2.3 0.3 0.5 0.32 0.20
Zimont, Gu¨lder ul 1.3 2.3 0.3 0.5 0.25 0.20
Dinkelacker 1.3 2.3 0.3 0.5 0.29 0.15

































































Figure 6.47: Comparison of ut and ul models for varying compression ratio
Figure 6.47 shows that for varying compression ratio, the same trends are observed
as with methanol operation. The models correctly predict the evolution for ignition
delay, but produce an opposite trend for the main combustion duration. The errors
in 10-90% burn time are most distinct when the ul correlation of Gu¨lder is used (in
combination with the Zimont ut model). This might indicate that this correlation
produces an incorrect trend for varying temperatures (pressures).
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ignition timing [°ca ATDC] 
Figure 6.48: Comparison of ut and ul models for varying ignition timing
The results for varying ignition timing confirm the deviating behavior of the Gu¨lder
ul correlation (Figure 6.48). All models using the new laminar burning velocity
correlation correctly reproduce the trends for ignition delay and 10-90% burn
time. As with methanol, the simulated ignition delay is somewhat shorter than
the experimental value due to difficulties in calibrating the 0-2% and 10-90% burn
times separately.
Figure 6.49 illustrates that the largest contrasts between models again occur for
variations in equivalence ratio. Employing the ul correlation of Gu¨lder causes
vast overpredictions of the ignition delay and main combustion duration for rich
and lean mixtures. This can be understood from comparing the laminar burning
velocities produced by this correlation to some of the more recent ul datasets (see
Figure 3.9).
For ignition delay, there is a slight underprediction for most ut expressions,
except that of Dinkelacker, thanks to its direct pressure dependence (lean mixtures
produce lower peak pressures). The same pressure dependence, in combination
with the effect of Le, is the reason why the Dinkelacker model markedly
overestimates the effects of varying φ on the main combustion duration.
The Zimont model correctly predicts the main combustion duration. There is
some slight overprediction at lean conditions, but the overall IMEP error during
combustion is limited to 0.1 bar. The inclusion of the Le effect in the KaLe model
of Bradley et al. causes more overprediction of the main combustion duration for
lean mixtures. For the Damko¨hler model, the results are acceptable, despite its
limited sensitivity to the laminar burning velocity.
Finally, the results for varying throttle position in Figure 6.50 demonstrate that, as






































































Figure 6.49: Comparison of ut and ul models for varying φ
both ignition delay and main combustion duration due to increased levels of
internal EGR (see Table A.4). This is reproduced by all models, except that
of Damko¨hler due to its low ul dependence. The pressure dependence in the
Dinkelacker model creates an overestimation of this effect (decreased load is
associated with lower pressures).
Contrary to the trends observed for methanol, opening the throttle from 75° to
63° (≈ WOT) generates a noticeable augmentation in the 10-90% burn time. A
possible explanation is that ethanol operation is more affected by throttle induced
turbulence. Compared to methanol, ethanol vapor is not as voluminous and less
of it is injected, increasing the share of intake air and the associated turbulence
in the mixture. Obviously, this phenomenon cannot be predicted by the simple
turbulence model employed here (Eq. 6.12). Another explanation might be that
the mixture is leaner than intended due to experimental errors. Future ethanol
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Figure 6.50: Comparison of ut and ul models for varying throttle position
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6.6.5 Validation of the Audi engine model
To evaluate whether the different turbulent combustion models can recover the
correct behavior with the rms turbulent velocity u′, residual ratio and engine
geometry, experiments with varying engine speed (∼ u′) and external EGR% (∼
residual ratio) have been performed on the Audi engine. Additionally variations
in throttle position and ignition timing were considered according to the Response
Surface Methods discussed in section 2.2.3 (see Table A.5).
Again, the results are synthesized into graphs showing ignition delay (0-2% burn
time), main combustion duration (10-90% burn time) and the IMEP error during
combustion. These figures display sectional views at the center point (2500
rpm, IT=10 °ca BTDC, TP=50°, φ=1.0) of the response surfaces fitted to the
experimental and simulation results. The results using the CFM and Gu¨lder model
are not presented here. The former because of its poor overall performance and
the latter because of its resemblance to the Zimont model. Calibration constants
are listed in Table 6.7.
Table 6.7: Calibration constants for methanol operation on the Audi engine
ut model Chtr,compr Chtr,comb Chtr,exp C1 C2 C3
Damko¨hler 1.3 2.0 0.3 1.5 1.50 0.8
Zimont 1.3 2.0 0.3 1.5 0.38 0.8
Dinkelacker 1.3 2.0 0.3 1.5 0.45 1.0
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Figure 6.51: Comparison of ut correlations for varying engine speed
Results for varying engine speed are plotted in Figures 6.51 and 6.53. For
this engine model, the k − ε turbulence model of GT-Power was used (section
6.4.2) in combination with the boundary conditions for u′ and Λ obtained from
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a TPA analysis (see section 6.5.5). The simpler turbulence model represented
by Eq. 6.12 yielded incorrect trends for ignition delay and main combustion
duration. Figure 6.51 indicates that the Damko¨hler model better reproduces trends
with u′. The ute predicted by this model is more dependent on u′ compared
to the other formulations considered here (Eq. 4.52, ute ∼ u′). The Dinkelacker
model performs worst since it is the least sensitive to changes in u′ (Eq. 4.60,
ute ∼ Re0.25u′0.3 ∼ u′0.55).
Then again, with the current research equipment it is impossible to verify whether
the values for u′ and Λ predicted by the employed turbulence model correctly
reflect the real evolution with engine speed. Because the default turbulent
combustion model in GT-Power is of the Damko¨hler type, the turbulence routines
are possibly tuned for best performance with this model. Additionally, the
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Figure 6.52: Comparison of ut correlations for varying ignition timing
Figures 6.52 and 6.53 illustrate the trends with varying ignition timing. As
mentioned before, two effects are at play. On the one hand turbulence relaxes
closer to top dead center (later ignition), reducing the combustion rate. On the
other hand, the higher temperatures and pressures make for a higher initial laminar
burning velocity.
The experimental ignition delay slightly reduces with retarded ignition timing,
while all models predict a more pronounced variation. For the main combustion
duration all models correctly reproduce the experimental trend. The IMEP error
during combustion is limited to 0.25 bar.
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Figure 6.53: Comparison of ut correlations for varying engine speed (left) and ignition
timing (right)
For the effect of φ , the conclusions are similar as in the previous section (Figures
6.54 and 6.56). There is a slight overestimation of the 0-2% and 10-90% burn
times for the richest mixtures by all models, except that of Dinkelacker, due to its
strong dependence on Le. This strong dependence also causes overestimations of
















































Figure 6.54: Comparison of ut correlations for varying mixture equivalence ratio
The Zimont and KaLe expressions perform well, except for the leanest mixture,
where there is a slight underestimation of the main combustion duration. It must
be noted that this operation point was significantly affected by cycle-to-cycle
variations (>30%, see Table A.5) which compromises the reliability of the
experimental results. The underprediction is even worse for the Damko¨hler model
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Figure 6.55: Comparison of ut correlations for varying load (throttle position)
Figures 6.55 and 6.56 summarize the data for varying load. Reducing the load
(throttle closer to 90°) has two effects in the simulation model. The turbulence is
weaker due to less kinetic energy originating from the main flow and the laminar
burning velocity decreases as a result of increasing internal EGR levels (see section
6.5.5). Although all models reproduce the correct trend, they underestimate the
increase in ignition delay and 10-90% burn time with reducing load. This can be
due to uncertainties in the estimation of turbulence and internal EGR obtained from
breathing cycle simulation. The explicit pressure dependence in the expression of
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Figure 6.56: Comparison of ut correlations for varying mixture equivalence ratio (left)
and varying load (right)
Finally, the influence of external EGR on ignition delay and 10-90% burn time is
illustrated in Figure 6.57. Because of the challenges associated with the control
and measurement of EGR%, this factor was not included in the Response Surface
Method dataset (Table A.5). Instead, some measurement points associated with
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the evaluation of alternative load control strategies (section 2.4) are considered.
These were obtained at 1500 rpm, wide open throttle, optimal spark timing and
with varying amounts of EGR% (see Table A.6).
Next to the different turbulent combustion models, the predictive performance of
the default methanol ul correlation in GT-Power (in combination with the Zimont
ute model) is tested. The residual gas term in this correlation is that of Rhodes and















































Figure 6.57: Comparison of ul and ut correlations for varying amounts of external EGR
For the ignition delay, all models employing the new ul correlation produce
acceptable results. The Damko¨hler model underpredicts the effect of EGR because
of its relative insensitivity to ul . The Rhodes and Keck residual gas term produces
a too steep decline in ul with higher EGR levels (see Figure 6.32), leading to an
overestimation of the ignition delay.
With regard to the main combustion duration, the respective over- and
underpredictions by the Rhodes and Keck residual gas term and the Damko¨hler
ute model are even more marked. The turbulent burning velocity expression of
Zimont produces the best results among the considered models. It must be noted
that the simulation results are very sensitive to the EGR% (see section 6.6.3). Both
estimated internal EGR% and measured external EGR% are subject to absolute
errors in the order of 1-3%. This makes it difficult to draw firm conclusions
regarding the relative performance of the different turbulent combustion models.
Further validation regarding the effect of residuals on combustion and possible
cross-effects of temperature and φ remain desirable.
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Summary
The power cycle routines of the developed QD simulation code were validated
against a database of cylinder pressure traces obtained on the CFR engine for
both methanol and ethanol operation, and varying compression ratio, throttle
position, ignition timing and equivalence ratio. The new laminar burning velocity
correlations were shown to predict the effects of varying equivalence ratio much
better than existing correlations. A comparison confirmed that turbulent burning
velocity models including thermodiffusive properties (e.g. Zimont, Bradley KaLe)
performed better than simpler formulations (e.g. Damko¨hler). The inclusion of a
pressure dependent term in the turbulent burning velocity model of Dinkelacker
led to poor predictions for varying throttle position and ignition timing.
Validation for methanol operation on a second engine confirmed these findings.
Additionally it was found that the effect of engine rpm was best predicted by the
Damko¨hler model, but this could be due to uncertainties regarding the turbulence
levels inside this engine. Combining of the new ul correlation with the turbulent
combustion model of Zimont produced acceptable results for varying external
EGR%, but further validation of this factor remains desirable.
A sensitivity analysis underlined the importance of the laminar burning velocity
correlation and boundary conditions obtained from gas dynamics’ simulation
(amount and composition of the in-cylinder mixture) for the model’s accuracy.
The simulation results also appeared to be very sensitive to in-cylinder turbulence,
bulk flow and flame center movements, for which no direct data was available.
Further model developments should therefore focus on these parameters.
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6.7 Knock prediction
In order to assess the predictive performance, the knock integral framework
employing the newly developed autoignition delay correlation for methanol, was
implemented as a user subroutine in GT-Power. A preliminary validation of the
model was executed by using the measurements at knocking conditions obtained
on the CFR engine (see section 2.5)
6.7.1 Model build-up
A TPA model was constructed for the CFR engine according to the methodology
described in section 6.5 and 6.6.1. Additionally there were some additional model
options relevant to the temperature sensitivity of autoignition kinetics:
• The boundary conditions (volumetric efficiency and internal EGR%) were
obtained from a TPA simulation (see section 6.5)
• The intake mixture was completely evaporated methanol-air with the
measured equivalence ratio. The methanol was assumed to have vaporized
by absorbing heat from the structure, not from the mixture.
• Measured cylinder wall temperatures were applied to the cylinder wall, head
and piston surfaces [113].
• The heat transfer was calculated using the model of Woschni and the
unburned mixture was treated as a single zone.
• The temperatures of burned and unburned mixture were calculated based
on the two-zone methodology and the conservation of mass and energy, as
explained in section 6.3.
• In order to obtain the same in-cylinder pressure as measured on the engine,
the applied burn rates were those resulting from a reverse heat release rate
analysis of the measured pressure trace that best corresponded to the average
cylinder pressure trace (average of 100 cycles) (see section 6.6.2). To
remove pressure oscillations stemming from knock, the pressure trace was
filtered using a low pass filter with a cut-off frequency of 3 kHz.
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6.7.2 Model calibration
The intake mixture temperature was slightly adjusted for every simulated case in
order to get the same volumetric efficiency as measured. This resulted in intake
temperatures of up to 10 °C lower than the measured values. The simulated intake
mixture is assumed to be completely evaporated methanol-air, but through this
temperature adjustment some of the evaporative cooling effect of methanol is
introduced into the model.
The Woschni calibration constant for compression and expansion were calibrated
according to the methodology described in section 6.6.2. The knock prediction
models were calibrated by multiplying the knock ignition delay correlation with a
factor in order to get autoignition onset exactly at the measured crank angle for a
certain reference condition. In our case the reference condition was condition 7 in
Table A.7 as it lies directly in the middle of the investigated parameter space.
The multipliers for the new correlation and that of Yates et al. are markedly low,
indicating that the calculated ignition delay is too high (see Table 6.8). This
could be expected since the correlations of Douaud & Eyzat and Frankzke were
calibrated by engine experiments and have the effect of hot spots lumped into
the correlation’s constants, whereas this is not the case for correlations based on
chemical kinetics calculations. Another way of calibrating these latter correlations
would be to artificially increase the unburned mixture temperature to represent hot
spots in the unburned mixture [213].
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6.7.3 Model validation
As mentioned in section 2.5 measurements were performed on the CFR engine
for a range of compression ratios, throttle positions and equivalence ratios. At
each condition, spark timing was swept to find the knock limited spark advance
(KLSA). Knock was detected using the methodology described in 2.2.3. The
experimental conditions were chosen according to the RSM methodology so the
resulting quantities of interest (e.g. KLSA, knock intensity) can be fit as a function
of φ , compression ratio and throttle position. Table A.7 summarizes the most
important measurement results.
Knock Limited Spark Advance
A crucial performance indicator of the knock prediction models is their ability to
distinguish between knocking and non-knocking conditions and predict the knock
limited spark advance (KLSA). In this work, the experimental KLSA is taken to
be the least advanced spark timing at which the knock ratio is more than 10%. The
simulated KLSA is the least advanced spark timing at which the knock integral
exceeds 1 before the end of combustion. As the spark timing was experimentally
varied in steps of 2 °ca, the uncertainty on the KLSA is at least 2 °ca.
The experimental and simulated values for KLSA are summarized in Table A.7 and
Table 6.9 and were fit as a response surface of compression ratio, throttle position
and φ . At some experimental and simulated conditions knock did not occur or
always occurred irrespective of the spark advance. For these never-knocking and
always-knocking conditions, the KLSA was set to 30 °ca BTDC (before top dead
center) and 5 °ca BTDC respectively. When fitting the response surfaces the
weighted error of these points were multiplied by 0.1 to reduce their influence
on the resulting surface. Still, these ad hoc adjustments bias the validity of the
resulting response surfaces. To avoid this in the future, it might be preferable to
investigate the influence of each parameter (CR, TP, φ ) separately by varying them
one at a time.
The resulting values for the KLSA are plotted as a function of CR, TP and φ
in Figure 6.58. A first observation is that the correlation of Douaud & Eyzat
does not yield realistic values for the KLSA. This is due to the low temperature
sensitivity of this correlation (see Figure 5.5), which leads to insufficient sensitivity
to spark advance to clearly mark the KLSA. For most simulated conditions with
this correlation, knock either is predicted or not, irrespective of the spark advance.
Due to their one-stage autoignition behavior, alcohol fuels are highly sensitive to
temperature at conditions relevant to engine knock [30]. This is not reflected in the










Table 6.9: Knock prediction model results. Condition according to Table A.7
No. KLSA [°ca BTDC] Unburned mass fraction at knock onset
Douaud Frankzke Yates et al. Current Douaud Frankzke Yates et al. Current
1 10 17 20 20 0.04 0.09 0.25 0.11
2 <5 22 21 21 0.17 0.12 0.02 0.01
3 >30 >30 25 25 0 0 0 0
4 <5 16 26 26 0.05 0.12 0.14 0.11
5 >30 >30 26 26 0 0 0 0
6 10 >30 25 25 0.04 0 0 0
7 <5 14 14 14 0.14 0.09 0.24 0.08
8 <5 14 14 14 0.13 0.1 0.28 0.09
9 >30 >30 25 25 0 0 0 0
10 12 25 22 22 0.07 0.16 0 0.1
11 <5 16 14 14 0.23 0.13 0.01 0.01
12 <5 14 14 14 0.26 0.21 0.15 0.12
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Increasing the compression ratio leads to less advanced KLSA due to higher
unburned mixture temperatures and pressures. This is well predicted by all the
models except that of Douaud & Eyzat. However, for CR lower than 10 the KLSA
is underpredicted by all models. Upon examination of these low CR cases, it
appeared that the simulated unburned temperature traces were similar to those
at a compression ratio of 10, despite the reduced pressures. This is probably
due to an overestimated heat transfer coefficient at higher compression ratios by
the Woschni model. This emphasizes that a correct estimation of the in-cylinder
unburned mixture temperatures is of crucial importance for knock prediction.
The effect of reduced load (throttle position closer to 90°) on the KLSA is best
reproduced by the current correlation and that of Yates et al. As the TP mainly
influences temperature and pressure and these two correlations behave similarly as
a function of T and p (see Figure 5.5), differences in KLSA are small. At low loads
the current correlation leads to slightly higher KLSA due to the greater influence
of the residual gas content at these conditions on the autoignition delay (see Table
A.7). This influence is not comprised in the Yates et al. correlation.
The largest model inaccuracies appear when changing equivalence ratio. Although
experimentally knock is not observed for the richest mixtures - see Figure 2.34,
knock ratio remains below the 10% threshold for λ=0.7 - it is predicted to occur
by all models. The current correlation and that of Yates et al., which implement
a reduction in τ with increasing φ (decreasing λ ) perform even worse than the
correlation of Frankzke. Also the KLSA for lean mixtures is overpredicted (too
advanced).
Clearly there is some phenomenon at play that is not well captured by the
employed models. Possibly, the effect of equivalence ratio on the autoignition
delay is not correctly reproduced by the chemical kinetics mechanism. However,
this does not explain the extent of the discrepancy.
Probably, the observed behavior is a result of the combined effects of evaporation
cooling, mixture richness effects on the heat transfer to the cylinder walls (see
Figure 2.17) and faster combustion resulting in less unburned mass when the
autoignition conditions are reached. If the mass of autoigniting end-gas is very
low, the resulting pressure oscillations might be too low to be detected. Another
contributing factor might be the deteriorating cyclic stability when leaning the
mixture. Richard et al. lumped these effects into the autoignition delay correlation
by linearly increasing the delay time for richer mixtures [40].
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Figure 6.58: Measured and simulated knock limited spark advance (KLSA) as a function of
CR, TP and λ . The largest model inaccuracies occur for varying equivalence ratio.
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A test case was simulated with the amount of evaporated methanol set to 90%
instead of 100%. The resulting mixture cooling effect led to significantly better
correspondence for the predicted KLSA throughout the φ range. Future work
should focus on the thermal effects of varying φ (both evaporative cooling and
wall heat transfer) by applying the same heat flux measurement techniques as used
in [113].
Knock Integral at the End of Combustion
Another indication of the models’ performance is the value of the knock integral
(according to Eq. 5.1) at the end of combustion when the experimentally observed
KLSA is applied in the simulation. These values are shown in Figure 6.59.
The conclusions are mainly the same as for Figure 6.58: an overestimation of
knock tendency (integral > 1) for low CR and rich mixtures. The overestimation
of rich mixtures is clearly worse for the current correlation and that of Yates et
al. The Douaud & Eyzat correlation can be seen to be almost independent of
equivalence ratio.
To engine designers it is also interesting to know how fast knock deteriorates as a
function of spark advance. To illustrate this, the difference in knock ratio between
spark timing at experimental KLSA and 2 °ca relative spark advance has been
plotted in Figure 6.60. Also shown in these graphs is the simulated difference
in the value of the knock integral at the end of combustion for spark ignition at
experimental KLSA and 2 °ca relative spark advance. If the integral at 2 °ca
relative spark advance is much higher than at KLSA, this means knock deteriorates
fast.
∆knock ratio = (knock ratio at KLSA+ 2 °ca BTDC)−(knock ratio at KLSA)
(6.25)
∆knock integ = (knock integ at KLSA+ 2 °ca BTDC)−(knock integ at KLSA)
(6.26)
It is clear that, except for the correlation of Douaud & Eyzat, this difference in
maximum knock integral value is a good indicator of the sensitivity of knock
to spark advance for different operating conditions. Again, the Douaud &
Eyzat correlation is shown to be rather insensitive to spark advance. Also the
underprediction of knock at high compression ratios and for lean mixtures by all
correlations is apparent from these results.
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Figure 6.59: Knock integral at the end of combustion, with spark ignition at
experimentally observed KLSA, for varying CR, TP and φ .
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Figure 6.60: Difference in experimental knock ratio (Eq. 6.25, full line) and difference in
calculated knock integral at the end of combustion (Eq. 6.26, broken lines) between spark
timing at experimental KLSA and 2°ca relative spark advance
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Knock Intensity
Apart from the occurrence of knock, its intensity is also an important parameter
to engine designers, as it indicates the probability of knock induced damage. A
possible estimate of the knock intensity from simulation results is the remaining
fraction of unburned mixture at knock onset. To judge if this is a good estimate,
the knock intensity at experimental KLSA is plotted in Figure 6.61 together with
the fraction of unburned mixture remaining at simulated KLSA.
The experimentally obtained knock intensity peaks at a compression ratio of 10,
whereas the unburned mixture fraction keeps increasing for higher CR. This can
be explained by the effect of knock timing on knock intensity. As mentioned by
Richard et al. [40] the oscillations resulting from knock are less intense the further
knock occurs from top dead center. This is due to the growing combustion chamber
value. As can be seen in Figure 2.32 knock occurs further from top dead center for
higher compression ratios. Therefore these authors propose to include this effect
in their knock intensity equation:





Where K1 is a calibration constant, K2 is the maximum crank angle at which knock
is still audible (set to 40 °ca ATDC), m f rac,b is the burnt mass fraction and θKO is
the crank angle of knock onset.
For both the effect of throttle position and mixture equivalence ratio φ , there seems
to be some correspondence between knock intensity and fraction of unburned
mixture at knock onset. For load variation, the total amount of unburned mixture
(instead of the unburned mixture fraction) might also be important. For φ
variations the unburned mixture energy might be used to better distinguish between
the knock intensity in rich or lean operation.
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Figure 6.61: Experimental knock intensity (according to section 2.2.3, full line) and
simulated unburned mixture fraction at knock onset (broken lines) for the experimental and
simulated KLSA respectively
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Knock Onset Crank Angle
A last test of the knock prediction models is their ability to reproduce the correct
crank angle of knock onset (θKO). Although this quantity is not of direct use
to engine designers, its effect on knock intensity is. Figure 6.62 shows the
experimental and simulated crank angle of knock onset for a spark timing sweep
at condition 7 in Table A.7). The prediction using the correlation of Douaud and
Eyzat seems to correspond well with the experimentally observed θKO. However,
knock is also predicted at less advanced spark timings than KLSA (14 °ca BTDC).
For the other correlations the knock onset occurs too early for more advanced
spark timings. Again, this is due to the greater temperature sensitivity of these
correlations compared to that of Douaud and Eyzat. This observation is true for all
simulated conditions in Table A.7.
Although the correlations of Frankzke, Yates et al. and the current one fail to
predict the evolution of knock onset with increasing spark advance, their ability
to discern the KLSA is of far greater importance. Besides, a direct comparison
of experimental to simulated crank angle of knock onset is difficult since the
simulation indicates the start of autoignition, whereas the experimental knock
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Figure 6.62: Experimental and simulated crank angle of knock onset as a function of spark
advance for condition 7 in Table A.7 (CR=10, TP=75°, λ=1.0)
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Summary
The predictive performance of the new autoignition delay correlation was
compared against three other published correlations: one specifically for methanol
(Yates et al. [30]) and two more general ones for primary reference fuels (Douaud
and Eyzat [92]) and gasoline (Frankzke [295]).
The Douaud and Eyzat correlation proved too insensitive to spark advance to
predict the KLSA. The two methanol correlations correctly reproduced the effects
of compression ratio and load on the KLSA, although for the lowest compression
ratio, it was underpredicted due to inaccuracies in the wall heat transfer model.
This demonstrates that an accurate representation of the thermal processes in the
cylinder is crucial for knock prediction.
The largest knock model inaccuracies were observed for changes in equivalence
ratio. Knock tendency was consistently overpredicted for rich mixtures and
underpredicted for lean mixtures. This is probably due to effects of richness
on evaporative cooling and wall heat transfer that are not well captured. Other
contributing factors could be the faster burn rates of rich mixtures or the higher
cyclic variation in lean conditions.
The two methanol correlations accurately reproduced the deterioration of knock
as a function of increasing spark advance for different operating conditions. This
was not the case for the other correlations since these did not incorporate the high
thermal sensitivity of the autoignition kinetics of methanol.
The simulated unburned mass fraction at knock onset proved a good indicator
of measured knock intensities. However, some other factors are influencing the
intensity as well, such as chamber volume at knock onset and total amount of
unburned mixture energy.
All in all the proposed correlation and knock integral approach perform
satisfactory despite the gross simplification associated with two-zone modeling
(no hot spots, no cyclic variation). The improved representation of the effect
of mixture composition on the autoignition kinetics introduced by the current
correlation compared to that of Yates et al. proved of little practical use.
Autoignition is dominated by the thermal conditions. Consequently, further model
improvement should focus on better capturing the effects of evaporation cooling




7.1 Principal findings of the current work
The present work started with a comprehensive review on the use of light alco-
hols in internal combustion engines. This review illustrated that light alcohols
are interesting alternative fuels both in terms of production and application in
spark-ignition engines. Also, they are at least as safe as conventional hydrocarbon
fuels and other alternatives. Moreover, the favorable properties of methanol and
ethanol enable increased levels of power and efficiency in SI engines, while
reducing the noxious emissions. For challenges associated with alcohol fuels, such
as material compatibility and cold start, effective technical solutions exist today.
Four engines have been converted to operation on alcohol in the course of
this work. These have been used to create an extensive database of alcohol-
fueled engine measurements. A comparison of methanol against gasoline on two
flexible-fuel engines confirmed the potential for relative power and efficiency
benefits up to 10%. Engine-out CO2 and NOx levels dropped by 10% and
5-10 g/kWh respectively, while the other harmful emissions did not change
significantly. The load control strategy employing wide open throttle with
variable levels of EGR (exhaust gas recirculation) was applied to a dedicated high
compression ratio methanol engine and yielded diesel-like peak efficiencies (42%
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brake thermal efficiency) and emission levels comparable to or lower than gasoline.
Vehicle simulation proved these benefits can be retained over a drive cycle.
Engine simulation based on quasi-dimensional modeling can be a useful tool for
further exploration of the potential of alcohol fuels and their impact on engine
control strategies. A literature review revealed that existing engine codes for
alcohol-fueled engines generally employ submodels developed for conventional
hydrocarbon fuels. Significant differences, however, can be expected in the
mechanisms of combustion, emission formation and knock. The goal of the current
work was therefore to develop a simulation code valid for neat methanol and
ethanol-fueled engines.
An analytical study of the flame structure showed that flamelet type combustion
prevails inside these engines. This means the primary influence of turbulence is
limited to stretching and wrinkling of the flame front and the effects of combustion
chemistry can be grouped in the laminar burning velocity. Obtaining reliable data
for this crucial property at engine-like conditions (p, T and mixture composition)
formed a first major objective of the current research.
From a survey of published literature a lack of laminar burning velocity data at
engine-like conditions became apparent for ethanol and methanol in particular.
Additionally, many published values do not correctly account for flame stretch
and instability. For this reason, a library of flame data was generated using selected
chemical kinetics mechanisms. The resulting datasets were used to fit new laminar
burning velocity and flame thickness correlations for the two fuels under consid-
eration.
The employed methanol oxidation mechanism required further experimental
validation, so laminar burning velocity measurements were performed on two
different setups. Next to being useful for the current work, these measurements are
of high interest to the combustion community in general. Results obtained on a flat
flame burner confirmed the effects of equivalence ratio, temperature and mixture
dilution at atmospheric pressure were well reproduced by the calculations. Data
at higher pressures were gathered using spherical explosions in a constant volume
bomb. Although the resulting values were 5-10 cm/s lower than the calculations
and flat flame burner results, the trends for equivalence ratio, temperature and
pressure were similar.
Moving on to turbulent burning velocity, a literature review showed that this
quantity is significantly affected by stretch and instabilities in the underlying
laminar structure. However, the molecular transport properties of light alcohols are
such that these effects are less pronounced than for some other fuels (e.g. gasoline,
hydrogen). A number of published turbulent combustion models were evaluated
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based on measurements of methanol’s turbulent burning velocity obtained in a
constant volume bomb and an existing dataset for ethanol. It appeared that
models accounting for stretch and instability effects had a slight edge on simpler
formulations.
The development of a knock prediction model valid for light alcohols was another
primary goal of the current research. Published literature reports that the chemical
kinetics of alcohol autoignition significantly differ from those of gasoline. Existing
knock prediction models, developed for gasoline, will therefore fail.
A novel knock prediction model was developed based on the knock integral
approach. The principal building block for such a model is an expression
for autoignition delay time at instantaneous in-cylinder conditions (p, T and
mixture composition). This quantity was calculated using chemical kinetics and
the resulting values were fit into a correlation. The employed mechanism was
validated for autoignition kinetics using published delay time data. From this study
it appeared that trends for varying temperature, pressure and equivalence ratio are
well predicted, but the absolute value of autoignition delay might be slightly too
low at the temperature conditions relevant to engine knock.
Finally, the developed submodels and correlations were implemented in a quasi-
dimensional engine simulation code. An in-house code was integrated with the
commercial engine simulation tool GT-Power, thereby extending its functionality,
for example by enabling prediction of the gas dynamics during the breathing cycle,
pollutant formation and in-cylinder turbulence.
To accurately predict the volumetric efficiency of port-fuel injected alcohol
engines, it proved necessary to include the dynamics of fuel puddling in the gas
dynamics model. Sensitivity analysis showed that the results from gas dynamics
simulations are very dependent on valve timing and discharge coefficient.
Therefore a flowbench was constructed to measure the valve discharge coefficients.
These coefficients were then used to build breathing cycle models of the engines
used in this work.
The combustion routines were validated against a database of cylinder pressure
traces obtained on a CFR engine for both methanol and ethanol operation and
varying compression ratio, throttle position, ignition timing and equivalence ratio.
The new laminar burning velocity correlations were shown to predict the effects of
varying mixture composition much better than existing correlations. A comparison
confirmed that turbulent burning velocity models including thermodiffusive prop-
erties performed better than simpler models. The inclusion of a pressure dependent
term in the turbulent burning velocity model of Dinkelacker led to poor predictions
for varying throttle position and ignition timing.
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Validation on a second engine confirmed these findings. Additionally it was found
that the effect of engine rpm was best predicted by the Damko¨hler model, but this
could be due to uncertainties regarding the turbulence levels inside this engine.
A sensitivity analysis underlined the importance of the laminar burning velocity
correlation and boundary conditions obtained from gas dynamics’ simulation
(amount and composition of the in-cylinder mixture) for the model’s accuracy.
The simulation results also appeared to be very sensitive to in-cylinder turbulence,
bulk flow and flame center movements, for which no direct data was available.
A preliminary validation of the knock prediction routines against measurements
obtained on the same engine illustrated that despite the gross simplifications,
the developed model can yield useful results for quantities relevant to knock.
The effects of load and compression ratio on knock were adequately predicted.
The largest model inaccuracies occurred for varying equivalence ratio. This is
probably caused by an incorrect representation of the thermal effects of changing
equivalence ratio. The use of more advanced wall heat transfer models and
inclusion of evaporation cooling might resolve this.
7.2 Recommendations for future work
The experimental work completed in the course of this Ph.D. illustrated the
potential of light alcohols. Still, one of their most distinctive properties, the high
vaporization enthalpy, was not exploited yet. For this reason, construction of an
engine bench featuring direct injection has been initiated. This engine can be used
to investigate how the direct injection of alcohol fuels will affect the gas dynamics,
turbulence, combustion and knock mechanisms. Indications regarding required
changes to the present engine model are given in this work (section 6.4.7).
While the performed experimental and modeling work has focused on normal
combustion and knock occurrence, the specifics of pollutant formation in alcohol
engines have not been investigated yet. Especially the formation mechanisms of
aldehydes are an interesting topic for future research. As discussed in section
6.4.6, some mechanisms have been published in the past, but have not yet been
validated for state-of-the-art alcohol engines. Even so, such research would require
an upgrade of the available emission measurement equipment.
The constant volume bomb measurements performed during the current work
appeared to be heavily influenced by fuel decomposition and inaccuracies in the
equivalence ratio. The results’ accuracy could be improved by analyzing the actual
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composition of the mixture in the bomb (for example by using mass spectroscopy).
Employing an external mixture formation system instead of the fuel injection using
syringes might also help.
Due to the large influence of in-cylinder turbulence, bulk flow and flame center
movement, the accuracy of the engine model’s predictions will benefit from a
better understanding of these quantities. Bulk flow movements such as swirl or
tumble can be characterized using the steady-state flow bench constructed in this
work. To study in-cylinder turbulence and flame movement an optical engine
would be required.
The developed knock model was shown to produce acceptable results for the CFR
engine. Further model validation considering other engine geometries, higher
engine speeds and the effect of residuals, remain desirable. Since knock is
primarily affected by in-cylinder temperature, further model developments should
focus on the thermal effects of alcohol fuels, for example by using the wall heat
flux measurement methods developed within the author’s research group. For
extensions of the modeling approach to ethanol and alcohol-gasoline mixtures,
the autoignition delay correlations of Yates et al. might be a good starting point.
The model developed in this work could be further improved by considering the
following suggestions:
• The gas dynamics model proved very sensitive to puddling of alcohol fuels
in the intake runner. Direct measurements of the intake wall temperature
would help to calibrate the puddling model.
• It proved difficult to calibrate ignition delay and main combustion
separately. Artificial adjustment of the spark timing in the model could solve
this.
• The KaMa turbulent combustion model of Bradley et al. looks promising,
but cannot be used for engine simulations due to a lack of reliable data
for Ma at engine-like conditions. Future research could consider the
development of a correlation for Ma based on chemical kinetics and constant
volume bomb measurements.
Last but not least, extending all of the experimental and modeling work presented
here to alcohol-gasoline blends would greatly increase its industrial relevance.
For this reason, parallel research was initiated in the form of a Ph.D. considering
mixtures of alcohols, gasoline and water.
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This section describes the knock detection method of Worret et al. reported in
[121]. The method based on the high pass filtered heat release. The heat release of




γ −1 · p · dVdα + 1γ −1 ·V · dpdα (A.1)
Where dQh/dα is the heat release rate, γ is the ratio of specific heats, p and V
are the cylinder pressure and volume respectively. This signal is high-pass filtered
with a cut-off frequency of 3 kHz.
A threshold value for the filtered heat release rate is defined by using TVf actor =
0.65 in Equation A.2.
TV =max(dQh, f iltered) ·TVf actor (A.2)
The high-pass filtered heat release signal is scanned for the first value exceeding
the threshold (TVE) in the reverse direction of the time axis. In addition a potential
point of knock onset is determined by detecting the first sign change before TVE.
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If the point is within the given time window, knock intensity (KI) is calculated





α=αKO (dQh, f iltered(α))2 ·dα (A.3)
If KImeasured is higher than a fixed threshold knock intensity (TVKI = 15·10−4 [J2]),
TVf actor is halved. Reducing the TV target for knocking cycles allows a further
search for TVE in the reverse direction of the time axis. A TVf actor of 0.65 is
normally not sufficient to detect the real knock onset for severe knocking cycles.
However, the TVf actor can be halved only once.
Furthermore, a comparison between a measured and calculated knock intensity
ratio (KIR) is carried out. KIRmeasured can be determined by means of:
KIRmeasured =KIaKOmeasured/KIbKOmeasured (A.4)
where KIaKOmeasured corresponds to the knock intensity KImeasured and
KIbKOmeasured is calculated according to KIaKOmeasured , but starting at 7 °ca
before knock onset.
A rated knock intensity ratio can be calculated according to:
KIRcalculated = 3+(15.5·e−0.6 ·KImeasured) (A.5)
If KIRmeasured is located above the KIRcalculated , knock can be detected reliably. If
the value is less than, the signal is in the range of the noise level.
A.2 Error Analysis
This appendix summarizes the error analysis carried out to judge the quality of
the measurement results. The analysis is conducted according to the methods
described by Taylor [321] and determines the experimental uncertainty of
calculated variables based on known errors of variables that are directly measured.
The following general equation is used to calculate the propagation of the errors









The partial derivatives in the equation express the sensitivity of the absolute error
of q to that of a certain influential variable (x1, x2, ... xn).
The error analysis has been extensively described in previous works and will not
be repeated here. Instead the error on measured and calculated variables is listed in
Tables A.1 and A.2, with specification of the reference where the error analysis is
described. For the VW engine, the uncertainty on certain measured parameters has
been estimated as two times the standard deviation (σ ) during a 10s measurement
log. Indicated values have not been included in these tables, since the uncertainty










Table A.1: Experimental uncertainty on the measured variables for the different engines described in this work. MV = measured value
Variable Source CFR Audi Volvo VW
Tatm [113] ± 0.4○C ± 0.4○C ± 0.4○C ± 0.5○C
patm [113] ± 130 Pa ± 130 Pa ± 130 Pa ± 100 Pa
relative humidity [113] ± 2.5 % RH ± 2.5 % RH ± 2.5 % RH ± 2.5 % RH
torque [111],[112] - ± 0.6 Nm ± 0.6 Nm 2-4 Nm (2·σ )
engine speed [113], [112] ± 6 rpm ± 5 rpm ± 5 rpm 30 rpm (2·σ )
air flow [113], [112] ± 0.08 g/s ± 0.2 g/s ± 3% MV ± 1 g/s (2·σ )
fuel mass [113], [112] ± 1 g ± 1 g ± 1 g -
δ t [113], [112] ± 1 s ± 1 s ± 1 s -
fuel flow [113], [112] ± 0.03 kg/h ± 0.04 kg/h ± 0.1 kg/h ± 0.1 kg/h + ± 0.2% MV
temperatures [113] ± 5 ○C ± 5 ○C ± 5 ○C ± 5 ○C
intake pressure [113] ± 0.03 bar ± 0.03 bar ± 0.03 bar ± 0.03 bar
cylinder pressure [113] ± 1% MV ± 1% MV ± 1% MV ± 1% MV
exhaust pressure [113] ± 0.03 bar ± 0.03 bar ± 0.03 bar ± 0.03 bar
wall temperature [113] ± 5% MV - - -
crank angle [113] ± 0.25 ○ca ± 0.25 ○ca ± 0.25 ○ca ± 0.25 ○ca
compression ratio [27] negligible ± 0.1:1 ± 0.1:1 ± 0.1:1
ignition timing [27] ± 0.5 ○ca ± 1.0 ○ca ± 1.0 ○ca ± 1.0 ○ca
O2 [112] ± 0.25 vol% ± 0.25 vol% ± 0.25 vol% ± max(0.1 vol%, 5% MV)
CO [112] ± 0.2 vol% ± 0.2 vol% ± 0.2 vol% ± max(0.06 vol%, 5% MV)± 0.01% MV ± 0.01% MV ± 0.01% MV
CO2 [112] ± 0.2 vol% ± 0.2 vol% ± 0.2 vol% ± max(0.05 vol%, 5% MV)± 0.01% MV ± 0.01% MV ± 0.01% MV



















Table A.2: Experimental uncertainty on the calculated variables for the different engines described in this work. MV = measured value
Variable Source CFR Audi Volvo VW
Pe [112] - ± 0.3 kW ± 0.4 kW ± 1.5 kW
ηe [112] - ± 0.8-1.4% ± 0.2-0.6% ± 2%
volumetric efficiency (air+fuel) [112] ± 0.4% ± 0.3-0.7% ± 1-3% ± 2-5%
λ [113], [27] ± 4.5% MV ± 2-5% MV ± 5-6% MV ± 5-7% MV
external EGR [112] - ± 1-3% EGR - ± 4-6% EGR
heat flux [113] ± 3% MV - - -
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A.3 Measurements for model evaluation
Table A.3: Measurement conditions: neat methanol operation on CFR engine . IT in ○ca
ATDC, λ from λ sensor.
File rpm CR λ φ TP IT EGR λ
[○] [○ca] [%]
0216 1 2.prn 600 9.0 1.00 1.00 75 -15 6.1 0.98
0216 7 2.prn 600 9.0 1.00 1.00 87 -15 12.5 1.00
0216 2 2.prn 600 9.0 1.00 1.00 75 -5 6.3 0.98
0216 3 2.prn 600 9.0 1.30 0.77 75 -15 6.6 1.20
0216 9 2.prn 600 8.5 1.15 0.87 81 -20 10.0 1.09
0216 10 2.prn 600 8.5 0.85 1.18 81 -10 8.7 0.78
0216 11 2.prn 600 8.5 1.15 0.87 69 -10 5.8 1.08
0216 12 2.prn 600 8.5 0.85 1.18 69 -20 5.7 0.79
0216 13 2.prn 600 9.5 1.15 0.87 81 -10 8.5 1.09
0216 14 2.prn 600 9.5 0.85 1.18 81 -20 8.4 0.79
0216 15 2.prn 600 9.5 1.15 0.87 69 -20 5.7 1.09
0216 16 2.prn 600 9.5 0.85 1.18 69 -10 5.2 0.79
0216 4 2.prn 600 9.0 0.70 1.43 75 -15 6.2 0.69
0216 5 2.prn 600 9.0 1.00 1.00 75 -15 6.5 0.98
0216 6 2.prn 600 9.0 1.00 1.00 75 -25 6.6 0.97
0216 8 2.prn 600 9.0 1.00 1.00 63 -15 5.6 0.97
meting17.prn 600 7.0 1.00 1.00 75 -15 7.8 0.97
meting29.prn 600 11.0 1.00 1.00 75 -15 5.6 0.97
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Table A.4: Measurement conditions: neat ethanol operation on CFR engine . IT in ○ca
ATDC, λ from λ sensor.
File rpm CR λ φ TP IT EGR
[○] [○ca] [%]
meting1 4.prn 600 8.5 0.99 1.01 75 -15 5.8
meting2 3.prn 600 8.5 1.00 1.00 87 -15 10.2
meting3 3.prn 600 8.5 1.00 1.00 75 -5 5.5
meting4 3.prn 600 8.5 1.32 0.76 75 -15 6.2
meting5 3.prn 600 8.0 1.15 0.87 81 -20 7.9
meting6bis 3.prn 600 8.0 0.86 1.17 81 -10 7.0
meting7 3.prn 600 8.0 1.15 0.87 69 -10 5.9
meting8.prn 600 8.0 0.85 1.18 69 -20 5.7
meting9 3.prn 600 9.0 1.17 0.86 81 -10 6.7
meting10 3.prn 600 9.0 0.86 1.17 81 -20 6.6
meting11 2.prn 600 9.0 1.17 0.85 69 -20 5.6
meting12 3.prn 600 9.0 0.86 1.16 69 -10 5.0
meting13 3.prn 600 8.5 0.70 1.43 75 -15 5.4
meting14 3.prn 600 8.5 1.01 0.99 75 -15 5.8
meting15.prn 600 8.5 0.98 1.02 75 -25 5.9
meting16 2.prn 600 8.5 1.00 1.00 63 -15 5.4
metingCR75 3.prn 600 7.5 1.01 1.00 75 -15 6.6
metingCR65 3.prn 600 6.5 1.00 1.00 75 -15 7.5
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Table A.5: Measurement conditions: neat methanol operation on Audi engine . IT in ○ca
ATDC.
File rpm λ φ TP IT CoV
[○] [○ca] [%]
20130507 Audi-MeOH 1.prn 3010 0.85 1.18 65 -15 2.0
20130507 Audi-MeOH 2.prn 2497 1.00 1.00 50 0 8.4
20130507 Audi-MeOH 3.prn 3008 0.85 1.18 65 -5 6.2
20130505 Audi-MeOH 4.prn 2503 1.00 1.00 80 -10 7.0
20130507 Audi-MeOH 5.prn 1991 1.15 0.87 35 -5 12.0
20130507 Audi-MeOH 6.prn 2500 1.30 0.77 50 -10 46.6
20130507 Audi-MeOH 7-2.prn 2500 0.70 1.43 50 -10 2.4
20130606 Audi MeOH 8 2.prn 1993 0.85 1.18 35 -5 2.2
20130507 Audi-MeOH 9.prn 1998 1.15 0.87 65 -5 11.7
20130507 Audi-MeOH 10.prn 2009 1.15 0.87 65 -15 6.3
20130505 Audi-MeOH 11.prn 2001 0.85 1.18 65 -5 2.6
20130507 Audi-MeOH 12.prn 1993 1.15 0.87 35 -15 6.6
20130507 Audi-MeOH 13.prn 3002 1.15 0.87 35 -15 6.2
20130507 Audi-MeOH 14.prn 3008 1.15 0.87 65 -5 23.6
20130606 Audi MeOH 15 2.prn 2999 0.85 1.18 35 -5 2.8
20130507 Audi-MeOH 16.prn 3011 1.15 0.87 65 -15 13.1
20130606 Audi MeOH 17 2.prn 3005 0.85 1.18 35 -15 1.5
20130606 Audi MeOH 18 3.prn 2505 1.00 1.00 50 -10 4.8
20130507 Audi-MeOH 194.prn 3004 1.15 0.87 35 -5 13.8
20130507 Audi-MeOH 20.prn 1994 0.85 1.18 35 -15 1.0
20130507 Audi-MeOH 21.prn 2499 1.00 1.00 50 -10 4.7
20130606 Audi MeOH 22 2.prn 3515 1.00 1.00 50 -10 9.9
20130507 Audi-MeOH 23.prn 2496 1.00 1.00 50 -10 4.3
20130507 Audi-MeOH 24.prn 2502 1.00 1.00 50 -10 4.7
20130606 Audi MeOH 25 2.prn 2506 1.00 1.00 20 -10 3.3
20130507 Audi-MeOH 26.prn 2504 1.00 1.00 50 -20 2.7
20130507 Audi-MeOH 27.prn 1500 1.00 1.00 50 -10 3.6
20130507 Audi-MeOH 28-2.prn 2003 0.85 1.18 65 -15 0.8
Table A.6: Measurement conditions: neat methanol operation on Audi engine with
external EGR . IT in ○ca ATDC.
File rpm λ φ TP IT EGRext
[○] [○ca] [%]
2809MeOHEGR201500-1.prn 1500 1.0 1.0 WOT 38 25.9
2809MeOHEGR251500-2.prn 1500 1.0 1.0 WOT 23 14.4



















Table A.7: Measurement conditions: neat methanol knocking operation on CFR engine
No. CR TP λ IGN EGR KO σKO KI σKI knock ratio KLSA
[°] [°ca BTDC] [fraction] [°ca ATDC] [°ca] [° ca BTDC]
1 9 75 1 10-26 0.059 4.3 1.2 3.8 2.9 0.1 20
2 9.5 69 1.15 15-25 0.054 6.3 1.6 2.5 2.7 0.17 21
3 9.5 81 0.85 25-35 0.076 - - 0 0 0 -
4 9.5 69 0.85 22-28 0.051 -3 3.2 5.4 6.8 0.1 26
5 9.5 81 1.15 20-32 0.083 - - 0 0 0 -
6 10 75 0.7 10-30 0.051 - - 0 0 0 -
7 10 75 1 10-18 0.053 8.9 1.1 5.8 9.9 0.12 14
8 10 75 1 10-18 0.053 8.9 1.2 4.5 5.4 0.17 14
9 10 87 1 10-35 0.113 - - 0 0 0 -
10 10 75 1.3 10-26 0.06 6 1.9 2.6 2.9 0.15 22
11 10 63 1 8-16 0.046 8.9 1.2 6.8 10.1 0.08 14
12 10.5 69 0.85 6-16 0.046 7.7 1.2 2.3 0.5 0.07 14
13 10.5 69 1.15 10-16 0.047 11.2 1.2 4.2 7.4 0.09 13
14 10.5 81 1.15 10-24 0.075 3.1 1.3 1.9 2.1 0.16 22
15 10.5 81 0.85 10-26 0.071 - - 0 0 0 -
16 11 75 1 6-14 0.048 12 1.2 3 1.9 0.12 10
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Table B.1: Overview of the methanol-air laminar burning velocity correlations. T0= 298 K, p0= 101325 Pa
Author Ref. Tu [K] p [bar] φ f [m%]
Gibbs et al. [84] 298 1 0.8-1.4 0 ul = 50.4−203·(φ −1.08)2
Ryan et al. [157] 470-600 0.4-18 1 0 ul = 4680.9·(p/p0)−0.095 ·exp(−2086.6/Tu)
Metghalchi et al. [85] 350-700 0.4-40 0.8-1.5 0-20 ul = ul0 (TuT0 )α ( pp0 )β ·(1−2.1· f )
ul0 = 36.92−140.51·(φ −1.11)2
α = 2.18−0.8·(φ −1)
β = −0.16+0.22·(φ −1)
Gu¨lder [158] 298-800 1.0-8.0 0.7-1.4 0 ul = ul0 (TuT0 )α ( pp0 )β ·(1−2.3· f )
ul0 = 49.2·φ 0.25 ·exp(−5.11·(φ −1.075)2)
α = 1.75
β = −0.2/√φ , φ ≤ 1
β = −0.2·φ , φ > 1
Saeed et al. [151] 295-650 0.5-13.5 0.7-1.5 0 ul = ul0 (TuT0 )α ( pp0 )β
ul0 = 46.14+58.94·(φ −1)...−227.27·(φ −1)2−201.37·(φ −1)3+690.62·(φ −1)4
α = 1.3209−1.317·(φ −1)
β = −0.1807+0.1499·(φ −1)
Liao et al. [160] 385-480 1 0.7-1.4 0 ul = ul0 ( Tu358K)α ( pp0 )β
ul0 = −195.6·φ 2+419.92·φ −169.43
α = 1.85−0.6·(φ −1)
β = −0.1651+0.2·(φ −1)
































Table B.2: Overview of the ethanol-air laminar burning velocity correlations.
Author Ref. p [bar] T [K] φ f [m%]
Gu¨lder [91] 1-8 298-800 0.7-1.4 0 ul = ul0 (TuT0 )α ( pp0 )β ·(1−2.3· f )
ul0 = 46.5·φ 0.25 ·exp(−6.34·(φ −1.075)2)
α = 1.75
β = −0.17/√φ , φ ≤ 1
β = −0.17·φ , φ > 1
Liao et al. [90] 1 385-480 0.8-1.2 0 ul = ul0 ( Tu358K)α ( pp0 )β
ul0 = −207.07·φ 2+450.1·φ −189.71
α = 1.783−0.375·(φ −1)
β identical to Gu¨lder
Beeckmann et al. [162] 10 373 0.8-1.2 0 see [190]
Eisazadeh-Far et al. [166] 1-5 300-650 0.8-1.1 0-10 ul = ul0 (TuT0 )α ( pp0 )β ·(1− · f )2.16
ul0 = 36.5(1+1.01(φ −1)−1.91(φ −1)2)











Varea et al. [168] 1-5 373 0.8-1.5 0 ul = ul0 ( pp0 )β
ul0 = 60.36+33.52·(φ −1)−187.01·(φ −1)2...
...+50.49·(φ −1)3+90.89·(φ −1)4
β = −0.27−0.145·(φ −1)−1.75·(φ −1)2
Marshall et al. [148] 0.5-4 400-650 0.7-1.4 0-30 ul = ul0 (TuT0 )α ( pp0 )β ·(1−1.813· f 0.7961−0.3401(φ−1))
ul0 = 27.47+46.8·(φ −1)−81.89·(φ −1)2...
...−71.44·(φ −1)3+347.6·(φ −1)4
α = 2.301−1.548·(φ −1)
β = −0.2625+0.1186·(φ −1)
GT-Power [302] 0.4-40 350-700 0.8-1.5 0-20 ul = ul0 (TuT0 )α ( pp0 )β ·(1−2.06· f 0.77)
ul0 = 45.2−163.9·(φ −1.091)2




C.1 Flat flame burner measurements
C.1.1 Error analysis
In this part of the report the potential errors and their influence on the measurement
results are discussed. The setup used in this work is the same as in the work of
Van Lipzig [322], which is a copy of that used in the work of Meuwissen [323].
In these works an extensive error analysis was performed. The present discussion
is a condensed version of their error analysis and the interested reader is referred
to their works for more details. Some topics that deviate from the earlier work are
discussed in more detail. The sources of error discussed here include the error due
to irregular placement of thermocouples in the burner head, the influence of the
radial position of the thermocouples, the scatter on the thermocouple signals, the
influence of the unburned gas mixture temperature, the error due to the mass flow
controllers, the error due to extrapolation and the influence of the flame structure.
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Thermocouples
• Radial placement: The thermocouples are placed in a pattern at different
radial positions (see Figure 3.32). The closed holes where a thermocouple
is placed are labeled with their corresponding channel number. The burner
provided with the setup has it thermocouples placed at R = [0 2.1 4.2 6.3
8.4 10.5 12.6 14.7] mm. Van Maaren [207] did experiments to check if the
outflow profile is uniform in the radial direction. He concluded that only
in the inner 20 mm of the burner plate the outflow profile is uniform. The
outermost thermocouple lies in the area of non-uniform flow. In addition
this thermocouple is influenced by the hot ring around the burner plate.
For this reason Van Lipzig decided not to use the outer thermocouple when
calculating the polynomial coefficient C. If this thermocouple is included in
the polynomial calculation, this can result in underestimations of the burning
velocity of up to 2.5 cm/s [322].
• Error to fit: In Figure 3.33 the temperature profiles and the corresponding
polynomials are given for an experiment with four different velocity
settings at a specific equivalence ratio and unburned mixture temperature.
The difference between the temperature of a measurement point and the
polynomial at the same radial position is defined as the error to fit. In
the thesis of Bosschaart [324] and Meuwissen [323] it is shown that this
error to fit is a structural error and can be explained by the fact that the
thermocouples are not placed at an equal height in the burner plate. Van
Lipzig [322] showed that the error to fit is a function of unburned mixture
temperature and the flow speed. Bosschaart [324] suggested a correction
method to reduce the error to fit. As discussed by Van Lipzig [322] this
correction has no influence on the adiabatic burning velocity estimation.
Therefore it is not used in this work.
• Thermocouple scatter: Apart from the systematic error of the
thermocouple readings discussed in previous paragraph, a random error in
the burning velocity measurements remains due to thermocouple scatter. As
illustrated in Figure C.1, the error in the parabolic coefficient C (σC) can be
estimated from the thermocouple scatter (σTC) as:
σC = 2σTCr2b (C.1)
Where rb is position of the outermost thermocouple.
The resulting uncertainty in the burning velocity is given by
σul = 1s 2σTCr2b (C.2)
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Where s is the sensitivity of C to changes in the gas velocity vg around the




In our case σTC=0.5 K was denoted by Bosschaart [324] and rb =14.4 mm.
The sensitivity s was calculated for each measurement point. In general the
error is less than 0.5 cm/s for equivalence ratios ranging from 0.7-1.5. The
error is lowest at φ=1.1.
 
Figure C.1: Error estimate of parabolic parameter due to scatter σTC in the thermocouple
measurements. the thermocouple with radial position rb is the outermost thermocouple.
the line indicates the parabola that would still be acceptable when the thermocouples read
equal temperature (source: [323])
Error due to extrapolation
As explained in 3.9.2 the laminar burning velocity can sometimes be extrapolated
when it is impossible to employ the standard interpolation method due to various
limitations. This extrapolation brings along additional uncertainty for the burning
velocity. The extent of this uncertainty can be estimated from the standard
deviation on the slope and intercept of the linear extrapolation curve.
If the extrapolation curve is given by
y = B ·x+A (C.4)
Where y is the parabolic coefficient C and x is the gas velocity vg.
Then, the standard deviation on the fitted C can be calculated from
σy =¿ÁÁÀ 1N −2∑j (y j −A−B ·x j)2 (C.5)
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Where N is the number of measurement points.
The standard deviation of the intercept A and the slope B are given by
∆ =N∑
j






σB = σy√N/∆ (C.7)
The 95% confidence interval for the extrapolated laminar burning velocity can then
be calculated using the sensitivity s as defined in Equation C.3
2·σul = 2s √(ul −vmax)2σ2B +σ2A (C.8)
Where vmax is the largest flow velocity for which a valid measurement was
possible. Note that this error estimation assumes that the behavior of the C
coefficient in terms of flow velocity is linear. This is not necessarily true if the
measured flow velocities are much lower than the laminar burning velocity.
Temperature unburned gas mixture
The temperature of the unburned mixture is controlled by the plenum chamber
which is connected to a thermo bath. In the thesis of Van Lipzig [322] it was noted
that there is a slight deviation between the temperature of the thermo bath and
the temperature of the unburned mixture. This deviation influences the measured
burning velocity both through the change in mixture density and the influence of
temperature on the burning velocity.
Van Lipzig measured the mixture temperature just above the burner head for
an unignited mixture by using a thermocouple. He concluded that the mixture
temperature can be quite a bit lower than the thermo bath temperature and the
difference gets larger for higher thermo bath temperatures. For example for a
thermo bath temperature of 85 ○C he measured an unburned mixture temperature
of just below 80 ○C. Van Lipzig proposed to correct for this deviation by setting the
thermo bath temperature to a higher value in order to get the desired temperature
for the unburned mixture. He compared corrected to uncorrected values for the
laminar burning velocity of ethanol at 338 K and concluded the difference is lower
than 0.6 cm/s.
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In preparation of this work, the temperature of an (unignited) air mixture just
above the burner head was measured for a range of thermo bath temperatures
and air MFC settings (flow velocity settings). The difference between the thermo
bath temperature and the air temperature for different airflows and thermo bath
temperatures is shown in Figure C.2.
The temperature difference can be fit in terms of airflow and thermo bath
temperature in order to correct for this difference. This correction was not used
for this work however, so at the highest temperatures some additional errors on the
burning velocity can be expected due to the difference between set thermo bath
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Figure C.2: Difference between the set thermo bath temperature and the measured mixture
temperature just above the burner head.
Mass flow controllers
Since the mass flow controllers control both the equivalence ratio and the unburned
mixture velocity, their inaccuracies will influence both quantities. A detailed
explanation of the inaccuracy in the mass flow controllers can be found in the
thesis from Meuwissen [323]. Here only the resulting formulas are retained. The
uncertainties of the mass flow controllers are summarized in Table C.1.
The total absolute error in the equivalence ratio is given by
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Table C.1: Specified uncertainties of the mass flow controllers
MFC Fluid Uncertainty
MFC 74 air 0.8% set point + 0.2% maximum flow
MFC 76 air 0.8% set point + 0.2% maximum flow
MFC 76 liquid fuel 0.2% set point





Where q is the mass flow. The absolute error in the burning velocity due to the
MFCs is given by






Where q is in g/min, R is the universal gas contant, A is the burner area
(=7.06858·10−4 m2), p and Tu are the mixture pressure and temperature (in Pa
and K) and M is the molar mass.
In the thesis of Meuwissen [323] the absolute error of the adiabatic burning
velocity due to mass flow controller deviation is estimated to be less than ± 0.5
cm/s. The absolute error of the equivalence ratio is estimated to be less than ±
0.015.
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C.1.2 Measurements
Table C.2: Laminar burning velocities (cm/s) of methanol-air flames at different initial
temperatures
ul Tu
φ 298 K 308 K 318 K 328 K 338 K 343 K 348 K 358 K
0.7 20.5 22 22.8 23.7 25.3 26.1 27.5 28
0.8 29.2 31 32.2 33 34.9 36.4 37.4 38.3
0.9 37.1 39.3 40.7 41.2 44 45.8 46.9 47.7





1.5 34.6 36.9 38.9 39 42.9 44.3 44.5 45.8
Table C.3: Laminar burning velocities (cm/s) of methanol-water mixtures containing 10%
water by mass
ul [cm/s] Tu
φ 298 K 308 K 318 K 328 K 338 K 348 K 358 K
0.7 19.1 21.3 23.1 23.9 25.6 27.4
0.8 27.2 29.6 31.7 33.2 34.9 37.9
0.9 33.8 37.6 39.9 41.9 43.7 46.2





1.5 36.8 39.3 41.7 44.2
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Table C.4: Laminar burning velocities (cm/s) of methanol-water mixtures containing 20%
water by mass
ul [cm/s] Tu
φ 298 K 308 K 318 K 328 K 338 K 348 K 358 K
0.7 19.9 21.1 21.9 23 24.3
0.8 27.4 29.1 30.8 31.5 33.5
0.9 34.5 36.3 38.6 39.2 41




1.4 37.8 38.6 41.3
1.5 30.5 31.6 33.4 34.4 35.4
Table C.5: Laminar burning velocities (cm/s) of methanol-water mixtures containing 35%
water by mass
ul [cm/s] Tu
φ 298 K 308 K 318 K 328 K 338 K 348 K 358 K
0.7 16.9 18.3 19 19.9
0.8 23.5 25.5 26.6 27.8
0.9 29.4 31.7 33.4 34.6
1 33.9 36.3 37.9 39.5
1.1 36.4 38.6 40.3 42.3
1.2 36.5 39 40.4 43.1
1.3 33.5 35.9 37.7 39.9
1.4 28.9 30.3 32.1 34.2
1.5 23.6 24.2 25.7 28.1
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Table C.6: Laminar burning velocities (cm/s) of methanol burned with 19 mol% O2 in
(O2+N2)
ul [cm/s] Tu
φ 298 K 308 K 318 K 328 K 338 K 348 K 358 K
0.7 15.2 16.9 20 22.3
0.8 22.9 25.6 28.3 31.2
0.9 29.3 32.7 35.9 39.4
1 34.7 38.4 41.9 46
1.1 37.8 41.7 45.7 50.1
1.2 38.3 42.2 46.2 50.7
1.3 36.2 39.8 44 48.4
1.4 31.9 35.2 39 43.1
1.5 26.2 29.1 33 36.2
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C.2 Constant volume bomb measurements
Table C.7: Laminar measurements at 1 bar, 303 and 338 K
file p Tu φ φcorr Ss ρu/ρb ul Lb
[bar] [K] [m/s] [m/s] [mm]
e01d210312 1.004 304 0.80 0.77 1.79 7.01 0.256 1.28
e02d210312 1.000 304 0.80 1.06 1.66 7.01 0.238 1.16
e03d210312 1.000 305 0.80 0.84 1.70 6.99 0.243 1.16
e01d040412 1.003 297 1.00 1.15 2.99 7.99 0.374 0.74
e02d040412 1.003 298 1.00 1.00 2.73 7.97 0.343 0.88
e03d040412 1.001 300 1.00 1.02 2.92 7.92 0.368 0.83
e05d210312 1.000 304 1.20 1.19 3.53 7.88 0.448 0.49
e06d210312 1.000 305 1.20 1.24 3.48 7.85 0.443 0.73
e07d210312 1.001 314 1.20 2.87 6.62 7.65 0.972 0.08
e04d040412 0.999 301 1.20 1.22 3.54 7.95 0.445 0.78
e01d130412 0.991 301 1.20 1.04 2.82 7.95 0.355 0.78
e05d130416 1.002 303 1.20 1.21 3.53 7.90 0.447 0.63
e02d130413 0.996 298 1.40 1.15 3.43 7.83 0.438 0.77
e03d130414 1.001 300 1.40 1.35 3.55 7.79 0.456 0.59
e04d130415 1.001 301 1.40 1.36 3.57 7.76 0.459 0.60
e04d210312 1.001 303 1.60 1.68 2.64 7.52 0.351 0.19
e06d130417 1.002 304 1.60 1.47 3.20 7.50 0.427 0.38
e11d190412 1.002 338 0.80 0.79 1.91 6.37 0.299 1.03
e02d051112 0.999 338 0.80 0.79 1.89 6.37 0.297 1.10
e03d051112 0.995 336 0.80 0.76 1.88 6.40 0.294 1.19
e04d051112 0.996 339 0.80 0.75 1.95 6.35 0.308 1.14
e10d190412 1.002 336 1.00 0.98 3.27 7.13 0.459 0.85
e05d051112 0.995 338 1.00 0.94 3.20 7.09 0.452 0.89
e06d051112 0.997 338 1.00 0.93 3.15 7.09 0.444 0.81
e07d051112 0.997 338 1.00 0.93 3.19 7.09 0.450 0.90
e09d190412 1.005 339 1.20 1.19 3.86 7.14 0.540 0.61
e08d051112 0.997 338 1.20 1.11 4.00 7.15 0.559 0.75
e09d051112 0.998 337 1.20 1.11 4.00 7.17 0.558 0.70
e08d190412 1.004 343 1.40 1.44 3.44 6.99 0.492 0.38
e01d141112 1.004 337 1.40 1.30 3.69 7.02 0.525 0.34
e02d141112 0.999 337 1.40 1.30 3.64 7.02 0.519 0.38
e03d141112 0.997 337 1.40 1.30 3.70 7.02 0.527 0.65
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Table C.8: Laminar measurements at 1 bar, 358 and 383 K
file p Tu φ φcorr Ss ρu/ρb ul Lb
[bar] [K] [m/s] [m/s] [mm]
e04d011112 0.995 357 0.80 0.99 2.16 6.07 0.356 0.71
e05d011112 0.997 357 0.80 0.83 1.83 6.07 0.302 0.96
e06d011112 1.001 359 0.80 0.99 2.17 6.04 0.359 0.36
e07d011112 0.994 358 0.80 0.82 1.93 6.05 0.320 1.30
e08d011112 0.997 357 0.80 0.85 1.84 6.07 0.303 1.18
e10d011112 0.997 355 0.80 0.75 1.81 6.10 0.296 1.20
e01d021112 0.991 354 0.80 0.77 1.83 6.11 0.300 1.19
e01d071112 0.996 356 0.80 0.74 1.70 6.08 0.279 1.02
e02d071112 0.995 356 0.80 0.72 1.69 6.08 0.278 1.16
e03d071112 1.001 358 0.90 0.83 2.72 6.72 0.405 0.82
e04d190412 1.002 361 1.00 1.07 3.32 6.67 0.498 0.84
e07d311012 0.997 360 1.00 0.97 3.30 6.69 0.493 0.89
e02d011112 0.997 357 1.00 0.99 3.34 6.74 0.495 0.75
e03d011112 0.996 357 1.00 0.98 3.38 6.74 0.501 0.87
e12d051112 0.997 357 1.00 0.89 3.27 6.74 0.485 0.90
e13d051112 1.000 358 1.00 0.92 3.32 6.72 0.494 0.93
e04d071112 0.996 357 1.00 0.93 3.23 6.74 0.480 0.88
e05d071112 1.012 357 1.10 1.00 3.59 6.84 0.525 0.72
e02d021112 0.999 356 1.20 1.12 4.04 6.83 0.591 0.70
e03d021112 0.999 354 1.20 1.07 4.04 6.86 0.589 0.86
e04d021112 1.000 354 1.20 1.05 3.99 6.86 0.581 0.77
e05d021112 0.991 357 1.20 1.12 3.99 6.81 0.586 0.70
e06d071112 0.995 358 1.20 1.14 4.07 6.79 0.599 0.77
e07d071112 0.994 358 1.30 1.21 4.15 6.72 0.620 0.62
e07d190412 1.001 360 1.40 1.43 3.54 6.65 0.533 0.39
e10d051112 0.997 357 1.40 1.27 3.97 6.66 0.596 0.53
e11d051112 0.995 358 1.40 1.28 3.91 6.64 0.588 0.46
e08d071112 0.995 357 1.40 1.31 3.93 6.66 0.589 0.68
e09d071112 1.001 358 1.50 1.40 3.52 6.56 0.537 0.35
e10d071112 1.034 357 1.60 1.44 3.27 6.50 0.503 0.40
e01d180412 1.003 383 0.80 0.97 2.21 5.70 0.389 0.43
e02d180412 1.000 384 0.80 0.83 2.07 5.69 0.363 0.78
e03d180412 0.994 384 0.80 0.88 2.09 5.69 0.367 0.55
e04d180412 1.008 385 1.20 1.25 4.16 6.36 0.654 0.72
e05d180412 0.997 385 1.20 1.20 4.10 6.36 0.644 0.61
e06d180412 1.065 381 1.40 1.28 4.00 6.29 0.636 0.39
e07d180412 1.015 378 1.40 1.12 3.92 6.33 0.616 0.44
e01d121112 0.984 390 1.40 1.59 3.17 6.17 0.513 0.49
e01d200312 0.995 387 1.00 1.46 3.94 6.26 0.629 0.49
e02d200312 0.997 385 1.00 1.13 3.26 6.29 0.518 0.71
e04d200312 1.008 382 1.00 0.96 3.00 6.33 0.473 0.80
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Table C.9: Laminar measurements at 5 bar, 338 K and 358 K
file p Tu φ φcorr Ss ρu/ρb ul Lb
[bar] [K] [m/s] [m/s] [mm]
e07d130418 4.982 328 0.80 0.67 0.88 6.56 0.134 0.27
e08d130419 4.978 335 0.80 0.72 0.90 6.44 0.139 0.20
e09d130420 5.030 339 0.80 0.78 1.03 6.37 0.161 0.26
e10d130421 4.990 339 0.80 0.78 1.09 6.37 0.171 0.23
e11d130422 4.983 338 1.00 0.94 2.05 7.18 0.286 0.28
e12d130422 4.988 341 1.00 0.97 2.13 6.82 0.312 0.27
e13d130422 5.009 339 1.20 1.11 2.64 7.16 0.369 0.11
e14d051112 5.050 358 0.80 0.72 1.01 6.07 0.166 0.92
e01d061112 5.026 362 0.80 0.74 1.12 6.01 0.186 0.41
e02d061112 5.025 360 0.80 0.72 1.10 6.04 0.181 0.58
e03d061112 4.996 358 0.80 0.72 1.12 6.07 0.185 0.30
e04d061112 5.012 358 0.80 0.72 1.04 6.07 0.171 0.33
e17d071112 5.001 361 0.80 0.74 1.16 6.03 0.193 0.24
e05d061112 5.012 357 1.00 0.91 2.26 6.83 0.331 0.02
e06d061112 5.005 356 1.00 0.90 2.26 6.85 0.330 0.02
e07d061112 4.995 357 1.00 0.90 2.22 6.83 0.325 0.07
e08d061112 4.985 360 1.00 0.93 2.39 6.78 0.352 0.04
e11d071112 4.996 361 1.00 0.97 2.40 6.76 0.354 -0.06
e12d071112 4.983 362 1.00 0.93 2.37 6.74 0.352 -0.05
e13d071112 5.006 360 1.20 1.13 3.01 6.78 0.443 -0.03
e14d071112 5.011 360 1.20 1.13 3.00 6.78 0.442 -0.24
e15d071112 4.993 360 1.40 1.35 2.82 6.62 0.426 -0.13
e16d071112 5.000 360 1.40 1.32 2.69 6.62 0.406 -0.38
e01d170412 4.961 390 0.80 0.91 1.57 5.63 0.279 0.22
e02d170412 4.997 386 0.80 0.88 1.42 5.68 0.249 0.09
e03d170412 4.960 390 0.80 0.90 1.42 5.63 0.250 0.11
e02d110412 5.000 383 1.00 0.95 2.22 6.41 0.346 0.19
e04d120412 4.997 384 1.00 1.11 2.48 6.39 0.388 0.20
e05d120412 4.944 384 1.00 1.04 2.02 6.39 0.317 0.13
e06d120412 5.023 377 1.00 1.04 2.34 6.50 0.360 0.14
e07d120412 5.015 378 1.00 1.07 2.38 6.48 0.368 0.14
e04d170412 5.010 388 1.20 1.38 3.36 6.35 0.529 0.17
e05d170412 4.990 388 1.20 1.24 3.08 6.35 0.486 0.24
e06d170412 5.030 389 1.20 1.20 3.01 6.33 0.475 0.03
e07d170412 5.015 385 1.40 1.45 2.74 6.24 0.439 0.05
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Table C.10: Laminar measurements at 2.5 bar and 10 bar, 358 K
file p Tu φ φcorr Ss ρu/ρb ul Lb
[bar] [K] [m/s] [m/s] [mm]
e01d081112 2.494 359 0.80 0.75 1.47 6.05 0.243 0.23
e02d081112 2.500 359 0.80 0.73 1.39 6.05 0.229 0.62
e03d081112 2.503 358 0.80 0.75 1.50 6.06 0.247 0.14
e04d081112 2.501 358 0.80 0.75 1.46 6.06 0.240 0.48
e05d081112 2.502 358 1.00 0.92 2.69 6.78 0.397 0.23
e06d081112 2.509 358 1.00 0.92 2.68 6.78 0.396 0.11
e07d081112 2.505 359 1.00 0.93 2.76 6.76 0.408 0.31
e08d081112 2.502 358 1.20 1.11 3.46 6.81 0.509 -0.33
e09d081112 2.502 358 1.20 1.10 3.44 6.81 0.505 0.13
e10d081112 2.501 358 1.20 1.11 3.35 6.81 0.492 -0.11
e11d081112 2.499 359 1.40 1.30 3.32 6.63 0.501 -0.25
e12d081112 2.499 358 1.40 1.29 3.47 6.65 0.522 0.13
e13d081112 2.493 359 1.40 1.31 3.15 6.63 0.475 -0.28
e01d160412 10.007 360 0.80 0.72 0.86 6.08 0.142 -0.35
e02d160412 9.963 360 0.80 0.74 0.86 6.08 0.142 -0.31
e03d160412 9.982 359 1.00 0.89 1.74 6.83 0.255 0.00
e04d160412 9.956 358 1.00 0.88 1.81 6.84 0.264 0.00
e05d160412 9.955 359 1.20 1.05 2.35 6.81 0.345 0.00













Table D.1: Overview of the published methanol autoignition delay time datasets and correlations. [O2] and [CH3OH] are the mole fractions of O2
and methanol respectively. xO2 and xCH3OH are the mole fractions of O2 and methanol.
Year Author Ref. Method p [bar] T [K] φ τ [s]
1975 Bowman [174] Shock tube 1.8-4.6 1545-2180 0.75-6 2.1·10−13 ·e 151.5kJRT ·[O2]0.5 ·[CH3OH]0.1
1981 Natarajan [296] Shock tube 2.5-4.5 1300-1500 0.5-1.5 1.41·10−14 ·e 128kJ/moleRT · ·[O2]−1.3 ·[CH3OH]0.15
1981 Tsuboi et al. [325] Shock tube 1-20 1200-1800 0.2-2 -
2008 Yates et al. [30] Chem. kin. 12-40 600-1200 0.3-3.0 e−15.59 ·10−3 ·φ−0.595 · p−0.768 ·e 18307T



























Table D.2: Overview of the published ethanol autoignition delay time datasets and correlations. [O2], [Ar] and [EtOH] are the mole fractions of O2
and argon and ethanol respectively.
Year Author Ref. Method p [bar] T [K] φ τ [s]
1981 Natarajan [296] Shock tube 1-2 1300-1700 0.5 - 2.0 10−15 ·e 19221T ·[EtOH]0.1 ·[O2]−0.75 ∗ [Ar]−0.25
1991 Dunphy [326] Shock tube 1.8-4.6 1080-1660 0.25-2.0 10−14 ·e 15500T ·[EtOH]−0.315 ·[O2]−0.78 ·[Ar]0.259
2010 Heufer [327] Shock tube 13-40 800-1400 1.0 7.5·10−9⋅−0.77 ·e 14000T
2010 Yates et al. [30] Chem. kin. 12-40 600-1200 0.3-3.0 e−13.28 ·10−3 ·φ−0.725 · p−0.742 ·e 16300T
2010 Cancino [198] Shock tube 10-50 650-1220 K 0.3-1.0 10−6 ·10−3.21 ·(p/30)−0.88 ·e 139.3kJ/molRT
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Table E.1: Comparison of the experimental results of Bowman [174] and calculated autoignition delay times
Mix T [CH3OH] [O2] [Ar] p φ τexp τcalc
[K] [mole/cm3] [mole/cm3] [mole/cm3] [bar] [µs] [µs]
2 1545 2.29E-07 4.58E-07 2.22E-05 2.94 0.75 225 168
2 1690 2.24E-07 4.48E-07 2.17E-05 3.14 0.75 62 126
2 1800 2.14E-07 4.28E-07 2.08E-05 3.21 0.75 40 66
2 1935 2.02E-07 4.04E-07 1.96E-05 3.25 0.75 20 31
2 2005 2.07E-07 4.14E-07 2.01E-05 3.45 0.75 13 20
2 2125 2.09E-07 4.18E-07 2.03E-05 3.7 0.75 9 14
4 1575 2.29E-07 2.29E-07 2.24E-05 2.99 1.5 242 133
4 1615 2.16E-07 2.16E-07 2.12E-05 2.9 1.5 150 44
4 1700 2.05E-07 2.05E-07 2.01E-05 2.9 1.5 106 21
4 1870 1.96E-07 1.96E-07 1.92E-05 3.05 1.5 34 10
4 2035 1.86E-07 1.86E-07 1.82E-05 3.14 1.5 20 6
4 2090 1.90E-07 1.90E-07 1.86E-05 3.3 1.5 15 4
5 1555 2.30E-07 9.20E-07 2.19E-05 2.98 0.38 140 138
5 1585 2.22E-07 8.88E-07 2.11E-05 2.93 0.38 84 110
5 1710 2.13E-07 8.52E-07 2.02E-05 3.02 0.38 36 57
5 1855 2.03E-07 8.12E-07 1.93E-05 3.13 0.38 21 14
5 1945 1.89E-07 7.56E-07 1.80E-05 3.06 0.38 14 6
5 2030 1.93E-07 7.72E-07 1.83E-05 3.25 0.38 9 5
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Table E.2: Comparison of the experimental results of Natarajan et al . [296] and
calculated autoignition delay times
p T φ xCH3OH xO2 xAr τexp τcalc
atm [K] [mole%] [mole%] [mole%] [µs] [µs]
2.5 1300 0.5 0.025 0.075 0.9 235 570
2.5 1500 0.5 0.025 0.075 0.9 55 105
2.5 1700 0.5 0.025 0.075 0.9 18 26
2.5 1300 1 0.04 0.06 0.9 316 435
2.5 1500 1 0.04 0.06 0.9 74 87
2.5 1700 1 0.04 0.06 0.9 24 24
2.5 1300 1.5 0.05 0.05 0.9 394 392
2.5 1500 1.5 0.05 0.05 0.9 92 82
2.5 1700 1.5 0.05 0.05 0.9 30 24
4.5 1300 0.5 0.025 0.075 0.9 140 327
4.5 1500 0.5 0.025 0.075 0.9 32 60
4.5 1700 0.5 0.025 0.075 0.9 11 15
4.5 1300 1 0.04 0.06 0.9 188 249
4.5 1500 1 0.04 0.06 0.9 44 50
4.5 1700 1 0.04 0.06 0.9 14 14
4.5 1300 1.5 0.05 0.05 0.9 233 225
4.5 1500 1.5 0.05 0.05 0.9 54 47
4.5 1700 1.5 0.05 0.05 0.9 18 14
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Table E.3: Comparison of the experimental results of Kumar et al. [297] and calculated
autoignition delay times
p φ 1000/T xCH3OH xO2 xAr τexp τcalc
bar [1/K] [Mole%] [Mole%] [Mole%] [µs] [µs]
7 0.5 0.9 0.065 0.196 0.738 810 831
7 0.5 0.95 0.065 0.196 0.738 3105 1953
7 0.5 1 0.065 0.196 0.738 11896 4676
7 0.5 1.05 0.065 0.196 0.738 45578 11401
7 0.5 1.1 0.065 0.196 0.738 174622 28279
7 1 0.9 0.123 0.184 0.693 468 562
7 1 0.95 0.123 0.184 0.693 1794 1318
7 1 1 0.123 0.184 0.693 6875 3147
7 1 1.05 0.123 0.184 0.693 26340 7638
7 1 1.1 0.123 0.184 0.693 100914 18841
7 1.5 0.9 0.174 0.174 0.653 349 457
7 1.5 0.95 0.174 0.174 0.653 1336 1070
7 1.5 1 0.174 0.174 0.653 5118 2548
7 1.5 1.05 0.174 0.174 0.653 19607 6164
7 1.5 1.1 0.174 0.174 0.653 75121 15142
30 0.5 0.9 0.065 0.196 0.738 126 243
30 0.5 0.95 0.065 0.196 0.738 482 582
30 0.5 1 0.065 0.196 0.738 1847 1422
30 0.5 1.05 0.065 0.196 0.738 7076 3536
30 0.5 1.1 0.065 0.196 0.738 27109 8940
30 1 0.9 0.123 0.184 0.693 73 163
30 1 0.95 0.123 0.184 0.693 279 391
30 1 1 0.123 0.184 0.693 1067 952
30 1 1.05 0.123 0.184 0.693 4089 2355
30 1 1.1 0.123 0.184 0.693 15666 5917
30 1.5 0.9 0.174 0.174 0.653 54 133
30 1.5 0.95 0.174 0.174 0.653 207 317
30 1.5 1 0.174 0.174 0.653 794 770
30 1.5 1.05 0.174 0.174 0.653 3044 1897
30 1.5 1.1 0.174 0.174 0.653 11662 4746
F
Quasi-dimensional model equations
The following discussion has been copied from the Ph.D. book of Verhelst [27]. It
has been added for completeness.
F.1 Compression and expansion


















with de/dθ = ∂e/∂T ·dT /dθ = cv dT /dθ . For an ideal gas, h = e+RT , resulting in













with dm/dθ resulting from blowby: dm/dθ = dml/dθ . For the pressure change,













during compression, the cylinder gas composition can be assumed constant, during
expansion it can be assumed to change only slowly, or dR/dθ ≈ 0, resulting in the





















−hu dmxdθ −hu dml,udθ (F.6)
here, Qu is the heat exchange between the unburned zone and the cylinder walls, Vu
is the volume of the unburned zone, dmx/dθ is the mass burning rate and dml,u/dθ
is the leakage of unburned gas from cylinder to crankcase (dml,u/dθ > 0). Again,


















−eu dmxdθ = −dQudθ − pdVudθ −hu dmxdθ −RuTu dml,udθ (F.9)











=mb debdθ +eb dmbdθ (F.11)
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+eb dmxdθ = −dQbdθ − pdVbdθ +hu dmxdθ −RbTb dml,bdθ (F.13)

































+Vb d pdθ = RbTb dmbdθ +mbRb dTbdθ (F.18)




− (hu−RuTu)dmxdθ (F.19)= −dQu
dθ
−Vu d pdθ −RuTu dmudθ −muRu dTudθ −hu dmxdθ −RuTu dml,udθ
using cv,u+Ru = cp,u and eq. (F.8), we obtain the following equation for the rate of





(Vu d pdθ − dQudθ ) (F.20)




























































































Finally, substituting eqs. (F.20) and (F.23) in eq. (F.14) results in:
mucv,u
mucp,u
















−RuTu dml,udθ −RbTb dml,bdθ













−cp,bTb dml,bdθ − RuRb cp,bTu dml,udθ (F.25)−[(eb−eu)−cv,b(Tb− RuRb Tu)] dmxdθ + ( cv,ucp,u − cv,bRb Rucp,u ) dQudθ − dQdθ }
The quantities p, Tu, Tb, mu, mb and me are initialised at the time of ignition as
follows:
• p: the pressure is taken to be the pressure at the end of compression
• Tb: the initial burned gas temperature is taken to be the adiabatic combustion
temperature, Tad , calculated from the unburned mixture composition and the
pressure and temperature at the end of compression
• mb: the initial mass of burned gas is calculated from p and Tb assuming
a flame kernel of 1mm diameter formed at the time of ignition, with a
composition determined from chemical equilibrium at p and Tb; using the
ideal gas equation
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• me: the initial entrained mass is (arbitrarily) set to twice the initial burned
mass
• mu: the unburned mass at the time of ignition is obtained from the difference
between total cylinder mass at that time and initial burned mass
• Tu: the unburned gas temperature at ignition is calculated from p, mu and
Vu determined by the difference between the cylinder volume at ignition and
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