Abstract. This paper is a continuation of [7] where we prove a characterization of the support in Hölder norm of the law of the solution to a stochastic wave equation with threedimensional space variable and null initial conditions. Here we allow for non null initial conditions and therefore the solution does not possess a stationary property in space. As in [7] , the support theorem is a consequence of an approximation result, in the convergence of probability, of a sequence of evolution equations driven by a family of regularizations of the driving noise. However, the method of the proof differs from [7] since arguments based on the stationarity property of the solution cannot be used.
Introduction
This paper is a continuation of [7] , where we prove a characterization of the topological support in Hölder norm for the law of the solution of a stochastic wave equation with vanishing initial conditions. Consider the stochastic partial differential equation (SPDE) ∂ 2 ∂t 2 − ∆ u(t, x) = σ u(t, x) Ṁ (t, x) + b u(t, x) , u(0, x) = v 0 (x), ∂ ∂t u(0, x) =ṽ 0 (x), (1.1) where ∆ denotes the Laplacian on R 3 , T > 0 is fixed, t ∈ (0, T ] and x ∈ R 3 . The non-linear terms and the initial conditions are defined by functions σ, b : R → R and v 0 ,ṽ 0 : R 3 → R, respectively. The notationṀ (t, x) refers to the formal derivative of a Gaussian random field M white in the time variable and with a correlation in the space variable given by a Riesz kernel. Formally,
2) where δ 0 denotes the delta Dirac measure and β ∈ (0, 2). We consider a random field solution to the SPDE (1.1), which means a real-valued adapted (with respect to the natural filtration generated by the Gaussian process M ) stochastic process {u(t, x), (t, x) ∈]0, T ] × R 3 } satisfying u(t, x) = X 0 (t, x) + G(t) is the fundamental solution to the wave equation in dimension three, G(t, dx) = 1 4πt σ t (dx), where σ t (x) denotes the uniform surface measure on the sphere of radius t with total mass 4πt 2 (see e.g. [8] ), and the symbol "⋆" denotes the convolution in the spatial argument.
The stochastic integral (also termed stochastic convolution) in (1.3) is defined as a stochastic integral with respect to a sequence of independent standard Brownian motions, as follows. Let H be the Hilbert space defined by the completion of S(R 3 ), the space of rapidly decreasing functions on R 3 , endowed with the semi-inner product
where F denotes the Fourier transform operator and µ(dξ) = F −1 (|ξ| −β dξ) = |ξ| β−3 dξ. Then G(t − s, x − * )σ(u(s, * )), e j H W j (ds), (1.5) where (e j ) j∈N ⊂ S(R 3 ) is a complete orthonormal basis of H. Assume that ϕ ∈ H is a signed measure with finite total variation. Then, by applying [10, Theorem 5.2] (see also [11, Lemma 12.12] for the case of probability measures with compact support) and a polarization argument on the positive and negative parts of ϕ, we obtain ϕ |g(t, x) − g(t,x)| (|t −t| + |x −x|) ρ .
Let 0 < ρ ′ < ρ and E ρ ′ ([0, T ] × K) be the space of Hölder continuous functions g of degree ρ ′ such that
Assume that the functions σ and b are Lipschitz continuous and the initial conditions v 0 ,ṽ 0 satisfy the assumption (h2) of Theorem 1.1 below. Theorem 4.11 in [4] along with [6, Proposition 2.6] give the existence of a random field solution to (1.3) with sample paths in
Fix h ∈ H t and consider the deterministic evolution equation
The main objective in [7] is to prove that, in the particular case v 0 =ṽ 0 = 0, the topological support of the law of the solution to (
is the closure in the Hölder norm of the set {Φ h , h ∈ H T }, for any t 0 > 0. (see [7, Theorem 3.1] ).
The aim of this paper is to prove a partial extension of this result allowing non null initial conditions v 0 ,ṽ 0 , as formulated in the following statement. Theorem 1.1. Assume that (h1) the function σ is affine and b is Lipschitz continuous;
are Hölder continuous functions of degree γ 1 , γ 2 , respectively.
Fix t 0 > 0 and a compact set K ⊂ R 3 . Then the topological support of the law of the solution to
is the closure in the Hölder norm · ρ,t 0 ,K of the set {Φ h , h ∈ H T }, where Φ h is given in (1.7).
As in [7] this theorem will follow from a general result on approximations of Equation (1.3) by a sequence of SPDEs obtained by smoothing the noise M (see [1] and applications developed in [2] , [9] , [12] , [13] , [14] ). We refer the reader to [7, Section 1] for some motivations to study the characterization of the support and also for a detailed description of the approach to the proof of support theorems based on approximations. In fact, Theorem 1.1 is a corollary of Theorem 2.1, which in turn will follow from Theorems 2.2 and 2.3.
In contrast with the situation considered in [7] , the solution to (1.3) with non null initial conditions does not possess the spatial stationary property termed S property in [3] . This property is crucial in the proof of the analogue of Theorem 2.2 and more precisely, in establishing the upper bound of L p norms of increments in space when the initial conditions are null. The new approach to the proof of a similar upper bound when the initial conditions do not vanish uses fractional Sobolev norms and the classical Sobolev's embeddings (see Proposition 2.5). To some extend, some of the results of this paper are a refinement and an extension of results of [4] . Compare for example Lemma 2.6 with [4, Proposition 3.5], and Proposition 2.5 with [4, Theorem 4.6]. Others, like Proposition 2.7, are specific results to establish the approximations, and require the nonlinearty of the noise term to be affine. This seems to be an intrinsic problem associated with the use of fractional norms (see e.g. [15] ).
The paper is organized in the following way. In Section 2 we prove a general result on approximations of SPDEs in the convergence of probability and in the Hölder norm (see Theorem 2.1). This is of interest by its own. As a particular case, the characterization of the support stated in Threorem 1.1 is established. Section 3 gathers some technical results used in the proofs.
Approximations of the wave equation
As in the companion paper [7] , we consider smooth approximations of W defined as follows. For any n ∈ N, we define the partition of [0, T ] consisting of the points
and by |∆ i | its length. We write
where for j > n,Ẇ n j = 0, and for 1 ≤ j ≤ n,
It can be easily checked that, for any p ∈ [2, ∞),
Hence, w n belongs to H T a.s. We consider the integral equations
3)
where h ∈ H T , w n defined as in (2.1), A, B, D, b : R → R, and
For each t ∈ [0, T ], let t n = max{t n − 2 −n T, 0}, with
By means of the following expressions, we define stochastic processes close to X(t n , x) and
We will consider the following set of assumptions.
Hypothesis (H)
(H1) The functions A, B, D, b : R → R are globally Lipschitz continuous.
, ∆v 0 andṽ 0 are Hölder continuous functions of degree γ 1 , γ 2 , respectively.
Then, we denote by W γ,p (O) the Banach space consisting of functions g : 
The existence and uniqueness of a random field solution to the equations (2.3), (2.4) is established as in [7, Theorem 5.1] . It is proved using the convergence of a Picard iteration scheme. For (2.3), the Picard approximations converge in L p (Ω), uniformly in (t, x) ∈ [0, T ] × R 3 . For (2.4), the convergence of the Picard approximations holds in probability. It is obtained using a localization in Ω. Notice that equation (2.4) is more general than (2.3).
The aim of this section is to prove the following theorem, which is the analogue of [7, Theorem 2.2.] in the context of this article.
Theorem 2.1. We assume Hypothesis (H) and in addition that the function B is affine. Fix t 0 > 0 and a compact set K ⊂ R 3 . Then for any ρ ∈ 0,
and λ > 0,
With a particular choice of the functions A, B and D in Equations (2.3), (2.4), this theorem yields the characterization of the support stated in Theorem 1.1 (see the proof of Theorem 3.1 in [7] ).
The proof of Theorem 2.1 entails several steps. As in the stationary case considered in [7] , the main ingredients are local L p estimates of increments of X n and X, in time and in space, and a local L p convergence of the sequence X n (t, x) to X(t, x). Here, in contrast with [7] , local L p estimates of increments of X n and X in space are obtained via Sobolev's embeddings.
We remind the localization procedure introduced in [14] and also used in [7] . For any integer n ≥ 1 and
with α > (2 ln 2)
It is easy to check that 12) and also
As has been said in the Introduction, the proof of Theorem 2.1 will follow from Theorems 2.2 and 2.3 below. These are the analogues of [7, Theorem 2.3, Theorem 2.4] in the context of this article. We denote by · p the L p (Ω) norm, and for any compact set K ⊂ R 3 , we define 14) where d denotes the Euclidean distance. Notice that t → K(t) is a decreasing mapping.
Theorem 2.2. We assume Hypothesis (H) and also that the function B is affine. Fix
, there exists a positive constant C such that
The proof of Theorem 2.2 consists of two parts. First, we shall consider t =t and obtain (2.15), uniformly in t ∈ [0, T ]. This is the difficult and novel part, and where the additional assumption on B being affine is needed. Then, using this result, we consider x =x and following the proof of [7, Proposition 2.9], we can establish (2.15), uniformly in x over compact sets. The details of the proof of the estimates of L p increments in time are omitted, since they can be reconstructed from [7, Proposition 2.9] with minor changes.
Remark 2.4. Assume that Hypothesis (H) holds and moreover
with ρ as in Theorem 2.2. Then, with the same proof of [7, Proposition 2.9] , one has
for any t 0 ≤ t ≤t ≤ T , t 0 > 0, uniformly over x on a compact set of R 3 .
The proof of Theorem 2.3 is very similar to [7, Theorem 2.4] and will also be omitted. Notice that the initial condition X 0 (t, x) cancels in the difference X n (t, x) − X(t, x), and also that in the proof of [7, Theorem 2.4 ] the stationariety property is never used.
The rest of the section is devoted to establish L p estimates of increments in space. They will be derived from Proposition 2.5 below.
Proposition 2.5. We assume Hypothesis (H) and that the function B is affine. Fix a compact set K ⊂ R 3 and p ∈ 
. The next Lemma 2.6 and Proposition 2.7 are important ingredients in the proof of Proposition 2.5. Roughly speaking, Lemma 2.6 is an abstract result about upper bounds of L p moments of fractional norms of indefinite stochastic integral, taking into account the size of the domain of integration in time. In Proposition 2.7, it is used to establish the discrepancy in the fractional norm, and in terms of n, between the Picard's iterations of X n (t, x) and X − n (t, x) (see (2.4), (2.6), respectively). For a function f : R 3 → R, we set
Given a bounded set O ∈ R 3 and ǫ > 0, we denote by O ǫ the open set (1, 2) . Consequently,
Proof. Throughout the proof, β ∈ (0, 2) is fixed and we denote by f (x) the Riesz kernel |x| −β . Remember that the symbols "·", " * " denote the relevant variables for the H t norm, and"•" the argument for the fractional norm · γ,p,O . Fix x, y ∈ R 3 . By applying the triangular inequality, we have
) is a trivial consequence of (2.20). Set
By (1.6), we write
and O ⊂ R 3 , and letρ = γ + 3 p . By (2.23) and using the method of the proof of [4, Proposition 3.5], increments of G are transferred to increments of the factors f and Z. We obtain (see [4] , pp. 19-20),
where
The following properties hold: 
By (2.26), this yields
By symmetry, the contributions of the terms J t 2 (x, y) and J t 3 (x, y) are the same. Hence, we will focus on J t 2 (x, y). Set
By applying (2.30), we conclude
(2.31)
. This implies α ∈ (0, (2 − β) ∧ 1), as required. Notice also that 2ρ − α − 
The following properties hold: Choose α = 2ρ. By applying Hölder's and Schwarz's inequalities, we obtain
The estimate (2.34) yields For the proof of Proposition 2.5, it is convenient to consider localizations of the processes X n , X − n in the space variable defined by {X n (t,
, with K(t) given in (2.14). Let x, y ∈ R 3 be such that x ∈ K(t) and |x − y| = t − s. By the triangular inequality,
} satisfies the following localized evolution equation:
A similar equation also holds for {X − n (t, x)1 K(t) (x), (t, x) ∈ [0, T ] × R 3 }, with the obvious changes.
Along with (2.36), we will also consider the Picard's iterations defined by
For these Picard's iterations, and similarly as in (2.6), we define
38)
In the next Proposition we consider the stochastic processes {X m n (t, x),
and γ be as in Lemma 2.6. We also assume that the function B is affine. Fix m ≥ 1 and assume that
39)
for some constant C independent of n, m. Then, there existsη ∈ (1, ∞) independent of n, m but depending on p, and C > 0, such that sup
Remember that if x ∈ K(t) and |x − y| = t − s, then y ∈ K(s). Hence, from (2.37), (2.38), we have
p . By writing explicitly the norm · γ,p,K(t) , and then applying Fubini's theorem and Burkholder's inequality, we obtain
. With the change of variable s → t − s, the preceding inequality implies
The right-hand side of the preceding expression coincides up to a constant with the left-hand side of (2.20) with t := (2T 2 −n ) ∧ t and O := K(t).
We are assuming sup
where we have used the linear growth of A and Lemma 3.3 (see (3.9) ). By Lemma 2.6 we conclude V 
Let E n be the closed subspace of H T generated by the orthonormal system
and denote by π n the orthogonal projection operator on E n . Notice that π n •τ n is a bounded operator on H T , uniformly in n.
The random vector X −,m−1 n (s, * ) is F sn -measurable. Then, using the definition of w n , it is easy to check that
Therefore, V 2 n,m (t) can be studied in a similar way than V 1 n,m (t), with Z(s, y) := B(X 
With the change of variable s → t − s, we see that
.
We are assuming (2.39). Hence, as in the analysis of V 1 n,m (t), using Lemma 3.3 we can prove that the assumptions of Lemma 2.6 are satisfied for O := K(t). Consequently,
with Z given in (2.45) and η = inf
To study V 5 n,m (t), we first apply Minkowski's inequality and then the linear growth of b and Lemma 3.3. We obtain (the details are left to the reader), 
p − β ∈ (1, 2) (see Lemma 2.6). In Lemma 3.4, we prove that for any p >
, and
Thus f m n (t) ≤ Cϕ n , n ≥ 1, and this yields (2.40).
Proof of Proposition 2.5
Fix p and γ as in the assertion. Using induction on m ≥ 0, we will first establish a result analogue to (2.17) for the Picard's iterations defined in (2.37) and (2.38). More precisely, we will prove
for some constant C independent of n, m. By Fatou's lemma, and the convergence in the L p norm of X m n (t, x)1 Ln(t) , and X −,m n (t, x)1 Ln(t) to X n (t, x)1 Ln(t) , and X − n (t, x)1 Ln(t) , respectively, for any (t, x) ∈ [0, T ] × R 3 (see (3.5) ), this will imply (2.17).
For m = 0, (2.50) is just the property (H2.1), which is a consequence of hypothesis (H2). Let m ≥ 1 and assume that (2.50) holds for any Picard iterative of order less or equal than m − 1. We recall that if x ∈ K(t) and |x − y| = t − s, then y ∈ K(s). Thus, from (2.37) we see that
By developing the L p (K(t)) norm, and using Fubini's theorem, Burkholder's inequality, and the boundedness of the operator π n • τ n , we have
(2.53)
Now we apply the usual estimates on the H t norm along with the property (3.8) and the induction assumption to conclude that R 
Auxiliary results
This section gathers some technical results that are used throughout the paper. 
Proof. To establish (3.1), we follow the arguments of the proof of (4.9) in [7] with X n (t, x), X − n (t, x) in this reference replaced by X m n (t, x), X −,m n (t, x), respectively, and we use induction on m.
For the proof of (3.2), we use the convergences lim Proof. To establish (3.6), we follow the arguments of the proof of (4.10) in [7] with X n (t, x), X − n (t, x) in this reference replaced by X m n (t, x), X −,m n (t, x), respectively, and we use induction on m. Then we obtain (3.7) by applying (3.5) and Fatou's Lemma.
In the next Lemma, we establish some results that have been shown in the proof of [4, Theorem 4.6] in a particular context. 
