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Abstract 
In [12] we defined the ;.&-calculus, a simple extension of the typed ).-calculus to model typed 
object-oriented languages. This paper is the continuation or, rather, the companion of [12] since 
it analyzes the practical counterpart of the theoretical issues introduced there. Indeed, to develop 
a formal study of type systems for object-oriented languages we define a meta-language based on 
).& and we show, by a practical example, how it can be used to prove properties of a language. 
To this purpose, we define a toy object-oriented language and its type-checking algorithm; then 
we translate this toy language into our meta-language. The translation gives the semantics of the 
toy language and a theorem on the translation of well-typed programs proves the correctness of 
the type-checker of the toy language. 
As an aside we also illustrate the expressivity of the ).&-based model by showing how to 
translate xisting features like multiple inheritance and multiple dispatch, but also by integrating 
in the toy language new features directly suggested by the model, such as first-class messages, a 
generalization of the use of super and the use of explicit coercions. An important novelty with 
respect to previous ystems is that we show how to model multiple dispatch also in the presence 
of a notion of receiver (i.e. of a privileged argument to which the message is passed), a notion 
that is absent in languages like CLOS. 
I .  In t roduct ion  
In [12] we introduced the 2&-calculus. It is a simple extension of the typed lambda 
calculus to deal with overloaded functions, subtyping and late binding. The main 
motivation of  its definition was to give a kernel calculus possessing the key properties 
of  object-oriented programming. In the same paper, we showed how this calculus could 
be intuitively used to model some features of  object-oriented programming. This yields 
a model orthogonal to the ones proposed in the literature so far. Thus we returned 
to object-oriented programming and we reviewed it in the light of  the model arising 
from the ;.&-calculus. The experiment was surprising since we had a completely new 
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vision of some of the mechanisms more or less present in object-oriented programming: 
it improved our comprehension of some features like class definition, inheritance and 
code sharing. And we were able to deal with some features (such as multiple dispatch 
or the extension of the set of methods of a certain class) and introduce new ones (such 
as first class messages or a generalization of "super" )  the usual models could not. 
But above all it suggested a type discipline for objects, easy to understand (also by a 
programmer, even if he/she has no knowledge of second order logic) or, at least, to 
explain. 
However, 2& is inadequate for a formal study of the properties of real object-oriented 
languages, and it was not meant for this: it is a calculus, not a meta-language; thus, 
even if it possesses the key mechanisms to model object-oriented features, it cannot 
be used to "reason about" (i.e. to prove properties of) an object-oriented language. 
For this reason, in this paper we define a meta-language (i.e. a language to reason 
about - object-oriented - languages) I that we call ;._object. This language is still 
based on the key mechanisms of 2& (essentially, overloading and late binding) but it 
is enriched by those features (like commands to define new types, to work on their 
representations, to handle the subtyping hierarchy, to change the type of a term, to 
modify the discipline of dispatching, etc.) that are necessary to reproduce the constructs 
of a programming language and that ).& lacks. 
We also show, by a practical example, how to use 2_object to prove properties of 
an object-oriented language. To this purpose we define a simple toy object-oriented 
language. This language is a mix of Objective-C and CLOS constructs: there is a 
notion of receiver (i.e. a privileged object to which the message is sent), but also 
the possibility of performing multiple dispatch. 2 We also define an algorithm to type- 
check the programs of this language. We then translate the programs of the toy object- 
oriented language into )._object. We prove that every well-typed program of the former 
is translated into a well-typed program of the latter. Since the latter enjoys the subject- 
reduction property, this implies that the reduction of the translated program never goes 
wrong on a type error. In particular this proves the correctness of the type-checker for 
the toy language. 
This paper constitutes the continuation or, rather, the companion of [12], since it 
shows the practical counterpart of the theoretical issues introduced in [12]. Conse- 
quently, the logical order of the paper would be the definition of )._object, of  the toy 
language, of the translation and the proof of the properties. But we do not follow this 
order in the presentation, where we start with the toy language. Indeed, the reader may 
not be acquainted with the model induced by ).& (and in particular with the implemen- 
tation of method lookup as the resolution of overloading). Thus we prefer to recall this 
model along the lines describing the toy language (whose constructs hould be familiar 
to the reader), rather than introduce it directly by the meta-language. Therefore, the 
I ln this case the prefix "meta" is used w.r.t, the object-oriented languages. 
2 In 2_object, he modelling of multiple dispatch fi la CLOS (i.e. without identifying a receiver) is even 
simpler. 
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paper is organized as follows: Section 2 gives an informal description of the toy lan- 
guage and of its type discipline. In Section 3 we briefly summarize the 2&-calculus. In 
Section 4 we describe 2_object: we define its operational semantics, its type discipline 
and we prove the subject-reduction theorem. In Section 5 we describe the translation of 
the toy language into )._object, and, via this translation, we prove the correctness of the 
type discipline for the toy language. In Section 6 we state the precise correspondence 
between )._object and 2&. Section 7 describes the addition of polymorphism to the toy 
language. Section 8 concludes the paper and suggests ome directions for future work. 
For space reasons we cannot give full details of every issue in the paper. These can 
be found in the author's Ph.D. thesis [1 1]. 
2. The toy language 
In this section we briefly discuss (a certain kind of) object-oriented programming 
by gradually introducing a toy functional object-oriented language. For the functional 
core of this language we use the syntax of an explicitly typed version of ML. The 
syntax of the object-oriented components i  inspired by Objective C (see [21, 20]). This 
does not aim to be a comprehensive presentation of object-oriented features. Far from 
that, it tends to present some kernel features of object-oriented programming from our 
particular perspective, which is the one we acquired in defining and developing the 
2&-calculus, the basic calculus of our model. In this section we just give an informal 
presentation of the language. The formal presentation can be found in Appendix A. 
2.1. Objects and messayes 
Object-oriented programs are built around objects. An object is a programming unit 
that associates data with the operations that can use or affect these data. These opera- 
tions are called methods; the data they affect are the instance variables of the object. 
In short, an object is a programming unit formed by a data structure and a group of 
procedures which affect it. The instance variables of an object are private to the object 
itself; they can be accessed only through the methods of the object. An object can only 
respond to messaoes that are sent or passed to it. A messaoe is simply the name of a 
method that was defined for that object. 
Message passing is a key feature of object-oriented programming: the execution of 
an object-oriented program proceeds by the exchange of messages between objects. 
Every language has its own syntax for messages. For our toy language we use the 
following one: 
[receiver message] 
The receiver is an object (or more generally an expression returning an object). 
When it receives a message, the run-time system selects among the methods defined 
for that object the one whose name corresponds to the passed message. The existence 
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of such a method should be statically checked (i.e. verified at compile time) by a 
type-checking algorithm. 
There are two ways to model message passing. One is to consider an object as 
a record of  methods and message passing as dot selection (e.g. in Eiffel; see [19]). 
The other is to consider message passing as functional application, where the message 
is (the identifier of) the function and the receiver is its argument (this technique is 
used by the languages CLOS [16] and Dylan [2]). In this paper we choose this second 
solution. However, in order to formalize this approach, ordinary functions do not suffice. 
The fact that a method belonys to a specific object implies that the implementation of  
messaye passino is different from that of  the customary function application. Two main 
characteristics distinguish messages from ordinary functions: 
- Overloading: Two objects can respond differently to the same message. For instance, 
the code executed when sending a message inverse  to an object representing a 
matrix will be different from the one executed when the same message is sent to an 
object representing a real number. However, all the objects of  a given class (e.g. 
all objects of  class matr ix )  respond to a message in the same way. 3 If we assume 
that the type of an object is its class, then this amounts to saying that messages are 
ident(liers o f  overloaded functions, since the code to execute is chosen according to 
the type (the class) of  the argument (the receiver). Each method associated to the 
message m constitutes a branch of the overloaded function referred to by m. 
- Late binding: The second crucial difference between function application and mes- 
sage passing is that a function is bound to its meaning at compile time while the 
meaning of a message can be decided only at run-time when the receiving object is 
known. This feature, called late bindinq, 4 is one of the most powerful characteris- 
tics of  object-oriented programming, since it allows incremental definition and code 
reuse. The advantage of late binding is shown by the following example: suppose 
that a graphical editor is coded using an object-oriented style; it uses the classes 
Line and Square which are subclasses (subtypes) of  Picture; suppose also that a 
method draw is defined on all three classes. If the selection of  the methods is per- 
formed at compile time (we call this discipline of  selection "early binding"), then 
an overloaded function application like the following one 
AxPicture.(... [ X draw ] . . .)  
is always executed using the draw code for pictures, since the compile time type 
of x is Picture. Using late binding, the code for draw is chosen only when the x 
parameter has been bound and evaluated, on the basis of  the run-time type of x, i.e. 
according to whether x is bound to a line or a square or a picture. 
3 This is not true in delegation-based object-oriented languages. 
4 Object-oriented literature usually prefers to call it dynamic binding. For the difference between late and 
dynamic binding and the reason why we use the adjective "late" see [13, l I]. 
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Therefore, in our model, overloading and late binding are the basic mechanisms. 5 
2.2. Classes and programs 
The name of  a class is used as the type of  its objects and constitutes an "atomic type" 
of  our type system. We restrict our attention to a functional case of  object-oriented 
programming; thus the instance variables of  an object are modified by an operation 
update  which returns a new object of  the same type of the current object. We show 
the syntax of  class definition in our toy language by an example: 
c lass  2DPo int  
x : In t  = 0; 
y : Int  = 0 
norm = sqr t (se l f .x^2 + se l f .y^2) ;  
erase = (update{x  = 0}) ; 
move = fn (dx  : In t ,dy  : Int) => (update{x=se l f .  x+dx ; y=sel f ,  y+dy}) 
[[ 
norm: Real ,  
erase: 2DPoint ,  
move: (Int x Int) -> 2DPo int  
]] 
A 2DPoint  object represents a point of  the cartesian plane: two instances variables 
define the position of  the object; it responds to messages to return its norm, to erase 
its x-coordinate and to move. 
Instances of  a class are created by means of  the command new. Since the name of  
a class is used as the type of  its instances then new(2DPoint )  :2DPoint .  
A program in our toy language is a sequence of  definitions of  classes followed by 
an expression (the body of the program) where objects of  these classes are created and 
interact by exchanging messages. 
2.3. Refinement 
It is possible to define new classes by refining existing ones. The refinement induces 
on the atomic types two different hierarchies generated by two distinct mechanisms: 
inheritance, which is the mechanism that allows the reuse of  code written for other 
classes and which concerns the definition of  the objects; the other is subtyping, which 
5 The use of late binding automatically introduces a further distinction between ordinary functional pplication 
and message passing: while the former can be dealt with by either call-by-value or call-by-name, the latter 
can be performed only when the run-time type of the argument is known, i.e. when the argument is fully 
evaluated (closed and in normal form). In view of our analogy "messages as overloaded functions" this 
(nearly) corresponds to saying that message passing (i.e. overloaded application) acts by call-by-value: see 
Proposition 4.2 and Corollary 7. 
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is the mechanism that allows the use of one object instead of another of  a different 
class and which concerns the computation of  the objects. It is well-known that these 
hierarchies are distinct (see [14]). In our toy language we take a simpler approach, 
including in it only subtyping. Thus it is not possible to have "pure" inheritance (i.e. 
code reuse without the substitutivity given by subtyping). 6 We use the keyword is  
in the class definition to define the subtype relation among classes. A typical example 
of  its use is: 
c lass  2DCo lorPo in t  is 2DPo in t  
{ 
x : In t  = 0; 
y : In t  = 0; 
c :St r ing = "black" 
i sWhi te  = (se l f .c  == "white")  ; 
move = fn (dx : In t ,dy : In t )  => 
(update{x=se l f .x+dx;  y=se l f .y+dy;  c="whi te"})  
[[ 
isWhite:  Bool ,  
move: (Int x Int) -> 2DCo lorPo in t  
]] 
The methods norm and erase  are inherited from 2DPoint.  The method move is 
redefined (overridden) so that if a colored point is moved, then its color is set to 
white. The keyword i s  says that 2DColorPo int  is a subtype of 2DPoint (denoted by 
2DColorPo int  ~< 2DPoint).  It is possible to specify more then one superclass after 
is ,  by separating the ancestors by commas (multiple inheritance). 
To substitute values of  some type by those of  another type, some requirements must 
be satisfied. If the type at issue is a class then the following conditions must hold: 
(i) State coherence: The set of  the instance variables of a given class should 
contain those of  all its superclasses. Moreover common variables must appear with the 
same type. 
(ii) Covarianee: A method that overrides another method must specialize it, in the 
sense that the type of the new method must be a subtype of the type of the old method. 
(iii) Multiple inheritance: When a class is defined by multiple refinement, he meth- 
ods that are in common to more than one unrelated supertype must be explicitly rede- 
fined. 
To avoid ambiguity in the selection, we have chosen not to use a class precedence 
list (as in CLOS) but rather the explicit redefinition of  common methods (as in Eiffel) 
which is less syntax dependent and mathematically cleaner. 
6 In the overloading-based model, pure inheritance an be dealt with by the introduction of union types in 
a second-order framework: see Ch. 11 of [1 I]. 
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2.4. Extendinq classes 
Refinement is not the only way to specialize classes. It would be very annoying 
if every time we have to add a method to a class we were obliged to define a new 
class: the existing objects of  the old class could not use the new method. The same 
is true also in the case that a method of a class must be redefined: overriding would 
not suffice. For this reason, some object-oriented languages offer the capability to add 
new methods to existing classes or to redefine the old ones (this capability is very 
important in persistent systems). In our toy language this can be done by the following 
expression: 
extend classname 
methodDefinitions 
interJaee 
in  expr 
The newly defined methods are available in the expression expr. Remark that, by this 
construction, we do not define a new class but only new methods; in other terms we 
do not modify the existing types but only (the environment of) the expressions. This 
is possible in our system since the type of an object is not bound to the procedures 
that can work on it (this is the peculiar feature that distinguishes it from the abstract 
data types and the "objects as records" approaches). Finally, the extension of  a class 
affects all its subtypes, in the sense that when you extend a class with a method then 
that method is available to the objects of  every subtype of that class. 7 
2.5. Super, self and the use of coercions 
The use of  the reserved keyword self is well-known: it denotes, in a method, 
the receiver of  the message that invoked that method. Though, in view of our anal- 
ogy of  messages as identifiers of overloaded functions, se l f  assumes also another 
meaning. Indeed, recall that the receiver of  a message is the argument of  the over- 
loaded function denoted by that message. Thus, in the definition of  a method, se l f  
is the formal parameter of the overloaded function in which that method appears as a 
branch. 
Also the use of  super  is well-known: when we send a message to super,  the 
effect is the same as sending it to se l f  but with the difference that the selectionis 
performed as if the receiver were an instance of a super-class. Here we generalize this 
usual meaning of super  in two ways: the selection does not assume that the receiver is 
7 Addition and redefinition of methods are implemented by some obJect-oriented languages (e.g. Objective- 
C [21], CLOS [16] and Dylan [2]). Anyway it must be clear that these features constitute a trade-off between 
encapsulation and flexibility, and thus should be coupled with some further mechanism of protection. For 
example, Dylan has a function f reeze-methods which prevents certain methods associated with a message 
from being replaced or removed. 
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se l f ,  but takes as receiver the parameter of  super ;  and super  does not necessarily 
appear in the receiver position, but it is a first-class value (i.e. it can appear in any 
context its type allows to). Finally, since we use multiple inheritance without class 
precedence lists, we are obliged to specify in the expression the supertype from which 
to start the search of the method. 8 Thus the general syntax of  super is super  [A] (exp). 
When a message is sent to this expression then exp is considered the receiver but the 
search of  the method is started from the class A (which then must be a. supertype of  
the class of e,vp). 
Very close to the use of  super  is the use of  coercions. By a coercion one changes the 
class of  an object to a supertype. The difference between them is that super  changes 
the class of  an object only in the first message passing, while coerce  changes it for 
the whole life of  the object. The syntax is the same as that of  super :  thus we write 
coerce  [A] (exp) to change to A the type of  the expression exp. A short example can 
clarify the behavior of  super  and coerce :  suppose we have these three classes, 
• a class A in which we define a method ml, 
• a class B subtype of  A in which we define a method m2 whose body contains the 
expression [self m~], 
• a class C subtype of  B in which we override both mj and m2. 
Let M be an object of  type C. Consider now the expressions [super [B]  (M) m2] 
and [coerce[B]  (M)  m2]. In both eases the method selected is the one defined in 
B. But in the body of  m2 the meaning of  se l f  is, in the former case, M, while in 
the latter it is coerce[B]  (M) :  therefore the method used for [ se l f  m~] will be the 
one defined in C when using super  and the one in A when using coerce .  To sum 
up, coerce  changes the class of  its argument and super  changes the rule of selection 
of  the method in message passing (it is a coercion that is used only once and then 
disappears). 9 
2.6. Multiple dispatch 
In this toy language it is possible to base the choice of the methods not only on the 
class of  the receiver of  a message but also on the class of  possible parameters of the 
message. This feature is called multiple dispatch and the method at issue is usual ly 
referred to as a multi-method (see e.g. [18]). An example of  multi-method in our toy 
language is: 
extend 2DPoint 
compare = & fn(p:2DPoint)  => ([self norm] == [p norm]) 
fn(p:2DColorPoint)  => [p isWhite]; 
[[ compare:#{2DPoint  -> Bool; 2DColorPoint  ->Bool} ]] 
in ... 
s For instance, this is what is done in Fibonacci [I], developed at the University of Pisa. 
9 It is interesting that with our generalization f super it is possible to predetermine the life of a coercion: 
for example, super [A] (super [A] (M)) coerces M to A only for the first two messages passed to it. 
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If the parameter of compare is a 2DPoint then the first line is executed; the second 
one if it is (a subtype of) a 2DColorPoint. Note that the type of a multi-method 
appears in the interface as the set of the types of the possible choices (the reason why 
we prefixed the type by # is explained in the next section). 
The number of parameters on which the dispatch is performed may be different in 
every branch. For this reason, when a message denoting a multi-method is sent, we 
must single out those parameters the dispatching is performed on. This is done by 
including them inside the brackets of the message passing, after the message. Thus the 
general syntax of message passing is 
[receiver message parameter,  • • • , parameter]  
For example, consider a class C with the following interface: [[ msg:#{Int  ->  
( In t  ->  Bool ) ,  In t  x In t  ->  Bool}]];  if M is of class C then the expression 
[M msg 3] 4 selects the first branch while [M msg 3,4] selects the second one. 
We have to impose a restriction in our system: super  cannot work with multiple 
dispatching; when super selects a multi-method, it works as coerce. 
2.7. Messaqes as first-class values: adding overloading 
Messages are identifiers of overloaded functions. But, up to now, overloaded func- 
tions can be defined only through class definitions. Thus the next step is to introduce 
explicit definitions for overloaded functions and to render them (and thus messages) 
first-class values. The gain is evident: for example we can have functions accepting or 
calculating messages (indeed overloaded functions) and to write message passing of 
the form [receiver f (x) ]  (see [1 1] for an example). 
We use the syntax of message passing for overloaded application; thus in the ex- 
pression [expoexpexpt  . . . . .  exp,,] we have that exp is the overloaded function and 
exPo, exp~ . . . . .  exp,, are the arguments. We use the syntax of multi-methods to define 
overloaded functions. Therefore we build an overloaded function by concatenating the 
various branches by ~; the type of each parameter of each branch must be an atomic 
type. The type of an overloaded function is the set of the types of its branches. For 
example an overloaded "plus" working both on integers and reals can be defined in 
the following way: 
let plus = (~ (fn(x:Real,y:Real) => x real_plus y) 
(fn(x:Int,y:Int) => x int plus y)) 
which has type {Real  × Real  ~ Real,  lnt x lnt ~ Int}. Thus, the sum of two numbers, 
x and y, using p lus  is written as [x p lus  y]. 
Finally, note that the use of # in the interfaces is necessary to distinguish multi- 
methods from ordinary methods returning an overloaded function: use the same inter- 
face as in the section before but without "#", i.e. [[ msg:{ Int  -> ( In t  -> Bool) ,  
In t  x In t  -> Bool}]] ;  the absence of # indicates that msg is now an ordinary 
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method returning an overloaded function (thus the expression [3[M msg]] 4 selects 
the first branch while 1"(3,4)[Vl msg] ] selects the second one). l0 
2.8. Type-checking of the toy language 
In this section we describe the type system of our toy language. We define here only 
the rules for the object-oriented part of the language, since the typing of the functional 
part is quite standard. 
Types 
The types that can be used in a program of our toy language are: Class-names which 
are user-defined atomic types. Product types (T × Tt), for pairs. Arrow types T ---, T ~, 
for ordinary functions. Sets of arrow types {At --~ Tt . . . . .  A,, --* 7",} called overloaded 
types and used for overloaded functions (we call AI ...A,, and 7"1 ... 7", input and output 
types, respectively). In an overloaded type there cannot be two different arrow types 
with the same input type (input type uniqueness). 
R ::= ((/I : T~;... ; / ,  : 7",,)) (record types) 
T ::=A [ T~ T [ (Tx . . .  × T) (raw types) 
[ {(Al × ' "  xAm,)--~Tj . . . . .  (A'I x" 'xA~,,)- - -~Tn } (mi~>l) 
V : : = T [ ~ { ( J  ] X [ " " X A ~,, ) ~ Tl . . . . .  (A  /I X [ [ l X m l],,, )~  Tl[ } ( in ter face  types)  
In the following we use the meta-variables T, U and W to range over raw types. If T 
denotes the type {Ui ~ Ti}i=l..,,-i then TU{U, ~ T,,} denotes the type {Ui ~ T,}i=t..,, 
if U,, --~ 7", is different from all the arrow types in T, and it denotes T itself otherwise. 
In other terms U denotes the usual set-theoretic union. 
Rules for subtyping 
The subtyping relation is predefined by the system on the built-in atomic types; the 
programmer defines it on the atomic types (i.e. the classes) he introduces, by means 
of the construct is .  This relation is automatically extended to arrow types and product 
types by the usual rules (pairwise ordering for products and contravariance in the left 
argument for the arrow constructor). To define the subtyping relation on overloaded 
types, note that an overloaded function can be substituted for another overloaded func- 
tion if for every branch of the latter there is at least one in the former that can substitute 
for it. Thus an overloaded type is smaller than another if for every arrow type in the 
l0 Note that the use of the syntax of message passing also for overloaded application, while providing a 
conceptual uniformity, has a major drawback: when the overloaded function has more than one argument 
then the arguments have to be "'split" around the overloaded function. In the case of binary infix overloaded 
operators, like plus,  this turns out to be very readable. But, apart from these special cases, it remains a 
problem and it may suggest considering a different syntax for message passing where the message is the left 
argument, as done in CLOS (see [18]). 
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latter there is at least one smaller arrow type in the former. Formally, 
for all i E 1, there exists j E J  such that C F- O~'<<,O~ and C F- U'/<~U~' 
C ~- {D~ -~ U;}.jEj ~ {D~ ! .~ U/I}iE, 
where C is a type constraint system, formed by the union of constraints like (A t~<A2), 
that records the subtyping relation on the atomic types. The subtyping rules are sum- 
marized in Section A.2. 
Well-formed types 
By the subtyping relation above we select among the raw types those that satisfy the 
conditions given for the refinement in Section 2.3. In particular the last two conditions, 
reformulated in terms of overloading, become: 
( 1 ) Covariance: In an overloaded type, if an input type is a subtype of another input 
type then their corresponding output types must be in the same relation. 
(2) Multiple inheritance: In an overloaded type, if two unrelated input types have 
a common subtype, then for every maximal type of the set of their common 
subtypes there must be one branch whose input type is that maximal type. 
The inheritance condition, as formulated in the previous section, said that methods 
in common to more than one unrelated ancestor must be redefined to disambiguate he 
selection. To see that this is equivalent to the rule (2) we have written above, note that 
when we define a class by refinement of some other classes, this exactly corresponds 
to defining a common subtype, which is also maximal (since it is not possible in the 
language to construct a type greater than another which has already been defined). If 
two unrelated ancestors respond to a same message then they both appear as input 
types in the type of this message and, thus, the condition says that a new branch 
(method) must be defined for the new maximal subtype 
The types that satisfy the two conditions above are called well-formed types (the 
condition of state coherence concerns the definition of a class and will be checked 
directly on terms). We denote the set of well-formed types by Types. Since the mem- 
bership to Types depends on the definition of the subtyping relation on the atomic 
types, we index the symbol of membership by a type constraint system. 
Notation I. Let SC_Types. We denote by LBc(S) the set {T Ec Types I VT'ES, C I- 
Ts< T'} of lower bounds of S with respect o the subtyping relation defined by C. 
Definition 2 (well-formed types). 
(i) A E, Types for each A atomic. 
(ii) If Ti, 7"2 E, Tylms then TI ~ T2 E, Types and Ti x T2 E,. Types. 
(iii) If for all i,j E 1 
(a) Di, Ti E,. Types, 
(b) if CF--Di<~D i then CF- Ti<<,Ti, 
(c) for all maximal types D in LBc({Di, D/}) there exists h E I such that 
Dh = D, 
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(d) i f i# j then  Di # D i, 
then {Di ~ Ti}iel C, Types. 
By analogy we will denote by AtomicTypes the set of  atomic types (the names of 
all classes) and by RecordTypes the set of  the record types whose fields are associated 
to well-fornled types. 
Rules for terms 
(i) The type of an object is (the name of) its class. 
(ii) The type of a coercion is the class specified in it, provided that it is a supertype 
of the type of  the argument. 
(iii) The type of a super  is the class specified in it, provided that it is a supertype 
of  the type of the argument 
(iv) The type of self is the name of the class whose definition self appears in. 
(v) The type of an overloaded function is the set of the types of  its branches. 
(vi) The type of an overloaded application is the output type of the branch whose 
input type "best approximates" the static type of the argument. This branch is 
selected among all the branches whose input type is a supertype of the type of 
the argument and it is the one with the least input type. 
These are all the typing rules we need to type the object-oriented part of  the toy 
language, since we said that messages are nothing but overloaded functions and mes- 
sage passing reduces to overloading application. However, to fully understand message 
passing we must specify which overloaded function a message denotes. Consider again 
message passing: we said that the receiver is the argument of  the overloaded function 
the selection is based on. Suppose that you are defining a class C and remember that 
inside the body of a method, the receiver is denoted by se l f .  Then there are two 
cases: 
(i) The method msg=exp is not a multi-method and returns (according to the inter- 
face) the type T. This corresponds to adding to the overloaded function denoted 
by msg the branch fn (se l f :C ) .exp  whose type is C ---, T. 
(ii) We have the multi-method 
msg = ~ fn(xt  :AI . . . . .  xi :Ai) => exprl 
8z fn(y l  :BI, • • • ,y/ :Bj)  => expr, 
which returns the type #(AI × .-. x Ai) --~ Ti . . . . .  (Bi x .-. x Bi) --~ T,, }. This 
corresponds to adding to the overloaded function denoted by msg the n branches 
fn (se l f :  C, xt:Aj . . . . .  xi: Ai)=>exprt ...  fn (se l f :  C, Yl: Bi . . . . .  3{/: Bi)=>expr, 
oftypes (C x Aj x . . .  x Ai) ---~ TI . . . . .  (C x Bi x . . .x  B i) --, T,,. 
In conclusion a message denotes an overloaded function that possesses one branch 
for every class in which a method has been defined for it, and one branch for every 
branch of  a multi-method associated to it. Message passing is typed as the overloaded 
application. The selection of the branch corresponds to the search for the least supertype 
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of the class of the receiver (a class is a supertype of itself) in which a method has been 
defined for the message (this is the usual method lookup mechanism of Smalltalk [17]). 
Formally, we define the relation C; S; F ~- p : T, where C is a type-constraint system, 
p a program, T a well-formed type and F and S are partial functions between the 
following sets: F: (Vars t3 {self}) --~ Types and S:AtomicTypes ~ ReeorflTypes. F
records the types of the various identifiers. The function S records the type of the 
internal states of the classes. In particular F (se l f )  is the current class and the domain 
of S (i.e. the values for which S is defined) is the set of (the names of) the classes 
defined up to that point. We give here just the most significant ype-checking rules 
followed by a short comment. All the rules are summarized in Section A.3. 
[NEw] C; S; F ~ new(A) :A A 6 dora(S) 
The type of a new object is the name of its class. Of course this class must have 
been previously defined, and thus we check that A 6 abm(S). 
[READ] C; S; F ~- self.v~: T S (F (se l f ) )  = <<... : : T...>> 
The expression se l f . :  reads the value of an instance variable of an object and thus 
it must be contained inside the body of a method. Then F (se l f )  is the type (i.e. the 
class-name) of the current object and S(F (se l f ) )  is the record type of its internal 
state. 
C;S ;Fb- r :R  [WRITE] C I- R ~ S(F(self)) 
C,S;F ~- (update r) : /'(self) 
As in the previous rule this expression must be contained in a method. When by 
(update r) we update some instance variables, we have to check that the fields spec- 
ified belong to the instance variables of the current class (R ~ S(F (se l f ) ) ;  see sec- 
tion A.2 for ~ ); note that we need to specify only the instance variables we want 
to modify. The type of the expression is then the current class (which is recorded in 
F(self)).  
[OvAasT] C;S ;F  ~- expl: T1 ... C ;S ;F  F- expn: Tn {TI,. .  Tn}ecTypes 
C ;S ;F  F- &exPlgZ...&eXpn: {T I . . . . .  Tn} "' 
The type of an overloaded function is the set of the types of its branches (the T,-'s 
are arrow types). Also, one has to check that the obtained type is well formed. 
C;S ;F  F- exp: {Di ~ Ti}iel C ;S ;F  ~- expj:Aj ( j  = O..n) 
[OvAPPL] 
C; S; F ~ [expo exp exPl . . . . .  eXPn ] : Th 
if Dh = miniet{Di [ C t- Ao × At × . . .  × An <~Di}. 
When we pass a message or, more generally, we perform an overloaded application 
we look at the type of the function, exp, and we select the branch whose input type 
best approximates the type of the argument. The argument is (exPo, expr j . . . . .  expr n) 
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and the selected branch is the branch h such that Dh = miniel{Di ] C t- Ao × At × 
• .. ×An<<.Di}. Note that if the set {Di IC  kAo  ×At  ×. . .  xAn<<.Di, i E l}  is not 
empty then the rain exists thanks to the condition of multiple inheritance in the type 
of exp. If it is empty then the expression is not well-typed. 
[COERCE] C; S; F [- exp : A C k A <<.A' 
C; S; F H coerce  [A ~] (exp) : A' 
The construct coerce  [A ~] (exp) says to consider exp (whose type is A) as if it 
were of  type A'. This is a type safe operation if and only if A ~<A'. The same rule can 
be used for super,  too. 
Then, we have a special rule for multi-methods 
C; S; F b- expl " Tt . . . C; S; F b- exp,,: 1",, 
[MULTI] C;S; F F- 8~expt&...& exp,,:#{Ti . . . . .  T,,} {Tj ..... T,}EcTypes 
Note that this rule and [OvABST] assign two different types to the same expression 
&expjgr...Srexp,; however this ambiguity is solved by the use of  # in the interfaces. If 
that expression is to be used as an overloaded function (and thus it is applied to an 
argument) then it must be typed by [OVABST]. The rule [MULTI], instead, is used to 
type multi-methods; it cannot be used otherwise, since there is no elimination rule for 
# (the # disappears thanks to the definition of"-~," - see the rule [CLASS] - where the 
branches are "distributed" on the more general type of the message, which has no #). 
Finally let us consider the typing of  a class definition. We need to take a short 
detour. A class definition is always of  the form 
c lassA  i sA l  . . . . .  An r : R ml :eAp l ; . . . ;mm =eXpm[[ml:Vi . . . . .  mm:Vm]] inp  
where we use the notation r :R  to denote that the instance variables have type R and 
initial values given by r. The whole program is well-typed if the class definition is 
well-typed and the program p is well-typed under an environment including the new 
definitions introduced by this class. To obtain this environment we have to update the 
type of  the messages by adding the types of  the new branches defined in the class. 
We have to distinguish the case of  a simple method from that of  a multi-method. 
For every message mj in the interface such that V, is a raw type we must update its 
current type F(mi) in the following way: F(mi):=F(mi)U{A --+ Vi} (where we use the 
convention that F(mi)= { } if mi~dom(F)).  If  the type of a message in the interface 
is preceded by a #, then the associated method is a multi-method; recall that the type 
of  its argument is the cartesian product of  the type of the current class with the types 
the dispatch is performed on (see the rule [OvAPPU]). For example, if in the inter- 
face above mi:#{D --+ U,D' ---* T} then we have to perform the following updating: 
F(m~) := F(mi)U {(A x D)--~ U,(A x D')--~ T}. More generally, we define 
{(A x Dr) --~ Ui}ic, i f  V--#{D, --, Ui}iel, 
A-~* V = {A --~ V} otherwise; 
thus the updating of F gets: F(mi):=F(rai)U {A ...... Vi}. 
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Now we can write the rule [CLASS]. In order to shorten it we use the following 
abbreviations: 
- S' - S[,4 ~- R] the function S where to the class ,4 is associated the type of its 
internal state R . 
- -  C' ~ C Y (U i _ l . . .A~,4 i )  the set C extended by the type constraints generated by 
the definition. 
- 1 = [ [ml : Vi . . . . .  m,, : Vm] ] the interface of the class. 
- F' = F[mi *--- F (mi)U {A -v, Vi}]i=Lm the environment F where the (overloaded) 
type of the messages is updated with the type of the new methods (branches) added 
by the class-definition. 
C;S ;FF - r :R  C ' ;S ' ;F ' [ se l f~- -A] t -exp i :  Vj ( j=  I..k) C' ;S ' ;F 'F -p  : T 
C ;S ;F  F- c lass  A i s  ,41 . . . . .  ,4,, r: R ml=expt ; . . . ;mk=expk I in  p : T 
i fA ~/dom(S); for i = l..n, C ~- R<~strictS(Ai); and for i = l..k, F(mi)U{A -~, Vi} Ec, 
Types. 
Let us examine, in more detail, the single parts of this rule. First we assure that 
a class with this name does not already exist (A f[ dom(S)), we check the type of 
the initial values of  the instance variables (C ;S ;F  F- r: R) and we verify that the 
type of the internal state of  the class is compatible with (i.e. it is an extension of) 
the states of its ancestors (C F- R~strictS(,4i) for i = l..n IJ ) (see Section A.2 for 
the definition of  ~strict, and [11] or [5] for motivations). Then we check that the 
defined messages possess well-formed overloaded types (F(mi)U {A ~--, Vi} E C, Types), 
i.e. that they satisfy the conditions of  covariance, multiple subtyping and input type 
uniqueness. We also check that the methods have the type declared in the interface 
(expi : Vi), and this check is performed in an environment where we have recorded 
in C' the newly introduced type constraints, in S' the type of the internal state of  the 
current object and in F'  also the types of the new methods (for a possible mutual 
recursion). Finally we type the rest of the program where the class is declared. In 
order to implement he protection mechanisms we restore in the environment the old 
values for self. 
Finally, the rule [EXTEND] (see section A.3) is a special case of  the rule [CLASS] 
where there are no type constraints and no instance variables to check; we have just to 
check that the class in the extend expression has been already defined (i.e. A E dora(S)). 
Note that because of the definition of  U and the condition of  input type uniqueness, 
if mi has already been defined for the class A then F(mi) U {A -.~, Vi} E Types if and 
only if {A ~, Vi} E F(mi). In other terms if we redefine a method the new definition 
has to possess the same type as the old one. 
Ii The ancestor must have been already declared, otherwise S is not defined. 
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3. The 2&-calculus 
In this section we briefly recall the main definitions of the 2&-calculus, defined 
in [12]. What we present here is a slight variant of the calculus defined in [12]; this 
variant has been studied in [11]. For a more detailed discussion the reader may refer 
to [12, 13, 11]. 
An overloaded function is formed by a set of ordinary functions (i.e. iambda- 
abstractions), each one constituting a different branch. Overloaded functions are built 
as lists, starting by an empty overloaded function denoted by e, and concatenating 
new branches by means of &; therefore an overloaded function with n branches M~ 
is written as ((...((e&Mj)&M2)...)&M,). The type of an overloaded function is the 
set of the types of its branches. Thus if Mi: U~ -~ Ti then the overloaded function 
above has type {Ui --~ Tt, U2 --, 7"2 . . . . .  U,, -~ T,,}. The application of an overloaded 
function (i.e. the message passing) is denoted by ".". If we apply the function above 
to an argument N of type U then we select the branch whose Ug "best approximates" 
the type of the argument; i.e. we select the branch j s.t. Uj = min{UilU<<. Ui}. And 
thus 
(e&Ml&.- .  &M,,).N E> M i • N, (,) 
where t> means "reduces in one or more steps to". 
A set of arrow types {Uh ~ Th}h~H is an overloaded type if and only if, for all Ui 
and Uj in {Uh}h~,,, it satisfies these two conditions: 
(1) If ui<~Ui then Ti<~Tj. 
(2) If U is maximal in LB (Ui, Uj) then there exists a unique h E H such that 
Uh = U. 
These are exactly the conditions of Section 2.8; i.e. we select those pretypes that 
satisfy the conditions of covariance, multiple inheritance and input type uniqueness. 
This models overloading: it remains to include late binding. This can simply be done 
by requiring that a reduction as ( , )  can be performed only if N is a closed normal 
form. 
The formal description of the calculus is given by the following definitions: 
PreTypes T : := A I T~T I {T(~T( '  . . . . .  T '~T , ' , '}  
Subtyping 
We define a partial order on the pretypes tarting from a given order for the atomic 
types and we extend it to higher pretypes in the following way: 
U2<.U, TI<<.T2 ViEI,  3 jE J  U~--+ 77~<~U/'--.+ T" 
U, --+ T, ~<U2 --+ 7"2 {V]---+ Tj}.jcj ~< {U,." --+ T,."}ic, 
Types 
A pretype is also a type if all the overloaded types that occur in it satisfy conditions 
( i )  and (2). We denote by Types the set of types. Types are equal modulo the ordering 
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of the arrows in the overloaded types. 
Terms 
M ::--- x r I 2xr.M I M 'M l e I M&rM I M°M 
The type indexing the & is used for the selection of  the branch in overloaded application 
and to type-check overloaded functions. 
Type-checking rules 
The type-checking rules are very close to those for the toy object-oriented language. 
Indeed they are more general since any type can appear as input type of an overloaded 
function. We do not need any type context F since the variables are indexed by their 
type. 
[TAUT] xr: T 
[-*INTRO] 
M:T  
).xV.M: U ~ T 
M:U---~ T N:W<~U 
[ -~ELIM < ] M • N: T 
[TAuT~] e: { } 
M:WI<~{Ui--~ Ti},~, N:W2<~U---~ T[{ } INTRO] 
(M&m-r'~'~'°"~r'N): {Ui ~ Ti},~, • (U ---* T) 
M: {Ui ~ Ti}i~z N :U  Uj =minist{UilU<~Ui} 
[{ }ELIM] M °N: rj 
where every pretype in the rules is a well-formed type (i.e. it belongs to Types) and 
{Ui --* TI . . . . .  U,, --~ Tn} G (U --* T) has the following definition: 
{Ui ---+ Tt . . . . .  Ui-~ ~ Ti-l,Ui+t ~ Ti+l . . . . .  U,, ~ Tn, U --* T} if U = Ui, 
= {Ui ~ Ti . . . . . . . .  U,, ~ T,, U ~ T} otherwise. 
Reduction 
The reduction D is the compatible closure of the following notion of reduction (for 
definitions see [4]): 
([~) (Zxr.M)N D M[x r := N]. 
(fl&) If N: U is closed and in normal form, and U i = mini=l..,{Ui I U <~ Ui} then 
MIoN for j < n, 
(MI& ~ci-ri~ ..... M2)oN D M2.N  for j = n. 
In the 2&-calculus there are infinitely many f ixed point combinators (see [4]). For 
example we can define a Turing's fixed point combinator Or  for every type T. Recall 
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that the Turing's fixed point combinator is characterized by the fact that OF [>* F(OF) .  
Then define .90 - (T -+ T) -~ T. If 8,/, is a closed term of type ~90 then 
Ar - (d.~r &~) - " (~) - " )~ ' )  ) . r~)- ' l ) . ) .yT-7.y((xox)y)  
has type {{ } --, 5 e, {{ } ~ .9 °} --, .90}. Define Or - Ar "At  :.90. Then for F: T ~ T 
we obtain 
OfF  =- (A °A)F  ~>* F((A .A )F )  =_ F (OTF)  
And Or  has type (T --~ T) --~ T (for more details see Ch. 3 of [11]). 
One of the most compelling extensions of 2& is the one with explicit coercions 
(;,&+coerce). Informally, an explicit coercion is a term that changes the type of its 
argument which, however, maintains its functionalities. This feature is crucial in 2&, 
where types determine the computation: the capability to change types implies a greater 
control over the execution. In particular, it is possible to drive the selection towards 
a given branch by applying an explicit coercion to the argument of an overloaded 
function. 
More formally, the extension of 2& by explicit coercions is obtained by adding to 
the terms coerce r(M),  by adding the following typing rule and reduction: 
M:S<~T 
[COERCE] 
coerce r(M): T 
(coerce) coerce r (M)oN I> MoN 
where by o we denote either • or .. 
For the ;,&-calculus and its extension with explicit coercions we proved, in [12, 11], 
some fundamental theorems like the Church-Rosser property, the theorem of subject 
reduction, and the strong normalization of some relevant subcalculi. 
4. )._object 
In this section we define the meta-language ;._object. We pass from a calculus, 
which possesses an equational presentation, to a language, which thus is associated 
to a reduction strategy and a set of values. It is as if we had the ,:.-calculus and we 
wanted to define the SECD machine. The analogy is quite suggestive since, as in the 
case of the SECD machine, we do not want an exact correspondence with the 2- 
calculus (e.g. as the one between the SECD machine and the ;.v: see [22]); rather we 
aim to define a language that implements the "general" behavior of the ;.&-calculus, 
and that constitutes a meta-language for object-oriented languages. A meta-language is 
conceived to "speak about", to describe a language. Thus it must possess the syntactic 
structures to reproduce the constructs of that language, structures that are not generally 
present in a calculus. To this end we provide ;._object with constructs to define new 
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atomic types, to define a subtyping hierarchy on them, to work on the implementation 
of a value of atomic type, to define recursive terms, to change the type of a term and 
to deal with super. We give an operational semantics for untyped terms, we define 
a notion of run-time type error and a type-checking algorithm. Finally we prove the 
subject reduction theorem (thus the correctness of the type-checker) which plays a key 
role, being 2_object intended for typed object-oriented languages. 
The main decision in the definition of 2_object is how to represent objects. This de- 
cision will drive the rest of the definition of the language. Running languages usually 
implement objects by records formed by three kinds of fields: fields containing the 
values of the instance variables, fields used by the system (for example for garbage 
collection) and a special field containing a reference to the class of the object. Ob- 
viously in this theoretical account we are not interested in the fields for the system, 
hence an object in 2_object will be formed only by the values of its instance variables 
(the so-called internal state) and by a tag indicating the class of the object. The tag 
of an object must uniquely determine the type of the object, for in our approach the 
selection of a method is based on the type of the object. There are two reasonable 
ways to do it, and in both of them the name of the class is considered an atomic type: 
(a) An object is a record whose fields are the instance variables plus a special empty 
field whose type is the name of the class. 
(b) An object is a record whose fields are the instance variables and which is given 
a tag, say A, by applying it to a special constructor in A. In other terms, in ta~j is the 
constructor for the values of (atomic) type tag whose internal representation is given 
by the record of the instance variables. 
For 2_object we choose to use the solution (b) for, even if it needs the introduction of 
new operations and new typing rules, it has the advantage that, as in our toy language, 
the type of an object is its class. Thus types will be conserved uring the translation 
from the toy language to 2_object. Furthermore the operational semantics of 2_object 
will be simplified. Henceforth we will not distinguish among the terms "tag", "atomic 
type" and "class-name" since in 2_object hey coincide. 
To resume, in )._object objects are "tagged terms" of the form inA(M), where A is 
the tag and M represents the internal state. When we have an overloaded application 
M • N we first reduce M to a term (MI&M2) and N to a tagged term, and then we 
perform the branch selection according to the obtained tag, that is the name of the 
class of the object. The selected method must be able to access the instance variables 
of the object, i.e. to get inside the in construct. To this purpose we use a function 
denoted out that composed with in gives the identity. 
4.0.1. Pretypes 
We use A and B (possibly subscripted) to denote atomic types. 
T : :=  A I TxT I  T~TI  {(A,  x . . .  xA,,,)--~Ti . . . . .  (B1 x - - .  x B,,,,)--> T,,} 
where in the last production , mi/> 1. 
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4.0.2. Terms 
Here we define the raw terms of the language, i.e. terms that have not been type 
checked yet. Terms are composed of an expression preceded by a (possibly empty) 
suite of  declarations. We use the meta variable M to range over expressions and P to 
range over terms: 
M::=xr l  Lxr.M I M .M ] e l  M&rM I M*M 
I <M,M> I rc,(M) I rt2(M) I I txr.M 
I eoereeA(M) I superA(M) I inA(M) I outA(M) 
P: :=M [ letA<~Al . . . . .  A. i nP  ] letA hide T inP  
Declarations cope with atomic types: they can be used to define the subtyping relation 
on atomic types and to declare a new atomic type by associating to it a representation 
type (i.e. the type of the internal state). More precisely the declaration let A hide T in 
P declares the atomic type A and associates it to the type T used for its representation. 
This declaration introduces two constructors in A : T ---* A and out A : ` 4 ~ T which form 
a retraction pair from T to A. 
4.0.3. Tagged values 
We have to be a little more precise about tagged values: a tagged value is everything 
an overloaded function can perform its selection on. Thus it can be an object of  the 
form inA(M) but also the coercion of  an object, the super of  an object and, since we 
have multiple dispatch, a tuple of  objects. Thus a tag is either an atomic type or a 
product of  atomic types. We use the metavariable D to range over tags; tagged values 
are ranged over by G ° where D is the tag. 
G ° : :=  in°(M) leoereeD(M) l super° (M) [  <G~',G~ 2 ... . .  G~" > 
In the last case of  the production above D is (At x . . .  × A,). 
4.0.4. Operational semantics 
We define the values of 2_object, i.e. those terms that are considered as results; 
values are ranged over by G. 
G ::= xl(Axr.M) lel(Ml&rM2)l <G1, G2 > 
I eoerceA(M) [ superA(M) I inA(M) 
The operational semantics for 2_object is given by the reduction o ;  this reduction 
includes a type constraint system 12 C that is built along the reduction by the decla- 
rations (let A<~AI ....4, in P)  and that is used in the rule(s) for the selection of  the 
branch. In the following, we use o to denote either • or • and D(C) to denote the 
12 At this stage it would be more correct to call it a "'tag constraint system". 
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Axioms 
( C, rti( < Gi, G2 > ) ) ~ ( C, Gi ) ( i :1 ,2 )  
(C, outA'(inA:(M))) =~ (C, M)  
( C, outA'(coerceA2(M)) ) ~ ( C, OutA'(M) ) 
( C, outA'(superA2(M)) ) ~ ( C, OutA'(M) ) 
((7, #x.M)  ~ (C, M[x:=Iax.M]) 
(C , (Lx .M) 'N)  ~ (C ,M[x :=N])  
( C, (Ml&{o~r'"'"O"--r"}M2) *GD ) ==~ ( C, MI *G ° ) 
( C, (MI&{D'--r'"'"D"--+r"}M2) "GD ) =:~ ( C, M2" G D ) 
( C, (MI&{D'~r'"'"D"--r"}M2) *GD ) =¢" ( C, M2.M ) 
if D. ~: D(C) 
if D. = D(C)  and 
G ° ~ superb(M) 
if D,, = -D(C) and 
G D = superD(M) 
( C, Iet A<.A~...A, inP)  ~ ( CU(A<~A~)U...  U(A<~A,,), P) 
(C, letA hide T inP)  =~ (C, P) 
Context rules 
(C, M)~(C,M' )  
(C, <M,N> )::~(C, <M' ,N>)  
(C, M)~(C,  M' )  
(C, <G,M> )=~(C, <G,M'> ) 
(C, M)  ~ (C, M ' )  
( C, ni(M) ) :~ ( C, ni(M') ) 
(C, M)~(C,M' )  
( C, outA(M) ) =:~ ( C, outA(M ') ) 
(C, M)~(C,  M' )  ( C, M)=~(C,  M' )  
( C, M o N ) ~ ( C, M' o N ) ( C, (Nt&N2)* M ) =~ ( C, (NI&N2)* M' ) 
The semantics for pairs is the standard one. Three axioms and a rule describe the 
behavior of out and give it access to the internal state of an object. Functional appli- 
cation is implemented by call-by-name; anyway, this is not a necessary condition and 
the call-by-value would fit as well. 
The three axioms and two rules for overloaded functions deserve more attention: 
in an overloaded application we first reduce the function (the term on the left) to 
an &-term and then its argument to a tagged value; then the reduction is performed 
according to the index of the &-term. In a sense, we perform a "call-by-tagged-value" 
(but for well-typed programs this notion coincides with the usual call-by-value: see 
Corollary 7). It is worth noting that this selection does not use types: no type-checking 
is performed, only a match of tags and some constraints is done; indeed, we still do 
not have any "type" here, but some tags indexing the terms. Note the difference when 
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the tagged value is a super: in that case the argument of  the super is passed to the 
selected branch instead of the whole tagged value. 
Finally, the declaration (let A ~<AI . . .A,  in P) modifies the type constraints in which 
to evaluate the body P, while (letA hide T inP)  serves only to the type-checker, and 
thus, operationally, is simply discarded. 
4.0.5. Programs and type errors 
The operational semantics above is given for untyped terms, thus its computations 
may generate type errors. Now we define which terms are the programs of 2_object 
and when a reduction ends by a type error. 
Definition 3. A program in Z_object is a closed term P different from e. 
We use the notation P ::> P'  to say that (C,P) ~ (CI, P ') for some C and C' and 
we denote by ~ the reflexive and transitive closure of  ~ .  Given a term M, we say 
that it is in normal form if and only if there does not exist an N such that M ~ N. 
Let P be a closed term in normal form. If P is not a value then it is always possible 
to use the context rules of  the operational semantics to decompose P to find the least 
subterm that is not a value and where the reduction is stuck. Let us call this subterm 
the critical subterm of P. For example, consider 
((MI&M2) • ((super A(M)) • (N) ) ) .  (M ' )  
This term is in normal form. Indeed, since it is an application we first try to reduce 
((MI&M2) • ((superA(M)) • (N))); then for the sixth context rule we try to reduce 
(superA(M)) • (N); again for the fifth context rule we try to reduce (superA(M)); but 
it is a value different from a ,;.-abstraction and we are stuck. Thus, in this case, the 
critical subterm is (super A(M)) • (N). Note that the critical subterm (of a closed normal 
nonvalue term) always exists and is unique, since it is found by an algorithm which is 
deterministic (since the operational semantics is deterministic) and terminating (since 
the size of  the term at issue always decreases). 
• I el Definition 4 (type-error). Let P be a program, i fP  ~P ,  is in normal form and it is 
not a value then we say that P produces a type error. Furthermore if the critical subterm 
of P' is of  the form ( (Ml&rMz).  G °) then we say that P produces an "undefined 
method" type error. 
The "undefined method" error is raised when we try to reduce an overloaded appli- 
cation of  an &-term to a tagged value, and D(C) (i.e. mini=l..,{DilC k- D<.Di}) is 
not defined. This means that it is not possible to select a branch for the object passed 
to the function. This can be due either because the set {DiID<<.Di, i = l..n} is empty 
or because it has no minimum. In object-oriented terms the former case means that 
a wrong message has been sent to the object and in the latter that the conditions on 
multiple inheritance have not been respected. 
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4.1. The type system 
We have defined programs and how to compute them; then we have singled out 
those computations that produce a "type error". Now we have to justify the use of the 
adjective type in front of the word "error". To this purpose we define a type system 
for the raw terms, so that the well-typed programs will not produce these errors. The 
complete definitions of this section are summarized in Appendix B. 
4.1.1. Types 
As in the case of 2&-calculus and of our toy language we first define an order 
on the pretypes and then we select among them those that satisfy the conditions for 
covariance, multiple inheritance and input type uniqueness. The subtyping relation on 
pretypes and the good formation for types are exactly the same as those defined for 
our toy language in Section 2.8 and by Definition 2, with the only modification that 
the set of atomic types is relative to a program and it is formed by all the pretypes 
that have been declared by a let ... hide definition. 
Definition 5. 
(i) A E,.~ Types for each A E dom(S). 
(ii) If Ti, T2 E,.s Types then Ti ~ T2 E,...~ Types and Ti x Tz E,.~ Types, 
(iii) If for all i , j  E 1 
(a) (Di, Ti E,...,. Types), 
(b) if C t- Di <<.D/ then C ~- T,- ~< Tj, 
(c) for each maximal type D in LBc({Di,D/}) there exists hE l  such that 
Dh = D, 
(d) i f iC j  then Di~=D i, 
then {Di ~ Ti}iEi E,...~ Types. 
4.1.2. Type-checking rules 
The type-checking rules are parametric in a type-constraint system C and a function 
S from atomic types to types. These are used respectively to store the type constraints 
and the implementation types defined in the declarations; this is performed by the 
following rules: 
C , S[A ~-- T] ~- P : U 
[NEwTvPE] 
C, S I- let A hide T in P: U 
A f[ dora(S), T Ec.sTypes and T not atomic 
[CoNsTRAINt] C U (A <~Ai), ,..,,,S ~- P: T 
C,S t- let A<~AI . . . . .  A,, in P: T 
if C k- S(A)<~S(Ai) and A does not appear in C 
In the [NEwTYPE] rule we require that the representation type of a class is not another 
class; this is very reasonable, for the new atomic type would be completely equivalent 
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to the one of its representation, but it would require a further in and out to access the 
internal state. In the last rule we require that A does not appear in any type constraint. 
In this way the ordering on atomic types is defined stepwise in the top-down sense. In 
this way the subtyping relation forms a dag. 13 
The rules for the terms of )._object that already belongs to the 2& syntax are the 
same as the corresponding one in 2& (just add some C and S in the right places). 
The rules for the expressions that do not belong to the syntax of 2& are: 
[COERCE] C,S ~- M: B 
C,S ~- eoerceA(M):A C ~- B<~A and A Ec.s Types 
C,S~- M:B 
[SUPER] C,S F- superA(M):A C ~- B <<,A and A Ec.s Types 
C,S F- M: T 
[IN] C F- T <~S(A) and A Ec.s Types 
C,S F- inA(M):A 
C,S~- M:B 
[OUT] C,S ~- outA(M):S(A) C F- B<~A and A Ec.s Types 
Note that an atomic type A can be used in an expression like coerce A, super A and so 
on, only if A Ec.s Types, i.e. it has been previously defined by a let_hide declaration. 
4.2. Some results 
Proposition 6. Let M: T; i f  M & closed and in normal form then M & a value. 
Proof. The proof is obtained by induction on M. [] 
A consequence of this proposition is the following corollary which justifies the rules 
for the overloaded application in the operational semantics: 
Corollary 7. I f  a proyram is in normal Jbrm and it is typed by a (possibly unary) 
product of  atomic types, then it is a taq.qed value. 
Recall that it is not possible to reduce inside a )--abstraction. Therefore, if in the 
evaluation of a program we reduce a term of the form M * N, then, in particular, N 
must be closed. To perform the selection of a branch (the fl&-reduction), N must also 
be a value; thus, by the corollary above it must be a tagged value. Therefore, in a 
well-typed program overloaded application is implemented by the usual call-by-value, 
since the only values allowed as arguments by the type-checker are tagged values. 
Lemma 8 (Substitution lemma). Let C,S F- M:  U, C,S ~- N:  T' and C F- T' <~ T," 
then C,S F- M[x r := N]: U', where C ~- U' <~ U. 
13 Equivalently we could have defined C so as to satisfy this property. 
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Proof. By induction on M. The only difficult case is M--M1 • M2, whose proof follows 
the pattern of the corresponding case in the next theorem. [] 
* ! 
Theorem 9 (Subject reduction). Let C,S ~- P: T; if (C,P)=~(C ,P') then C',S F 
P' : T' and C' l- T t <<. T. 
Proof. The proof consists in an induction on P where we use the substitution lemma 
above. 
It suffices to prove the theorem for ~;  the thesis follows by a simple induction on 
the number of steps of the reduction. Thus, we proceed by induction on the structure 
of P. When P is a value then the thesis is trivially satisfied. When P is of the form 
(let.. . in P ' )  or of the form 7zi(M), then the proof is a straightforward use of the 
induction hypothesis. The remaining three cases are (in the rest of the proof we omit 
C and S since they do not change): 
Case 1: P=outA(M)  where M:A'<~A. The only case of reduction is that M ~ M' 
and pt_  outA(M,); but from the induction hypothesis it follows that M':B<~A' <~A; 
thus also P~ is well-typed and possesses the same type as P. 
Case 2: P --Mi • M2 where MI : U --* T and ME : W <~ U. We have two subcases: 
(i) Mi =~ M( , then by induction hypothesis M(: U' --* T' with U<~U' and T'<~T. 
Since W ~< U ~< U', then by rule [--~ ELIMt ~ I] we obtain M~M2 : T' <~ T. 
(ii) Ml=2xU.M3 and P =~ Ma[x := M2] , with M3 : T. Thus, by Lemma 8, M3[x := 
M2] : T' with T' ~< T. 
Case 3: P--MI , M2 where Mi : {Di ~ Ui}iel and M2 : D. Let Dh=minict{Di l D<<.Di}. 
Thus T = Uh. We have three subcases: 
(i) Mi =~ M(, then by induction M(: {D~ ~ U'i}iej with {D~ ~ U~}ieJ<~{Di 
Ui}ist. Let D~. = mini~j{D~lD<~D~ }. Thus M( ,M2: U[. Therefore we have to prove 
that U[ ~< Uh. 
Since {D~ --~ U'i}iej<<.{Di ~ Ui}ie,, then for all i E l  there exists j E J  such that 
D ( ~ U ( <~Oi ~ Ui. For i=h we choose a certain/~EJ which satisfies this condition, 
J ./ 
that is 
' -~ U~Dh -~ Uh. Dr, 
We now have the following inequalities: 
D <~ Dh 
by hypothesis, since Dh = miniet {Di I D <<. D i}; 
Dh ~< D~ 
follows from ( 1 ); 
D <<. D'~ 
(l) 
(2) 
(3) 
(4) 
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follows from 
u <.uh 
follows from 
D~. ~< D I- h 
by (4), since 
(2) and (3); 
(l); 
D~ belongs to a set with D~. as least element; 
(5) 
(6) 
(7) 
follows from (6) and the covariance rule on {D~j --~ Uj}jej. Finally, by (5) and (7), 
one has that U[ ~< Uh. 
(ii) M2 ~ M~, then by induction hypothesis M~:D' with D'<~D. Let Dk = mini~/ 
{Di[D~<~ Di}. Thus Mi • M~: U,. Since D' ~<D ~<Dh then Dk <~Dh; thus, by the covari- 
ance rule in {D i ~ Ui}iEl, we obtain U, ~< Uh. 
(iii) Mr- (N I&N2)  and M2 is a tagged value. Then we have three cases, that is 
M =*- (Ni ° M2) (ease Dh ¢ D,) or M ~ (N2 . M2) (case Dh = D,, and M2 different 
from super) or M =~ (N2 • M3) (case Dh = D,, and M3=super°(M2)). According to 
the case it is easy to use [{}ELIM] or [4  ELIM(~<)] or [---+ ELIMt~<)] and [SUPER] to 
show that the terms have type Uh or smaller. [] 
Proposition 10. l f  P ~ P' and P is closed then also P' & closed. 
Proof. A simple induction on the rules of the operational semantics. [] 
Corollary 11. Let P be a well-typed pro qram. ff 'P ~ Pt and P~ is in normal Jbrm 
then P' is a value. 
Proof. By Theorem 9, P'  is well-typed and by Proposition 10 it is closed. The thesis 
follows from Proposition 6. [] 
This corollary states that well-typed programs reduce to values, and thus do not 
produce type errors. 
4.3. Encodinq of record 
In 2_object it is possible to encode the updatable records defined in [25]. They are 
constructed starting from an empty record value, denoted by () ,  and by two elementary 
operations: 
- Overwritinq (r ~-- fi = M); i f / i  is not present in r, then it adds a field of label /i 
and value M to the record r; otherwise it replaces the value of the field with label 
fi by the value M. 
- Extraction r.fi; extracts the value corresponding to the label gi, provided that a field 
having that label is present. 
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The encoding is defined as follows. Let Li, L2 . . . .  be an infinite list of  isolated types, 14 
and introduce for each Li a constant { i :L i .  Then a record type is encoded in the 
following way: 
((/ l :  Z , ; . . . ; / , , :  V,,)) = {L, ~ Vi . . . . .  L,, ~ /IT} 
while the encoding of record values is given by: 
r./i = r • / i  
(r ,---/i = M ) = (r &/). xL,. M)  where I -- (S ® {Li ~ T}) 
i f r :S  andM:  T 
where ® is the one defined in Section 3. For the properties and the limits of this 
encoding see [1 1]. 
5.  T rans la t ion  
As we have already said, we will not give a direct semantics to the toy language. 
Instead we translate its programs into 2_object. 
The key theorem of this section states that a well-typed program of  the toy language 
is translated into a well-typed term of 2_object; this result validates the algorithm 
of type-checking we have given for the toy object-oriented language in Section 2.8, 
since it assures that type errors can never occur during the computation of well-typed 
programs. 
We split the definition of the translation I[ 1] into three parts: we first translate 
programs where methods are neither mutually recursive nor multi-methods; then by 
slight modifications we introduce also multi-methods and finally, in the third subsection, 
we introduce also recursive methods. In order to ease the presentation we only .give 
the intuitive rules that constitute the translation. The detailed presentation of the formal 
translation is postponed to Appendix C. 
5.1. Simple methods without recursion 
We first give the intuitive translation of all the object-oriented commands of the 
language: 
- A message is an identifier of an overloaded function; thus it is translated in a variable 
possessing a (raw) overloaded type; i.e. [i'm]] = m {a ' - - - ' r '} '~t  where {Ai l i  E I} is the 
set of the classes where the message m has been defined, and the Ti's are the 
corresponding types appearing in the interfaces. 
14 A type T is isolated if for every type S. S<~ T or T<~S implies S = T. 
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-Message  passing is the application of  an overloaded function; i.e. l[[exPoeX p 
expl . . . . .  exp,]] = [[exp]] • [[(expo, exp I. . . . .  exp,)]. 
- In the definition of a method, se l f  represents the receiver of  the message that 
invoked the method. Thus we translate a method msg = exp into 2self A.[[exp]], where 
A is the current class. This will form a branch of the overloaded function denoted 
by the (translation of  the) message ms(]. 
- new(A) defines a value of  type A. More exactly it defines inA(r) where r is the 
record value containing the initial values of  the instance variables of  the class A. 
- update  unpacks self in its representation (record) type, modifies its value (i.e. the 
internal state) and packs it again in its original type. Thus for example [[(update 
{x = 3})~ = inA((outA(self A) ~-- X = 3)); again A is the current class. 
-super[A](exp) and coerce[A](exp)  are translated into superA([[exp~) and 
eoereeA ( [[ exp]] ), respectively. 
- The operation extend corresponds to adding a branch to an overloaded function. It 
has the following intuitive interpretation: 
[[ extend A m=exp [ [ . . . ] ]  in  exp'~= 
(let m = (m&).selfA.[[exp]) in ~exp']]). 
- Finally we have the most complex construct: the class definition. By a class definition 
one defines a new atomic type, a set of  type constraints on this atomic type and 
some branches of  overloaded function. The intuitive interpretation of, say, ( c lass  
A i s  AI,A2 {x: In t  = 3} m=exp [[m : T]]  in  p)  is 
let A h ide  ( (x  : Int)) i n  
let A<~A~,A2 in 
let m = (m&2selfA.[[exp]) in [[pl] 
Of  course the initial value 3 of  x must be recorded during the translation so that 
this value could be used in the translation of  new(A). 
5.2. With multi-methods 
Let us now add multi-methods. Intuitively we have to change only three things: 
- The type of a message must take into account also the multi-methods, thus IIm] = 
m{A, ,r,J,~ _ note in the index the use of  ~* in the place of  ~ used in the previous 
section - where again {Ai I i E I} is the set of  the classes where the message m has 
been defined, and the Ti's are the corresponding types appearing in the interfaces. 
- The method ms.q = exp is translated as before into 2self A.[[exp], if it is a regular 
method (A is the current class). If it is a multi-method then exp must be of  the form 
&...~ .... For example exp may be 
mesg = & fn(xl:C1; x2:C2) => expl 
fn(yl:C1; y2:C3) => exp2 
& fn (z :C2)  => exp3 
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Then, using some pattern matching in the lambda calculus, the multi-method is 
translated into 
let mes,q = (mes.q 
&2(se/f A, x c' , x c' ).[[expl]] 
&2(sel fA yC,, yC3 ).[[exp2]] 
& )~( self A, z C2 ).[[exp3]] ) 
- In the translation of extend we have to translate the multi-methods in the same way 
as above. 
5.3. With recursive methods 
We now give the translation in the case that methods can be defined mutually 
recursively. The only thing we have to change is the interpretation of the methods, 
and then apply it both to the translation of  the class definition and the one of extend. 
Intuitively without multi-methods if we have 
extend B with 
ml = exp I
m2 = exp 2 
mn = exp n 
[[ . . .]] in  exp 
this is translated into 
let (m~,m2 . . . . .  ran) = #(ml,m2 . . . . .  m,). 
((ml&Z~elfS.~expt ]) ,  (m2&AselfS.~exp2]) . . . . .  (mn&2selfS.[[exp,]) ) 
in ~exp] 
Of course we have to put the right types to the variables and the ampersands, and to 
deal with multi-methods. This is handled in Section C.3. 
5.4. Correctness o f  the type-checkin9 
We next prove that every well-typed program of the toy language is translated in 
a well-typed term of 2_object. The semantics of the toy language is given in terms 
of the translation we have just defined; also the notion of type error for the toy lan- 
guage comes from this translation: a program is type safe when its translation, if 
it stops, stops on a value. Thus, by the results of Section 4.2 the translation of a 
well-typed program is type safe, which means that the type checker for 2_object is 
correct. 
More formally the interpretation function [[ 1] of a program p will be parameterized 
by an environment of free variables F in an environment of the initial states I, and 
by the type of the current object A that will index the interpretation (i.e. ~p~rlA: see 
Appendix C), so that the theorem of correctness of the type system for the toy language 
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is formulated as follows: 
Theorem 12. For every type constraint C, type environment F and for every I E 
lnitState and S : ClassNames --~RecordTypes such that for any A atomic I (A) : S(A), 
i f  C; S; F F- p : T then C; S ~- [[P]]rlrc~e/f) : T 
6. it_object and it& 
In this section we show the exact correspondence between A_object and A& by 
presenting how the former can be encoded in 2&+coerce. We are not able to translate 
the whole A_object; we have to restrain our attention to those programs that do not 
contain super. This is not surprising since the introduction of super had required the 
modification of the rule/38,. First, we recall the encoding of surjective pairings in A&, 
which are similar to the encoding of record types. Distinguish two isolated types Pi and 
P2 together with two constants rtl : P~ and ~2 : P2 then (TI x 7"2) = {Pi ---* TI,P2 
1"2}, 7zi( M ) =-- M * 7ri, and < Mr, M: > -= ( e&):c P'. Ml &kx PA. Mz ) (for x e' f[ FV ( Mi ) ). 
The rules of subtyping, typing and reduction are the special cases of the rules of A& 
(and thus of A& + coerce). 
6.1. The encodin,q of  the types 
We start by encoding the types of A_object. Recall that in 2_object every atomic type 
is associated to a type used for its representation. This association is always relative 
to a program in which it is described. Thus, given a well-typed program P we define 
(i) The set of atomic types defined in the program P: 
~p = 
A U .~//,, if P _--- let A hide T inPZ 
if P -  let A ~<At . . . . .  A, in U, 
otherwise. 
(ii) The set of type constraints generated in the program P: 
{ (A~<AI)U...U(A~<A,)UC~/,, c~e, 
0 
i f P - le tA  ~<Ai . . . . .  An inP' ,  
if P - let A hide T in Pt, 
otherwise. 
(iii) The function that for every atomic type A in ,~¢e returns the representation type 
associated in P: 
Cf p = { ,?p,[A ,-- T] p, if P-  let A hide T in P', if P -  let A~<AI . . . . .  A. in p1 
otherwise. 
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Then the translation of  the types of  A_object relative to a program P is defined in the 
15 following way. 
Definition 13. For every well-typed program P, we translate a type T Ezp,,/> Types 
into the set of  A&-pretypes generated from the poset of  atomic types (,~/p, ~< ) where 
~< is the transitive and reflexive closure of ~p. The translation is defined by induction 
on the structure of  T: 
11,411 = A x I[ ,~ee(A)]l  
[[AI x A2]] =- [[AI~ x [[.42]] 
[[{S, ---, T,.},et] = {[[S,]] ~ [[T,]]},el 
The definition above is well defined. To prove it, associate to every T Ez,,.,/, Types 
the weight w(T) defined as follows: 
w(A) = n i f  A has been the nth atomic type defined in the program P. 
w(S --~ T) = w(S x T) = max{w(S),w(T)}. 
w({Si ~ T,},et) = max{w(S,),w(T,)}. 
Then it is easy to verify that, thanks to rules for typing and type good formation of  
A_object, the translation of  a type is always given in terms of  the translations of  types 
with a minor weight or with the same weight but a less deep syntax tree (remember 
that the translation is given w.r.t, a well-typed program P, and thus the definitions let 
... hide ... cannot be circular). 
The weight above is also used to prove the following proposition. 
Proposition 14. (@p F- S ~< T ~ I[S]] ~< [T]]. 
Proof. Let d(T) denote the depth of  the syntax tree of  T and associate to every 
subtyping judgment S ~< T the pair (w(S) + w(T), d(S) + d(T)). Then the result follows 
from a straightforward induction on the iexicographical order of  the pairs. The only 
nontrivial case is when S<~T is AI <<.A2: 
(¢=) I fA i ~<A2 in A& then this must have been obtained by transitivity and reflexivity 
from ~e. Thus ~p I- Ai ~<A2. 
15 As a matter of fact there cannot be in .,;._object only user defined atomic types: there must be at least one 
predefined atomic type * together with a constant ? : * to start the definitions (see the implementation in 
CAMLLIGHT of 2_object described in [11]). This does not change the essence of what follows. Just imagine 
that also ,;.& contains * and ? and that they are translated by the identity. 
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(0 )  Vice versa if ~t, t- AI ~<A2, then 
[[A I1] ~< []'A 2 ]] ¢~ AI X [[,Sgp(Ai)]]~<A2 X [[,~p(A2)] 
¢e~ ,41 ~A2 A ~,gap(Ai )]~,9°p(A2) ~. 
The first factor (i.e. Ai ~<A2) follows from ~,  )- AI ~<A2 and Definition 13. The sec- 
ond (i.e. [[Sep(Ai )]] ~< [[See(A2)]]) follows from the induction hypothesis ince the left 
component of the associated pair strictly decreases (indeed w([[o~w(Ai)ll)<~w(Ai) for 
i = 1,2). [] 
This proposition has the following important corollary. 
Corollary 15. U2 = min,~,{Ui l U <. Ui} ~ I[U/] = min,~,{~Ui]l l [[U]]<~U~]l}. 
We can now define precisely the target calculus of the translation that we call 
TARGETp. 
Definition 16. The target calculus TARGETp of the translation relative to a well- 
typed program P has as raw terms the set of the 2& + coerce terms constructed from 
a denumerable set of variables, the constants to encode pairings, and a constant c A 
of each A E ,~¢p. Its set of types is formed by o~'e plus the pretypes that are in the 
image of the translation of Definition 13 plus the types to encode pairings and to type 
fixpoint combinators. The subtyping relation is the one generated from (.z/e, ~< ) on 
the pretypes. The typing rules are those of 2& + coerce. 
Thus TARGETp is 2&+coerce but without some types. In particular A x I[T]] 
belongs to the types of TARGETp if and only if let A hide T appears in P. 
This is precisely stated by the following theorem. 
Theorem 17. The translation of a well-Jbrmed type of 2_object satisfies the condition 
of" type formation of 2&(+coerce). 
Proof. The result follows nearly immediately from Definition 16 and from Proposi- 
tion 14. Just note that the types added for fixpoint combinators do not interfere with 
the condition (c) in Definition 2. [] 
Note that the statement of the theorem would not hold if we had not restricted 
the types of TARGETp. This is because Ai = A2 Iq A3 does not imply 5et,(Ai) = 
,CPp(A 2 ) 17 ,Cf p(A 3 ). 
6.2. The encodin9 of the terms 
We can now give the translation for the terms. 
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Definition 18. We give the translation relative to a well-typed program P, of a term 
of 2_object hat does not contain super. 
[xr]] = xlrl 
[ [ i~(M)]  = eoereelAl( c A , ~M]])) 
~outA(M)]] = n2(l[M]]) 
[[coereeA(M)]] = coerce IAI([[M]I) 
l[~,xr.M~ = )~x~rl.l[M~ 
[ (M&rN) ]  = ([M]]&IrI[[N]) 
[M o NIl = I[M] o [[N~ 
[[ < M, N > ]] = < I[M], ~N]] > 
~rti(M)] = n~(l[M]]) 
[[laxr.M] = 6)lrl(),x[rl.l[M]] ) 
[ le t . . . in  P']] = I[P']] 
where O is defined as in Section 3. 
c ~ is the constant of type A 
i= i ,2  
Strictly speaking we should have constructed ,fee along the translation in the follow- 
ing way: I[let A hide T in P']s  = [P']sEA,--rl; however, in the rest of this section, the 
declarations play a secondary role, thus we prefer to deal with them more informally; 
consequently in the following we omit all the type-constraint systems, understanding 
that they are all relative to the type system of a given program. Note also that we have 
distinguished two different pairings: one denoted by ( , ) with projections rti, the other 
<,  > with projections n~. The former is used to codify objects, the latter to encode 
the pairings of 2_object. We differentiated them so that they cannot interfere one with 
the other. 
Theorem 19. I f  M :  T then there exists T' such that I[M]]: [[Tt]<~[[T]]. 
Proof. The proof consists in a straightforward induction on the structure of the pro- 
gram and uses Proposition 14. Just note that [M] :  IT]] does not hold because of the 
definition of I[outA(M)]. [] 
To conclude this section we have to prove the correctness of our translation, i.e. 
that if a program of ;t_object reduces to a value then its translation reduces to the 
translation of the value. To prove it we need two technical emmas. Let us denote by 
N~ the normal form of N. 
Lemma 20. Let N be a tagged value. I f  N : D then [N]  has a normal form and 
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Proof. A trivial induction on the structure of tagged terms. Note that the coercion in 
the translation of in A blocks the type. [] 
Lemma 21 (Substitution). [[Mix r := N]] ]= J IM,Ix ~r] := [[NIl]. 
Proof. A straightforward induction on M. Just note for the proof that 6) is a closed 
term. [] 
Theorem 22. I f  M ~ N then ~M]] + ~/,a u ,,,,,,,,,,, [[NIl. 
Proof. By induction on the definition of =v. It suffices to prove the theorem for the 
axioms of )._object. The result then follows by a straightforward use of the induction 
hypothesis. We have six cases (the axioms for thc declarations are trivially solved and 
wc do not consider the axioms for super). 
(i) hi( < Gi, G2 > ) ==~ Gi straightforward. 
(ii) outA'(inA'-(M)) ~ M. 
[[outA'(inA~(M))~ = n2([[inA2(M)]]) 
= n2(coerce ~A2D( (CA-,, I[M]])) 
=-- (coerce ~A2~( (CA2, ~M~) ) ) * n2 
~,,,,,,,,,, n2( (c A2, I[M~)) 
+ D/~ u/~ [[M]]. 
(iii) outA'(eoeree&(M)) ~ outA' (M) .  
[[out A, (coerce A: (M))]] = n2([[coerce A~ (M)]] ) 
= n2(coeree ~A2~([[M[] ))
~,,,,,,,,, n2([[M]) 
= [[out A'(M)]]. 
(iv) I r r r .M ~ M[x r := pxr. M]. 
[[Irr r. M ]] = 6)[r]( ), x ~r].~M~ ) 
E> * ( 2xUl.l[ M ]] )( O~ rD( ),x~ r~.[[ M ]] ) ) 
= [[M[x r := p.xr.M]]] by Lemma 21. 
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(v) ( ) .x r .M) .N  ~ M[x  r :=N]  
~( )Of T. M ) " N]  = ( ),x [T].~M])[[N] 
DI~ [[M]][x Ir]" = [IN]I] 
= I[M[x r : = N]]] by Lemma 21. 
(vi) (M I&rM2) .G  ° ~ MioG ° immediate from Corollary 15 and Lemma 20. [] 
7. Adding polymorphism to the toy language 
Consider again the definitions of the classes 2DPoint and 2DColorPoint given in 
Sections 2.2 and 2.3. In 2DPoint a method for the message rase  is defined; this 
method returns a copy of the receiver, with the field x set to zero. Thus, after the 
definition of 2DPoint, and according to the typing rules of Section 2.8, the message 
erase  has the following type: 
erase : {2DPoint ~ 2DPoint} 
In words, this type assignment means that the message rase  can be sent to any object 
of a class smaller than or equal to 2DPoint, and that the result has type 2DPoint. 
The method for e rase  can be used by the objects of class 2DColorPoint. Therefore, 
the method is not redefined (overridden) in the definition of this class, but, instead, it 
is inherited. Since the definition of e rase  persists unchanged, then also its type does 
so. This has a nasty consequence: if we send the message rase  to an object of class 
2DColorPoint then, for the type-checker, the result is an object of type 2DPoint, 
rather than 2DColorPoint. Therefore the following expression 
let aColorPoint = [new(2DColorPoint) erase] 
in [aColorPoint isWhite] 
would be rejected by the type-checker, since this one would assign to aColorPo int  the 
type 2DPoint. Note that this problem is already present in 2& and, thus, in )._object: 
consider an overloaded function copy whose definition is of the form 
( . . .&  2selfCLself  & . . .  ). 
Thus 
copy: { . . . .  C,--+ Ci . . . .  } 
Let C2 be a subtype of Cj and suppose that the application of copy to a term of type 
C2 selects the branch defined for Ci. Then the result of the application has type C1, 
rather than C2, as it would be natural. 
This problem is well-known in the field of type theoretic research on object-oriented 
programming, where it is designated as the "loss of information problem". It was 
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already pointed out for the record-based models in Cardelli's seminal paper [8]. And it 
is also present in some commercial object-oriented languages (e.g. 02: see [3]). This 
problem was tackled - and overcome - for the record-based approach, by many authors, 
notably [9, 25, 26, 23, 15]. In all these propositions the solution is to pass to fgrmalism 
with second order types. In [10] we adopted the same solution for the overloading- 
based model. Thus we defined a formalism - called F & - to model second order "ad ~< 
hoe" polymorphism. 16 Very briefly, the rough idea is to define a type system that 
types the previous function copy in the following way: 
cop),: { . . . .  VX  <~ C I .X  ~ X,...} 
In words, it means that copy is no longer a message that, if applied to an argument 
of type smaller than or equal to C~, returns a result of type C~, but, instead, it is a 
function that, if applied to an argument of type X, smaller than or equal to C1, returns 
a result of the same type, X, of the argument. 
The same technique can be applied to erase.  Indeed, to transfer the theoretic results 
of F ~ (foremost, the absence of loss of information) to object-oriented programming < 
we do not have to redefine the toy object-oriented language from scratch: few modifica- 
tions to the toy language of Section 2 suffice. Informally, from the point of view of our 
toy object-oriented language, the gain of considering a second-order system is embod- 
ied by the fact that we can use the reserved keyword Mytype in the class interfaces. 
This keyword denotes the type of the receiver of a message (we borrowed Mytype 
from [6]; examples of other keywords with the same use are " l i ke  curret l t "  [19] 
and myclass [7]). Note that by inheritance the type of the receiver of a message can 
be smaller than the class(-name) for which the method has been defined: in our pre- 
vious example the receiver of the method defined for 2DPoint was a 2DColorPoint. 
The use of this keyword can be shown by slightly modifying the definitions of the 
classes 2DPoint and 2DColorPoint of Sections 2.2 and 2.3. 
c lass  2DPo in t  
x : In t  = O; 
y : In t  = 0 
norm = sqr t (se l f .x^2 + se l f .y '2 ) ;  
e rase  = (update{x  = 0}); 
move  = fn (dx : In t ,dy : In t )  => (update{x=se l f .x+dx;  y=se l f .y+dy})  
[[ 
norm: Real ,  
erase:  Mytype,  
move:  (Int x Int) -> 2DPo in t  
]] 
16 According to the classification f [24], the mechanism of overloading is often referred to as "ad hot"" 
polymorphism. 
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class 2DColorPoint is 2DPoint 
{ 
x:Int = 0; 
y:Int = 0; 
c:Str ing = "black" 
} 
isWhite = (self.c == "white") ; 
move = fn(dx: Int,dy: Int)  => 
(update{x=self. x+dx; y=self, y+dy; c="white"}) 
[[ 
isWhite: Bool, 
move: (Int x Int) -> Mytype 
]] 
Remark that we have modified only the interfaces, using in two places the kcyword 
Mytype. Recall that in the original toy language, the type system assigned to the term 
[new(2DColorPoint) erase] the type 2DPoint. Now, the keyword Mytype in the 
interface says that thc typc returned by sending erase is the same as thc type of thc 
rcccivcr. In thc casc of [new(2DColorPoint) erase], therefore, thc type inferred is 
2DColorPoint. 
Note also that, in the interface of 2DColorPoint, thc message move returns Mytype 
instead of 2DPoint. Thc othcr way round is not allowcd, i.e. it is not possiblc to 
rcplacc Mytype by a class-narnc. For cxarnplc the following definition 
extend 2DColorPoint 
erase = new(2DColorPoint)  
[[erase : 2DColorPoint] ] 
would not bc well-typcd since the method erase in 2DPoint rctumcd Mytype. Indccd, 
thc idcntificr - more prcciscly, the type variable - Idytype that occurs in the intcrfacc 
of 2DPoint may assume any type smaller than or equal to 2DPoint, and thus, in 
particular, also a type smallcr than 2DColorPoint. In that case the covariancc condition 
would not bc respected, t7 
Let us scc how the intuitive interpretation of these constructs is formally rcflcctcd 
in the type discipline of our toy language. 
Wc just consider a restricted version of the toy language, without multiple dispatching 
and in which rncssagcs (overloaded functions) arc not first class, i.e. they can be ncithcr 
the argument nor the result of a function. Wc  irnposc this rcstriction in order to maintain 
to a min imum the modifications wc have to rnakc to the type system. However, on 
thc basis of the rcsults in [I0], there is no conceptual problem to include also these 
features (scc [I I]). 
17 Of  course, in the previous example it would have been more reasonable that move in 2DPoint  returned 
(Int x Int) -> Mytype rather than (Int x Int) -> 2DPoint. 
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We modify the language by adding the following productions: 
Terms v ::= new(Mytype) 
Raw Types T ::= Mytype 
We do not detail the modifications to make to the definitions of the types and of 
the terms in order to exclude first-class messages. They are very simple and the reader 
can easily find them out. 
Recall that Mytype denotes the type of the receiver of the message, and that, 
in the body of a method, the receiver is denoted by se l f .  Thus se l f  is of type 
Mytype, and we have to modify the type-checking rule [TAUT] in order to take into 
account he new type of se l f ;  we split the rule [TAUT] (see Section A.3) into two 
rules: 
[TAUTVAR] 
[TAUTSELF] 
C;S; F F- x : F(x) 
C; S; F t- self : Mytype 
for x 6 Vars 
As before, we use P(self) to record the current class (see the rule [CLASS] below). 
Then we must modify the rule [WRITE] since now the update of the internal state 
returns a value of type Mytype. 
[WRITE] 
C;S ;FF - r :R  
C;S; F ~- (update r) : Mytype 
if C ~ R ~ S(F (se l f ) )  
We must also extend the rule [NEW] to include the case new(Mytype) : Mytype. 
Consider the typing of the body of a method: an expression of type Mytype can 
appear inside this body. We know that Mytype is the type of the receiver, and, thus, it 
will be instantiated by a type smaller than or equal to the type of the current class (the 
method at issue will be inherited only by subclasses of the current class). Thus, in the 
typing of a method we have to record that Mytype is smaller than the current class, 
i.e. that Mytype-..<F(self). This constraint is, for example, used to type expressions 
like [v message] or super  [.4] (v) when v :Mytype. Thus, we have to replace the old 
rule [CLASS] by the following one: 
C;S ;FF - r :R  
C' U {Mytype~< F(self)};S'; F'[self ~- A] I- expi: ~. 
C ' ;S ' ;F '~p : T 
(j----- i..m) 
C;S ;F  F- c lassA is  AI ..... A, r: R m~=expl ;...;mm=expm 1 in p : T 
ifA ~ dom(S), for i = l . .nC ~- R<<,strictS(Ai) and for i = l . .mF(mi)U{A ~ Vi} Ec, 
Types. 
Here C',S'  and F' are defined as in Section 2.8. Similar modifications are required for 
the rule [EXTEND]. 
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Finally, during message passing we have to instantiate Mytype, with the type of the 
receiver 
C;S ;F~-exP l :  {Ai----~ Ti}iE! C ;S ;FF -exP2:A  
[OVAPPL] 
C;S ;F  }- [exP2 expl 3: Th[Mytype:=A] 
A h =miniEl{A i I C[-A<~Ai} 
Note that since overloaded functions are not first class then the type Th does not contain 
overloaded types. This avoids possible name-clashes in the substitution [Mytype := 
A]. 18 
In this framework the overloaded type 
{AI ~ TI . . . . .  An ~ Tn} (8) 
has a completely new meaning, which is quite different from the one it had in the case 
without polymorphism. Consider the branch corresponding to the type Ai --+ Ti. Note, 
first, that Mytype can appear "free" in T~. In the nonpolymorphic case, Ai ---+ Ti meant 
that the branch accepted a receiver of  type smaller than A/ and returned the type Ti. 
With the introduction of the polymorphism - i.e. of  the type variable Mygype - this 
type means that the corresponding branch accepts a receiver of  type A smaller than 
or equal to A i and returns a result of  type T/[Mytype := A]. Thus, in order to make 
explicit the exact functionality hidden under the notation of  the type (8) the notation 
to use should be 
{VMytype ~< A i .Mytype -~ Ti ..... VMytype  ~< An.Mytype -~ Tn } 
or alternatively (using the notation of  [ 10], where the type of the parameter is quantified 
externally to the overloaded type) 
VMytype {A 1.Mytype ---+ Ti . . . . .  An.Mytype ---+ Tn } 
In both cases Mytype is a type variable bound by a quantifier that delimits the range 
of  the overloaded type. 
To end this section we have to give the rules of  good type formation for this new 
system. The conditions for multiple inheritance and input type uniqueness (definition 2 
(c) and (d)) persist unchanged. What changes is the covariance condition, since it has 
to take into account hat Mytype may occur in the interfaces. More precisely, it must 
allow, when redefining a method given for a class A, to replace a covariant occurrence 
of A by Mytype: this is what we have done, say, at the beginning of  this section, 
in the definition of  2DColorPo int  where for move we replaced 2DPoint by Mytype. 
t8 However, there is no conceptual difficulty to allow also first class overloaded functions. The problem is 
that it would require us to change our notation for overloaded types. Indeed, to avoid name clashes in the 
rule [OVAPPL] every overloaded type should bear a type variable along with it: this type variable is the 
one denoting the type of the receiver. An example of how it can be done can be found in [1 I]. 
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Thus one has to modify condition (b) in Definition 2 of type good formation in the 
following way: 
(b) if CF-D~<~D/ then CU{Mytype~<D~}F- T~<~Tj 
The formal correctness of this condition can be found in [10, 1 1]. 
8. Conclusion and future work 
As we already said in the introduction, this paper constitutes the companion of [12]. 
In that paper we defined a kernel calculus, 2&, to study the formal properties of 
overloading and late binding. In this paper we defined a meta-language, 2_object, to 
formalize the correspondence b tween overloading with late binding, and the object- 
oriented programming. The two papers are, in a sense, mutually recursive: to establish 
2& we always kept in mind the formalization of object-oriented programming; to es- 
tablish 2_object we were driven by the formalization given to the calculus. 
An example has been used to show bow it is possible, via )._object, to estab- 
lish a formal correspondence between the overloading-based model and the object- 
oriented programming: we defined a toy functional object-oriented language, we trans- 
lated it into )._object and we used this translation to prove properties of the toy lan- 
guage. 
In the last section we hinted at the formalization of overloaded types in a second 
order framework and we showed how to apply the theoretical results of such a study to 
the definition and the typing of object-oriented languages. The typing rules written in 
that section are not pulled out of thin air, nor do they rely on just intuition, but they are 
based on the formal analysis developed in [10] (see for more details [11]). In a sense, 
with the second order system, we followed the same path that we used for the case 
of simple typing: driven by our intuition of object-oriented languages we first defined 
a formal calculus - 2& for simple typing and F & for polymorphic types - and then 
we applied the results coming from the formalization to the practice of object-oriented 
programming. The final step consists of giving a formal proof of the correspondence 
between the theory and its application, by defining a meta-language in which to interpret 
and translate, object-oriented languages. This is what we did, with this paper, for the 
case of simple typing; this is what is still missing for the second order case. The work 
developed here is the base for such a definition. Indeed, as the passage to the second 
order has required just a few changes to the definition of the toy language, in the same 
way the meta-language for polymorphic object-oriented languages hould be obtained 
by introducing a few modifications to 2_object. The passage, however, cannot be so 
smooth as it was for the toy language: in that case we modified a particular language, 
while in the new case we have to define a meta-language that must be valid for a 
wide class of (polymorphic) object-oriented languages. Many problems must first be 
solved, foremost he introduction of implicit parametric polymorphism, which we are 
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currently working on. 19 Also, some mechanisms to deal with the dynamic definitions 
of new classes (see the discussion in Section C.1) should be introduced. 
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Appendix A. Specification of the toy language 
A. 1. Terms 
r ::= {f l=expl; . . .  ; f .=exp.} 
exp : :=x 
fn(xl : Ti . . . . .  Xn : T,) => exp 
exp (exp) 
(exp . . . . .  exp) 
f s t (exp)  [ snd(exp) 
l e t  x :T  -- exp in exp 
extend classname 
(messaoe = method;)+ 
interface 
in exp 
new ( classname ) 
self 
(self.f) 
(update r) 
super [A] (exp) 
coerce [A] (exp) 
19 Indeed, the polymorphism we used in our toy language is somewhat an half-way implicit-explicit poly- 
morphism, since we have a type variable in the language -i.e. Mytype- but types are not explicitly passed 
to functions. For a wider discussion see Ch. 11 of [11] 
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I ~ fn (x l :A t  . . . . .  x,, :A, , )  => expt 
fn(x l  :At . . . . .  x, 2 : A,,) => exP2 
fn(xt  :AI . . . . .  x,,,, :A, . , )  => exPm (m~>l) 
I [ exPoexpexp l . . .exp ,  , ] (n>~O) 
p ::= exp 
] c lass  classname [ i s  classname ( , c lassname )*]  
instance Variables 
(message = method; )*  
interface 
in  p 
method ::= exp 
message : : :  x 
interface ::= [ [message : V; . . . ; message : V] ] 
instanceVariables ::= { f l : Tl=expl ; . . . ; [,~ : T ,=exp,} 
A.2. Subtyping 
C U (AI ~<A2) I- A I ~<A2 
CF T2<~TI CFUt<~U2 
C F TI ---+ Ut <~ T2 --, U2 
C I- U~ <~T~ . . .C  I-- U.<~ 7", 
CI -  (UI  x . . .  x Un)<~(TI x . . .  x Tn) 
for all i C I, there exists j E J such that C ~- D i" <~ Dj' and C t- U~ ~< UI ~ 
C I- {D~ ~ Uj}jej  <~ {Dr' --~ Ui '}ie/  
C I-- Ul <~Tl . . .C  I- Uk<<,Tk 
C t- (((1: U I ; . . . ;{ ,  : Uk; . . . ; /k+i :  Uk+i))<~((iJ: T I ; . . . ; f ,  : Tk)) 
The (pre)order for all types is given by the reflexive and transitive closure of the 
rules above. 
A.2.1. Auxi l iary  notation 
C I--((.{1: TI;. . .  ;£ , :  T h-;... ;['/,+i: T,+j))~<stric,(((l: Ti; . . .  ; (k :  Tk)) 
C I- Ui <~TI . . .C  }- UI,.~Tk 
C I - ( (& :  U~; . . . ; i k :  Uk)) (~ ( (&:  Tz; . . . ; , "k : Tk ; . . . ;{k+S:  Tk+.s)) 
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A.3. Typing rules 
Let 
F: (Vars U {se l f} )  --+ Types 
S : AtomicTypes --~ RecordTypes 
Then we have the following typing rules: 
[TAUT] C; S; F F- x : F(x) X E (Va~U {self}) 
[FUNCT] 
C; S; Fix ,--- T] ~- exp : U 
C ;S ;F I - fn (x :T )  => exp:  T---~ U 
if T EcTypes 
[APPL] 
C; S; F t- expl : T --+ U C; S; F [- exP2 : W 
C;S; F l- expl(exp2 ) : U 
i fC t -  W<~T 
[PROD] 
C; S; F F- expl : Ti ... C; S; F ~- exp,, : 7",, 
C ;S ;F  F- (expl . . . . .  exp.):  (Tj x . . .  x T.) 
[RECORD] 
C; S; F F- expt : Ti ... C; S; F F- exp, : T, 
C'~S;F ~- {f l  : exp,; . . .  ;{. = exp.} : ((f, : TI; . . . ; /n : T.)) 
[LET] 
C; S; F t- exp' : W C; S; F[x +-- T] t- exp : U 
C;S ;FF - le t  x :  T = exp' in  exp:U  
i fC I -  W<<.T 
[NEW] C; S; F I- new(A) : A if A E dom(S) 
[READ] C; S; F F- se l f . / :  T if S (F (se l f ) )=  ( ( . . . f :  T...)) 
[WRITE] 
C;S ;F~- r :  R 
C ;S ;F  ~ (update  r) : F (se l f )  
if C F- R ~ S(F (se l f ) )  
[OvABST] 
C; S; F t- expl : Ti ... C; S; F [- exp. : T,, 
C;S;F I- &exp~,...g~ eXPn: {Ti . . . . .  Tn} 
{Ti . . . . .  T .}EcTypes 
[OvAPPL] 
C;S ;F I -exp :  {Di--+ Ti}iel C ;S ;F I - -exp / :A /  ( j=O. .n )  
C;S ;F  F- [expo exp expl . . . . .  exp n ] : Th 
ifDh =miniet{Di  [ CF-Ao x AI × ""An<~Di}. 
[COERCE] 
C;S ;F  ~ exp: A 
C;S; F F- coerce  [A'] (exp) :A' 
C ;S ;F  F- exp: A 
C;S; F f- super  [A'] (exp) :A' 
if C ~- A ~<A I 
[SUPER] if C F- A ~<A' 
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[MULTI] 
C;S;F F expl : TI . . .C ;S ;F  F- exp,, : T, 
C;S;F t- ~exp,&...a expn:#{Tl . . . . .  T,} { TI . . . . .  T,,} EcTy l~ 
[EXTEND] 
C;S;F ' [se l f  ,---A]f-expi: Vj ( j=  1..k) C;S;F 'F-exp:  T 
C; S; F F extend A ml=expl;...;mk=expk [[ml: Vi . . . . .  mk: Vk]] in exp: T 
A E dom(S) and for i = 1..k F(mi) U {A ~.~ Vi} Ec Types 
[CLASS] 
C;S ;F I - r :R  C' ;S ' ;F ' [se l f  +-A] l -expi :  V i ( j=  l..k) C' ;S ' ;F ' f -p :  T 
C; S; F [- c lass  A is AI . . . . .  Anr :R  ml=expj;...;mk=expk I in p:  T 
irA q[ dom(S), for i = l..n C I-R<,,,,.,,,S(Ai)and 
for i = l..k F(mi) U {A ~, Vi} Ec, Types 
Here 
{(A X Di) - .  Ui}iEI 
- (A - .V}  
- S '  = S[A ,--- R]  
-- Ct ~ cu(Ui=I. . , ,A~Ai)  
- 1 ~- [ [ml  : VI . . . . .  mm : Vm ] ]  
- F' = F[mi ~-- F(mi) 0 {A ~ Vi}]i=l..m 
if V=_#{Di ---* Ui}iEI 
otherwise 
Appendix B. Type system of A_object 
B. 1. Types 
(i) A e,..~ Types for eachA G dom(S). 
(ii) if Tt, 7"2 Ec..~ Types then T~ - .  /'2 E,.~ Types and Ti × /'2 E,.~ Types. 
(iii) if for all i, j E I 
(a) (Di, Ti E,..~. Types), 
(b) i fC I- Di<~DithenC F- Ti<~Tj, 
(c) for all maximal type D in LBc({Di, Di}) there exists h6 I  such that Dh =D,  
(d) i f /¢ j thenDi  ~ Di, then {Di - .  Ti}i~l Ec.s Types, 
then {Di --~ Ti}ml Ec.s Types. 
B.2. Typing rules 
[NEWTYPE] 
C, S[A .-- T] ~- P: U 
C, SF-letA hide T inP:  U 
A ~ dom(S), T Ec.sTypes and T not atomic 
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[CONSTRAINT] 
CU(A<<.Ai),S[-- P:  T 
C,S ~- let A <~AI . . . . .  A. in P: T 
if C F- S(A)<<.S(Ai) and A does not appear in C 
[TAUT] C, S ~- x T : T 
C, SF -M:  T ~ 
T Ec.s Types [---, 1NTRO] )~T. M : T ---+ T' 
C, S t -M:  U---~ T N:  W 
[4  ELIM~<I] C, S t- M . N : T C t- W <~ U 
[TAUT ~] C,S 1- e': { } 
C, SF -M:  Wl<~{Ui---~ Vi}iE I C, S f -N :  W2<~U ---~ V 
[{ }INTRO+] 
C,S ~- (M&{U'~v'}'~'e(u--*V)N): {Ui ~ Vi}iEi • (U ~ V) 
{Ui----> Vi}iEi O (U --~ V) Ec.sTypes 
The rules for the expressions that do not belong to the syntax of ).& are: 
[{ }ELIM] 
[PAIR] 
[PRO J] 
[COERCE] 
[SUPER] 
C,S}-M:  {U i -~ Ti}i~l C ,S [ -N :  U 
C, S t -M.N:  Tj 
C, S t -M:  Ti C, S t -N :  T2 
C, SF- <M,N>:  Ti ×T2 
C, SF -M:  Ti × 7"2 
C,S I- rci(M): T i 
C, S t -M:B  
C,S f -  coerceA(M) : A 
C, SF -M:B  
C,S ~- superA(M) : A 
C, S f -M:  T 
C,S l- inA(M) : A 
C, SF -M:B  
Ui=minic l{Ui  C t- U<~Ui} 
fo r /= 1,2 
C t- B<~A and A Ec, s Types 
C f- B<<.A and A Ec.s Types 
[IN] C F- T <~S(A) and A Ec, s Types 
[OUT] C,S t- outA(M):  S(A) C F- B<~A and A Ec.s Types 
C,S ~- M : T T Ec.s Types [FIx] 
p.xr. M : T 
Appendix C. Formal definition of the translation 
C. 1. Simple methods without recursion 
Unfortunately the formal interpretation is not so smooth as the intuitive one. Most of 
the problems derive from the fact that, in. )._object, the variables are typed, Thus, when 
we translate a set of methods into an overloaded function, we have to concatenate 
branches o that the resulting term has the required overloaded type. 
342 G. Castaona/Theoretical Computer Science 151 (1995) 297-352 
Formally, let &o be the set of the programs of the toy-language; we define the trans- 
lation from Lf to Terms (the set of the raw terms of 2_object) using three functions. 
The first is the function that describes the translation itself: 
~[[_]] : LP --~ Envs -~ In#State --~ AtomicTypes --~ Terms 
Where: 
Envs = Vars --~ RawTypes 
InitState = ClassNames ~ Record Values 
This parameter records the type of the 
identifiers. It is ranged over by the 
metavariable F.
This parameter stores the initial value 
of the instance variables of each class: 
it is used in the interpretation of new. 
It is ranged over by the metavariable I. 
AtomicTypes This parameter is the current class, and 
it is used in the translation of a method. 
Therefore ~[[P]]rlA is the term of 2_object that translates the program p. 
The definition of ,~ is given in terms of two auxiliary functions Jg  and ~Y-. Jg[ [p](m) 
returns the (overloaded) term associated to the message m by the definitions in p; 
~'-[[p]](m) returns the (raw) type that indexes the variable (translation of) m. Of course, 
if p is well typed we expect hat ~/[[p]](m): ~--~p](m). 
It is necessary to introduce these auxiliary functions in order to overcome one of the 
major drawbacks of 2&. Suppose we have three classes A,B  and C with C defined by 
multiple inheritance from A and B (C<~A,B).  Suppose also that A and B can respond 
to the same message m; then by the condition of multiple inheritance one has also to 
define a branch for m with input type C. In object-oriented languages, as in our toy 
language, the logical order is to define first the branches for A and B and then, at the 
moment of the definition of C, to append the new branch for C. Thus the definition 
of m would be of the form 
m=(c 
& <A- r, ~ 2selfA. MI & cA ~ r,. B- r 2 } 2selfS. M2 
& ~A--T:--T:--T3~ 2self c. M3 ) (C.1) 
This is very reasonable but unfortunately the term above is not well typed, since the 
second index {A ~ TI ,B  ~ Tz} is not a well-formed type. In 2& the branch written 
to solve the ambiguity of multiple inheritance must always precede at least one of the 
branches of its direct ancestors. In the case above for example the following definition 
is well typed 
m -- (e &~A~r')2selfA.Ml &<A--T"c--T3)2selfC.M3 &~A--rl'C~r3"B~r2~2selfB.M2) 
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This problem can be framed in the more general problem of the definition of  dynamic 
types. 2& completely lacks the notion of  time, or better the order of  the definition of  
types. Atomic types are given all at once, and there is no perception of  the temporal 
dependence of type definitions. Thus dynamic types cannot be modelled, and for this 
reason in our toy language all the class definitions have to precede the expression to 
execute. Actually we are working on the definition of  a type system in which the 
types use time stamps, so that the definition of  m as in (C.I)  is well typed. The idea 
is that an expression with type {A ~ TI,B --* T2} has a well-formed type if all its 
subexpressions use types that are older than the definition of C. 
However for the moment we do not have time stamps; thus to translate our toy 
language we have to use the functions ,1 /and ,Y-- that pre-scan the program to translate, 
and build the messages in the reverse way, from the latest method defined to the first 
one. Thus to translate a program we are obliged to scan it twice: once to construct 
methods by reading the definition in the reverse way, the other to translate the whole 
program. 
Since the function .///[[-]l uses in its definition the function ~[[_]], it needs the 
same parameters as ~ in order to pass them to it; for ,Y-I[-]] no parameter is needed. 
Formally: 
Definition 23. 
,Y-[[_] : ~ --* Vars ~ Types 
(i) ,Y-[[class B i s  AI . . . . .  Ap r :R  ml=expl . . .mn=expn[[ml :Ti ...m, :Tn]]  i n  
p]]rlA(m ) = 
=_ f .ff[[p]](m]) • {B --* Tj} for m = m/, 
t J~[[ p ]]( m ) else. 
(ii) ,Y-[[_]] is the function that returns { } in all the other cases. 
Definition 24. 
,/f[[[_]] : L# ~ Envs ~ lnitState ~ AtomicTypes -~ Vars ~ Terms 
(i) ,///[[class B i s  AI . . . . .  Aq 
i n  p] ru(m)= 
((df[ [p]]r ,u(m/))  
•.i-[pl(rai )G{B~ T/} 2selfB. ~[[ exp /]]rt ~,,# ~B] I[B~r] B ) 
o/l[[[p]]ru(m) 
(ii) oJ~[[_]] is the function that returns e in all the other cases. 
r: R ralfexpl. . .ran=eXpn[[ ml:Ti. . .mn : Tn]] 
for m = m/ 
else 
where F'  = F[m i ~-- F(mi)  @ {B --~ Ti}]i=l..n. 
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Note that in ~[[exp/]]rt[8-rle we have used F instead of F' since we stated that 
the methods are not mutually recursive. 
Definition 25 (Translation). 
(i) ~[[X]]r/A = x r(x) 
(ii) ~[exp l  (expz)  ]r/A = ~[exp l  ]]ru~[expz]]ru 
(iii) 2~[[fn(x: T) => exp]]r/A = )-rr..~[[exp]r[x~rlu 
(iv) ~[[ le t  x :T  = expl in  exP2]ru = ()~xr.~exp2]]r[x,__rlu)(~[[exptl]rtA) 
(v) ~ (expt . . . . .  exp . )  ]]ru =< ~exp l  ]]rtA . . . . .  ~[[exp,,]]rtA > 
(vi) ~[[ fs t (exp)  ]]ru = rtl(~[[exp]]ru) 
(vii) ~snd(exp)  ]]rlA = nz (~exp] r lA  ) 
(viii) ~[[new(B)]]rtA = inB( l (B))  
(ix) 3[[ [exPo exp expl . . . . .  exp.] ]]ru = ~exp]]rtA • ~ (expo, expt . . . . .  exp. )  ]]ru 
(x) ~[[super [B] (exp)  ] ru  = superB( ~[[exp]]ru )
(xi) ~[[coerce [B] (exp)  ]lru = eoereeB(~[[exp]ru)  
(xii) ~[[se l f ] ] ru = self  ~ 
(xiii) ~[ [se l f .  :]]ru = (out " (se l f  ~)) . /  
(xiv) .c~[[(update r )~ru = in A ((out ~ (sel f  a ) ,--- :'~ = ~[[exp~ r~A . . . ,--- : .  = ~[[exp. ]]ru)) 
where r - -  {{~ = exp, ; . . . ; : .  = exp.}  
in exp] ru  = (xv)  31[ extend B mt=expl...;mn=expn [[ml :TI ; . . . ;mn:Tn]]  
(.m[(m,)~{B--r,} . I-(m.)G{S--r.} ~ " ... zm,, .~sltexpllr,u ) 
(mr(m,)&r(m, ).{B--r, }2se l fS .~expt  ]]rm ) " " 
(mr(m,,) &r(m°)e{e-- r,,}).selfe.~[[exp.~rm ) 
In the last rule U = F[mi ~-- F(mi)  ® {B ---+ Ti}]. 
It still remains to give the translation of the programs. 
Let p denote the program 
class B is AI  ..... Aq r :R ml=expl...mn=exp.[[ml:Tt...m.:T.]] in p' 
then 
<~p]ru = 
let B hide R in 
let B<~AI ...Aq in 
~I[p']]rzIB~.]A [m(i 7~p](m' )) := ./l/[[ p]]r/A(rni )]i=,... 
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C.2. With mult i -methods 
Define an arbitrary total order ~ on Types with the following property: if S ~< T 
then S ___ T. Given an overloaded type {Si --~ Ti}, ,,, we denote by a the permutation 
that orders the Si's according to _.  Thus Si<~S/ implies a( i )<~a( j ) .  The intuitive 
translation given in Section 5.2 is then formalized by modifying the definitions of the 
previous section in the following way: 
Definition 26. 
.Y-l[_]] : ~ --, Vars ~ Types 
(i) ,Y-~class B is Al . . . . .  Aq r : R m1=expl ...m,=exp,[[mt:Vl ...m. :Vn]] in 
p]](m ) = 
~, ,~-l[p]](m/) • {B -~, Vj} for m = m/, 
t .Y-l[ p]]( m ) else. 
(ii) .Y-I[-]] is the function that returns { } in all the other cases. 
The definition of .//l[.] : L# ~ Envs ~ lnitState --, AtomieTyl~s --~ Vats ---, Terms 
gets quite harder: 
Definition 27. 
( I )  .///[[class B is A1 . . . . .  Aq r:  R ml = expl . . .m,  : exp, [ [ml"  Vt . . .m, :  V,]] 
inp]r lA(m) = 
(i) If m = m i for some j E [1..n] and Vj is a raw type, then the definition is as 
before: 
( (..//l[ P]]r'lA(mj ) )~  "7[p]l(mi)O{B~Vi} )~sel f~.~l [exp j ] ] r [set f  .--tqt[B~dB ) 
(ii) I f  m =- mi for some j 6 [1..n] and Vj = #{Di ~ Ti}i=l..h, then we are in the 
case of  multi-method and expi must be of the following form: 
~fn(xt  : D I )  ~ expi, 
gzfn (xh : Dh) =~ exp/j, 
then ..# is defined in the following way: 
( " "  ( (.£n P]r ,u(m/ ) 
~£.~- p[l(m i )@ {B × O.,, )-- T.,,, } 2(sel fB,  xffffl ,), ) .~exp/ . , , ,  Ir[~etf~S]ItB~-r]B) 
8~(.Y i p!(m/)O...O{B×D#.,-i~T.ih-i~} ) {B×D.o.)~T...~} 
" B D#lm ~ ex z(se l  f ,x.(h ) ). ~s ! . Pt.. .  lt'[setf ~OlZ[B~rlB ) 
Where F'  = F[mi ~-- F(mi)~3{B ~ Ti}]i=t... and a is the permutation described 
above 
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(iii) Else the definition of  ,/g is Jgl[p]]r/A(m) 
(2) ~'1[.]] is the function that returns e in all the other cases. 
Finally we have to modify the definition of  G for extend. We do not write it here 
since the modifications follow the pattern of  those we have done in the definition 
above. This definition, however, can be found in case 14 of Theorem 30. 
C.3. With recursive methods 
To cope with recursive (possibly multi-) methods we have to change the definition 
of  ,//¢' in the following way: 
Definition 28. Let p~ denote the program c lass  B i s  Al . . . . .  Aqr: Rml = exp I ...mn 
= expn[[ml : Vi ...mn : Vn]] ±n p;  then  
nitM) for m = mj, 
(1) ./g[[P/]]r / A(m) = o/gl[ P]lr/A(m) else. 
Where /~/= F[mi ~ F(mi) ® {B ~ Ti}]i=l..n and M has the following definition: 
fl//ll., ~ ._.¢1// I.,.~x (~ ,gn)  M = ptm t . . . .  ,m, ).tJv~ ,. . .  
where 
(i) I f  Vj is a raw type then 
B Mj =- ( ( J l~p]r ,  /A (mj ) )&~-KPI(m' )e{s , Z~ } zsel f .~exp  /]r [se(f *--S]l[B,--r]S )
(ii) If j E [I..n] and Vi - #{Di  ---* Ti}i=l. .h, then expj must be of  the following 
form: 
&fn(xl :  Di) --> expi, 
&fn(xh : Dh) => exp./,, 
then M i is defined in the following way: 
( ' "  ( ( ~gl[ p]lr,tAm./ ) 
&~-gp]tmAe(SxO"'~r""} X(selfS,xO[i') ' .~l[exp/., ,]]r'[.,.e/f,-S]/[S~r]B ) 
&(.~'Ip](mD@...~{BxD.~/,-t l~T~h-1~} )O{BxDochl---*Toqh~} 
" B Do(h~ 
/~(sel f ,x ~(h) .~[[exp/o,,,,]]r,[.~e//--sllts~rlB ) 
where tr has the usual property. 
(2) ./g[.]] is the function that returns ¢ in all the other cases. 
Similar modifications are to be done in the interpretation of  extend. 
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C.4. Correctness of the type-checking 
We prove something stronger than the well-typing of a term obtained by translating 
a well-typed program: we prove that the translated program possesses the same type 
as its translation; note indeed that the types of the toy language are the same as those 
of 2_object. 
Since the definition of 31[.11 is mutually recursive with J¢l[.] then the theorem must 
be proved mutually recursively with a theorem on ~'[ . ] .  Thus the main theorem will 
be split into two propositions. But first we need some auxiliary notation: 
Notation 29. We denote by Cp the set of type constraints declared in p, that is Cp = 
i~ if p is an expression and C(classAisAi... A ... i np ' )  = (A~`41)  U " ' "  U (A~An)  ~.) Cp,. 
We denote by Sp the stores of the internal states defined in p: again Sp = 0 if 
p is an expression and S(classAis...r:R...inp, ) = [.4 +-- R]" Sp, (here • denotes simple 
juxtaposition). 
Theorem 30. For every type constraint C, type environment F; for every I E lnitState 
and S : ClassNames --,ReeordTypes such that I(A): S(A) (for every A atomic); if  
C ;S ;FF  p: T 
then 
( 1 ) for all m E Vars C U Cp; S .  Sp F Jg[p~rtr(self)(m) : 3--~p~(m) 
(2) C;S b ~[P~rzr(.~,4f) : T 
Proof. We prove the theorem only for the case in which there are no mutually recursive 
methods; recursive terms do not pose any problem from the viewpoint of type-checking, 
but render the proof more unreadable. The proof goes by induction on p. When p is 
formed only by an expression then part I of the theorem is trivially proved by [TAUT~]. 
Thus in the rest of the proof we will prove part 1 of the theorem only when p is of 
the form c lass  A i s  . . . [ [ . . . ] ]  . 
(i) p---x but then ~l[x]rwc~gj=xr~x): r( ) thus we have the result. 
(ii) p =-expl(exp2) then C;S ;FF  expl : Ti ~ T and C;S ;FF  exP2 : T2<~TI. 
By induction C;S F ~[[expl]rlr(self): T~ --+ T and C;S F ~[[exp2]lrtrc~r~: 1"2. We 
obtain the thesis by [---~ELIMI~<I]. 
(iii) p ---- (fn x: Tl=>exp) then C;S;F[x ~ TI] F exp: T2 where T=_TI ~ T2. By 
induction C; S F ~exp]r[x~r,  ] i r(.~elf): T2. Therefore C; S F 2x r' .~exp]r[x,--r,]lrc,.elf): 
Ti---~ T2. 
(iv) p = (let. x: TI = exp in exp'); combine the techniques of the previous 
two cases. 
(v) p -- snd(exp) a straightforward use of the induction hypothesis. 
(vi) p-  f s t (exp)  a straightforward use of the induction hypothesis. 
(vii) p - new(A). By hypothesis I(A): S(A) therefore inA(l(A)) is well typed and 
has type A. 
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(viii) p =- [expo exp expl . . . . .  expn ] then C;S ;F  F exp : {Dr --~ Ti}iel and C;S ;F  
exp i At with Di = minis l{Di l  C ~- Ao × . . .  × An <.Dr} and T =/ ' j .  From the induc- 
tion hypothesis C; S F ~exp]]rtr~.~,.i/ ~: {Di --~ Ti }iEl and C; S F ~[[ (expo, exp l , .  . . , 
expn)]]rtr¢set/): Ao x ... x A,,. Then the thesis is obtained by [{ }EuM]. 
(ix) p -  coerce[A]  (exp) ,  thus T=A and C;S ;FF  exp:Tl<<.A. By induction 
hypothesis C; S F ~[exp]]rtr~.,,.# ) : Tt. Thus coerceA(~[[exp]]rtr<.~,.it )) is well-typed and 
has type A. 
(x) p -- super  [.4] (exp) .  As the previous case. 
(xi) p - se l f  straightforward. 
(xii) p - (self .() .  Then S(F (se l f ) )  = ((. . .{: T...)). Since selfr~'~elf): F(selJ) 
and outn"et/) :  F(sel f)  ~ S(F(sel J ) )  then outr~"~lr)(self n~l f ) )  : (( . . .{: T...)). Thus 
(out r~'~eU )(self  n'el f ) ) ).{ : T. 
(xiii) p _= update  (r). Then T = F(self) ,  C ;S ;F  F r : R and C ~ S(F(se l f ) )  ~ R. 
If r --{{I = exp l ; . . .  ; (n = expn} then by induction hypothesis 
C; S F- ({I = ~[exp l  ~rtn.,.,.~/);... ;{,, = ~expn~rln., .etr)) : R 
By definition out r~~e(f ) (se l fn~lr ) ) :S(F(se l f ) ) .  Since C ~ S(F(se l f ) )  ~ R then 
((out r~t l ) ( se l f  n'~!r )) ~ [1 = ~exp l  ]rlr~,.I/ ) . . .  ~ (,, = ~[[expn]]rln.,,.# )) ) 
is well-typed and has type S(F(se l f ) ) .  Therefore also ~[[p]]rln~.e!r) - inn"~l)( (  out r(.~etr) 
(se l f  n ' '~/))  ~. . . ) )  is well-typed and has type F(selJ). 
(xiv) We prove w.i.o.g, the case for extend  with only one multi-method: the case 
with ordinary methods is a slight modification of this case that can be deduced from 
the next case; extensions including more than one method can be translated in a suite 
of extensions with only one method, since, we recall, we do not consider the case of 
mutually recursive methods. 
Let p - ex tend  A m = g~expt ... ~expn in  [ [m : V] ] in  exp 
where V - -#{Di ~ Ti . . . . .  Dn ~ T,} 
and Di - A~ x . . .  x AI, ' 
and exp, - fn (x i :  .A~ . . . . .  x i :  .AI, ~) => expl (for i = I..n) 
Let exp~ denote the following expression: 
fn(self :  A, x i :  A~ . . . . .  x~,, : AI, ,) --> exp; 
Then p is translated into: 
( j-mF(m)~{a 'v}.~[[exp~r~ (seU)) 
(m F(m) 
&r(m)O{axD,,,,--r.,,,} ~exp~ ]]r / s 
&(r(m)®{A×D.,,,~T.,,,}®...®{A×D.( ..... ~T~, .... ,} )o{~×Do,.,~r.,,,,}~[[exp~,]r~e 
) 
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By hypothesis 
C; S; F [se l f  ~ A] F ~exp~ ... &exp.: V 
and thus it is clear that 
C;S; F [se l f  ~ A] I- &exp,(i ) ...&exp,(n): V 
Therefore 
C; S; F F &exp*(i)...  &expo(, ) . A ~ V (C.2) 
C;S;r[m ~ r (m)® {A ~ V}] I- exp: r 
We can now apply the induction hypothesis obtaining 
C;S F )~m rtm)@{A 'v}.~exp]]rlr(.~etf) : (F(m) @ {d ~ V}) ~ T 
Thus the thesis holds if we prove that the term 
( . . .  (m&r(m)®... . &(r(m)@ {,4 XOml ,~T, I , )}e.-. )@{A xO.~,~-- T,,,,,} . . .  ) 
has type F(m) @ {A ~ V}. This can be proved by induction on n: for n = 1 the 
thesis is a straightforward application of the induction hypothesis on exp~ for (C.2). 
Consider now 
( . . .  (m&r(m)@...  . . &(F(m)e{AxD. , ~r,  , }e...)e{AxD.,.-~r.,,,} ~Eexp. ]]rm ) 
Using the induction hypothesis on (C.2) it is easy to see that the thesis fails only if 
F(m) ® {A x Do(t) --~ T~(i)} @""  @ {A x Da( i )  ~ To(i)} is not a well-formed overloaded 
type. But since F(m)® {A ~ V} is well-formed, thus the previous type (which is a 
"subset" of this) surely satisfies the conditions of covariance and input type uniqueness. 
And thanks to the definition of ~ it also satisfies the condition of multiple inheritance: 
if A × D~(i) has a strict lower bound in common with any other input type, then all 
the branches with maximal input types (which must already be in F(m) @ {A ~, V}) 
are already in F(m)O {A x Do( i )~  To(l)} ®' - "@ {A x Do(i) - - -*  To(i)}, for either they 
are in F(m) or they are of the form {A x Da(.i ) ---* T~(i)} but then, because of the 
condition on g, we have ~r(j) < ~r(i). 
Also by hypothesis 
C;S;V[m ~- F(m)U {A ~ V}] I- exp: T (C.3) 
Note now that given an overloaded type V if VU{S ~ T} is a well-formed overloaded 
type, then: 
1. Also V @ {S --~ T} is well-formed. 
2. vu{s - ,  r}= ve{s  r}. 
Thus from (C.3) we obtain 
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(xv) As in the previous case we consider a simpler version where we have only 
one ancestor and one method in the class declaration: the general case can be obtained 
by adding some indexing in the right places. 
p - c lass  A i s  A' r : R m = exp [[m : V]] in  p'. 
This is the only case where the proof of  the first part of the theorem is nontrivial, 
thus: 
1. We have to prove that for all ~ C Vars 
C U Cp; S t- ,/g[[P~rlr(.,,elff~) : ,~-[[P~(~) 
If ~ ~ m then the thesis follows from the induction hypothesis. Otherwise let us first 
consider the case when m = exp is not a multi-method; then 3-[[p]](m) = ~'[[p~]](m)@ 
{A ---* V}. Since p is well-typed then it is easy to prove that ,Y-[[p]](m) is a well-formed 
type; moreover it holds that 
.#~ p~rlr(.~,,~l )(m ) = (~ H[[ p '~r,  lr(.,.eq )( m ) 
&( 7~ p' l(,,))@ {A--. V } 2sel fA .~exp~ r I[A ~d A 
) 
By induction hypothesis C U Cp,;g. Sp, ~-,#~p'~r,lr(. , .elf)(rn)::Y-[[p'~(m). 
Furthermore by hypothesis we have that 
C U (d <~A');S[A ~-- R]; F [se l f  *-- A] l- exp:  V 
By induction hypothesis on part 2 of  the theorem we have 
C U (A <~A');S[A *--- R] ~- !,~[[exp]]rb.~!f~A]l[A~-,']A : V 
(note that r :  R and thus the hypothesis on I and S holds). By construction exp is not 
affected by the declarations in p~, thus one also has 
C LA (A <,A') U Cp,;S[A *- R] • Sp, F- ~[[exp]]r[self~A]t[,4--r],4 : V 
which is equivalent o 
C U Cp;S  • Sp F- C~exp~r[se(f~A]l[A~r]A : V 
But then 
C U Cp; S • Sp F- 2se l f  A.9[[exp]r[.,~q~A]/[A~,-] A : A ~ V 
The thesis follows by the rule [{ }INTRO]. 
In the case of  a multi-method then exp must be of  the form (& expl ... g~ exp , )  
and V -= #{Dl ~ T~ . . . . .  D, ~ T,,}. Again since p is well-typed it can be shown that 
.Y-[[p]] is a well-formed type. Then define expT as in the previous case. Thus we have 
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to prove under the assumptions C U Cp and S.  Sp that 
( ~[[[ p']r,lr(self)(m ) 
t~.Y-[p'](m )~{A × D#O )4  Tat, )} ~ exp~ t 1 )IF[self--A] l[A--r] A 
&( : l  p'l(rn)~---~ {A x O.~._ ~:-. r,~._, ~} )e {A x O.t.)~ r.~.~ } ~[[exp~( h)]lr[setf+__A] l[A~-r] A 
) 
has type 9"-[p~](m)G {A ~ V}. This can be shown by induction on n. For n = 1 
use the induction hypothesis on p~. For n > 1 the proof is exactly the same as the 
corresponding one of  the previous case. 
2. We know that C; S; F ~- p : T and we have to prove that under the hypothesis C
and S the following expression 
let A hide R in 
let A ~<A ~ in 
~P' ] ] r lA [  m(:tpl<m)) := JC[[ P]rlA(m )] 
has type T. Thus we prove that 
CU(A<~A');S[A +---R] ~- ' T ~[[P ]]rqA*--~] F(self) : 
R <~S(A') 
Jl[[p]]rw(=etf)(m): J-[[p]](m) so that we substitute the variable m erlpl(m) by a term of 
the same type. 
The first two conditions follow from the fact that C; S; F F- p : T and by induction 
hypothesis on p~. 
Clearly m :lt,l(m) appears after the declarations given in p~ since in 2_object no 
expressions can precede a let ... in declaration. Thus the thesis follows if we prove 
the point (iii) in an environment where also the constraints of  p~ are considered• Thus 
what we need to prove is that: 
C U (A ~A')  U Cy; S[A ~-- R]. St,, F- Jl[[p]r]r(setf)(m) : 9--[[p](m) 
But since (A ~<A ~) U Ct,, = Ct, and [A ~ R] • St,, = Sp then it is exactly what we 
have proved in part 1 of  the theorem. [] 
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