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We look for conditions under which all solutions of the nonlinear ordinary 
differential equation y’“’ +f(t, y) = 0, t > 0, -a3 < y < 00, are oscillatory, as well 
as consider the asymptotic behaviour of the nonoscillatory solutions. 
I. INTRODUCTION 
Consider the differential equation 
p +f(t, y) = 0, (l-1) 
where f is a continuous real valued function for t > 0 and -co ( y ( co, 
such that f(t, 4’) is nondecreasing in y for fixed t, and y .f(t, y) > 0 for y # 0. 
DEFINITIONS. We say that x(t) is a solution of (1.1) if x(t) satisfies (1.1) 
in the interval [I,, cc) for some t, > 0 and x(t) E C”[t,, 00). 
A solution x(t), not identically zero, is said to be “oscillatory” if it has 
infinitely many zeroes for l> f,. 
Equation (1.1) is said to be “oscillatory” if all its solutions are oscillatory. 
A solution x(t) is said to be “of order 1” [ 1,2] if there exists T > 0 and an 
integer I, 1 < I < n - 1, such that 
(i) x”‘(t) xci)(r) > 0, i = 0, l,..., I, 
(ii) (-l)i+l+l x”‘(t) x”‘(t) < 0, i = 1 + l,..., n; n + I odd, for every 
t>T>O. 
A solution x(t) of order I is said to be “a maximal solution of order I” if 
there exists 0 < lim,,, ]x(t)/t’] < co. Similarly, u(t) is said to be “a minimal 
solution of order I” if there exists 0 < lim,,, ]v(t)/t’-‘1 ( co. 
We further obtain a necessary condition for (1.1) to have solutions of 
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order I, and from that we establish a sufficient condition for (1.1) to be 
oscillatory. This condition involves the behaviour of the solutions of a 
certain family of first order differential equations. 
These results are demonstrated in considering the asymptotic behaviour of 
the nonoscillatory solutions of ( 1. 1 ), where f is strongly superlinear. 
II. A NECESSARY CONDITION FOR THE EXISTENCE OF 
SOLUTIONS OF ORDER I 
The following lemma, which is due to Kiguradze [3], will be referred to 
later. 
LEMMA 1. Let y(t), defined for t > 0, be such that there exists a natural 
number m such that, for every 0 < i < m, yti’(t) is continuous and of constant 
sign in [0, 03). If yCm’(t)~~(t) c 0 for t > 0 then there exists an integer 
0 < l< m - 1 for which m + 1 is an odd number such that, for eoery t > 0, 
(a) ytk’(t) -u(t) > 0, V 0 <k < I, 
(b) (-l)"'"y'k'(t).y(t)< 0, V I+ 1 ,< k< m, 
(c) t ( JJ-k’ WI S (k + 1) I I’ “-k-“(t)l, V O<k<l- 1, 
(d) I y(t)1 > (t’/W I vv”‘(t)l- 
LEMMA 2. Let y(t) be a function satisfying (1.1) in (t,, T), where 
0 < t, < T < 00. Then, there exists no finite point t * E (t,, T) for which 
lim / y’(t)1 = co for any 0 < i < n. 
Proof Suppose there exists some 0 < i < n for which (2.1) holds: 
lim ) y”‘(t)1 = co, t, < t* < T. (2.1) t-rt* 
Let zj = {I, < t < t* : y”‘(t) = 0). If t* in an accumulation point of zj, then 
by Role’s theorem t* is an accumulation point of zj+ , too, and therefore of 
z,. Because of (1.1) and the properties of J t* is an accumulation point of 
z0 as well, and so it is an accumulation point for zk for every 0 < k < n, 
especially for zi, which is a contradiction to (2.1). Therefore there is t,, 
t, < t, < t*, such that y(j)(t) remains of constant sign for t, < t < t*, for 
every 0 <j < n. Let I, be the smallest integer k satisfying JJ’~+“(~) y’k’(t) < 0 
for every t, < t < t* (such k exists since y(t) y’“‘(t) < 0 for t, < t < f*); then 
I y 1 (t) is bounded from above by a polynomial of degree I,. On the other 
hand, if there exists any 0 < i < n for which (2.1) is satisfied, then by the 
mean value theorem I&,,,. lyCit ‘j(t)1 = co, and if i + 1 < n then ycic”(t) is 
monotonic for r, < r < t*, which implies lim,,,, 1 y”+“(f)1 = co, and 
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therefore hm,,,. ( y’“‘(f)( = co. By the continuity of f(t, y), G,,,. ( y(t)1 = 00 
as well, in contradiction to the fact that 1 y(t)/ is bounded from above by a 
polynomial of degree I,. 
An immediate consequence of Lemma 1 is that any nonoscillatory 
solution of (1.1) is of order 1 for some 0 < I < n - 1. Therefore, it is possible 
to conclude that (1.1) is oscillatory by contradicting the existence of 
solutions of order Iof (1.1) for any O<l<n- 1. 
In order to exclude solutions of order 1 to (1.1) we check on some first 
order equations that are related to ( 1.1). 
DEFINITION. Let g(t, y) be continuous for every (t. y) E R’ s.t. 
yg(t,_r) > 0 when yf 0 and let (f,,_r,,) E R*. Let z)(t) and zz(r) be the 
maximal and the minimal solutions of 
z’(t) = g(r, z). 
z(t,) = ?‘o 3 
(2.2) 
respectively. If for every (t,,y,) E RZ there exist f, < t:, r* ( 00 s.t. 
lim,_,, Iz,(t)( = lim, _ I Iz,(t)l = 00, then every solution of (2.2) is of finite (. 
escape time and we say that (2.2) is “of finite escape time,” or 0.f.e.t. for 
short. 
THEOREM 1. Consider fhe equation 
B(I, i): u’(t) = c,.it”-‘f(t + t,, t’-‘u(t)), (2.3) 
where 
(I - i + l)! 
“” = /l(n _ i)! (2.4) 
(a) Letn>2in(l.l)beeven. l<I<n-lbeodd,andletivaryon 
the odd integers between 1 and I inclusive. If at least one of the (I + 1)/2 
equations B(I. i) is 0.f.e.t for every t, 2 0. then ( 1.1) has no solutions of 
order 1. 
(b) Let n > 3 in (1.1) be odd, 2 < I< n - 1 be even, and let i vary on 
the even integers between 2 and 1 inclusive. If at least one of the l/2 
equations B(I, i) is 0.f.e.t. for every t, 2 0, then (1.1) has no solutions of 
order 1. 
Proof: Let us suppose, without loss of generality, that y(t) is a non- 
oscillatory solution of (1.1) such that y(t) > 0 for large values of t. By 
Lemma 1 there exists an 1 such that I+ n is odd and y(t) is of order 1. We 
shall exclude the value 1= 0 for odd n’s in the following discussion. Let us 
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suppose that all the derivatives of J up to yen’ reach a constant sign for 
I > t,, denote r = t - t, and z(r) = y(t), and conclude that z(r) satisfies 
z’“‘(r) +f(r + t,, z(7)) = 0. Rewriting t and .r for r and z, with 1 < i < 1 
being such that i + M is odd, we obtain 
and after (n - i) integrations by parts we get 
We now define 
p(t) = \‘ t-1)” 1-5 ,,fi+i- II(~). 
,r, j! . 
(2.5) 
(2.6) 
(2.7) 
/-i 
e(t)= \’ (-I)‘+’ $ ,,(i+i-l’(f). 
J! 
(2.8) 
,-I 
It follows that 8’(t) =j”i’(t) - (t’-i/(l - i)!))*“‘(t); hence by Lemma I(c), 
P(t)>0 for every t>O. and since e(O)= 0. 6’(t)>O for every f>O. Since 
by Lemma I(b), (p(t) - B(t)) is a sum of nonnegative elements, we conclude 
that p(t) > 0 for every t > 0. From this and (2.6) we get 
J +“(t) >y”-‘l(O) +.I; cnf;,, f(s + t,,.>‘(r)) ds. 
By multiplying the inequalities belonging to the values k 
I- i + 1 in Lemma l(c). we get, for i > 2. 
!‘U) > 
(1-i+ I)! ti-( 
!’ 
(i-1) 
I! 
(t). 
? ,ti l’(t) >?,ti- l’(o) 
.- 
(2.9) 
‘- I,.... 
(2.10) 
(2.11) 
and by standard comparison theorems 14, p. 381 it follows that if u(t) is the 
minimal solution of 
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W)=~f(t+to,(y+ l)!l’lu(f)), 
(2.12) 
u(0) = I,+ ‘j(O), 
then I’d-” > u(t) for every t > 0. By writing 
c(t) =v- i + l)! u(t) I! * (2.13) 
we conclude that u(t) is a solution of B(I, i) satisfying u(O) = ((/ - i + 1)!/1!) 
?,Ci-l)(o). Since I,Ci-l) (I) > (1!/(f - i + l)!) v(t)* it follows that if B(1, i) is 
0.f.e.t. the .#-” (t) is 0.f.e.t. too, in contradiction to Lemma 2. For i = 1 it 
follows immediately from (2.9) that if B(1, 1) is 0.f.e.t. then y(t) is 0.f.e.t. as 
well in contradiction to Lemma 2. 
III. A SUFFICIENT CONDITION GUARANTEEING THAT ALL 
SOLUTIONS OF (1.1) ARE OSCILLATORY 
Theorem 1 enables us to establish a sufficient condition for (1.1) to be 
oscillatory. Part (a) of the following theorem appears in (2, Theorem 3(i)]. 
THEOREM 2. Let f(t,y) be as in (1.1) and suppose the equation 
n I 
u’(t) = (nf- 1 )! f(t + to. U(f)) (3.1) 
is 0.Je.t. for euery t,, > 0. 
(a) If n > 2 is even then all solutions of (1.1) are oscillatory. 
(b) If n > 3 is odd then ecery solution of ( 1.1) is either oscillatory or 
approaches zero monotonically. 
Proof: (a) Let n > 2 be an even integer and let 1 < I< II- I be odd. The 
equation denoted by B(I, 1) in (2.3) is equivalent to (3.1); therefore B(I, 1) is 
0.f.e.t. for every t, > 0. Hence by Theorem 1, (1.1) has no solutions of order 
1. As I is an arbitrary odd integer, 1 < /< n - 1. it follows that (1.1) is 
indeed oscillatory. 
(b) Let n > 3 be an odd integer and let I be even. We shall consider 
the cases (i) 2 < I < n - 1 and (ii) I= 0 separately. 
(i) For 2 ,< 1 <n - 1 we examine B(f, 2), namely, u’(t) = 
(l/(n - 2) !/) t”-*f(t + t,, tu). Setting u = tu, assuming u(0) > 0, we obtain 
t n-1 
u’(t) > (n _ l)! f(t + to, L1). 
409 86’2 I? 
(3.2) 
484 LEIZAROH’ITZ AND BAREKE 
By the assumption of the theorem on (3.1) and a standard comparison 
theorem. we conclude that t(t) is o.f.e.t., which implies that u(l) is 0.f.e.t. 
too. A similar conclusion follows by assuming u(0) < 0. Hence B(l. 2) is 
0.f.e.t. for every even 2 < I< n - 1. and (1.1) can have no solutions of such 
an order 1. 
(ii) Thus far we have not excluded solutions of order I = 0 to (1.1). 
We now wish to show that if v(t) is a solution of order I = 0 of (1.1). then 
I-~(t)1 decreases monotonically to zero. To prove this we shall need the 
following lemmas, which apear in 111. and give conditions which are 
necessary and sufficient for the existence of maximal and minimal solutions 
of order I for (1.1). 
LEMMA 3. If n is even (odd) and 1 odd (even). which satisfies 
I ,< I< n - 1, then there exists a positive minimal solution of order 1 for 
( 1.1) if and only if there exist a, c > 0 such that 
IX, 
( t”-‘f(t. cl’-‘) dt < ~0. 
-a 
LEMMA 4. If n is even (odd) and I odd (even) such that 0 < I< n - 1. 
then there exists a positive maximal solution of order 1 for ( 1.1) if and only if 
there exist a, c > 0 such that 
.r. 
I t 
‘-‘- ‘f(t, ct’) dt < 03. 
. 0 
Now, let y(t) be a solution of order I = 0 of (1. I). Assuming that when t is 
large enough, y(t) > 0, and y(t) +r+K 0, it follows, by setting I= 0 in 
Lemma 4. that there exist a, c such that 
.a 
1 t”-‘f(t, c) dt < co. 
. ‘I 
We now claim that 
for every c # 0, 
.x. 
(w c)jo t n- ‘f(t, c) dt = co. (3.3) 
For suppose there is a c > 0 satisfying jr t”-‘f(t, c) dt < co; then we look at 
.rc f-’ 
u(t)=c-Jt (n- 1)! f(r+to,U(r))dr- (3.4) 
If u(t) is a continuous solution of (3.4), then it is differentiable and it is a 
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bounded solution of (3.1), contradicting the assumption that (3.1) is 0.f.e.t. 
Let us choose an a > 0 such that 
Define the sequence 
f > a. 
The sequence is well defined, since it follows by induction that 0 < u,(t) < c 
for every m > 1 and t 2 a. It is possible to show that there exist two 
functions, A(l) and p(t), such that 
lim z+Jt) = A(t), 
k-cc 
lim u 
k-cc 
2k+ I(l) = &)T 
where p(t) > A(t) and both A(t) and ,u(t) are monotonic nondecreasing and 
bounded above by c. By the monotonic convergence theorem it follows that 
(3.5) 
By differentiating the first equation of (3.5) we obtain 
Thus A(t) is bounded from below by a function which is o.f.e.t., being a 
solution of (3.1). This is a contradiction to the boundedness of A(t). The 
existence of a c < 0 which contradicts (3.3) leads to a similar contradiction. 
Thus we have proved that any solution of order I= 0 goes monotonically to 
zero, while we have already shown that any solution which is not of order 
I = 0 is oscillatory. 
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THEOREM 3. Let I( 1’) > 0 be a continuous function defined on 
(-co, co)\{O} such that 
(i) /(u)f(t, u) is monotonic nondecreasingfor an!’ u + 0. 
(ii) .I‘: f(u) du < 0~) and j‘:r/ /(ujdu c oo for some E > 0. 
Then, 
(a) If n > 2 is even, then a necessar), and sufficient condition for ( 1.1) 
to be oscillatory is that 
.x 
(w c) ,I,, t” - ‘f(t. c) dt = 03 (3.6) 
for eceiy c # 0. 
(b) If n > 3 is odd, and (3.6) is satisJed, then every solution of ( 1.1) is 
either oscillatory or approaches zero monotonicallJ1. 
Proof. Necessity. If (3.6) does not hold, then, by setting I = 1 in 
Lemma 3. we conclude the existence of a solution of order I= 1 to (1.1). 
Sufficiency. We show that if (3.6) is satisfied then (3.1) is 0.f.e.t. for 
every to > 0, and the rest follows by Theorem 2. 
In order to show this, we multiply (3.1) by u(t), and recalling the 
properties off we conclude that lu(t)l > /u(O)1 for every t > 0. 
Define 
L(u) = 1 + (-U l(s) ds: 
LU(O) 
(3.7) 
hence, L(u) is monotonic increasing and lim,,, L(u) = L(co) < co exists. 
Assuming u(0) > 0, multiplying (3.1) by l(u), integrating from 0 to t, and 
using the properties of f(u) yields 
f(u(o)) w40)~ 1 + (n _ I)! -o i“ r” - ‘f(r + t,, u(0)) dr. 
As t+ 03, the right hand side of (3.8) diverges to +co, so there exists 
0 < t* < 00 for which L(u(t*)) = L(w). Since L(U) is monotonic, it follows 
that lim,,t. u(t) = co. A similar conclusion follows by assuming u(0) < 0. 
Now consider the case u(0) = 0. If u(r) is not identically zero, then there is 
t, > 0 s.t. u(t ,) # 0. Making the transformation r = t - t, , it is seen that ( u(t)/ 
is bounded from below by a solution with nonzero initial values of w’(t) = 
(t”-‘/(n - l)!) f(t + (to + t,), w(t)). But since o(t) is o.f.e.t., it implies that 
u(t) is 0.f.e.t. 
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IV. THE CASE WHERE~ Is STRONGLY SUPERLINEAR 
DEFINITION. f is said to be strongly superlinear if there exists a constant 
Y > 1 s.t. f(t, 4’M 4’1 y is monotonic increasing in y for every J f 0. 
LEMMA 5. Let f be strongly superlinear. If B(I, i) is 0.f.e.t. then there is 
no solution of order I’ for (1.1) whenever I’ > i. 
Proof. We first prove the following proposition: If f is strongly 
superlinear and if the equation u’(t) =f(t + t,, u(t)) is 0.f.e.t. for every 
I, > 0, then for every A > 0 the equation v’(t) = Af (t + rO. u) is 0.f.e.t. too. If 
A > 1 this is obvious. Let A = j, and consider 
u’(t) = + f(t + t,. P). (4.1) 
u’(t) = f(f + t,, u). (4.2) 
Let v(t) be a function satisfying (4.1), and suppose v(O) > 0. Suppose 
further that (4.2) is 0.f.e.t. and choose u(O) > 0 satisfying 
0 <u(O) < *. (4.3) 
where y is the strong superlinearity property constant. Then (4.1), (4.2). 
(4.3), and the strong superlinearity imply 
u’(0) 1 f (to9 43) -=- 
u’(O) 2 f(t,, 40)) 
1 v(0) Y> L’(0) 
> z u(0) L-1 u(o)’ 
(4.4) 
Let us define 
o(t) = u(0) u(t) - u(0) U(f). (4.5) 
It is possible to show that o(t) > 0 for every t > 0, which implies that c(t) 
is 0.f.e.t. since u(t) is 0.f.e.t. The assumption u(0) < 0 leads to the same con- 
clusion. 
Since the proposition above is true for Lr = $, it follows by induction that 
it is true for every Ak = 1/2k, and since for every A > 0 there exists an integer 
k such that A > A,, the proposition is proved. 
Now, for any I’, i < 1’ < n - 1, the right hand sides of B(I, i) and B(I’, i) 
differ by the multiplicative constant C,,,/C,,,, > 0, and since B(f, i) is o.f.e.t., 
it follows that B(1’, i) is 0.f.e.t. too, so by Theorem 1 we conclude that there 
are no solutions of order 1’ to (1.1). Corollary: 
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THEOREM 4. Let .f be stronglJ9 superlinear. Consider the equations 
u’(t) = t”-kf(t, fk’-.‘U). 1 <:<n- 1. (B;) 
Let m be the greatest integer k such that (B;) is not 0.Je.t. 
( 1) If m + n is etlen then ( 1.1) possesses no solutions of order I> m. 
while (1.1) does possess both maximal and minimal solutions of order 
I <l<m- I when lfn is odd. 
(2) If m + n is odd then ( 1.1) possesses no solutions of order I > m, 
(1.1) does possess both maximal and minimal solutions of order 
I < I< m - 2 when I+ n is odd, and, when I = m, ( 1.1) has a minimal 
solution but not a maximal one. 
Proof: If 12 m + 1. then by the definition of m and by Lemma 5 it 
follows that there are no solutions of order 1, both in (1) and in (2). 
Let us show the existence of a minimal solution: Let 1 be such that 
1 < l< m and I+ n is odd. Let u(t) be a solution of (B;) with u(0) > 0. Then 
Then 
u’(t) = t”-‘f(t. u(t) t’-‘). u(0) > 0. (4.6) 
u(t) = u(O) + 1” r” - ‘f(r, u(r) r’- ’ ) ds 
-'O 
> u(0) + j: &yrn-ff(r. u(O) r'-') u(rJYdr. 
So u(t) > r(r). where u(t) satisfies 
u’(t) = & tn--if(1, u(0) t’- ‘) tqty: 
(4.8) 
c(0) = u(0) > 0. 
If J‘F t”-ff(t, u(O) tt-‘)dt = co, then it follows from (4.8) that v(t) is 
o.f.e.t., which implies that u(t) is 0.f.e.t. too. Since we know that (B;) is not 
o.f.e.t., we conclude that there is a constant c such that (sgn c) . 
IF t”-lf(r, ct’-‘) dt < 00, and thus by Lemma 3 there exists a minimal 
solution of order 1 for (1.1). We now show the existence of a maximal 
solution whenever 0 < 1 < m. For every c > 0, 
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-02 
= I t "-"f(t, ctm-‘) dt. I (4.9) 
using strong superlinearity. 
As (Bk) is not 0.f.e.t. there exists a constant c such that the last integral in 
(4.9) converges, so by Lemma4, for every 0 < 1 < m, there exists a maximal 
solution of order I to (1.1). If m + n is even then we must exclude m as a 
possible value for the order of a solution and then we have covered all the 
possible values of 1. If m + n is odd we still have to show that there exists no 
maximal solution of order m. Suppose such a solution does exist; then by 
Lemma 4 there would be a constant c > 0 such that 
6-L 
t"-"-'f(t, ct”)dt < co. (4.10) 
. I 
Consider the equation (B;,,) ( as m + n is odd it follows that m + 1 < n) 
and the sequence 
u,(t) = c, 
up+,(r) = c - (.V r”-“-!f(r, r”%,(r)) dr. 
‘I 
t > a, 
(4.11) 
whare a was chosen such that 
.s 
I s n-m-'f(qcrm) dr < c. -a 
It follows easily that a nonzero solution of (II;, ,) is bounded from above by 
a bounded function (which is lim,+,, I,,), as in the proof of Theorem 2. 
Therefore the integral in (4.10) should diverge for any c # 0, and by 
Lemma 4 there is no maximal solution to (1.1). 
V. ANOTHER NECESSARY CONDITION FORTHE EXISTENCE OF 
SOLUTIONS OF ORDER ITO (1.1) 
THEOREM 5. Iffor every c > 0 
!im t"-lf(t, CP') > 0, 
1-m 
then there are no positive solutions of order 1 to (1.1). 
(5.1) 
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(Of course, there is an analog theorem concerning the negative solutions 
of order I). 
Proof: Suppose (5.1) is true for any c > 0. Let us prove the following 
proposition: If there is a solution of order I to (1.1) then it is a maximal 
solution, By setting i = I in (2.9), we get 
J “-“(t) >y”-“(0) +&,I; gj-(r + t,,y(t)) dr. (5.2) 
As 4’ is a solution of order I, there is a constant c, > 0 such that for t large 
enough 
y(t) > C,(t + t,P’. (5.3) 
Let us write (5.2) in the form 
T N / 
J”“W - (,l -I)! ---f(r+ L,,.Y(s)) ds> 0. J 
(5.4) 
From (5.1) and (5.3) we get 
Denote the left hand side of (5.5) by 2~; then from (5.4) and the fact that 
.#“(t) is monotonic nonincreasing, it follows that for t large enough we have 
J”“(f) 2 ‘& (5.6) 
which implies that y(t) is a maximal solution of order 1. But then, by 
Lemma 4, there are constants u > 0 and c > 0 such that 
.T 
1 I”-~‘- ‘f(t, ct’) dt < CO. (5.7) 
‘0 
But for t large enough it follows from (5.1) that 
(5.8) 
where we have used the monotonicity of f(t,~) in J and the fact that f > 1. 
Because of (5.8) the integral in (5.7) is divergent for every u > 0 and c > 0. 
so there are no solutions of order I to (3.1) at all. 
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EXAMPLE. Consider the equation 
y’“‘(t) + 
1 
(1 + t)“-’ 
[Ay + Sin (~7 + u/(t))] = 0, t > 0, (5.9) 
where 1 > 1 and v(t) is any continuous function. If (5.9) possesses any 
solution z(t) for which there exists a t, > 0 such that, for every t > fO, 
/z(t)] > 1; then z(t) is a solution of (1.1) with the following j 
f(t, y) = 1 (1 + ty-’ [ly + Sin (.r + w(t))], /?!I > 1. 
?’ 
= (1+t)“-’ 11 + Sin (1 + w(t))], 
O<J< 1, (5.10) 
= (1 l’;!nm, (-A+ Sin (-1 + w(t))]. - 1 < j’ < 0. 
(The function f in (5.9) does not satisfy the basic properties required for 
(1. 1 ).) j, does satisfy the needed requirements, and 
!E(t”-‘/(l + t)“-‘)[l& + Sin (ct’-’ + w(t))] = IhI: 
therefore 
?’ ‘n’ +f(t,y) = 0 (5.11) 
has no solutions of order I> 1. So for the solutions of (5.9) we have the 
following possibilities: 
(a) z(t) reaches a constant sign for t large enough and (z(t)1 < 1 for large 
t, 
(b) Either z(t) or 1 + z(f) or z(t) - 1 is oscillatory. 
If none of the above possibilities is true then z(t) should be of constant 
sign and, for t large enough, Iz(t)l > 1. Therefore it is a solution of (5.11) too 
and should be a solution of order I = 0, so this is possible only for n odd. In 
this case: 
(c) There is a constant k > 1 such that lz(t)l +I-X k monotonically 
decreasing. 
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