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Abstract. This paper presents a short term load forecasting 
with artificial neural networks. Despite the great imprevisibility, 
it is possible to forecast the electricity consumption of a 
household with some accuracy, similarly to that the electricity 
utilities can do to an agglomerate of households. Nowadays, in 
an existing electric grid, it is important to understand and 
forecast household daily or hourly consumption with a reliable 
model for electric energy consumption and load profile. 
Demand response programs required this information to 
adequate the profile of energy load diagram to generation. In 
the short term load forecasting model, artificial neural networks 
were used, with a consumption records database. The results 
show that the artificial neural networks approach provides a 
reliable model for forecasting household electric energy 
consumption and load profile. To do so and using smart devices 
such as cyber-physical systems monitoring, gathering and 
computing in real time a database with weekdays and weekend, 
can improve forecasts results for the next hours, a strong tool 
for Demand Response and Demand Side Management. 
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1. Introduction 
 
An important approach to demand response and energy 
management to promote a more efficient energy end user 
is Demand Side Management [1]. This approach includes 
the transfer of some units for the periods when demand is 
lower and energy storage to greater supply (production). 
Through knowledge of the profile curve to power 
consumption of each household it is possible to find a 
model for optimizing the electrical energy used [2]. 
 
The aim of this paper is to show the applicability of an 
Artificial Neural Network (ANN) approach to develop a 
simple and reliable method to forecast households’ daily 
and hourly energy consumption for residential and small 
buildings. ANN favored as a method for prediction in 
many applications. The models achieved using ANN are 
inspired on the information management process of the 
human brain which formulates a solution through the use 
of previously accumulated data [3]. The ANN have been 
trained and tested using energy consumption data 
obtained from direct measurement in households. A 
database with consumption records measured between 
February 2000 and July 2001 of 93 households, in 
Portugal, and that was used by O. Sidler’s research team 
[4], has been used during the current studies. After a hard 
work to select and accept the valid data, all of the daily 
and hourly energy consumption values of one and half 
year were used in training and testing the model. 
 
The technical literature is abundant with techniques and 
approaches for performing or improving STLF. A 
number of approaches work well with certain power 
systems or certain geographical areas, while they fail for 
some other systems due to the nature of the electric load 
demand: it is complex, highly nonlinear, and dependent 
on weather, seasonal and social factors. 
 
A number of researchers have compiled extensive 
surveys on load forecasting. Some of these surveys have 
been focused on neural networks for STLF [4], [5], some 
other techniques used such as time series and regression 
models [6], as well as approaches based on exponentially 
weighted methods [7], while some other authors provided 
a general look at all types of load forecasting 
methodologies [8]. ANN has received a large share of 
 
attention and interest.  
 
The review of literature mentioned in this paper enabled 
us to establish in our research a number of variables that 
are based on the rise in energy consumption patterns by 
households, both during weekdays and weekend, and use 
the ANN to make forecast the typical values for energy 
consumption per household for one day, considering a 
specific type of household.  
 
This paper focuses on short term load forecasting with 
artificial neural networks. Despite the great 
imprevisibility, it is possible to forecast the electricity 
consumption of a household with some accuracy, 
similarly to that the electricity utilities can do to an 
agglomerate of households. The rest of the paper is 
organized as follows. Section 2 presents the 
methodology. Section 3 presents the results and 
discussion Finally, concluding remarks are given in 
Section 4. 
 
 
2. Methodology  
 
Selecting an appropriate architecture is the first step to 
take when designing an ANN based forecasting system. 
The network architecture was built based on multilayer 
perceptron (MLP), full-connected, which is a feed-
forward type of artificial neural network, and the training 
task was performed through a backpropagation learning 
algorithm. 
 
The backpropagation learning algorithms are based on 
steepest-descent methods that perform stochastic gradient 
descent on the error surface. The output layer is then 
analyzed to see the contribution of each of the neurons to 
that error. The neurons weights and threshold values are 
then adjusted, according to how much each neuron 
contributed to the error, to minimize the error in the next 
iteration. 
 
This study used the learning Levenberg-Marquardt (LM) 
algorithm (Levenberg, 1944 and Marquardt, 1963) that 
works as a training algorithm with the capabilities of the 
pruning methodologies. By doing the artificial neural 
network prune the model achieved has reduced 
complexity and the computational effort to run it, 
especially in real time, is reduced too. 
The Levenberg-Marquardt algorithm, which consists in 
finding the update given by 
 
e(x) (x) J I]+J(x) (x)-[J=x T-1T     (1) 
 
where J(x) is the Jacobian matrix, µ is a parameter 
conveniently modified during the algorithm iterations and 
e(x) is the error vector. When µ is very small or null the 
LM algorithm becomes Gauss-Newton, which should 
provide faster convergence, however for higher µ values, 
when the first term within square brackets of (1) is 
negligible with respect to the second term within square 
brackets, the algorithm becomes steepest descent. Hence, 
the LM algorithm provides a nice compromise between 
the speed of Gauss-Newton and the guaranteed 
convergence of steepest descent [9]. 
 
Furthermore, the output of any neuron is shown in Fig. 1. 
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Fig. 1.  Perceptron neurons. 
 
The output of an artificial neuron, mathematically, is 
given by 
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or considering bias as input value x0=1 and weight 
wk0=bk given by 
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The transfer function f can be selected from a set of 
readily available functions. 
 
The MLP used in the current studies has three layers: an 
input layer, a hidden layer and an output layer. The 
number of neurons used in the input layer depends on the 
number of input variables being considered as inputs of 
the forecasting model, while the number of neurons in the 
output layer depends on the number of variables that one 
wants to predict with a specific model. 
 
The activation function for the hidden and output neurons 
must be differentiable and non-decreasing [10]: the 
current studies has been adopted the linear and the 
hyperbolic tangent functions. The activation functions are 
used to scale the output given by the neurons in the 
output layer. 
 
The ANN architecture was built with three-layer 
feedforward configuration. In order to achieve the desired 
performance for the forecasting model obtained, as well 
as during the artificial neural network training stage, 
following a trial and error procedure, the network was 
optimized as mentioned in [2]. 
 
In order to forecast the hourly energy consumption for a 
usual day, as mentioned above, it was used a network 
which is shown in Fig. 2. 
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Fig. 2.  Simplified ANN architecture used to forecast hourly 
load. 
 
The inputs of the network were the hourly energy 
consumption of each household, including both 
weekdays and weekend and the output was the next 
hourly energy consumption.  
 
To reduce the complexity of the training task, for the 
hourly consumption, a total of 3 week data, i.e., 32,760 
data (504 hours x 65 households= 32,760 hours) were 
used. For each household it was used 504 hours, 2/3 of 
those data (336 hours), the two first weeks, making up 
the first subset, were used for ANN training and 
validation. The last 1/3 of the original data (168 hours), 
the last week, making up the second subset, was used to 
evaluate the prediction capacity of the developed ANN 
model. 
 
The ANN model used Boolean input as an hourly meter 
system [11] for the forecast hourly load [12]. This 
method uses an input vector composed of Boolean 
variable and can take any configuration among 2n 
different vectors containing Boolean values such as: 
0000…0 = 01:00 h; 1000…0 = 02:00 h; 01000…0 = 
03:00 h; 111…1 = 24:00 h. 
 
This model uses a concept of 11 data in the input layer: 
load energy (5 last hour load values and for 6th hour the 
load 24 hours ago) and binary encoding for the time (0 to 
24 hours) with n= 5; 20 neurons in the hidden layer and; 
1 output (next hourly load) in the output layer.  
 
The network training was performed by using LM 
backpropagation algorithms, Hyperbolic tangent sigmoid 
function (HTSF) and pure line function (PF) were used as 
the transfer function in the hidden layer and output layer, 
respectively, and PF in input layer, performed under 
software tool (nntool) developed by Matlab. 
 
For this network, the forecasting correlation and error 
values of the outputs were calculated and compared with 
test set, as well the shape of the load profile distribution. 
 
The effectiveness of this approach is confirmed by 
forecast outputs obtained. In conclusion, the proposed 
artificial neural network shows a reliable performance for 
load forecasting. 
 
The evaluation of the ANN performance is based on the 
shape of the load profile distribution and following 
criterion: mean absolute percent error (MAPE); the 
standard deviation of error (SDE) and; serial correlation 
(linear correlation R and linear regression R2). 
 
3. Results and Discussion 
 
The ANN model used the Boolean input application, with 
11 inputs, one hidden and one output layer, as shown in 
Fig. 2, and for learning the neural network, that was 
adopted the LM algorithm and a network which had 20 
neurons in its hidden layer. 
 
The ANN was trained using the first two weeks of data, 
one random household and tested for the next days of 3th 
week. Fig. 3 and Fig. 4 show the forecast hourly load of 
random households for the first day. 
 
 
Fig. 3.  Forecast Hourly load of Household nº 64 – first days. 
 
 
Fig. 4.  Forecast Hourly load of Household nº 65 – first days. 
 
 
In test process, the forecasting correlation and error 
values of the outputs were calculated are shown in 
Table I. 
 
 
Table I. Statistical analysis of the forecasting error attained with the neural network approach for the households H64 (left) and H65 
(right) analyzed. 
 
Day R R2  MAPE SDE R R2  MAPE SDE 
1 98,8% 97,7% 16,0% 0,23 98,3% 96,6% 21,5% 0,17 
2 99,6% 99,3% 10,0% 0,09 97,6% 94,5% 19,3% 0,21 
3 99,3% 98,6% 12,9% 0,14 97,9% 93,2% 23,5% 0,22 
 
 
Evaluating those Figures and Table I it is found that for 
daily profiles which have a similar pattern the method 
proposed by [12] has a good performance for the first 
three days. 
 
4. Conclusion 
 
This paper introduced forecasting methods of daily and 
hourly energy consumption, by using an Artificial Neural 
Network (ANN) using an algorithm, such as Levenberg-
Marquardt, the research reveal that ANN are able to 
forecast daily and hourly energy consumption, as well the 
load profile with accuracy.  
 
The paper introduced the ANN technique for modeling 
energy consumption for a random day and next hours, 
using a Boolean metering system.  
 
Forecast hourly and daily energy consumption can be 
useful on the demand-side management, such as 
electricity suppliers, to forecast the likely future 
development of electricity demand in the entire sector of 
the community. 
 
For future research, an important step is continuing this 
additional research enhancing forecasting capability on 
the load profile renewable energy production (micro 
production) to identify an accurate, effective and 
appropriate renewable energy production and energy 
storage.  
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