This paper presents a gradient-based framework for plant and controller design of chaotic dynamical systems. The proposed approach uses a least-squares-shadowing method to perform the sensitivity analysis of the chaotic system and a first-order optimization algorithm to carry out the optimization process. Two different optimization strategies are examined. The first is a sequential approach, where the plant and control optimization problems are solved in series. The second is a simultaneous approach, where a single optimization problem is solved that considers both the plant and control disciplines at once. The two optimization strategies are applied to a simplified flow-control problem consisting of N potential vortices trapped inside a rectangular domain and controlled by one or more control vortices.
I. Introduction
I the context of dynamic-systems design, the standard practice has been to divide the design process into two steps: physical plant design and controller design, where physical plant design refers to any non-control component of the system, e.g. structural design. In this conventional design approach, these two steps are performed sequentially, meaning, the plant is designed first and then the controller is optimized for that particular plant model. This step-wise separation makes the design process easier; however, the resulting design is no longer optimal in a multidisciplinary sense [1] , because the plant and controller problems are coupled. In order to achieve system-level optimality, the interdependency between the plant and controller design must be taken into consideration. This is illustrated in Figure 1 .
Following the literature [2] , we will refer to any multidisciplinary design problem that involves control as a co-design problem. There are several different co-design approaches that attempt to account for the coupling between the plant and controller. These include iterative, nested/bi-level, and simultaneous methods [3, 4] ; however, according to Fathy [1] , from an optimization standpoint, system-level optimality is only guaranteed for the nested and simultaneous approaches to co-design.
Although co-design has been applied to a wide range of areas, including electric motors [3] and active suspensions [2] , in the field of aerospace engineering most of the work in co-design has been limited to structural problems [5] [6] [7] [8] [9] [10] that are non-chaotic in nature. The long-term objective of this work is to expand the use of co-design to turbulent fluid flows,which are inherently chaotic. This introduces challenges beyond those present in typical multidisciplinary design optimization (MDO) applications. In particular, the sensitive dependence on parameters causes conventional sensitivity analysis methods, such as the tangent and adjoint methods, to fail to produce usable derivatives for chaotic systems [11] . To address sensitivity analysis in the context of chaotic dynamical systems, we use the least-squares-shadowing adjoint method (LSS) [12] , which produces bounded sensitivities that are sufficiently accurate for optimization.
The remainder of the paper is organized as follows. Section II introduces and describes our co-design framework. Section III reviews sensitivity analysis and our choice of optimization algorithm. Section IV describes a model problem used to test the proposed co-design framework. The results are presented in Section V and the paper concludes with a discussion in Section VI.
II. Methodologies for Plant-Control Optimization
In this section, we introduce the class of problems that we are interested in solving using an integrated co-design formulation. We develop the co-design problem by first introducing the, typically independent, statements for optimal plant design and optimal control design.
Fig. 1 Sequential design vs Co-design
The approach taken in this paper consists of solving the two problems, physical-plant and controller optimization, as one single coupled system of equations, in order to take full advantage of the interdependencies between the disciplines as illustrated in Fig. 1 . The problem is optimized for a common objective with respect to the optimization variables, namely the plant and controller design parameters.
Consider the generalized system representation illustrated in Fig. 2 . As seen in this figure, dynamical systems are often composed of a physical plant (structure, actuators and sensors) and a controller corresponding to some digital process. The controller interprets data from the sensors, based on an established control law, and defines the actuation rate, i.e, the input signals sent to the actuators. The system states are represented as x ∈ R n , where n = p + c and the first p variables are the plant states, x p ∈ R p , and the last c variables are the control states, x c ∈ R c . The measured output is represented as y ∈ R and the design parameters are defined as z ∈ R d ; example design parameters include the physical geometry, sensor and actuator distribution, and controller gains. 
A. Optimization Problem
From Fig. 2 , we see that each dashed block can be related to an individual optimization problem. The red-dashed block corresponds to the plant optimization problem. Depending on the system being studied it could be a single-discipline optimization problem, or a more general MDO problem, e.g. aerostructural optimization. The blue-dashed block corresponds to the controller optimization problem and is only concerned in finding the best control law to optimize the control objective (tracking error, control effort, or some weighted combination thereof).
In order to better illustrate these optimization problems, consider Fig. 2 and the following general optimization statement:
(1)
R(x(z), z, t) is the residual of the system dynamics and F(x, z, t) defines those dynamics; for example, F(x, z, t) may represent the spatial discretization of the Navier-Stokes equations. Note that ( 1) is a reduced-space formulation, in which the state is an implicit function of the design parameters, x = x(z), via the system dynamics. Finally, J(x(z), z) ∈ R is the objective function that we assume is a time-averaged quantity of interest of the form
where G(x, z, t) is some time-dependent function and T is the terminal time.
Physical Plant Optimization Problem
In the context of plant optimization, the parameters of interest are the ones related to the physical characteristics of the system, for example, the geometric parameters. These physical parameters are denoted as z p . Therefore, referring to the optimization statement in (1), the optimization parameter of interest can be defined as z ≡ z p . In this case the residual R corresponds to open-loop dynamics and, as previously mentioned, it could constitute a single-or multi-disciplinary analysis. To illustrate, in the case of an aerostructural analysis, the optimization statement would be of the following form:
a , where x s and x a denote the structural and aerodynamic states, respectively.
Controller Optimization Problem
When considering controller design, the goal of the optimization problem is to find the control input that produces the best possible system performance based on a given cost function. In optimal control, we seek a control design that minimizes cost functions of the form
where φ(x(T), T) corresponds to the terminal cost and L(x(t), u, t) is the Lagrange running cost.
There are several approaches for solving the optimal control problem [13] :
• Indirect Methods: An application of Pontryagin's Maximum Principle, where the optimality conditions are applied to identify the optimal control trajectory, u op (t), that minimizes C.
• Direct Methods: The infinite-dimensional optimal control problem is first discretized and rewritten as a non-linear
program. An example of this approach is the direct transcription method, which is a special case of the all-at-once (or simultaneous analysis-and-design) MDO formulation. In most practical applications, the control system corresponds to a feedback law, and the optimization process is used to find the best gains for this control architecture. For instance, suppose that our control architecture is a simple proportional feedback law, such as u = −z c y, where z c is the controller gain and y is the measured output of the system. Assuming this control structure, the optimal control problem can be solved for the controller gain z c ; therefore, referring to the statement (1), the optimization parameter of interest is z ≡ z c . The well-known Linear Quadratic Regulator (LQR) is the n-state generalized version of this control law that optimizes a quadratic cost.
Co-design Optimization Problem
Now consider the most general form of the optimization problem, as shown by statement (1). Here both J(x, z) and R(x, z) are functions of the plant physical design parameters, z p , and also of the controller parameters, z c . In this case, choosing to minimize the objective function using both design parameters, z p and z c , results in the co-design optimization problem. Referring to the optimization statement (1), the optimization parameter can be partitioned as
T and the optimization problem becomes the following statement:
where F p (·) is the plant governing equation and F c (·) is the control governing equation. The objective function for the co-design problem (3) can be a combination of the plant optimization and control optimization objective functions, e.g. J(·) = P(·) + C(·), or it could be a completely distinct objective function that does not directly relate to P(·) and C(·).
As previously mentioned in the introduction, only the nested and simultaneous co-design approaches are guaranteed to achieve system-level optimality. The differences between these two approaches are described below:
Nested: In the nested approach, two nested optimization loops are used to solve for the combined objective function described in 3. The outer loop minimizes the objective by optimizing only the plant-design variables, while the inner loop optimizes the control variables for each candidate plant design generated by the outer loop. Therefore, we have two different optimization problems, the outer one that handles the co-design objective, and the inner one that deals with the control objective alone [1] . Simultaneous: In the simultaneous plant and controller optimization approach, we want to find the best solution by directly solving problem 3. This can be mathematically and computationally challenging due to the increased dimensionality of the problem [1] . Furthermore, even if the plant and control subproblems are convex, the combined problem may be non-convex. Nevertheless, this approach takes full advantage of the coupling between the control and plant states and has the potential to require fewer optimization iterations. In this work we will adopt the simultaneous approach for the optimization of a chaotic system.
III. Sensitivity Analysis
We are interested in solving integrated plant and controller design optimization problems (co-design problems) with large numbers of design parameters, such as the aerodynamic shape and active-flow control optimization of high-lift devices. Gradient-based optimization algorithms are attractive in this context, because they scale favorably with the number of design variables. However, the chaotic nature of our target applications raises several challenges for conventional gradient-based approaches [14, 15] . Consequently, specialized sensitivity analysis methods are necessary to compute useful derivatives, and noise-tolerant optimization algorithms are needed to cope with the fluctuations in the objective and its gradient. These matters are discussed in greater detail in this section.
A. Sensitivity Analysis
In the context of design optimization, sensitivity analysis is the study of how perturbations in an input of a model are translated into perturbations in an output, i.e. total differentiation. In this section, we review the least-squares-shadowing adjoint method, which is a sensitivity analysis method developed for chaotic dynamical systems [12] ; however, we begin with a review of the conventional adjoint since both methods share some elements.
Conventional Adjoint Method
In order to minimize the functional J(x(z), z) with respect to z using a gradient-based optimization algorithm, we need to be able to efficiently compute the total derivative ∇ z J. As can be seen from its general form in Eq. (2), J(x, z) can have both explicit and implicit dependencies on z; the latter arises because the state depends implicitly on z. In order to account for the implicit dependencies, we introduce the Lagrangian
where λ T is the Lagrange multiplier, or adjoint. The total derivative of J(x, z) with respect to z can be found by partial differentiation of the Lagrangian:
However, this expression for ∇ z J(·) contains λ, which is as yet unknown. The adjoint can be determined by recognizing that the first variations of L(·) with respect to x should vanish for a given z. From this, we can conclude that
From Eq. (6) it is possible to determine the adjoints λ and, consequently from Eq. (5), the gradient of the objective function.
Adjoint Method Discretization
In this section, we derive the discretized form of the adjoint equation that is often used in practice. In this work we use the Crank-Nicolson time marching scheme to discretize the problem into M uniform time-steps; therefore, ∆t = T/M and i = 1, 2..., M + 1. Thus the discretized Lagrangian is
where we have explicitly included the initial conditions in the Lagrangian. Differentiating L(·) with respect to variable x M+1 and equating it to zero we find that the equation for the adjoint at the terminal time is
where I is the n × n identity matrix. Similarly, differentiating the Lagrangian with respect to x i , we obtain the equation for the discrete adjoint when 1 < i < M + 1:
Finally, differentiating the Lagrangian with respect to x 1 , we obtain the equation for the adjoint at t = 0:
Note that the terminal adjoint, λ M+1 , is solved first and then the remaining adjoints are solved backward in time. Once the adjoint is calculated at each time step, the gradient of the objective function can be obtained by discretizing Eq. (5):
It will be helpful in the subsequent sections to introduce the following compact representation for the adjoint equation:
and A denotes the Jacobian of the discretized state equation over all time steps:
, where E i and G i are defined as
Note that the identity matrix in the first row of A, which makes A square, is due to the initial condition.
Least-Squares-Shadowing Adjoint Method
The adjoint differential equation becomes linearly unstable for chaotic dynamical systems. Consequently, for such systems, the adjoint grows unbounded (backward) in time, and it produces unusable gradients. The least-squares shadowing (LSS) adjoint was developed to mitigate this issue [15] . The LSS sensitivity method relies on the shadowing lemma [16] , which states that for a given parameter perturbation one can find a perturbed state that is "nearby" a given reference state at all time, i.e. a shadow trajectory.
To find the shadow trajectory we begin by assuming the chaotic system is ergodic and the objective function is an infinite time-averaged output. Then, among all the trajectories that satisfy the governing equations, an approximation to the shadow trajectory can be found by solving the following optimization problem.
where x r (t) is a reference trajectory that satisfies the governing equation at a given z, x(t) is the shadowing trajectory at a slightly different value of z, and β 2 is a scaling factor for the so-called time-dilation term, τ(t). The minimization problem described by Eq. (13) is a least-squares problem. Since x(τ(t)) satisfies both the perturbed governing equations and the LSS minimization problem, it can be used to calculate the objective function J(x, z) and its derivatives. In order to use the (approximate) shadowing trajectory for sensitivity analysis, we first linearize the LSS-problem to obtain minimize η,x 1 2
where x and η are the solutions to the linearized LSS-problem corresponding to x and τ in Eq. (13) [12] . Problem (14) defines the tangent (or direct) version for the LSS method and it can be used to find total derivatives; however, we would need to solve one tangent LSS problem for each design variable. This motivates the adjoint version of the LSS method. In order to construct the LSS adjoint method it is necessary to modify the functional portion of the linearized LSS problem, creating a composite objective function and a minimization problem of the form:
whereĴ is of the formĴ
J corresponds to the objective function linearized about the reference trajectory, x r , with a perturbation size x . From the linearized LSS problem we can obtain the LSS adjoint equation by constructing the Lagrangian:
Optimality conditions require that the first variations of the Lagrangian with respect to δx ,δη and δλ, be zero. From these conditions we obtain the following equations, that define the LSS adjoint:
Eq. (17) corresponds to the system of equations that characterizes the LSS-adjoint.
Least-Squares-Shadowing Adjoint Discretization
The same discretization method used in section III.A.2 will be employed in this section; therefore, to avoid repetitiveness, we can discretize Eq. (17) as
whereÂ represents the Jacobian of the discretized state equation over all time steps and is related to the Jacobian A from the conventional adjoint method by removing the first block row (see below). F represents the dependency on the time dilation term, and is defined below. The block matrix Q is composed of weights from the trapezoid rule, which is associated with the regularization term x in Eq. (17) . Therefore,
, where E i and G i are as defined in Section III.A.1, f i = x i+1 − x i , and
Once Eq. (18) is solved for λ we can substitute it into Eq. (11) -which is the same equation used with the conventional adjoint -to obtain the desired sensitivity:
B. Sensitivity Analysis Verification
In order to verify the implementation of the least-squares-shadowing adjoint, the method was applied to the well-known Lorenz oscillator, which is defined by the following set of dynamics.
with initial conditions x(0) = x 0 and objective function
We chose the Lorenz oscillator as a test case to verify the LSS adjoint implementation because it is a well studied system with known values for the approximate derivative of the objective function (21) with respect to the parameter ρ [11] .
The LSS sensitivity analysis procedure described above was applied to Eq. (20) and (21). In all simulations, the integration period was T = 16, a time step of ∆t = 10 −3 was adopted, and the scaling factor for the time-dilation term on the LSS adjoint is β = 100. In addition, we used a spin-up period of T = 10, to avoid effects due to initial transients and ensure the trajectory is near the attractor. The initial conditions were randomly perturbed with the perturbation being sampled from a zero mean normal distribution with standard deviation of 0.05. We used 20 random initial conditions to demonstrate the statistical behavior of the LSS gradient. The information presented in Fig. 3 consists of a statistical gathering of the total derivative of the functional Eq. (21) with respect to a specific design variable (ρ). Each black dot corresponds to a simulation at a given (ρ) with a given initial condition. The sampled derivatives tend to cluster around the value 0.95, which is consistent with the approximate value of DJ/Dρ [11, 12] , therefore verifying the method implementation.
C. Optimization Method
As shown above, it is possible to compute useful gradient information using the LSS adjoint method; nevertheless, the objective function and gradient still contain noise-like fluctuations. More sophisticated optimization algorithms such as fast gradient descent (FGM) and other accelerated methods show a performance degradation that can be related to the level of noise in the objective function and consequently the amount of error present in its gradients [17] .
In many cases the performance of such methods is worse than classical methods in terms of convergence rate and in some cases the optimization algorithm fails to converge entirely. For that reason we will focus on using a classical first-order approach such as the gradient descent method with a backtracking line search routine and a quadratic interpolation procedure to select the initial step length.
IV. A Flow-Control Model Problem
To compare the performance of the co-design and sequential approaches for chaotic dynamical systems, we consider a system of inviscid and incompressible vortices. One subset of these vortices is free to move within the domain and has pre-determined circulation strengths, while another subset consists of control vortices that are fixed in space and have a circulation strength that can be adjusted in real-time based on sensor readings and a prescribed control algorithm. The flow field created by the vortices is modeled using potential theory, and this field is then used in a dynamical system governing the vortex positions. All vortices are located within a rectangular domain of fixed dimensions, and the free-vortices move around within the domain based on the velocity field created as a result of their interaction with each other, the domain boundaries, and the geometrically fixed control vortices. Figure 4 shows a schematic of the problem setup.
For this system we use N to denote the total number of vortices inside the domain, and X v , Y v , X c , and Y c as the vectors of coordinates for the positions of the free and control vortices, respectively. The circulation strengths are denoted by Γ v for the free-vortices and Γ c for the control vortices. Finally, the sensor positions and domain dimensions are represented by (X s , Y s ) and (a, b), respectively.
The objective of the problem is to find the optimal system configuration, i.e. the control vortex positions, sensor locations, circulation strengths, and controller parameters, that minimizes the weighted distance between the vortices and a given target location within the domain or on the boundary wall, while exerting minimal control effort. Thus we can define our state and design variables as follows:
where θ, α 0 , α 1 , and α 2 are control parameters described later. This problem can be cast as a co-design problem, because the design parameters involve plant design variables (control vortex and sensor positions) and control parameters (θ and α i ). We have observed that the system can exhibit chaotic dynamics if the number of vortices N ≥ 3. 
Potential Flow
Recall that a potential vortex produces a circular flow field, centered around the vortex core, that is irrotational everywhere except at the core where a singularity exists. The circulation of any simple closed curve that encloses the core is Γ. In cylindrical coordinates the velocity distribution can be described as
We can generalize this equation to compute the induced velocity of N − 1 point vortices at the position of the Nth vortex. This can be repeated for the first N − 1 vortices, and then a time marching method can be used to predict each vortex trajectory. In particular, the velocity at the ith vortex is given by Eq. (24).
where
Infinite Image Method
The infinite image method takes advantage of the principle of superposition, in order to represent solid walls, for example. By superimposing mirrored potential flows, lines of symmetry that can be interpreted as streamlines are created between the true and the image flow. Such streamlines can then be interpreted as a boundary that satisfy the no-penetration condition.
The method of images can also be used to determine the potential flow due to a vortex inside a finite rectangular domain; however, in this case an infinite number of image vortices are necessary. Fortunately, a closed-form solution for this velocity field was proposed by Choi and Humphrey [18] , which makes use of elliptic functions to transform the infinite summations into an analytical solution. Further development of the equations used to model this system can be found in the Appendix.
B. Control Strategy
We assume the feedback control law is a proportional feedback on the velocity measurement at a given sensor location. This can be expressed as follows:
where the coefficients θ, α 0 , α 1 and α 2 ∈ R are the controller design parameters. The pair (X s , Y s ) corresponds to the coordinates of a sensor andV(Y s ) is the sensor readings defined as
where N is the total number of vortices inside the domain, and N cv is a subset of N corresponding to the number of control vortices within the domain. R i is the ith euclidean distance between vortex and sensor, and Γ i is the ith vortex circulation strength . Note that Eq. (26) only depends on the Y coordinate; this is because we chose to use only the X-component of the velocity induced at the sensor by the free vortices as a measurement for the control law.
C. Objective Function
The objective is to minimize the sum of the weighted distance between vortices and a given target location within the bounded domain while accounting for the control effort. The instantaneous form of the first part of the objective is given by
To account for the control effort, we add the 2-norm of the control variable to Eq. (27).
As previously mentioned, we are interested in objectives that are time-averages. Thus, the resulting objective is of the form
where w p is the plant-objective weighting factor, and w c is the control-objective weighting factor; these weights are necessary in order to help us adjust the optimization priorities between the plant and control terms.
V. Numerical Results
In this section, we present the optimization results for non-chaotic and chaotic problems using both the sequential and the simultaneous approaches. In section V.A the non-chaotic problem is presented; the non-chaotic problem is amenable to conventional sensitivity analysis methods, so it is used to provide verification of the expected performance improvements provided by using the co-design approach over the traditional sequential approach. In section V.B, the more difficult chaotic problem is studied.
For all study cases, the time horizon is T = 10, and the scaling factor for the time dilation term on the LSS-adjoint is β = 40. In addition, the domain dimensions are fixed at (a, b) = [3, 3] , the target point is T p = [1.5, 1.5], and the objective function weights are w p = 0.9 and w c = 0.1. For the chaotic cases the spin-up period is T spin = 20.
A. Non-chaotic system optimization
For the first study case, a single free-vortex is considered; its initial position is In Figure 5a , it is possible to observe the vortex dynamics obtained as a result of the sequentially optimized parameters. The black dot corresponds to the initial position of the free vortex, the red dot is the position for the control vortex, and the red cross is the target point. Fig. 5b plots the integrand of the objective function as a result of the vortex and control dynamics.
In the sequential approach, the optimizer can only deal with a subset of the design variables at a time. For this particular case, since the control exerts a constant input that would drive the free vortex away from the target, and the optimizer only had access to the plant variables, the only solution is to move the control vortex away from the free vortex. Recall that, in order to enforce the boundary conditions, our formulation uses "mirror" vortices on the outside of the domain. Consequently, by moving the control vortex towards the the wall the optimizer negates the control vortex's effects by "creating" a doublet-like flow, which leads to a reduction in the objective function. However, while this improved the objective from a plant point of view, it also deteriorated the system's control authority, which made it difficult for a first-order method to converge to a optimal solution during the second part of the sequential method. Figure 6a, shows the vortex dynamics obtained by the simultaneously optimizing all parameters. As before, the black dot is the free-vortex initial position, the red dot is the control vortex position, and the red cross is the target point. Also as before, Fig. 6b show the temporal behavior of the objective function as a result of the vortex and control dynamics.
In a simultaneous approach, the optimizer has access to all design parameters at once, and the optimization step is taken by using sensitivity information from all variables. This makes the problem harder to solve due to its increased dimensionality, but it also allows the optimizer to exploit the coupling between parameters. For this particular case, exploiting the coupling was beneficial, because it allowed the optimizer to move the control vortex away from the boundaries and create an orbit-like trajectory that minimized the objective rapidly. Table 1 shows the initial and optimized values for the design parameters and the corresponding objective function value. The simultaneous approach not only succeeded in driving the free-vortex to the target point but also achieved a 95% reduction in the objective function value; in contrast the sequential approach managed only a 68% reduction.
Parameter Initial System Sequential Optimization Co-design Optimization X c 1. Table 1 A comparison between design parameters and objective function value for the initial, sequentially optimized and simultaneously optimized non-chaotic case 1 Figure 7 shows the convergence histories for the two optimization methods. The long plateaus are a characteristic of the gradient descent method adopted for this study. A Newton or quasi-Newton optimization method would eliminate these plateaus. In Fig. 8a , the vortex dynamics for the sequentially optimized system is plotted. As usual, the black dot is the free-vortex initial position, the red dot is the position for the control vortex, and the red cross is the target point. Figure 5b plots the integrand of the objective function versus time.
For this particular case, the initial system has sufficient control authority to drive the free vortex to a point other than the target inside the domain. Since the first part of the sequential approach only has access to the plant parameters, the optimizer compensates for the off-set convergence point by moving the control vortex to the left of the target-point but maintaining a certain distance from the boundary. This made it possible for the control optimization loop to correct its parameters and ensure terminal state convergence to the target. Table 2 lists the initial and optimized values for the design parameters along with the corresponding objective function value. As we can see, both the sequential and simultaneous approaches succeeded in driving the free vortex to target point; however, the sequential method only managed a 75% reduction in the objective function value, while the simultaneous approach produced a 92% reduction.
Parameter Initial System Sequential Optimization Co-design Optimization X c 1. Table 2 A comparison between design parameters and objective function value for the initial, sequentially optimized and simultaneously optimized systems non-chaotic case 2 Figure 10 shows the convergence histories of each method for the second non-chaotic case. As we can see, the behavior is qualitatively similar to the previous study case. As before, the long plateaus are expected for a first-order optimization method, and better convergence should be possible with more advanced algorithms. 
B. Chaotic system optimization
We now turn to the more important, and difficult, chaotic-system optimizations. We begin this subsection by verifying the LSS adjoint for our chaotic model problem. Then we proceed to demonstrate the behavior of the open-loop system, and finally the optimization study is performed.
LSS Adjoint Applied to the Model Problem
While the LSS adjoint implementation was verified previously for the Lorenz problem in Section III.B, the vortex model problem is significantly more complex and demands an independent verification. For the simulation conditions described in the second chaotic study case below, the objective function was sampled for the control parameter α 0 . In Fig. 11 , the objective function is sampled along the parameter α 0 design space and the LSS-calculated gradient is overlaid in red at a few representative locations. As we can see, despite the obvious noise-like fluctuations in the objective, there is good agreement between the observed slope and the LSS-predicted gradient.
Open-Loop Behavior
In order to have a better understanding of the chaotic system we seek to optimize, we first investigate the behavior of the free vortices and the objective in the absence of control. In Fig. 12a , the different colored lines correspond to the trajectories taken by each free vortex within the domain, and the black dots correspond to the initial positions of the vortices. It is easy to see that the trajectories are irregular and non-periodic. In Fig. 12b , the integrand of the objective function is plotter versus time, and its behavior suggests that the system is ergodic.
Closed-loop optimization
Just as in section V.A, two cases will be analyzed for both the sequential and simultaneous approaches. As before, this set of control parameters creates a nearly constant control input to the system, similar to the effects of a passive flow-control device. Figures 13a and 14a show the free-vortex trajectories obtained using the sequential and simultaneous optimization methods, respectively. As with the non-chaotic cases, the black dots are the free-vortices, initial positions, the red dot is the control-vortex position and, as before, the target point is at the center of the domain. Figures 13b and 14b plot the objective-function integrand versus time.
From Fig. 13 and Fig. 14 , we can see that the vortex trajectories are closer to the center of the domain (i.e. the target location). Furthermore, there is a subtle difference between the resulting dynamics obtained with the sequential optimization and the simultaneous optimization. However, unlike the non-chaotic cases, both the sequential and simultaneous approaches produce similar reductions in the objective function; compare Figs.13b and 14b. As before, the different lines in Fig. 15a and 16a correspond to the trajectories taken by each vortex within the domain, the black dots represent the initial positions of the free-vortices, and the red dot is the position of the control vortex. By comparing the open-loop system behavior with the sequentially optimized closed-loop behavior, it is possible to notice significant improvement. The vortex trajectories are more centralized within the domain and there is a significant reduction in the objective function, as shown by Figs. 15b and 16b .
From Fig. 15 and Fig. 16 , it is possible to see that a reduction in the objective function was also achieved, and mimicking the non-chaotic case, the results achieved here were better than the ones obtained with the first study case, even if marginally. Table 3 shows the initial and optimized values of the design parameters for the first chaotic case study, along with the corresponding objective function values. As can be seen, both the sequential and the simultaneous approaches succeeded in reducing the objective function; however in both cases the resulting system was incapable of driving the vortices center of mass to the target position. This is expected, since we are using one control-vortex to manipulate several free vortices. The sequential approach managed a reduction of 16%, while the simultaneous approach managed a reduction of 15%. Table 4 , is analogous to 3, but for the second chaotic test case. In this case, both approaches also succeeded in reducing the objective function; however, the sequential approach, in contrast with what was observed for the non-chaotic cases, slightly outperformed the simultaneous approach, achieving a reduction in the objective function of 18.6% while the simultaneous approach only managed a 17.4% reduction. Table 4 A comparison between design parameters and objective function value for the initial, sequentially optimized and simultaneously optimized systems chaotic case 2 Figure 17 shows the convergence histories of each optimization method. As we can see the overall behavior is similar in both cases. 
VI. Conclusions
Chaotic dynamical systems are widespread in many engineering disciplines, and this motivates research on the application of co-design methods for these types of problems; however the optimization of such systems with gradient-based methods is challenging, because conventional sensitivity analyses fail to produce useful gradients.
In this paper we presented a simplified model problem for chaotic flow-control and applied the least-squaresshadowing (LSS) adjoint sensitivity method to obtain usable derivatives information. This information was used in a simultaneous approach for plant-control design optimization of chaotic dynamical systems and compared to a more traditional sequential approach. We found that for non-chaotic problems, the performance of the co-design method was far superior to the traditional approach; however, both methods performed equally well for the optimization of the chaotic problem.
This work shows the potential of optimization in the context of chaotic systems, for future works we will consider computational fluid dynamics (CFD) models of the flow. The challenges associated with using CFD are mostly related with the need for a cost efficient sensitivity analysis method, since the LSS is not yet practical for CFD.
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