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Subsurface models can be used to improve the efficiency of oil and gas extraction and 
geological carbon sequestration in shale formations. However, models are limited by a lack of 
information about how pores store organic matter and how fluids access and interact with those 
pores through fluid transport. Neutron scattering and neutron imaging were combined with 
conventional methods of geochemical analysis to investigate organic matter storage, pore-solvent 
interaction, and fluid flow in shales. To investigate organic matter storage and pore-solvent 
interactions, porosity in shale was examined after solvent extraction with neutron scattering and 
compared to unextracted samples. Additionally, Gas Chromatography ─ [dash] Mass 
Spectrometry was used to determine the amount and type of organic matter extracted with 
various solvents. We found that longer chained hydrocarbons may be stored in pores greater than 
270 nm [nanometers]. We also found that the organic solvents used in extraction procedures 
caused changes in shale pore structure, including a decrease in porosity. This was predominately 
attributed to matrix-bound kerogen swelling to fill spaces once occupied with bitumen.  
 
Fluid flow was also measured to determine critical parameters for subsurface models. 
Neutron imaging was used to measure spontaneous imbibition of various fluids into shale 
fractures of different orientations. Imbibition data was then fit to a model and contact angles, an 
important parameter for fluid flow modeling, were determined. The fit of the model was heavily 
influenced by the width of the fractures. However, lack of variation among the imbibition rate 
with various fluids indicated that the rate was relatively unaffected by chemical reactions at the 
solution/mineral interface. Calculated contact angles for various fluids in the Eagle Ford Shale 
ranged from about 60° to 89.6°, with differences arising due to fluid properties and orientation of 
the bedding in the shales. These studies have led to a better understanding of parameters 
influencing organic matter storage and fluid flow in shales necessary for accurate subsurface 
modeling. 
vi 
TABLE OF CONTENTS 
CHAPTER 1 INTRODUCTION ................................................................................................. 1 
BACKGROUND AND SIGNIFICANCE .............................................................................................. 2 
EXPERIMENTAL WORK ................................................................................................................ 3 
REFERENCES ................................................................................................................................ 5 
CHAPTER 2 EXTRACTION OF ORGANIC COMPOUNDS FROM REPRESENTATIVE 
SHALES AND THE EFFECT ON POROSITY ........................................................................ 6 
ABSTRACT ................................................................................................................................... 7 
INTRODUCTION ............................................................................................................................ 7 
EXPERIMENTAL APPROACHES ..................................................................................................... 9 
Sample Origin and Preliminary Characterization ................................................................................. 9 
Sample Preparation ............................................................................................................................. 10 
Analysis of Extracts by Gas Chromatography ..................................................................................... 10 
Analysis of Shales by Small Angle Neutron ......................................................................................... 11 
RESULTS .................................................................................................................................... 12 
Characterization of Shale Cores .......................................................................................................... 12 
Gas Chromatography of Solvent Fluids............................................................................................... 13 
SANS Results ........................................................................................................................................ 14 
DISCUSSION ............................................................................................................................... 15 
Gas Chromatography of the Effluent and the Shale ............................................................................ 15 
Porosity and Pore Size Distributions in the Shales ............................................................................. 16 
Comparison of Gas Chromatography and SANS Results .................................................................... 17 
CONCLUSIONS ............................................................................................................................ 21 
REFERENCES .............................................................................................................................. 23 
APPENDIX 2-A: FIGURES ........................................................................................................... 27 
APPENDIX 2-B: TABLES ............................................................................................................. 33 
CHAPTER 3 SOLVENT-PORE INTERACTIONS IN THE EAGLE FORD SHALE 
FORMATION ............................................................................................................................. 36 
ABSTRACT ................................................................................................................................. 37 
INTRODUCTION .......................................................................................................................... 37 
MATERIALS AND METHODS ....................................................................................................... 39 
Sample Preparation ............................................................................................................................. 39 
Analysis of Solvent Extracts with Gas Chromatography-Mass Spectrometry ..................................... 39 
Scanning Electron Microscopy/Backscattered Electron (SEM/BSE) Imaging .................................... 40 
(Ultra) Small Angle Neutron Scattering Porosity Measurements ........................................................ 40 
RESULTS .................................................................................................................................... 40 
Gas Chromatography-Mass Spectrometry Results .............................................................................. 40 
SEM/BSE Results ................................................................................................................................. 42 
(U)SANS Porosity ................................................................................................................................ 43 
DISCUSSION ............................................................................................................................... 44 
GC-MS Analysis of Extracted Organic Matter .................................................................................... 44 
Porosity of the Uncontacted Samples .................................................................................................. 45 
Factors that Influence Organic Extraction .......................................................................................... 46 
Comparison of Chapter 2 & 3 ............................................................................................................. 47 
Solvent-Pore Interactions .................................................................................................................... 47 
Porosity Changes Caused by Solvent Interaction ................................................................................ 49 
CONCLUSIONS ............................................................................................................................ 49 
REFERENCES .............................................................................................................................. 51 
vii 
APPENDIX 3-A: FIGURES ........................................................................................................... 55 
APPENDIX 3-B: TABLES ............................................................................................................. 72 
APPENDIX 3-C: ADDITIONAL METHODS AND MATERIALS ........................................................ 75 
Sample Preparation ............................................................................................................................. 75 
Analysis of Solvent Extracts with Gas Chromatography-Mass Spectrometry ..................................... 77 
Scanning Electron Microscopy/Backscattered Electron (SEM/BSE) Imaging .................................... 78 
(Ultra) Small Angle Neutron Scattering Porosity Measurements ........................................................ 79 
References ............................................................................................................................................ 89 
APPENDIX 3-D: CUMULATIVE POROSITY PLOTS ....................................................................... 91 
CHAPTER 4 SPONTANEOUS IMBIBITION OF WATER AND DETERMINATION OF 
EFFECTIVE CONTACT ANGLES IN THE EAGLE FORD SHALE FORMATION 
USING NEUTRON IMAGING ................................................................................................. 98 
ABSTRACT ................................................................................................................................. 99 
INTRODUCTION .......................................................................................................................... 99 
Spontaneous Imbibition ..................................................................................................................... 100 
Wettability: Static, Effective, and Dynamic Contact Angles .............................................................. 100 
Experimental Design.......................................................................................................................... 102 
METHODS AND MATERIALS ..................................................................................................... 102 
Sample Preparation ........................................................................................................................... 102 
Static Contact Angle Measurement .................................................................................................... 103 
Non-destructive Fracture Characterization ....................................................................................... 103 
Spontaneous Imbibition measured with Neutron Imaging ................................................................. 104 
RESULTS .................................................................................................................................. 105 
Static Contact Angles ......................................................................................................................... 105 
Fracture Description ......................................................................................................................... 105 
Quantitatively Determining the Height of the Wetting Front from Neutron Images ......................... 106 
Determining the Effective Contact Angle through Modeling the Wetting Front ................................ 107 
DISCUSSION ............................................................................................................................. 109 
Eagle Ford 19 .................................................................................................................................... 109 
Eagle Ford 20 .................................................................................................................................... 111 
CONCLUSIONS .......................................................................................................................... 112 
REFERENCES ............................................................................................................................ 113 
APPENDIX 4-A: FIGURES ......................................................................................................... 117 
APPENDIX 4-B: TABLES ........................................................................................................... 125 
CHAPTER 5 EFFECT OF FLUID PROPERTIES ON CONTACT ANGLES IN THE 
EAGLE FORD SHALE MEASURED WITH SPONTANEOUS IMBIBITION ............... 128 
ABSTRACT ............................................................................................................................... 129 
INTRODUCTION ........................................................................................................................ 129 
Experimental Design.......................................................................................................................... 130 
Predicting Spontaneous Imbibition: Models for Capillary Rise ........................................................ 131 
MATERIALS AND METHODS ..................................................................................................... 133 
Sample Preparation ........................................................................................................................... 133 
Non-Destructive Fracture Characterization ...................................................................................... 134 
Spontaneous Imbibition Measured with Neutron Imaging ................................................................ 134 
RESULTS .................................................................................................................................. 135 
Fracture Width ................................................................................................................................... 135 
Imbibition of Fluid into Fractures ..................................................................................................... 136 
DISCUSSION ............................................................................................................................. 136 
CONCLUSIONS .......................................................................................................................... 137 
REFERENCES ............................................................................................................................ 139 
viii 
APPENDIX 5-A: FIGURES ......................................................................................................... 141 
APPENDIX 5-B: TABLES ........................................................................................................... 154 
Table References ................................................................................................................................ 156 




LIST OF TABLES 
 
Table 2.1: Sample Lithology......................................................................................................... 33 
Table 2.2: Solvent Characteristics ................................................................................................ 33 
Table 2.3: GC-MSD Method ........................................................................................................ 34 
Table 2.4: Sample Maturity .......................................................................................................... 34 
Table 2.5: Mass Loss from Thermogravimetric Analysis ............................................................ 34 
Table 2.6: Thermal Desorption Pyrolysis GC-MS ....................................................................... 35 
Table 2.7: Porosities Measured by SANS Before and After Solvent Contact .............................. 35 
Table 2.8: Pore Size Ranges for SANS Analysis ......................................................................... 35 
Table 3.1: Samples ........................................................................................................................ 72 
Table 3.2: Sample Lithology......................................................................................................... 72 
Table 3.3: Solvent and Organic Matter Characteristics ................................................................ 73 
Table 3.4: GC-MSD Method ........................................................................................................ 74 
Table 3.5: Defined Ranges with Approximate Pore Diameters and Porosity for Uncontacted 
Samples. ...................................................................................................................... 74 
Table 3.6: Key Parameters for (U)SANS Analysis ...................................................................... 84 
Table 4.1: Mineral Composition of the Eagle Ford Formation .................................................. 125 
Table 4.2: Surface Roughness for EF 19 & 20 ........................................................................... 125 
Table 4.3: Parameters of the Analytical Solution ....................................................................... 125 
Table 4.4: Calculated Parameters for Eagle Ford 19- Uptake 1 & 2 .......................................... 126 
Table 4.5: Calculated Parameters for Eagle Ford 20 .................................................................. 126 
Table 4.6: Best Fit Effective Contact Angles for EF 19 & EF 20 .............................................. 127 
Table 5.1: Mineral Compositions of Eagle Ford Shale Formation Determined from X-ray 
Diffraction. ................................................................................................................ 154 
Table 5.2: Sample Matrix of the Spontaneous Imbibition Experiments. .................................... 154 
Table 5.3: Fluid Properties. ......................................................................................................... 154 
Table 5.4: Fracture Widths of Samples Determined with X-ray CT. ......................................... 155 
Table 5.5: Sorptivity and Parameters for Evaluation of the Linear Regression Fit. ................... 155 
Table 5.6: Ranges Identified in EF 26 with Square Root of Time Dependence. ........................ 155 
x 
LIST OF FIGURES 
 
Figure 2.1: Gas Chromatograms. .................................................................................................. 27 
Figure 2.2: Relative Extraction Efficiency of Solvents. ............................................................... 28 
Figure 2.3: Amount Extracted by Solvent. ................................................................................... 28 
Figure 2.4: Pore Size Distributions. .............................................................................................. 29 
Figure 2.5: Porosity Changes. ....................................................................................................... 30 
Figure 2.6: Porosity (%) Versus Clay Content (%). ..................................................................... 31 
Figure 2.7: Porosity Development. ............................................................................................... 32 
Figure 2.8: Example SEM images. ............................................................................................... 32 
Figure 3.1: Approximate Location of Samples Spanning the Oil and Gas Windows. ................. 55 
Figure 3.2: Schematic of Sample Preparation............................................................................... 56 
Figure 3.3: Ion Chromatogram (m/z = 57) for Organic Solvent Extractions from CARB 4. ....... 57 
Figure 3.4: Ion Chromatograms (m/z = 57 and 77) from Hydrochloric Acid Extraction for 
CARB 4. ...................................................................................................................... 58 
Figure 3.5: Ion Chromatogram (m/z = 77) for Organic Solvent Extractions for CARB 4. .......... 59 
Figure 3.6: Mass Spectrum for the High Molecular Weight Compound Found in the Toluene and 
Cyclohexane Extracts.................................................................................................. 60 
Figure 3.7: Organic Matter Extracted with Organic Solvents. ..................................................... 60 
Figure 3.8: Organic Matter Extracted with Hydrochloric Acid. ................................................... 61 
Figure 3.9: SEM/BSE Images of Unpolished Samples. ............................................................... 61 
Figure 3.10: SEM/BSE Images of Pyrite Framboids in Polished Thin Sections. ......................... 62 
Figure 3.11: Porosity of the Uncontacted Samples across the Ranges of Porosity. ..................... 63 
Figure 3.12: Change in Cumulative Porosity after Contact with Solvents. .................................. 64 
Figure 3.13: Pore Size Distribution for a Representative Sample (CLAY 2). .............................. 65 
Figure 3.14: Porosity Due to Pores in the First Peak of the Bimodal Pore Size Distributions for 
the Contacted and Uncontacted Samples. ................................................................... 66 
Figure 3.15: Initial TOC vs. the Amount of Organic Matter Extracted in the Organic Solvents. 67 
Figure 3.16: Initial TOC vs. the Amount of Organic Matter Extracted in the Hydrochloric Acid.
..................................................................................................................................... 67 
Figure 3.17: Increase in Porosity Due to Shale Composition. ...................................................... 68 
Figure 3.18: Decrease in Porosity Due to Shale Composition...................................................... 69 
Figure 3.19: Porosity Determined from Chapters 2 and 3. ........................................................... 70 
Figure 3.20: Effect of Extraction of Alkanes and Aromatics on Porosity. ................................... 71 
Figure 3.21: Decrease in Porosity as a Function of Solubility Parameter. ................................... 71 
Figure 3.22: Ternary Diagram of Samples Evaluated. ................................................................. 76 
Figure 3.23: Reduction Procedure. ............................................................................................... 82 
Figure 3.24: Diagram of an Ellipsoid of Constant Intensity in Reciprocal Space. ....................... 86 
Figure 3.25: Representative Sample Demonstrating Rebinning and the Geometric Average for 
Anisotropic Data. ........................................................................................................ 88 
Figure 3.26: Cumulative Porosities of the Uncontacted Samples................................................. 91 
Figure 3.27: Cumulative Porosities of CARB 2. .......................................................................... 92 
Figure 3.28: Cumulative Porosities of CARB 3. .......................................................................... 93 
Figure 3.29: Cumulative Porosities of CARB 4. .......................................................................... 94 
Figure 3.30: Cumulative Porosities of CARB 5. .......................................................................... 95 
xi 
Figure 3.31: Cumulative Porosities of CLAY 2. .......................................................................... 96 
Figure 3.32: Cumulative Porosities of CLAY 5. .......................................................................... 97 
Figure 4.1: Illustration of Static Contact Angles. ....................................................................... 117 
Figure 4.2: Photograph of Samples. ............................................................................................ 117 
Figure 4.3: Static Contact Angle Measurements on Sample. ..................................................... 118 
Figure 4.4: Time Series of Neutron Images. ............................................................................... 119 
Figure 4.5: Illustration of Location of XCT Scans in Samples................................................... 120 
Figure 4.6: Histogram of the Fracture Widths Determined from EF 19. .................................... 121 
Figure 4.7: Histogram of the Fracture Widths Determined from EF 20. .................................... 121 
Figure 4.8: Vertical Cross Sections of the Top of the Fracture in EF 20. .................................. 122 
Figure 4.9: Height of Wetting Fronts. ......................................................................................... 122 
Figure 4.10: Analytical Solution for EF 19 Uptake 1 at Median Fracture Width. ..................... 123 
Figure 4.11: Analytical Solution for EF 19 Uptake 2 at Maximum Fracture Width. ................. 123 
Figure 4.12: Analytical Solution for EF 20 at Average Fracture Width. .................................... 124 
Figure 5.1: Composition of Eagle Ford Sample Evaluated. ....................................................... 141 
Figure 5.2: Approximate Location of X-ray CT scans. .............................................................. 142 
Figure 5.3: The Bottom 3 mm of the EF 25 Fracture. ................................................................ 143 
Figure 5.4: The Bottom 3 mm of the EF 31 Fracture. ................................................................ 143 
Figure 5.5: EF 25 Fracture 18 to 21 mm Up. .............................................................................. 144 
Figure 5.6: Schematic of Neutron Imaging Imbibition Experiments. ........................................ 145 
Figure 5.7: EF 25 Fracture Width Histograms. ........................................................................... 146 
Figure 5.8: EF 26 Fracture Width Histograms. ........................................................................... 146 
Figure 5.9: EF 31 Fracture Width Histograms. ........................................................................... 147 
Figure 5.10: EF 32 Fracture Width Histograms.......................................................................... 147 
Figure 5.11: Imbibition Rate of Fluids into Fractures Oriented Parallel to Bedding. ................ 148 
Figure 5.12: Imbibition Rate of Fluids into Fractures Oriented Perpendicular to Bedding. ...... 149 
Figure 5.13: Water Uptake as a Function of the Square Root of Time with Model Fit. ............ 150 
Figure 5.14: Solution Uptake as a Function of the Square Root of Time with Model Fit. ......... 151 
Figure 5.15: The Imbibition of Sodium Bicarbonate Solution into EF 26 as a Function of the 
Square Root of Time. ................................................................................................ 152 








Subsurface models can be used to improve the efficiency of oil and gas extraction and 
geological carbon sequestration in shale formations. These models are limited by a lack of 
information about how pores store organic matter and how fluids access and interact with those 
pores through fluid transport. The goal of this dissertation is to gain a fundamental understanding 
of organic matter storage and transport of fluids in shales, seeking to answer three major 
questions: 
1) Is there a relationship between pore size and the type of organic matter stored?  
2) How does fluid/solvent interaction in shales affect pore structure and organic matter 
distribution? 
3) How do shale structure and fluid chemistry affect flow rate in an idealized fracture 
system?  
Answering these questions will improve the fundamental parameters that are used to design and 
evaluate models of subsurface shales. These subsurface models are key to improving oil and gas 
extraction and geologic carbon sequestration.  
Background and Significance 
The development of shale formations for petroleum production and geological carbon 
dioxide storage has huge implications for energy security, economic vitality, and climate change 
in the United States. The extraction of natural gas from shale formations through hydraulic 
fracturing has skyrocketed in the last 10 years, shifting the production of natural gas in the U.S. 
away from increasingly depleted conventional sources (U.S. Energy Information Administration 
(EIA), 2013). Shale formations are also ideal for geological carbon sequestration due to their 
high carbon dioxide adsorption capacity (Nuttal et al., 2005; Busch et al., 2008). Additionally, 
existing hydraulic fracturing infrastructure can be utilized to inject carbon dioxide into depleted 
shale reservoirs. As such, shale formations are becoming increasingly more important for the 
energy economy in the U.S. 
 
Domestic production of natural gas has decreased reliance on foreign supplies, making 
the U.S. less vulnerable to price spikes and increasing energy security and stability. It has also 
boosted the U.S. economy, providing jobs for thousands of Americans (Sovacool, 2014). The 
U.S. Energy Information Administration (EIA) predicts a 56% increase in natural gas production 
from 2012 to 2040 (U.S. Energy Information Administration (EIA), 2013). Additionally, climate 
policy analysts believe that natural gas may be the key “bridge” fuel to transition to a less 
intensive carbon society, buying time to develop renewable energy technologies. Since burning 
natural gas releases about half as much carbon dioxide per unit of energy as burning coal, the 
transition from coal to natural gas can significantly lower carbon dioxide emissions from the 
largest emitter of carbon dioxide, the energy generation industry (Kintisch, 2014).  
 
Conventional extraction of oil and natural gas occurs in reservoirs with high 
permeability, typically in rock types such as sandstones and carbonates. These reservoirs are 
created when petroleum formed in an organic-rich source rock migrates to a high permeability 
rock layer and becomes trapped. It is estimated that ~75-80 % of the volume of oil generated 
remains in or near the source rocks (Helgeson et al., 2009). Due to the extremely low 
permeability of the source rocks, this oil is not extractable using conventional techniques 
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(Sovacool, 2014). Other methods must be used to exploit these source rocks, or unconventional 
resources, the majority of which are shales. 
 
The economic development of U.S. unconventional resources can be directly attributed to 
advances in technology, specifically the combination of horizontal drilling with hydraulic 
fracturing. While hydraulic fracturing has been in practice since the late 1940s to improve oil 
production from conventional reservoirs, the application of hydraulic fracturing in 
unconventional reservoirs only started to become prevalent in the 1990s (Montgomery & Smith, 
2010). Hydraulic fracturing is a technique where water, sand, and an assortment of chemicals are 
pumped under high pressure into hydrocarbon-bearing formations to stimulate oil and/or gas 
recovery. The hydrocarbons are trapped in these low-permeability formations and the hydraulic 
fracturing stimulates fracture networks, liberating oil and gas.  
 
 The burning of oil and gas emits carbon dioxide into the atmosphere (Pachauri et al., 
2007). One popular method being discussed to limit the amount of carbon dioxide released by 
fossil fuels is geological carbon sequestration. Shale formations offer an attractive reservoir for 
carbon sequestration due to their abundance, low permeability, and carbon dioxide adsorption 
capacity (Nuttal et al., 2005; Busch et al., 2008; Tao & Clarens, 2013). Tao and Clarens (2013) 
estimated that the Marcellus Shale, after being drained of all economically recoverable resources, 
could store 10.4-18.4 Gt of carbon dioxide from 2013 to 2030, which is more than half of the 
U.S.’s emissions from stationary sources over the same time period. 
 
Hydraulic fracturing and geological carbon sequestration in shales are likely to remain 
significant in the next decade. Determining the location and accessibility of stored organic matter 
is key to improving the extractability of hydrocarbons and the efficiency of oil and gas extraction 
in hydraulic fracturing. Additionally, understanding how fluids interact with the rock matrix and 
pore space and measuring important fluid parameters can improve the storage and modeling of 
subsurface interactions and fluid flow. Subsurface models are important for predicting hydraulic 
fracturing fluid leak-off, carbon dioxide migration in engineered geological sequestration 
reservoirs, and brine migration in oil and gas reservoirs. Improved models are imperative to 
develop more efficient fracturing and trapping methodologies. 
Experimental Work 
This dissertation is composed of a series of studies carried out to address the proposed 
questions. Chapter 2: Extraction of Organic Compounds from Representative Shales and 
the Effect on Porosity, attempts to understand how native organics are distributed with respect 
to pore size to determine the relationship between hydrocarbon chemistry and pore structure in 
shales (Question 1). Chapter 3: Solvent-Pore Interactions in the Eagle Ford Shale 
Formation, seeks to understand how those pores present, and the organic matter stored in them, 
are affected by fluid/solvent interactions (Question 2). The flow of various fluids through the 
Eagle Ford is discussed in Chapter 4: Spontaneous Imbibition of Water and Determination 
of Effective Contact Angles in the Eagle Ford Shale Formation Using Neutron Imaging and 
Chapter 5: Effect of Fluid Properties on Contact Angles in the Eagle Ford Shale Measured 
with Spontaneous Imbibition. Chapters 4 and 5 are focused on measuring spontaneous 
imbibition in shales and determining important parameters for fluid flow modeling such as 
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contact angles, a measure fluid-surface affinity (Questions 3). Chapter 4 examines the imbibition 
of water into shale fractures and the impact of bedding orientation on the rate of imbibition. 
Contact angles are determined based on the models fit to the imbibition data. Chapter 5 assess 
the impact of fluid chemistry on imbibition rate and contact angles. Shale samples from the 
Eagle Ford Shale Formation were used in all of the studies because it is one of the most actively 
drilled plays in the Unites States, producing about 1.2 MMbbl/day of oil and 5.9 Bcf/day of gas 
in 2017 (U.S. Energy Information Administration (EIA), April 2017). 
 
A thorough understanding of the porosity and organic matter distribution in shales is 
critical to understanding the initial conditions present before the stimulation of fractures by 
hydraulic fracturing or the storage of carbon dioxide occurs. Chapters 2 and 3 address this by 
analyzing pore size distributions in shales after organics are extracted with a suite of organic 
solvents. Gas chromatography–mass spectrometry (GC-MS) was used to determine what portion 
of organic matter was extracted with each solvent. Pore size distributions were compared to a 
control sample to evaluate how pore structure changed. Pore size distributions were determined 
with (ultra)small angle neutron scattering ((U)SANS). Chapter 3 additionally investigates the 
impact of fluid/solvent interactions on pore structure. Understanding the relationship between 
rock and fluid parameters and rate of flow is key in developing robust models of fluid-rock 
behavior in subsurface flow. Chapter 4 and 5 used neutron imaging to measure spontaneous 
imbibition of various fluids into fractures of known geometry in shale. These experimental 
measurements were then compared to models of spontaneous imbibition to determine model 
accuracy and determine contact angles. These models may ultimately improve the efficiency of 
oil and gas recoverability and the isolation of waste in subsurface systems. 
 
While this dissertation addresses the proposed questions, I also contributed to work in 
several related studies. In Cheng et al. (2015), we investigated the spontaneous imbibition of 
water into sandstones using neutron imaging. This study measured and modeled the rate of 
imbibition into fractures as well as the porous media, finding that fractures can significantly 
increase the rate of spontaneous imbibition. In Donnelly et al. (2016), we measured the capillary 
pressure of several different shales using a water activity meter and thus demonstrated a new 
method of determining capillary pressure in shales. Finally, in a recently accepted manuscript 
(Gruszkiewicz et al., 2018), we assessed the adsorption of hydrocarbons in confined pores. We 
found that differences in the molecular size and shape of hydrocarbons have only minor impacts 
on the adsorption behavior.  
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CHAPTER 2  
EXTRACTION OF ORGANIC COMPOUNDS FROM REPRESENTATIVE 
SHALES AND THE EFFECT ON POROSITY 
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Abstract 
As the location and accessibility of hydrocarbons is key to understanding and improving 
the extractability of hydrocarbons in hydraulic fracturing, this study is an attempt to understand 
how native organics are distributed with respect to pore size to determine the relationship 
between hydrocarbon chemistry and pore structure in shales. First, selected shale cores from the 
Eagle Ford and Marcellus formations were subjected to pyrolysis gas chromatography (GC), 
thermogravimetric analysis, and organic solvent extraction with the resulting effluent analyzed 
by GC-mass spectrometry (MS). Organics representing the oil and gas fraction (0.1 to 1 wt. %) 
were observed by GC-MS. For most of the samples, the amount of native organic extracted 
directly related to the percentage of clay in the shale. The porosity and pore size distribution 
(0.95 nm to 1.35 µm) in the Eagle Ford and Marcellus shales was measured before and after 
solvent extraction using small angle neutron scattering (SANS). An unconventional method was 
used to quantify the background from incoherent scattering as the Porod transformation obscures 
the Bragg peak from the clay minerals. The change in porosity from SANS is indicative of the 
extraction or breakdown of higher molecular weight bitumen with high C/H ratios (asphaltenes 
and resins). This is mostly likely attributed to complete dissolution or migration of asphaltenes 
and resins. These longer carbon chain lengths, C30-C40, were observed by pyrolysis GC, but 
either were too heavy to be analyzed in the extracts by GC-MS or were not effectively leached 
into the organic solvents. Thus, experimental limitations meant that the amount of extractable 
material could not be directly correlated to the changes in porosity measured by SANS. 
However, the observable porosity generally increased with solvent extraction. A decrease in 
porosity after extraction as observed in a shale with high clay content and low maturity was 
attributed to swelling of pores with solvent uptake or migration of resins and asphaltenes. 
Introduction 
During hydraulic fracturing, high-pressure fluids are used to improve the recovery of 
hydrocarbons from shales. These fluids break apart the shale and create pathways for 
hydrocarbons to escape. Without this fracturing, the low permeability of shales would prevent 
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these resources from being economically recoverable. The efficiency of a fluid used to extract 
hydrocarbons is a complex function of fluid composition, accessible pore structure, and the 
location of hydrocarbons with respect to pore structure (Weng, 2015). The type and nature of the 
organic matter present is also very important for oil and gas generation as the organic matter 
richness is indicative of the hydrocarbon generating potential of the source rock. Certain kerogen 
types indicate greater source-rock richness (thus greater hydrocarbon generating potential) (Huc, 
2013). This study uses extraction with organic solvents in an attempt to understand how different 
portions of native organics are distributed within the shale with respect to porosity. However, the 
goal of this work was not to replicate hydraulic fracturing or the fluids used in the process. 
Rather, the location and accessibility of bitumen with respect to pores, which is investigated in 
this work, is key to understanding and improving the extraction of hydrocarbons.  
 
A thorough understanding of the porosity and pore size distribution in shales is critical to 
understanding what sizes, and in what proportion, pores are present before the stimulation of 
fractures by hydraulic fracturing. While studies have shown that the majority of porosity in 
shales is attributed to nanoporosity or pores below approximately 750 nm in diameter (Loucks et 
al., 2009), it is not known whether pores at this scale are important in the storage and recovery of 
hydrocarbons. Studies to determine pore size distributions have used techniques such as low 
pressure gas adsorption with nitrogen (N2) and carbon dioxide (CO2) (Kuila et al., 2012; 
Clarkson et al., 2013; Mastalerz et al., 2013; Kuila et al., 2014; Gu et al., 2015); mercury 
intrusion capillary pressure (Kuila et al., 2012; Clarkson et al., 2013; Mastalerz et al., 2013); 
low-field nuclear magnetic resonance (Webber et al., 2013; Rodriguez et al., 2014; Anovitz & 
Cole, 2015; Ge et al., 2016); (Ultra) Small Angle X-ray Scattering ((U)SAXS) (Lee et al., 2014); 
(Ultra) Small Angle Neutron Scattering ((U)SANS) (Clarkson et al., 2013; Wang et al., 2013; 
Swift et al., 2014; Anovitz et al., 2015b; Gu et al., 2015); and scanning electron microscopy 
(SEM) (Chen et al., 2013). A more in depth review of these techniques can be found in Anovitz 
and Cole (2015). Although each technique has its advantages and drawbacks, SANS is a non-
destructive technique that allows pore structure to be maintained during the measurement 
(Anovitz & Cole, 2015; Stack, 2015), generates data on the pore size distributions of connected 
and unconnected porosity from approximately 1 nm to 1 µm, and provides data on the surface 
roughness and interpore structure of relatively large rock samples (Clarkson et al., 2013; Swift et 
al., 2014; Anovitz et al., 2015b; Gu et al., 2015). Measured pore size distributions are needed for 
accurate models of hydrocarbon transport in shales (Collell et al., 2015; Wang et al., 2016). 
 
Nanopores in organic matter were first documented in the Barnett Shale (Loucks et al., 
2009), but have since been reported in most of the major gas producing shales worldwide, 
including the Eagle Ford and the Marcellus (Bernard & Horsfield, 2014; Anovitz et al., 2015b). 
This porosity may, in fact, form the interconnected three-dimensional network of pores required 
for extracting hydrocarbons (Ambrose et al., 2010; Curtis et al., 2010; Sondergeld et al., 2010). 
The nanoporosity may both exist in the original rock, or may form from the exsolution of 
gaseous hydrocarbons during secondary cracking of oil (Bernard et al., 2012a; Bernard et al., 
2012b). In addition to the porosity in the organic matter, significant nanoporosity in shales has 
been measured in association with clay minerals (Kuila & Prasad, 2013). The same group 
identified three different types of porosity associated with tactoids, which are randomly oriented 
(i.e. turbostratic) stacks of clay mineral layers, and aggregates of tactoids: (1) ‘Intra-tactoid’ 
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porosity associated with pore spaces about 3 nm in diameter within tactoids formed by the 
broken edges of the elementary clay layers in the tactoid stacks (Aylmore & Quirk, 1971; Cases 
et al., 1992; Neaman et al., 2003; Kuila & Prasad, 2013); (2) ‘Intertactoid’ or ‘intra-aggregate’ 
porosity associated with pores about 50-100 nm in diameter within aggregates formed by the 
stacking of tactoids; and (3) ‘Inter-aggregate’ porosity associated with pores about 2 μm in 
diameter correlated with connections of pores between clay aggregates. Understanding the 
relationship of bitumen to nanopore structure, including pores found in organic matter and those 
associated with clays can, therefore, help elucidate where bitumen is stored in shale rock with 
respect to accessible porosity and pore size distribution, and how it may best be extracted. 
 
In order to identify where native organic matter is stored in relation to accessible porosity 
in shales, SANS was used to determine pore size distributions before and after solvent extraction 
in samples of the Eagle Ford and Marcellus shales. Due to the heterogeneous nature of shales, 
pore size distribution and the type of extractable organic matter may be affected by a number of 
different parameters including lithology, maturity, and Total Organic Content (TOC). In order 
investigate correlations between rock composition–carbonate versus clay lithology, maturity, and 
the type of the hydrocarbons in the rocks–shale samples were selected with different provenance, 
mineralogy, and maturity. The extracted material was analyzed with GC-MS to determine the 
amount and type of extractable organics stored in the shales and which solvents were most 
effective in extracting organic matter. Shales were examined using thermogravimetric analysis 
(TGA) and pyrolysis gas chromatography-mass spectrometry (pGC-MS). The contacted samples 
were also imaged using SEM before and after extraction to observe the contribution of larger 
scale (> 10 µm) porosity. 
Experimental Approaches  
Sample Origin and Preliminary Characterization 
Shale core samples were obtained from the Eagle Ford (provided by Chesapeake Energy) 
and the Marcellus (purchased from Kocurek Industries) shale formations. Eagle Ford samples 
were recovered at various depths (reported in Table 2.11) and a detailed description of the 
location of these samples can be found elsewhere (Anovitz et al., 2015b). After recovery, Eagle 
Ford samples were wiped with dry Kimwipes to remove any drilling fluids. These cores have 
very low permeability so little penetration of drilling muds into the bulk thickness is expected to 
have occurred. Marcellus cores were recovered from an outcrop. All cores were then vacuum-
sealed in plastic and stored under ambient conditions until analysis. No treatment, such as oven-
drying, was done prior to analysis. Each core was characterized using several techniques, 
including X-ray diffraction (XRD) to obtain mineralogy, by LECO TOC analysis to obtain TOC, 
and pyrolysis in a Weatherford Source Rock Analyzer (SRA) to provide a measure of thermal 
maturity (R0) and hydrogen index (HI). Based on the XRD and SRA analysis, the samples were 
grouped into a high thermal maturity group (carbonate- and clay-rich samples from the Eagle 
Ford, CARB HM, CLAY HM, and a sample from the Marcellus, MAR HM); and a low thermal 
maturity group from the Eagle Ford (CLAY LM, CARB LM). Micrographs before and after 
contact were obtained using SEM (Hitachi S-3400N). 
 
                                                 
1 All tables are located in Appendix 2-B at the end of Chapter 2. 
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The shales were also analyzed by direct thermal treatment, monitoring the evolution of 
material by differential thermal analysis/thermogravimetric analysis (DTA/TGA) and by 
pyrolysis GC. A Harrop DTA/TGA was used to analyze 266 to 290 mg of ground sample from 
each core. The samples were heated in an Al2O3 crucible with an argon purge of 200 mL/min. 
The reference material was also Al2O3. Heat flux and mass were recorded simultaneously as the 
sample was heated from 50 to 600°C at a rate of 2.5 ° min-1. The mass of unbound H2O in the 
Eagle Ford samples was determined by gravimetry, independently from the TGA analysis, by 
heating unpulverized shale samples for 24 h at 105 °C. The shale samples were also analyzed by 
direct thermal desorption pyrolysis. The samples (50±5 mg) were prepared by grinding using a 
mortar and pestle before introduction into the pGC-MS instrument. The samples were rapidly 
heated from 40 to 350 °C in a Frontier Lab Multi-Shot Pyrolyzer, and the evolved material was 
passed through a Phenomenex ab-5 column and analyzed in a GC-MS (Agilent 7890A/5975) 
over mass range 40-700 amu. Release of lower molecular weight hydrocarbons and CO2 could 
be measured with this technique, as compared with standard GC-MS methods.  
 
Sample Preparation 
For each core sample, six duplicate 1-mm-thick sections were cut perpendicular to 
bedding in successive concentric slices on a water-cooled rock saw. By cutting slices from a 
single core sample across the bedding, the inter-sample variability was limited so the 
uncontacted sample could be directly compared to the contacted samples. The samples were then 
briefly rinsed with ultrapure water (18.2 MΩ•cm) to remove any loose rock particles that may 
have adhered to the surface and allowed to dry overnight. After recording the mass, each of the 
six duplicate sections was then either left untreated or leached in 10 mL of dichloromethane, 
toluene, hexane, acetone or methanol for 20 hours at 20°C (on a stir table), after which the shales 
were removed from the solvents and allowed to dry. Air drying is a very mild treatment and will 
not remove the clay-bound water from the samples. The presence of clay-bound water has been 
shown to decrease porosity (Lee et al., 2014); however, it would not have affected the change in 
porosity experienced by the samples during solvent extraction. A variety of solvents were 
selected to represent a range of properties, as given in Table 2.2. Whole sections and mild 
conditions were used for extraction to preserve the pore structure of the shale for SANS analysis, 
rather than more rigorous methods such as Soxhlet extraction (Radke et al., 1978). 
 
Sample mounts for SANS were prepared by Spectrum Petrographic, Inc. Each was 
mounted on a 1 mm thick quartz glass slide using epoxy and ground to approximately 150 
microns. These thin sections of the shales were centered on an 8 mm mask for SANS analysis. 
Due to the low permeability of the samples, penetration by epoxy would be minor compared to 
section thickness and this method has been shown to result in negligible multiple scattering, as 
well as limited scattering contributions from the slide and glue (Anovitz et al., 2009; Anovitz et 
al., 2013).  
 
Analysis of Extracts by Gas Chromatography 
Hydrocarbons extracted from the shales were analyzed by gas chromatography using a 
Hewlett Packard (HP) 5890 gas chromatograph with a 5972 mass selective detector (MSD) 
running Enhanced ChemStation software (G1701BA version B.01.00). A DB5 capillary column 
(J&W Scientific) was used with ultrahigh purity (UHP) helium as a carrier gas (Air Liquide, 
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99.9999%) after passing through a desiccating column. Method details are given in Table 2.3. A 
solvent was run between each sample injection to minimize carryover of high molecular weight 
compounds, although these had negligible concentrations. Also, chromatograms during the hold 
at the highest temperature did not show evidence of the slow elution of high molecular weight 
compounds. Retention times were assigned based on the use of calibration runs and peak 
assignment was done using the ion fragmentation pattern from the GC-MS. The quantification 
uncertainty of the analyses was ±10% based on repeated measurements of calibration standards. 
 
Hydrocarbon elution times and sensitivities were determined using calibration standards, 
C6 through C28 and MA-EPH Aromatic Hydrocarbons (Absolute Standards Inc. Lots 030700 
and 121399 respectively). Peak areas were normalized to the solvent peak, observed in the gas 
chromatograph. Sensitivity factors were calculated based on the signal from an internal standard, 
naphthalene d-8. Comparison between solvents for any particular shale, and comparisons 
between shales were calculated from chromatographic intensities at mass/charge, m/z = 57 
relative to naphthalene. This C4H9
+ fragment appeared to account for most of the extractable 
hydrocarbon, although C6H5
+ (m/z = 77) was also observed in some chromatograms, particularly 
for toluene extractions. Calibration with absolute standards indicated that the volatility range of 
aromatic compounds that could be viewed directly would have ranged from naphthalene 
(retention time (RT) of 6.04 min) to benzoperylene (RT of 20.58 min) had they been present in 
the sample. 
 
Analysis of Shales by Small Angle Neutron  
The general purpose (GP)-SANS instrument at the ORNL High Flux Isotope Reactor 
(HFIR) was used to collect data on the porosity of the Eagle Ford shales before and after contact 
with organic solvents. The instrument can be used to study dense geological samples (Radliński 
et al., 2004; Radliński, 2006; Anovitz et al., 2009; Anovitz et al., 2013) because it takes 
advantage of the penetrating power of neutrons from the cold neutron source at HFIR, which 
interact with the nucleus of the atoms within the sample (Wignall et al., 2012).  
 
Spectra were obtained at three sample-to-detector distances (1.1 m, 7.8 m, and 18.3 m) to 
increase the observed angular range and, thus, the Q-range. The source radius was 20 mm and a 
12 mm diameter sample mask was used for each sample-to-detector distance. The trap radii were 
38 mm at 1.1 m and 7.8 m and 8mm at 18.3 m. The wavelengths of the neutrons were 4.75Å at 
1.1 m and 7.8 m and 12 Å at 18.3 m with a wavelength spread Δλ/λ = 0.15. The resultant 
scattering vector ranged from 0.0003 to 0.7 Å-1, which corresponds to sizes from approximately 
9 to 20000 Å. Data were corrected for empty-beam scattering, background counts and detector 
uniformity, sample transmission and scattering volume, and reduced to absolute scale 
(differential cross-section per unit volume) by normalization to the intensity of the direct beam.  
 
Our samples produced scattering patterns that were anisotropic with elliptical azimuthal 
symmetry, which has been documented in shales cut perpendicular to bedding (Hall et al., 1986; 
Anovitz et al., 2015b; Gu et al., 2015). However, anisotropy was not taken into account and 
scattering patterns were radially integrated over all scattering vectors, Q. This method has the 
effect of smoothing features in the pore size distribution, making peaks lower and broader than 
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would have been observed if the data had been reduced considering anisotropy (Swift et al., 
2014).  
 
Background Calculations  
At high Q values, coherent (structural) scattering is overwhelmed by flat incoherent 
background scattering (Swift et al., 2014). Traditionally, in shales and other rocks, the 
contribution of background scattering has been determined using a Porod transform (Glatter & 
Kratky, 1982), which provides the background as the slope of a plot of Q4I as a function of Q4. 
However, the presence of ordered clays in these shale samples causes an interaction of 
incoherent scattering and clay Bragg peaks in the high Q-range, disrupting the background 
calculation from the Porod transform (Kuila & Prasad, 2013; Kuila et al., 2014). The effect of 
clay minerals in the high Q-range was also observed by Clarkson and colleagues (Clarkson et al., 
2013). In order not to obscure the effect of ordered clay minerals, the background was 
determined for each sample from the minimum intensity measured in the high Q-range. Since the 
background calculation relies on one point only, this increases uncertainty in the high Q-range 
(small pore sizes) SANS data, where background subtraction has the greatest effect on intensity.  
 
Porosity Calculations  
In SANS, scattering takes place at the interface of two adjacent phases (Radliński & 
Hinde, 2002). The intensity of this scattering is determined by the square of the difference in the 
scattering length densities (SLDs) of these interfaces (Radliński & Hinde, 2002; Anovitz et al., 
2009; Swift et al., 2014). The largest difference in SLD in rocks occurs between minerals and 
pores, which leads to the two-phase approximation that allows porosity to be calculated from 
scattering curves (Radliński & Hinde, 2002). Since the SLDs of light, aliphatic hydrocarbons, 
water, and empty pores are very similar, the porosity calculated from scattering curves includes 
empty pores and pores filled with water and aliphatic hydrocarbons, here simply referred to as 
porosity (Hall et al., 1986; Radliński & Hinde, 2002; Anovitz et al., 2015b). As shown by 
Anovitz and colleagues (2015a), SANS data can produce cumulative porosity as a function of 
pore diameters from about 1 nm to 1 μm. The porosity contribution at each pore diameter can be 
determined by step-wise subtraction from the cumulative porosity. 
Results 
Characterization of Shale Cores  
Lithology and maturity values obtained for each shale core sample are listed in Table 2.1 
and Table 2.4, respectively. In Table 2.4, S1, S2, and S3 correspond to various fractions of the 
TOC in the samples calculated from the SRA pyrolysis. S1 refers to the free oil and gas that 
evolved from the sample, without the cracking of kerogen, at 300 ºC; S2 is the portion of 
hydrocarbons volatilized above 300 ºC that are released from the cracking of heavy 
hydrocarbons and from the thermal breakdown of kerogen; and S3 is the amount of CO2 released 
from thermal cracking of kerogen (McCarthy et al., 2011). The hydrogen and oxygen indices 
indicate that the kerogen present in the CARB LM and the CLAY LM samples are primarily 
Type I kerogen, which were most likely deposited in a lacustrine setting and is highly prone to 
generating oil and gas (~ 70-80% of the mass) (Huc, 2013). The very low hydrogen and oxygen 
indices in all of the high maturity samples indicate a thermally mature system where the 
distinction among kerogen type virtually disappears (Huc, 2013). 
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 The masses recorded before and after TGA analysis are given in Table 2.5, showing a 
range of mass losses from less than 1% to over 10%. The corresponding DTA traces did not give 
any indication of significant endothermic or exothermic reactive processes. TGA data were 
combined with rock evaluations, Table 2.4, and independent measurements of unbound water 
content to indicate the fraction of hydrocarbons versus water mass loss coming from the shale. 
The structural water percentage was estimated by subtracting the other values from the overall 
mass loss. For all of the samples, the mass loss associated with water, either unbound or 
structural, was the major fraction present, occurring below 150 and above 400 °C respectively. 
The low maturity samples also indicated that S2 (kerogen breakdown above 300 °C) could have 
comprised a significant fraction of the mass loss in the TGA, in agreement with the Rock Eval 
analysis presented in Table 2.4. The Eagle Ford and Marcellus high maturity samples had a 
comparatively small amount of organic released when heated to 600 °C, with the exception of 
the CLAY HM sample. The high mass loss shown at high temperatures is in agreement with the 
relatively high TOC observed in the Rock Eval analysis. Although, perhaps a counter-intuitive 
finding for a high maturity sample, high TOC has been observed for other high clay composition 
shales, and relates to the lithography of the stratigraphic depth. 
 
Pyrolysis GC analyses were performed to investigate differences in total hydrocarbon 
content between the different rock types and maturities, which could be compared with the 
analyzed extractable fractions. Classes of molecules desorbed are summarized in Table 2.6. 
 
Pyrolysis GC-MS chromatograms showed broad hydrocarbon distributions, with peak 
progressions typical of chain and branched paraffins. In addition to the C9-C28 progressions 
observed in the extracted material, paraffins of chain length C30-C40 were also observed in the 
samples. Small fragments such as butenes and light aromatic compounds were observed by 
pyrolysis GC-MS. However, the pyrolysis GC results showed no evidence of polyaromatic 
hydrocarbons at temperatures below 300°C. This suggests that larger molecular weight refractory 
material, if present, was not volatilized intact, but degradation of kerogen could have occurred at 
higher temperatures. The evaporative loss of light paraffins along with the higher temperature 
pyrolysis of aliphatic and aromatic compounds in the heating of shales has been reported 
elsewhere (Ballice & Larsen, 2003).   
 
CO2 was also observed from the pyrolysis GC-MS of the samples analyzed. However, 
this was not correlated with carbonate in the shale. No CO2 was evolved from the carbonate-rich 
sample CARB HM, while the most CO2 came from CLAY HM, a clay-rich shale. As 
temperatures in the pyrolysis GC-MS were not high enough to decompose the carbonate 
minerals, the evolved CO2 likely arose from the breakdown of organic matter.  
 
Gas Chromatography of Solvent Fluids 
Gas chromatograms for the solvent extractions from the shales are shown in Figure 2.12. 
Data are plotted for C4H9
+, but are similar in appearance to the total ion chromatogram. The 
chromatogram retention times are characteristic of carbon chain lengths between C9-C28. 
Lighter hydrocarbons were not detectable in the chromatogram as they were obscured by the 
                                                 
2 All figures are located in Appendix 2-A at the end of Chapter 2. 
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solvent peak. Hydrocarbons larger than C28 (boiling point = 432 °C), would not have passed 
through the column.  
 
The solubilized material had little aromatic character. The paraffinic progression seen in 
the pyrolysis GC-MS was also observed in the chromatograms of extracted organics, although 
the chromatograms differed because in the former case the hydrocarbons came from thermal 
desorption and in the latter they came from solvent extraction. The ion chromatograms 
corresponding to the phenyl radical (C6H5
+), showed very low signal-to-noise ratios. Primarily 
the toluene extractions, but also the dichloromethane, contacts exhibited a large peak that 
evolved between 15 and 16 minutes with an aromatic signature with C6H5+. The peak was not 
present in the blank toluene solvent and eluted much later than toluene, the latter (m/z = 91) seen 
at 3.101 min. Other masses associated with this peak include m/z = 105 and 57, as well as the 
sum of these at m/z = 163. Butene radical (C3H4
+, m/z = 51) was also present, corroborating 
pyrolysis GC-MS results. These peaks may have come from the fragmentation of a phenolic 
ketone evolved from the degradation of resins in the shale (Kemp, 1981).   
 
Quantifications of the total ion chromatograms from GC-MS of the extracted 
hydrocarbons are shown in Figures 2.2 and 2.3. The relative amounts of material extracted were 
calculated based on normalization procedures discussed in the section entitled Analysis of 
Extracts by Gas Chromatography. Hence, the intensity of the chromatograms corresponds to the 
efficiency of the solvent in extracting hydrocarbons from the shale. In the case of CARB HM, 
the high-maturity carbonate-rich shale, all of the solvents performed similarly, and a single broad 
hump was observed in the chromatogram peaking at about 13-14 min retention time (Figure 
2.1a). Leachate chromatograms from CLAY HM, the high-maturity clay-rich shale (Figure 2.1c), 
showed a significant early elution of lighter hydrocarbons as would be expected from a more 
mature formation. Toluene and hexane acted effectively in extracting material from this shale, 
corroborated by pyrolysis GC-MS in the observation of lighter aromatics. The two low maturity 
Eagle Ford shales, CARB LM and CLAY LM, had similar broad peaks in hydrocarbon 
distribution at 16 to 17 min (Figures 2.1b and d respectively), but CARB LM also had a 
significant extraction at lower masses, with a broad peak at 12 min. Non-polar solvents, hexane 
and dichloromethane, worked particularly well in extracting organic matter from these shales, 
although toluene was also able to remove a significant amount of material. None of the solvents 
worked well for the Marcellus shale, although a broad distribution of paraffins was observed in 
the effluent at longer retention times, at 18 min (Figure 2.1e).  
 
SANS Results  
Cumulative porosities measured by SANS before and after extraction, are presented in 
Table 2.7, with the total change in porosity in italics. The cumulative porosity curves obtained 
from SANS were also analyzed to produce plots of pore size distributions for each sample 
exposed to the various solvents (Figure 2.4). These plots show how the porosity distribution of 
each sample changes as a function of pore size diameter over the range of approximately 1 nm to 
1 μm, after contact with each solvent. The International Union of Pure and Applied Chemistry 
recommend a classification of pores in the nanoporosity range according to the diameter of their 
pore size (Sing et al., 1985); however, this classification is not always appropriate for shales and, 
in the case of our samples, may obscures important features observed in the pore size distribution 
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plots (Kuila & Prasad, 2013).  Consequently, ranges of pore sizes were identified in the pore size 
distribution plots as ranges of interest based on the distribution of peaks and artifacts of changing 
detector distances (Table 2.8). In each of these ranges, the total change in porosity for each of the 
contacted samples (with respect to the uncontacted samples) was calculated. In order to account 
for the different sizes of the ranges, the change in porosity was then normalized to the porosity of 
the uncontacted samples by subtracting the extracted porosity by the initial porosity then 
dividing by the initial porosity (Figure 2.5). Ranges 1 and 2 (pores below 8.91 nm in diameter) 
were the most affected by uncertainties associated with background subtraction and had the 
largest changes in porosity, thus, they are not presented in Figure 2.5.  
Discussion 
Gas Chromatography of the Effluent and the Shale  
Gas chromatographic analyses of the solvent extraction of native organics from shales are 
summarized in Figures 2.2 and 2.3. Figure 2.2 shows the mass fraction of hydrocarbons extracted 
by each of the five solvents from each shale sample, and Figure 2.3 shows the mass of 
hydrocarbons extracted. As expected, the most effective solvents have representative 
characteristics, such as the solubility parameter and dipole moment (Table 2.2) that best match 
those of the native organics in the shales. Polar solvents, such as methanol and acetone, did not 
extract as much material as did non-polar solvents such as toluene, dichloromethane and hexane, 
except for in CARB HM where acetone removed the most material. While there was a large 
variation in the amount of organic material extracted with acetone, the amount removed with the 
methanol was relatively similar for all five samples.  
 
Results for the low TOC Eagle Ford shale, CARB HM, were quantitatively and 
qualitatively different from the other Eagle Ford samples. The amount extracted was very low, 
and acetone and methanol both had a relatively high loading of hydrocarbons. The small amount 
extracted (Figure 2.3) is consistent with the relatively small TOC value for CARB HM relative to 
the other Eagle Ford samples. The mass spectrum of the extracted material also indicates the 
presence of an aliphatic ketone, which was not seen in extractions from the other shales and is 
likely an artifact of external contamination.  
 
The distribution of chain lengths in the extracted hydrocarbons is expected to change as 
the shale matures, producing both lighter and heavier fragments during metagenesis. This was, in 
fact, observed in the profiles of GC-MS paraffinic hydrocarbons extracted from these shale 
samples (Figure 2.1). The amount of material extracted from the higher maturity shales was less 
than that extracted from the lower maturity samples, consistent with the production of more 
refractory material during maturation. In the pyrolysis GC results for the clay-rich samples, the 
hydrocarbon envelope for the higher maturity sample shifted to earlier retention times (lower 
molecular weight) relative to that of the lower maturity sample. The shift is not apparent for the 
carbonate-rich shales. Quantification of the pyrolysis GC-MS results confirms that more C7-C28 
is available from the samples with a significant percentage of clay, and more hydrocarbons are 
extracted from less-mature formations. In addition, significant C30-C40 was observed in the 
pyrolysis GC of the CARB LM and MAR HM samples. 
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The extraction pattern from the Marcellus shale was significantly different from that from 
the Eagle Ford (Figure 2.1). Even though the TOC value of the Marcellus sample was 
comparable (4.31 %, Table 2.4) the amount dissolved in the non-polar solvents was much lower 
than in the Eagle Ford samples, and had a different chemical profile. The GC results showed that 
most of the material extracted was removed by toluene and dichloromethane and extraction by 
hexane was negligible. While most solvents only extracted small amounts in the Marcellus, 
methanol was approximately as effective as in the Eagle Ford samples (Figure 2.3). Thermal 
analysis of the Marcellus also indicated that the hydrocarbons were tightly bound, as most of the 
mass loss could be attributed to H2O, either bound or unbound, similar to the pattern observed 
with the high maturity Eagle Ford samples. 
 
Porosity and Pore Size Distributions in the Shales  
Cumulative porosities presented in Table 2.7 represent the porosity from ranges 2 
through 5 (~2 nm – 1.4 μm). Range 1 (< 1.7 nm) was not included in the cumulative porosity 
calculation because of the large uncertainty associated with background subtraction at the 
smallest pore sizes (Bahadur et al., 2015). Additionally, since range 2 (1.7 – 8.9 nm) was also 
significantly affected by background subtraction, the contribution to porosity from range 2 is 
taken as the uncertainty in the cumulative porosity, presented in parenthesis. The cumulative 
porosities of the uncontacted samples shown in Table 2.7 are lower than the anisotropic porosity 
values reported earlier (Anovitz et al., 2015b) on the same shale cores. While some of this 
difference could be due to sample heterogeneity, most can be attributed to the larger range of 
pore sizes capable of being observed by using USANS in the earlier study (Anovitz et al., 
2015b). Total porosity values presented in Table 2.7 are thus conservative estimates and are 
expected to be much higher if porosity contributions outside the observed range are considered. 
 
In the uncontacted samples, there was a notable trend in cumulative porosity with 
maturity. In the carbonate-rich Eagle Ford samples, the lower maturity sample had much higher 
porosity than the higher maturity sample. This trend was also observed, to a lesser extent, in the 
clay-rich samples, however the slight difference in porosity was within the error calculated for 
these samples. This trend with maturity is consistent with trends of porosity versus maturity 
reported earlier on the same shale cores (Anovitz et al., 2015b), as well as on different shales 
studied elsewhere (Mastalerz et al., 2013; Bahadur et al., 2015).  
 
The pore size distributions in most of the samples, including the extracted samples 
(Figure 2.4), show a bimodal distribution in ranges 2 through 5 (1.67 nm – 1.35 µm). This 
bimodal distribution has been reported elsewhere when looking at pore ranges from 
approximately 1.7 to 200 nm in shales (Clarkson et al., 2013; Kuila et al., 2014; Swift et al., 
2014). The maxima of the distributions in our samples occur at about 2.72 nm in range 2 (1.7 – 
8.9 nm) and around 500 to 800 nm, depending upon the sample, in range 5 (272 nm to 1.35 µm). 
 
The peak in range 2 has been observed in other shale studies using methods besides 
SANS, and is commonly attributed to pores caused by clay structure, specifically intra-tactoid 
porosity (Kuila & Prasad, 2013). The traditional method of background subtraction for SANS, 
using the Porod plot, obscures this peak. However, by using the minimum intensity as 
background, this peak can be observed in most of the samples examined. While the use of a 
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single datum to approximate the background increases the uncertainty in our results, that the 
peak in range 2 is consistently present among the various solvents and across samples lends 
validity to this method of background subtraction. The results also suggest that the total porosity 
contribution from the peak in range 2 is generally proportional to the percentage of clay in the 
sample (Figure 2.6). For example, CARB HM has the lowest clay content (4.0 %) and the 
smallest peak in range 2. This supports earlier findings that this peak is associated with clay 
porosity (Kuila & Prasad, 2013).  
 
In other studies on pore size distribution in shale, a maximum at larger pore sizes is 
observed, but the pore diameter at which it occurs varies. For example, Kuila and Prasad (2013) 
observed maxima at 50-100 nm and 2 µm which they attributed to intertactoid and inter-
aggregate porosity, respectively. However, in our samples the peak occurred in the 272 nm to 
1.35 µm range suggesting that these samples contained larger clay aggregates, creating larger 
pores, or that the porosity observed by this peak is not associated with clays and could be 
associated with porous organic matter. Whatever the cause, these larger pore structures 
contributed greatly to the porosity, more than size range 2 in most of the samples. 
 
The pore size distribution below about 2 nm (range 1) also shows a distinctive peak 
around about 1 nm and contributes greatly to the total porosity of the sample. This peak, 
however, is usually defined by only one or two data points and is the range most affected by 
background subtraction. Therefore, any conclusions about porosity at this scale are tenuous and 
require further investigation. 
 
Comparison of Gas Chromatography and SANS Results 
Although it is clear that dissolution of organic matter must change the pore structure of 
shales, it is difficult to correlate the porosity changes observed in SANS after solvent extraction 
with the amount of material extracted as measured by GS-MS. This is because porosity changes 
in SANS are attributed to the breakdown of the larger organics with higher C/H ratios, such as 
the resins and asphaltenes in bitumen (Radliński et al., 2000; Radliński & Hinde, 2002), while 
the GC-MS data show mainly aliphatic hydrocarbons up to C28. Nonetheless, the effects of 
solvent contact can be analyzed using the SANS technique, and our results suggest that they 
show a significant, measureable effect on the porosity distribution, discussed below. Our results 
further suggest that this effect is not universal, but depends on specific characteristics of both the 
shale and the solvent.  
 
Chemical Interactions and Extraction  
As discussed in the section entitled Porosity Calculations, the creation of empty pores due 
to the removal of aliphatic hydrocarbons (S1 organic matter) by solvent dissolution should not 
significantly change the porosity observed in a SANS experiment, because pores filled with 
aliphatics and empty pores contribute almost equally to scattering (Radliński & Hinde, 2002). 
Observed changes in porosity can instead be attributed to the removal or breakdown of resins 
and asphaltenes in bitumen, also known as the S2 organic portion. These have SLDs closer to 
that of the surrounding matrix, and thus their removal will increase the scattering intensity by 
increasing the scattering contrast between the pore and its matrix (Figure 2.7). 
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Based on this analysis, our results clearly suggest that resins and asphaltenes have been 
dissolved from pores at all scales observed. This is supported by the fact that there is a positive 
correlation in the initial amount of S2 (hydrocarbons volatilized above 300 ºC) in each sample 
and measured increases in porosity calculated from SANS, which is less distinct for other 
portions of organic matter (TOC, S1, and S3). This removal can occur in pores through three 
possible mechanisms (Figure 2.7); 1) the complete breakdown of porous resins or asphaltenes, 2) 
dissolution and migration of resins and asphaltenes (cf. discussion of the effects of maturation by 
Radliński et al., 2000), or 3) the partial dissolution of the organic matter, forming smaller pores 
within the organic matter. The first and second mechanisms lead to an increase and decrease, 
respectively, in scattering intensity in the pores at all scales. In the second mechanism, the 
migration of heavier organic material (higher SLD) scatters less at matrix boundaries than 
previously empty or water-filled pores (Radliński et al., 2000). As shown by Rother and 
coworkers (2007), the third mechanism will lead to the formation of a smaller set of pores, or at 
least shift the pore-size distribution.  
  
Our data suggest that Mechanism 1 or 2, or a combination of the two, is most likely 
dominant. This is because no shift in the pore size distribution peaks was observed with solvent 
extraction in any of the samples. However, the increase in porosity observed with scattering in 
most of the samples (CARB HM, CARB LM, CLAY HM, and MAR HM) are most likely 
attributed to Mechanism 1 and the decrease in porosity in CLAY LM to Mechanism 2. 
 
When considering the change in cumulative porosity (Table 2.7) the higher maturity 
Eagle Ford samples (CARB HM and CLAY HM) showed very little observable change in 
porosity arising from extraction, while the lower maturity Eagle Ford samples showed much 
greater changes, with the measured porosity of CARB LM generally increasing and that of 
CLAY LM generally decreasing. The high maturity Marcellus sample (MAR HM) also showed 
an increase in porosity. These trends are discussed in more detail below.  
 
The changes in porosity with extraction, normalized to the initial porosity of each sample, 
are shown in Figure 2.5. There are two possible explanations for the differences between the 
magnitude of the changes in the high-and low-maturity samples, solvent penetration or the 
amount of extractable material. For the Eagle Ford samples, both mechanisms are possible. The 
greater change in porosity in the low-maturity compared to the higher-maturity samples in the 
Eagle Ford could be due to greater penetration of solvent into the sample during extraction. 
Additionally, the lower maturity samples have larger S2 values, and thus more extractable 
material. Although, the Marcellus sample (MAR HM) was a high maturity sample, the increases 
in porosity were very large (from about 30 to 160 %), perhaps indicating greater solvent 
penetration. 
 
Most of the samples showed an increase in porosity with extraction, which is expected 
when native organics are removed from the shales. However, the CLAY LM sample showed a 
large decrease in porosity with extraction, which was unexpected. This may be the result of 
physical interactions between the clays and organic solvents, such as clay swelling. These are 
discussed in more detail in the proceeding section (Physical Interaction of Clays and Organic 
19 
Solvents). It could also reflect partial dissolution and transport of fairly mature organics into 
previously empty pores, as per Mechanism 2, above.  
 
Interestingly, the magnitude of the porosity change in the larger pore sizes (ranges 3 
through 5; pores > 8.9 nm) was relatively consistent across the various ranges for each solvent. 
This was not true for the smaller pore sizes (ranges 1 and 2; pores < 8.9 nm). While the porosity 
contribution from ranges 1 and 2 are difficult to assess due to uncertainties caused by 
background subtraction; the trends are very different from those in ranges 3 through 5. A 
decrease in porosity in range 1, especially in solvent contacted CARB LM, CLAY HM, and 
MAR HM, supports Mechanism 1 of pore formation through the obliteration of nanoporous 
bitumen (Figure 2.7).  
 
Physical Interaction of Clays and Organic Solvents  
In addition to the chemical interactions between the clays and native organic matter and 
the solvents described above, physical processes may also have affected the pore structure of the 
shales. The interaction of organic solvents with clay minerals has been reviewed by Kowlska, 
Güler, and Cocke (1994). Solvents can interact directly with clay minerals through van der 
Waals or Lewis acid-base forces, resulting in adsorption of the organic onto the clay. The polar 
interactions are governed by the electron donor or acceptor properties of the clays and the 
solvents, often corresponding to the hydrogen bonding ability of the materials (Cervini-Silva, 
2004). Properties of the solvent that affect bonding are its hydrophobicity, the presence of 
electronegative groups and pi bonds, molecular weight, and chain length. 
 
Smectitic clays are hydrophilic, allowing water to penetrate between the negatively 
charged clay layers, which causes swelling. Water solvates the cations located between the 
mineral layers and adhered to external clay surfaces. The intercalated water affects electron 
transfer processes by coordinating with metallic cations, and hence may impede the interactions 
of clays with organic solvents (Yariv, 1996). Introduction of solvents, particularly those that can 
accept a proton from bound water molecules, changes the energetics of that interaction. Organic 
solvents may also wet the interfacial surfaces, but their penetration may be impeded by pockets 
of more tightly bound water (Warren et al., 1986). In our experiments, the extracted amount of 
native organic matter correlated directly with the amount of the clay. Mixed illite/smectite clays 
dominate the samples analyzed, but because of the similarity in illite-to-smectite ratios for all the 
Eagle Ford samples, the amount extracted also corresponds to the percentage of expandable 
smectite layers. 
 
The oil and gas industry uses CO2-toluene cleaners on reservoir rocks, cycling through 
numerous times, with the intent of removing oil that is blocking the pores to get a true 
permeability.  Like many of the methods in the industry, this has been extended from 
conventional reservoir rocks, such as sandstones and carbonates, to unconventional shale 
reservoirs with much lower porosity and permeability. Shale behaves differently than other 
reservoir rocks and has demonstrated interesting results that are not fully explained, including a 
decrease in permeability after CO2-toluene cleaning. This decrease may be attributed to kerogen 
swelling due to the toluene. Another example of solvent interactions, this time with 
manufactured clays, has been shown to depend on the solvent having both hydrophobic and 
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hydrophilic groups (Jones, 1983). Pure hydrocarbons, such as hexane, are not as effective at 
penetrating layers in the clay as polar solvents, because the energetics of intercalation are not 
favorable. Polar, aromatic, and hydrogen bonding solvents can form stable complexes in the 
interlayer spaces, causing swelling of the clay matrix. 
 
In the experiments report here, the decrease in porosity did not correlate directly with 
dipole moment, similar to what was reported by Jones (1983). For instance, acetone had a 
comparatively small effect on porosity in the CLAY LM sample relative to methanol and DCM. 
The high dipole moment of acetone, 2.88, may have made access of acetone into the clay matrix 
much more difficult than methanol and DCM, with dipole moments of 1.7 and 1.6, respectively. 
Graber and Mingelgrin (1994) modeled the swelling of clays using regular solution theory. They 
found that the greatest effect was for solvents having a solubility parameter closest to the clay 
matrix, similar to the effect seen in polymeric systems. Thus, the literature supports the 
hypothesis that in the experiments reported here, the solvents caused swelling in the clays by 
interaction with the kerogen and bitumen in the pores. 
 
In the MAR HM and CARB LM samples, polar methanol and acetone increased the 
porosity observed by SANS in range 5 (272 nm to 1.35 μm) more than the other solvents. While 
acetone and methanol extractions yielded a significant change in porosity in the Marcellus 
sample, relatively little paraffinic extraction was observed by GC-MS. MAR HM and CARB LM 
contain more longer-chain organic matter, C30 to C40 (observed by pGC-MS), present only in 
smaller amounts in the other samples. This organic matter would not have been observed by GC-
MS in the extraction effluent, but removal or breakdown would have been observed as increased 
porosity in SANS. Methanol in particular has been observed to penetrate and attack larger 
organics and convert them into smaller, extractable molecules (Koel et al., 2001). The increase in 
porosity after methanol contact in range 5 (pores > 270 nm) could, therefore, indicate deposits of 
larger asphaltenes and resins with polar groups (Figure 2.7, Mechanism 1), or the scale of pore 
created during solvent induced breakdown of even larger pockets of organic matter (Figure 2.7, 
Mechanism 2 or 3). Alternatively, the increase in porosity at this scale could be attributed to 
displacement of water in the interlayer spacings and subsequent dehydration of clays. Solvent 
uptake into porous materials through displacement of water can cause evaporative drying 
(Saliger et al., 1997; Kabiri & Zohuriaan-Mehr, 2004), and has been found to shrink smaller 
pores (less than 6 Å) and enlarge larger pores (Job et al., 2005). Although shales may experience 
evaporative drying, in none of the samples was a shift observed in the pore volume distribution 
maxima, suggesting that drying was not an important mechanism in these shale-solvent 
interactions.  
 
The sample CLAY LM is unique amongst the samples analyzed here in that its porosity 
decreased significantly in the solvent extracted samples relative to the starting material. Scanning 
electron microscope images of CLAY LM (Figure 2.8) show that fissures in the rock that existed 
before extraction appear to have sealed after contact with dichloromethane, possibly due to 
swelling of the clays from exposure to the solvent. CLAY LM also had the greatest percentage of 
clay minerals (40.4 %), including Illite/Smectite (22.2 %). The extent of the decrease observed 
by SANS varies, however, from solvent to solvent. Although interlayer water molecules in 
smectites can be displaced by solvents, this is primarily true for small polar organics, such as 
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methanol that can form hydrogen bonds with mineral surfaces (Lagaly, 1984). Hydrogen 
bonding solvents (such as methanol) have been reported to swell clays more than polar aprotic 
(acetone) and non-polar solvents (Job et al., 2005). Therefore, a larger decrease in porosity 
would be expected with polar than non-polar solvents. This is partially consistent with our results 
for CLAY LM, in which methanol (polar), for example, decreased porosity more in than did 
hexane (non-polar). However, non-polar toluene and weakly polar dichloromethane decreased 
porosity even more than methanol, suggesting that, for these solvents, chemical interactions with 
the organic materials were more important than physical swelling of the clays (see section 
entitled Chemical Interactions and Extraction).  
Conclusions 
In this study, we used neutron scattering to complement conventional methods of 
geochemical analysis to investigate the link between the type of extractable organic material 
present in shales and the porosity of the rock. Our goal was to understand the nature and location 
of hydrocarbons in these shales. For most of the samples, the amount of native organic extracted, 
representative of the oil fraction, directly relates to the percentage of clay in the shale. Toluene, 
dichloromethane, and hexane were the best solvents for extraction, because they were chemically 
compatible with the paraffinic hydrocarbons in the shales.  
 
Differences in SANS data before and after leaching indicated, as expected, that 
extractions change cumulative porosity. Changes in the porosity calculated by SANS are 
indicative of the extraction or breakdown of higher molecular weight bitumen with higher C/H 
ratios (asphaltenes and resins), which compose the S2 portion of TOC. This can occur though at 
least three mechanisms (Figure 2.7); the complete dissolution of asphaltenes and resins 
(Mechanism 1), the extraction and migration of asphaltenes and resins, which get trapped in the 
pore matrix (Mechanism 2), or the partial breakdown of refractory organic matter, creating 
smaller pores (Mechanism 3). Larger molecules could not be observed in the GC-MS of the 
effluent, but hydrocarbons up to C40 were observed in the pyrolysis GC. The total increase in 
porosity observed with extraction correlated well with the amount of S2 determined by the SRA 
pyrolysis.  
 
No shift was observed in the pore size distributions in any extracted samples, suggesting 
Mechanisms 1 and 2 dominate Mechanism 3. To understand the effect of various solvents on 
different pore size ranges, the SANS data were partitioned into five ranges. For each of the 
solvents tested, the change in porosity observed was consistent across ranges 3 through 5 (8.91 
nm – 1.35 μm). However, in MAR HM and CARB LM, contact with acetone and methanol 
increased porosity dramatically in range 5 (272 nm – 1.35 μm) compared to the other ranges. 
This suggests native organics compatible with methanol and acetone are contained within this 
pore size range. In addition, complex fluid-rock interactions, such as swelling of the matrix by 
the solvents, appear to have occurred. These were particularly apparent in the low-maturity clay-
rich sample. Additionally, this study showed that the amount of extractable material, paraffinic 
hydrocarbons (<C28), could not be directly correlated to the changes in porosity measured by 
SANS.   
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Assuming that the results obtained have some generality beyond the few samples tested, 
the data may have significant implications both for understanding the distribution of organics in 
tight oil/gas shales as a function of pore size, and for examining the effect of organic solvents on 
pore structure. If certain solvents cause swelling in shales and decrease conductivity they may 
reduce, rather than enhance recovery.  These determinations of structure of pores in shales, 
including swelling, can inform numerical models for hydrocarbon diffusion, migration, and 
extraction. The location and nature of organic/inorganic interfaces between organic matter and 
surrounding minerals may also play an important role in transport (Collell et al., 2015). 
 
This study has demonstrated that exposure to organic solvents causes complex physical 
and chemical interactions in shales, not only simple dissolution of native organic matter. SANS 
results have shown these interactions could include clay swelling, breakdown, dissolution, or 
migration of resins and asphaltenes. Additionally, important pore size ranges have been 
identified in shales, which respond differently to solvents. Large pores (> 270 nm) have been 
recognized in certain shales containing asphaltenes and resins with polar groups. Clays also play 
a significant role in hydrocarbon extraction and porosity, especially in the Eagle Ford shale. The 
amount of extractable paraffinic hydrocarbons (< C28) has been related to the fraction of clay 
minerals present. These hydrocarbons may be stored in the small pore size range (< 8.9 nm) 
within clays identified by SANS. Thus, this study has demonstrated important relationships in 
how native organics are distributed within the pore structure of shales. 
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Appendix 2-A: Figures 
 
Figure 2.1: Gas Chromatograms. Extraction gas chromatograms for shale samples 
showing m/z = 57. 
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Figure 2.2: Relative Extraction Efficiency of Solvents. Relative effectiveness of solvent 
on extracting hydrocarbons from shale samples, normalized to 100% of the hydrocarbons 
removed from each sample. 
 
 
Figure 2.3: Amount Extracted by Solvent. Mass extracted as a function of solvent, for 
shale samples from the Eagle Ford (TX) and Marcellus (PA) plays. Data were collected 




Figure 2.4: Pore Size Distributions. SANS measured pore size distributions as a function 
of pore diameter for the Eagle Ford shales (top), and the Marcellus shale (bottom).  
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Figure 2.5: Porosity Changes. Changes in porosity due to extraction for ranges 3 (8.9 – 59 
nm), 4 (59 – 270 nm), and 5 (270 – 1,400 nm), normalized to the porosity of the unleached 
rock, for the Eagle Ford shales (top) and the Marcellus shale (bottom). Note the differences 
in the scale of porosity increase among the samples. 
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Figure 2.6: Porosity (%) Versus Clay Content (%). A linear fit is plotted between the 
porosity determined from peak in Range 2 (1.7 – 8.9 nm) and the percentage of clay in the 
Eagle Ford samples showing an R2 of 0.91. The Marcellus shale datum, also included on the 






































Figure 2.7: Porosity Development. Possible mechanisms of porosity development due to 
extraction by solvents that could be observed by SANS. Porous kerogen and bitumen in the 
rock matrix (composed of minerals and nonporous or inaccessible porous kerogen) could (1) 
completely breakdown into smaller molecules that could be extracted (2) migrate into 
smaller pores or (3) partially dissolve leaving behind the kerogen portion. 
 
  
A. CLAY LM before extraction B. CLAY LM after extraction with 
dichloromethane 
Figure 2.8: Example SEM images. SEM images of CLAY LM before and after contact 
with dichloromethane. 
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Appendix 2-B: Tables 
Table 2.1: Sample Lithology 
Shale 
 
Depth (m) %Clay %Carbonate %Quartz %Other 
%Illite/ 
Smectite+ 
CARB HM 2415 4.0 85.4 6.5 4.1 2.4 
CARB LM 1920 21.8 56.6 10.4 11.2 9.4 
CLAY HM 2481 26.9 28.6 21.6 12.9 15.7 
CLAY LM 1908 40.4 24.8 18.9 15.9 22.2 
MAR HM outcrop 35.2 12.1 44.1 8.6 18.6 
+ %Illite/Smectite refers to the percentage of mixed clay mineral in the shale. 
 
Table 2.2: Solvent Characteristics 
 Solvent Classification Dipole Moment♦ (D) Solubility Parameter♦,* 
(MPa)0.5 
acetone polar aprotic 2.88 19.7 
dichloromethane non-polar 1.60 20.2 
n-hexane non-polar 0.00 14.9 
n-dodecane non-polar 0.00 16.0 
methanol polar protic 1.70 29.7 
toluene non-polar 0.36 18.3 
water polar protic 1.85 48.0 
♦Values taken from Barton (1983). 
* Solubility parameters are calculated as the square root of the heat of vaporization divided by molal 
volume (Kamlet et al., 1981). 
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 2 or 10 µL 
Detector 340°C 
Column DB5, 30 m length, 0.320 mm ID, 0.25µm film thickness 
Solvent Delay 2.0 min 
Carrier gas UHP helium @ 4 bar 
Oven Temperature Program 50-325°C @ 15°·min-1 
Hold at 325°C for 3 min  
 












1.57 0.50 107.07 28.28 0.68 0.53 0.14 0.562 
CARB 
LM 
0.58 6.58 555.32 4.86 6.07 36.54 0.32 0.142 
CLAY 
HM 
1.57 6.72 61.46 3.72 2.50 4.13 0.25 0.377 
CLAY LM 0.58 3.76 529.79 6.12 5.16 19.92 0.23 0.206 
MAR HM 1.60 4.31 6.03 3.71 0.05 0.26 0.16 0.161 
 
Table 2.5: Mass Loss from Thermogravimetric Analysis 
Sample 
Identification 
Initial Mass (mg) 
±0.1 mg 





Loss attributed to unbound 
H2O (wt. %) ±0.4% 
CARB HM 287.9 285.7  0.8 0.44 
CARB LM 236.0 220.1  6.7 0.62 
CLAY HM 289.3 259.6 10.3 0.80 
CLAY LM 266.6 245.0  8.1 1.78 




Table 2.6: Thermal Desorption Pyrolysis GC-MS 
Sample Identification Qualitative Analysis of Desorbed Species 
CARB HM paraffins up to high molecular weight, no CO2 
CARB LM paraffins up to high molecular weight, butene, no parent 
polyaromatic hydrocarbons, little CO2,  
CLAY HM paraffins, butene, CO2, monoaromatics 
CLAY LM paraffins, branched as well as unbranched, CO2 is lower 
MAR HM paraffins, CO2, SO2 (no H2S) 
 
Table 2.7: Porosities Measured by SANS Before and After Solvent Contact  
Cumulative Porosity (%), (uncertainty), and Change in Porosity (%) 
Sample 
Before 
Contact Dichloromethane Acetone Hexanes Methanol Toluene 
CARB HM 
Change 














































MAR HM  
Change 











Table 2.8: Pore Size Ranges for SANS Analysis 
Ranges  Pore Diameter (Å) Pore Diameter (nm) 
1 9.54 – 16.69 0.95 – 1.67 
2 16.69 – 89.06 1.67 – 8.91 
3 89.06 – 585.97 8.91 – 58.60 
4 585.97 –2719.84 58.60 – 271.98 
5 2719.84– 13,536.7 271.98 – 1,353.67 
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Abstract 
The effect of solvent extraction on pore space was examined on a suite of samples from 
the Eagle Ford Shale Formation having varying lithologies and maturities. Several solvents were 
contacted with shales, extracting the compatible organic matter. The porosity in these extracted 
shales was compared to unmodified samples. The amount and type of organic matter extracted 
were determined using Gas Chromatography ─ Mass Spectrometry, and the porosity was 
determined by (Ultra) Small Angle Neutron Scattering. Mostly alkanes and aromatics were 
detected in the extracts, but other portions of bitumen may also have been present. Higher 
molecular weight alkanes were extracted with hydrochloric acid, suggesting that the dissolution 
of carbonates may have liberated heavier organic matter trapped in them. Additionally, a 
decrease in porosity with extraction was observed and attributed to a dominant mechanism of 
kerogen swelling due to kerogen-solvent interaction.  
Introduction 
Hydraulic fracturing involves injecting large amounts of water with organic and 
inorganic additives into shale formations to break them apart and liberate oil and gas. Shales are 
complex rocks, composed of multiscale pore systems, multi-mineral interfaces, and organic 
matter. As such, fluid interactions within them can alter pore structures and affect oil and gas 
mobility by increasing or decreasing porosity. Understanding the mechanisms of such fluid/pore 
interaction is, therefore, key to improving extraction efficiency of oil and gas. 
 
Although solvents are used in a wide range of processes in oil and gas recovery, from 
hydraulic fracturing fluids to determining critical parameters for recovery, such as permeability, 
the interaction of solvents with shale pore space is poorly understood. To evaluate true 
permeability, the oil and gas industry uses solvent cleaners (such as CO2-toluene) on reservoir 
rocks, cycling the solvent through the rock numerous times, with the intent of removing oil that 
is blocking the entrance to pores. Like many methods used in the industry, this approach has 
been extended from conventional reservoir rocks, such as sandstones and carbonates, to 
unconventional shale reservoirs with much lower porosity and permeability (Mitchell-Tapping, 
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1982). These tests have yielded results that are not, as yet, fully explained, such as a decrease in 
permeability after solvent interaction (Teklu et al., 2017).  
 
As shales are usually deposited on the sea floor, they contain a host of minerals mixed 
with organic matter and multiscale pore systems (Anovitz & Cole, 2015; Anovitz et al., 2015; 
DiStefano et al., 2016; Wood & Hazra, 2017). The organic matter found in shale is classified into 
two portions, kerogen and bitumen, distinguished by their solubility.  Kerogen is the portion of 
organic matter that is insoluble in organic solvents, mostly due to its structural complexity and 
high molecular weight (> 1000 Da). Bitumen is soluble in organic solvents, and is composed of a 
mixture of asphaltenes, resins, and crude oil (or hydrocarbons), which can be distinguished from 
one another by their molecular weight and solubility (Tissot & Welte, 1984). Asphaltenes and 
resins have larger molecular weights than crude oil, the most important component for energy 
generation, which generally has a molecular weight less than 600 Da (Tissot & Welte, 1984; 
Pepper & Corvi, 1995; Huc, 2013). In addition to organic matter, a wide range of minerals can 
be present in shales, including carbonates, clays, tectosilicates (quartz and feldspars), sulfides, 
iron oxides, and other heavy minerals (Wood & Hazra, 2017). The organic matter and mineral 
phases present are dependent on the depositional environment as well as the burial history of the 
shale (maturity).  
 
Several studies have tried to remove all the organic matter from shales using solvents to 
evaluate the organic-matter-filled porosity. Kuila et al. (2014b) extracted organic matter from 
five shale formations (including the Haynesville and the Marcellus Shale in North America) with 
sodium hypochlorite and evaluated porosity before and after extraction with low pressure 
nitrogen adsorption. Their goal was to differentiate porosity in clay from that in organic matter. 
They observed an increase in pore volume at some size ranges and a decrease at others. The 
decrease was attributed to obliteration of porosity in organic matter with extraction, although the 
amount of organic matter removed did not correlate to the observed porosity changes. Mohnhoff 
et al. (2016) determined porosity changes with helium pycnometry in the Posidonia Shale 
(Germany) with flow-through experiments using dichloromethane. They found that porosity 
increased among the four samples examined. Sun et al. (2017) used several solvents in 
succession to extract organic matter from the Shahejie Formation (China) and then evaluated 
porosity with small angle X-ray scattering (SAXS). However, they did not explain their 
procedure for determining pore size distributions. Additionally, shales have been submerged in 
aqueous solvents to determine solvent-accessible pores versus inaccessible pores with (ultra) 
small angle neutron scattering ((U)SANS) (Ruppert et al., 2013; Gu & Mildner, 2016). Results 
from these studies could be impacted by solvent-pore interactions. 
 
DiStefano et al. (2016) removed different portions of organic matter in samples of the 
Eagle Ford Shale with targeted solvent extraction to determine porosity development. They 
found that porosity did not always increase with extraction. In some cases, porosity decreased at 
all length scales, implying that organic matter removal was not the only process occurring. They 
suggest that the observed decrease in porosity may have been caused by clay swelling due to 
solvent interactions.  
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It is clear from the above studies that analysis of organic matter porosity by extraction is 
not a simple procedure. However, since organic matter removal is key in determining how 
porosity and organic matter are distributed in shales, understanding the mechanisms that govern 
pore-solvent interactions will improve interpretation of results. This work seeks to understand 
how solvents interact with the multiscale porosity in shales. Several solvents—organic and 
aqueous—were used to extract different portions of organic matter in a maturity suite of Eagle 
Ford Shales having varying lithologies. The porosity of each sample was then evaluated using 
(U)SANS and compared to a sample that was not contacted with any solvent. The type and 
amount of organic matter extracted with each solvent was analyzed with Gas Chromatography-
Mass Spectrometry (GC-MS), and the amounts of extracted organic matter were compared to the 
changes in porosity of the rocks. The effects of solvent extraction and interaction on pore space 
with various solvents provide insight into the mechanisms of pore-solvent interactions. 
Materials and Methods  
Sample Preparation  
Samples from six cores of Eagle Ford Shale were obtained from Chesapeake Energy 
Corporation. Figure 3.11 shows the approximate locations in Texas from which the cores were 
recovered at depth. Appendix 3-C details how the samples were classified. Four carbonate-rich 
(CARB 2, CARB 3, CARB 4, and CARB 5) and two clay-rich samples (CLAY 2 and CLAY 5) 
were analyzed, with the numbers corresponding to increasing maturity (reported as R0, an 
indication of thermal maturity). Descriptions of each core, including sample designation, depth 
recovered, and maturity are provided in Table 3.12, and the mineralogical compositions of the 
samples are given in Table 3.2. A schematic of sample preparation and treatment is presented in 
Figure 3.2 and further detailed in Appendix 3-C. Five contiguous 1 mm shale slices from each 
sample were soaked in one of five solvents: toluene, cyclohexane, methanol, dichloromethane, 
and 0.01 M hydrochloric acid (pH = 2) for 11 days. Solvent properties are shown in Table 3.3. A 
sixth slice was not contacted with any solvent and was used as a control. The porosity in the 
shales were analyzed with (U)SANS and scanning electron microscopy/backscattered electron 
(SEM/BSE) imaging. The remaining solutions containing extracted organic material were 
analyzed using a GC-MS. 
 
Analysis of Solvent Extracts with Gas Chromatography-Mass Spectrometry  
The solvents were analyzed by gas chromatography (GC) using an Agilent 7890B gas 
chromatograph with a 5977A mass selective detector (MSD) running Agilent MassHunter 
Acquisition software (version B.07.00). Details of the analytical method are given in Table 3.4 
and Appendix 3-C. The total ion chromatograms (TIC) were used to quantify and compare the 
amount of organic matter extracted from each sample. In order to quantify the amount extracted 
per gram of shale and account for any solvent evaporation, amounts were normalized to an 
internal standard, recovery standard, and the mass of the shale extracted, discussed in Appendix 
3-C. The uncertainty (±30%) was quantified based on the variation of the peak areas of the 
internal standard in all the chromatograms. Organic compounds detected ranged in mass from 
undecane (156.31 amu) to pentatriacontane (492.96 amu). More complex, higher molecular 
weight bitumen compounds, such as asphaltenes and resins, may have been present in the 
                                                 
1 All figures are located in Appendix 3-A at the end of Chapter 3.  
2 All tables are located in Appendix 3-B at the end of Chapter 3. 
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samples but would not have been observed in the GC-MS, as their low volatility would have 
prevented elution.  
 
Scanning Electron Microscopy/Backscattered Electron (SEM/BSE) Imaging  
Both the reacted samples and polished thin sections prepared from them for (U)SANS 
analysis were imaged using a Hitachi S4800 scanning electron microscopy in backscattered 
electron mode (SEM/BSE). Comparison of the uncontacted and contacted samples provided 
insight into porosity before polishing and the internal structure of the shales. Additional detail 
can be found in Appendix 3-C. 
 
(Ultra) Small Angle Neutron Scattering Porosity Measurements  
(U)SANS can be used to characterize pore structures of geological material at scales 
ranging from 1 nm to 20 μm (Radliński et al., 2004; Radliński, 2006; Anovitz et al., 2009; 
Anovitz et al., 2013; Anovitz & Cole, 2015). For this experiment, SANS measurements were 
performed on the NGB 30 m instrument (Glinka et al., 1998) at the National Institute for 
Standard and Technology (NIST) Center for Neutron Research (NCNR). USANS measurements 
were performed on the BT5 USANS instrument (Barker et al., 2005) at the NCNR and the BL-
1A USANS instrument  at the Oak Ridge National Laboratory (ORNL) Spallation Neutron 
Source (SNS). Appendix 3-C details the conditions used for each instrument for analysis. The 
porosity of the samples was determined from the scattering curves assuming a two-phase system, 
with the majority of scattering occurring at the pore/mineral interface (Radliński, 2006). 
Cumulative porosity and pore size distributions (PSD) were determined using Irena (Beaucage, 
1995; Zhang, 2004; Merritt & Zhang, 2005; Nelson, 2006; Ilavsky & Jemian, 2009; Zhang et al., 
2010). Additional details are provided in Appendix 3-C. 
Results  
Gas Chromatography-Mass Spectrometry Results 
Chromatograms of specific ion masses detected with mass-spectrometry can be extracted 
from the TIC of each solvent and used to identify compounds. Several key chromatograms for 
the organic matter extracted with each solvent from the CARB 4 samples are shown in Figures 
3.3 to 3.5. The chromatograms of all the other shale samples were qualitatively similar. For each 
solvent, a progression of linear alkanes, also called normal alkanes (n-alkanes), was observed. 
This can be readily visualized in the mass/charge (m/z) = 57 ion chromatogram representing the 
C4H9
+ fragment (Figures 3.3 and 3.4). The molecular weight range of the extracted n-alkanes 
differed among the solvents, and the greatest concentration of components peaked at different 
chain lengths, indicating a preferential extraction based on molecular weights. Methanol 
extracted some of the lightest hydrocarbons, from tridecane (nC13) to tetracosane (nC24), with the 
peak around octadecane (nC18). Dichloromethane extracted a greater range of molecular weights, 
from undecane (nC11) to hentriacontane (nC31), with a peak around nonadecane (nC19). 
Cyclohexane and toluene extracted similar portions of n-alkanes, with cyclohexane extracting a 
slightly lighter range than the toluene, from pentadecane (nC15) to triacontane (nC30) versus 
heptadecane (nC17) to dotriacontane (nC32). Both peaked around docosane (nC22). Finally, 
hydrochloric acid extracted some of the heaviest n-alkanes from heneicosane (nC21) to 
dotriacontane (nC32), with a peak around tetracosane or pentacosane (nC24/25).  
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Along with linear alkanes, branched alkanes are also common components of oil and gas. 
The main branched species are isoalkanes, in which a methyl group is attached to the second 
carbon (Huc, 2013). Dichloromethane extracted the most isoalkanes, including 2-
methyltetradecane (iC15), 2-methylpentadecane (iC16), and 2-methylheptadecane (iC18). 
Methanol also extracted some isoalkanes, including iC16 and iC18; however, some of these were 
not quantifiable due to the fronting peak of the standards, discussed in further detail in the 
section entitled Total Amount of Extracted Material.  
 
Another group of branched alkanes extracted from the samples was the isoprenoids, in 
which a methyl group is located every fourth carbon. In all the organic solutions, pristane and 
phytane, common isoprenoid biomarkers, were detected. Biomarkers are stable molecules 
derived from formerly living organisms that are chemically and structurally similar to the parent 
organic molecule. These are usually more resistant to degradation and thus can be used to 
identify source organic matter, depositional environment, and maturity. Pristane and phytane are 
diterpanes (contain four isoprene subunits) and are thought to be the remains of the side chain of 
chlorophyll (Huc, 2013).  
 
Some aromatic compounds were also extracted from the shales, especially in the those 
contacted with toluene and cyclohexane. The aromatic portion extracted by each solvent is 
apparent in the m/z = 77 ion chromatogram representing the C6H5
+ fragment (with mass = 77, 
Figures 3.4 and 3.5). Many of the peaks visible in these spectra are not from the samples, but 
from the internal and recovery standards. While the C6H5
+ fragment is only a small component of 
the mass spectra of these standards, the large standard concentrations make them clearly 
distinguishable. Additionally, the byproducts of the recovery standard, 2,4,6-tribromophenol, 
discussed in Appendix 3-C, are apparent, including a bromobenzene compound in the organic 
extractions, and several phenol compounds in the hydrochloric acid extractions.  
 
In the organic solvent extractions, an additional compound was identified as a polycyclic 
aromatic hydrocarbon (PAH). This could be ethyl-anthracene, ethyl-phenanthrene, or phenyl-
naphthalene. PAHs are common components of bitumen and can have a range of attached 
functional groups, such as alkyl, nitro, and amino groups (Poirier & Das, 1984; Pampanin & 
Sydnes, 2013). These compounds are very similar chemically, so it is not possible to distinguish 
between the compounds using the techniques employed here. 
 
Toluene and cyclohexane extracted very similar portions of aromatics, mirroring their 
alkane extraction behavior, although cyclohexane appears to have extracted more aromatics than 
toluene. However, analysis of the cyclohexane blank showed evidence of contamination, 
including some methylated benzene rings, 1,1'-bicyclohexyl, phthalate, and silane. This is not 
surprising as 1,1'-b icyclohexyl and phthalate have previously been identified as impurities in 
cyclohexane solvents in the 0.1 ng per mL range (Middleditch, 1989). The silane compound may 
be a byproduct of column breakdown (Morrey & Knutsen, 2002).  
 
A high molecular weight compound appeared in both the m/z = 57 (Figure 3.3A & B) 
and the m/z = 77 chromatograms in all of the toluene and cyclohexane extractions (Figures 3.5A 
& B). The mass spectrum for this compound is shown in Figure 3.6. Its main components 
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include m/z = 57, 191, 316, and 647. The m/z = 57 indicates the presence of C4H9
+ fragments 
while the m/z = 191 indicates tri-, tetra- or pentacyclic terpane, all common biomarkers in oil  
(Wang et al., 2006; Huc, 2013; Laakia et al., 2017). A demethylated tetracyclic terpane, with a 
molecular ion at m/z = 316, has also been identified in severely biodegraded oils (Zhusheng et 
al., 1990; Aguiar et al., 2010). Finally, the m/z = 647 could be due to two molecular ions 
(m/z = 316) connected by an oxygen atom. As demonstrated by Laakia et al. (2017) in the 
identification of unusual biomarker compounds in oil, co-elution of biomarkers can make 
identification of specific molecules difficult, especially without employing advanced gas 
chromatography techniques such as two-dimensional gas chromatography-time of flight mass 
spectrometry (GC x GC-TOFMS) (Laakia et al., 2017).  
 
Total Amount of Material Extracted  
As described in Appendix 3-C, the amount extracted from each sample was quantified 
using the peak area in the total ion chromatogram (TIC), normalized by the recovery standard, 
internal standard, and initial rock mass. The amounts extracted with each solvent from each rock 
sample are presented in Figures 3.7 and 3.8. There are, however, some limitations to these data. 
Unfortunately, quantification of peaks in the TIC requires that a high concentration of the 
component be present relative to background. Thus, some of the components observable in the 
m/z = 57 and m/z = 77 chromatograms (Figures 3.3 – 3.5) were not observable in the TIC. 
Additionally, some hydrocarbons in the methanol solutions were not quantified because their 
peaks could not be resolved from those of the standards due to peak broadening. This could be 
because the nonpolar standards were not completely dissolved in the methanol and thus eluted 
earlier than samples with a nonpolar solvent as the mobile phase. The components that were not 
quantified in the TIC are marked in red in Figures 3.3 – 3.5. 
  
SEM/BSE Results  
Very few changes in the pore structures of the shales were observable using the 
SEM/BSE images. The one exception (Figure 3.9) is the hydrochloric acid contacted   material. 
As might be expected, comparison of unpolished-uncontacted and contacted samples showed 
dissolution of carbonates in the samples contacted with hydrochloric acid. Figure 3.9 shows 
dissolved carbonates, about 10-12 μm in diameter, in a representative sample (CARB 5) after 
contact with hydrochloric acid compared to the uncontacted samples.  
 
All samples examined in thin section with SEM/BSE contained pyrite framboids (Figure 
3.10). Pyrite framboids are spherical aggregates of small, semi-equant grains of pyrite that 
resemble raspberries (Sawlowicz, 1993) and are known to form in water columns in anoxic 
basins (Wilkin & Barnes, 1997). The framboids were observed in many different sizes, from 
about 4 μm to 28 μm in diameter, and contained pores that varied with the size of the framboid. 
These framboids were relatively unaffected by solvent extraction, however, framboids have been 
shown to contribute to multiscale porosity (Loucks et al., 2009). Though pyrite only made up a 
small percent of the shale compositions, ranging from 0.2 to 2.8 % (included % Other in Table 





Cumulative Porosity  
The cumulative porosity was calculated from the PSD curves, again using Irena (Ilavsky 
& Jemian, 2009) (Appendix 3-C & D). The cumulative porosity represents pores in the size 
range examined, about 2.5 nm to 8.2 μm in diameter. Figure 3.11 shows the measured and 
normalized (to 100 %) cumulative porosities of the uncontacted samples, with the calculated 
uncertainty in the total. Figure 3.12 shows the change in porosity after contact with the solvents; 
negative numbers correspond to decreases in porosity with extraction, which has previously been 
observed in shales contacted with organic solvents (Kuila et al., 2014b; DiStefano et al., 2016). 
 
In order to better understand the differences in pore sizes among the uncontacted samples 
as a function of maturity and composition, the cumulative porosity is displayed by breaking the 
total porosity into several pore size ranges (Table 3.5), similar to those defined by DiStefano et. 
al (2016). Samples CLAY 2 and CLAY 5 have the largest total porosities, but the relative 
porosities of all samples (Figure 3.11B) are relatively consistent for all of the samples. 
 
Significant changes were observed in the cumulative porosities of the samples after 
contact with solvents (Figure 3.12). Total cumulative porosity decreased with extraction across 
all solvents for the clay-rich samples, with dichloromethane causing the greatest decrease in 
porosity for both. Organic extraction in the carbonate-rich samples increased the total porosity in 
some samples while decreasing it in others. In CARB 3 and CARB 5 some solvents increased 
porosity, while others caused little change. For CARB 2, the only solvents that caused a 
significant change were methanol and, to a lesser extent, cyclohexane, which increased and 
decreased the porosity, respectively. Porosity in CARB 4 was only affected by toluene, which 
caused a decrease in porosity. 
 
Pore Size Distributions (PSD) 
The distribution of pore sizes was primarily bimodal in all samples in the size range 
examined, which is typical for shales (Clarkson et al., 2013; Kuila et al., 2014a; Swift et al., 
2014), although it is evident that a series of larger, somewhat distinct pore sizes also exist, which 
clearly make up a large fraction of the total porosity as shown in Figure 3.11. Figure 3.13 shows 
the PSD of one representative sample as an example. The smaller peaks in Figure 3.13 at larger 
sizes indicate that the number of such pores is fewer than that of the smaller pores, but their 
larger diameters contribute proportionately more to the total volume. The first peak in the PSD of 
the shale samples had medians ranging from 3.1 nm in CLAY 2 contacted with methanol to 
7.43 nm in CLAY 5 contacted with dichloromethane. The median pore size in the second peak 
had a much greater variation between samples and will not be discussed in detail. The porosity of 
the first peak in the distributions correlates to the percentage of clays in the samples, so it may be 
due to broken edges of elementary clay layers in tactoid stacks (Aylmore & Quirk, 1971; Cases 
et al., 1992; Neaman et al., 2003; Kuila & Prasad, 2013). Figure 3.14 shows the porosity in this 
range for each sample and solvent. There was no significant change in porosity for CARB 3, 
CARB 4, and CARB 5 with solvent extraction, but there was a decrease with solvent extraction 
in CARB 2, CLAY 2, and CLAY 5.  
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Discussion 
GC-MS Analysis of Extracted Organic Matter 
As expected, the type of organic matter extracted with each solvent varied as a function 
of the solvent properties, including polarity and the solubility parameter (calculated as the square 
root of the heat of vaporization divided by molal volume) (Kamlet et al., 1981; Yaws, 2009). 
This is most clearly shown by in the portions of alkanes and aromatics extracted. Methanol, the 
only polar solvent, and the solvent with the highest solubility parameter, was only able to extract 
short-chain n-alkanes, which also have higher solubility parameters (Table 3.3). It did not extract 
much of the longer, heavier n-alkanes, which are more nonpolar and hydrophobic, and 
immiscible in methanol, which explains the small extraction amounts observed (Figure 3.7). 
 
The nonpolar solvents, dichloromethane, toluene, and cyclohexane, extracted more 
material than methanol (cf. DiStefano et al., 2016) (Figure 3.7). Except for CLAY 2, the amount 
extracted with the various solvents followed similar trends. Dichloromethane extracted the 
greatest amount of material from all the samples, with the largest range of n-alkanes (Figure 3.3). 
Dichloromethane is commonly used to extract Total Petroleum Hydrocarbons (TPH) in sediment 
and water due to its miscibility with petroleum hydrocarbons (Adeniji et al., 2017). Toluene and 
cyclohexane have very similar properties with solubility parameters in the range of the n-alkanes 
(Table 3.3), and they extracted similar portions of alkanes and aromatics and similar total 
amounts of organic matter. The exception is sample CLAY 2, in which cyclohexane extracted 
much more material than the other nonpolar solvents (Figure 3.7). Comparison of the 
chromatograms, however, reveals that the all three nonpolar solvents extracted similar 
compounds in CLAY 2. The difference was only about 0.05 μg, which is within analytical error. 
Thus, the nonpolar solvents all behaved similarly.  
 
The total amount of alkanes and aromatics extracted with the organic solvents from each 
of the samples does not show any observable trends with maturity. However, as expected, there 
was a positive correlation (P-value <0.05) between the initial TOC and the amount extracted by 
each solvent (Figure 3.15). This was less pronounced in the methanol extraction, but methanol 
was the least compatible organic solvent with the organic matter present in the samples. Besides 
the initial organic carbon, small differences in the amounts extracted could be due to 
accessibility of the hydrocarbons or the miscibility of the solvents with the organic matter 
present in the samples.   
 
The hydrochloric acid showed the highest amount of extraction among all the solvents 
(Figure 3.8). However, the difficulty in quantifying the recovery standard for normalization, 
discussed above in Appendix 3-C, prevents direct comparison between the hydrochloric acid and 
the organic solvent data. Since byproducts of the standard were used to normalize the amount 
extracted, the totals are probably overestimated. Additionally, the aqueous hydrochloric acid 
solution only extracted long chain, high molecular weight hydrocarbons (Figure 3.4), which have 
low solubility parameters and are more hydrophobic and are thus expected to be the least 
compatible with hydrochloric acid (Table 3.3). These may have been associated with carbonates 
and liberated when they were dissolved by the hydrochloric acid. However, whereas there was a 
positive correlation (P-value <0.05) between the amount of alkanes and aromatics extracted and 
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the TOC of the uncontacted samples (Figure 3.16), there was no correlation between the 
percentage of carbonates in the samples and the amount extracted with hydrochloric acid. 
 
In considering the relationship between the amounts of organics extracted and changes in 
porosity, it must be remembered that larger molecular weight molecules such as asphaltenes and 
resins would not be detected in the GC-MS because their elution times are much longer and they 
would be trapped in the injection port. Organic solvents have been shown to extract polyaromatic 
resins and asphaltenes using different methods of extract analysis. Mohnhoff et al. (2016) 
extracted three shale samples from the Posidonia Shale in Germany with dichloromethane and 
analyzed the extracts with Thin-Layer Chromatography (TLC) utilizing a Flame Ionization 
Detector (FID). They determined that 30 to 60 % of the amount extracted was resins and 
asphaltenes. While these were different shales that had been crushed to improve extraction, it is 
possible that some resins and asphaltenes were extracted in this work. The extraction of this 
organic matter likely altered the porosity but was not quantified in the extractants (DiStefano et 
al., 2016). 
 
Porosity of the Uncontacted Samples  
As shown above, the (U)SANS data can be used to determine porosity as a function of 
pore diameter, assuming only two phases are present in the rock. This assumes the square of the 
difference in neutron scattering length densities (the scattering contrast) between empty pores 
and the rock matrix is the greatest contribution to scattering, which is not always the case. 
Radlinski and Hinde (2002) demonstrated that the neutron scattering length density in organic 
matter decreases with decreasing carbon to hydrogen ratios. As such, empty pores and pores 
filled with alkanes will contribute similarly to scattering, i.e. they have similar scattering length 
densities (Radlinski & Hinde, 2002). More complex organic matter has increasingly large 
scattering length densities, and thus behave more like the rock matrix (Radlinski & Hinde, 2002). 
As such, the porosity determined by (U)SANS is an apparent porosity, which includes pores 
filled with alkanes and aromatics.  
 
The cumulative porosity of the uncontacted samples shows no distinguishable trend with 
maturity (R0 = 0.77 to 1.57), although other studies have noted such trends over larger maturity 
ranges (Mastalerz et al., 2013; Anovitz et al., 2015). Mastalerz et al. (2013) used gas adsorption 
to show a decrease in porosity from R0 = 0.35 to 1.15, followed by a porosity increase to R0 
= 1.41. They attributed this increase to transformations within organic matter (Mastalerz et al., 
2013). As just noted, porosity changes within bituminous organic matter are unlikely to be 
quantified with (U)SANS. Anovitz et al. (2015) also observed a decrease in porosity from 
R0 = 0.58 to 0.77 in both clay and carbonate-rich samples from the Eagle Ford shale, but a 
relatively constant porosity to R0 = 1.57 using (U)SANS. This suggests that most of the porosity 
changes with maturity in shales observable with (U)SANS may occur at lower maturities than 
those in this study. 
 
Trends with maturity were not identified, however, the mineralogical composition of the 
shales may have partially controlled the porosity. As demonstrated by Kuila et al. (2012), clay 
minerals are a large source of shale porosity. Among our samples CLAY 5 had the most porosity 
with 12.4 %, while CLAY 2 had 11.8 %. This difference could be attributed to the amount of 
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clay in the samples (25.6 % in CLAY 5, 21.1 % in CLAY 2). The porosities of the carbonate 
samples are all similar, but there are differences with maturity. CARB 2 (5.3 %) and CARB 4 
(5.9 %) have similar cumulative porosities, but as noted byAnovitz et al. (2015), the large TOC 
content of CARB 2 (2.7 %) relative to CARB 4 (0.6 %) could account for much of the reported 
porosity since pores filled with alkanes and aromatics would scatter like empty pores. 
Additionally, the higher maturity shales (CARB 4 and 5) had a greater proportion of large pores 
(~0.3 μm) and the lower maturity shales (CARB 2 and 3) had a greater proportion of smaller 
pores. This could reflect both changes in clay mineral structure and the generation of petroleum, 
and the larger pores could be forming as oil and gas is generated and trapped or expelled from 
the source rock.  
 
As exemplified by CARB 3 and CARB 5, the composition of the shale may play an 
important role in the total porosity. Figures 3.17 and 3.18 show the correlation between total 
porosity and the percent clay, pyrite, carbonate, and TOC in the rock. There is a positive 
correlation (P-values <0.05) between the total porosity and the percentage of clay, pyrite, and 
TOC, and a negative correlation (P-value <0.05) with the percentage of carbonate. The 
relationship between clay and porosity is not surprising as pores between clay particles and clay 
aggregates are often observed in shales (Kuila et al., 2012; Kuila & Prasad, 2013; Kuila et al., 
2014b). Additionally, in this case, it reasonable that any trend with respect to the percent of clay 
would be reversed in the carbonate percentage, since in all of the samples 70% of the minerals 
are clay and carbonate. Mastalerz et al. (2013) saw similar trends when they excluded the most 
and least mature samples from their sample set. The trend of increasing porosity with increasing 
TOC is also reasonable. As noted, pores filled with alkanes and aromatics will appear to be 
pores, although, other studies based on approaches other than (U)SANS have reported a similar 
correlation (Passey et al., 2010; Milliken et al., 2013; Kuila et al., 2014b). Finally, the correlation 
between porosity and percent pyrite in the samples could be due to porosity in the pyrite 
framboids observed in the SEM/BSE images (Figure 3.10). Pores between various sizes of pyrite 
aggregates have previously been reported to have an important effect on multiscale porosity 
observed in shales (Loucks et al., 2009), and our results support that interpretation. 
 
Factors that Influence Organic Extraction  
Besides the correlation between the amount of organic matter extracted with the solvents 
and the TOC, an additional correlation (null hypothesis: there was no correlation between the 
amount extracted and TOC, the null hypothesis was rejected for 93% confidence level, P-value 
<0.07) between the amount of organic matter extracted and the initial porosity of the samples 
was observed. This may indicate that the initial accessibility of the pores can impact the amount 
of organic matter extracted. However, this could also be an artifact of the (U)SANS method, 
mentioned previously, i.e. the (U)SANS determined porosity increasing with TOC. While TOC 
may be the most important factor governing the amount of organic matter extracted, the role of 
pore accessibility requires further investigation with additional porosity determination 





Comparison of Chapter 2 & 3 
The amount of organic matter extracted with the various solvents in Chapter 2, 
~2.5 mg/g, is an order of magnitude higher than the mass extracted in Chapter 3, ~0.25 μg/g. 
Differences in the quantification of the organic matter can be attributed to the methods employed 
in the two studies. The recovery standards added to the solvents in Chapter 3 was expected to 
improve the quantification of the organic matter extracted in Chapter 3 compared to Chapter 2. 
The recovery standards were added to the solvents before the shale samples were extracted and 
the total amount of organic matter extracted was normalized to the initial concentration of the 
recovery standards. This accounted for any evaporation of solvent in the samples, which may 
have caused the quantification of organic matter extracted in Chapter 2, without the recovery 
standard, to be higher. Given the amount of evaporation observed in Chapter 2, this explains the 
large differences in amount extracted determined from the two studies. While the mass of 
organics extracted in each chapter is not directly comparable, both studies showed that more 
organic matter was extractable in the clay-rich samples than in the carbonate-rich samples and in 
Chapter 2, the most organic matter was extracted from the low maturity samples. Additionally, in 
both studies, methanol extracted the least amount of organic matter.  
 
The porosity of the uncontacted samples varied with maturity and lithology. While the 
porosity of the samples from Chapter 2 and 3 analyzed slightly different pore ranges, the porosity 
measured in Chapters 2 and 3 were similar and in the range of the porosities determined from the 
same shale samples in other studies. Anovitz et al. (2015) investigated all of the samples 
examined in Chapter 2 and 3, excluding CLAY 5 in Chapter 3 (which replaced another high-
maturity clay-rich sample that was no longer available). Porosities determined by Anovitz et al. 
(2015) were reported in two orientations, the Z- and Y- orientations discussed in Appendix 3-C, 
for pore sizes that ranged from 1 nm to 20 μm (Figure 3.19). As shown in Figure 3.19, the 
porosities reported in Chapters 2 and 3 were in the range of or lower than the porosities from the 
two orientations reported by Anovitz et al. (2015). This lower porosity can be attributed to the 
smaller range of pore sizes examined, 2 nm to 1.4 μm in Chapter 2 and 2.5 nm to 8.2 μm in 
Chapter 3. Anovitz et al. (2015) showed a significant drop in porosity as maturity initially 
increased, followed by relatively constant porosity values across maturity. The drop in porosity 
observed in Anovitz et al. (2015) was also observed in the carbonate-rich samples (CARB LM 
and CARB HM) in Chapter 2, but it was observed in a lesser extent in the clay-rich samples 
(CLAY LM and CLAY HM). Additionally, in Chapter 2 and 3, the clay-rich samples exhibited 
greater overall porosity than the carbonate-rich samples, also noted in Anovitz et al. (2015). 
 
Solvent-Pore Interactions 
Significant changes in porosity occurred after solvent extraction (Figure 3.12). As noted 
by DiStefano et al. (2016), extracting only alkanes and aromatics from shales may not 
significantly alter the porosity measured by (U)SANS. The GC-MS analyses of the solvent 
extracts revealed that alkanes were, indeed, the primary organic matter extracted and quantified, 
although, as noted above larger bitumen molecules extracted would have been excluded from 
this quantification. Thus, no trends are to be expected between the amount extracted and the 
changes in porosity (DiStefano et al., 2016). However, Figure 3.20 shows that there was, indeed, 
a negative correlation (P-value <0.005) between change in the (U)SANS porosity and the amount 
of organic matter extracted. If larger bitumen molecules were extracted, an increase in porosity 
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should have been observed, but many of the solvents yielded a decrease in porosity (Figure 
3.12), suggesting pore space closure. The mechanism for this decrease is not well understood but 
could be due to solvent-clay or solvent-kerogen interactions.  
 
Solvent-Clay Interactions 
The pore structure of shales may be affected by a number of chemical and physical 
processes between solvents and the matrix, including reactions between the clay interlayers, 
water, and organic and inorganic molecules in the solvents (Kowalska et al., 1994). These 
interactions may be further complicated by organic matter stored in or sorbed to clay particles, 
which may play a role in the initial preservation of organic matter in sediments (Hedges & Keil, 
1995). As such, understanding the alteration of pore space during solvent contact may shed light 
on the mechanisms of interaction between the clay minerals in shales and solvents.  
 
Smectite is a common clay mineral found in shales and its structure both allows exchange 
of interlayer cations and structural expansion due to intercalation of water or other fluids 
between the clay layers (Aldridge & Downs, 2011), decreasing surrounding porosity. Water 
solvates cations in the interlayer and bonds to external clay surfaces (Cervini-Silva, 2004). 
Additional expansion can occur in acidic solvents, such as hydrochloric acid, from which 
hydrogen can exchange with interlayer cations. Cations in the solution, such as calcium from 
dissolved carbonate, can also exchange with interlayer cations (Aldridge & Downs, 2011).  
 
Organic solvents have also been demonstrated to expand clay layers, although to a lesser 
extent than aqueous solvents (Kowalska et al., 1994). The chemical affinity between clays and 
organic solvents depends on the structure of the solvent ( i.e., molecular weight, chain length, 
functional groups such as pi bonds in aromatic rings, and aqueous phases present) (Kowalska et 
al., 1994). Solvation or coordination of interlayer cations and hydrogen bonding between silicate 
layers and hydroxyl functional groups in neutral organic molecules is possible if the energy of 
adsorption is large enough to overcome the interaction between clay layers (Aldridge & Downs, 
2011). This has been observed for benzene and toluene, which form stable complexes through pi 
bonds with the copper ion in copper (II) montmorillonite, a type of synthetic smectite (Doner & 
Mortland, 1969).  However, this only occurred in clays with excess negative charge due to 
isomorphic substitution (i.e. Na+ for Ca2+) (Doner & Mortland, 1969). Additionally, alcohols 
have been demonstrated to expand clay layers (Bradley, 1945) and chemically reduced smectites 
have been demonstrated to adsorb polychlorinated alkanes and alkenes (Cervini-Silva, 2004).  
 
DiStefano et al. (2016) proposed that clay expansion was the dominant process causing 
decreased porosity observed with solvent extraction. The clay-rich samples showed the greatest 
decrease across all solvents and length scales. However, if clay expansion controlled porosity 
decrease, then hydrochloric acid should cause the greatest decrease due to water intercalation and 
cation exchange. This was not observed in either the total porosity changes (Figure 3.12) or in 
the changes in solvent extraction in the first PSD peak (Figure 3.14). Additionally, total porosity 
also decreased in sample CARB 4 with toluene extraction, although it had the lowest clay 





Kerogen cannot be extracted from shales with organic solvents due to its complex, cross-
linked macromolecular network (Ballice, 2003). It is a complex polymeric material composed of 
non-repeating PAH units with bridging and side functional groups (Ballice, 2003). Both isolated 
kerogen and kerogen in oil shales swell extensively when immersed in organic solvents (Larsen 
& Li, 1994; Ballice, 2003). This  has been shown to follow regular solution theory, which 
predicts a maximum in swelling at the solubility parameter of the polymer (Ballice, 2003). 
Kerogen swelling is therefore another possible mechanism for porosity decrease in shales.  
 
To test the possibility that kerogen swelling affected the porosity in our samples, the 
absolute decrease in porosity in CLAY 2 and CLAY 5 was plotted against the solubility 
parameters of the solvents. Excluding hydrochloric acid, a roughly bell-shaped curve results 
(Figure 3.21), which is similar to results reported by Ballice (2003) and Larsen and Li (1994). 
The maxima of these curves, around 20 MPa0.5, is near the reported solubility parameter of 
kerogen from other shales (19.43 MPa0.5) (Ballice, 2003). Deviations may be due to clay layer 
expansion. This was discounted due to evidence that mineral matter does not decrease kerogen 
swelling (Larsen & Li, 1994), but the clays may have increased the effects of swelling on 
porosity. These results suggest that kerogen swelling is a key factor in the porosity decrease 
observed during shale interactions with solvents.  
 
Hydrochloric Acid Interactions 
The decrease in porosity in the samples reacted with hydrochloric acid is not fully 
explained by either clay-layer expansion or kerogen swelling. Hydrochloric acid, as an aqueous 
solvent, is expected to expand clay layers and, as a hydrogen bonding solvent, to enhance 
kerogen swelling compared to predictions from regular solution theory (Ballice, 2003). However, 
the opposite appears to be the case (Figure 3.21), possibly because swelling was offset by 
carbonate dissolution (Figure 3.9) or extraction of resins and asphaltenes, but the extent to which 
these processes altered porosity is unknown. 
 
Porosity Changes Caused by Solvent Interaction 
DiStefano et al. (2016) proposed several mechanisms for the porosity changes observed 
in their (U)SANS experiments: (1) complete breakdown of asphaltenes and resins, (2) 
dissolution and migration of resins and asphaltenes, or (3) the incomplete or partial breakdown 
of organic matter. They suggest that a complete breakdown, dissolution, and migration of resins 
and asphaltenes are dominant. However, as alkanes and aromatics are removed and solvents 
interact with matrix-bound kerogen, kerogen may also swell into spaces previously occupied by 
the alkanes and aromatics. This may explain why porosity decreased with increased extraction of 
alkanes and aromatics extraction with the organic solvents (Figure 3.20) and may be the 
dominant cause of porosity changes. Other mechanisms that may influence porosity change 
include clay layer expansion, extraction of resins and asphaltenes, and mineral dissolution, as in 
the case of hydrochloric acid. 
Conclusions 
In this work, the effects of solvent extraction on porosity in the Eagle Ford Shale was 
examined by comparing solvent-extracted samples to unextracted samples, and the type and 
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amount of organic matter extracted were compared to the porosity changes. The effects of 
mineralogy, organic matter type, and maturity were considered. Additionally, the effects of 
maturity and lithology on unaltered pore space was examined in the uncontacted samples. 
 
A range of solvents was used to determine how solvent properties affected the amount 
and type of organic matter extracted. Only alkanes and aromatics were detected in the extract 
using Gas Chromatography – Mass Spectrometry; however, other results suggested that heavier 
hydrocarbons were also extracted. The methanol extract contained mostly light alkanes and 
extracted the smallest amount as methanol is the organic solvent least compatible with the 
organic matter present in the samples. The other organic solvents, dichloromethane, toluene, and 
cyclohexane, all extracted similar amounts of organic matter, with toluene and cyclohexane 
extracting more aromatics. Dichloromethane may have extracted slightly more than the other 
solvents due to its compatibility with the organic matter present. The aqueous solvent, 
hydrochloric acid, extracted the longest alkane chains. This portion of organic matter is the most 
hydrophobic and thus chemically incompatible with the aqueous hydrochloric acid. As such, a 
physical interaction such as dissolution of carbonate minerals may have liberated heavier organic 
matter associated with pores near carbonates. The amount of alkanes and aromatics extracted 
also correlated (P-values <0.05) with the amount of total organic carbon (TOC) present.  
 
For the uncontacted samples, composition, rather than maturity, controlled total porosity. 
There were statistically significant positive correlations (P-values <0.05) between the amount of 
porosity and the TOC, clay, and pyrite content. Porosity between clay stacks, in organic matter, 
and within pyrite framboids is most likely the cause of these trends. Additionally, the was a 
correlation (P-values <0.07) between initial porosity and the amount of alkanes and aromatics 
extracted with the solvents. This could be due to the pore accessibility or reflect the dependence 
of porosity and amount extracted on TOC. 
 
After extraction, shale porosity increased with some solvents and decreased with others. 
Mechanisms of pore-solvent interaction, especially with aqueous solvents, include clay layer 
expansion, extraction of bitumen, and mineral dissolution. However, as more alkanes and 
aromatics were extracted from the samples, the change in porosity decreased, possibly because 
matrix-bound kerogen swelled to fill spaces once filled with bitumen. This mechanism seems to 
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Appendix 3-A: Figures 
 
 
Figure 3.1: Approximate Location of Samples Spanning the Oil and Gas Windows.  
The circles represent the approximate location of the samples, with increasing numbers 
corresponding to increasing maturity. These numbers also correspond to the sample 
designations in Table 3.1. The sample location designated with the 1 refers the location of 
CARB 1 which will be investigated in a later study. The samples span the petroleum 
window. This map was modified from the original EIA version (U.S. Energy Information 








Figure 3.2: Schematic of Sample Preparation. All six samples were prepared according to this schematic. Sample slices were 




Figure 3.3: Ion Chromatogram (m/z = 57) for Organic Solvent Extractions from CARB 4. A) Toluene, B) Cyclohexane, C) 
Methanol, and D) Dichloromethane. The compounds identified in red were not included in quantification because they were 
impurities, byproducts of the standards, standards themselves, or were obscured by the standards peak in the total ion 




Figure 3.4: Ion Chromatograms (m/z = 57 and 77) from Hydrochloric Acid Extraction 
for CARB 4. A) m/z = 57 and B) m/z = 77. The compounds identified in red were not 
included in quantification because they were impurities, byproducts of the standards, 
standards themselves, or were obscured by the standards peak in the total ion chromatogram 
(TIC). PAH stands for polycyclic aromatic hydrocarbon. 
 































































Figure 3.5: Ion Chromatogram (m/z = 77) for Organic Solvent Extractions for CARB 4. A) Toluene, B) Cyclohexane, C) 
Methanol, and D) Dichloromethane. The compounds identified in red were not included in quantification because they were 
impurities, byproducts of the standards, standards themselves, or were obscured by the standards peak in the total ion 
chromatogram (TIC). Pr stands for pristane and Ph stands for phytane and PAH stands for polycyclic aromatic hydrocarbon. 
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Figure 3.6: Mass Spectrum for the High Molecular Weight Compound Found in the 
Toluene and Cyclohexane Extracts. 
 
 
Figure 3.7: Organic Matter Extracted with Organic Solvents. The amount of organic 
matter extracted, in micrograms, with the organic solvents per gram of shale. The boxes 
above the bars indicate the starting amount of total organic carbon (TOC). The error bars are 


















































Figure 3.8: Organic Matter Extracted with Hydrochloric Acid. The amount of organic 
matter extracted, in micrograms, with the hydrochloric acid per gram of shale. The boxes 
above the bars indicate the starting amount of TOC. The error bars are calculated by the 
variation in the peak area of the internal standard across all samples. 
 
  
CARB 5 CARB 5 After Contact with 
Hydrochloric Acid 
Figure 3.9: SEM/BSE Images of Unpolished Samples. Left: Uncontacted CARB 5 
sample. Right: CARB 5 sample after contact with hydrochloric acid and carbonate 




















































Figure 3.10: SEM/BSE Images of Pyrite Framboids in Polished Thin Sections. (A) and 
(B) Pyrite framboids in the CARB 5 sample with diameters of 8 and 28 μm, respectively. 
(C) A 12 μm framboid in CARB 5 sample after contact with hydrochloric acid. (D) A 5 μm 
framboid in CARB 3. 






Figure 3.11: Porosity of the Uncontacted Samples across the Ranges of Porosity. (A) 
The total porosity across the ranges of pore sizes. (B) The normalized porosity. 
Uncertainties in porosity were calculated in Irena by running multiple fits to the data, 














































Figure 3.12: Change in Cumulative Porosity after Contact with Solvents.  Uncertainties 
in porosity were calculated in Irena by running multiple fits to the data, varying the data by 






































Figure 3.13: Pore Size Distribution for a Representative Sample (CLAY 2). This sample shows a bimodal distribution of 









































Figure 3.14: Porosity Due to Pores in the First Peak of the Bimodal Pore Size 
















Dichloromethane Hydrochloric Acid Uncontacted
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Figure 3.15: Initial TOC vs. the Amount of Organic Matter Extracted in the Organic 




Figure 3.16: Initial TOC vs. the Amount of Organic Matter Extracted in the 



































































Figure 3.17: Increase in Porosity Due to Shale Composition. Uncertainties in porosity 
were calculated in Irena by running multiple fits to the data, varying the data by adding 

































Figure 3.18: Decrease in Porosity Due to Shale Composition. Uncertainties in porosity 
were calculated in Irena by running multiple fits to the data, varying the data by adding 




























Figure 3.19: Porosity Determined from Chapters 2 and 3. Porosity is compared to the porosity determined on the same 
samples analyzed by Anovitz et al. (2015). 
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Figure 3.20: Effect of Extraction of Alkanes and Aromatics on Porosity. Uncertainties in 
porosity were calculated in Irena by running multiple fits to the data, varying the data by 
adding Gaussian noise. 
 
 
Figure 3.21: Decrease in Porosity as a Function of Solubility Parameter. The triangles 
(▲) represent CLAY 2 extractions and the circles (●) represent the CLAY 5 extractions. 
The swelling roughly follows regular solution theory, except the hydrochloric acid 


























































Appendix 3-B: Tables 

















     
CARB 2 5512 CLAY 2 5701 0.77 
CARB 3 6366   0.96 
CARB 4 8747   1.18 
CARB 5 7923 CLAY 5 8158 1.57 
 
Table 3.2: Sample Lithology 
Sample %Clay %Carbonate  %Quartz  % TOC %Other  
%Illite/ 
Smectite* 
CARB 2 11.8 74.5 3.3 2.7 7.6 5.9 
CARB 3 4.4 84.3 4.7 0.7 5.9 0.2 
CARB 4 3.0 89.4 5.0 0.6 2.1 0.9 
CARB 5 4.0 85.4 6.5 0.5 3.6 2.4 
CLAY 2 21.1 51.8 15.0 7.0 5.1 10.4 
CLAY 5 25.6 42.1 12.6 3.4 16.4 13.3 




Table 3.3: Solvent and Organic Matter Characteristics





Water polar protic 1.85 47.87 
Methanol polar protic 1.70 29.52 
Hydrogen Chloride acidic 1.08 22.00 
Dichloromethane non-polar 1.60 20.38 
Acetone polar aprotic 2.88 20.05 
Toluene non-polar 0.36 18.35 
Cyclohexanes non-polar 0.61 16.93 
anthracene   19.173 
n-undecane   15.989 
n-heptadecane   15.925 
2-methyltetradecane   15.258 
2-methylpentadecane   15.227 
2-methylheptadecane   15.148 
n-docosane   14.767 
2,6,10,14-tetramethylpentadecane (Pristane)   14.173 
triacontane   13.654 
♦ Values taken from Yaws (2009).
 
+ Solubility parameters are calculated as the square root of the heat of vaporization divided by molal 








 2.5 µL 
Detector 340°C 
Column DB-1, 30 m length, 0.250 mm ID, 0.25µm film 
thickness 
Solvent Delay 5.0 min 
Carrier gas UHP helium @ 16.37 psi 
Oven Temperature Program 50-325°C @ 15°·min-1 
 Hold at 325°C for 5 min 
 








Porosity in Uncontacted Samples (%) 
  CARB 2 CARB 3 CARB 4 CARB 5 CLAY 2 CLAY 5 
25 – 51.5 2.5-5.15 0.21 0.00 0.07 0.01 0.68 0.19 
51 – 92.6 5.1 – 9.26 0.06 0.07 0.10 0.05 0.20 0.22 
92.6 – 590 9.26 – 59 0.68 0.21 0.54 0.22 0.95 1.25 
590–2740 59 – 274 0.94 0.36 1.48 0.32 2.20 2.22 
2740– 82,000 274 – 8,200 3.37 0.80 3.68 0.92 7.77 8.51 
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Appendix 3-C: Additional Methods and Materials  
Sample Preparation  
Samples from six cores of Eagle Ford Shale were obtained from Chesapeake Energy 
Corporation. Figure 3.1 shows the approximate location in Texas where the one-foot long cores 
were recovered at depth. After recovery, the cores were wiped dry with Kimwipes to remove any 
drilling fluids still present. The permeability of these shale cores is so low that very little 
penetration of the drilling muds into the bulk thickness of the cores is expected to have occurred. 
The cores were then vacuum-sealed and stored under ambient conditions until they were opened 
for analysis. A representative portion of each core was characterized using X-ray diffraction 
(XRD) to obtain mineralogy, pyrolysis in a Weatherford Source Rock Analyzer (SRA) to 
provide a measure of thermal maturity (R0), and LECO total organic carbon (TOC) analysis to 
obtain TOC. In LECO-TOC, the inorganic carbonate minerals in the powdered shale were 
digested with acid and then combusted to provide a measure of organic carbon. This 
characterization was used to classify the samples according to their maturity and lithology.  
 
The suite of six cores spanned the oil and gas windows, varying in maturity and 
lithology. Figure 3.1 shows where the cores were recovered with respect to the oil and gas 
production windows. Four of the cores were over 50 % carbonate, determined by XRD, and 
composed the carbonate-rich group. These cores were obtained at various depths, resulting in 
four different maturities, measured using a SRA. They were designated CARB 2, CARB 3, 
CARB 4, and CARB 5, with the numbers corresponding to increasing maturity (Table 3.1). Two 
additional clay-rich cores were acquired at the lowest and highest maturities, which were 
designated CLAY 2 and CLAY 5, respectively (Table 3.1). A low maturity carbonate-rich core 
(CARB 1) and two mid-maturity clay-rich cores (CLAY 3 and CLAY 4) are the subject of future 
investigations. Samples with the same numbers, i.e. CARB 2 and CLAY 2, were recovered at the 
same location but at different depths. As such, they are the same maturity (R0). Table 3.1 shows 
a description of each shale core, including sample designation, depth recovered, and maturity 
(ranging in R0 from 0.77 to 1.57). Figure 3.22 shows a ternary diagram of the percentage of 
carbonates, clays, and quartz/feldspars (silicates) for each core. The two different lithologies, 
carbonate-rich and clay-rich, occupy separate areas on the ternary diagram, demonstrating a clear 
compositional divide between the two types of shales investigated. The complete mineralogical 
composition of the samples is given in Table 3.2. One smaller core sample (diameter ~ 15 mm) 
was drilled from each of the larger cores using water as the drilling fluid. Figure 3.2 shows a 
schematic of sample preparation and treatment. Each sample core was then cut into six 
consecutive, circular 1 mm slices. All cores were drilled parallel to bedding so that bedding was 
apparent on the slices (Figure 3.2). This allowed the anisotropy of the porosity to be evaluated 
using (U)SANS, providing a more accurate measure of porosity (Gu et al., 2015). The slices 
were rinsed with deionized (DI) water to remove any loose particles and then air dried. Samples 
were weighed and placed in a vacuum oven for 24 hours at 80 C.  
 
From each of the small sample cores, five of the slices were contacted with of one of five 
solvents: toluene (Fisher Lot 167180), cyclohexane (Sigma Aldrich Lot 64796MMV), methanol 
(99.8%, Sigma Aldrich Lot 09096EM), dichloromethane (Sigma Aldrich Lot SHBF2505V), and 
0.01 M hydrochloric acid (pH = 2, with similar acidity as acid treatment used in hydraulic 
fracturing and diluted from 6 M Fisher Lot 131601). Solvent properties are shown in Table 3.3.   
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Figure 3.22: Ternary Diagram of Samples Evaluated.  The gold range indicates the 
approximate composition of Eagle Ford Shale samples reported in the literature (Chermak & 
Schreiber, 2014).  
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About 100 mL of each solvent was made with approximately 100 ppm of two recovery 
standards, fluoranthene (Sigma Aldrich Lot MK13G3590V) and 2,4,6-tribromophenol (Sigma 
Aldrich Lot 2699MJV). The recovery standards are expected to remain in the solutions and thus 
account for solvent evaporation through the process. Ten mL of each solvent was added to a 
glass vial containing a rock slice, sealed with electrical tape, and allowed to soak for about 11 
days at standard pressure and ambient temperature. The final slice from each core was vacuum-
sealed and set aside as a control sample. 
 
After soaking, the shale samples were removed and the remaining solvent was set aside 
for analysis using a GC-MS. Beforehand, the solutions were concentrated by evaporation to 
about 10 % of the initial volume. Any difference in the solution concentration was accounted for 
with the recovery standards. The contacted rock samples were air-dried overnight, weighed, 
placed in the vacuum oven at 80 C for about 24 hours, and then re-weighed. All samples were 
allowed to cool to room temperature, examined with scanning electron microscopy/backscattered 
electron (SEM/BSE) imaging, and then vacuum-sealed.  
 
Thin sections for (U)SANS and additional SEM/BSE imaging were prepared by Tulsa 
Sections, Inc. from the uncontacted and contacted 1-mm-core slices. Each slice was mounted 
with epoxy onto a 1-mm-thick quartz glass slide and ground to approximately 150 μm. Due to 
low permeability, little penetration of the epoxy into the bulk thickness is expected to have 
occurred. Additionally, this method has been shown to result in negligible multiple scattering, 
with limited contributions from the epoxy and slide (Anovitz et al., 2009; Anovitz et al., 2013).  
 
Analysis of Solvent Extracts with Gas Chromatography-Mass Spectrometry  
The solvents containing the extracted material were analyzed by gas chromatography 
(GC) using an Agilent 7890B gas chromatograph with a 5977A mass selective detector (MSD) 
running Agilent MassHunter Acquisition software (version B.07.00). A DB1 capillary column 
(Agilent) was used with ultrahigh purity (UHP) helium as a carrier gas (Airgas, 99.999%). 
Method details are given in Table 3.4. Pure solvent was run between each sample injection to 
clean the injection needle and to minimize carryover of high molecular weight compounds. To 
analyze the organic portion extracted with the hydrochloric acid, the soluble organic matter was 
extracted with approximately 30 mL of dichloromethane (Sigma Aldrich Lot SHBG2363B), 
using three 10 mL contacts.  
 
Hydrocarbon elution times were determined using calibration standards C14 through C16 
(Hewlett Packard 18710-60179 for FID, Lot K1262). Peak areas were normalized to the peak 
signal of the naphthalene d-8, which was added to the solvents just prior to injection as an 
internal standard, and to the mass of the initial shale samples (1.5 ± 0.6 g) to obtain the amount 
extracted per gram. To account for solvent evaporation during extraction and preparation, the 
recovery standards were also used to normalize the amount of each component extracted. For the 
organic solvents, the fluoranthene was used for normalization because it was consistently larger 
than the 2,4,6-tribromophenol peak. Across all the organic solvents, the initial concentration of 
fluoranthene was concentrated about 3 times as much as the 2,4,6-tribromophenol. This could be 
because the 2,4,6-tribromophenol may have decomposed or reacted with the organics. Evidence 
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of 2,4,6-tribromophenol decomposition into bromobenzene was seen in GC-MS chromatograms 
in all the organic samples.  
 
Fluoranthene was not used to normalize the amount extracted in the hydrochloric acid 
solvents because the recovery standard has limited solubility in aqueous solvents (i.e. 
hydrochloric acid) and the amount recovered varied widely in the samples compared to the 2,4,6-
tribromophenol. Instead, these samples were normalized to the amount of 2,4,6-tribromophenol 
and 2,4,6-tribromophenol byproducts. There were several 2,4,6-tribromophenol byproducts 
identified, such as diphenyl ether and other complex phenol compounds (2,2'-Methylenebis(4-
ethyl-6-tert-butylphenol)). Bromine is a good leaving group and the residual fragments of the 
2,4,6-tribromophenol could combine with other fragments, creating these byproducts. There may 
have been additional byproducts that were not quantified, which indicates that this method of 
normalization most likely overestimated the total amount of organics extracted. Thus, the 
absolute amount is not directly comparable to the amount extracted from the organic solvents 
and so is analyzed separately.   
 
The quantification uncertainty of the analyses was ±30% based on the variation in the 
peak areas of the internal standard. This high variation could be due to evaporation between the 
time the samples were prepared and the time the samples were run the next day. Overnight 
sample evaporation was minimized by capping the GC vials and sealing them with parafilm. 
However, when the samples were put on the autosampler, the parafilm was removed and the 
samples left for about 7 hours to run. Lack of concentration of the internal standard with 
increased wait time (across the same solvent with the same vapor pressure) indicates that 
evaporation was limited. Another possible explanation is the error introduced when using a 
10 μL syringe to spike each sample with the internal standard. 
 
 The total ion chromatograms (TIC) were used to quantify and compare the amount of 
organic matter extracted from each sample. The C4H9
+ fragment (mass/charge (m/z) = 57) 
appeared to account for most of the extractable hydrocarbons, although the C6H5
+ (m/z = 77) 
fragment was observed in some samples, primarily the toluene and cyclohexane extractions. The 
C4H9
+ fragment is typically indicative of alkanes while the C6H5
+ is found due to the breakdown 
of aromatic material. The detection limits of the GC-MS for organic compounds ranged from 
undecane (nC11, retention time (RT) of 5.81 min) to pentatriacontane (nC35, RT of 20.63 min). 
More complex, higher molecular weight bitumen compounds, such as asphaltenes and resins, 
may have been present in the samples but would not have been observed in the GC-MS as their 
low volatility would have prevented elution. The highest molecular weight compounds would 
become trapped in the injection port.  
 
Scanning Electron Microscopy/Backscattered Electron (SEM/BSE) Imaging  
Prior to thin-section preparation, the samples were examined with scanning electron 
microscopy/backscattered electron (SEM/BSE) imaging using a Hitachi S4800 SEM at Oak 
Ridge National Laboratory at 10 kV accelerating voltage. Samples were coated with a layer of 
carbon about 5-10 nm thick with a Crossington 208 Carbon Coater (TedPella Inc., USA) to limit 
charging. Images collected had pixel sizes ranging from 280 to 320 nm.  Sample preparation, 
including drilling and cutting the cores, would cause surface topological artifacts. However, a 
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qualitative comparison of the uncontacted sample with the contacted samples provided insight 
into larger scale porosity development, greater than 8 μm, that is not observable with any of the 
other techniques employed here (Loucks et al., 2009; Bernard & Horsfield, 2014). 
 
Polished thin sections were imaged again with SEM/BSE after (U)SANS characterization 
because high resolution images of the shale interior may reveal structures that contribute to 
porosity. Standard preparation of thin sections can create artificial, surficial features in shales 
greatly exceeding the size of the pores present (Loucks et al., 2009; Bernard & Horsfield, 2014). 
However, mineral assemblages and structures in the interior of the samples remain mostly intact. 
Thin sections were coated with a layer of carbon about 10-20 nm thick with a Crossington 208 
Carbon Coater and then measured on the same SEM (Hitachi S4800) as the unpolished samples 
with a voltage of 15 kV and 20 μA current. Due to the thicker layer of carbon coating the 
samples and the higher current used, pixel sizes ranging from 14 to 110 nm were reached. 
 
(Ultra) Small Angle Neutron Scattering Porosity Measurements  
(U)SANS is a technique that can investigate the internal structure of dense geological 
material and characterize pore structures ranging from 1 nm to 20 μm  (Radliński et al., 2004; 
Radliński, 2006; Anovitz et al., 2009; Anovitz et al., 2013; Anovitz & Cole, 2015). When a 
neutron beam penetrates a rock, neutrons are scattered by the different atoms within the sample. 
Structural information of the rock can be obtained based on the detection of the intensity of the 
scattered beam, 𝐼(𝑄), as a function of the momentum transfer or scattering vector, 𝑄. This 
quantity is given by 𝑄 =  (4𝜋 ⁄ 𝜆)   sin (𝜃 ⁄ 2), where 𝜃 is the angle through which the neutron 
is scattered and 𝜆 is the wavelength of the neutron beam. (U)SANS is the ideal technique for 
determining the bulk porosity in shales because it integrates porosity over a large volume and 
takes advantage of the penetrating power of neutrons through materials (Wignall et al., 2012). 
 
Porosity in shales can be determined from (U)SANS measurements by first subtracting 
the incoherent background scattering and then unraveling the structural information contained in 
the coherent scattering. For a group of identical, randomly oriented particles, such as pores 
distributed in shales, the intensity of the coherent contribution of SANS is given by: 
 𝐼 (𝑄) = 𝜑 (Δ𝜌)
2 𝑉 𝑃(𝑄) 𝑆(𝑄) [3.1] 
where 𝜑 is the volume fraction, 𝑉 is the particle volume, 𝑃(𝑄) is the form factor that depends on 
the shape of the particles, 𝑆(𝑄) is the structure factor that describes how particles are structurally 
distributed, and Δ𝜌 is the difference in scatting length density (SLD) between two particles. The 






where 𝑣𝐴 is the volume of the particle and 𝑏𝐴 is the scattering length of the particle. The 
scattering length is a measure of the extent of interaction of an incoming neutron with a nucleus, 
and it varies among different elements and isotopes (Anovitz & Cole, 2015). 
 
Porosity in geological samples can be calculated by assuming a two-phase system, with 
the majority of scattering occurring at the pore/mineral interface (Radliński, 2006). This 
approximation is used because scattering occurs due to differences in the SLD  of the materials, 
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and the differences between minerals and empty pore space is much larger than between 
individual minerals (Radliński, 2006).  Porosity from the shale samples examined here is 
calculated using this two-phase approach. However, as Anovitz et al. (2009; 2013) and 
DiStefano et al. (2016) pointed out, pores filled with alkanes and aromatics must be carefully 
considered, as they scatter like empty pores.  
 
The NGB 30 m, pinhole collimation SANS instrument at the National Institute for 
Standard and Technology (NIST) Center for Neutron Research (NCNR) was used to make 
porosity measurements on the control samples and on the samples after contact with solvents 
(Glinka et al., 1998). Spectra were obtained at three sample-to-detector distances (1 m, 4 m, and 
13 m). An additional configuration at 13 meters utilized MgF2 lenses to increase the observed 
angular range or, the 𝑄-range (Choi et al., 2000). The source radius was 60 mm and a 12 mm 
diameter sample mask was used for each configuration. The beam-defining radius was 50.8 mm 
at 1 m, 4 m, and 13 m and 14.3 mm at the 13 m lens. The wavelengths of the neutrons were 6 Å 
at 1 m, 4 m, and 13 m and 8.4 Å at the 13 m lens with a wavelength spread Δλ/λ = 14 %. The 
resultant scattering vector ranged from 1 x 10-3 to 2 x 10-1 Å-1, which corresponds to pore 
diameters of 2.5 to 500 nm. Data were corrected for empty-beam scattering, background counts 
and detector uniformity, sample transmission and scattering volume, and reduced to absolute 
scale (differential cross-section per unit volume) by normalization to the intensity of the direct 
beam using the NIST data-reduction procedure (Kline, 2006) written for Igor Pro (WaveMetrics, 
Inc. Lake Oswego, OR, USA).  
 
USANS measurements were necessary to determine porosity at larger length scales than 
observable from SANS. These measurements were performed on the BT5 USANS instrument at 
the NCNR and the BL-1A USANS instrument at the Oak Ridge National Laboratory (ORNL) 
Spallation Neutron Source (SNS). These measurements were used to determine porosity at larger 
length scales than observable from SANS. The USANS instrument at the NCNR uses a perfect 
crystal diffractometer for ultra-high resolution measurements (Barker et al., 2005). The 
wavelength of the neutrons was 2.38 Å with a wavelength spread Δλ/λ = 5.9 %. The resultant 
scattering vector ranged from 3 x 10-5 Å-1 to 2 x 10-3 Å-1, which corresponds to pores with 
diameters from 250 nm to 16 μm. The USANS instrument at the SNS is a time-of-flight version 
of the classic Bonse-Hart double-crystal diffractometer and operates in the same fashion as 
detailed by Barker et al. (2005). The wavelength of the neutrons was 3.6 Å and the width of the 
Darwin plateau was 5.1 arc seconds. The resultant scattering vector ranged from 6 x 10-5 Å-1 to 
3 x 10-3 Å-1, which corresponds to pores with diameters from 160 nm to 8.4 μm. USANS data 
were corrected for empty-beam scattering, background counts and detector uniformity, sample 
transmission and scattering volume, and reduced to absolute scale (differential cross-section per 
unit volume) by normalization to the intensity of the direct beam (Kline, 2006) using Igor Pro.  
 
SANS scattering patterns for three of the six samples, CARB 3, CARB 4, and CARB 5, 
revealed that the samples were isotropic, exhibiting azimuthal symmetry. They were thus radially 
integrated at all scattering vectors, 𝑄, and combined with the desmeared USANS data. The 
SANS scattering patterns for the other three samples, CARB 2, CLAY 2, and CLAY 5, revealed 
that the samples were anisotropic with elliptical azimuthal asymmetry, which has been 
documented in shales cut perpendicular to bedding (Hall et al., 1986; Anovitz et al., 2015; Gu et 
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al., 2015). The anisotropic (U)SANS data were reduced and combined according to the 
mathematical method described below, which produced a single scattering pattern, directly 
comparable to the anisotropic samples. The method reconstructs the data by removing the 
orientation information and is equivalent to perfectly grinding the shale into a powder, which is 
difficult in real rock samples. 
 
(U)SANS Data Analysis 
This mathematical method was used to reconstruct the anisotropic (U)SANS data by 
removing the orientation information. This method generates scattering curves for the 
asymmetric anisotropic samples that were equivalent to the isotropic samples. Asymmetric data 
have elliptical intensity contours (Figure 3.23). Thus, sector averages over the major and minor 
axes of the ellipse, ± 10°, were used to determine scattering in the two directions. The directions 
of bedding with respect to the major and minor axes are shown in Figure 3.23, with the shorter 
axis (Y-axis) in reciprocal space corresponding to a horizontal bedding plane and the longer axis 
(Z-axis) corresponding to a vertical bedding plane. The X-axis corresponds to the direction of the 
neutron beam.  
 
USANS measurements differ from SANS measurements; instead of two-dimensional SANS 
patterns, USANS produces one-dimensional scattering patterns, with high resolution in the scan 
(horizontal) direction by performing a line average in the integration (vertical) direction. For 
anisotropic samples, measurements must be taken along each of the Y and Z axes to correspond 
to the sector averaged SANS data. Thus, the anisotropic samples were measured in two different 
orientations: the Y-orientation with the bedding plane oriented horizontally (Figure 3.23A), and 
the Z-orientation with the bedding plane oriented vertically (Figure 3.23B). Additionally, since 
scattering intensity is slit-smeared on a USANS instrument, meaning that the two-dimensionality 
of the signal is lost, the data must be desmeared to put the intensity on an absolute basis with 
SANS data from a pinhole instrument. The desmearing of azimuthally symmetric data is 
performed using an iterative method (Lake, 1967). This is not immediately valid for azimuthally 
asymmetric data since the two orthogonal directions are not equivalent (Gu & Mildner, 2016), 
and some data manipulation is required. 
 
To concatenate the two measured directions of the USANS data with the asymmetric 
SANS data, each anisotropic USANS dataset must be multiplied by unitless factors, 𝑘𝑌 and 𝑘𝑍 
for the Y and Z direction respectively, before desmearing (Gu & Mildner, 2016). To determine 
the correct multiplication factor, the prefactor and slope of the SANS and USANS data are 
needed. The scattering intensity of the SANS and USANS data, in both the Y and Z direction 
obeys the power law: 
 𝐼𝑌(𝑄) = 𝐴𝑌𝑄
−𝑛 [3.3] 
 𝐼𝑈𝑌(𝑄) = 𝐴𝑈𝑌𝑄
−𝑚 [3.4] 
 𝐼𝑍(𝑄) = 𝐴𝑍𝑄
−𝑛 [3.5] 
 𝐼𝑈𝑍(𝑄) = 𝐴𝑈𝑍𝑄
−𝑚 [3.6] 
where 𝐼𝑌(𝑄) and 𝐼𝑍(𝑄) are the SANS scattering intensities in the Y and Z direction, respectively, 
and 𝐼𝑈𝑌(𝑄) and 𝐼𝑈𝑍(𝑄) are the USANS scattering intensities before desmearing in the Y and Z   
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Figure 3.23: Reduction Procedure. An example of an anisotropic SANS scattering pattern 
with elliptical azimuthal asymmetry. The black circles on the white rectangles are 
illustrations of shale thin sections with the white line indicating direction of bedding. In this 
example, the bedding in the SANS sample was oriented horizontally, or in the Y-direction, 
with the incoming beam in the X-direction. The resulting SANS pattern was averaged in 20° 
sectors along the minor and major axes of the ellipse (in this case the Y and Z directions, 
respectively) A) and B) show the how the sample and bedding would be oriented in the 
USANS beam for the Y-orientation and the Z-orientation, respectively.  
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direction, respectively. 𝐴𝑌 through 𝐴𝑈𝑍 are the prefactors, and 𝑛 and 𝑚 are the (negative) 
gradients of the SANS and USANS data, respectively. The prefactors and the slopes can be 
determined from a linear fit of the log-log plots of the scattering intensity as a function of 𝑄. 




















Table 3.6 shows the 𝑘𝑌 and 𝑘𝑍 values that were calculated from the data for each sample. The 
directional USANS datasets were multiplied by 𝑘𝑌 and 𝑘𝑍 for the Y and Z directions 
respectively. The modified USANS results are now in a quasi-symmetric from ready for 
desmearing to put the intensity on an absolute basis with the SANS data. After desmearing, the 
SANS and USANS results from each orientation were combined to create two scattering curves 
per sample, one for the scattering plane parallel to the bedding plane, the other perpendicular to 
bedding.   
 
To compare the anisotropic and isotropic samples, the two scattering curves from each 
anisotropic sample were combined into a single scattering curve by taking a geometric average 
between two orientations, as described below. This was done by taking a local approximation of 
the model of Gu and Mildner (2018). When inhomogeneities have symmetry around a unique 
axis, such as the normal to bedding, Summerfield and Mildner (1983) showed that scattered 
intensity on a two-dimensional detector has an elliptical dependence on the azimuthal angle (𝜑) 
of the scattering vector.  When the scattering plane is inclined at an angle (𝜃) to the axis of 
symmetry or the Z direction, the scattered intensity may be described by: 
 𝐼(𝑄, 𝜃, 𝜑) = {[(𝑎−2 cos2 𝜃 + 𝑏−2 sin2 𝜃) cos2 𝜑 + 𝑏−2 sin2 𝜑]1/2𝑄}
−𝑛
 [3.9]  
where constants 𝑎 and 𝑏 are constants. If 𝐴 and 𝐵 are set as power law functions of 𝑄 and the 
constants 𝑎 and 𝑏, respectively: 
 𝐴 ≃ 𝑎𝑛𝑄−𝑛 [3.10] 
 𝐵 ≃ 𝑏𝑛𝑄−𝑛 [3.11] 
then Equation [3.9] becomes:  
 











Table 3.6: Key Parameters for (U)SANS Analysis 
Sample Solvent 𝒌𝒀 𝒌𝒁 Average 𝒏 𝒂/𝒃 
CARB 2  0.93 1.08 3.32 1.09 
CARB 2 Toluene 0.94 1.07 3.34 1.07 
CARB 2 Cyclohexane 0.90 1.11 3.35 1.12 
CARB 2 Methanol 0.87 1.14 3.35 1.15 
CARB 2 Dichlormethane 0.92 1.08 3.38 1.09 
CARB 2 Hydrochloric Acid 0.91 1.10 3.33 1.11 
CLAY 2  0.85 1.17 3.46 1.24 
CLAY 2 Toluene 0.91 1.10 3.53 1.14 
CLAY 2 Cyclohexane 0.86 1.17 3.51 1.23 
CLAY 2 Methanol 0.83 1.20 3.46 1.25 
CLAY 2 Dichlormethane 0.90 1.11 3.53 1.15 
CLAY 2 Hydrochloric Acid 0.82 1.22 3.44 1.30 
CLAY 5  0.96 1.05 3.27 1.07 
CLAY 5 Toluene 0.98 1.02 3.20 1.03 
CLAY 5 Cyclohexane 0.99 1.01 3.20 1.01 
CLAY 5 Methanol 0.93 1.07 3.15 1.11 
CLAY 5 Dichlormethane 0.99 1.01 3.30 1.01 




Building on the work of Summerfield and Mildner (1983), Gu and Mildner (2016; 2018) 
showed that when a sample is cut perpendicular to bedding, as is the case for the samples studied 
here, the axis of symmetry is included in the scattering plane and 𝜃 = 0. Figure 3.24 shows a 
depiction of an ellipsoid in reciprocal space, corresponding to a specific intensity. The red ellipse 
is indicative of the 2D plane occupied by the detector. In the case illustrated here, the scattering 
plane is in the YZ plane, includes the axis of symmetry, and 𝜃 = 0. When 𝜃 = 0, Equation [3.13] 




(𝐴−2 cos2 𝜑 + 𝐵−2 sin2 𝜑)
 [3.14] 
In the special case where 𝜑 =
𝜋
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 𝐼 (𝑄, 0,
𝜋
2
) = 𝐵 [3.16] 
 𝐼𝑌(𝑄) = 𝐼 (𝑄, 0,
𝜋
2
) = 𝐵 ≃ 𝑏𝑛𝑄−𝑛 [3.17] 
When the sample is oriented in the Z-direction, 𝜑 = 0, Equation [3.14] becomes: 




 𝐼(𝑄, 0,0) = 𝐴 [3.19] 
 𝐼𝑍(𝑄) =  𝐼(𝑄, 0,0) = 𝐴 ≃ 𝑎
𝑛𝑄−𝑛 [3.20] 
To determine the intensity of scattering independent of scattering orientation, Gu and Mildner 
(2018) assumed a constant prefactor, 𝑝, (Equation [3.21]) and derived an expression for the 
prefactor derived for a power law, 𝑛, equal to 3 (Equation [3.22]). 
 𝐼(𝑄)𝑝 = 𝑝
𝑛𝑄−𝑛 [3.21] 






Equation [3.22] is valid to within 2% when the 𝑛 ≈ 3 (± 1) (Gu & Mildner, 2018). Geological 
samples, such as shales and other rocks, typically exhibit very rough surfaces and strong power 
law scattering with an exponent, 𝑛, close to 3, which is the case for the samples examined here 
(Radliński, 2006; Gu & Mildner, 2018), so this local approximation should hold. Combining 
Equation [3.21] and [3.22] yields: 
 
𝐼(𝑄)𝑝 =  𝑝















Figure 3.24: Diagram of an Ellipsoid of Constant Intensity in Reciprocal Space. The red 
ellipse is indicative of the 2D plane occupied by the scattering detector. In the case 
illustrated here, the scattering plane is in the YZ plane, includes the axis of symmetry, and 
















The anisotropic scattering data were combined using Equation [3.25]. This method of taking the 
geometric average of the two orientations introduces some uncertainty into the data, but if 
𝑏/𝑎 < 2, which is the case for the shale samples examined here, the uncertainty should only be 
a few percent. Rather than fitting a single power law to the entire curve, this method retains the 
structural information contained in the two data sets. Prior to using Equation [3.25], the 
anisotropic data sets had to be rebinned with a constant 𝑄 interval so that the data were on the 
same 𝑄 scale. The intensity values, 𝐼, were interpolated using the interpolation function in Igor 
Pro. Figure 3.25 shows a representative sample with the original data (points), rebinned data 
(colored lines), and the power law average of the two orientations using Equation [3.25] (black 
line). These single, reduced scattering curves were used to determine pore size distributions 
(PSD) and cumulative porosities of the samples. 
 
The pore size distributions (PSD) in each sample were calculated from the scattering 
curves using Irena’s total non-negative least square (TNNLS) method that implements the work 
of Merritt and Zhang (Beaucage, 1995; Zhang, 2004; Merritt & Zhang, 2005; Nelson, 2006; 
Ilavsky & Jemian, 2009; Zhang et al., 2010). Using this method, a model of PSDs of spheroid 
particles, with an aspect ratio of 1, was fit to the scattering data. The minimum diameter was set 
to 25 Å, the smallest pores measured by SANS, and the maximum diameter was about 82,000 Å. 
Uncertainties were calculated in Irena by running multiple fits to the data,  while varying the data 
by adding Gaussian noise (Ilavsky & Jemian, 2009). The PSDs were then integrated to determine 
cumulative porosity with respect to pore diameters. 
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Figure 3.25: Representative Sample Demonstrating Rebinning and the Geometric 
Average for Anisotropic Data. Original data (points), rebinned data (colored lines), and the 
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Appendix 3-D: Cumulative Porosity Plots 
 
Figure 3.26: Cumulative Porosities of the Uncontacted Samples. Uncertainties in porosity were calculated in Irena by running 
































Figure 3.27: Cumulative Porosities of CARB 2. Uncertainties in porosity were calculated in Irena by running multiple fits to the 

































Figure 3.28: Cumulative Porosities of CARB 3. Uncertainties in porosity were calculated in Irena by running multiple fits to the 






























Figure 3.29: Cumulative Porosities of CARB 4. Uncertainties in porosity were calculated in Irena by running multiple fits to the 

































Figure 3.30: Cumulative Porosities of CARB 5. Uncertainties in porosity were calculated in Irena by running multiple fits to the 































Figure 3.31: Cumulative Porosities of CLAY 2. Uncertainties in porosity were calculated in Irena by running multiple fits to the 































Figure 3.32: Cumulative Porosities of CLAY 5. Uncertainties in porosity were calculated in Irena by running multiple fits to the 






























CHAPTER 4  
SPONTANEOUS IMBIBITION OF WATER AND DETERMINATION OF 
EFFECTIVE CONTACT ANGLES IN THE EAGLE FORD SHALE 
FORMATION USING NEUTRON IMAGING  
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Abstract 
Understanding of fundamental processes and prediction of optimal parameters during the 
horizontal drilling and hydraulic fracturing process results in economically effective 
improvement of oil and natural gas extraction. Although modern analytical and computational 
models can capture fracture growth, there is a lack of experimental data on spontaneous 
imbibition and wettability in oil and gas reservoirs for the validation of further model 
development. In this work, we used neutron imaging to measure the spontaneous imbibition of 
water into fractures of Eagle Ford Shale with known geometries and fracture orientations. An 
analytical solution for a set of nonlinear second-order differential equations was applied to the 
measured imbibition data to determine effective contact angles. The analytical solution fit the 
measured imbibition data reasonably well and determined effective contact angles that were 
slightly higher than static contact angles due to effects of in-situ changes in velocity, surface 
roughness, and heterogeneity of mineral surfaces on the fracture surface. Additionally, small 
fracture widths may have retarded imbibition and affected model fits, which suggests that 
average fracture widths are not satisfactory for modeling imbibition in natural systems. 
Introduction 
The combination of horizontal drilling and hydraulic fracturing, or fracking, has greatly 
increased the productivity of oil and natural gas wells, especially in tight gas shales. To optimize 
recovery, models have been developed to simulate fracture growth and fluid movement in oil and 
gas reservoirs under subsurface conditions. However, these models must employ a multitude of 
assumptions about poorly understood rock properties that are highly dependent on micro-scale 
fluid-rock interactions. A quantitative understanding of these interactions, including spontaneous 
imbibition and wettability, is key to developing better models and improving hydraulic 
fracturing. For instance, the performance of hydraulic fracturing fluids, both water and gas 
100 
based, can be enhanced by understanding the behavior of the 3-D anisotropic rock-fluid 
interactions through characterization and dynamic studies.  
 
This study uses neutron imaging, a non-destructive, rapidly developing capability, to 
verify and modify critical modeling parameters for fluid flow in subsurface environments. 
Spontaneous imbibition of water into fractures in the Eagle Ford Shale Formation, a vitally 
important shale gas reservoir, was imaged to quantitatively measure in-situ imbibition rate. A 
model of capillary uptake was then fit to the measured imbibition rate to determine wettability 
through effective, in-situ contact angles. These imbibition rates and contact angles are highly 
relevant to subsurface hydraulic fracturing models. 
 
Spontaneous Imbibition 
Hydraulic fracturing involves injecting high-pressure fluids into shale reservoirs to create 
fracture networks, liberating oil and gas reserves. Some of the injected fluid is never recovered. 
This missing fluid is termed leak-off. If not controlled properly, leak-off can exceed 70% of the 
injected volume, potentially decreasing well productivity by blocking oil and/or gas egress, 
causing formation damage, and/or contaminating ground water (Penny et al., 1984; Cheng, 
2012). This loss thus presents a potential major barrier to oil and gas recovery. The processes by 
which this loss occurs are, however, poorly understood.  
 
One possible mechanism for the escape of fluid into a reservoir is spontaneous imbibition 
into initially dry porous media and fractures (Cheng, 2012). Spontaneous imbibition occurs when 
a wetting fluid displaces a nonwetting fluid, such as air, under the influence of capillary suction 
(Gao & Hu, 2016). This has been shown to strongly affect the production of oil and gas by water 
blockage of oil and gas escape pathways (Li, 2007; Cheng, 2012; Shahri et al., 2012). The rate of 
imbibition, however, is strongly dependent on the multiscale properties of the rock matrix. It 
depends on mineralogy of the source rock, total organic carbon, distribution of pore throat sizes 
and fractures, and wettability. Experimental analysis of spontaneous imbibition into porous 
media has been done on a number of rocks including shales, but these experiments usually 
determine spontaneous imbibition into porous media, not fractures such as those examined here 
(Javaheri et al., 2017). While a number of models have been developed in the literature to predict 
the rate of imbibition (Brittin, 1946; Handy, 1960; Dreyer et al., 1994; Benavente et al., 2002; 
Xiao et al., 2006; Cai et al., 2010a; Standnes, 2010; Cai et al., 2014; Cheng et al., 2015), 
experimental data are needed to verify these models. 
 
Wettability: Static, Effective, and Dynamic Contact Angles 
The wettability of an oil and gas reservoir rock controls imbibition and must be 
considered to optimize oil and gas recovery. Wettability describes the preference of a solid to be 
in contact with one fluid rather than another. With multiple phases present in the reservoir, 
understanding wettability becomes very important (Abdallah et al., 2007).  In a system with two 
fluids, air and water, rocks can be classified as water-wet, air-wet, or intermediate in nature 
(Figure 4.1)1, depending on the mineralogy, and this greatly affects the movement of fluid 
through the rock formation. Where air is present, wettability describes the extent of preference 
for a given surface to be in contact with the fluid rather than with air. This preference also 
                                                 
1  All figures are located in Appendix 4-A at the end of Chapter 4. 
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influences many aspects of reservoir performance, particularly in enhanced oil recovery 
techniques such as hydraulic fracturing. For instance, making the assumption that a reservoir is 
water-wet, when it is not, can lead to irreversible reservoir damage and less than optimum 
recovery (Abdallah et al., 2007). Reservoir rock formations are complex structures, and the 
wettability of each differs. They typically contain multiple mineral types, each of which may wet 
differently. This makes estimation of their overall wettability difficult.  
 
Wettability is important because it is one of the primary variables controlling 
spontaneous imbibition (i.e. capillary uptake). In the simplest case, fluid in a narrow, smooth, 
cylindrical, capillary with diameter, 𝐷, the Washburn-Lucas equation, provides a measure of the 







) 𝑡 [4.1] 
where ℎ is the height of the capillary, 𝑡 is time, 𝜎 is surface tension, and 𝜂 is viscosity. 
Wettability is measured by the contact angle, 𝜃, discussed in detail below. While this equation is 
insufficient to describe capillary uptake in real-world, or even two-dimensional planar fractures 
in real rocks (see below), the importance of wetting angle on the process of capillary uptake is 
clear. 
 
Measuring the static contact angle of a liquid on a surface is the most common method to 
measure the wettability of reservoir rocks.  The liquid is placed on a uniform, flat, rock surface, 
and the angle between the tangent to the edge of the drop and the solid substrate, the static 
contact angle relative to air, is measured (Figure 4.1). Different liquids can exhibit different 
contact angles on the same surface and a single liquid can exhibit different contact angles on 
different materials, or may change as a function of other surface properties such as roughness, 
ionic strength, and mineralogy (Wenzel, 1936; Hamraoui et al., 2000; Chen et al., 2015). 
Additionally,  in systems with fluid flow, it has been demonstrated that dissipation of frictional 
and viscous forces with an advancing fluid front results in contact angles that change with time 
(Joos et al., 1990; Hamraoui et al., 2000; Hamraoui & Nylander, 2002). Such time-dependent 
values are referred to as dynamic contact angles, and these can differ significantly from 
measured static contact angles. As fluids in real reservoirs are likely to both be in long-term 
contact with reservoir materials and, in many cases, flowing, these dynamic contact angles can 
alter effective contact angles, or the contact angle measured in in-situ conditions. Determination 
of effective contact angles is critical to modeling fluid flow in subsurface oil and gas reservoirs. 
Despite its importance, however, measurement of effective contact angles on real surfaces in 
reservoir-like conditions, rather than flat surfaces under laboratory conditions, remains difficult. 
Actual reservoir rocks exhibit micro-heterogeneities in orientation, surface roughness, and 
mineralogy that are not always present in carefully-prepared laboratory samples. Thus, 
characterization of the wettability as it applies to reservoir processes requires more complex, in-
situ measurements. 
 
Numerous studies have measured static contact angles on a host of minerals and realistic 
rock materials, most recently in carbon dioxide (CO2)-brine systems for carbon sequestration and 
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storage reservoirs (Tokunaga & Wan, 2013). Wan et al. (2014) measured CO2-brine contact 
angles on muscovite, a common aluminosilicate mineral, noting the reproducibility of contact 
angle measurements on these surfaces are difficult because clean and pristine mineral surfaces do 
not exist in-situ. Yang et al. (2007) and Broseta et al. (2012) measured CO2-brine contact angles 
on carbonate rocks. However, very few studies have investigated effective contact angles for 
reservoir rocks in-situ. Andrew et al. (2014) measured effective contact angles in limestone- 
CO2-brine systems using X-ray micro-Computed Tomography (CT). While this was a novel 
approach to in-situ contact angle measurements, no fluid flow occurred. 
 
Experimental Design 
To measure wettability of real rock materials under dynamic conditions, we have used the 
neutron imaging facilities at the National Institute of Standards and Technology (NIST) and the 
Oak Ridge National Laboratory (ORNL) to measure fracture imbibition rates of water, in 
samples from the Eagle Ford Shale Formation (Texas). Imbibition was monitored by neutron 
radiography, which has been shown  to be a highly-accurate method to quantitatively determine 
the rate of spontaneous imbibition of hydrogen rich fluids, such as water, into  fractured media in 
real time because of the large neutron cross-section of hydrogen (Middleton et al., 2005; 
Hassanein et al., 2006; Kang et al., 2013; Perfect et al., 2014; Cheng et al., 2015). This means 
that water readily attenuates neutrons through incoherent scattering, allowing dynamic imaging 
of water movement.  Attenuation can be modeled using the Lambert-Beer law (Swinehart, 1962):  
 
𝑇 =  
𝐼
𝐼0
= 𝑒−𝑁𝜎𝑐𝑡𝑠 [4.2] 
where 𝐼 is the measured intensity and 𝐼0 the incident intensity, 𝑇 is the transmission, 𝑁 is the 
atom density, 𝜎𝑐 is the total neutron cross section, and 𝑡𝑠 is the thickness of the sample. 
 
The overall goal of this study was to establish a fundamental understanding of imbibition 
and effective contact angles in gas shales; information that can be used to develop robust 
poroelastic models of rock behavior that can be employed for prediction and enhancement of 
hydrocarbon recovery through development of more efficient fracturing methodologies. Since 
the complex fracture geometries of natural systems complicates imbibition of fluids into a 
system, synthetic fractures of known geometries were used. Complex fracture systems will be 
investigated in future works. 
Methods and Materials  
Sample Preparation 
Shale samples were obtained from an outcrop of the Eagle Ford Shale Formation 
(purchased from Kocurek Industries).2 The Eagle Ford Shale Formation is one of the most 
actively drilled plays for oil and gas recovery in the United States. As of April 2017, the Eagle 
Ford Shale Play was producing 1,177,312 bbl/day of oil and 5,852,211 Mcf/day of gas (U.S. 
Energy Information Administration (EIA), April 2017). The Eagle Ford was deposited in the late 
                                                 
2 Certain trade names and company products are mentioned in the text or identified in an illustration in order to 
adequately specify the experimental procedure and equipment used.  In no case does such identification imply 
recommendation or endorsement by the National Institute of Standards and Technology and Oak Ridge National 
Laboratory, nor does it imply that the products are necessarily the best available for the purpose. 
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Cretaceous in a marine continental shelf environment and is rich in hydrocarbons (Ergene, 
2014). It underlays much of southeast Texas into Mexico and outcrops in an arc from north of 
Austin, through San Antonio and then west toward Kinney County (Anovitz et al., 2015). In 
2011, the USGS estimated that the Eagle Ford contained 853 million barrels of oil, 
51,926 billion cubic feet of natural gas, and 2043 million barrels of natural gas liquids (Dubiel et 
al., 2012). While this formation contains extensive oil and gas reserves, it was not considered 
economic for recovery until the recent coupling of hydraulic fracturing and horizontal drilling. 
 
Two samples from the Eagle Ford Formation were prepared for analysis from paired 
shale blocks; each block was 12.7 mm x 12.7 mm x 152.4 mm. Prior to assembly, the fracture 
surface on each block was polished with a 180-grit lapping plate until almost no light passed 
through the fracture when the blocks were held together. The blocks were then clamped together 
and the seam taped with Kapton® tape (DuPont, Wilmington, DE) to create a nearly planar 
synthetic fracture with an opening of about 50 micrometers. Kapton® tape is ideal to fasten the 
shale blocks together because the tape is made of a material with a low neutron cross section and 
is only 25 µm thick, thus it minimally attenuates neutrons. This makes it almost completely 
invisible in neutron images. In the first sample, Eagle Ford 19 (EF 19) the synthetic fracture was 
aligned perpendicular to bedding, while the fracture in the second, Eagle Ford 20 (EF 20), was 
aligned parallel to bedding. The two samples, with synthetic fractures, are pictured in Figure 4.2. 
Before imbibition, samples were allowed to equilibrate with ambient conditions. The mineral 
composition of this shale formation was measured with X-ray diffraction (XRD) and quantified 
via Rietveld refinement (Rietveld, 1969) (Table 4.1)3. 
 
Static Contact Angle Measurement 
Static contact angles were measured on both sides of the fracture surfaces of samples EF 
19 and EF 20. These measurements were made after the imbibition experiments, and the fracture 
surfaces were assumed not to be modified from the condition under which imbibition 
measurements had been conducted. Sufficient time had elapsed for the samples to dry out and to 
equilibrate with ambient air. In order to perform the measurements, the samples were first 
mounted on a lab bench and leveled. A series of 10 μL droplets of deionized water (DI) were 
pipetted along the length of each sample and photographed with the camera centered on the top 
surface of the rock surface as shown in Figure 4.3. The resultant photographs were magnified, 
and the contact angles were measured using ImageJ (Schneider et al., 2012). The pipetted 
droplets appeared to be stable over the few minutes necessary for each measurement, allowing 
images of about five droplets to be captured. No significant differences were observed between 
droplets place on either side of the engineered fracture or systematically along the length of the 
fracture. However, visible surface features translated to a noticeable variability in the measured 
contact angles. No effort was made to evaluate whether the measured contact angles were time-
dependent. 
 
Non-destructive Fracture Characterization 
Characterization of the fracture width for EF 19 was done using X-ray CT data produced 
at the High-Resolution X-ray Computed Tomography Facility of the University of Texas at 
Austin. The sample was imaged with the fracture plane perpendicular to the CT slice plane at 
                                                 
3 All tables are located in Appendix 4-B at the end of Chapter 4. 
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140 keV in a North Star Imaging, Inc. X-ray scanner. A complete scan was obtained by taking 
3600 projections from -10 to 450 degrees. The projections were then reconstructed to provide a 
stack of 2D images, each image representing a slice through the sample. The resultant image had 
a voxel edge length of 9.49 μm. 
 
Characterization of fracture width for EF 20 was done using X-ray CT scans done at the 
Oak Ridge National Laboratory. The sample was imaged at 140 keV in a Zeiss Xradia 520 Versa 
X-ray system. A high-energy filter was used to prevent beam hardening. The sample was imaged 
with the fracture plane perpendicular to the CT slice plane. Three scans of the fracture were 
obtained at the bottom, middle, and top, each about 9 mm tall and approximately 5 cm apart, 
using 3200, 1600, and 1600 projections, respectively, from 0 to 360 degrees. Final images had a 
voxel edge length of 5.35 μm. 
 
Fracture roughness was characterized using a Keyence VR-3100 non-contact surface 
profilometer. This instrument provides 3D measurements with 0.1 μm vertical resolution using 
three, double-telecentric lenses and multi-triangulation to provide a 3D scan of a sample surface. 
Using this instrument, the surface roughness was measured in accordance with ISO 25178 
(International Organization for Standardization, 1997). 
 
For both the EF 19 and 20, fracture roughness was calculated from six different areas 
along both sides of the fracture surface. For EF 19, each area was approximately 43.09 mm2 and, 
for EF 20, each was approximately 42.91 mm2. Thus, about 6.7% of the total fracture surface of 
each sample was analyzed. Based on visual observation, these areas were representative of the 
fracture surface. Two different surface roughness parameters where determined, the arithmetic 
mean height (Sa) and the root mean squared height (Sq). Sa is the average area above and below 
the mean plane while Sq is the average mean square of the 3D area above and below the mean 
plane. Sq is often higher than Sa. Several related parameters were calculated, including the 
maximum peak height (Sp), and the maximum valley height (Sv), and the maximum height (Sz = 
Sp+Sv) (International Organization for Standardization, 1997).  
 
Spontaneous Imbibition measured with Neutron Imaging 
Spontaneous imbibition was measured at the BT-2 neutron imaging facility at the 
National Institute of Standards and Technology (NIST) Center for Neutron Research (NCNR) 
and the CG-1D neutron imaging facility at the High Flux Isotope Reactor (HFIR) at the Oak 
Ridge National Laboratory (ORNL). As was shown by Cheng et al. (2015), neutron imaging is 
an effective method for imaging water movement in empty fractures as neutrons are strongly 
attenuated by hydrogen. The two fractured samples were oriented in the neutron beam with the 
fracture plane parallel to the path of the incoming neutrons. This provided a flattened 2D image 
of the 3D phenomena of fracture imbibition. To take the measurements, the image acquisition 
was first initiated and an aluminum pan of water was then slowly raised using a remotely-
controlled vertical stage until the water barely touched the bottom of the fracture and water 
spontaneously imbibed into the sample. To prevent inducing hydrostatic pressure, the water level 
was monitored using both light and neutron cameras as it slowly approached the sample. As soon 
as contact was made, the elevation of the aluminum pan was stopped. Due to the stark contrast 
between empty fracture and water, the spontaneous imbibition of water was easily visualized in 
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the neutron images (Figure 4.4). Images were taken every 0.1 s so that the uptake rate could be 
quantified. The resultant images had a pixel edge length of 55 μm. EF 19 was then soaked in DI 
water, dried overnight at 105 °C, and the water uptake was repeated.  
 
For each sample, all the images in the time sequence were normalized according to 
Equation [4.3] to form the transmission image, Ti. The transmission image is the image were 
each pixel corresponds to the transmission, T, in Equation [4.2]. 
 
𝑇𝑖 =
𝐼𝑆  − 𝐼𝐷𝐹
𝐼𝑅  − 𝐼𝐷𝐹
 [4.3] 
where 𝐼𝑆 is the measured intensity of the sample, 𝐼𝐷𝐹 is the intensity of a dark field image, the 
image obtained with the shutter closed to measure background radiation effects, and 𝐼𝑅 is the 
intensity of a reference image. This latter was an image of the rock/fracture system taken before 
imbibition, and it allows any contributions of the rock to the overall image to be removed. The 
resulting stack of images constitutes a time resolved sequence of water imbibition into the 
fracture, with a frame rate of 10 images per second. The imbibition is visually distinguishable as 
a dark front gradually progressing upward (Figure 4.4). Approximately 2000 frames were taken 
during each experiment, with a run time of 3 min to 4 min.  
Results 
Static Contact Angles 
For Eagle Ford 19, seventy-one contact angle measurements were taken, which varied 
between 21° and 44° with an average of 35° ± 5°. For Eagle Ford 20, sixty-four contact angle 
measurements were taken, with a range of 19° to 43° and an average of 31° ± 6°. The similar 
range and average static contact angles of the two samples is expected since they have the same 
composition. These static contact angles indicate a water-wet surface. 
 
Fracture Description 
The width of the fractures in EF 19 and EF 20 were measured using the reconstructed X-
ray CT images of the sample. Each 2D image is a horizontal cross section of the fracture as can 
be seen in Figure 4.5. For EF 19, eleven equidistant slices, evenly spaced from the bottom to the 
top of the sample, were analyzed. The pixel width of the fracture in each image was measured in 
the front, the center, and the back of the fracture and converted to micrometers (Figure 4.5). The 
average width was 33 μm ± 8 μm, ranging from 19 μm to 48 μm. The median width was 
calculated as 29 μm. Figure 4.6 shows a histogram of the determined fracture widths for EF 19.  
 
The width of the fracture in EF 20 was calculated from the three X-ray CT scans of the 
bottom, middle, and top of the sample. Figure 4.5 shows the area along the sample where the 
scans were taken. Due to the increased resolution of the CT than for EF 19, many more width 
measurements could be made. The width of the fracture was measured in all of the reconstructed 
2D images (about 1700 images for each scan) at the front, center, and back of the fracture in each 
scan (Figure 4.5). The bottom of the sample had the smallest width, with an average of 41 μm ± 
24 μm, a minimum below the resolution of the CT (below 5.35 μm), and a maximum of 123 μm. 
At the middle and top of the sample the fracture was wider, with average widths of 75 μm ± 
25 μm and 62 μm ± 19 μm, respectively. Figure 4.7 show a histogram of the determined widths 
for each CT scan, the bottom, top, and the middle. The average width from all the measured 
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scans was 59 μm ± 27 μm, ranging from less than 5.35 μm to 145 μm, and the median width was 
the same as the average width (59 μm). Figure 4.8 shows a vertical cross section of the front, 
center, and back of the top of the sample, which is only a small sub-volume of the sample. 
 
The measured surface roughness parameters are listed in Table 4.2. The average Sq for 
EF 19 was 5.76 μm, while that for EF 20 was much higher at 18.3 μm. The maximum height 
value obtained for EF 20 is also about twice as large as that for EF 19. Thus, the surface of EF 20 
is much rougher than EF 19. 
 
Quantitatively Determining the Height of the Wetting Front from Neutron Images 
To quantitatively calculate the height of the wetting front as a function of time for each 
sample, a straight line was first drawn along the imbibition path in the neutron images from the 
well of water at the bottom of the sample to the highest point of uptake. For each frame, 
corresponding to a time point, a plot was then made of the normalized intensity of each pixel 
along the imbibition line. For the transmission images, values of 0 denoted complete attenuation 
of the beam, representative of water, and values of 1 indicated complete transmission of the 
beam – the absence of water. As can be seen in Figure 4.4, the height of the imbibition front was 
not a sharp boundary, but more closely approximated an error function, and the T values along 












where m, n, c, and w correspond to the shape of the error function, with m being the maximum, n 
the minimum, c the center, and w the width. The value for 𝑥 is the pixel distance along the 
imbibition line and T corresponds to the transmission at pixel 𝑥. Figure 4.4 shows how these 
parameters were fitted to the transmission graphs of EF 19 and how they affect the shape of the 
error function.  
 
The parameters in Equation [4.4] are used to determine the height of the wetting front. 
The minimum is the T value corresponding to the part of the fracture filled with water, which 
typically has a value around 0.7 to 0.9. This value would be 0 if all neutrons were attenuated, 
however, the small volume of water in the fracture prevents complete attenuation of the neutron 
beam. The maximum corresponds to the T value where the fracture is completely empty of 
water, and is always approximately 1. Additionally, as the error function is the integral of the 
Gaussian distribution, the parameters of the error function correspond to those of the Gaussian. 
The center, c, corresponds to the mean, and the width, w, corresponds to √2𝜎, where 𝜎 is the 
standard deviation. The center is the point along the uptake path when the fracture is about 
50 percent full. In general, we found that the center plus one standard deviation, the point when 
the facture is about 32 percent full, corresponded to the visually observed height of the wetting 
front. Therefore, this was taken to be the height of the wetting front for each frame for the 
purposes of further analyzing our results.  
 
Because of the large number of image frames that needed to be analyzed, an automated 
program was written to fit the error function to each frame using a least squares fit (Figure 4.4). 
Figure 4.9 shows the height of the wetting front as a function of time for EF 19 and EF 20. The 
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visible outliers are not significant, but are where the least squares algorithm failed to fit the data. 
However, after about 150 s in EF 19 (frame 1500) and 140 s in EF 20 (frame 1400), the fracture 
is mostly filled and the error function approximation no longer accurately fit the data. These data 
were, therefore, excluded from Figure 4.9. 
 
Determining the Effective Contact Angle through Modeling the Wetting Front 
To estimate the effective contact angle from the measured uptakes rates, a model of 
capillary uptake appropriate to the geometry of the experiment is needed. In this system, fluids 
can be imbibed not only into the main fracture, but into micro-fractures as well as the porous 
media. The classic Washburn-Lucas equation (Equation [4.1]) models the rise of water in a 
single straight capillary tube (Lucas, 1918; Washburn, 1921). Numerous modifications of this 
model have been proposed to better model porous media and fracture imbibition (Benavente et 
al., 2002; Standnes, 2010). Additionally, Handy (1960) proposed the following equation to 
describe the imbibition of a fluid into porous media. This suggests that the volume of water 







) 𝑡 [4.5] 
where 𝑃𝑐 is the capillary pressure, 𝑘𝑤 is the effective permeability, 𝜑 is the porosity, 𝐴 is the 
cross-sectional area, 𝑆𝑤 is the fractional water content, and 𝜂𝑤 is the viscosity of water. The 
expression is often abbreviated to the Handy equation as (Handy, 1960):  
 𝐻 = 𝑎𝑡0.5   [4.6] 
where 𝐻 is the height of the fluid front (𝑄𝑤/𝐴) and 𝑎 is the constant commonly referred to as 






These expressions assume that capillary forces are much greater than the gravitational force, that 
there is no pressure gradient ahead of the rising fluid front, and that that imbibition occurs in a 
piston-like manner. This model, and the Washburn-Lucas model, indicates that the height of the 
fluid column should increase as a linear function of the square root of time. That is, that capillary 
uptake is, essentially, a diffusive process. This has been demonstrated in experimental studies 
measuring the imbibition of fluids into a porous media matrix, but only at early times where the 
effect of gravity is negligible (Cai et al., 2014; Cheng et al., 2015). As shown in Figure 4.9, 
however, the uptake rate exhibited by our samples is not proportional to the square root of the 
imbibition time because gravity, which is not accounted for in the Washburn-Lucas, Handy, or 
similar models, is not taken into account. Additional models, usually for spontaneous imbibition 
into porous media, take into account the fractal nature of pores which leads to a relationship 
where imbibition is proportional to a time exponent of 0.5 multiplied by the fractal dimension for 
tortuosity (Cai et al., 2010b; Cai & Yu, 2011). However, the models discussed above are for 
uptake in porous media or narrow, cylindrical capillaries, not planar fractures with rough 
surfaces. In order to take these variables into account, therefore, we have adopted the model of 
Xiao et al. (2006), who developed a generalized theoretical model and analytical solution for 
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capillary flow between parallel plates, based on a set of nonlinear second-order differential 
equations (Brittin, 1946; Dreyer et al., 1994). This analytical solution was applied and then fitted 
to the imbibition data measured here. 
 
The analytical solution is given as normalized height, h*, as a function of normalized 









where ℎ0 is characteristic height and 𝑡0 is characteristic time. These values are calculated from 
parameters in the experiment, including fracture characteristics, width and depth, and fluid 
characteristics, density, surface tension, and viscosity (Table 4.3). Equations and values for ℎ0 
and 𝑡0 are found in Table 4.4 and Table 4.5. The analytical solution is given by Xiao et al. (2006) 
as: 
 
ℎ∗ ≈ 𝑎0,0 + 𝑎0,1 exp(𝑟2𝑡





This analytical solution requires several additional definitions to interpret. Firstly, 𝑛1 is the 
number of iterations. As iterations increase, the calculated function converges. For this system, 
𝑛1 was kept at 31, higher than the 𝑛1 values reported in Xiao et al. (2006). Additionally, 𝑎𝑚,𝑛 is 
solved for according to: 






+ (𝑘𝑟1 + 𝑙𝑟2)[𝑐2(𝑚𝑟1 + 𝑛𝑟2) + 𝑐3]}]
×  [(𝑎0,0 + 𝑐1)(𝑚𝑟1 + 𝑛𝑟2)
2 + (𝑐3𝑎0,0 + 𝑐4)(𝑚𝑟1 + 𝑛𝑟2) + 𝑐5]
−1
   
[4.10] 
 
where (𝑘, 𝑙) ≠ (𝑚, 𝑛) and (𝑘, 𝑙) ≠ (0,0), (0,1), (1,0). 𝑐1 through 𝑐6 as well as the Bond number 
(𝐵𝑜) and Ohnesorge number (𝑂ℎ) are parameters used often in the analytical solution. The 
calculation for each of these parameters and the values for these experiments are listed in Table 
4.4 and Table 4.5. Additionally, 𝑐6  is dependent on the effective contact angle (𝜃𝑒) and is solved 
for after fitting the data.  𝑎0,0, 𝑎1,0, and 𝑎0,1 must be solved for using Equations [4.11] - [4.13]. 
 𝑎0,0 =  − 𝑐6 𝑐5⁄  [4.11] 
𝑎1,0 is solved for using Equation [4.12].  By recursively applying Equation [4.10] for  𝑎𝑘,0 , 
Equation [4.12] becomes a polynomial with variable, 𝑎1,0. The real root with the smallest 
magnitude is taken to be 𝑎1,0. 
 
𝑎0,0𝑟2 + ∑ 𝑎𝑘,0
𝑛1
𝑘=1
(𝑟2 − 𝑘𝑟1) = 0 [4.12] 
𝑎0,1 is solved for using Equation [4.13].   
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Finally, 𝑟1 and 𝑟2 are the roots of the quadratic Equation [4.14] and |𝑟1 | < |𝑟2 |. 
 (𝑎0,0 + 𝑐1)𝑟
2 + (𝑐3𝑎0,0 + 𝑐4)𝑟 + 𝑐5 = 0 [4.14] 
This analytical solution was applied to the data and the best fit of the data was used to determine 
effective contact angles.  
 
The best fit of the model to each data set was determined by minimizing the Root Mean 
Square Error (RMSE), or the square root of the mean of the squares of the residuals, between the 
model prediction and the data, Equation [4.15]:  
 





where ℎ̂𝑖 is the height predicted by the model at time 𝑡𝑖, ℎ𝑖 is the experimental height at the same 
time, 𝑡𝑖, and 𝑛 is the total number of data points. RMSE is a good measure of the accuracy of a 
model in predicting a response, which is the goal for this analytical solution. Due to the range of 
fracture widths measured on each sample, several different contact angles could be obtained, we, 
therefore, determined values appropriate to the average, median, maximum, and minimum 
fracture widths (Table 4.4 and Table 4.5), the range of which provides an estimate of the 
uncertainties in the calculated values. The RMSE of each fit is reported in Table 4.6, however, 
these values are not comparable between widths since all height values are in h*, reported in 
Table 4.4 and Table 4.5. To compare the RMSE values between widths, the RMSE was 
multiplied by the fracture width to negate the effects of the normalization (giving units of 
distance and reported as RMSE_c in Table 4.6). 
Discussion 
Eagle Ford 19 
For EF 19, with the fracture perpendicular to bedding, the initial spontaneous imbibition 
experiment, uptake 1, yielded effective contact angles that ranged from 72.3º to 80.9º. The 
analytical solution fit the data best at a median width of 29 μm (RMSE_c = 4.86 mm) and an 
effective contact angle of 77.7º (Figure 4.10). This contact angle is much higher than the static 
equilibrium contact angle measured on the same sample, 35º (± 5º), indicating a water-wet 
system that is more intermediate in nature, i.e. a decrease in the wettability of water compared to 
air (Figure 4.1). This difference is most likely due to changes in the velocity of the flow, surface 
roughness, and possibly changes in the mineralogy or surface chemistry of the fracture, as 
discussed previously. Overall, the analytical solution fit the data reasonably well, with RMSE_c 
ranging from 4.86 mm to 6.27 mm. There is, however, a region (h* ≈ 1750 to 2500, Figure 4.10) 
where the model over-predicts the height of the wetting front. That is, the model predicts a faster 
uptake rate than was observed. There may be several reasons for this overprediction. Hamraoui 
et al. (2000) noted a similar region where flow was retarded and they attributed this difference to 
a dynamic contact angle, which changed as a function of time. They added a correction term to 
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their model, a time-dependent contact angle which becomes smaller as the liquid rises higher 
into the capillary. This, therefore, affected the early time data more than the later, although, it is, 
at best, totally empirical. In their study, they analyzed two separate uptake experiments. In the 
first experiment, they calculated dynamic contact angles that started at 82º then over time 
decreased to the equilibrium contact angle of 0º. The second experiment yielded similar results 
with the contact angle starting at a maximum of 33º then gradually decreasing to 0º. Hamraoui 
and Nylander (2002) specifically identified frictional effects associated with the moving liquid as 
responsible for these time-dependent changes.  
 
The idealized geometry of the model system may also account for some of the failures of 
the model to perfectly fit the data. The analytical solution models flow between two parallel 
plates. It does not account for diffusion of fluid into the primary porosity of the rock matrix. As 
water enters the matrix, it is removed from the vertical flow path, thus slowing the rise of the 
wetting front and causing the real uptake front to deviate from the model prediction. Such 
diffusion would be expected to be fastest during initial contact between the water and the matrix, 
slowing as a function of the square root of time. However, the same would be true at all distances 
along the fracture, and thus at all times, which is not what is observed here. While diffusion and 
dynamic changes in contact angle may affect the fit of the model, variations in facture width, 
discussed below, could also play a role. These phenomena are a subject for future study. 
 
A second imbibition experiment, uptake 2, was performed after the initial imbibition 
experiment to determine if the results could be replicated or if the initial hydration affected later 
uptake rates. As can be seen in Figure 4.9, the rate of uptake in experiment 2 was much faster 
than that in uptake 1, filling the fracture in approximately one seventh the time. This suggests the 
first uptake caused significant alterations to the fracture surface, changing its wetting properties 
(Hamraoui et al., 2000). While the actual origin of this effect is unknown, several possibilities 
can be suggested. This could be caused by water dissolving minerals during the initial imbibition 
and changing the surface roughness, formation of an alteration layer on the minerals themselves, 
or changes in the hydration state of the electrical double layer (Murphy et al., 1989; Fischer & 
Gaupp, 2005; Mamontov et al., 2007; Mamontov et al., 2008; Mamontov et al., 2009). 
Additionally, hydration of clays along the virgin fracture and diffusion into the matrix could 
have increased the uptake rate during the second imbibition since drying the sample at 105 ºC 
would not have removed all clay-bound water, and perhaps not all of the water in the matrix 
pores. The increased moisture in the system could have prevented water adsorption or diffusion 
into the matrix from slowing down the wetting front. This implies that spontaneous imbibition 
can occur more quickly in fractures or other porous materials that have already been hydrated, 
whether by previous hydraulic fracture operations of other processes. However, replicated 
experiments are needed to confirm this finding. 
 
The analytical solution shown above was also applied to the second uptake. The fit of this 
data set was poorer than for uptake 1, failing to fit the data for the minimum and median fracture 
widths (Figure 4.6). The best fit to the data was at the maximum fracture width of 48 μm. This 
yielded an effective contact angle of 65º (Figure 4.11), which is slightly closer to the static 
contact angle (also determined after previous wetting) than was obtained for the same sample in 
uptake 1. This value still indicates a surface with intermediate water-wet properties but suggests 
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that the surface is slightly more wetting than the original. While this could simply reflect the 
increased velocity of the imbibition, the effective contact angle obtained is slightly closer to the 
measured static value. The reasons for the failure of the model at smaller fracture widths is 
unknown. 
 
Eagle Ford 20 
As described above, a third uptake experiment was performed on EF 20, which consists 
of the same material as EF 19, but cut parallel to bedding. The best fit for the effective contact 
angle for this experiment, 70.7º, was obtained at the average and median fracture width of 59 μm 
(RMSE_c = 9.84 mm) (Figure 4.12). This is, again, significantly larger than the static contact 
angle measured on the sample (19° - 43°). However, during the initial time steps (h* ≈ 0 to 1100) 
the model fit the data very poorly, predicting a much quicker uptake than was actually observed. 
There are several possible explanations for this result. It is possible that the observed differences 
could be due to dynamic contact angles or diffusion into the matrix, described above. However, 
as the fracture in EF 20 was oriented parallel to bedding diffusion in this sample would be 
expected to be lower than in EF 19. Alternatively, for EF 20 the problem could be due to 
variations in fracture width not observed as strongly in EF 19. As can be seen in Figure 4.7, there 
is a bimodal distribution of fracture widths in EF 20. In EF 19, by comparison, this distribution is 
Gaussian (Figure 4.6). This bimodal shape largely reflects a dichotomy between widths from the 
bottom 5 cm of the sample, which are very low (average of 41 μm), in some cases below the 
resolution of the X-ray CT, and those of the rest of the sample (average of 68.5 µm). These small 
widths may be retarding uptake at early times, causing the model to fail to better fit the data.  As 
can be seen in the Washburn-Lucas Equation (Equation [4.1]), the rate of uptake is proportional 
to the width of a capillary, suggesting that small widths can decrease the rate of uptake as 
demonstrated here. Not surprisingly, a model that assumes constant average fracture widths may 
not be satisfactory for modelling spontaneous imbibition in real fractures, even for a relatively 
simple experimental geometry such as that employed here.  
 
The best-fit effective contact angles determined from EF 19 and 20, 77.7º and 70.7º, 
respectively, are very similar and indicated a water-wet to intermediate system. The bulk 
mineralogy of these two samples are essentially identical but, as noted above, EF19 was cut 
perpendicular to bedding, while EF20 was cut parallel to bedding. Thus, the micro-heterogeneity 
of the minerology is likely to be significantly greater in EF 19, which is likely to affect the 
effective contact angles. Additionally, the surface roughness of EF 20 was greater than that of 
EF19, which could cause increased wettability of water, thus the observed lower effective 
contact angle. Wenzel (1936) described this effect, noting that the roughness of a hydrophilic 
solid (water-wet, θ < 90º) enhances its hydrophilicity, thus lowering the contact angle. This 
effect has been attributed to the longer contact lines between the surface and the fluid, 
accentuating the surface properties (Gao & McCarthy, 2007). This is also consistent with the 
measured differences in the static contact angles (35º ± 5° for EF 19 and 31º ± 6º for EF 20).  
 
Figure 4.9 shows a direct comparison between the first spontaneous imbibitions for EF 19 
and 20. While EF 19 imbibed quicker than EF 20 and reached a slightly higher equilibrium 
height, the width of EF 19 was also much smaller than EF 20.  The greater final height in EF 19 
is expected, given its smaller fracture width originally described in a cylindrical capillary by 
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James Jurin and known as Jurin’s Law (Jurin, 1717). This has been described more quantitatively 






where 𝐻 is the equilibrium height, 𝜎 is surface tension, 𝜃𝑒 is effective contact angle, 𝐷 is fracture 
diameter, 𝜌 is density, and 𝑔 is the acceleration due to gravity. While water is expected to diffuse 
more quickly into the matrix in EF 19 due to the orientation of the fracture relative to bedding, 
thus slowing imbibition relative to EF 20, the opposite is observed. This may imply that matrix 
uptake effects are minor relative to the other differences between these samples (e.g. fracture 
width, roughness and micromineralogy). Additionally, while the Washburn-Lucas Equation 
(Equation [4.1]) is not sufficient to quantitatively describe experimental uptake in this system, 
qualitatively it can be used to see that the uptake rate should be increase with increasing fracture 
width. While the overall fracture width of EF 20 is, on average, larger than EF 19, the smaller 
pathways at the bottom of the sample discussed previously could have caused the decreased 
uptake rate in EF 20 during the initial times. 
Conclusions 
This study has demonstrated the use of neutron imaging in measuring the spontaneous 
imbibition of water into shale fractures with known, relatively simple, geometries. It has shown 
that neutron imaging is an effective way to quantitatively measure uptake height as a function of 
time during spontaneous imbibition in shales in order to validate fluid flow models. We have 
also showed how an available analytical solution to the appropriate set of nonlinear second-order 
differential equations can be applied to the measured imbibition data to determine an effective 
contact angle and done so for two samples of the Eagle Ford Shale, one in which the fracture is 
oriented perpendicular to bedding and the other with the fracture oriented parallel to bedding. 
Additionally, the imbibition into the perpendicular fracture was repeated after drying to 
determine whether the initial wetting caused changes to the matrix and, therefore, to the uptake 
rate.  
 
While the quantitative utility of neutron imaging for these experiments is clear, this work 
also suggests that the available analytic models are not yet sufficient to fully describe the 
process. While fitting the measured imbibition data yielded usable effective contact angles, these 
were significantly higher than measured values. While we have suggested several possible 
explanations for this phenomenon, such as the effects of in-situ velocity changes, surface 
roughness, mineral heterogeneity, and surface alteration, the specific origins remain the subject 
of further investigation. Similarly, the proposed reasons for the differences between the first and 
second imbibition into EF 19 require additional evidential support. In addition, it is clear that the 
model employed does not, as yet, fully reproduce the observed rate of uptake as a function of 
time. Refinement of the model, and a more detailed explanation of the effects of these variables 
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Appendix 4-A: Figures 
 
Figure 4.1: Illustration of Static Contact Angles. Static contact angle (𝜽) of a water drop 
for water-wet, intermediate, and air-wet surfaces. 
 
 
Figure 4.2: Photograph of Samples. Eagle Ford Shale samples with the fracture oriented 
perpendicular to bedding, EF 19 (a) and parallel to bedding, EF 20 (b). Left-hand figure 
shows the samples upright and right-hand figure shows the samples lying down so that the 




Figure 4.3: Static Contact Angle Measurements on Sample. DI water droplets stable on 
fracture surface of EF 19 used in static contact angle measurements. The thickness of the 
sample is 12.5 mm. Kapton® tape is visible in on the outside of the sample, which was used 
to hold the sample together for the imbibition measurements. 
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Figure 4.4: Time Series of Neutron Images. Shows water imbibition into EF 19 with fitted plots. The black line on the fitted 
plots shows the three-point running average of the data, which was only used for visualization, not for fitting the data. Plots also 
show parameters for fitting.  
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Figure 4.5: Illustration of Location of XCT Scans in Samples. Example of reconstructed 
cross-sections and locations of fracture width measurements in EF 20 and EF 19 (right). 
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Figure 4.6: Histogram of the Fracture Widths Determined from EF 19. The distribution 
is Gaussian.  
 
Figure 4.7: Histogram of the Fracture Widths Determined from EF 20. Taken at the 
bottom, middle, and top of the sample. 
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Front Center Back  
Figure 4.8: Vertical Cross Sections of the Top of the Fracture in EF 20. Images are 
segmented to just show the fracture. 
 
 
Figure 4.9: Height of Wetting Fronts. The height of the wetting front as a function of time 
for EF 19, uptake 1 and uptake 2, and EF 20. The visible outliers are not significant, but are 
where the least squares algorithm failed to fit the data. 




Figure 4.10: Analytical Solution for EF 19 Uptake 1 at Median Fracture Width. The 
best fit of the analytical solution to the EF 19 data for uptake 1 at the median fracture width 
of 29 μm. The effective contact angle (θe) for this fit is 77.7º. 
 
 
Figure 4.11: Analytical Solution for EF 19 Uptake 2 at Maximum Fracture Width. The 
best fit of the analytical solution to the EF 19 data for uptake 2 at the maximum fracture 
width of 48 μm. The effective contact angle (θe) for this fit is 65º. 
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Figure 4.12: Analytical Solution for EF 20 at Average Fracture Width. The best fit of 
the analytical solution to the EF 20 uptake data at the average (& median) fracture width of 
59 μm. The effective contact angle (θe) for this fit is 70.7º. The poor fit at small heights is 
most likely due to dynamic contact angles or small, possibly closed, fracture widths at the 
bottom of the sample.  
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Appendix 4-B: Tables 













22 63 14 1 <1* 
*Detectable but difficult to quantify 
 












Area 1 3.6 4.8 58.9 14.1 44.9 
Area 2 5.4 6.6 64.2 37.9 26.3 
Area 3 7.4 8.9 60.3 27.7 32.5 
Area 4 3.2 4.1 37.1 14.6 22.5 
Area 5 4.4 5.6 56.4 29.6 26.8 
Area 6 3.5 4.6 54.5 16.7 37.9 
Average 4.6 5.8 55.2 23.4 31.8 
EF 20      
Area 1 15.2 18.4 113 35.9 77.1 
Area 2 13.7 16.0 99.2 36.9 62.3 
Area 3 14.6 17.4 98.8 35.6 63.2 
Area 4 14.2 17.0 101 42.0 58.8 
Area 5 17.8 22.3 127 53.0 74.2 
Area 6 15.8 18.9 124 40.7 82.8 
Average 15.2 18.3 110 40.7 69.7 
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Table 4.4: Calculated Parameters for Eagle Ford 19- Uptake 1 & 2 
Width 
(μm) 
 c1 c2 c3 c4 Bo Oh c5 
Characteristic 
time, 𝒕𝟎 (s) 
Characteristic 


















33 Ave. 10.8 0.958 1 0.0151 1.51E-4 0.0204 2.52E-3 9.27E-5 33.4 
29 Median 11.7 0.958 1 0.0140 1.10E-4 0.0221 1.57E-3 6.76E-5 28.5 
48 Max 9.08 0.958 1 0.0180 3.07E-4 0.0171 7.27E-3 1.88E-4 47.5 
19 Min 14.4 0.958 1 0.0114 4.90E-5 0.0271 4.65E-4 3.00E-5 19 
*All parameters without units are dimensionless. 
 
Table 4.5: Calculated Parameters for Eagle Ford 20 
Width 
(μm) 
 c1 c2 c3 c4 Bo Oh c5 
Characteristic 
time, 𝒕𝟎 (s) 
Characteristic 




















8.15 0.958 1 0.0201 4.71E-4 0.0154 1.39E-2 2.89E-4 58.9 
145 Max 5.20 0.958 1 0.0315 2.84E-3 0.00981 2.05E-1 1.74E-3 144.5 
>5.35 Min 27.0 0.958 1 0.00605 3.89E-6 0.0510 1.04E-5 2.38E-6 5.35 
*All parameters without units are dimensionless. 
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EF 19- Uptake 1 
   
33 76.2 -7.52 159 5.32 
29 77.7 -6.00 170 4.86 
48 72.3 -14.2 124 5.90 
19 80.9 -2.97 330 6.27 
EF 19- Uptake 2 
33 60.6 -13.9 594 19.8 
29 no fit - - - 
48 65 -12.0 222 10.6 
19 no fit - - - 
EF 20     
59 70.7 -19.2 167 9.84 
145 no fit - - - 
>5.35 no fit - - - 




CHAPTER 5   
EFFECT OF FLUID PROPERTIES ON CONTACT ANGLES IN THE 
EAGLE FORD SHALE MEASURED WITH SPONTANEOUS IMBIBITION 
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Abstract  
 Models of fluid flow are used to improve the efficiency of oil and gas extraction and the 
storage of carbon dioxide in shale reservoirs. Understanding of key parameters of rock-fluid 
interactions, such as contact angles and the rate of spontaneous imbibition, are needed to 
improve these models. In this study, the rate of imbibition was measured in fractures of the Eagle 
Ford Shale Formation using neutron imaging. Several fluids, including sodium bicarbonate, 
sodium chloride, and water, were used to determine the impact of fluid properties and contact 
angles with various solution chemistry. A lack of variation in the rate of imbibition among the 
fluids indicated that the rate was relatively unaffected by chemical reactions at the 
solution/mineral interface. Estimated contact angles were calculated and ranged from 71.0° to 
85.6°, indicating an average contact angle for the Eagle Ford Shale, with slight differences 
arising from the differing fracture widths and physical fluid properties. Compositional 
differences in the bedding gave rise to two distinct, average contact angles of ~88.9º ± 0.17° and 
~64.5°± 0.20°. This study demonstrates how average contact angles for various solutions in 
contact with shale can be determined by measuring imbibition with neutron imaging.  
Introduction 
Shale formations are increasingly important for oil and gas recovery and as potential 
geologic reservoirs for carbon sequestration. Improved modeling of fluid flow and fracture 
propagation in these reservoirs are needed to improve efficiency. Though real-time data 
collection can be used to map fractures, hydraulic fracture propagation models used to predict 
fracture networks and models of fluid flow through those networks are based on conventional 
sandstone reservoirs, which are distinctly different from shale reservoirs (Fisher & Warpinski, 
2012). The fluid flow through shale reservoirs is governed by complex fluid-mineral interactions, 
as well as mechanical and surface properties of the rocks (DiStefano et al., 2017).  
 
One key fluid-mineral interaction is the wettability of the rock, which describes the 
preference of the solid rock to be in contact with one fluid rather than another, such as air. With 
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multiple phases flowing in the reservoir, understanding wettability becomes very important 
(Abdallah et al., 2007). The contact angle can be used as a measure of the wettability at the rock-
fluid-air interface and is an important parameter in fluid flow models. As described by Young 
(1805), the contact angle of a rock-fluid-air interface is defined by the equilibrium of the three 
interfacial forces according to Young’s Equation: 
 




where 𝛾𝐴𝑅, 𝛾𝑅𝐹, and, 𝛾𝐹𝐴 are the interfacial tensions of the, air-rock, rock-liquid, and liquid-air, 
respectively, and 𝜃 is the contact angle. Advancing contact angles are formed by liquid 
expansion when liquid flows through a rock. As advancing contact angles are the most important 
in liquid flow, they will be the only contact angles discussed in this work and will simply be 
referred to as contact angles. 
 
In this study, contact angles formed during spontaneous imbibition are determined in 
fractures in the Eagle Ford Shale Formation (Texas). Spontaneous imbibition occurs when a fluid 
imbibes into a rock, displacing air, due to attractive forces between fluid molecules (Gao & Hu, 
2016).  Understanding how the rate of imbibition changes in shale formations with important 
subsurface fluids can help improve fluid flow models. Additionally, the rate of imbibition can be 
used to estimate contact angles in shales (DiStefano et al., 2017). Contact angles are influenced 
by properties of the rock, such as mineralogy and fracture roughness, and fluid properties, such 
as ionic strength (Wenzel, 1936; Hamraoui et al., 2000; Chen et al., 2015). Thus, to get accurate 
contact angles for shales to improve subsurface models, it is important to measure contact angles 
between shale and various fluids which may be present in the subsurface. 
 
To assess the impact of fluid chemistry on imbibition rate and contact angles, the height 
of the imbibing wetting front into a polished, rectangular fracture as a function of time was 
measured using neutron imaging. Two solutions, a sodium bicarbonate and a sodium chloride 
solution, were used. These two solutions were chosen due to their importance in subsurface 
systems. A saturated sodium bicarbonate solution simulates subsurface conditions in geological 
carbon sequestration reservoirs, and a sodium chloride solution simulates brine present in oil and 
gas reservoirs. The imbibition rate of these two solutions were then compared to the imbibition 
rate of deionized (DI) water, performed in an earlier study (DiStefano et al., 2017).  
 
Experimental Design 
Neutron imaging was used to measure imbibition rates in the shale fractures. In neutron 
imaging, the neutron beam is passed through a sample and the intensity of the transmitted beam 
is detected. Transmission through a material can be modeled using the Lambert-Beer law 
(Swinehart, 1962): 
 
𝑇 =  
𝐼
𝐼0
= 𝑒−𝑁𝜎𝑐𝑡𝑠 [5.2] 
where 𝐼 is the measured intensity, 𝐼0 the incident intensity, 𝑇 is the transmission, 𝑁 is the atom 
density, 𝜎𝑐 is the total neutron cross section (a property of the atoms present), and 𝑡𝑠 is the 
thickness of the sample. The incident beam is collected on a 2D detector as a radiograph.  
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Neutron imaging is the ideal quantitative technique to determine the rate of spontaneous 
imbibition of hydrogen-rich fluids into dense shale materials (Middleton et al., 2005; Hassanein 
et al., 2006; Kang et al., 2013; Perfect et al., 2014; Cheng et al., 2015; DiStefano et al., 2017). 
The contrast in transmission between the rock and the fluid is very large due to the large 
incoherent neutron scattering cross section of the hydrogen in the fluids. This large cross section 
causes neutrons that interact with hydrogen to be strongly attenuated, or scattered, while 
neutrons that interact with elements in the solid matrix, such as silica, to pass through to the 
detector with relative ease (Perfect et al., 2014). Thus, transmission is lower for hydrogen-rich 
fluids then for the rock matrix. This non-destructive method can achieve resolution down to 20 
m (Kardjilov et al., 2011), and in rare cases, few m (Hilger et al., 2010). Neutron imaging is 
also ideal for real time imaging of dynamic fluid flow in porous media, producing about 10-20 
images a second (Perfect et al., 2014; Cheng et al., 2015; DiStefano et al., 2017). 
 
Predicting Spontaneous Imbibition: Models for Capillary Rise 
Spontaneous imbibition occurs due to the phenomenon of capillary rise, where interfacial 
attractive forces between fluid molecules cause the fluid to rise in tubes or fractures with small 
diameters. There are several important relationships that govern rise in cylindrical capillaries. 
These fundamental equations are vital to constructing, and understanding, models of spontaneous 
imbibition. The modified Young-Laplace equation, Equation [5.3], expresses the capillary 






where 𝑟 is the radius of the capillary, 𝜎 is surface tension, and 𝜃 is contact angle (Liu & Cao, 
2016). As a fluid rises, it reaches an equilibrium height, ℎ𝑒, and the capillary pressure is balanced 
by the hydrostatic pressure (ℎ𝑒𝜌𝑔). Jurin’s rule demonstrates the inverse relationship between 






where 𝜌 is density, and 𝑔 is the acceleration due to gravity (Jurin, 1717). 
 
The Hagen-Poseuille equation is another important relationship for laminar flow of an 





  [5.5] 
where 𝑄 is the flow rate, ℎ is the height of the wetting front, 𝜂 is the viscosity, and ∆𝑃 is the 
change in pressure. The flow rate is equal to the velocity, 𝑣, multiplied by the area of flow, 𝐴. 








 𝐴 = 𝜋𝑟2 [5.8] 
Using the definition of velocity, Equation [5.7], and assuming a circular area of flow, Equation 






  [5.9] 
In capillary flow, the pressures acting on the system are atmospheric pressure 𝑃𝑎, hydrostatic 




𝑟2(𝑃𝑎 + 𝑃ℎ + 𝑃𝑐)
8𝜂ℎ
  [5.10] 
If the capillary has two open ends, 𝑃𝑎 = 0. It is important to note that this assumes the capillary 
has a circular internal cross section. Additionally, effects of inertia are not taken into account. 
Hamraoui et al. (2000) demonstrated that the effect of inertia on velocity in capillary rise is 
minor. Combining the Young-Laplace equation, Equation [5.3], for capillary pressure and the 
Hagen-Poiseuille equation, Equation [5.10], for the pressure drop in a fluid flowing through a 









− ℎ𝜌𝑔)  [5.11] 
If the effect of gravity is small, the hydrostatic pressure, ℎ𝜌𝑔, can be neglected. Integrating this 





) 𝑡  [5.12] 
The Washburn-Lucas Equation (Equation [5.12]) indicates that the height of the fluid 
column should increase as a linear function of the square root of time, however, it can only be 
use to model spontaneous imbibition in cylindrical capillaries over short time scales where the 
effect of gravity is negligible (Fisher & Lark, 1979; Cheng et al., 2015). Other models have been 
proposed for channels of various geometries (Dong & Chatzis, 1995; Berthier et al., 2015; Cheng 
et al., 2015) using a similar approach as Washburn and Lucas (Lucas, 1918; Washburn, 1921) 
and have shown a linear dependence on height of the wetting front as a function of the square 
root of time (Dong & Chatzis, 1995; Schwiebert & Leong, 1996; Han et al., 2006; Berthier et al., 
2015; Cheng et al., 2015). Schwiebert and Leong (1996) came up with a simple model for 
imbibition into parallel plates (Equation [5.13]). This model assumes that the width, 𝑤, is orders 






) 𝑡  [5.13] 
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While this equation is only differs slightly from the Washburn-Lucas Equation, it is altered for 
imbibition in a rectangular capillary. It can be rewritten as: 
 h = 𝑆√𝑡  [5.14] 
where 𝑆 is a constant referred to as the sorptivity (Hassanein et al., 2006; Kang et al., 2013; 






In this work, the model of Schwiebert and Leong (1996) (Equation [5.13]) is used to determine 
contact angles in the Eagle Ford Shale. This model was designed for unreactive, completely flat 
surfaces, unlike the fracture surfaces examined here where surface roughness may play a role. 
Additionally, this model ignores the effect of gravity, which begins to affect the rate of 
imbibition after a time. However, approximations of contact angle and sorptivity can be 
determined using this model to better understand the effect of fluid properties.  
Materials and Methods 
Sample Preparation 
Shale samples were obtained from an outcrop of the Eagle Ford Shale Formation 
(purchased from Kocurek Industries).1 Six samples of synthetic fractures were prepared for 
analysis from paired shale blocks, with each block having a dimension of 12.7 mm x 12.7 mm x 
152.4 mm. Three of the synthetic fractures were oriented perpendicular to bedding and the three 
were oriented parallel to bedding. Prior to fracture assembly, the fracture surface on each block 
was polished with a 180-grit lapping plate until almost no light passed through the fracture when 
the blocks were held together. The blocks were then clamped together, and the seam taped with 
Kapton® tape (DuPont, Wilmington, DE) to create a nearly planar synthetic fracture with an 
opening of ranging from less than 3.68 μm to ~500 μm. Kapton® tape is ideal to fasten the shale 
blocks together because the tape is made of a material that is only 25 µm thick, and thus 
minimally attenuates neutrons and X-rays. This makes it almost completely invisible in neutron 
radiographs and X-ray tomography. Before imbibition, samples equilibrated with ambient 
conditions. The mineral composition of these samples were measured with X-ray diffraction 
(XRD) and quantified via Rietveld refinement (Rietveld, 1969) (Table 5.12). Figure 5.13 shows a 
graphical representation of the main mineral components and the range of compositions of the 
Eagle Ford Shale Formation.  
 
There were two sets of samples for imbibition experiments with two separate fluids: 
sodium bicarbonate and sodium chloride. Each sample set had one sample with the synthetic 
fracture oriented parallel to bedding and the other sample with the fracture oriented 
                                                 
1 Certain trade names and company products are mentioned in the text or identified in an illustration in order to 
adequately specify the experimental procedure and equipment used.  In no case does such identification imply 
recommendation or endorsement by the National Institute of Standards and Technology and Oak Ridge National 
Laboratory, nor does it imply that the products are necessarily the best available for the purpose. 
2 All tables are located in Appendix 5-B at the end of the Chapter. 
3 All figures are located in Appendix 5-A at the end of the Chapter. 
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perpendicular to bedding. Table 5.2 lists the sample names, abbreviations, fracture orientation, 
and the imbibition fluid. An additional sample set with DI water as the imbibing fluid, EF 19 and 
EF 20, was analyzed in an earlier study (DiStefano et al., 2017) but are included here to compare 
with the other fluid results. EF 25 and 26 were imbibed with sodium bicarbonate and EF 31 and 
32 were imbibed with sodium chloride.  
 
Solution Preparation 
Two solutions of sodium bicarbonate and sodium chloride were prepared for imbibition 
experiments. The sodium bicarbonate solution was made by dissolving 45.7 grams of sodium 
bicarbonate in 500 mL of DI water resulting in a 1.1 M solution. The sodium chloride solution 
was made by dissolving 17.5 grams of sodium chloride into 500 mL of DI water yielding a 0.6 M 
sodium chloride solution, similar to the salt content of seawater (Glenn et al., 1998). Both 
solutions were stirred overnight at room temperature to dissolve the solute. The properties of the 
fluids are given in Table 5.3. 
 
Non-Destructive Fracture Characterization 
Characterization of the fracture widths of the samples was done using X-ray Computed 
Tomography (CT) scans at the Advanced Photon Source (APS) in Argonne National Laboratory 
(ANL). They were imaged at the APS on the GSECARS tomography beamline (13-BM-D). A 
voltage of 55 kV was used to image the samples with the fracture plane oriented perpendicular to 
the CT slice plane. Three scans were taken that captured a 7 mm sub-volume centered around the 
12.7 mm depth, 𝑑, of each fracture (Figure 5.2). Each scan captured about 3 mm of the length of 
the fracture, one at the bottom of the fracture, one about 18 mm from the bottom, and one about 
50 mm from the bottom. Each scan was composed of 900 angular projections, from 0 to 360 
degrees. Final images had a voxel edge length of 3.68 μm. Figure 5.2 shows the approximate 
location of the X-ray CT scans.  
 
The fracture width in each of the X-ray CT stacks were analyzed to determine the width 
of all four fractures at the bottom 3 mm, 18 to 21 mm up the fracture, and 50 to 53 mm up the 
fracture. To analyze the width of the fractures in the samples, the CT images were first 
segmented in ImageJ (Schneider et al., 2012) using the Trainable Weka Segmentation macro 
(Arganda-Carreras et al., 2017), which allows the fracture to be differentiated from the rock. The 
CT images were then loaded into the Dragonfly 3D visualization and image analysis software 
(Object Research Systems Inc, Montreal, Canada) to determine the thickness of the fracture 
using a built-in algorithm. This algorithm calculated the thickness by determining the diameter of 
a hypothetical sphere that could fit within each boundary point of the fracture. A color-coded 3D 
object was then created with the colors corresponding to the scaler values of the fracture 
thickness determined from the algorithm. Figures 5.3 ─ 5.5 show side views of the 3D fractures 
generated. The thickness values of the fractures were then exported.  
 
Spontaneous Imbibition Measured with Neutron Imaging 
Spontaneous imbibition was measured for all samples at the BT-2 neutron imaging 
facility at the National Institute of Standards and Technology (NIST) Center for Neutron 
Research (NCNR). The imbibition experiments were performed in the same manner as those 
described in DiStefano et al. (2017), but a short description is provided below. The fractured 
135 
samples were oriented in the neutron beam with the plane of the fracture in the plane of the 
incoming neutrons, illustrated in Figure 5.6. An aluminum pan of fluid, either sodium 
bicarbonate or sodium chloride, was then raised using a remote-controlled vertical stage until the 
imbibing fluid barely touched the bottom of the fracture. Images were collected every 0.1 s as the 
fluid imbibed into the rock. Careful monitoring of the fluid level was done to ensure that no 
pressure was induced. The stark contrast in the neutron images acquired between the empty 
fracture and fluid, mentioned previously, allowed visualization of the fluid movement with time. 
The resultant images had pixel edge lengths of 55 μm.  
 
To obtain a set of images with the transmission values, 𝑇, all images were normalized 
according to Equation [5.16] to form the transmission image, 𝑇𝑖.  
 
𝑇𝑖 =
𝐼𝑆  − 𝐼𝐷𝐹
𝐼𝑅  − 𝐼𝐷𝐹
 
[5.16] 
where 𝐼𝑆 is the measured image with the detected intensity,  𝐼𝐷𝐹 is the intensity of a dark field 
image or the image obtained with the shutter closed to measure background radiation, and  𝐼𝑅 is 
the reference image. The reference image was an image of the rock/fracture system taken before 
imbibition, and it allows any contributions of the rock to the overall image to be removed. The 
resulting stack of images constitutes a time resolved sequence of imbibition of fluid into the 
fractures, with a frame rate of 10 images per second. Approximately 200 to 1500 frames were 
taken during each experiment until the fracture was completely full, with a run time of about 
0.3 min to 2.5 min.  
Results 
Fracture Width 
The thickness values exported for each fracture were combined into a histogram with 
5 μm bins and reported in Figures 5.7 ─ 5.10. In every histogram of fracture widths, there is a 
peak due to the 15-20 μm bin. This peak corresponds to a thickness of 5 pixels (18.4 μm) and is 
most likely due to side fractures or bedding (Figure 5.4) or errors in segmenting the original 
fracture images where areas of the matrix were identified as fractures. Steps were taken to limit 
the contribution of the matrix in some samples by analyzing only the connected fracture pixels, 
but this was difficult in samples where the fracture was not connected due to parts of the fracture 
that were either indistinguishable from the matrix or below 3.68 μm (Figure 5.5). 
 
Except for sample EF 25 and the effect caused by the 15-20 μm bin, the thicknesses for 
each sample exhibited a Gaussian distribution. The thickness of the fracture at each scan was 
taken to be the median of the thickness distributions and reported in Table 5.4, along with the 
standard deviation. The maximum and minimum fracture widths are also reported in Table 5.4. 
The bimodal distribution in EF 25 (Figure 5.7), as well as the large standard deviation, is due to 
the large fracture width determined from the bottom 3 mm of the sample (Figure 5.3). In fact, all 
the fractures were wider at the bottom and progressively narrowed further up the fracture, with 
EF 25 being the most dramatic case. For all of the samples at 50 to 53 mm up, the fractures were 
not completely connected in the 3D images due to fractures that were closed or indistinguishable 
from the matrix (Figure 5.5).  
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Imbibition of Fluid into Fractures 
In the neutron images, the height of the wetting front with respect to time was 
quantitatively calculated according to the procedure outlined by DiStefano et al. (2017). This 
method fits an error function along the path of imbibition for each time resolved image, with the 
center of the error function plus one standard deviation corresponding to the height of the fluid. 
Figures 5.11 and 5.12 show the height of the wetting front with respect to time for the fractures 
oriented parallel and perpendicular to bedding, respectfully. The imbibition of water in EF 19 
and 20 are included for comparison. The spreading of the height with time in some samples is 
not significant but due to the noise in the images causing the algorithm used to vary the height 
determined. Additionally, the equilibrium height, when capillary pressure is balanced by 
hydrostatic pressure, was not achieved in the samples with fractures perpendicular to bedding 
during the time scale analyzed.  
 
To model the rate of imbibition into the fracture and determine contact angle, Equation 
[5.13] was used. Equation [5.13] could be employed since the width of the fracture (𝑤) ranged 
from less than 3.68 μm to about 500 μm, which is an order of magnitude smaller than the length 
of the fracture, 152.4 mm. However, this equation is only applicable to early times when the 
effect of gravity is negligible. The sorptivity (𝑆) in Equation [5.14] was calculated by graphing 
the height of the wetting front as a function of the square root of time (𝑡0.5) for each sample 
(Figures 5.13 and 5.14). Linear regression was then used to fit the data to Equation [5.14]. The 
calculated sorptivity, and parameters for the evaluation of the fit, are reported in Table 5.5. 
Contact angles were determined from the median fracture widths and are reported in Table 5.5.  
Discussion 
According to Equation [5.13], the primary parameters that affect imbibition rate between 
two completely flat, unreactive parallel plates include the width, physical fluid properties, and 
contact angle. Imbibition into the parallel and perpendicular fractures examined showed very 
little change between the water, sodium bicarbonate, and sodium chloride solutions (Figures 5.11 
and 5.12). Any slight differences could not be attributed to fracture width or physical fluid 
properties. Widths in the fractures parallel to bedding ranged from 55 to 59 μm and ranged in the 
fractures perpendicular to bedding from 33 to 48 μm. No correlation between the differences in 
uptake rate and the fracture width was observed. Additionally, physical fluid properties (Table 
5.3) varied only slightly and these differences did not trend according to the imbibition data. The 
lack of variation in imbibition rate among the fluids indicate that the rate is relatively unaffected 
by the chemical interactions, and that any chemical reactions at the solution/mineral interface are 
unlikely to greatly alter imbibition rate significantly over the time scales observed (2-3 min).  
 
With the exception of EF 19 (discussed in detail in Chapter 4) and EF 26, the imbibition 
model fit the data reasonably well (P-value <0.001) (Table 5.5), again indicating that chemical 
solution/mineral interactions, which are not included in the model, do not significantly alter 
imbibition rates. The sorptivity determined for the sodium chloride uptakes, EF 31 and EF 32, 
were 12.92 mm/s0.5 and 12.45 mm/s0.5, respectively. The sorptivity of the EF 25 sample was 
13.66 mm/s0.5 and EF 20 was 13.64 mm/s0.5. These similar sorptivity values indicate that the 
contact angles between the fluids and the fracture surface averaged across the entire sample are 
similar for the Eagle Ford Shale Formation, with slight differences arising from the fluid 
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properties or changes in fracture width. Additionally, Wan et al. (2014) has showed that 
reactions between mineral surfaces and fluids may change contact angle over time. Predicted 
contact angles, based on measured, median fracture widths, indicate that the average contact 
angle is about 80.1º ± 5.1º, similar to those determined by DiStefano et al. (2017) for water and 
EF 19 (77.7 º) and EF 20 (70.7 º) and to those determined by Peng and Xiao (2017) for water 
imbibed into the Eagle Ford (81.5º ± 2.7º). 
 
The fit of the model for EF 26 was poor (Figure 5.14), however, five ranges with a square 
root of time dependence in the EF 26 curve were identified in Figure 5.15. Each range was fit 
with linear regression and the “range sorptivity” was recorded. As can be seen in Table 5.6, three 
of the ranges (1,3, and 5) had similar sorptivities (~ 5 mm/s0.5), as did the other two ranges (2 and 
4, ~ 22 mm/s0.5). This indicates that there were several regions of repeated contact angles which 
may be attributed to compositional ranges moving up the fracture. While this fracture was 
oriented parallel to bedding and expected to only contact a single bedding plane with a constant 
composition, further examination of the EF 26 sample showed slightly slanted bedding which 
could contribute to ranges with defined compositional differences. Figure 5.16 shows the fracture 
surface of EF 26 with the corresponding ranges. While composition differences are apparent, 
especially in range 4, mineral analysis may be necessary to confirm this theory. Because the 
EF 25 sample fracture was oriented perpendicular to bedding, compositional changes occurred 
quicker and thus any the compositional effect was averaged over the sample. If the same 
compositional ranges found in EF 26 contributed equally to the overall composition of the EF 25 
sample and the range sorptivities were averaged, the resulting sorptivity parameter would be 
about 13.5 mm/s0.5, very similar to the determined sorptivity in EF 25 (13.66 mm/s0.5). 
 
Contact angles for the EF 26 sample were estimated based on the median fracture widths 
(Table 5.6). As discussed in DiStefano et al. (2017), fracture width can greatly affect calculated 
contact angles, so these contact angles are only estimations. The average contact angle in the 1,3, 
and 5 ranges was 88.9º ± 0.2º.  The average contact angle in range 2 and 4 was 64.5º ± 0.2º. 
Conclusions 
Shale formations are increasingly important for shale gas recovery and as potential 
reservoirs for geological carbon sequestration. Models of fluid flow are used to improve the 
efficiency of extraction and storage of these reservoirs. These models suffer from a multitude of 
generalized assumptions, including key parameters of rock-fluid interactions such as contact 
angle. In this study, the rate of imbibition was measured in fractures in the Eagle Ford Shale 
Formation to better understand fluid flow and determine contact angles.  
 
Imbibition of several fluids present in the subsurface were measured to determine the 
impact of fluid properties on uptake rate and contact angles. A sodium bicarbonate and sodium 
chloride solution, chosen because of their importance in subsurface reservoirs, were compared to 
water, which was analyzed in an earlier study. Imbibition into fractures oriented parallel and 
perpendicular to bedding were imaged using dynamic neutron imaging and the height of the 
wetting front over time was analyzed. A sorptivity model of imbibition was fit to the data and 
estimated contact angles were determined.  
 
138 
A lack of variation in the rate of imbibition among the fluids and the fit of the data to the 
model (P-value <0.001) indicated that the rate was relatively unaffected by chemical reactions at 
the solution/mineral interface. Additionally, similar sorptivity values among the samples 
indicated an average contact angle may be calculated for the Eagle Ford Shale, with slight 
differences arising from the differing fracture widths and physical fluid properties. Estimated 
contact angles were calculated and ranged from 76.3° to 87.0°. In one sample with the fracture 
oriented parallel to bedding, the model failed to accurately fit the data. However, five ranges 
were identified and fit with only two sorptivity values. This indicated that that the slightly 
slanting bedding in the sample cause two areas of compositional differences with differing 
contact angles, one about 86.2° to 89.6° and the other about 66.6° to 72.9°. This study 
demonstrates the effect of solution chemistry on imbibition rates is relatively minor and that the 
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Appendix 5-A: Figures  
 
Figure 5.1: Composition of Eagle Ford Sample Evaluated. The gold range indicates the 
approximate composition of Eagle Ford Shale samples reported in the literature (Chermak & 





























Figure 5.2: Approximate Location of X-ray CT scans. The length (𝑙), the depth (𝑑), and 
the width (𝑤) of the fractured are labeled. This schematic is not to scale. 
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Figure 5.3: The Bottom 3 mm of the EF 25 Fracture. The color indicates the thickness of 
the fracture according to the color bar. This area had the largest fracture width (~397.5 μm). 
 
 
Figure 5.4: The Bottom 3 mm of the EF 31 Fracture. The color indicates the thickness of 
the fracture according to the color bar. This fracture demonstrates the side fractures present 
in some samples.  
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Figure 5.5: EF 25 Fracture 18 to 21 mm Up. The color indicates the thickness of the 
fracture according to the color bar. This fracture is not connected due to parts of the fracture 
that were either indistinguishable from the matrix or below 3.68 μm. 
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Figure 5.6: Schematic of Neutron Imaging Imbibition Experiments. Only one sample 
was analyzed at a time, but the sample depiction shows a sample with the fracture oriented 





Figure 5.7: EF 25 Fracture Width Histograms. Calculated from three X-ray CT scans.  
 
 
Figure 5.8: EF 26 Fracture Width Histograms. Calculated from three X-ray CT scans. 
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Figure 5.9: EF 31 Fracture Width Histograms. Calculated from three X-ray CT scans. 
 
 
Figure 5.10: EF 32 Fracture Width Histograms. Calculated from three X-ray CT scans. 
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Figure 5.11: Imbibition Rate of Fluids into Fractures Oriented Parallel to Bedding.  The gray bars on the charts indicate 
where uptake occurred into the part of the fracture that was analyzed for fracture width with X-ray CT. 
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Figure 5.12: Imbibition Rate of Fluids into Fractures Oriented Perpendicular to Bedding.  The spreading of the height with 
time is not significant but due to the noise in the images and the algorithm used to calculate height of the wetting front. The gray 
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Figure 5.14: Solution Uptake as a Function of the Square Root of Time with Model Fit.  The gray bars indicate where uptake 
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Figure 5.15: The Imbibition of Sodium Bicarbonate Solution into EF 26 as a Function of the Square Root of Time.  The 
fracture is oriented parallel to bedding. Ranges with square root of time dependence were identified (1-5) and fit with linear 
regression (Table 5.6). The gray bars on the charts indicate where uptake occurred into the part of the fracture that was analyzed 





Figure 5.16: Fracture Surface of the EF 26 Sample.  The ranges of uptake identified in 
Figure 5.15 and Table 5.6 are outlined.  
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Appendix 5-B: Tables 
Table 5.1: Mineral Compositions of Eagle Ford Shale Formation Determined from 
X-ray Diffraction.  


















22 63 0 14 1 0 <1* 0 
*Detectable but difficult to quantify 
 
Table 5.2: Sample Matrix of the Spontaneous Imbibition Experiments. 
Sample Name Abbreviation Orientation Fluid 
Eagle Ford 19 EF 19 Perpendicular Water 
Eagle Ford 20 EF 20 Parallel Water 
Eagle Ford 25 EF 25 Perpendicular Sodium Bicarbonate 
Eagle Ford 26 EF 26 Parallel Sodium Bicarbonate 
Eagle Ford 31 EF 31 Perpendicular Sodium Chloride 
Eagle Ford 32 EF 32 Parallel Sodium Chloride 
 











1.1 1.27 73 Ozdemir et al. (2006), Ozdemir 
et al. (2007), & Haynes (2012) 
Sodium 
Chloride 
0.6 1.06 74 Ozbek et al. (1977), Haynes 
(2012), & 
Chen et al. (2017) 




Table 5.4: Fracture Widths of Samples Determined with X-ray CT. 
Sample Name 
Median Fracture Width 
(µm)§ 
Range of Fracture Widths 
(µm) 
EF 19 Avg: 33* 19-48 
EF 20 Avg: 59* <5.35-145 
EF 25 48 (±156) <3.68 ~ 500 
EF 26 59 (±80) <3.68 ~ 150 
EF 31 41 (±24) <3.68 ~ 120 
EF 32 55 (±28) <3.6 ~ 140 
*Average fracture width in samples EF 19 and EF 20 were evaluated in  
DiStefano et al. (2017) over a different fracture area. 
§Plus/minus values are the standard deviation of the data set.  




P-Value R Squared 
Contact 
Angles (º) 
EF 19 16.05 <0.001 0.988 71.0 
EF 20 13.64 <0.001 0.996 82.5 
EF 25 13.66 <0.001 0.991 78.3 
EF 26 9.28 <0.001 0.984 85.6 
EF 31 12.92 <0.001 0.988 79.9 
EF 32 12.45 <0.001 0.992 83.1 
 
Table 5.6: Ranges Identified in EF 26 with Square Root of Time Dependence. 
Range 
Approximate 








1 0-3 4.11 <0.001 89.1 
2 4-11 22.12 <0.001 64.3 
3 11-16 4.92 <0.001 88.8 
4 16-61 22.02 <0.001 64.6 
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CHAPTER 6  
CONCLUSIONS  
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The goal of this dissertation was to gain a fundamental understanding of organic matter 
storage, pore-solvent interactions, and transport of fluids in shales, seeking to answer the 
fundamental questions: 
1) Is there a relationship between pore size and the type of organic matter stored?  
2) How does fluid/solvent interaction in shales affect pore structure and organic matter 
distribution? 
3) How do shale structure and fluid chemistry affect flow rate in an idealized fracture 
system?  
Chapter 2 used neutron scattering to complement conventional methods of geochemical analysis, 
investigating the link between the type of extractable organic material present in shales and the 
porosity of the rock. We found that, in samples with longer chained organic matter, extraction 
with polar solvents methanol and acetone resulted in an increase in pores greater than 270 nm, 
indicating a pore size in which larger organic matter is stored or the size of pores created when 
breakdown of larger organic matter occurs. We also found that the organic solvents used in 
extraction procedures caused complex physical and chemical interactions with shales, not only 
dissolution of native organic matter. SANS results showed that clay swelling, breakdown, 
dissolution, or migration of resins and asphaltenes could cause changes in porosity, including the 
measured decreases in porosity in some samples.  
 
To better understand the decrease in porosity observed in Chapter 2, Chapter 3 further 
investigated the effect of solvents on pore space and organic matter distribution. This work 
compared porosity in solvent-extracted samples to unextracted samples, and then compared how 
these porosity changes related to the type and amount of organic matter extracted. As in Chapter 
2, after extraction, shale porosity increased with some solvents and decreased with others. As 
more alkanes and aromatics were extracted from the samples, the porosity decreased, possibly 
because matrix-bound kerogen swelled to fill spaces once occupied with bitumen. This 
mechanism seems to dominate interactions between pores and non-polar solvents in the Eagle 
Ford Shale. 
 
Chapters 4 and 5 demonstrated the use of neutron imaging in measuring spontaneous 
imbibition into shale fractures. Chapter 4 measured the imbibition of water into planar fractures 
oriented parallel and perpendicular to bedding. Imbibition data were then fit to a model and 
contact angles were determined. The fit of the model was heavily influenced by the measured 
width of the fractures which also affected the contact angles determined. Chapter 5 investigated 
the impact of fluid properties on imbibition rate and contact angle. The contact angles of shale 
with various fluids was determined by fitting a model of imbibition to the data. A lack of 
variation among the imbibition rate determined in Chapters 4 and 5 indicated that the rate was 
relatively unaffected by chemical reactions at the solution/mineral interface. Contact angles for 
various fluids in the Eagle Ford Shale ranged from about 64.3° to 89.1°, with differences arising 
due to fluid properties and bedding variations.  
 
These studies have shown how minerals and organic matter in shales may interact with 
solvents producing unintended consequences, such as decreases in porosity. Any decrease in 
porosity may be detrimental to oil and gas recovery but may improve the storage of carbon 
dioxide by sealing off escape pathways. Solvents and fluids that are injected underground may 
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be used to reduce or enhance these effects. Kerogen swelling, as the main mechanism determined 
in this work to govern porosity decreases, may be controlled by using solvents with targeted 
solubility parameters to increase or decrease swelling. Additionally, solvent-free fluids may be 
utilized for oil and gas recovery to prevent or lessen kerogen swelling, such as inert gases.  
 
As shown in Chapter 2 and 3, porosity in shales is governed by maturity and mineralogy. 
The porosity differences between low (R0 ~ 0.58) and mid to high (R0 ~ 0.77 to 1.57) maturity 
shales is governed by maturity, where the low maturity shales have much greater porosities. 
However, the porosity in mid to high maturity shales is more influenced by mineralogy. Samples 
with low clay, pyrite, and total organic carbon (TOC) content and high carbonate content had 
lower porosities. Porosity in the Eagle Ford Shale may be roughly predicted based on these 
relationships. In fact, in Chapters 4 and 5, the Eagle Ford Shale sample examined could be 
expected to have low porosity due to the mineralogy. The low porosity could have lessened the 
diffusion of the fluid into the matrix. This lack of diffusion is supported by the fit of the 
imbibition model to the data as the model did not account for diffusion into the matrix.  
 
The transport of fluids through formations can cause leak-off of those fluids into the 
formations. Spontaneous imbibition has been proposed previously, but the incorporation of fluid 
into the mineral or kerogen interface could also be a mechanism of leak off. Additionally, as seen 
in Chapter 4, repeated water uptake into fractures caused fluids to move quicker through the 
fractures which may be due to fluid/shale interactions at the interface affecting the wettability of 
the surface.  
 
In these studies, the rate of fluid transport through spontaneous imbibition was not 
affected by chemical fluid properties. They were instead influenced by fracture width and 
mineralogy. Alteration of mineralogy due to chemical reactions may change contact angles. 
Additionally, bedding variations due to mineralogy can cause different contact angles between 
the beds, slightly affecting uptake rate. However, if bedding variations happen quickly this effect 
can be averaged out to estimate an average contact angle. To prevent or slow leak-off into the 
formation, the orientation of fracture with respect to bedding may be controlled to trap fluids 
near bedding layers of increased wettability. 
 
The amount of organic matter that may be extracted from shales is dependent on the TOC 
and the compatibility of the solvents with the organic matter. The accessibility of pores may also 
be important in the amount of organic matter that can be extracted. In order to confirm this 
hypothesis, porosity determined with methods other than (U)SANS would be necessary to 
decouple the effect TOC may have on amount the extracted and the (U)SANS determined 
porosity. Techniques such as Low-Pressure Gas Adsorption or Low-Field Nuclear Magnetic 
Resonance may be utilized to determine porosity and compare to the amount of extracted organic 
matter. 
 
These results provide fundamental insights into how organic matter is stored in shale 
pores, how fluids interact with those pores, and how fluids are transported in shales. Shale 
formations are crucial for the future of energy in the U.S. as reservoirs for oil and gas extraction 
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and geological carbon sequestration. A greater understanding of these formations can improve 
subsurface models leading to more efficient fracturing and trapping methodologies.  
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