There are many models for analyzing and synthesizing 2D data at a variety of different scales and directions. Characterizing directional information in data is significant since it provides information on the location of key objects in the data. These locations in turn are used to describe where these objects are relative to each other. However, often these models only account for a given set of directions, and, furthermore, they tend to be computationally intensive. For example, the theoretical developments described in the large number of published articles on wavelet transforms provides for data exploitation along horizontal, vertical, and diagonal directions as well as multiple scales. However, several techniques have been devised to model and exploit 2D data along multiple directions. 1 Other state-of-the-art methods in sparse directional representations include contourlets, 2 curvelets, 3 shearlets, 4 and multidirectional wavelets. 5 These methods have been extensively analyzed, and their success in providing near optimal geometric decompositions of signals has been established. [2] [3] [4] [5] As mentioned, these models are often difficult to implement, and their high-dimensional analogs are still not well understood.
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We propose a computationally efficient model for analyzing 1D and 2D multiscale and multidirectional data. The model is based on a mathematical concept known as tight frames. Redundancy is a desirable property for many applications, including signal denoising, 6 classification, 7 sparse representations of signals, 8, 9 and compressive sensing. 10 It is in relation to the last two applications that we see the biggest potential of frames in creating representation models that can be optimized for a specific application. The proposed models are an extension of earlier reported research. 11, 12 That work demonstrated that by using the proper choice of functions, the models can remove directional smooth content in 2D data and at the same time effectively characterize the underlying variation information that is required in many geostatistical applications. Constructing a frame can be difficult, and often the available mathematical algorithms generate frames by minimizing functions on complex manifolds. [13] [14] [15] [16] This procedure becomes more computationally complex as the dimension of the data grows. In contrast to these models, we constructed our frames from a set of linearly independent analysis and synthesis vectors. We did this by using a simple procedure that combines their circular convolution and interpolation by zeros. These analysis and synthesis operators are computationally fast because of a representation that allows the algorithm to be implemented in a separable manner. Some of the advantages of our formulation include reduced complexity in implementation, computational cost, memory usage, and, for applications involving edges, an increased range of detected directions. The original formulation employed these models to characterize variational information as well as to remove smooth content in data. Other applications may include image denoising and compression. Although we designed the mathematical formulation for real vectors, the results can be easily extended to include complex vectors. It is usually the case that the latter functions Figure 1 .
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Figure 2. Bicubic interpolation (left) and directional tight frames (right). This is twice the resolution of
could potentially provide a much richer and larger set of models that may be used to analyze data. Our mathematical formulation can also be extended to 3D data and data sets in higher dimensions.
The proposed method allows us to generate a large number of models that are a function of scale and direction, which are employed to extract information such as edges in 2D data. The vectors may include various types of wavelet bases. However, the models are not limited to these functions. As mentioned, we combined algebraic and geometric properties with lattice theory to generate our directional and multiscale operators. Perfect reconstruction or synthesis of the data was guaranteed by the proposed models by simply transposing the analysis operator. Specifically, the proposed functions allowed us to do multiscale and multidirectional edge detection, noise reduction, optimal sparse reconstructions, lossy and lossless reconstruction, and super resolution. In this study, we investigated the super resolution of images, demonstrating that we can super resolve an image without blurring edges by choosing the direction of an edge (see Figure 1) . Figure 2 is twice the resolution of Figure 1 . The left side illustrates the results of a bicubic interpolation scheme applied to Figure 1, 
