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Abstract 
In the past suffix tries have been proven to be a useful tool 
for string matching applications.  There are several in-
stances where a lengthy stream of data is given with no 
visually apparent recurrences of sequences.  The ability to 
notice these recurring sequences can be very important 
when involving certain topics such as a time series or bio-
informatics. 
This tool will also be able to be used for finding a distinc-
tion between randomly created datasets and pseudo-
randomly created datasets.  Randomly created datasets with 
no dependence relations and of equal independent prob-
ability will have no bias or tendencies among all of its 
subsequences.  Pseudo-randomly created datasets, on the 
other hand, will have these predispositions or tendencies 
and it will be more evident on the dataset’s suffix trie. 
Through the use of two simple probability functions and a 
suffix trie graphical user interface, the accuracy for the 
detection of random datasets will be many times more ac-
curate than a blind guess.  The randomness detection will 
be demonstrated on a thorough experiment.   
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1.  INTRODUCTION 
The ability to detect randomness is useful in some situa-
tions.  Fraud-detection and sports strategy are a few exam-
ples where it can be very important.   
Every year the IRS receives many fraudulent tax forms but 
only has limited resources to audit suspicious returns.  On 
some fraudulent claims, many entered numbers are put into 
a database.  Those returns which have a pattern from the 
numbers demonstrate that they are not as random as others 
and may be held in more suspicion and possibly audited. 
Many sports rely on randomness for their success.  Pitchers 
in baseball are constantly trying to keep the hitter guessing.  
One of the hardest tasks to do in sports is hit a baseball and 
it is to the pitcher’s advantage if he/she uses all variations 
of pitches and locations without being predictable.  Being 
random for pitch selection and location will allow the 
pitcher the lowest predictability. 
In basketball, the order in which the ball is passed around 
and the person that will shoot is often predetermined.  This 
order is often determined in the form of a play that a coach 
or point guard will call out.  If this order is not random, the 
predictability of where the ball is going and who the 
shooter will be increases thereby helping an opposing de-
fense.   
2.  BACKGROUND ON SUFFIX TREES/TRIES 
Suffix trees are a widely used string matching technique.  
With growing databases and large sequences of data, a suf-
fix trie is a useful indexing method.  This indexing method 
preprocesses the sequences for exponentially faster queries 
than a sequential approach [3]. 
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Figure 1:  The suffix tree for the string x = ababc, com-
prised of suffixes:  ababc, babc, abc, bc, c 
A suffix trie is very similar to a suffix tree in that it is com-
posed of the same subsequences and data.  The main dif-
ference is that each branch carries a single character rather 
than a concatenation of non branching nodes.   
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Figure 2:  The suffix trie for the string x = ababc, com-
prised of suffixes:  ababc, babc, abc, bc, c Each internal node on the suffix tree can store the number 
of occurrences to visualize subsequences that occur more 
frequently than others [2]. 
 
3.  DEPTH-LIMITED SUFFIX TRIE GRAPHICAL 
USER INTERFACE (GUI) 
The graphical user interface is a suffix trie of limited depth.  
The original trie is made from the sequence of length n.  At 
depth k, the length of desired subsequences, the tree is cut 
off.  Any paths down the tree that extend beyond level k or 
do not reach level k will be pruned.  The result is a trie of 
depth k containing n – k + 1 subsequences. 
Figure 3:  The result of Figure 2 at a limited depth of 3.  
There are now n – k + 1 sequences that work in the 
same fashion as a sliding window of size k over a se-
quence of size n 
   
The GUI is adaptable in the sense that each branch can 
change color and thickness depending on the frequency of 
a particular subsequence occurring.   
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Figure 4:  The resulting trie from the genetic sequence S 
= [ACGTACATATTACCTACGCATTCGATCATCGTGAC 
TACGTTCGCTCGCAT] and k = 2.  The subsequence ‘CG’ 
occurs most frequently while the subsequences ‘AA’, ‘AG’, 
and ‘GG’ do not occur at all 
4.  DEFINING RANDOMNESS 
For an event to be random it must have no specific pattern, 
purpose or objective.  Its frequency of occurring will be 
based on the event’s probability distribution [1].  A small 
sample of n events may differ greatly from the probability 
distribution but as n Æ ∞, the number of event E occur-
rences divided by n should approach Prob(E) on the prob-
ability distribution. 
A simple example of this definition would be a coin toss 
with a fair coin.  It is true that there is a possibility of an 
uneven occurrence of the events, heads and tails, but as a 
coin is tossed more, the occurrence of each event should 
approach 0.5 like their respective true probabilities. 
In the case of a suffix trie, an evenly distributed tree would 
be the most random.  It would be most random because 
each possible subsequence of length k will have the same 
probability.  An evenly distributed tree represents equal 
occurrences among its subsequences whereas an unbal-
anced tree would have a combination of overrepresented 
and underrepresented substrings. 
5.  EXPERIMENTS 
One experiment was conducted to determine if randomness 
could be detected among both random and pseudo-random 
datasets.  Another experiment involved the randomness 
measurements of randomly generated datasets of varying 
length. 
Randomness Detection 
Two-page surveys were created to collect pseudo-random 
data.  The first page asked for any sequence of 200 1’s and 
0’s that the survey respondent wanted.  On the second page 
the survey specified to the respondents to attempt to be as 
random as possible.  In addition to the pseudo-random 
datasets there were also twenty additional sets of length 
200 that were randomly created by Matlab 6.0 R12. 
Each dataset was evaluated in terms of two functions, A 
and B.  Function A is more effected by the earlier levels of 
the trie due to its abundance of support.  Function B weighs 
all levels of the suffix trie evenly.  The lower the returned 
values are from the functions, the more random the data-
sets. 
 
Figure 5:   a = cardinality = | ∑ |, L = current level 
(depth), n = # of characters in input stream, k = length 
of subsequence = d = depth of tree 
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Figure 6:  Normalized plots of Function A and B values 
using all three types of datasets of length 200 
Every random dataset consistently had low values while the 
other two types of datasets had a much larger vast range.  
The suffix tries of these datasets illustrate randomness 
through the uniformity of a fully branched trie. 
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Figure 7:  1) Suffix Trie of a dataset with many predis-
positions that is not random.  2)  Suffix Trie of a 
pseudo-random dataset with tendencies toward con-
secutive 0’s and 1’s and alternating 1’s and 0’s.  3) Suf-
fix Trie that is almost evenly distributed with very few 
overrepresented subsequences.  
 
All of the random datasets looked similar to tree #3 in Fig-
ure 7.  For the other two sets, the worst cases appeared like 
tree #1 in the worst case, tree #2 in the average case and 
tree #3 in the best case.   
By using a linear classifier or some other simple classifica-
tion method on Figure 6, randomness can then be deter-
mined with the best accuracy.  From the 90 sample datasets 
used it was easier to show that a dataset is not random than 
it was to show it is random.   
Degrees of Randomness 
To assure that longer datasets made more random suffix 
tries, additional datasets of length 1000, 10000, and 
100000 were randomly generated to be compared along 
with the random sets of length 200.  The results of these 
random datasets using functions A and B then normalized 
are shown below in Figure 8. 
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Figure 8:  Normalized plots of Functions A and B val-
ues using datasets of varying length 
 
6.  CONCLUSIONS 
In this paper we explained and demonstrated how a suffix 
trie can be used to detect randomness.  We learned that 
although functions A and B are different, their results from 
each dataset were still very similar due to their linear rela-
tionship.  Also when plotting these normalized values we 
observed that a linear classifier would be more accurate 
determining if a dataset is not random rather than determin-
ing if it is random. 
A more obvious observation was that as the length of the 
datasets is increased so are their degrees of randomness 
becoming more random.   
A final, interesting observation from the experiment was 
that among the 35 survey respondents, 15 failed to be more 
random on their second set than they were on their first. 
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