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Abstract 
A central problem in coding theory is that of finding the smallest length for which there exists 
a linear code of dimension k and minimum distance d, over a field of ~7 elements, We consider here 
the problem for quaternary codes (q=4), solving the problem for k< 3 for all values of d, and for 
k=4 for all but ten values of d. 
1. Introduction 
Let V( n, q) denote the vector space of ordered n-tuples over the Galois field GF( q). 
A linear code of length n over GF( q) is just a subspace of V( n, q). Such a code is called 
an [n, k, d]-code if its dimension is k and its minimum Hamming distance is at least d. 
We simply use the term [n, k]-code if we do not wish to specify d. A central problem in 
coding theory is that of optimizing one of the parameters n, k and d for given values of 
the other two. Two versions are as follows. 
Problem 1. Find d,( n, k), the largest value of d for which there exists an [n, k, d]-code 
over GF( q). 
Problem 2. Find n4( k, d), the smallest value of n for which there exists an [n, k, d]-code 
over GF( q). 
Of course, for given q, solving Problem 1 for all n and k is equivalent to solving 
Problem 2 for all k and d. 
Problem 2 is perhaps the more natural version of the two because the Griesmer 
bound provides an important lower bound,on rr4( k, d) which, for given values of q and 
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k, is attained for all sufficiently large values of d (Theorem 2.11). Thus, for given q and 
k, solving Problem 2 for all d (or solving Problem 1 for all n) becomes a finite one. For 
binary codes, n2 (k, d) is known for k < 7 for all d [ 111. An extensive table of bounds on 
dz(n, k) is given in [12]. The problem for ternary codes has been tackled in [9], the 
values of n3( k, d) being found for k < 4 for all d, and the values of n3(5, d) for all but 30 
values of d. 
In this paper we consider the problem for the case of quaternary codes (q = 4). In 
Section 2 we give the necessary preliminary results. In Section 3 we solve the problem 
of finding n4( k, d) for k < 3 for all d and determine the values of n4(4, d) for all but ten 
values of d. 
2. Preliminary results 
Where not given, proofs or references for the results of this section may be found in 
[9, Section 21. 
The Hamming weight of a vector x, denoted w(x), is the number of nonzero entries 
in X. For a linear code, the minimum distance is equal to the smallest of the weights of 
the nonzero codewords. If C is an [n, k]-code, we let Ai and Bi denote the number of 
codewords of weight i in C and in the dual code CL, respectively. 
Theorem 2.1 (The MacWilliams identities). Let C be an [n, k]-code over GF( q). Then 
the Ai’s and Bi’s satisfy 
(2.1) 
for t=O,l,..., n. 
Lemma 2.2. For an [n, k, d]-code over GF(q), Bi =0 for each oalue of i (where 
1~ i < k) such that there does not exist an [n-i, k-i + 1, d]-code. 
Lemma 2.3. Suppose x and y are linearly independent vectors in V( n, q). Then 
w(x)+w(y)+ c w(x+Ay)=q(n-z), (2.2) 
~@-Wq)\{O) 
where z denotes the number of coordinate places in which both x and y have zero entries. 
Corollary 2.4. Let C be an [n, k,d]-code over GF(4) with k>2. Then: 
(i) if x and y are a linearly independent pair of codewords of C, then 
w(x)+w(y)d4n-3d, 
(ii) Ai=O for i>4(n-d), 
(iii) Ai=O or 3 for i> 1/2(4n- 3d), 
(iv) if Ai>O, then A,=0 for j>4n-3d-i and i#j. 
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(v) Suppose either (a) w(x)=0 or 1 (mod 4) for all XEC 
or (b) w(x) = 0 or 3 (mod 4) for all XE C. 
Then the set D = { XEC: w(x) = 0 (mod 4)) is a linear subcode of C. 
Proof. (i)-(iv) are straightforward; they are results analogous to those given in [S, 
Corollary 2.141 for the case of ternary codes. 
(v) Suppose x,y~D. Then, from equation (2.2), 
iT1 w(x+iy)=O(mod4). 
In both cases (a) and (b), the only possibility is that w(x + iy) = 0 (mod 4) for i = 1,2 
and 3. Hence D is linear. 0 
Lemma 2.5. (i) n,(k,d)<n,(k,d+ l)- 1, 
(ii) n,(k,d)2n,(k,d- l)+ 1. 
Proof. (i) Let C be an [n, k, d + l]-code with n = n4( k, d + 1). Then puncturing C (i.e. 
deleting a coordinate) gives an [n - 1, k, d]-code. 
(ii) This is immediate from (i). 0 
Lemma 2.6. Suppose C1 is an [n, , k, dI]-code and C2 is an [ n2, k, d,]-code ouer GF( q). 
If C1 and C2 have generator matrices G1 and G2 respectively, then [ G1 I G,] generates 
an [nI + n2, k, d, +d2]-code called a concatenation of C1 and C2. 
Definition 2.7. Let G be the generator matrix of a linear [n, k, d]-code C over GF(q). 
Then the residual code of C with respect to a codeword c, denoted by Res( C, c), is the 
code generated by the restriction of G to the columns where c has a zero entry. 
Lemma 2.8. Suppose C is an [n, k, d]-code over GF(q) and suppose CEC has 
weight w, where d>w(q-1)/q. Then Res(C,c) is an [n-w,k-l,dO]-code with 
doad-w+rw/ql. 
([xl denotes the smallest integer greater than or equal to x.) 
Corollary 2.9. Suppose C is an [n, k, d]-code over GF(q), and let c be a codeword of 
weight d. Then Res( C, c) is an [n-d, k - 1, [d/q]]-code. 
Theorem 2.10 (The Griesmer bound). Let g4( k, d) denote the expression IFI, [d/q’]. 
Then n,(k,d)>g,(k,d). 
A large class of codes which meet the Griesmer bound is the class of the so-called 
codes of type BV. Such codes are given by certain puncturings of concatenations of 
190 P.P. Greenough, R. Hill 
simplex codes and they show that, for given q and k, the Griesmer bound is attained 
for all sufficiently large d. The following theorem gives a necessary and sufficient 
condition for the existence of a code of type BV. A proof, and illustrative examples, 
may be found in [7]. 
Theorem 2.11. For given q, k and d, write 
dcsqk-‘_ i q”-l, 
i=l 
wheres=rd/qk-11,k>ul~u,3... > u,a 1, and at most q - 1 Ui’s take any given value. 
Then there exists a [g,(k, d), k,d]-code of type BV if and only if 
min(s+ 1,~) 
c ui d sk. 
i=l 
3. Optimal quaternary codes of dimension ~4 
For convenience, we label the elements of the field GF(4) as 0, 1,2,3. Of course, 
arithmetic is not carried out modulo 4, but via tables: 
For k < 2, it follows from Theorem 2.11 that n4( k, d) = g4( k, d) for all d. Thus 
n4(1,d)=d and n,(2,d)=d+rd/41 
for all d. 
For k = 3 and k = 4, Theorem 2.11 implies that n,(3, d) = g4(3, d) for d 2 9, and that 
n,(4, d) = g4(4, d) for 45 d d d 64 and for d 3 81. The remaining values of d are listed in 
Tables 1 and 2, together with the current best bounds on (or values of) n,(k,d), for 
k = 3 and 4, respectively. For comparison, we also list the values of the Griesmer 
bound in these cases. 
In these tables, a numbered label i refers to Theorem 3.i in the following pages. An 
unlabelled upper bound is given by puncturing (Lemma 2.5(i)). An unlabelled lower 
bound is given either by the Griesmer bound (Theorem 2.10) or by Lemma 2.5(n). 
Table I - upper bounds (i.e. constructions) 
Theorem 3.1. (i) n,(3,4)<6, (ii) n,(3,6)<9, (iii) n,(3,8)<12. 
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Table 1 
Values of n,(3,d) 
d gA3r d) nJ3, d) 
191 
3 3 
4 4 
5 5 
6 6’ 
8 8 
9 9’ 
10 211 
11 12l 
Table 2 
Values and bounds for n,(4,d) 
d gd(4,d) U4,d) d ss(4, d) n,(4> d) 
1 4 4 
2 5 53 
3 6 67 
4 7 8 
5 9 9 
6 10 lo3 
7 11 ‘12 
8 12 13 
9 14 14 
10 15 15 
11 16 16 
12 17 173 
13 19 820 
14 20 21 
15 21 22 
16 22 233 
17 25 25 
18 26 26 
19 27 27 
20 28 2g3 
21 30 30 
22 31 313 
23 32 933 
24 33 345 
25 35 “36 
26 36 37 
27 37 38 
28 38 393 
29 40 ‘041 
30 41 42 
31 42 43 
32 43 444 
33 46 46 
34 47 47 
35 48 48 
36 49 493 
37 51 51-52 
38 52 52-53 
39 53 “54 
40 54 553 
41 56 5657 
42 57 57-58 
43 58 ‘259 
44 59 603 
65 89 89 
66 90 90 
67 91 91 
68 92 92s 
69 94 94 
70 95 955 
71 96 9697 
72 97 97-98 
73 99 99 
74 100 100 
75 101 101 
76 102 1o25 
77 104 104-105 
78 105 105-106 
79 106 106-107 
80 107 107-1085 
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Proof. (i) The matrix 
l;;KZr:] 
generates a [6,3,4]-code over GF(4). 
(ii) A [9,3,6]-code is given by shortening the [lo, 4,6]-code given by Table 2. 
(iii) A [12,3,8]-code is given by shortening the [ 13,4,8]-code given by 
Table 2. 0 
Table I - lower bound (i.e. non-existence proof) 
Theorem 3.2. n4(3, 7) > 10. 
Proof. Suppose, for a contradiction, that there exists a [lo, 3,7]-code C over GF(4). 
Since there do not exist codes over GF(4) with parameters [9,3,7] or [8,2,7], it 
follows from Lemma 2.2 that Bi =B, =O. The first three MacWilliams identities 
(Theorem 2.1) become, after row reduction, 
AT+AB+As+Aio=63, 
A,+2Ag+3A,,=39, 
Ag+3Aio=24. 
Bearing in mind that each Ai must be a nonnegative integer multiple of 3 (because if 
x is a nonzero codeword, then so also are 2x and 3x), the only solutions are 
and 
A10=6, A,=6, A,=9, A, =42, 
A,,,=32 Ag= 15, A,=O, A, = 45. 
The first weight distribution cannot occur by Lemma 2.4(iii). Suppose C has the 
second weight distribution and let x and y be linearly independent codewords of 
weight 9. Equation (2.2) gives 
i$1 w(xfi,y)=22-42, 
which is not possible since the only available weights are 7,9 and 10. 0 
Remark. The last result may alternatively be derived as follows. Since Bz = 0, the 
columns of a generator matrix of C may be regarded as a lo-set K of projectively 
distinct points in the projective plane PG(2,4). Since every codeword has at most 
3 zeros, K meets each line of PG(2,4) in at most 3 points. In other words, K is 
a (10,3)-arc in PG(2,4), contradicting a well-known bound (see, e.g. [lo, Corollary 
1 to Theorem 12.2.31) on the maximum size of an (n, 3)-arc. 
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In fact, in the 3-dimensional case, the known results about (n, t)-arcs can be used to 
solve the problem of finding n,(3, d) for all d, for all field sizes up to q = 8. Further 
details may be found in [7]. 
Table 2 - upper bounds (i.e. constructions) 
First we give some sporadic constructions of [n, 4, d]-codes over GF(4). 
Theorem 3.3. (i) n,(4,2)<5, (ii) n,(4,6)< 10, (iii) n,(4,12)< 17, (iv) n4(4,16)<23, 
(v) n4 (4320) < 28, (vi) n4(4, 22)< 31, (vii) n4(4, 28) < 39, (viii) n4(4, 36) < 49, 
(ix) n,(4,40) d 55, (x) n4(4, 44) < 60. 
Proof. (i) The code { ( x1,xZ,xJ,xq,xg)~V(5,4): Cf=, Xi=O} is a [5,4,2]-code. 
(ii) It is shown in Cl] that the extended QR [12,6]-code over GF(4) has minimum 
distance 6. Shortening this code twice gives a [lo, 4,6]-code. 
(iii) The points of an elliptic quadric in PG(3, q) form a (q2 + l)-set K which meets 
any plane in 1 or q+ 1 points. Hence the matrix whose columns are the points of 
K generates a two-weight [ q2 + 1,4, q 2 - q]-code over GF( q). This code is given as 
example TF3 in [3]. Since g,(4,q2-q)=(q2-q)+(q-1)+1+1=q2+1, this code 
meets the Griesmer bound for any q. In particular, there exists a [17,4,12]-code over 
GF(4). 
(iv) Let Gi be a generator matrix for the [17,4,12]-code of part (iii), having a word 
of weight 16 as its bottom row. Let G2 be a generator matrix of a [6,3,4]-code. Then 
the matrix 
clearly generates a [23,4,16]-code. 
(v) It can be shown (by methods used later in the nonexistence proofs) that if 
a [28,4,20]-code over GF(4) exists then it must have the unique weight distribution 
AZ0 = 189, A24 = 63, A2a = 3. A computer search for a code having only these weights 
yielded a [28,4,20]-code with the following generator matrix: 
[ 
1111111111111111111111111111 
1111111122222222333333330000 
1230231212123133023130232101 1 0112223300111223111223330233 ’ 
(vi) A [31,4,22]-code was constructed in [6]. Its generator matrix is 
0001111111111111111111111111111 
1000000000111111122222223333333 
0100112233100332232211002330011 
0010012312302011320123130032312 1 
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and its weight distribution is Azz = 141, AZ4 = 87, AZ8 = 24, A3,, = 3. 
(vii) A [39,4,28]-code is given by shortening the [40,5,28]-code given in 
Theorem 3.4. 
(viii) It can be shown that if a [49,4,36]-code exists, then it has one of the following 
two weight distributions: 
A36 = 204, A,, = 48, Ads=3 
or 
A,,=207, A,, = 39, A,, = 9. 
By assuming that the code has the first weight distribution, the following generator 
matrix was constructed by hand. It was verified by computer that this matrix indeed 
generates the desired code. 
1111111111111111111111111111111111111111111111110 
1111111111111222222222222233333333333330000000001 1 1112223330000111222333000011122233300001112223330 ’ 
(ix), (x): There exists a class of two-weight codes over GF(q) with parameters 
[i(q+ l), 4, (i- l)q] for i=2,3, . . . . qz . These are examples SU2 in [3]. Taking q = 4, 
i = 10,ll gives [55,4,40] and [60,4,44]-codes, respectively, over GF(4). 0 
Theorem 3.4. There exist codes over GF(4) with parameters [44,4,32] and [40,5,28]. 
Proof. A matrix of the form 
CC, I Gz I ... I G, I, 
where each Gi is a k x k circulant matrix, may be used to generate a [kt, k]-code 
known as a quasi-cyclic code. Exhaustive computer searches for such [4t,4]-codes 
over GF(4) having largest possible minimum distance were carried out by Greenough 
[4], who found codes with parameters [S, 4,4], [12,4,7], [16,4,11], [20,4,13], 
[24,4,16], [28,4,19], [32,4,22-J, [36,4,25], [40,4,28], [44,4,32] and [48,4,35]. 
Several of these codes achieve previously known upper bounds of Table 2 and the 
[44,4,32]-code gives a new bound. Quasi-cyclic codes with the same parameters were 
found similarly, and independently, by Gulliver and Bhargava [S]. Moreover, this last 
paper gives also results of searches in higher dimensions, including the construction of 
a [40,5,28]-code which we use in our proof of Theorem 3.3(vii). 
The [44,4,32] and [40,5,28]-codes are generated by matrices of the above form 
whose first rows are, respectively: 
(1000 1100 2100 1010 2110 1210 2210 2111 2211 2311 3121), 
(10000 10120 11020 11230 12220 13130 13210 11312). Cl 
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Table 3 
Cl 
c17,4,121 
P3,4,201 
DO,4,61 
c17,4,121 
[44,4,32] 
c2 c 
C17,4,1’4 C34,4,241 
C64,4,481 [92,4,681 
[85,4,641 195,4,701 
[85,4,64] [102,4,76] 
C644,481 [108,4,80] 
Theorem 3.5. n4(4, 24) < 34, n4(4, 68) Q 92, n4(4, 70) d 95, n4(4, 76) < 102, n,(4,80) < 108. 
Proof. By concatenation (Lemma 2.6), the required codes C may be constructed as in 
Table 3. Each of the component codes, Cr , or CZ, either has been constructed earlier 
in this section or is of type BV given by Theorem 2.11. 0 
Table 2 - lower bounds (i.e. nonexistence proofs) 
Theorem 3.6. n4(4,3) > 6. 
Proof. Suppose there exists a [6,4,3]-code C over GF(4). Then C is equivalent to 
a code having generator matrix 
1 0 0 0 1 a, 
G= 
0 1 0 0 1 a2 
[ 1 0 0 1 0 1 a3 ’ 0 0 0 1 1 a4 
where a,, a2, a3, a4 are nonzero. Two of the aj’s must be identical, giving a distance of 
only 2 between the corresponding rows of G, a contradiction. 0 
Theorem 3.7. n4 (4,7) > 11. 
Proof. Suppose there exists an [l 1,4,7]-code C over GF(4). Then a shortened code of 
C is a [lo, 3,7]-code which does not exist by Table 1. 0 
Theorem 3.8. n4(4, 13) > 19. 
Proof. Suppose there exists a [19,4,13]-code C over GF(4). By Lemma 2.2, 
B1 =Bz =B3=0 (because there do not exist codes with parameters [18,4,13], 
[17,3,13] or [16,2,13] by the Griesmer bound). By Lemma 2.8, the residual code of 
C with respect to a codeword of weight 17 would be a [2,3, I]-code, which does not 
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exist. So A i7 =O. The first four MacWilliams identities (Theorem 2.1), become, after 
row reduction. 
The last two equations give 
A,,+2Ar6=5Ai9-78, 
which is impossible, since A,,=0 or 3 by Corollary 2.4(iii). 0 
Theorem 3.9. n4(4,23) > 32. 
Proof. (The nonexistence of a [32,4,23]-code over GF(4) was actually shown in [6], 
the proof taking over three pages. A slightly shorter geometric proof was given in [2]. 
The following version, given in coding terminology, is a little shorter again.) 
Suppose there exists a [32,4,23]-code C over GF(4). By Lemma 2.2, B1 = B, = 0. By 
Lemma 2.8, AZ5 = AZ9 =AsO =O. The MacWilliams identities become, after row 
reduction, 
(a) A23+A24+A26+A27+A28+AJ1+A32=255, 
(b) A24+3A26+4A2,+5A28+8A31+9A32=279, 
(c) 3A26 + 6A2, + 10Azs + 28A3i + 36Aa2 =492, 
(d) 3A27+10A28+70A31+108A32=3012-6B3. 
By Corollary 2.4(iii),A32 =0 or 3. 
Suppose A3* = 3. Then, by Corollary 2.4(iv), A,, = A3i =O. Equation (c) becomes 
A,, +2A2, = 128. 
But each Ai (i #O) is divisible by 3 (since scalar multiples of codewords are codewords), 
whereas 128 f 0 (mod 3), a contradiction. So As2 = 0. 
By Corollary 2.4(iii), A,, =0 or 3. 
In equation (2.2), if x and y are codewords of weight at least 28, then 
i$l w(x+iy)d72-442 
and so, since W(X + iy) 2 23 for each i, we must have z = 0. This means that linearly 
independent codewords of weight at least 28 can have no zeros in common. Hence 
there can be at most 8 projectively distinct codewords of weight 28, and at most 7 if 
A3,>0. Thus AZ8<24, and AZ8<21 if A,,=3. 
Now if A,, =O, then the equation 3 x (b)-2 x(c) gives 
3AZ4 + 3AZ6 = 5AZ8 - 147, 
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(1) 3 21 33 0 18 180 
(2) 3 21 30 6 12 183 
(3) 3 21 27 12 6 186 
(4) 3 21 24 18 0 189 
(5) 3 12 48 0 3 189 
which is impossible since AZ8 < 24 makes the right-hand side negative. 
So A31 = 3, and it is readily found that the only solutions of (a) to (c), in nonnegative 
integer multiples of 3, are shown in Table 4. 
The weight distributions (1) and (3) cannot occur because equation (d) would give 
a noninteger value of B3. The others are eliminated by the following argument. Since 
C contains a word of weight 31, we may assume, without loss of generality, that C has 
a generator matrix of the form 
Consider the 2 x 31 matrix A. Suppose some ordered pair occurs three times as 
‘1 I...1 0 
0 .lil A 0 . 1 
a column of A. Then by subtracting suitable multiples of row 1 from rows 2 and 3 of G, 
we may assume that A has three all-zero columns, which implies that A, with these 
3 columns deleted, generates a [28,2,23]-code, which cannot exist by the Griesmer 
bound. So, of the 16 distinct ordered pairs over GF(4), 15 pairs occur twice as columns 
of A and the other pair once. Thus the subcode of C generated by the first three rows 
of G is unique, up to equivalence, and has weight distribution AZ3 =45, AZ4 = 15, 
A,, = 3. But AZ4 < 12 for the whole code C for weight distributions (2) to (5). This final 
contradiction shows that there does not exist a [32,4,23]-code over GF(4). 0 
Theorem 3.10. n,(4,25) > 35 and n4(4,29) > 40. 
Proof. If there existed a [35,4,25] or a [40,4,29]-code over GF(4), then by Corollary 
2.9, there would exist a [lo, 3,7] or an [ll, 3,8]-code, respectively. In either case, this 
contradicts Table 1. 0 
Theorem 3.11. n,(4,39)> 53. 
Proof. Suppose there exists a [53,4,39]-code over GF(4). By Lemma 2.2, B1 = B2 = 0. 
By Lemma 2.8, Ai = 0 for in (41,42,43,45,46,49,50,5 1). The MacWilliams identities 
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become, after row reduction, 
(a) A39+A40+A44+A47+A48+A52+A53=255, 
(b) A40+5A44+8A47+9A4a+13A52+14A53=231, 
(c) 10A,,+28A47+36A48+78A52+91A53=468. 
By Corollary 2.4, A53 = 0 or 3. If A53 = 3 then Ai = 0 for i > 42, giving a contradiction 
in equation (c). So As3 = 0. Similarly, A52 = 0. 
Also, by Corollary 2.4, A4s = 0 or 3. It is now readily found that the only solutions 
to equations (a) to (c) is nonnegative integer multiples of 3 are: 
(1) A48=3,A44=36,A40=24,A39=192,A,=1, 
(2) A47=6,A44=30,A4,,=33,A39=186,A0=1. 
By Corollary 2.4(v), the 64 codewords of weight 0,40,44 and 48 form a linear 
[53,3,40]-code. By Lemma 2.2, a [53,3,40]-code has B1 =0 (since a [52,3,40]-code 
cannot exist by the Griesmer bound). Hence the second MacWilliams identity applied 
to this subcode gives 
5A4s + 9Aa4 + 13A4,, = 795, 
but this is satisfied by neither of the above weight distributions. 0 
Theorem 3.12. n4(4, 43) > 58. 
Proof. Suppose there exists a [SS, 4,43]-code over GF(4). By Lemma 2.2, B, = Bz = 0. 
By Lemma 2.8, Ai=O for ie{45,46,47,48,49,50,51,53,54,55,56,57). The first three 
MacWilliams identities become, after row reduction, 
A4s+Au+A5z+A58=255, 
A44+9A52+15A58=171, 
12A,2 + 35A5a = 138. 
By Corollary 2.4, As8 = 0 or 3. Each of these possibilities gives a noninteger value of 
A52 and so the code does not exist. fl 
We would be interested to hear of the resolution of any of the 10 remaining cases in 
Table 2. Of particular interest is the existence or otherwise of a [57,4,42]-code, for we 
have shown that such a code must have the unique weight distribution 
A,,=l, Ad2 = 192, Ah4 = 36, Ab8 = 27. 
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