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THE NEVO-ZIMMER INTERMEDIATE FACTOR THEOREM
OVER LOCAL FIELDS
ARIE LEVIT
Abstract. The Nevo-Zimmer theorem classifies the possible intermediate G-
factors Y in X × G/P → Y → X, where G is a higher rank semisimple Lie
group, P a minimal parabolic and X an irreducible G-space with an invariant
probability measure.
An important corollary is the Stuck-Zimmer theorem, which states that a
faithful irreducible action of a higher rank Kazhdan semisimple Lie group with
an invariant probability measure is either transitive or free, up to a null set.
We present a different proof of the first theorem, that allows us to extend
these two well-known theorems to linear groups over arbitrary local fields.
1. Introduction
Let k be a local field and let G be a connected simply-connected semisimple
algebraic k-group without k-anisotropic almost k-simple subgroups1.
1.1. The Nevo-Zimmer intermediate factor theorem. Our central task is to
prove the following version of the Nevo-Zimmer intermediate factor theorem for
linear algebraic groups local fields.
Theorem 1.1. Assume that rankk (G) ≥ 2 and let P be a minimal parabolic k-
subgroup. Let X be an irreducible Gk-space with finite invariant measure. Given
an ergodic Gk-space Y and a pair of Gk-maps 2
X × Gk/Pk → Y → X
whose composition is the projection, there is a parabolic k-subgroup Q containing P
such that
Y ∼= X × Gk/Qk
as a Gk-space. Moreover the maps X × Gk/Pk → Y and Y → X are projections.
The case k = R of Theorem 1.1 is essentially the intermediate factor theorem for
real Lie groups, which first appeared in Zimmer’s work [25]. The proof given in [25]
is a natural generalization of Margulis’ proof of the factor theorem [17]. However,
as was pointed out by Nevo and Zimmer in Section 4 of [21] that proof contains an
imprecise argument.
An additional treatment of the real Lie group case is given in a series of papers
by Nevo and Zimmer ([20, 21]). In fact, a much stronger version called the gen-
eralized intermediate factor theorem is proved in [21]. This approach uses ideas
1Subsection 2.2 contains definitions concerning algebraic k-groups, as well as some examples.
2The reader is referred to Subsection 2.1 for a discussion of measurable group actions, including
the definitions of a G-space and a G-map.
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of Furstenberg such as the interplay between stationary and P -invariant measures,
and diverges from the original approach of Margulis in [17].
We mention that a corrected proof along the lines of [25] was given by Nevo and
Zimmer in the unpublished work [19].
Our chief motivation is to present a proof of Theorem 1.1 that is as close as
possible to the lines of [25] and [17], while extending the result to local fields. Indeed,
the factor theorem [17] is already given in this (indeed, even greater) generality.
We remark that our approach differs from that of [19].
Indeed, the real case of Theorem 1.1 implies the real Lie group version at least
for center-free semisimple Lie groups, and the same remark applies to Theorem
1.2. This reduction is based on the fact that every connected semisimple real Lie
group with trivial center is isomorphic to G0R for some connected but possibly non
simply-connected algebraic R-group. See Subsection 7.3 for further discussion.
An important corollary of the intermediate factor theorem is the theorem of Stuck
and Zimmer discussed in Subsection 1.2 below. Moreover the factor theorem is a
consequence of the intermediate factor theorem, and the normal subgroup theorem
for groups having property (T ) is a consequence of the Stuck-Zimmer theorem. So
these four results are related, implying and generalizing each other.
We mention that the Nevo-Zimmer intermediate factor theorem has been ex-
tended in several directions since it first appeared; see for example the works of
Bader-Shalom [4], Creutz-Peterson [7] and the above mentioned [21].
1.2. The Stuck-Zimmer theorem. The following is a formulation of this theo-
rem in the setting of linear algebraic groups over local fields.
Theorem 1.2. Assume that rankk (G) ≥ 2 and Gk has property (T). Then every
faithful, properly ergodic, irreducible and finite measure preserving action of Gk is
essentially free.
More generally, if the action has central kernel (but is possibly not faithful) then
µ-almost every point has central stabilizer.
For example as G = SLn is simply-connected the above theorem holds for the
groups SLn(R), SLn(Qp) and SLn (Fq((t))) for every prime p and prime power q as
long as n ≥ 3.
The classical theorem of Stuck and Zimmer [23] is the analogous statement for
actions of semisimple real Lie groups of real rank at least 2 with property (T ),
having finite center and no compact factors.
The proof given in [23] is deduced in a quite general fashion from the Nevo-
Zimmer intermediate factor theorem. In fact, the possibility of the current gener-
alization is already suggested there (see Section 5.3 of [23]). Therefore our contri-
bution to Theorem 1.2 is little more than its restatement in the above form, and
the application of Theorem 1.1.
Let us note that the Stuck-Zimmer theorem has been recently extended in the
above mentioned work [7] as well as in [13].
Remark. Gk has property (T) whenever rankk (H) 6= 1 for every almost k-simple
subgroup H of G, and this is in fact a necessary condition unless k is R or C.
1.3. Rigidity of invariant random subgroups. A context in which Theorem
1.2 admits an interesting and powerful application is that of invariant random
subgroups.
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Given a second countable locally compact group G, an invariant random sub-
group of G is a Borel probability measure on the space of closed subgroups of G
that is invariant under conjugation.
The space of closed subgroups is regarded with the Chaubuty topology. For
more information on this topology and on invariant random subgroups the reader
is referred to e.g. [1, 2, 11]. See also Remark 3.9 below.
Obvious examples of invariant random subgroups include Dirac measures δN
supported on normal subgroups N ⊳ G. Moreover given a lattice Γ ≤ G there is
an invariant random subgroup µΓ obtained as the push-forward of the probability
measure on G/Γ to the space of closed subgroups via the conjugation map gΓ 7→
gΓg−1. In this sense invariant random subgroups are a common generalization of
normal subgroups and lattices.
The Stuck-Zimmer theorem is used in [1] to show that the above examples are
the only possible ones for a higher rank real Lie group. In light of Theorem 1.2 we
are able to extend this rigidity phenomenon to local fields and deduce
Corollary 1.3. Let G be an algebraic k-group as above. In particular assume that
k-rank(G) ≥ 2 and that Gk has property (T ). Then every non-atomic irreducible
invariant random subgroup of Gk is of the form µΓ for some irreducible lattice
Γ ≤ G.
Indeed, a more general classification result is proved in [1] for reducible invariant
random subgroups in real Lie groups, relying on the reducible case of the Stuck-
Zimmer theorem, and is applied towards a study of asymptotic geometry of locally
symmetric spaces. In [12] with Gelander we are able to extend some of the results of
[1] concerning invariant random subgroups to the non-Archimedean setting relying
on the results of the present paper and in particular on Corollary 1.3.
We remark that contrary to Corollary 1.3, rank one groups admit a great variety
of wild invariant random subgroups, see e.g. [1, 6].
Proof strategy. In the attempt to overcome the problem that was encountered
in [25] we focus our attention on a certain Main Lemma (see Subsection 4.1) which
is a key ingredient in the proof of Theorem 1.1.
Measures algebras are a key player in the proof of the Main Lemma and are
discussed in detail in Subsection 3.1. We regard a measure algebra as a topological
space with the convergence in measure topology, see Subsection 3.2. It turns out
that a sub-algebra is closed in this topology.
We study the measure algebra BY of the intermediate factor Y and decompose
it as a direct integral BY (x) over x ∈ X where every BY (x) is a measure sub-
algebra of BG/P . We develop a machinery that allows us to claim, given elements
Cn ∈ BY (xn) tending to C ∈ BZ in the convergence in measure topology and
xn ∈ X "tending" to x ∈ X in a certain special sense, that C ∈ BY (x). This
is done by introducing in Subsection 3.3 the Effros Borel structure on the space
of all measure sub-algebras of BY . We refrain however from defining a topology
corresponding to this "convergence" of xn towards x; see Lemma 3.8 for the exact
statement.
The remainder of the proof of Theorem 1.1 as well as the proof of Theorem 1.2
are essentially the same as in the original treatments and are only recalled here for
the reader’s convenience.
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Finally in Section 7 we treat the case where the group G is not simply-connected
and prove Theorems 7.1 and 7.2 which are the generalizations of our two main
results to this case. A certain subgroup G+k plays an important role here and
introduces several complications, see Subsection 7.2 for more details. While this
last section can be viewed as supplementary, it is required to deduce the real Lie
group variants of our main results as in explained in Subsection 7.3.
Theorems 1.1 and 1.2 are proved in Sections 4.4 and 5, respectively.
Invariant random subgroup rigidity and Corollary 1.3 are discussed in Section 6.
Acknowledgments. I would like to thank Uri Bader, Tsachik Gelander, Shahar
Mozes and Amos Nevo for many helpful discussions. I would like to thank the
anonymous referee for his careful reading of this paper as well as for his many sug-
gestions and comments that without doubt were a major contribution in improving
upon an earlier version.
2. k-algebraic groups and their actions
We recall for the reader’s convenience some facts and notations regarding proba-
bility measure preserving group actions as well as the structure theory of k-algebraic
groups.
In what follows k denotes an arbitrary local field.
2.1. Measurable group actions. Let G be second countable locally compact
group. A G-space is a standard σ-finite Borel measure space (X,µ) with a Borel
measurable action G×X → X such that µ is quasi-invariant. A G-map is a Borel
map f of G-spaces f : (X,µ)→ (Y, η) that is G-equivariant and satisfies f∗µ = η.
Consider a given G-space X and the associated G-action. The action is ergodic
if every measurable G-invariant subset of X is either null or conull. It is essentially
transitive is there exists a conull orbit. Clearly an essentially transitive action is
ergodic. An action is properly ergodic if it is ergodic and not essentially transitive,
or equivalently every G-orbit has measure 0. An ergodic action is irreducible if
every non-central normal subgroup acts ergodically. The action is faithful if for
every non-trivial element g ∈ G, gx 6= x holds for x ∈ X of positive measure.
Finally, the action is essentially free if µ-a.e. x ∈ X has trivial stabilizer in G.
2.2. Subgroup structure of semisimple k-groups. An algebraic group G is
said to be defined over k, or simply a k-group, if the underlying variety as well as
the group multiplication and inverse maps are defined over k (see 0.10 of [15] or [5]
for details).
Consider a connected semisimple k-group G and let G = Gk denote its group of
k-points. G is naturally a locally compact second countable topological group (see
3.1 of [22]) so that the definitions of Subsection 2.1 are applicable to actions of G.
In fact, in characteristic zero G has in addition an analytic structure.
G is said to be k-anisotropic if rankk (G) = 0, and this is the case if and only
if G is compact (see 3.1 of [22]). G is said to be simply-connected if every central
isogeny from a connected algebraic group into G is an algebraic group isomorphism.
For example, SLn is simply-connected.
We recall the terminology from [15, 17] regarding several subgroups of particular
interest. Let S be a maximal k-split torus in G and P be a minimal parabolic
k-subgroup containing S. We choose an ordering on the set of roots Φ = Φ (S,G)
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which corresponds to P and denote by ∆ the set of simple roots with respect to
this ordering.
For every subset θ ⊂ ∆ we consider (see I.1.2 of [15]):
• The torus Sθ ⊂ S which is the connected component of the intersection of
the kernels of all α ∈ θ.
• The standard parabolic k-subgroup Pθ corresponding to θ and defined by
the condition that it contains P and that ZG (Sθ) is the reductive Levi
component of Pθ.
• The opposite parabolic Pθ such that Pθ ∩ Pθ is the Levi ZG (Sθ).
• The unipotent radicals Vθ = Ru (Pθ) and Vθ = Ru
(
Pθ
)
.
Note that P = P∅ and G = P∆. In fact, the parabolic group Pθ is generated by its
subgroups Pb for b ∈ θ. We denote the corresponding groups of k-points by
Pθ = (Pθ)k , P θ =
(
Pθ
)
k
, Sθ = (Sθ)k , Vθ = (Vθ)k , V θ =
(
Vθ
)
k
groups without subscripts (P ,V etc.) will refer to θ = ∅. For each θ write Lθ =
Pθ ∩ V . Then V decomposes as V = Lθ ⋉ V θ.
Lemma 2.1. Let θ ⊂ ∆ be a collection of simple roots. Then the map ε : V θ×Pθ →
G sending (v, p) ∈ V θ×Pθ to vp−1 ∈ G is a homeomorphism onto its image V θ ·Pθ,
which is open in G. Moreover V θ · Pθ is conull in G and the Haar measure of G is
in the same measure class as the push-forward of the product measure on V θ × Pθ
by ε.
Proof. This is Lemma IV.2.2 of [15]. 
Lemma 2.1 implies that as G-spaces we have G/Pθ ∼= V θ, and that the natural
map G/P → G/Pθ corresponds under this isomorphism to the projection V → V θ
with respect to the decomposition V = V θ ⋊ Lθ.
In particular V ∼= G/P as Borel G-spaces. For certain elements of G it is easy to
describe the G-action on V explicitly. Let u ∈ V ∼= G/P . Observe that if v ∈ V ⊂ G
then v.u = vu. Similarly if s ∈ S ⊂ G then s.u = sus−1.
An example of G,P, S, etc. For the convenience of the reader we present a concrete
and standard example of an algebraic group G satisfying the requirements of Theo-
rem 1.1 as well as its subgroups P, S etc. introduced above. This example is treated
in detail in Section II.3 of [15].
Let G be the algebraic group SLn for some n ∈ N, n ≥ 2. Here SLn is the
subgroup of GLn defined by the vanishing of the polynomial equation det−1 = 0.
Note that SLn is defined over the field Q.
As a maximal split torus of SLn we may take the diagonal subgroup S
S = {s ∈ diag(s1, . . . , sn) : s1s2 · · · sn = 1}
So S is isomorphic to the product of n− 1 copies of the multiplicative group. The
roots Φ = Ψ(S,G) are given by
Φ = {αi,j : 1 ≤ i, j ≤ n, i 6= j}
where the root αi,j is defined by the formula αi,j(s) = sis
−1
j .
There is a standard root ordering corresponding to the choice∆ = {αi,i+1}i=1,...,n−1
of simple roots. The corresponding parabolic subgroup P is the group of upper-
triangular matrices of determinant one. The subgroup V is the group of unipotent
upper-triangular matrices.
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It remains to discuss the groups associated to choices of subsets θ ⊂ ∆ of simple
roots. Let us describe explicitly the case where θ = {α1,2}, the general situation
being similar. Then Sθ consists of diagonal matrices subject to the condition that
s1 = s2. The parabolic subgroup Pθ consists of elements of SLn that vanish below
the diagonal, except possibly for the (2, 1)-th entry. Vθ consists of unipotent upper
triangular matrices that additionally vanish in the (1, 2)-th entry. Then V = Vθ⋊Lθ
where Lθ consists of unipotent matrices with only the (1, 2)-th coordinate non-zero
outside the diagonal. Finally the groups Pθ,Vθ and Lθ are nothing but the transpose
of Pθ,Vθ and Lθ, respectively.
2.3. Contracting automorphisms. Recall that a contraction of a topological
group is an automorphism ϕ such that for every compact set K ⊂ G and every
neighborhood of the identity U there exists n ∈ N such that ϕn (K) ⊂ U .
In the situation of 2.2, given a subset θ ⊂ ∆ we can find an element s ∈ Sθ such
that Inn (s) is contracting on Vθ and is the identity of Lθ (see II.3.1 in [15]). Note
that Inn (s) is a non-trivial automorphism of V provided that θ ( ∆.
Definition 2.2. Given a collection θ ⊂ ∆ of simple roots denote
ψθ (E) = V θ
(
E ∩ Lθ
)
where E ⊂ V is a measurable subset.
So ψθ(E) is a subset of V and is always a union of certain V θ-cosets. For
example, ψ∅ (E) is either V or ∅ depending on whether e ∈ E while ψ∆ (E) = E.
The following lemma (see IV.2.5 in [17] or 8.2.8 in [26]) controls the image of
measurable subsets of V under iterations of Inn (s).
Lemma 2.3. Let θ ⊂ ∆ be a collection of simple roots and s ∈ Sθ an element such
that Inn(s) is contracting on Vθ. If C ⊂ V is a measurable subset then for almost
every u ∈ V we have
Inn (sn) (uC) = snuCs−n −→ ψθ (uC)
where the convergence is understood in measure.
Convergence in measure is discussed in Subsection 3.2 below. We remark that
the proof actually relies on the fact that Inn(s) is expanding (i.e. is an inverse of
contracting) on V θ.
2.4. Mautner’s lemma. Let G be a simply-connected semisimple algebraic k-
group as in the statement of Theorem 1.1. The following is a well-known and
immediate corollary of Mautner’s lemma.
Lemma 2.4. Let X be an irreducible Gk-space with finite Gk-invariant measure,
and let s ∈ S be such that Inn (s) is contracting on some Vθ with θ ( ∆ Then the
action of s on X is ergodic.
For the proof see for example II.3.3 of [15]. A recent treatment of Mautner’s
lemma is given in [3].
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3. Measure algebras and the Effros Borel structure
A central tool in the proofs of the factor and the intermediate factor theorems is
that of measure algebras. Indeed, both theorems admit an equivalent formulation
in that language. The restatement relies on Mackey’s point realization and its
extensions to G-spaces.
Therefore Section 3 is dedicated to measure algebras, in particular those that
arise in certain product spaces. We consider the Effros Borel structure on the
collection of measure sub-algebras of a given algebra. This depends on regarding
a measure algebra with the convergence in measure topology and observing that a
sub-algebra becomes a closed subspace.
To be concrete, we will be interested in understanding the measure algebras
associated to the following situation. Assume that three G-spaces X,Y and Z are
given as well as a pair of G-maps f : X×Z → Y and g : Y → X whose composition
is the projection. For the purposes of Theorem 1.1 we will only require the case
Z = G/P , but presently we discuss the general case.
One main goal of the current section is to prove Theorem 3.11 below.
3.1. Measure algebras. Recall that the spaces X,Y and Z are assumed to be
standard Borel, and let η be a probability measure on X .
Definition 3.1. The measure algebra BX is the Boolean algebra of all measurable
subsets up to almost everywhere equivalence.
In other words BX is just the σ-algebra of X modulo the ideal of η-null sets.
The algebra BX clearly depends on the class of η.
In the situation under consideration we have a pair of G-maps
X × Z
f
−→ Y
g
−→ X
Passing to measure algebras we obtain the reverse inclusions
BX ⊂ BY ⊂ BX×Z
We would like to decompose the intermediate measure algebra BY over X in such
a way that the fiber over every x ∈ X becomes a sub-measure algebra of BZ .
Abelian von-Neumann algebras. Working towards such a decomposition we discuss
an equivalent realization of measure algebras, as following. Consider the Hilbert
space L2(X, η) and denote
AX = L
∞(X, η) ⊂ L(L2(X, η))
where the element of AX represented by the function f ∈ L∞(X, η) is regarded as
a bounded operator on L2(X, η) corresponding to multiplication by f . In fact AX
is an abelian von-Neumann algebra and BX is isomorphic as a Boolean algebra to
the sub-algebra of (orthogonal) projections in AX . See Chapter I.7 of [8] for more
information regarding abelian von-Neumann algebras.
Direct integral decomposition. The abelian von-Neumann algebras corresponding
to the G-spaces X,Y and Z stand in the following relation
AX ⊂ AY ⊂ AX×Z
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There is a theory of direct integrals of von-Neumann algebras, as exposed e.g. in
part II of [8]. In particular we may write
AX×Z ∼= AX ⊗AZ ∼=
ˆ ⊕
AZ dη(x)
Note that under this identification AX corresponds to the diagonalizable operators
3
in the direct integral decomposition on the right hand side. Using the fact that
AX ⊂ AY and according to Theorem 2 on p. 198 of [8] we obtain a decomposition
AY =
ˆ ⊕
AY (x) dη(x)
where for η-almost every x ∈ X
AY (x) ⊂ AZ
This decomposition is unique up to η-null sets by Proposition 1, p.197 of [8].
Equivariance. The G-actions on the three spaces give rise to G-actions on the cor-
responding abelian von-Neumann algebras AX ,AY and AX×Z . Clearly AX and
AY are G-invariant as sub-algebras of AX×Z . Fix an element g ∈ G. By uniqueness
of decomposition it follows that
gAY (x) = AY (gx)
holds for η-almost every x ∈ X .
Projection operators. Consider a projection operator P ∈ AY so that P 2 = P and
P ∗ = P . We obtain a direct integral decomposition
P =
ˆ ⊕
P (x) dη(x)
where η-almost everywhere P (x) is an element of AY (x). The identities
P 2(x) = P (x), P ∗(x) = P (x)
hold for η-almost every x ∈ X (see Proposition 3, p. 182, [8]) and so almost every
P (x) is an orthogonal projection in AZ .
Note that the above decomposition is only well-defined up to η-null sets. This
however will suffice for our purposes.
Direct integrals of measure algebras.
Definition 3.2. Let BY (x) be the Boolean sub-algebra of BZ given by
BY (x) = AY (x) ∩ BZ
for those η-almost every x ∈ X where AY (x) ⊂ AZ . Here BZ is identified with the
sub-algebra of projections in AZ .
From the above discussion concerning equivariance, we see that the family BY (x)
is G-equivariant in the sense that
BY (gx) = gBY (x)
holds for every g ∈ G and η-almost every x ∈ X .
3An operator on the Hilbert space
´
⊕
H(x) dµ(x) is diagonalizable if it corresponds to point-
wise multiplication by a function in L∞(X, µ).
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Definition 3.3. Given an element C ∈ BY let PC ∈ AY be the corresponding
projection. We will write
C =
ˆ ⊕
C(x) dη(x)
where the C(x) ∈ BY (x) are the elements of BZ corresponding to the projections
PC(x) ∈ AY (x) arising in the decomposition of PC as in Definition 3.2.
We note once more that the decomposition of an element C ∈ BY as in Definition
3.3 is only well-defined up to η-null sets.
3.2. The topology of convergence in measure on BX . There is a well-known
way to put a metric on the measure algebra BX associated to the standard Borel
space X . Namely, fix a probability measure µ in the measure class on X . Given a
pair E,F ∈ BX we can now set
d (E,F ) = µ (E△F )
d is clearly a metric and it defines the topology of convergence in measure on BX .
Remark. The use of this topology was suggested by Nevo and Zimmer in Section 4
of [21].
Proposition 3.4. Every Boolean sub-algebra B ⊂ BX is complete with respect to
d and is therefore closed in the topology of convergence in measure. Moreover BX
with the convergence in measure topology is second countable and Polish.
Proof. For the completeness of every sub-algebra B, see Proposition 2.30 of [9]. In
particular BX is metric and complete with respect to d.
Since (X,µ) is a standard Borel probability space, µ is regular (Theorem 17.10,
[14]). To see that BX is separable consider the countable collection of all finite
unions of basic open sets in X . Being separable and metric, BX is second countable.
This implies that X is Polish.

Remark. BX with the above topology is not compact. Namely, assume without
loss of generality that X ∼= [0, 1] and consider the sequence fn = χEn for n ≥ 1
where En ⊂ [0, 1] is the subset of all real numbers with 1 at the n-th position of
their terminating binary expansion. Then fn has no converging subsequence. By a
similar argument, BX is not locally compact.
3.3. The Effros Borel space. Let X be an arbitrary topological space and let
C(X ) denote the collection of all closed subsets of X .
Definition 3.5. The Effros Borel space associated to X is the space C(X) endowed
with the σ-algebra generated by the sets
MU = {F ∈ C(X) : F ∩ U = ∅}
for every open U in X .
Proposition 3.6. If X is Polish then the Effros Borel space C(X ) is standard.
Moreover if Un is a countable basis for X then the MUn generate the Effros Borel
σ-algebra.
Proof. See Theorem 12.6 on page 75 of [14]. 
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Definition 3.7. Assume that X admits a basis β with β = {Ui}i∈I . For a closed
subset F ⊂ X denote
β(F ) = {U ∈ β : F ∩ U = ∅} = {U ∈ β : F ∈MU}
By the above for every closed subset F ⊂ X we clearly have that F c = ∪U∈β(F )U .
Lemma 3.8. Assume that X admits a countable basis β. Let Fn ∈ C(X ) be a
sequence of closed subsets and xn ∈ Fn a sequence of points such that xn → x ∈ X .
Let F ⊂ X be a closed subset such that for every U ∈ β(F ) we have Fn ∈ MU
for all n sufficiently large. Then x ∈ F .
Proof. Assume towards contradiction that x /∈ F . In particular x ∈ U for some
U ∈ β(F ). By the assumption of the lemma Fn ∈ MU for all n sufficiently large,
or equivalently Fn ∩ U = ∅. This contradicts the fact that xn → x ∈ U . 
This elementary lemma will play a key role in the proof of the "main lemma" in
Section 4 below.
Remark 3.9. The Chaubuty topology was mentioned in Subsection 1.3 of the intro-
duction in connection with invariant random subgroups. In fact, the Borel structure
of the Chaubuty topology is just the Effros Borel structure restricted to the space
of closed subgroups.
3.4. The map ι. The measure algebra BY admits a direct integral decomposition
BY =
´ ⊕
X BY (x) dη(x) as in Definition 3.2. Recall that BY (x) is a sub-algebra of BZ
for η-almost every x ∈ X . In addition, given a fixed element g ∈ G the equivariance
property BY (gx) = gBY (x) holds for η-almost every x.
We regard the space BZ with the convergence in measure topology (see Sub-
section 3.2) so that every Boolean sub-algebra of BZ is closed by Proposition 3.4.
Next, consider the associated Effros Borel space C(BZ), which is in fact standard
Borel by Propositions 3.4 and 3.6.
Definition 3.10. Let ι denote the following map
ι : X → C (BZ) , ι : x 7→ BY (x)
A priori ι is only defined η-almost everywhere. However, by assigning ι an
arbitrary constant value (such as BZ ∈ C(BZ)) on the η-null set where ι is undefined,
we may assume it is in fact defined everywhere. This change clearly does not affect
the equivariance property.
A well-known technical trick allows us to pass to a η-conull and G-invariant
subset X0 ⊂ X such that gι(x) = ι(gx) holds for every g ∈ G and every x ∈ X0
(see e.g. [26], Appendix B, Proposition 5). We will continue using the notation X0
for this well-behaved conull subset throughout.
The central result of this section is the following
Theorem 3.11. The mapping ι : X0 → C(BZ) is Borel measurable.
Disintegration of measures. Recall that we are considering a sequence of G-maps
(X × Z, η × µ)
f
−→ (Y, λ)
g
−→ (X, η)
whose composition is the projection and where we have indicated the respective
measures. The proof of Theorem 3.11 will depend on a certain disintegration4 of
the involved measures η, µ and λ. To simplify notation set m = η × µ.
4A detailed account on disintegration of measure can be found in Section 452 of [10].
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On the one hand, it is possible to disintegrate the measure m over the projection
map g ◦ f to (X, η) and obtain
m =
ˆ
X
µx dη(x)
By uniqueness of disintegration and Fubini’s theorem it follows that µx = δx × µ
holds for η-almost every x ∈ X . Here δx denotes the Dirac measure centered at x.
On the other hand, we may disintegrate separately over f and g. This gives
m =
ˆ
Y
my dλ(y) and λ =
ˆ
X
λx dη(x)
These different disintegrations are related by the following proposition.
Proposition 3.12. The formula
µx =
ˆ
Y
my dλx
holds for η-almost every point x ∈ X.
We would like to thank the anonymous referee for suggesting a simplified proof5.
Proof. Combining the two disintegrations over f and over g we obtain
m =
ˆ
Y
my dλ (y) =
ˆ
X
(ˆ
Y
my dλx (y)
)
dη (x)
This implies that the assignment
x 7→
ˆ
Y
my dλx(y)
is a disintegration of m over the projection to (X, η). Uniqueness of disintegration
gives the desired conclusion.

The probability measure my is supported on the fiber
f−1(y) = {g(y)} × Z
for λ-almost every y ∈ Y . Identifying this fiber with Z we may regard the my
as probability measures on Z. In the same way, each probability measure µx is
supported on {x}×Z and so can be identified with µ. We make these identifications
implicitly below. Having established the required machinery, we turn to
Proof of Theorem 3.11. The measure algebra BZ admits a countable basis β by
Proposition 3.4. As the sets {MU}U∈β generate the Effros Borel structure according
to Proposition 3.6 it suffices to verify that ι−1MU is measurable for every U ∈ β.
Let d be a metric generating the convergence in measure topology on BZ . Given
an element A ∈ BZ we let Nǫ(A) denote the ǫ-ball at A with respect to d.
Now consider a fixed basic open set U ∈ β. We may assume that U = Nε (A)
for some A ∈ BZ and ε > 0. Note that
x ∈ (ι−1MU )
c ⇔ BY (x) ∈ (MU )
c ⇔ BY (x) ∩ U 6= ∅ ⇔ d (BY (x), A) < ε
5It is clear that an analogue of Proposition 3.12 holds more generally given any sequence of
G-maps of the form S1
f1
−−→ S2
f2
−−→ S3.
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The proof amounts to showing that the condition d (BY (x), A) < ε depends mea-
surably on x as a function on X0.
Let ΦA ⊂ Y be the subset defined by
ΦA = {y ∈ Y : my (A) ≥ 1/2}
so that ΦA consists of those y ∈ Y such that A meets the fiber f−1 (y) at more than
half of its my-measure. Since my is a disintegration of m and passing to measure
algebras we may regard ΦA as an element of BY . As such ΦA admits a direct
integral decomposition (as in Definition 3.3)
ΦA =
ˆ ⊕
ΦA(x) dη(x)
with ΦA(x) ∈ BY (x) for almost every x ∈ X . Let XA,ǫ ⊂ X0 be the subset
XA,ǫ = {x ∈ X0 : d (ΦA(x), A) < ε and ΦA(x) ∈ BY (x)}
By Fubini’s theorem and passing to measure algebras the subset XA,ǫ belongs to
BX . We claim that (
ι−1MU
)c
= XA,ǫ
Note that establishing this claim completes the proof.
In one direction, every x ∈ XA,ǫ satisfies d (ΦA(x), A) < ε by definition. As
ΦA(x) ∈ BY (x) this implies that d (BY (x), A) < ε as well.
Conversely, consider a point x ∈ (ι−1MU )
c. So d (BY (x), A) < ε and there exists
some element C ∈ BY (x) with d (C,A) < ε. We need to show that d(ΦA(x), A) < ǫ
holds as well.
Recall that my is supported on the fiber f
−1(y) and can be regarded as a prob-
ability measure on Z for λ-almost every y ∈ Y . Since the elements C and ΦA(x)
of BZ belong to the measure sub-algebra BY (x) we deduce that
my(C) ∈ {0, 1} and my(ΦA(x)) ∈ {0, 1}
for λx-almost every y ∈ Y .
Note that my(ΦA(x)) = 0 if and only if my (A) ≤
1
2 . This gives the estimate
my (ΦA(x)△A) = min{my(A), 1−my(A)} ≤ my (C△A)
for λ-almost every y ∈ Y . Integrating over λx and applying Proposition 3.12 and
the remarks following it we obtain
d (ΦA(x), A) = µx (ΦA(x)△A) ≤ µx (C△A) = d (C,A) < ε
as required. 
4. The Nevo-Zimmer intermediate factor theorem
In the current section we provide a proof of our main result Theorem 1.1.
As mentioned in the introduction, we aim to stay as close as possible to Zimmer’s
proof for the real case [25], which it turn follows along the lines of the proof of the
factor theorem by Margulis [17]. For this reason what follows below could perhaps
be better appreciated in light of and in comparison with this proof by Margulis (see
[17] or Chapter 8 of [26]).
Our contribution to the proof of the intermediate factor theorem consists in
giving a new proof of a certain "main lemma" (Lemma 4.1) which is discussed
in Subsection 4.1 and proved in Subsection 4.3 below. Building on this lemma
the intermediate factor theorem follows exactly as in Zimmer’s proof. Indeed,
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Subsection 4.4 is dedicated to explaining how Theorem 1.1 is deduced from Lemma
4.1.
We retain the notations and assumptions of Theorem 1.1 throughout the current
section.
4.1. The main lemma. The following lemma is nothing but the natural general-
ization of Margulis’ Lemma 1.14.1 of [17] (reproduced as Lemma 8.3.2 in the book
[26]) to the context of the intermediate factor theorem. See also Lemma 4.3 of [25].
The function ψθ that appears in the statement of the lemma is introduced in
Definition 2.2. The measure algebra BY and its direct integral decomposition are
discussed in Subsection 3.1 above. In particular BY (x) is almost always a sub-
algebra of BG/P . Finally, recall from Subsection 2.2 that BG/P can be identified
with BV and we make this identification implicitly below.
Lemma 4.1 (The main lemma). Assume that a collection θ ( ∆ of simple roots
is given and let P ⊂ Pθ ( G be the corresponding parabolic subgroup. Let C ∈ BY
and consider a direct integral decomposition C =
´ ⊕
C(x) dη(x). Then for almost
every (x, u) ∈ X × V we have
gψθ (uC (x)) ∈ BY (x)
for all g ∈ G.
To establish Lemma 4.1 we are required to show that a certain element gψθ(uC(x))
of BG/P belongs to the sub-algebra BY (x). Roughly speaking, the strategy will be
to consider BG/P with the convergence in measure topology and let C(BG/P ) be the
associated Effros Borel space. Using Lemma 2.3 we exhibit this required element
as a limit of certain elements xn belonging to the sub-algebras BY (hnx) of BG/P for
some sequence hn ∈ G. In this situation Lemma 3.8 can be used to deduce that in
fact the limit belongs to BY (x).
To make this strategy precise we require several definitions and propositions
preceding the proof of Lemma 4.1.
The sets Nα. Let β be a countable basis for the convergence in measure topology
on BG/P endowed with some fixed well-order and recall the G-equivariant Borel map
ι constructed in Definition 3.10.
Definition 4.2. For a family α ⊂ β of basic open sets
Nα = ι
−1
⋂
U∈α
MU = {x ∈ X : BY (x) ∩ U = ∅, ∀U ∈ α} ⊂ X
where MU ⊂ C(BG/P ) is the corresponding Effros Borel set as in Definition 3.5.
According to Theorem 3.11 the subsets Nα for α ⊂ β are measurable.
Definition 4.3. Given a point x ∈ X let αn(x) denote the first n elements of
β(ιx) with respect to the fixed well-order on the basis β (see Definition 3.7 for the
notation β(·)).
Clearly Nαn(x) for n ∈ N is a decreasing sequence of measurable subsets of X
containing the point of x. Informally these should be thought of as a "neighborhood
basis" at x.
THE NEVO-ZIMMER INTERMEDIATE FACTOR THEOREM OVER LOCAL FIELDS 14
Proposition 4.4. Let η denote the invariant probability measure on X. The subset
X1 = {x ∈ X : η(Nαn(x)) > 0 for all n ∈ N}
is η-conull in X.
Proof. Let P0 be the subset of the power-set P(β) consisting of all the finite families
α ⊂ β of basic open set such that η(Nα) = 0. As x ∈ Nαn(x) for every n ∈ N we
clearly have that
X \X1 ⊂ ∪α∈P0Nα
Since P0 is countable the required conclusion follows. 
Informally, X1 should be thought of as the "support" of η with respect to the
"neighborhoods" Nαn(x).
4.2. An ergodicity argument. Fix some collection θ ( ∆ of simple roots and
let s ∈ Sθ be an element such that Inn (s) is contracting on Vθ. Such an element is
guaranteed to exist, as remarked in Subsection 2.3. Let 〈s〉 ≤ G denote the cyclic
subgroup generated by s.
A key ingredient in the proof of Lemma 4.1 is the study of the space X×G with
the G× 〈s〉-action given by
(h, n) . (x, g) =
(
hx, hgs−n
)
Proposition 4.5. The action of G× 〈s〉 on X ×G is ergodic.
(Compare Proposition 2.2.2 of [26]).
Proof. Since the G-action on X is irreducible and finite measure preserving, it
follows from Mautner’s lemma (reproduced here as Lemma 2.4) that the s-action
on X is ergodic as well.
Let E ⊂ X × G be a measurable subset invariant under the given action of
G× 〈s〉. In particular E = π−1
(
E
)
where π is the natural projection of X ×G on
X × G/〈s〉 and E is G-invariant. For g ∈ G/〈s〉 denote
Eg =
{
x ∈ X : (x, g) ∈ E
}
G-invariance of E implies that hEg = Ehg for every h ∈ G which in turn gives
sEe = Ee. The ergodicity of s implies that Ee is either null or co-null in X , and
the proposition follows. 
To facilitate the application of Lemma 3.8 we introduce the following notation.
Definition 4.6. Given a measurable subset N ⊂ X let ZN ⊂ X ×G be given by
ZN =
{
(x, g) ∈ X ×G : {hgs−n} = G, where n ≥ 0, h ∈ G and hx ∈ N
}
In other words ZN consists of all pairs (x, g) ∈ X×G such that the set {hgs−n}
is dense in G where h ∈ G ranges over these elements sending x inside N .
Proposition 4.7. ZN is conull in X×G for every measurable N ⊂ X with η(N) >
0.
(Here η denotes as usual the invariant probability measure on X).
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Proof. Let µ be a Haar measure on G and V a countable basis for G. Every V ∈ V
is open and so clearly (η × µ) (N × V ) > 0. Observe that with respect to the given
G× 〈s〉-action on X ×G the subset
WV =
(
G× sN
)
. (N × V )
satisfies
(idG, s) .WV ⊂WV
Since the action is probability measure preserving this implies thatWV is G×〈s〉-
invariant, up to a null set. By the ergodicity established in Proposition 4.5 the set
WV is conull. So the countable intersection W = ∩V ∈VWV is conull as well.
Now almost every pair (x, g) ∈ X×G meets the G× sN-orbit of N ×V for every
V ∈ V . In other words for every V ∈ V and for almost every such pair there are
h ∈ G, n ∈ N with hx ∈ N and hgs−n ∈ V , as required. 
4.3. Proof of the main lemma.
Proof of Lemma 4.1. Consider the sets ZNα associated to finite families α ⊂ β of
basic open sets (see Definition 4.6). By Proposition 4.7 these subsets ZNα of X×G
are (η × µ)-conull as long as η(Nα) > 0. Let Z be the countable intersection over
all the conull ZNα of this form so that Z is conull in X ×G as well.
Now let Z1 = Z ∩ (X × V ). In fact, Z1 is conull in X × V with the measure
η × µV where µV is the Haar measure on V . This is proved using the argument of
Lemma 1.9 in [17].
Recall that G/P can be identified with V as a G-space up to null sets. Similarly,
we identify the measure algebra BG/P with BV . Let
Z2 =
{
(x, u) ∈ X × V : snuC(x)s−n converges in measure ηV to ψθ (uC(x))
}
which is conull by Lemma 2.3 and Fubini’s theorem. We now claim that the asser-
tion of the lemma holds for (x, u) in the following conull subset Z of X × V
Z = {(x, u−1) : (x, u) ∈ Z1} ∩ Z2 ∩
(
(X0 ∩X1)× V
)
Fix g ∈ G and consider some pair (x, u) ∈ Z. As x ∈ X1 it follows that
η(Nαn(x)) > 0 for every n ∈ N (see Proposition 4.4). In particular ZNαn(x) is conull
for every n ∈ N and since
(
x, u−1
)
∈ Z1 we can choose sequences hn ∈ G and
mn ∈ N such that
hnu
−1s−mn → g, hnx ∈ Nαn(x), and mn →∞
Denote gn = hnu
−1s−mn . Then
hn = gns
mnu and gn → g
Using the fact that (x, u) ∈ Z2 we see that the sequence hnC(x) has a limit
hnC(x) = gns
mnuC(x) = gn
(
smnuC(x)s−mn
) n→∞
−−−−→ gψθ (uC(x))
in the topology of convergence in measure on BV . To conclude that this limit
belongs to BY (x) it remains to verify that the conditions of Lemma 3.8 are satisfied
with respect to the two sequences
xn = hnC(x), Fn = hnBY (x) = hnι(x), xn ∈ Fn
as well as with respect to x = gψθ (uC(x)) and F = BY (x), using the notations of
that lemma. The fact that xn converges to x has already been established.
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As the restriction of ι to X0 is G-equivariant and x ∈ X0 we have that Fn =
BY (hnx) = ι(hnx). Moreover, it is immediate from the definitions that for every
basic open set U ∈ β(ιx) = β(F ) the inclusion ιNαn(x) ⊂ MU holds for all n
sufficiently large. Finally, recall that the elements hn were chosen so that
Fn = ι(hnx) ∈ ιNαn(x)
This completes the verification needed to apply Lemma 3.8 and deduce that x ∈ F
as required.

4.4. Proof of the Nevo-Zimmer intermediate factor theorem. We now pro-
vide a proof of Theorem 1.1 relying on the Main Lemma 4.1. As mentioned in
the introductory remarks to Section 4, this is essentially the proof of [25] and we
reproduce it here for the sake of completeness.
Recall that a G-equivariant Boolean isomorphism of measure algebras lifts to
a G-equivariant measure space isomorphism between conull subsets of the original
spaces (see Appendix B.7 in [26]). So it suffices to show that every G-invariant
measure sub-algebra B with BX ⊂ B ⊂ BX×G/P equals BX×G/Pθ for some collection
θ ⊂ ∆ of simple roots.
Proof of Theorem 1.1. Consider a G-invariant measure sub-algebra B lying in be-
tween BX and BX×G/P as above. Let B0 be a maximal measure algebra such that
BX ⊂ B0 ⊂ B and B0 = BX×G/Pθ for some parabolic subgroup Pθ with θ ⊂ ∆. We
want to show that B0 = B, so assume to the contrary that there exists an element
C ∈ B\B0. It is certainly possible that Pθ = G but as B0 is a proper subalgebra we
must have P ( Pθ.
Using the direct integral decomposition discussed in Subsection 3.1 we write
B =
ˆ ⊕
B(x) dη(x) and C =
ˆ ⊕
C(x) dη(x)
where C(x) satisfies C(x) ∈ B(x) for every η-almost every x ∈ X . Since C /∈ B0 but
C ∈ BX×G/P we may assume that C(x) /∈ BG/Pθ for x in a set of positive measure
(see e.g. Lemma 5.5 of [24]).
Recall that Pθ is generated by the parabolic subgroups P{b} for b ∈ θ, i.e. the
minimal parabolic subgroups P ′ contained in Pθ such that P  P
′ (see I.1.2.4 of
[15]). Observe that for a measurable subset E ∈ BG/P we have E ∈ BG/Pθ if and
only if the preimage E of E in BG satisfies EPθ = E. The two previous facts imply
that there is a fixed simple root b ∈ ∆ such that C(x) /∈ BG/Pb for x in a set of
positive measure.
We emphasize that the rankk (G) ≥ 2 assumption is used at this point to imply
that Pb is a proper subgroup of G. This is needed to apply Lemma 4.1, or more
concretely to establish the existence of some s ∈ Sθ such that Inn (s) is contracting
on Vθ.
Recall the identifications of BG/Pb ⊂ BG/P with BV b ⊂ BV . Moreover V = Lb⋉V b
and the second inclusion corresponds to the pullback of the projection V → V b. So
we have for x in a set of positive measure that uC(x) ∩ Lb is neither null or conull
for u ∈ V in a positive measure subset of V . We may now apply Lemma 4.1 and
Fubini’s theorem to obtain some particular u ∈ V such that
(1) uC(x)∩Lb is neither null or conull in Lθ for x in a set of positive measure.
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(2) for almost all x, gψb (uC(x)) ∈ B(x) for all g ∈ G.
Note that condition (1) implies that for x in a set of positive measure, ψb (uC(x)) /∈
BG/Pb and in particular ψb (uC(x)) /∈ BG/Pθ .
Let B1(x) be the algebra generated by BG/Pθ and gψb (uC(x)) for every g ∈ G.
Note that on the one hand from (2) above BG/Pθ ⊂ B1(x) ⊂ B(x) for almost every
x, while on the other hand from (1) above B1(x) strictly contains BG/Pθ for x in a
subset of positive measure. Moreover B1(x) is clearly a G-invariant subalgebra of
BG/P whenever it is defined. But every such G-invariant subalgebra must be of the
form BG/P
θ′
for some collection of simple roots θ′(x) ⊂ ∆ (see Proposition 7.4). As
∆ is finite, there is some fixed collection of simple roots θ′ ⊂ ∆ with θ′ ( θ such
that the subset X ′ ⊂ X where B1(x) = BG/P
θ′
has positive measure.
We have established that BG/P
θ′
⊂ B(x) for every x ∈ X ′. Recall that gB(x) =
B(gx) holds for all x ∈ X0. In particular the subset X ′0 of X0 consisting of those
x ∈ X0 such that BG/P
θ′
⊂ B(x) is G-invariant and has positive measure. By
ergodicity X ′0 must be conull and so BG/Pθ′ ⊂ B(x) for almost every x. But this
contradicts the maximality of B0. 
5. The Stuck-Zimmer theorem
We sketch an outline of the proof of the Stuck-Zimmer theorem from the inter-
mediate factor theorem. As explained in the introduction, this deduction is given
in the work of Stuck and Zimmer [23] and is sufficiently general to apply to the
case of local fields. It is repeated here for the reader’s convenience.
We work over an arbitrary local field k, while keeping in mind that the original
theorem is essentially6 the case k = R. For the complete details the reader is
referred to [23].
Proof of the Stuck-Zimmer theorem. Let G and G = Gk be as in the state-
ment of Theorem 1.2. We need to show that every faithful properly ergodic and
irreducible G-space X with finite invariant measure η is essentially free. The start-
ing point is the following lemma.
Lemma 5.1. Assume that G has (T). Then the action of G on X is weakly
amenable if and only if the action is essentially transitive.
Proof. See Lemma 1.5 of [23], which is proved for any second countable locally
compact group with property (T). 
For a discussion of amenable and weakly amenable actions the reader is referred
to [23, 26]. Since G has property (T ), we may assume that the action is not weakly
amenable.
Next, we let P = Pk where P is a minimal parabolic k-subgroup of G. We equip
G/P with a quasi-invariant measure µ. P is solvable and hence amenable, and so the
G action on G/P is amenable (see Section 4.3 in [26]). From this fact combined with
the contra-positive of the weak amenability of the action one obtains a measure
space (Y, λ) and a pair of G-equivariant maps
G/P ×X
f
→ Y
p
→ X
6The real Lie group case is discussed in detail in Subsection 7.3.
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such that p ◦ f is the projection on X (for a general formulation of this argument,
see Proposition 2.4.5 of [7]). Furthermore f and p are G-maps with respect to the
measures µ× η, λ and η on G/P ×X , Y and X respectively.
We are now in a situation to apply the Nevo-Zimmer intermediate factor theorem
— namely Theorem 1.1 of [21] in the setting of real Lie groups, or our Theorem 1.1
for arbitrary k. As a result we may assume that Y ∼= G/Q×X where Q = Qk for a
parabolic k-subgroup Q containing P, that f and p are the natural maps and that
the G-action on Y is the product action. Furthermore Q is a proper subgroup of
G — this follows from the lack of weak amenability.
To complete the proof we consider the stabilizers Gx for x ∈ X . Again, from the
definition of a weak amenable action we obtain that for almost every x ∈ X the
stabilizer subgroup Gx is acting trivially on p
−1 (x). Hence
Gx ⊂ Hx =
⋂
gQ
gQg−1
where the intersection is taken over almost every gQ ∈ G/Q. By standard arguments
Hx is a normal subgroup of G. Hx is proper since Q  G. In other words, µ-almost
every stabilizer Gx is contained in a proper normal subgroup. To conclude that G
is acting essentially freely thereby completing the proof we invoke
Lemma 5.2. Assume that G is acting faithfully and irreducibly. Let N ⊳G be a
normal subgroup. Then the centraliser ZG(N) is acting essentially freely.
Proof. This is Lemma 1.8 of [23], proved there for a general second countable locally
compact group G. 
6. Invariant random subgroup rigidity
In virtue of the fact that an invariant random subgroup is nothing but a G-space
of a particular kind, it is clear that the Stuck-Zimmer theorem provides information
on invariant random subgroups. However, to go from Theorem 1.2 to the rigidity
result of Corollary 1.3 several additional arguments are required.
First, we need to show that an homogeneous space which admits an invariant
probability measure necessary corresponds to a lattice. Secondly, note that the
natural action of G on its space of closed subgroups by conjugation has as the
stabilizer of the point H ≤ G not H itself but rather its normalizer NG(H) ≤ G.
The following is essentially the proof given in Section 4 of [1] (see also [11]). We
repeat it here with minor modifications to treat the case of arbitrary local fields.
Proof of Corollary 1.3. Let k be a local field and G a connected simply-connected
almost k-simple algebraic k-group. Assume that G satisfies the conditions of The-
orem 1.2, so that in particular rankk (G) ≥ 2 and G = Gk has property (T).
Let µ be an irreducible invariant random subgroup of G = Gk. Consider the
Chaubuty space of G endowed with the invariant probability measure µ and re-
garded as a G-space. As noted above, the stabilizer of every point H ≤ G in this
G-space is the corresponding normalizer NG(H).
It follows from the irreducibility assumption that the action has central kernel.
Therefore Theorem 1.2 applies and we deduce that either µ-almost every stabilizer
is central or the action is essentially transitive. The first case is clearly not possible.
It remains to deal with the essentially transitive case. Say that µ-almost every
subgroup of G is conjugate to a certain H ≤ G. Moreover there is a G-invariant
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probability measure on G/Λ where Λ = NG(H). According to Theorem 2 of [16]
there is a non-discrete normal subgroup N⊳G such that N ≤ Λ and the projection
of Λ to G/N is a lattice. However such a subgroup N would belong to the kernel of
the action and hence N must be trivial. In particular Λ is a lattice in G admitting
Γ as a normal subgroup. Recall that by the normal subgroup theorem Γ is either of
finite index Λ and hence a lattice in its own right, or Γ is central. The latter case
is ruled out as it implies Λ = G and µ was assumed to be non-atomic.

In [1] the classical Borel density theorem is invoked to show that a subgroup
Λ ≤ G such that G/Λ admits a G-invariant probability measure must be discrete.
However, this reasoning does not apply in the positive characteristic case where Lie
algebra methods are not as useful. The theorem of Margulis quoted in the proof
overcomes this difficulty.
7. The non simply-connected case and the real case
Up to this point the group G was assumed to be simply-connected. We now
discuss the more general situation of a possibly non simply-connected group. This
greater generality turns out to be necessary to be able to obtain the real Lie group
version of Theorems 1.1 and 1.2 as a formal corollary of the above discussion.
However, without the simple-connectedness some arguments become technically
more involved. For this reason we preferred to present the core ideas of the proofs
in Sections 4 and 5 with the added assumption of simple-connectedness.
In Subsection 7.1 we state our two main theorems in the non simply-connected
case. The proofs are deferred to Subsection 7.4. The real Lie group case in discussed
in Subsection 7.3.
Throughout the current section G denotes a connected semisimple algebraic k-
group without k-anisotropic almost k-simple subgroups7.
7.1. Main theorems in the non-simply connected case. The statements will
depend on a certain normal subgroup G+k ⊳ Gk that is defined and discussed in
Subsection 7.2 below. Note that Gk = G
+
k whenever G is simply-connected.
To state both Theorems 7.1 and 7.2 we introduce the notation G†. Here G† is a
subgroup satisfying
G+k ≤ G
† ≤ Gk
Theorem 7.1. Assume that rankk (G) ≥ 2. Given an irreducible G†-space X with
finite invariant measure, an ergodic G†-space Y and a pair of G†-maps
X × Gk/Pk → Y → X
whose composition is the projection, the conclusion of Theorem 1.1 holds true.
Theorem 7.2. Assume that rankk (G) ≥ 2 and that G† has property (T). Then ev-
ery faithful, properly ergodic and irreducible G†-space with finite invariant measure
is essentially free.
Proofs of both theorems are given below in Subsection 7.4.
7In other words, we drop the simple-connectedness assumption on G.
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7.2. The group G+k . Several additional subtleties that arise in the non-simply
connected case have to do with the group G+k .
Definition 7.3. G+k is the subgroup of Gk generated by the Uk where U runs
through the unipotent k-split subgroups of G.
It is clear that G+k is a normal subgroup. If k is perfect
8 then equivalently G+k is
the subgroup generated by the unipotent elements of Gk. As already noted above,
G+k = Gk whenever G is simply connected and has no k-anisotropic factors. These
as well as the other properties of G+k used below are discussed in sections I.1.5 and
I.2.3 of [15].
G+k and property (T). It is shown in [15], Lemma III.5.2 that the group Gk has
property (T) if and only if G˜k does, where G˜ denotes the algebraic universal cover
group of G. Additionally for a local field k the group G+k is cocompact (and normal)
in Gk. As is well-known (see e.g. [15], Corollary III.2.13) in this situation Gk has
(T) if and and only if G† does.
To summarise, the necessary and sufficient conditions for Gk to have property
(T) that are given in the introduction (see Subsection 1.2) apply equally well to the
groups of the form G†.
G+k and parabolic subgroups. It is important for our purposes to clarify the rela-
tionship of the subgroup G+k with the parabolic k-subgroups of G.
Recall is S a maximal k-split torus of G and P is a minimal k-parabolic subgroup
(see Subsection 2.2). We have that
Gk = G
+
k · ZG(S)k
where Z denotes the centralizer. On the other hand ZG(S) ≤ P. This implies that
Gk/Pk = G/P = G
†/(P ∩G†)
as well as the analogous fact with P replaced by any other parabolic Pθ, θ ⊂ ∆. In
particular we have the following isomorphisms on the level of measure algebras
BV
∼= BG/P ∼= BG†/(P∩G†)
To conclude the present discussion of parabolic subgroups we quote [17], 1.13.
Proposition 7.4. Let B be a measure subalgebra of BG/P that is invariant under
G+k . Then B = BG/Pθ for some subset θ ⊂ ∆ of simple roots.
Note that we had already used this fact in the proof of Subsection 4.4.
Mautner’s lemma revisited. The Mautner lemma for a non-simply connected group
has a weaker formulation that takes into account the subgroup G+k (see [15], II.3.3).
As in Subsection 7.1 above we letG† denote any subgroup satisfyingG+k ≤ G
† ≤ Gk.
Lemma 7.5. Let ρ be a unitary representation of G† into a Hilbert space H. As-
sume that s ∈ S is such that Inn (s) is contracting on some Vθ with θ ( ∆. Then
every v ∈ H with ρ(s)v = v satisfies ρ(H+k )v = v, where H ≤ G is a product of a
non-empty collection (depending on s) of the almost k-simple subgroups of G.
In particular if G is almost k-simple then the conclusion reads ρ(G+k )v = v. As
usual, Lemma 7.5 can be applied to the unitary representation associated to any
G†-space with finite invariant measure.
8A local field k is perfect if and only if char(k) = 0.
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7.3. Real semisimple Lie groups. Recall that the group of R-points GR of any
algebraic group G defined over R is a Lie group. It is known that GR has finitely
many connected components (see [22], Theorem 3.6). However even if G is con-
nected as an algebraic group it could be that GR is not topologically connected.
For G connected semisimple and without R-anisotropic factors it turns out that
the connected component at the identity G0R equals G
+
R (see [15], I.2.3.1). In par-
ticular, if G is algebraically simply-connected then GR is topologically connected.
It is possible to go in the other direction as well; namely every connected semisim-
ple real Lie group G with trivial center is the G0R for some connected semisimple
algebraic R-group G (see 3.1.6 in [26]). An almost simple factor of G is compact if
and only if the corresponding factor of G is k-anisotropic (see e.g. I.2.3.6 of [15]).
There is no guarantee, however, that this G can be chosen to be simply-connected.
Coming back to the Nevo-Zimmer and Stuck-Zimmer theorems, we see that
the real Lie groups versions (namely theorems 4.1 of [25] and 2.1 of [23]) follow
immediately from our Theorems 7.1 and 7.2 respectively, as long as the Lie group
G in question can be regarded as G0R for some corresponding algebraic R-group.
As mentioned above this is the case in particular if G has trivial center, or more
generally admits a faithful linear representation (see [18], Theorem III.2.23).
We remark that as explained in [23] the Stuck-Zimmer theorem for real Lie
groups can be reduced to the center-free case.
7.4. Proofs in the non-simply connected case. We explain the modifications
in the proofs of the simple-connected counterparts Theorems 1.1 and 1.2 that are
required to complete the proofs of Theorems 7.1 and 7.2, respectively.
Recall that in both theorems G† is a subgroup with G+k ≤ G
† ≤ Gk.
Proof of Theorem 7.1. A key ingredient in the proof of Theorem 1.1 was the Main
Lemma, proved in Subsection 4.3. We claim that in the present situation an entirely
analogous statement to Lemma 4.1 remains true, provided only that we restrict
ourselves to elements g ∈ G+k .
Indeed, the proof of the main lemma relies on exhibiting an element g as a limit
of certain elements hnus
−mn . This in turn uses Proposition 4.7 to show that certain
subsets ZN of G×X are conull. Altering the definition of ZN to
ZN =
{
(x, g) ∈ X ×G† : {hgs−n} = G+, where n ≥ 0, h ∈ G† and hx ∈ N
}
it is rather straightforward to see that the relevant variant of Mautner’s lemma 7.5
implies that ZN is conull whenever η(N) > 0; compare Proposition 4.5 where the
Mautner’s lemma was used.
Having obtained the Main Lemma under the restriction that g ∈ G+k we next
consider the proof of Theorem 1.1 as in Subsection 4.4. First, in light of the
above discussion regarding parabolic subgroups we may identify the three measure
algebras BV , BG/P and BG†/(P∩G†). One further difficulty is that now the main
lemma guarantees G+-invariance only. Therefore we need to apply Proposition 7.4
to deduce as before that such a G+-invariant measure sub-algebra of BG/P must
be of the form BG/Pθ for a collection of simple roots θ ⊂ ∆.
Observe that except for these modifications the arguments of the proof go through.

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Proof of Theorem 7.2. The argument showing that the action of G† on X can be
assumed to be non weakly amenable (see Lemma 5.1) is applicable to all second
countable locally compact groups and need not be modified.
The main part of the proof consists of applying the intermediate factor theorem.
Recall that G†/(P ∩ G†) = G/P so that G/P can be regarded as a G†-space and
Theorem 7.1 can be applied exactly as in Section 5 above. Let Q be the proper
parabolic k-subgroup of G containing P that is obtained from Theorem 7.1.
We deduce that µ-almost every stabilizer G†x for the G
† action on X satisfies
G†x ≤ Hx =
⋂
gQ†
gQ†g−1
where we denote Q† = Qk ∩G† and the intersection is taken over almost all cosets
gQ† in G†/Q† = G/Q. Once more we see that µ-almost every stabilizer G†x is
contained in a proper normal subgroup Hx of G
†. It remains to show that Hx is
centralised by some other normal subgroup so that Lemma 5.2 can be applied.
Since Q is proper there exists an almost k-simple subgroup H of G such that
Q∩H  H. In particular H+k ∩Q
† and hence H+k ∩Hx are both proper subgroups of
H+k . As every subgroup of Hk that is normalised by H
+
k is either central or contains
H+k , the intersection H
+
k ∩Hx must be central. However taking into account that G
†
is the almost direct product of the Hk ∩G† where H runs over the almost k-simple
subgroups of G we obtain Hx ≤ ZG(Hk) as required.

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