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Abstract
The initial-boundary value problem for an infinite one-dimensional chain of harmonic
oscillators on the half-line is considered. The large time asymptotic behavior of solutions
is studied. The initial data of the system are supposed to be a random function which
has some mixing properties. We study the distribution µt of the random solution at time
moments t ∈ R . The main result is the convergence of µt to a Gaussian probability
measure as t→∞ . We find stationary states in which there is a non-zero energy current
at origin.
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1 Introduction
We consider the infinite system of harmonic oscillators on the half–line:
u¨(x, t) = (∆L −m2)u(x, t), x ∈ N, t > 0, (1.1)
with the boundary condition (as x = 0 )
u¨(0, t) = F (u(0, t))−m2u(0, t)− γu˙(0, t) + u(1, t)− u(0, t), t > 0, (1.2)
and with the initial condition (as t = 0 )
u(x, 0) = u0(x), u˙(x, 0) = v0(x), x ∈ Z+. (1.3)
Here u(x, t) ∈ R , m ≥ 0 , γ ≥ 0 , Z+ = {0, 1, 2, 3, . . .} = 0 ∪ N , ∆L denotes the second
derivative on Z :
∆Lu(x) = u(x+ 1)− 2u(x) + u(x− 1), x ∈ Z.
If γ = 0 , then formally system (1.1), (1.2) is Hamiltonian with the Hamiltonian functional
H(u, u˙) :=
1
2
∑
x∈Z+
(
|u˙(x, t)|2 + |u(x+ 1, t)− u(x, t)|2 +m2|u(x, t)|2
)
+ P (u(0, t)), (1.4)
where, by definition, P (q) := − ∫ F (q) dq , q ∈ R . To prove the existence of solutions to the
problem (1.1)–(1.3), we assume that P ≡ 0 or
P ∈ C2(R), P (q)→ +∞ as |q| → ∞, (1.5)
so P (q) ≥ P0 for all q with some P0 ∈ R .
Write Y (t) = (Y 0(t), Y 1(t)) ≡ (u(·, t), u˙(·, t)) , Y0 = (Y 00 , Y 10 ) ≡ (u0(·), v0(·)) . We assume
that the initial state Y0(x) belongs to the Hilbert space Hα,+ , α ∈ R , consisting of real
sequences, see Definition 2.1 below. The existence and uniqueness of the solutions Y (t) is
proved in Appendix A.
To prove the main result we assume that F (q) = −κq with κ ≥ 0 . Moreover, we impose
some restrictions on the coefficients m, κ, γ of the system, see conditionC below. In particular,
if γ 6= 0 , then at least one of the numbers m and κ is not zero. If γ = 0 , then κ ∈ (0, 2) .
The initial state Y0(x) is supposed to be a random element of the space Hα,+ , α < −3/2 ,
with the distribution µ0 . We assume that µ0 is a probability measure of mean zero satisfying
conditions S2–S4. In particular, the initial measure µ0 satisfies a mixing condition. Roughly
speaking, it means that Y0(x) and Y0(y) are asymptotically independent as |x− y| → ∞ .
For a given t ∈ R , denote by µt the probability measure on Hα,+ giving the distribution
of the random solution Y (t) = (u(·, t), u˙(·, t)) to the problem (1.1)–(1.3). Our main objective
is to prove the weak convergence of the measures µt on the space Hα,+ with α < −3/2 to a
limit measure µ∞ , which is an equilibrium Gaussian measure on Hα,+ ,
µt ⇁ µ∞ as t→∞. (1.6)
This means the convergence of the integrals
∫
f(Y )µt(dY ) →
∫
f(Y )µ∞(dY ) as t → ∞
for any bounded continuous functional f on Hα,+ . Furthermore, we find stationary states
µ∞ in which there is a non-zero energy current at the origin, see Remark 2.11 below.
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For one-dimensional chains of harmonic oscillators in the whole line, the convergence to
equilibrium distribution has been established by Boldrighini et al. [1] and by Spohn and
Lebowitz [20]. Ergodic properties of one-dimensional chains of anharmonic oscillators coupled
to heat baths were studied by Jaksˇic´, Pillet and others (see, e.g., [11, 12, 7]). The convergence
(1.6) was proved also for harmonic crystals in Zd with d ≥ 1 [2, 3] and for a scalar Klein–
Gordon field coupled to a harmonic crystal [4]. Similar results were obtained in [5] for the
harmonic crystals in the half-space Zd+ := {x = (x1, . . . , xd) ∈ Zd : x1 ≥ 0} with zero
boundary condition. In the present paper, we treat the one-dimensional model but with the
boundary condition of the form (1.2).
We outline the strategy of the proof. Using the technique of [2, 5], we derive the convergence
(1.6) from the assertions I and II:
I. The family of measures µt , t ≥ 0 , is weakly compact in Hα,+ with α < −3/2 .
II. The characteristic functionals of µt converge to a Gaussian functional,
µˆt(Ψ) :=
∫
exp(i〈Y,Ψ〉+)µt(dY )→ exp{−1
2
Q∞(Ψ,Ψ)}, t→∞. (1.7)
Here Ψ = (Ψ0,Ψ1) ∈ S := S⊕S , where S denotes a space of real rapidly decreasing sequences,
〈Y,Ψ〉+ =
∑
i=0,1
∑
x∈Z+
Y i(x)Ψi(x) for Y = (Y 0, Y 1) ∈ Hα,+ and Ψ = (Ψ0,Ψ1) ∈ S,
Q∞(Ψ,Ψ) is a quadratic form.
To prove I we derive the uniform bound (5.1) for the mean local energy with respect to the
measure µt , t ≥ 0 , and apply the Prokhorov compactness theorem. To check II we study the
asymptotic behavior of the solution Y (t) and obtain (see Lemma 4.7) that
〈Y (t),Ψ〉+ ∼ 〈U0(t)Y0,ΠΨ〉, t→∞ (in mean), (1.8)
where U0(t) is a solving operator to the problem (1.1) and (1.3) with zero boundary condition
(i.e., u(0, t) ≡ 0 ), the functions ΠΨ are expressed using Ψ ∈ S (see formula (4.22)).
To prove (1.8) we decompose the solution u(x, t) into two terms: u(x, t) = z(x, t)+q(x, t) .
Here z(x, t) is a solution of (1.1) satisfying zero boundary condition and the initial condition
(1.3), i.e., (z(·, t), z˙(·, t)) = U0(t)Y0 . q(x, t) is a solution of (1.1) with zero initial condition
for x 6= 0 and with the boundary condition (2.7). The existence and behavior of the solution
z(x, t) were studied in [5]. We state the basic results on z(x, t) in Section 2.3. For q(x, t)
with x 6= 0 , the following representation holds,
q(x, t) =
∫ t
0
K(x, t− s)q(0, s) ds, x ∈ N, (1.9)
where the kernel K(x, t) is defined in (3.5). The properties of this kernel are studied in
Appendix A. In particular, K(x, t) satisfies the following bound:∑
x∈N
(1 + x2)α|K(x, t)|2 ∼ C(1 + |t|)−3 as t→∞, for any α < −3/2. (1.10)
Therefore, to prove (1.8) it remains to study the long time behavior of q(x, t) with x = 0 . By
(1.2) and (1.9), q(0, t) evolves according to a Volterra integro-differential equation of the form
q¨(0, t) = F (q(0, t))− (1+m2)q(0, t)−γq˙(0, t)+
∫ t
0
K(1, t− s)q(0, s) ds+h(t), t > 0, (1.11)
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with h(t) = z(1, t) . To investigate the solutions of (1.11), we assume that F (q) = −κq with
κ ≥ 0 . This allows us to apply the Fourier–Laplace transform t→ ω to the solutions q(0, t)
and study the analytic properties of q˜(0, ω) for complex values ω ∈ C (see Appendix B).
These properties give the bound for the solutions q(0, t) of (1.11) with h(t) ≡ 0 :
|q(0, t)| ≤ C(1 + t)−3/2, t ≥ 0.
Applying this estimate together with (1.9) and (1.10), we obtain the asymptotics for q(x, t)
in mean (see formula (4.19) below)
〈q(·, t), ψ〉+ ∼ 〈U0(t)Y0,K0ψ〉+, t→∞,
where ψ ∈ S , the vector valued function K0ψ is defined in (4.18). This implies the asymptotics
(1.8) which plays the crucial role in our convergence analysis for the statistical solutions of the
problem (1.1)–(1.3).
The dynamics of the equations with delay has been extensively investigated by many au-
thors under some restrictions on the kernel K(1, t) . For details, we refer to the monograph
by Gripenberg, Londen and Staffans [8]. The stability properties of linear Volterra integro-
differential equations can be found in the papers by Murakami [16], Nino and Murakami [17],
Kordonis and Philos [15]. Note that in the literature frequently the long time asymptotical
behavior of solutions is studied assuming that the kernel has the exponential decay or is of one
sign. However, in our case, by (1.10), the decay of K(1, t) is like (1 + t)−3/2 .
The nonlinear equations of the form (1.11) with a stationary Gaussian process h(t) and
with a smooth (confining or periodic) potential P (q) = − ∫ F (q) dq have been investigated
extensively, for example, the ergodic properties of such equations were studied by Jaksˇic´ and
Pillet in [11], and the qualitative properties of solutions were established by Ottobre and
Pavliotis in [18]. In the present paper, we prove the convergence to equilibrium for a linear
model. However, we do not assume that the initial distribution of the system is a Gibbs measure
or absolutely continuous with respect to a Gibbs measure. Therefore, the force h(t) = z(1, t)
in (1.11) is non-Gaussian, in general.
The paper is organized as follows. In Section 2, we impose the conditions on the model and
on the initial measures µ0 and state the main results. The bounds for solutions of (1.11) are
obtained in Section 3. The asymptotics (1.8) is proved in Section 4. In Section 5, we prove the
convergence (1.6). In Appendix A, we study the properties of the kernel K(x, t) and prove
the existence of the solutions. The properties of q˜(0, ω) , ω ∈ C , are studied in Appendix B.
Appendix C contains the results on the solutions z(x, t) .
2 Main Results
2.1 Phase space
We assume that the initial date Y0 belongs to the phase space Hα,+ , α ∈ R , defined below.
Definition 2.1 (i) ℓ2α,+ ≡ ℓ2α,+(Z+) , α ∈ R , is the Hilbert space of sequences u(x) , x ∈ Z+ ,
with the norm
‖u‖2α,+ =
∑
x∈Z+
|u(x)|2〈x〉2α <∞, 〈x〉 := (1 + x2)1/2.
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(ii) Hα,+ = ℓ2α,+⊗ ℓ2α,+ is the Hilbert space of pairs Y (x) = (u(x), v(x)) of sequences equipped
with the norm ‖Y ‖2α,+ = ‖u‖2α,+ + ‖v‖2α,+ <∞ .
(iii) ℓ2α ≡ ℓ2α(Z) is the Hilbert space of sequences with the norm ‖u‖2α =
∑
x∈Z
|u(x)|2〈x〉2α <∞ .
In particular, ℓ20 ≡ ℓ2 . Write Hα := ℓ2α ⊗ ℓ2α , α ∈ R .
Theorem 2.2 Let γ,m ≥ 0 and condition (1.5) hold, and let Y0 ∈ Hα,+ , α ∈ R . Then the
problem (1.1)–(1.3) has a unique solution Y (t) ∈ C(R,Hα,+) . The operator U(t) : Y0 → Y (t)
is continuous on Hα,+ . Moreover, there exist constants C,B < ∞ such that ‖U(t)Y0‖α,+ ≤
CeB|t| , where the constant C depends on ‖Y0‖α,+ .
Theorem 2.2 is proved in Appendix A. The proof is based on the following representation
for the solution u(x, t) of the problem (1.1)–(1.3):
u(x, t) = z(x, t) + q(x, t), x ∈ Z+, t > 0, (2.1)
where z(x, t) is a solution of the initial-boundary value problem with zero boundary condition,
z¨(x, t) = (∆L −m2)z(x, t), x ∈ N, t > 0, (2.2)
z(0, t) = 0, t ≥ 0, (2.3)
z(x, 0) = u0(x), z˙(x, 0) = v0(x), x ∈ N. (2.4)
Therefore, q(x, t) is a solution of the following initial-boundary value problem
q¨(x, t) = (∆L −m2)q(x, t), x ∈ N, t > 0, (2.5)
q¨(0, t) = F (q(0, t))−m2q(0, t)− γq˙(0, t) + q(1, t)− q(0, t) + z(1, t), t > 0, (2.6)
q(x, 0) = 0, q˙(x, 0) = 0, x ∈ N, (2.7)
q(0, 0) = u0(0), q˙(0, 0) = v0(0). (2.8)
In Section 2.3, we state the properties of the solutions z(x, t) . In Section 3, we study the
behavior of q(x, t) .
To prove the main result we assume that F (q) = −κq , with κ ≥ 0 . Moreover, on the
nonnegative constants m, γ, κ of the system we impose the following condition C.
C If γ 6= 0 , then either m 6= 0 or κ 6= 0 . In addition, if γ ∈ (0, 1) and m = 0 ,
then κ 6= 2(1 − γ2) ; if γ ∈ (0, (√m2 + 4−m) /2] and m 6= 0 , then κ 6= 1 − γ2 ±√
(1− γ2)2 −m2γ2 . If γ = 0 , then κ ∈ (0, 2) .
2.2 Random initial data
We assume that the initial date Y0(x) = (Y
0
0 (x), Y
1
0 (x)) is a measurable random function with
values in (Hα,+,B(Hα,+)) , where B(Hα,+) stands for the Borel σ -algebra in Hα,+ . Denote
by µ0 a Borel probability measure on Hα,+ giving the distribution of Y0 . The expectation
with respect to µ0 is denoted by E . We impose the following conditions S1–S4 on µ0 .
S1 The measure µ0 has zero expectation value, E(Y0(x)) ≡
∫
Y0(x)µ0(dY0) = 0 , x ∈ Z+ .
S2 The measure µ0 has finite variance,
sup
x∈Z+
E(|Y0(x)|2) ≤ e0 <∞.
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Write ν0 = µ0{Y0 ∈ Hα,+ : Y0(0) = 0} . The expectation with respect to ν0 is denoted by
E0 . The correlation functions of the measure ν0 are denoted by
Qij0 (x, x
′) = E0(Y
i
0 (x)Y
j
0 (x
′)), x, x′ ∈ Z+, i, j = 0, 1.
In particular, the matrix Q0(x, x
′) = (Qij0 (x, x
′))i,j=0,1 vanishes if x = 0 or x
′ = 0 . On the
measure ν0 we impose conditions S3 and S4.
S3 For every x ∈ Z , lim
y→+∞
Qij0 (x + y, y) = q
ij
0 (x) , i, j = 0, 1 . Here q
ij
0 (x) are correlation
functions of some translation invariant measure ν with zero mean value on the space
Hα .
By definition, a measure ν is said to be translation invariant if ν(ThB) = ν(B) for any
B ∈ B(Hα) and h ∈ Z , where ThY0(x) = Y0(x− h) for x ∈ Z .
To formulate the last condition on ν0 , denote by A an open interval of Z+ and by σ(A)
the σ -algebra on Hα,+ generated by Y0(x) with x ∈ A . Define the Ibragimov mixing
coefficient of a probability measure ν on Hα,+ by the rule (cf [9, Definition 17.2.2])
ϕ(r) ≡ sup
A,B ⊂ Z+
dist(A,B) ≥ r
sup
A ∈ σ(A), B ∈ σ(B)
ν(B) > 0
|ν(A ∩ B)− ν(A)ν(B)|
ν(B)
.
A measure ν is said to satisfy the strong uniform Ibragimov mixing condition if ϕ(r)→ 0 as
r →∞ .
S4 The measure ν0 satisfies the strong uniform Ibragimov mixing condition with mixing
coefficient ϕ , and
∫ +∞
0
ϕ1/2(r) dr <∞ .
The examples of the initial measures ν0 satisfying conditions S3 and S4 are given in [5].
Lemma 2.3 (see [5, Proposition 5.2]) Let conditions S1–S4 hold. Then qij0 ∈ ℓ1 . Moreover,
for any Φ,Ψ ∈ H0,+ , the following bound holds
|〈Q0(z, z′),Φ(z)⊗Ψ(z′)〉+| ≤ C‖Φ‖0,+‖Ψ‖0,+. (2.9)
This implies, in particular, that qˆij0 ∈ C(T) . Here and below qˆ(θ) ≡ Fx→θ[q(x)] denotes
the discrete Fourier transform w.r.t. x ∈ Z ,
qˆ(θ) =
∑
x∈Z
eixθq(x), θ ∈ T ≡ R/2πZ.
For a probability measure ν on Hα,+ denote by νˆ the characteristic functional (Fourier
transform)
νˆ(Ψ) ≡
∫
exp(i〈Y,Ψ〉+) ν(dY ), Ψ ∈ S.
A measure ν is called Gaussian (with zero expectation) if its characteristic functional has the
form νˆ(Ψ) = exp{−Q(Ψ,Ψ)/2} , Ψ ∈ S , where Q is a real nonnegative quadratic form in S .
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2.3 Convergence to equilibrium for the problem (2.2)–(2.4)
In this section we state the results concerning the solutions of the problem (2.2)–(2.4) (see [5]).
Write Z(t) ≡ Z(x, t) = (z(x, t), z˙(x, t)) .
Lemma 2.4 (see Lemma 2.7 in [5]) Assume that α ∈ R . Then (i) for any Y0 ∈ Hα,+ ,
there exists a unique solution Z(t) ∈ C(R,Hα,+) to the problem (2.2)–(2.4); (ii) the operator
U0(t) : Y0 7→ Z(t) is continuous on Hα,+ .
The proof is based on the following formula for the solution Z(x, t) of the problem (2.2)–
(2.4):
Z i(x, t) =
∑
j=0,1
∑
x′∈N
Gijt,+(x, x′)Y j0 (x′), x ∈ Z+, (2.10)
where Z(x, t) = (Z0(x, t), Z1(x, t)) ≡ (z(x, t), z˙(x, t)) , the Green function Gt,+(x, x′) is
Gt,+(x, x′) := Gt(x− x′)− Gt(x+ x′), Gt(x) ≡ 1
2π
∫
T
e−ixθGˆt(θ) dθ, x ∈ Z, (2.11)
with
Gˆt(θ) = (Gˆijt (θ))1i,j=0 =
(
cosφ(θ)t sinφ(θ)t
φ(θ)
−φ(θ) sinφ(θ)t cosφ(θ)t
)
, φ(θ) =
√
2− 2 cos θ +m2. (2.12)
In particular, φ(θ) = 2| sin(θ/2)| if m = 0 . We see that Z(0, t) ≡ 0 ∀t , since Gt(−x) = Gt(x) .
Definition 2.5 We define νt as the Borel probability measure on Hα,+ , which gives the dis-
tribution of the solution Z(t) to the problem (2.2)–(2.4), i.e., νt(B) = ν0(U0(−t)B) for any
B ∈ B(Hα,+) , t ∈ R .
Lemma 2.6 (see [5, Theorem A]) The correlation functions of νt converge to a limit,
Qijt (x, x
′) =
∫
Z i(x)Zj(x′) νt(dZ)→ Qij∞(x, x′), t→∞, x, x′ ∈ Z+. (2.13)
The correlation matrix Q∞(x, x
′) = (Qij∞(x, x
′))1i,j=0 has the form
Q∞(x, x
′) = q∞(x− x′)− q∞(x+ x′)− q∞(−x− x′) + q∞(−x+ x′), x, x′ ∈ Z+. (2.14)
Here q∞(x) = q
+
∞(x) + q
−
∞(x) , x ∈ Z , where in the Fourier transform we have
qˆ+∞(θ) =
1
2
(
qˆ000 (θ) + qˆ
11
0 (θ)φ
−2(θ) qˆ010 (θ)− qˆ100 (θ)
−qˆ010 (θ) + qˆ100 (θ) φ2(θ)qˆ000 (θ) + qˆ110 (θ)
)
,
qˆ−∞(θ) =
1
2
sign(θ)
(
(qˆ100 (θ)− qˆ010 (θ))φ−1(θ) qˆ000 (θ)φ(θ) + qˆ110 (θ)φ−1(θ)
−qˆ000 (θ)φ(θ)− qˆ110 (θ)φ−1(θ) (qˆ100 (θ)− qˆ010 (θ))φ(θ)
)
.
(2.15)
Here θ ∈ T if m 6= 0 and θ ∈ T \ {0} if m = 0 , the functions qij0 , i, j = 0, 1 , are introduced
in condition S3, φ(θ) is defined in (2.12).
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Denote by Qν∞(Ψ,Ψ) a real quadratic form on S defined by
Qν∞(Ψ,Ψ) = 〈Q∞(x, x′),Ψ(x)⊗Ψ(x′)〉+ ≡
∑
i,j=0,1
∑
x,x′∈Z+
Qij∞(x, x
′)Ψi(x)Ψj(x′). (2.16)
Remark 2.7 Given Ψ(x) , x ∈ Z+ , introduce an odd sequence Ψo(x) , x ∈ Z , such that
Ψo(x) = Ψ(x) for x > 0 , Ψo(0) = 0 and Ψo(x) = −Ψ(−x) for x < 0 . Note that Q∞(x, x′)
is odd w.r.t. x and x′ . Moreover,
Qν∞(Ψ,Ψ) = 〈q∞(x− x′),Ψo(x)⊗Ψo(x′)〉 ≡
1∑
i,j=0
∑
x,x′∈Z
qij∞(x− x′)Ψio(x)Ψjo(x′). (2.17)
In the case m 6= 0 , qij∞ ∈ ℓ1 , by Lemma 2.3 and formulas (2.15). Then, Young’s inequality
yields
|Qν∞(Ψ,Ψ)| ≤ C‖q∞‖ℓ1‖Ψo‖20 ≤ C1‖q∞‖ℓ1‖Ψ‖20,+,
i.e., Qν∞(Ψ,Ψ) is continuous in H0,+ ≡ ℓ20,+ × ℓ20,+ . Here as before ‖ · ‖0 ( ‖ · ‖0,+ ) stands for
the norm in ℓ20 ≡ ℓ2 and in H0 (in ℓ20,+ and in H0,+ , respectively).
In the case m = 0 , φ(θ) = 2| sin(θ/2)| . Note that |Ψˆo(θ)| ≤ C(Ψ)| sin θ| for Ψ ∈ S .
Denote ℓ21/φ,+ = {Ψ ∈ ℓ20,+ : Ψˆo/φ ∈ L2(T)} with norm ‖Ψ‖1/φ,+ := ‖(1 + 1/φ(θ))Ψˆo(θ)‖L2(T) .
Therefore, for any Ψ = (Ψ0,Ψ1) ∈ H1/φ,+ := ℓ21/φ,+ × ℓ20,+ ,
Qν∞(Ψ,Ψ) ≤ ‖q0‖ℓ1
(
C1‖F−1(1/φ) ∗Ψ0o‖20 + C2‖Ψo‖20
) ≤ C3‖Ψ0‖21/φ,+ + C4‖Ψ1‖20,+,
by (2.15) and (2.17). Here and below by F−1 we denote the inverse Fourier transform.
Theorem 2.8 Let conditions S1–S4 hold and let α < −1/2 if m 6= 0 and α < −1 if m = 0 .
Then the following assertions are fulfilled.
(i) The measures νt weakly converge as t → ∞ on the space Hα,+ . The limit measure ν∞
is Gaussian, with zero mean value and with correlation matrix Q∞ defined in (2.14).
(ii) The uniform bound holds,
sup
t≥0
E0‖U0(t)Y0‖2α,+ <∞. (2.18)
Moreover, limt→∞ E0|〈U0(t)Y0,Ψ〉+|2 = Qν∞(Ψ,Ψ) for any Ψ ∈ S .
(iii) The limit measure ν∞ satisfies a mixing condition w.r.t. the group U0(t) , i.e., for any
f, g ∈ L2(Hα,+, ν∞) , lim
t→∞
∫
f(U0(t)Y )g(Y )ν∞(dY ) =
∫
f(Y )ν∞(dY )
∫
g(Y )ν∞(dY ) .
If m 6= 0 , then the results of Lemmas 2.6 and Theorem 2.8 follow directly from [5]. In the
case m = 0 , the proof of the bound (2.18) needs in some modification (see Appendix C).
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2.4 Main theorem
Denote by Q∞(Ψ,Ψ) a real quadratic form in S of the form
Q∞(Ψ,Ψ) = Qν∞(ΠΨ,ΠΨ), (2.19)
where Q∞ is defined by (2.16), ΠΨ is introduced in (4.22).
Remark 2.9 For any Ψ ∈ S , ΠΨ ∈ H1/φ,+ . This follows from (4.22) and Remark 4.5.
Therefore, by Remark 2.7 and formula (2.19), Q∞(Ψ,Ψ) is bounded for all Ψ ∈ S .
We define µt as the Borel probability measure on Hα,+ given the distribution of the
solution Y (t) to the problem (1.1)–(1.3), µt(B) = µ0(U(−t)B) , where B ∈ B(Hα,+) and
t ∈ R . The main result of the paper is the following theorem.
Theorem 2.10 Let conditions S1–S4 hold and the constants m, γ, κ satisfy condition C.
Then the following assertions are fulfilled.
(i) The measures µt weakly converge as t→∞ to a limit measure µ∞ on the space Hα,+
with α < −3/2 . Moreover, the limit measure is Gaussian with zero mean value.
(ii) The correlation functions of µt converge to a limit, and for Ψ ∈ S ,
lim
t→∞
E|〈Y (t),Ψ〉+|2 = Q∞(Ψ,Ψ).
This theorem is proved in Section 5.
Remark 2.11 The limiting energy current at the origin equals J := −γ lim
t→∞
E (u˙(0, t))2 .
Hence, in the case when γ > 0 , J 6= 0 if ∫ (Y 1(0))2 µ∞(dY ) 6= 0 . The limit measures µ∞
satisfying the last condition can be constructed as follows.
Let the initial correlations functions qij0 from condition S3 have a form q
ij
0 ≡ 0 for i 6= j ,
and q000 ·q110 6≡ 0 . Write r(θ) := φ2(θ)qˆ000 (θ)+qˆ110 (θ) , θ ∈ T . Then, r ∈ C(T) (see Lemma 2.3),
r(θ) ≥ 0 , and r(θ) 6≡ 0 . Moreover, qˆ11∞(θ) = r(θ)/4 , by (2.15). Using (4.12), we obtain∫
(Y 1(0))2 µ∞(dY ) = lim
t→∞
E (u˙(0, t))2 =
1
2π
∫
T
sin2(θ) r(θ)
∣∣∣ ∫ +∞
0
N(s)eiφ(θ)s ds
∣∣∣2 dθ 6= 0.
The properties of N(t) are studied in Appendix B.
3 Bounds for q(x, t)
In this section, we investigate the behavior of the solutions q(x, t) to the problem (2.5)–(2.8)
as t→∞ . At first, we study the properties of q(x, t) with x 6= 0 using the Fourier–Laplace
transform.
Definition 3.1 Let |q(t)| ≤ CeBt . The Fourier–Laplace transform of q(t) is given by the
formula
q˜(ω) =
∫ +∞
0
eiωtq(t) dt, ℑω > B. (3.1)
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The Gronwall inequality and conditions on F (q) imply standard a priori estimates for the
solutions q(x, t) , x ∈ Z+ . In particular, there exist constants A,B <∞ such that∑
x∈Z+
(|q(x, t)|2 + |q˙(x, t)|2) ≤ CeBt as t→ +∞.
This bound is proved in Appendix A (see formulas (A.17) and (A.18)). Hence the Fourier–
Laplace transform with respect to t -variable, q(x, t) → q˜(x, ω) , exists at least for ℑω > B
and satisfies the following equation
(−∆L +m2 − ω2)q˜(x, ω) = 0, x ∈ N, ℑω > B, (3.2)
by (2.7). Now we construct the solution of (3.2). We first note that the Fourier transform
of the lattice operator −∆L + m2 is the operator of multiplication by the function φ2(θ) =
2 − 2 cos θ +m2 . Thus, −∆L +m2 is a self-adjoint operator and its spectrum is absolutely
continuous and coincides with the range of φ2(θ) , i.e., with [m2, m2+4] . Second, the following
lemma holds (see Lemma 2.1 in [14]).
Lemma 3.2 Denote Λ := [−√4 +m2,−m]∪[m,√4 +m2] . For given ω ∈ C\Λ , the equation
2− 2 cos θ +m2 = ω2 (3.3)
has the unique solution θ(ω) in the domain {θ ∈ C : ℑθ > 0, −π < ℜθ ≤ π} . Moreover,
θ(ω) is an analytic function in C \ Λ .
Since we seek the solution q(·, t) ∈ ℓ2α,+ with some α , q˜(x, ω) has a form
q˜(x, ω) = q˜(0, ω)eiθ(ω)x, x ∈ N.
We put K˜(x, ω) = eiθ(ω)x . Applying the inverse Fourier–Laplace transform with respect to
ω -variable, we write the solution q(x, t) of (2.5) in the form
(q(x, t), q˙(x, t)) =
∫ t
0
K(x, t− s)(q(0, s), q˙(0, s))ds, x ∈ N, t > 0, (3.4)
where
K(x, t) =
1
2π
+∞+iµ∫
−∞+iµ
e−iωtK˜(x, ω) dω, K˜(x, ω) = eiθ(ω)x, x ∈ N, t > 0, (3.5)
with some µ > 0 . In Appendix A, we study the analytic properties K˜(x, ω) for ω ∈ C and
obtain the following result.
Theorem 3.3 For any α < −3/2 , the following bound holds,
‖K(·, t)‖′α,+ :=
√∑
x∈N
〈x〉2α|K(x, t)|2 ≤ C(1 + t)−3/2 for t > 0. (3.6)
In particular,
|K(1, t)| ≤ C(1 + t)−3/2, t > 0. (3.7)
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To estimate q(0, t) , we again apply the Fourier–Laplace transform. Using (3.4) and equality
F (q) = −κq with κ ≥ 0 , we rewrite Eqn (2.6) in the form
q¨(0, t) = −(κ+ 1 +m2)q(0, t)− γq˙(0, t) +
∫ t
0
K(1, t− s)q(0, s) ds+ z(1, t). (3.8)
At first, we study the solutions of the corresponding homogeneous equation
q¨(0, t) = −(κ + 1 +m2)q(0, t)− γq˙(0, t) +
∫ t
0
K(1, t− s)q(0, s) ds, t > 0, (3.9)
with the initial data
q(0, t)|t=0 = u0(0) =: q0, q˙(0, t)|t=0 = v0(0) =: p0. (3.10)
Applying the Fourier–Laplace transform to the solutions q(0, t) of (3.9), we obtain
D˜(ω)q˜(0, ω) = −iωq0 + q0γ + p0 for ℑω > B,
where, by definition,
D˜(ω) := −ω2 + κ+ 1 +m2 − iωγ − K˜(1, ω), K˜(1, ω) = eiθ(ω). (3.11)
Write N˜(ω) := [D˜(ω)]−1 . Then q˜(0, ω) = N˜(ω) (−iωq0 + q0γ + p0) . The analytic properties
of D˜(ω) and N˜(ω) for ω ∈ C are studied in Appendix B. In particular, we prove that N˜(ω)
is analytic in the upper half-space, i.e., with ℑω > 0 . Denote
N(t) =
1
2π
+∞+iµ∫
−∞+iµ
e−iωtN˜(ω) dω, t ≥ 0, with some µ > 0. (3.12)
The following theorem is proved in Appendix B.
Theorem 3.4 Let constants m, γ, κ be nonnegative and satisfy condition C. Then
|N (k)(t)| ≤ C(1 + t)−3/2, t ≥ 0, k = 0, 1, 2. (3.13)
If condition C is not satisfied, then N(t) decreases more slowly than 〈t〉−3/2 , see Re-
mark B.8. We need the bound (3.13) to derive asymptotics (4.3) which plays the crucial role
in our proof.
Corollary 3.5 Denote by S(t) a solving operator of the Cauchy problem (3.9), (3.10). Then
the variation constants formula gives the following representation for the solution of the problem
(3.8), (3.10): (
q(0, t)
q˙(0, t)
)
= S(t)
(
q0
p0
)
+
∫ t
0
S(τ)
(
0
z(1, t− τ)
)
dτ, t > 0.
Evidently, S(0) = I . Moreover, the matrix S(t) has a form
(
N˙(t) + γN(t) N(t)
N¨(t) + γN˙(t) N˙(t)
)
. By
Theorem 3.4, |S(t)| ≤ C(1 + t)−3/2 , and the solutions of (3.8) satisfy the following bound:
|q(0, t)|+ |q˙(0, t)| ≤ C1(1+ t)−3/2(|q0|+ |p0|) +C2
∫ t
0
(1+ s)−3/2|z(1, t− s)| ds, t ≥ 0. (3.14)
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4 Asymptotic behavior of Y (t) as t→∞ in mean
Set q(0)(x, t) = q(x, t) , q(1)(x, t) = q˙(x, t) , x ∈ Z+ .
4.1 The estimates of q(0, t) in mean
To derive the asymptotic behavior for q(j)(0, t) in mean, introduce the following notations.
Write (see (2.11))
Giz(y, t) :=
(
Gi0t,+(z, y),Gi1t,+(z, y)
)
=
(
Gi0t (z − y)− Gi0t (z + y),Gi1t (z − y)− Gi1t (z + y)
)
, (4.1)
y, z ∈ Z , i = 0, 1 , t ∈ R . Let Gj(y) denote the vector valued functions defined as
Gj(y) =
∫ +∞
0
N(s)Gj1(y,−s) ds =
∫ +∞
0
N (j)(s)G01(y,−s) ds, y ∈ Z, j = 0, 1, (4.2)
where the function N(s) is introduced in (3.12), Gj1(y, s) is defined in (4.1).
Proposition 4.1 Let conditions S1–S4 and C hold, Y0 ∈ Hα,+ , and q(0, t) be a solution of
the problem (3.8), (3.10). Then
q(j)(0, t) = 〈U0(t)Y0,Gj〉+ + rj(t), t > 0, j = 0, 1, where E|rj(t)|2 ≤ C(1 + t)−1, (4.3)
the vector valued functions Gj are defined in (4.2).
Proof First, Corollary 3.5 and the bound (3.13) imply that
E
∣∣∣∣
(
q(0, t)
q˙(0, t)
)
−
∫ t
0
S(τ)
(
0
z(1, t− τ)
)
dτ
∣∣∣∣
2
≤ C(1 + t)−3, t > 0.
Second, S(τ)
(
0
z(1, t− τ)
)
=
(
N(τ)
N˙(τ)
)
z(1, t− τ) . Moreover, for j = 0, 1 ,
E
∣∣∣∣∣∣
+∞∫
t
N (j)(τ)z(1, t− τ)dτ
∣∣∣∣∣∣
2
=
+∞∫
t
N (j)(τ1)dτ1
+∞∫
t
N (j)(τ2)E
(
z(1, t− τ1)z(1, t− τ2)
)
dτ2.
Further, the bound (2.18) gives
|E (z(1, t− τ1)z(1, t− τ2))| ≤ C sup
s∈R
E|z(1, s)|2 ≤ C1 <∞.
Hence, the bound (3.13) yields
E
∣∣∣∣
∫ +∞
t
S(τ)
(
0
z(1, t− τ)
)
dτ
∣∣∣∣
2
≤ C sup
s∈R
E|z(1, s)|2
(∫ +∞
t
(1 + τ)−3/2dτ
)2
≤ C1(1 + t)−1.
This implies the representation (4.3), since by (4.1) and (2.10),
z(1, t− τ) = 〈U0(t)Y0(·),G01(·,−τ)〉+.
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Remark 4.2 (i) By (2.11) and (2.12), Giz(y, t) is odd w.r.t. y ∈ Z . Also, the Parseval
identity gives
‖Giz(·, t)‖20 =
1
2π
∫ π
−π
|Gˆiz(θ, t)|2 dθ =
2
π
∫ π
−π
(
|Gˆi0t (θ)|2 + |Gˆi1t (θ)|2
)
sin2(zθ) dθ, z ∈ Z. (4.4)
Hence, if m 6= 0 , then ‖Giz(·, t)‖20 ≤ C <∞ uniformly in z ∈ Z and t ∈ R . If m = 0 , then
‖G1z(·, t)‖20 ≤ C <∞ uniformly on z and t , and
‖G0z(·, t)‖20 ≤ C1 + C2
∫ π
π
sin2(zθ)
sin2(θ/2)
dθ ≤ C1 + C2|z|, z ∈ Z.
In particular, Gˆ01(θ, t) = 2i sin θ
(
cos(φ(θ)t), sin(φ(θ)t)/φ(θ)
)
, θ ∈ T . Hence,
‖G01(·, t)‖20 = C
∫ π
−π
(
cos2(φ(θ)t) +
sin2(φ(θ)t)
φ2(θ)
)
sin2(θ) dθ ≤ C <∞. (4.5)
(ii) Gj(·) is odd. Moreover, by the bounds (3.13) and (4.5), Gj ∈ H0 , since
‖Gj(·)‖0 ≤
∫ +∞
0
|N (j)(s)|‖G01(·,−s)‖0 ds ≤ C
∫ +∞
0
|N (j)(s)| ds <∞. (4.6)
In Fourier transform,
Gˆj(θ) = 2i sin θ
∫ +∞
0
N (j)(s)
(
cos(φ(θ)s),− sin(φ(θ)s)/φ(θ)
)
ds, θ ∈ T. (4.7)
Therefore, Gj ∈ H1/φ := ℓ21/φ× ℓ2 , where ℓ21/φ = {ψ ∈ ℓ2 : ψˆ/φ ∈ L2(T)} . Note that ℓ21/φ ≡ ℓ2
if m 6= 0 .
Denote by U ′0(t) the operator adjoint to U0(t) :
〈Y, U ′0(t)Ψ〉+ = 〈U0(t)Y,Ψ〉+, Y ∈ Hα,+, Ψ ∈ S, t ∈ R. (4.8)
In other words,
(U ′0(t)Ψ)
j(y) =
∑
i=0,1
∑
x∈Z+
Gijt,+(x, y)Ψi(x) for Ψ = (Ψ0,Ψ1) ∈ S, t ∈ R, y ∈ Z+, j = 0, 1.
In particular, G01(y, t) = (U
′
0(t)Ψ)(y) with Ψ(x) = (δ1x, 0) (see (4.1)), where δ1x denotes the
Kronekker symbol.
Corollary 4.3 (i) For Gj defined in (4.2), we have
sup
t∈R
E|〈U0(t)Y0,Gj〉+|2 = sup
t∈R
E|〈Y0, U ′0(t)Gj〉+|2 ≤ C <∞. (4.9)
Indeed, since U ′0(t)G
0
1(y, τ) = G
0
1(y, τ + t) , we have
sup
t∈R
‖U ′0(t)Gj‖0 ≤ C <∞, (4.10)
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by (4.2), (4.5) and (3.13). Hence, (4.9) follows from the bounds (2.9) and (4.10).
(ii) The representation (4.3), Lemma 2.6 and the bound (4.9) give the following convergence,
E
(
q(i)(0, t)q(j)(0, t)
)
→ Qν∞(Gi,Gj) as t→∞, (4.11)
where the quadratic form Qν∞ is defined by (2.16). The r.h.s. of (4.11) is defined by Re-
marks 2.7 and 4.2 (ii). Furthermore, using formulas (2.17), (4.7), and (2.15), we obtain
Qν∞(Gi,Gj) = 0 for i 6= j , i, j = 0, 1 , and
lim
t→∞
E
(
q(i)(0, t)
)2
= Qν∞(Gi,Gi) =
2
π
∫
T
sin2(θ) qˆii∞(θ)
∣∣∣ ∫ +∞
0
N(s)eiφ(θ)s ds
∣∣∣2dθ. (4.12)
4.2 The large time behavior of q(x, t) , x ∈ N , in mean
Let Kj(x, y) j = 0, 1 , x ∈ N , y ∈ Z , stand for vector-valued functions of a form
Kj(x, y) =
+∞∫
0
K(x, s)
(
U ′0(−s)Gj
)
(y) ds =
+∞∫
0
+∞∫
0
K(x, s)N (j)(τ)G01(y,−s− τ) ds dτ, (4.13)
where K(x, s) is defined in (3.5), Gj is introduced in (4.2). Note that Kj(x, y) is odd w.r.t.
y ∈ Z , Kj(x, ·) ∈ H0 for any x ∈ N and ‖Kj(x, ·)‖0 ∈ Hα,+ with α < −3/2 by (3.6) and
(4.10).
Lemma 4.4 Assume that α < −3/2 . Then the following assertions are true.
(i) The solution q(x, t) , x ∈ N , of the problem (2.5)–(2.8) admits the following representation
q(j)(x, t) = 〈U0(t)Y0,Kj(x, ·)〉+ + rj(x, t), j = 0, 1, t > 0, (4.14)
where E(‖rj(·, t)‖′α,+)2 ≤ C〈t〉−1 , and the notation ‖ · ‖′α,+ is introduced in (3.6).
(ii) The correlation functions converge to a limit,
lim
t→∞
E
(
q(i)(x, t)q(j)(x′, t)
)
= Qν∞(Ki(x, ·),Kj(x′, ·)) for any x, x′ ∈ Z+, i, j = 0, 1.
Proof At first, by (3.4) and (4.3),
q(j)(x, t) =
∫ t
0
K(x, t− s)q(j)(0, s) ds =
∫ t
0
K(x, t− s)〈U0(s)Y0,Gj(·)〉+ ds+ r′j(x, t), (4.15)
where x ∈ N , E‖r′j(·, t)‖2α,+ ≤ C〈t〉−1 . Indeed, by (4.3) and (3.6),
E
(‖r′j(·, t)‖′α,+)2= E(∥∥∥
∫ t
0
K(·, t− s)rj(s) ds
∥∥∥′
α,+
)2
≤
(∫ t
0
‖K(·, t− s)‖′α,+
√
E|rj(s)|2 ds
)2
≤ C
(∫ t
0
(1 + t− s)−3/2(1 + s)−1/2 ds
)2
≤ C1〈t〉−1.
Second, the first term in the r.h.s. of (4.15) has a form (see (4.13))∫ t
0
K(x, s)〈U0(t− s)Y0,Gj(·)〉+ ds = 〈U0(t)Y0,Kj(x, ·)〉+ + r′′j (x, t), (4.16)
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where, by definition,
r′′j (x, t) =
∫ +∞
t
K(x, s)〈U0(t− s)Y0,Gj〉+ ds.
The bounds (3.6) and (4.9) yield
E
(‖r′′j (·, t)‖′α,+)2 ≤ (
∫ +∞
t
‖K(·, s)‖′α,+
(
E0
∣∣〈U0(t− s)Y0,Gj〉+∣∣2 )1/2 ds)2 ≤ C〈t〉−1. (4.17)
Hence, the bounds (4.15)–(4.17) imply (4.14) with rj(x, t) = r
′
j(x, t) + r
′′
j (x, t) . Finally, the
assertion (ii) of the lemma follows from the representation (4.14) and Lemma 2.6.
Remark Set K˜(0, ω) := eiθ(ω)x|x=0 = 1 . Then, formally, K(0, t) = δ0t . Hence, we can put
Kj(0, y) = Gj(y) , y ∈ Z . Then the representation (4.3) follows from (4.14).
For any ψ ∈ S and j = 0, 1 , denote
Kjψ(y) := 〈Kj(·, y), ψ(·)〉+ =
∫ +∞
0
〈K(·, s), ψ〉+(U ′0(−s)Gj)(y) ds, y ∈ Z. (4.18)
Remark 4.5 By Remark 4.2 and (4.13), Kj(x, y) is odd w.r.t. y ∈ Z . Then, Kjψ is odd.
Moreover, Kj(x, ·) ∈ H1/φ ≡ ℓ21/φ × ℓ2 for any x ∈ Z+ . Therefore, Kjψ ∈ H1/φ .
Corollary 4.6 (i) For any ψ ∈ S and j = 0, 1 ,
〈q(j)(·, t), ψ〉+ = 〈U0(t)Y0,Kjψ〉+ + rj(t), t > 0, where E|rj(t)|2 ≤ C〈t〉−1. (4.19)
(ii) For any ψ ∈ S ,
sup
t∈R
E|〈U0(t)Y0,Kjψ〉+|2 = sup
t∈R
E|〈Y0, U ′0(t)Kjψ〉+|2 ≤ C <∞. (4.20)
(iii) For any ψ, χ ∈ S , E
(
〈q(i)(·, t), ψ〉+〈q(j)(·, t), χ〉+
)
→ Qν∞(Kiψ,Kjχ) as t→∞ .
Proof The representation (4.19) follows from (4.14). Now we verify (4.20). By (4.18),
U ′0(t)K
j
ψ =
∫ +∞
0
〈K(·, s), ψ〉+U ′0(t− s)Gj ds.
Hence, (4.10) and (3.6) imply the following uniform bound,
sup
t∈R
‖U ′0(t)Kjψ‖0 ≤ C
∫ +∞
0
‖K(·, s)‖α,+ ds <∞. (4.21)
Therefore, (4.20) follows from the bounds (2.9) and (4.21). Finally, (4.19) and Lemma 2.6
imply the part (iii) of Corollary 4.6.
Write Πj(x, y) = ejδxy + K
j(x, y) with e0 = (1, 0) , e1 = (0, 1) , j = 0, 1 , x, y ∈ Z+ .
Given Ψ = (Ψ0,Ψ1) ∈ S , define the vector valued functions ΠΨ(y) , y ∈ Z+ ,
ΠΨ(y) :=
1∑
j=0
〈Πj(·, y),Ψj〉+ = Ψ(y) +
1∑
j=0
〈Kj(·, y),Ψj(·)〉+ = Ψ(y) +
1∑
j=0
KjΨj(y) (4.22)
with Kjψ(y) from (4.18). The formula (2.1) and Lemma 4.4 imply the following lemma.
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Lemma 4.7 For the solution Y (t) = (u(x, t), u˙(x, t)) ≡ (Y 0(x, t), Y 1(x, t)) of the problem
(1.1)–(1.3), the following asymptotics holds,
Y j(x, t) = 〈U0(t)Y0,Πj(x, ·)〉+ + rj(x, t), j = 0, 1,
where rj(x, t) is introduced in (4.14) and E‖rj(·, t)‖2α,+ ≤ C〈t〉−1 (α < −3/2 ). Hence, for
any Ψ = (Ψ0,Ψ1) ∈ S ,
〈Y (t),Ψ〉+ = 〈U0(t)Y0,ΠΨ〉+ + r(t), (4.23)
where r(t) =
∑1
j=0〈rj(·, t),Ψj〉+ and E|r(t)|2 ≤ C〈t〉−1 .
5 Proof of Theorem 2.10
The compactness of the measures family {µt, t > 0} follows from the Prokhorov compactness
theorem and the bound (5.1) below, since the embedding Hα,+ ⊂ Hβ,+ is compact if α > β .
Lemma 5.1 Let α < −3/2 and conditions S1–S4 and C hold. Then
sup
t≥0
E‖U(t)Y0‖2α,+ ≤ C <∞. (5.1)
Proof By (2.1), the solution Y (·, t) = U(t)Y0 has a form Y (x, t) = Z(x, t) +X(x, t) , where
Z(x, t) = U0(t)Y0 and X(x, t) = (q(x, t), q˙(x, t)) . Hence, by the bound (2.18), to prove the
bound (5.1) it suffices to verify that
sup
t≥0
E‖X(·, t)‖2α,+ ≤ C <∞. (5.2)
Applying (3.4) and (3.6), we have
E‖X(·, t)‖2α,+ = E|X(0, t)|2 + E
∑
x∈N
〈x〉2α
∣∣∣∣
∫ t
0
K(x, t− s)X(0, s) ds
∣∣∣∣
2
≤ C sup
τ∈[0,t]
E|X(0, τ)|2. (5.3)
Using the estimate (3.14), we obtain
E|X(0, t)|2 ≤ E(|q0|2 + |p0|2) + C sup
τ≥0
E|z(1, τ)|2, t ≥ 0.
On the other hand, sup
τ∈R
E|z(1, τ)|2 = sup
τ∈R
Q00τ (1, 1) ≤ C <∞ by (2.18). Hence,
sup
τ≥0
E|X(0, t)|2 ≤ C <∞. (5.4)
Estimates (5.3) and (5.4) imply the bound (5.2).
To end the proof of assertion (i) of Theorem 2.10, it suffices to check the convergence (1.7)
of characteristic functionals for µt . By the triangle inequality and the equality (2.19),∣∣∣Eei〈Y (t),Ψ〉+ − e− 12Q∞(Ψ,Ψ)∣∣∣ ≤ ∣∣∣E(ei〈Y (t),Ψ〉+ − ei〈U0(t)Y0,ΠΨ〉+)∣∣∣
+
∣∣∣E0 (ei〈U0(t)Y0,ΠΨ〉+)− e− 12Qν∞(ΠΨ,ΠΨ)∣∣∣. (5.5)
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Applying (4.23), we estimate the first term in the r.h.s. of (5.5) by
E
∣∣∣〈Y (t),Ψ〉+ − 〈U0(t)Y0,ΠΨ〉+∣∣∣ ≤ E|r(t)| ≤ (E|r(t)|2)1/2 ≤ C〈t〉−1/2 → 0 as t→∞.
The convergence of the characteristic functionals νˆt(ΠΨ) = E0 (exp{i〈U0(t)Y0,ΠΨ〉+}) to a
limit as t→∞ follows from Theorem 2.8 and Remark 2.9. This proves the convergence (1.7).
Corollary 4.6 and Lemma 2.6 imply assertion (ii) of Theorem 2.10.
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Appendix A: The behavior of K(x, t) as t→∞
In this section, we first study the properties of K˜(x, ω) := eiθ(ω)x (the function θ(ω) is
introduced in Lemma 3.2) applying the technique of [14, 6]. Next, using these properties, we
obtain the bound (3.6) for K(x, t) . Finally, by the bound (3.6), we prove the existence of
solutions of the problem (1.1)–(1.3).
A.1 Properties of eiθ(ω)x for ω ∈ C and x ∈ N
We set Λ := [−√4 +m2,−m] ∪ [m,√4 +m2] and Λ0 = {±m,±
√
4 +m2} . We indicate the
properties (I)–(III) of the function K˜(x, ω) for different values of ω such as ω ∈ C \ Λ ,
ω ∈ Λ \ Λ0 , and ω ∈ Λ0 .
(I) Let ω ∈ C \ Λ . Then ℑθ(ω) > 0 . In this case, K˜(x, ω) exponentially decays in x .
Hence, K˜(x, ω) is an analytic function in the complex ω -plane with the values in the class
ℓ2α,+ . Moreover, by (3.3) and the condition ℑθ(ω) > 0 , we have∣∣eiθ(ω)∣∣ ≤ C|ω|−2 as |ω| → ∞. (A.1)
Remark A.1 It follows from (3.5) and (A.1) that there exist constants C,B <∞ such that∑
x∈N
〈x〉2α|K(x, t)|2 ≤ CeBt for any α ∈ R, t > 0. (A.2)
(II) Let ω ∈ Λ \ Λ0 . Then we have the pointwise convergence K˜(x, ω ± iε) → K˜(x, ω ± i0)
as ε → +0 for any x ∈ N . Moreover, |K˜(x, ω ± iε)| ≤ C uniformly in ε . Hence, for any
α < −1/2 and ω 6∈ Λ0 ,∑
x∈N
〈x〉2α|K˜(x, ω ± i0)− K˜(x, ω ± iε)|2 → 0 as ε→ +0,
by the Lebesgue dominated convergence theorem. Furthermore, since θ(ω) = −θ(ω¯) for
ω ∈ C \ Λ , K˜(x, ω − i0) = K˜(x, ω + i0) for ω ∈ Λ \ Λ0 and x ∈ N .
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(III) Now we study the behavior of K˜(x, ω) near the points ω ∈ Λ0 = {±m,±
√
4 +m2} .
Eqn (3.3) implies
eiθ(ω) = cos θ(ω)+i sin θ(ω) = 1−1
2
(ω2−m2)+ i
2
√
(ω2 −m2)(4 +m2 − ω2), ω ∈ C\Λ. (A.3)
The Taylor expansion implies
eiθ(ω) = 1 + i
√
ω2 −m2 − 1
2
(ω2 −m2)− i
8
(ω2 −m2)3/2 + . . . , ω → ±m, (A.4)
where ω ∈ C+ := {ω ∈ C : ℑω > 0} , ℑ
√
ω2 −m2 > 0 . Here sgn(ℜ√ω2 −m2) = sgn(ℜω) for
ω ∈ C+ . This choice of the branch of the complex root
√
ω2 −m2 follows from the condition
ℑθ(ω) > 0 . Hence, for x ∈ N ,
eiθ(ω)x = 1 +
+∞∑
j=1
(ω2 −m2)j/2Rj(x), ω → ±m+ i0. (A.5)
Here polynomials Rj(x) are of a form Rj(x) =
j∑
k=1
cjkx
k with coefficients cjk ∈ C , j ∈ N . For
example, R1(x) = ix , R2(x) = −x2/2 , R3(x) = −i(4x3 − x)/24 .
Similarly,
eiθ(ω) = −1 + i
√
m2 + 4− ω2 + 1
2
(m2 + 4− ω2)− i
8
(m2 + 4− ω2)3/2 + . . . (A.6)
as ω → ±√m2 + 4 , ω ∈ C+ . Here
√
m2 + 4− ω2 is the complex root and we choose the
branch of this root so that sgn(ℜ√m2 + 4− ω2) = sgn(ℜω) , which follows from the condition
ℑθ(ω) > 0 . Hence, for x ∈ N ,
eiθ(ω)x = (−1)x
(
1− ix
√
m2 + 4− ω2 − (m2 + 4− ω2)x2/2 + . . .
)
(A.7)
as ω → ±√m2 + 4 + i0 . If m = 0 , then (A.3) and the Taylor expansion give
eiθ(ω) = 1− ω
2
2
+ iω(1− ω
2
8
− ω
4
128
+ . . .) as ω → 0, (A.8)
and eiθ(ω) = −1 + i√4− ω2 + . . . as ω → ±2 , ω ∈ C+ . Therefore, in the case m = 0 ,
eiθ(ω)x =
{
1 + iωx− ω2x2/2− iω3(4x3 − x)/24 + . . . as ω → 0
(−1)x(1− ix√4− ω2 − (4− ω2)x2/2 + . . .) as ω → ±2 + i0
∣∣∣∣ x ∈ N. (A.9)
The representations (A.5), (A.7) and (A.9) lead to the following result.
Lemma A.2 (cf [14, Lemma 3.2]) For every N ∈ N ,
eiθ(ω)x = 1 +
N∑
j=1
(ω2 −m2)j/2Rj(x) + rN(ω, x), ω → ±m+ i0, (A.10)
where ‖rN(ω, ·)‖α,+ = O(|ω2 −m2|(N+1)/2) for α < −3/2−N . Moreover,
Drω
(
eiθ(ω)x
)
=
N∑
j=1
dr
dωr
(ω2 −m2)j/2Rj(x) + r˜N(ω, x), ω → ±m+ i0,
where ‖r˜N(ω, ·)‖α,+ = O(|ω2 −m2|(N+1)/2−r) for α < −3/2 −N . The similar representation
holds for ω → ±√m2 + 4 + i0 .
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Indeed, the bound (A.10) follows from the following representation for remainder (see for-
mula (A.5))
rN(ω, x) = (ω
2 −m2)(N+1)/2
N+1∑
k=1
bk(ω, x)x
k,
where bk(ω, x) are uniformly bounded for ω → ±m+ i0 and any x . In particular,
eiθ(ω)x = 1 +
√
ω2 −m2R0(ω, x) as ω → ±m+ i0,
where sup
|ω|≤m+δ
|R0(ω, x)| ≤ C|x| , and sup
|ω|≤m+δ
‖R0(ω, ·)‖α,+ ≤ C <∞ for α < −3/2 .
A.2 Proof of Theorem 3.3
To prove (3.6), we use the properties (I)–(III) of K˜(x, ω) . At first, we rewrite K(x, t) in the
form
K(x, t) =
1
2π
∫
ℑω=µ>0
e−iωtK˜(x, ω) dω = − 1
2π
∫
Γ
e−iωtK˜(x, ω) dω, x ∈ N, t > 0,
where Γ = {|ω| = R : R > √4 +m2} , and the contour Γ is oriented anticlockwise. Since
K˜(x, ω) is analytic in C \Λ , we can vary the integration contour on Λε , where Λε surrounds
the segments of Λ and belongs to an ε -neighborhood of Λ ( Λε is oriented anticlockwise).
Taking a limit as ε→ 0 , we find
K(x, t) =
1
2π
∫
Λ
e−iωt
(
K˜(x, ω + i0)− K˜(x, ω − i0)
)
dω
=
i
π
∫
Λ
e−iωtℑK˜(x, ω + i0) dω =
∑
±
2∑
j=1
i
π
∫
Λ
e−iωtP±j (x, ω) dω. (A.11)
Here P±j (x, ω) := ζ
±
j (ω)ℑK˜(x, ω + i0) , j = 1, 2 , where ζ±j (ω) are smooth functions such
that
∑
±,j
ζ±j (ω) = 1 , ω ∈ R , supp ζ±1 ⊂ O(±m) , supp ζ±2 ⊂ O(±
√
4 +m2) (O(a) denotes a
neighborhood of the point ω = a ). In the case m = 0 , instead of ζ±1 (P
±
1 ) we introduce the
function ζ1 (respectively, P1 ) with supp ζ1 ⊂ O(0) . By the property (III),
‖P±1 (·, ω)‖α,+ = O(|ω ∓m|1/2) if m 6= 0, ‖P1(·, ω)‖α,+ = O(|ω|) if m = 0,
‖P±2 (·, ω)‖α,+ = O(|ω ∓
√
4 +m2|)
for any α < −3/2 . Therefore, using [13, Lemma 10.2] we obtain
∥∥∥∫
Λ
e−iωtP±j (x, ω) dω
∥∥∥
α,+
= O(|t|−3/2) as t→∞, for any α < −3/2. (A.12)
The bound (3.6) follows from (A.11) and (A.12).
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A.3 Existence of solutions
Lemma A.3 Let α ∈ R , m, γ ≥ 0 , and let P satisfy the condition (1.5). Then the following
assertions hold. (i) For every Y0 ∈ Hα,+ , the problem (1.1)–(1.3) has a unique solution
Y (t) ∈ C(R,Hα,+) . Moreover, the operator U(t) : Y0 7→ Y (t) , t ∈ R , is continuous on Hα,+ ,
and there exist constants C,B <∞ such that
‖Y (t)‖α,+ ≤ CeB|t| for t ∈ R. (A.13)
(ii) For Y0 ∈ H0,+ , the following identity holds
H(Y (t)) + γ
∫ t
0
|u˙(0, s)|2 ds = H(Y0), t ∈ R, (A.14)
which implies the estimate H(Y (t)) ≤ H(Y0) , where H(Y (t)) is the Hamiltonian defined in
(1.4). In particular, if γ = 0 , the energy H(Y (t)) is conserved and finite.
Proof of Lemma A.3 To prove the existence of u(x, t) , it suffices to prove the existence of
the solutions q(t) ≡ q(0, t) to the problem (2.6), (2.8). It follows from the representation (2.1),
Lemma 2.4 and formula (3.4). Further, using (3.4), we write (2.6) in the equivalent integral
form
q(t) =
∫ t
0
(∫ s
0
F(τ, q(τ)) dτ
)
ds+
∫ t
0
(∫ s
0
z(1, τ) dτ − γq(s)
)
ds+C0+C1t, t > 0. (A.15)
Here F(t, q(t)) := −(1 + m2)q(t) + F (q(t)) + ∫ t
0
K(1, t − s)q(s) ds , C0 = q(0) ≡ q0 , C1 =
q˙(0) ≡ p0 . By the bound (3.7), condition (1.5), and the contraction mapping principle, the
solution q(t) of (A.15) is unique on a certain interval t ∈ [0, ε) with some ε > 0 depending
on the initial data (q0, p0) . Hence, by (3.4), the solution q(x, t) of the problem (2.5)–(2.8) is
unique on a certain interval t ∈ [0, ε) with some ε > 0 depending on the initial data Y0 . The
existence of z(x, t) is stated in Lemma 2.4. This implies the existence of the local solution
u(x, t) = z(x, t) + q(x, t) for sufficiently small t . This local solution can be extended to the
global solution using the a priori estimate (A.13). Now we verify (A.13). Indeed, by (2.6) and
(3.4),
1
2
(
|q˙(t)|2 + (m2 + 1)|q(t)|2
)
+ P (q(t)) + γ
∫ t
0
|q˙(s)|2 ds
=
1
2
(
|p0|2 + (m2 + 1)|q0|2
)
+ P (q0) +
∫ t
0
q˙(s)
(
z(1, s)−
∫ s
0
K(1, s− τ)q(τ)dτ
)
ds.
(A.16)
Define M(t) = sup
0≤s≤t
(|q(s)|2 + |q˙(s)|2) . Then (A.16) and (3.7) yield
M(t) ≤ C1 +
∫ t
0
√
M(s)|z(1, s)| ds+ C2
∫ t
0
M(s) ds, t > 0.
Applying the Gronwall–Bellman integral type inequality (see, for instance, [19]), we find
M(t) ≤ eC2t(
√
C1 +
1
2
∫ t
0
|z(1, s)|eC2s/2 ds)2, t > 0.
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Since |z(1, t)| ≤ C〈t〉σ‖Y0‖α,+ (see (C.5)), we obtain the a priori bound
|q(t)|+ |q˙(t)| ≤ CeB|t| (A.17)
with some constants C,B <∞ . By (A.2) and (3.4),
(∑
x∈N
〈x〉2α(|q(x, t)|2 + |q˙(x, t)|2)
)1/2
≤ C1eB|t|. (A.18)
Thus, the a priori bound (A.13) follows from (2.1), (A.17), (A.18) and (C.5).
Appendix B: Properties of D˜(ω) and N˜(ω) for ω ∈ C
In this section, we study D˜(ω) and N˜(ω) = (D˜(ω))−1 . Denote by C+ (C− ) the upper
(respectively, lower) half-plane, C± = {ω ∈ C : ±ℑω > 0} .
Lemma B.4 (i) The function N˜(ω) is meromorphic for ω ∈ C \ Λ .
(ii) |N˜(ω)| = O(|ω|−2) as |ω| → ∞ .
(iii) D˜(ω) 6= 0 for all ω ∈ C+ .
Proof Assertion (i) of the lemma follows from the formula (3.11) and the analyticity of D˜(ω)
for ω ∈ C \Λ (see property (I) of K˜(x, ω) in Appendix A). Assertion (ii) follows from (3.11)
and (A.1). To prove assertion (iii), we assume contrarily that D˜(ω0) = 0 for some ω0 ∈ C+ .
Hence, the function u∗(x, t) = e
iθ(ω0)xe−iω0t , x ∈ Z+ , t ≥ 0 , is a solution of the problem (1.1),
(1.2) with the initial data Y∗(x) = e
iθ(ω0)x(1,−iω0) . Therefore, the Hamiltonian (1.4) is
H(u∗(·, t), u˙∗(·, t)) = e2tℑω0H(Y∗) for all t > 0, where H(Y∗) > 0.
Since ℑω0 > 0 and Y∗ ∈ H0,+ , this exponential growth contradicts the energy estimate (A.14).
Hence, D˜(ω) 6= 0 for any ω ∈ C+ .
Corollary B.5 If γ = 0 , then D˜(ω) 6= 0 for any ω ∈ C− .
Indeed, if γ = 0 , then D˜(ω) = D˜(ω¯) , because θ(ω) = −θ(ω¯) for ω ∈ C \ Λ . Therefore,
Corollary B.5 follows from item (iii) of Lemma B.4.
Now we study the invertibility of D˜(ω) for ω ∈ R .
Lemma B.6 Let ω ∈ R , and the constants γ,m, κ satisfy condition C. Then D˜(ω) 6= 0 for
ω ∈ R \ Λ and D˜(ω ± i0) 6= 0 for ω ∈ Λ .
Proof Step 1: Let ω ∈ R and |ω| > √4 +m2 . Then ℜθ(ω) = ±π . Therefore,
D˜(ω) = −ω2 + κ+ 1 +m2 − iωγ + e−ℑθ(ω) with ℑθ(ω) > 0.
Hence, ℑD˜(ω) 6= 0 iff γ 6= 0 . On the other hand, ℜD˜(ω) = κ − 2 for ω = ±√4 +m2 and
ℜD˜(ω1) < ℜD˜(ω2) if |ω1| > |ω2| ≥
√
4 +m2 . In particular, ℜD˜(ω) → −∞ as |ω| → ∞ .
Hence, for |ω| > √4 +m2 , ℜD˜(ω) 6= 0 iff κ ≤ 2 . Therefore, for such values of ω , D˜(ω) 6= 0
iff either γ 6= 0 or γ = 0 and κ ≤ 2 . If γ = 0 and κ > 2 , then there exist two points ±ω0
(ω0 >
√
4 +m2 ) such that D˜(±ω0) = 0 .
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Step 2: Let m 6= 0 and ω ∈ (−m,m) . Then, ℜθ(ω) = 0 and eiθ(ω) ∈ (eiθ(0), eiθ(±m)) =
(4(m+
√
4 +m2)−2, 1) . Hence,
ℜD˜(ω) = −ω2 + κ + 1 +m2 − eiθ(ω) > κ for |ω| < m,
and ℜD˜(±m) = κ . Therefore, D˜(ω) 6= 0 for any |ω| < m , since κ ≥ 0 .
Step 3: Let ω ∈ (−√4 +m2,−m) ∪ (m,√4 +m2) . Then ℜθ(ω + i0) ∈ (−π, 0) ∪ (0, π) and
ℑθ(ω + i0) = 0 . Moreover, sign(sin θ(ω + i0)) = signω . Hence, for m 6= 0 ,
ℑD˜(ω + i0) = −ωγ − sin θ(ω + i0) = −sign(ω)
(
|ω|γ + 1
2
√
ω2 −m2
√
4 +m2 − ω2
)
6= 0.
If m = 0 , then for ω ∈ (−2, 0) ∪ (0, 2) ,
D˜(ω + i0) = κ− ω2/2− iω
(
γ +
1
2
√
4− ω2
)
6= 0 for any κ, γ ≥ 0.
Step 4: Since D˜(ω − i0) = D˜(ω + i0)− 2iωγ for ω ∈ Λ \ Λ0 , then
D˜(ω−i0) = −ω2 + κ+ 1 +m2 − cos θ(ω + i0) + i sin θ(ω + i0)− iωγ
= κ− (ω2 −m2)/2 + i
(
sign(ω)
1
2
√
ω2 −m2
√
4 +m2 − ω2 − ωγ
)
,
for ω ∈ Λ \ Λ0 . Hence, D˜(ω − i0) = 0 for ω ∈ Λ \ Λ0 iff
κ = (ω2−m2)/2 and
√
ω2 −m2
√
4 +m2 − ω2 = 2|ω|γ, ω2 ∈ (m2, m2 + 4). (B.1)
Assume that ω is a solution of (B.1). Then, evidently, γ 6= 0 . Put P := ω2 −m2 . Hence, P
is a solution of the following equation
P 2 + 4P (γ2 − 1) + 4m2γ2 = 0 such that P ∈ (0, 4). (B.2)
If m = 0 , then Eqn (B.2) has a unique solution P = 4(1 − γ2) ∈ (0, 4) iff γ ∈ (0, 1) .
Then, κ = (ω2−m2)/2 = P/2 = 2(1 − γ2) by the first equation in (B.1). Thus, if m = 0 ,
κ = 2(1 − γ2) and γ ∈ (0, 1) , then there exist two points ω = ±ω∗ = ±2
√
1− γ2 ∈ Λ \ Λ0
such that D˜(ω∗ − i0) = 0 .
If m 6= 0 , then (B.2) has a solution iff (γ2 − 1)2 − m2γ2 ≥ 0 and γ ∈ (0, 1) . This
is equivalent to the conditions γ2 + mγ − 1 ≤ 0 and γ ∈ (0, 1) , that coincides with the
inequality γ ∈ (0, (√m2 + 4−m) /2] . Therefore, if m 6= 0 and γ ∈ (0, (√m2 + 4−m) /2] ,
then Eqn (B.2) has two solutions
P± = 2(1− γ2)± 2
√
(1− γ2)2 −m2γ2, P± ∈ (0, 4).
Hence, κ = (ω2−m2)/2 = P±/2 = 1− γ2 ±
√
(1− γ2)2 −m2γ2 .
Thus, there are points ω∗ ∈ Λ \ Λ0 , in which D˜(ω∗ − i0) = 0 , iff γ 6= 0 and one of
the following conditions is fulfilled: (1) m = 0 , κ = 2(1 − γ2) and γ ∈ (0, 1) ; (2) m 6= 0 ,
κ = 1−γ2±√(1− γ2)2 −m2γ2 and γ ∈ (0, (√m2 + 4−m) /2] . These values of κ,m, γ are
eliminated by the condition C.
Step 5: If ω = ±√4 +m2 , then eiθ(ω) = −1 , and D˜(ω) = κ− 2∓ iγ√4 +m2 . Hence,
D˜(±
√
4 +m2) 6= 0 iff γ 6= 0 or γ = 0 and κ 6= 2.
If ω = ±m , then eiθ(ω) = 1 , and D˜(ω) = κ ∓ iγm . Hence, in the case m 6= 0 , D˜(±m) 6= 0
iff γ 6= 0 or γ = 0 and κ 6= 0 . In the case m = 0 , D˜(0) = κ 6= 0 iff κ 6= 0 . Therefore, if
Condition C holds, then D˜(ω0) 6= 0 for ω0 ∈ Λ0 .
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Corollary B.7 If condition C is not satisfied, then there are points ω ∈ R , in which D˜(ω) =
0 . For example, D˜(0) = 0 in the case m = κ = 0 . If γ = κ = 0 , then D˜(±m) = 0 . If
γ = 0 and κ = 2 , then D˜(±√m2 + 4) = 0 . If γ = 0 and κ > 2 , then ∃ω0 >
√
4 +m2 such
that D˜(±ω0) = 0 , and D˜′(ω0) = −2ω0(κ− 1)/(2κ+m2 − ω20) < 0 .
Now we study the behavior of D˜(ω) and N˜(ω) = (D˜(ω))−1 near the points ω = ±m and
ω = ±√4 +m2 with any m, γ, κ ≥ 0 . In the neighborhood of the points ω = ±√4 +m2 we
use the representation (A.6) and obtain
D˜(ω) = κ− 2∓ i
√
4 +m2γ − i
√
4 +m2 − ω2 + 1
2
(4 +m2 − ω2)− i(ω ∓
√
4 +m2)γ
+
i
8
(4 +m2 − ω2)3/2 + ..., ω → ±
√
4 +m2, ω ∈ C+, (B.3)
where sgn(ℜ√m2 + 4− ω2) = sgn(ℜω) . Therefore, if γ 6= 0 or γ = 0 and κ 6= 2 , then
N˜(ω) = (D˜(ω))−1 = C1 + i C2
√
4 +m2 − ω2 + . . . , ω → ±
√
4 +m2, ω ∈ C+, (B.4)
with C1 = (κ− 2∓ i γ
√
4 +m2)−1 and C2 = C
2
1 . If γ = 0 and κ = 2 , then
N˜(ω) = i(4 +m2 − ω2)−1/2 + 1
2
− i
8
(4 +m2 − ω2)1/2 + . . . , ω → ±
√
4 +m2. (B.5)
In the neighborhood of the points ω = ±m we apply (A.4) (if m 6= 0 ) and obtain
D˜(ω) = κ∓ imγ − i
√
ω2 −m2 − i(ω ∓m)γ − 1
2
(ω2 −m2) + i
8
(ω2 −m2)3/2 + . . . (B.6)
as ω → ±m , ω ∈ C+ , where sgn(ℜ
√
ω2 −m2) = sgn(ℜω) . In the case m = 0 , (A.8) yields
D˜(ω) = κ− iω(γ + 1)− 1
2
ω2 +
i
8
ω3 + ..., ω → 0. (B.7)
Suppose that either mγ 6= 0 or κ 6= 0 . Then, by (B.6) and (B.7), we obtain
N˜(ω) = (D˜(ω))−1 =
{
1/κ+ iω(γ + 1)/κ2 + . . . , ω → 0, if m = 0,
C3 + i C4
√
ω2 −m2 + . . . , ω → ±m, if m 6= 0, ω ∈ C+ (B.8)
with C3 = (κ∓ imγ)−1 and C4 = C23 . If γ = κ = 0 and m 6= 0 , then
N˜(ω) = i(ω2 −m2)−1/2 − 1
2
− i
8
(ω2 −m2)1/2..., ω → ±m, ω ∈ C+. (B.9)
If m = κ = 0 , then
N˜(ω) =
i
ω(γ + 1)
− 1
2(γ + 1)2
− iω(γ − 1)
8(γ + 1)3
+ ..., ω → 0. (B.10)
Since N˜(ω) = (D˜(ω¯) − 2iωγ)−1 for ω ∈ C− , then the expansion for N˜(ω) as ω → ω0
(ω0 ∈ Λ0 , ω ∈ C− ) can be constructed using (B.3) and (B.6). In particular,
N˜(ω + i0)− N˜(ω − i0) = O(|ω2 − ω20|1/2) as ω → ω0, ω0 ∈ Λ0. (B.11)
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Proof of Theorem 3.4 Using Lemma B.4, we vary the integration contour in (3.12):
N(t) = − 1
2π
∫
|ω|=R
e−iωtN˜(ω) dω, t > 0, (B.12)
where R is chosen so large that N˜(ω) has no poles in the region C− ∩ {|ω| ≥ R} . Note that
if γ = 0 , then N˜(ω) has no poles in C− by Corollary B.5. Denote by σj the poles of N˜(ω)
in C− (if they exist). By Lemmas B.4 and B.6, there exists a δ > 0 such that N˜(ω) has no
poles in the region {ω : ℑω ∈ [−δ, 0)} . Hence, we can rewrite N(t) as
N(t) = −i
K∑
j=1
Resω=σj
[
e−iωtN˜(ω)
]
− 1
2π
∫
Λε
e−iωtN˜(ω) dω, t > 0,
where ε ∈ (0, δ) , the contour Λε surrounds segments of Λ and belongs to the ε -neighborhood
of Λ (Λε is oriented anticlockwise). Passing to a limit as ε→ 0 , we obtain
N(t) =
1
2π
∫
Λ
e−iωt
(
N˜(ω + i0)− N˜(ω − i0)
)
dω + o(t−N)
=
∑
±
2∑
j=1
1
2π
∫
Λ
e−iωtP±j (ω) dω + o(t
−N), t→ +∞, with any N > 0.
Here P±j (ω) := ζ
±
j (ω)(N˜(ω + i0) − N˜(ω − i0)) , where ζ±j (ω) are as in (A.11). Then (B.11)
implies the bound (3.13) with k = 0 . Here we use the following estimate∣∣∣ ∫
R
ζ(ω)e−iωt(a2 − ω2)1/2 dω
∣∣∣ ≤ C(1 + t)−3/2 as t→ +∞,
where ζ(ω) is a smooth function, and ζ(ω) = 1 for |ω − a| ≤ δ with some δ > 0 (see, for
example, [21, Lemma 2]). The bound (3.13) with k = 1, 2 can be proved in a similar way.
Remark B.8 Now we study the asymptotics of N(t) as → +∞ in the case when condition C
is not fulfilled. Assume first that γ = κ = 0 and m 6= 0 . Then N˜(ω + i0) − N˜(ω − i0) =
2iℑN˜(ω+ i0) , and N˜(ω) has no poles in C− . Introduce the circles c± , c± = {|ω∓m| = ε} ,
with some ε ∈ (0, m) . We change the integration contour in (B.12) on Γε := ∪±c±∪jγj , where
γj , j = 1, 2, 3 , stand for the segments of the real axis connecting the circles c± and passing
in two directions, γ1 = [−
√
m2 + 4,−m− ε] , γ2 = [−m + ε,m− ε] , γ3 = [m+ ε,
√
m2 + 4] .
Using the Cauchy theorem and Lemma B.4, we find
N(t) = − 1
2π
∫
c−∪c+
e−iωtN˜(ω) dω +
3∑
j=1
i
π
∫
γj
e−iωtℑN˜(ω + i0) dω.
Applying representations (B.4) and (B.9) and the well-known estimate (see, for example, [21])
− 1
2π
∫
|ω|=m+1
e−iωt(ω2 −m2)−1/2 dω = i
√
2
πmt
cos(mt− π/4) +O(t−3/2), t→∞,
we obtain that N(t) = −(2/(πm))1/2t−1/2 cos(mt− π/4) +O(t−3/2) as t→∞ .
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Similarly, if γ = 0 and κ = 2 , then (B.5) and (B.8) give the bound |N(t)| ≤ C〈t〉−1/2 .
In the case γ = 0 and κ > 2 , N˜(ω) has two simple poles in the points ±ω0 with
ω0 >
√
4 +m2 . Then, calculating the rescue of the function e−iωtN˜(ω) in these points, we
have N(t) ∼ C1 sinω0t +O(t−3/2) as t→ +∞ with some constant C1 6= 0 .
If m = κ = 0 , then we use formulas (B.10) and (B.4), calculate the rescue of N˜(ω) in the
point ω = 0 and obtain N(t) = (γ + 1)−1 +O(t−3/2) as t→ +∞ .
Finally, let one of the following two conditions hold (see condition C):
(1) m = 0 , κ = 2(1− γ2) and γ ∈ (0, 1)
(2) m 6= 0 , κ = 1− γ2 ±√(1− γ2)2 −m2γ2 and γ ∈ (0, (√m2 + 4−m) /2]
Then there exist points ω∗ ∈ Λ \ Λ0 such that D˜(ω∗ − i0) = 0 (see Step 4 in the proof of
Lemma B.6). Hence, N(t) = C sin(ω∗t) +O(t
−3/2) as t→∞ with some constant C 6= 0 .
Appendix C: Zero boundary condition
Consider the following initial-boundary value problem on the half-line:

u¨(x, t) = (∆L −m2)u(x, t), x ∈ N, t ∈ R,
u(0, t) = 0,
u(x, 0) = u0(x), u˙(x, 0) = v0(x), x ∈ N.
(C.1)
In [5], we have proved the convergence to equilibrium for the harmonic crystals on the half-
space in any dimension with zero boundary condition. However, the one-dimensional case with
m = 0 was not considered. Therefore, we outline the strategy of the proof of Theorem 2.8.
At first, we rewrite the problem (C.1) in the more general form:

u¨(x, t) = − ∑
x′≥0
(V (x− x′)− V (x+ x′)) u(x′, t), x ∈ N, t ∈ R,
u(0, t) = 0,
u(x, 0) = u0(x), u˙(x, 0) = v0(x), x ∈ N.
(C.2)
We assume that u0(0) = v0(0) = 0 . We impose the following conditions V1–V5 on the
interaction function V .
V1 There exist positive constants C and β such that |V (x)| ≤ Ce−β|x| for x ∈ Z .
V2 V (x) is real and even, i.e., V (−x) = V (x) ∈ R , x ∈ Z .
Conditions V1 and V2 imply that Vˆ (θ) is a real-analytic function of θ ∈ T.
V3 Vˆ (θ) ≥ 0 for every θ ∈ T .
Let us define the real-valued nonnegative function, φ(θ) = (Vˆ (θ))1/2 ≥ 0 . φ(θ) can be
chosen as the real-analytic function in T \ C∗ , where the Lebesgue measure of a set C∗ is zero
(see Lemma 2.2 in [2]).
V4 φ′′(θ) does not vanish identically on θ ∈ T \ C∗ .
V5 Vˆ (θ) 6= 0 for all θ 6= 0 , and Vˆ (θ) ≥ Cθ2 as θ→ 0 with some positive constant C .
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Conditions V1–V5 are fulfilled, for example, in the case when V (x) has a form
V (±1) = −1, V (x) = 0 for |x| ≥ 2, and V (0) = 2 +m2 with m ≥ 0. (C.3)
Then φ(θ) =
√
2− 2 cos θ +m2 . If m 6= 0 , then C∗ = ∅ . If m = 0 , then φ(θ) = 2| sin(θ/2)|
and C∗ = {0} . Furthermore, in the case when V (x) is of the form (C.3), the problem (C.2)
becomes (C.1).
Write Z(x, t) = (Z0(x, t), Z1(x, t)) ≡ (u(x, t), u˙(x, t)) , Z0(x) = (u0(x), v0(x)) . The exis-
tence of dynamics is stated by the following lemma which is proved as in [5].
Lemma C.1 Let α ∈ R and conditions V1 and V2 hold. For any Z0 ∈ Hα,+ , there exists a
unique solution Z(·, t) ∈ Hα,+ to problem (C.2). Moreover, the operator U0(t) : Z0 → Z(·, t)
is continuous in Hα,+ .
Indeed, by condition V2, the solution of problem (C.2) can be represented as the restriction
of the solution to the Cauchy problem with odd initial data on the half-line,
Z i(x, t) =
∑
y∈Z
Gijt (x− y)Zjodd(y), x ∈ Z+, i = 0, 1.
Here Gt(x) = F−1θ→x[eAˆ(θ)t] with Aˆ(θ) =
(
0 1
Vˆ (θ) 0
)
(see also formulas (2.11), (2.12) with
φ(θ) = (Vˆ (θ))1/2) , and by definition, Zodd(x) = Z0(x) for x > 0 , Zodd(0) = 0 , and Zodd(x) =
−Z0(−x) for x < 0 . Then the solution Z(x, t) of problem (C.2) is of a form
Z i(x, t) =
∑
y∈N
(
Gijt (x− y)− Gijt (x+ y)
)
Zj0(y), x ∈ Z+, i = 0, 1. (C.4)
Furthermore, the following bound holds,
‖U0(t)Z0‖α,+ ≤ C〈t〉σ‖Z0‖α,+, (C.5)
with some constants C = C(α), σ = σ(α) <∞ .
Denote by ν0 a Borel probability measure on Hα,+ giving the distribution of Z0 . We
impose conditions S1–S4 on ν0 . Let νt , t ∈ R , denote the distribution of the solution
Z(x, t) = U0(t)Z0 (see Definition 2.5). Then the following theorem holds (cf Theorem 2.8).
Theorem C.2 Let conditions S1–S4 and V1–V5 hold, and let α < −1/2 if Vˆ (0) 6= 0 , and
α < −1 if Vˆ (0) = 0 . Then the following assertions are true.
(i) The measures νt weakly converge on the space Hα,+ as t → ∞ . Moreover, the limit
measure ν∞ is Gaussian on Hα,+ with the correlation matrix of the form (2.14)–(2.15) with
φ(θ) = (Vˆ (θ))1/2 .
(ii) The correlation functions of νt converge to a limit as t→∞ , i.e., (2.13) holds.
The derivation of this theorem is based on the proof of the compactness of the measures
family {νt, t ∈ R} and the convergence of the characteristic functionals. Below we prove only
the compactness. The convergence of the characteristic functionals and correlation functions
can be proved using the technique from [5]. The compactness follows from the bound (C.6)
below by the Prokhorov compactness theorem [22, Lemma II.3.1] and by a method used in [22,
Theorem XII.5.2].
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Lemma C.3 Let all assumptions of Theorem C.2 be fulfilled. Then
sup
t≥0
E0
(‖U0(t)Z0‖2α,+) <∞. (C.6)
Proof. By Definition 2.1,
E0
(‖Z(·, t)‖2α,+) =∑
z∈Z+
(1 + |z|2)α
(
Q00t (z, z) +Q
11
t (z, z)
)
. (C.7)
The representation (C.4) gives
Qijt (z, z
′) = E0
(
Z i(z, t)⊗ Zj(z′, t)
)
= 〈Q0(y, y′),Giz(y, t)⊗Gjz′(y′, t)〉+,
where Giz(y, t) is defined in (4.1). If Vˆ (0) 6= 0 , then the Parseval identity and formula (2.12)
with φ(θ) = (Vˆ (θ))1/2 yield
‖Giz(·, t)‖2l2 ≤ C
∫
T
(
|Gˆi0t (θ)|2 + |Gˆi1t (θ)|2
)
sin2(zθ) dθ ≤ C0 <∞. (C.8)
By conditions S1, S2 and S4, the bound (2.9) holds. Therefore,
|Qijt (z, z′)| =
∣∣〈Q0(y, y′),Giz(y, t)⊗Gjz′(y′, t)〉+∣∣
≤ C‖Giz(·, t)‖0,+ ‖Gjz′(·, t)‖0,+ ≤ C1 <∞,
(C.9)
where the constant C1 does not depend on z, z
′ ∈ Z+ and t ∈ R . Therefore, (C.6) follows
from (C.7) and (C.9), since α < −1/2 .
If Vˆ (0) = 0 , then Vˆ (θ) ≥ Cθ2 as θ → 0 . The estimate (C.8) with i = 1 remains true.
Then |Q11t (z, z′)| ≤ C <∞ , by (C.9). However, since Gˆ01t (θ) = sin(φ(θ)t)/φ(θ) , we have
‖G0z(·, t)‖2l2 ≤ C + C1
∫
T
sin2(φ(θ)t)
Vˆ (θ)
sin2(zθ) dθ ≤ C + C2
∫
O(0)
sin2(zθ)
sin2(θ)
dθ ≤ C + C3|z|,
uniformly on t ∈ R . Hence, |Q00t (z, z)| ≤ C‖G0z(·, t)‖20,+ ≤ C1 + C2|z| . Therefore, for any
α < −1 , we have E0
(‖Z(·, t)‖2α,+) ≤ ∑
z∈Z+
〈z〉2α(C1 + C2|z|) <∞ .
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