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Abstract 
In photovoltaic (PV) systems, maximum power point tracking (MPPT) converters are 
commonly used to harvest the maximum available solar energy. The MPPT helps to reduce 
the system cost by decreasing the size of PV array required for a given energy yield. The 
standard Perturb and Observe (P&O) MPPT algorithm is chosen for further improvement 
in order to overcome the drawback of slow response under rapid changes of insolation. The 
improved P&O algorithm applies a variable step-size which based on different gain factors 
with respect to the power against current characteristic. The proposed P&O MPPT 
algorithm is verified experimentally using the assembled PV illumination test rig and 
tested for convergence speed and steady-state accuracy. 
A BIPV system is supplemented with a battery energy storage unit to shift the 
building peak demand away from peak tariff times and also to serve as back-up energy in 
the event of an outage. For that purpose, various modes of power flow that exist in the 
system are identified. 
Weather conditions, outage events and demand peaks are not deterministic in na-
ture. A given battery size can only offer a particular probability of surviving an outage or 
completing a demand shift. Therefore, the use of a stochastic method to size the battery 
is required. Monte Carlo simulation is applied to determine the capacity of the battery 
required to meet the dual UPS and demand-shift objectives. By considering the real mete-
orological data and power interruption statistics, the proposed method allows commercial 
customers to assess the risk of not being able to survive an outage and the success rate 
of meeting a demand shift objective. An economic assessment is performed to clarify the 
investment feasibility of the proposed PV-UPS-Demand Shifting system. 
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Chapter 1 
Introduction 
In recent years, cUmate change has created an enormous concern to everyone. Fossil fuels 
which are widely used for conventional power generation have been identified as the main 
contributor to the greenhouse effect through the production of CO2 as a waste product. 
One of the greatest challenges to energy production is its impact on the environment. In 
the UK, recommendations have been made by The Royal Commission on Environmental 
Pollution with the aim of reducing these impacts. The overall objective is to avoid carbon 
dioxide concentrations in the atmosphere exceeding 550 parts per million by volume. This 
implies a reduction of 60% from current annual carbon dioxide emissions by 2050 [1]. From 
another point of view, the fast developments of industries have made great inroads into the 
non-renewable fossil fuel. Thus, they are now significantly depleted. Therefore, renewable 
energies have been brought into use in order to diminish the environmental impact and 
also to slow down the depletion of fossil fuels. 
1.1 Renewable Energy 
In recent decades, renewable energies have emerged as an alternative energy to the con-
ventional fossil fuels. The term "renewable energy" refers to energy that is derived from 
a broad range of resources which are self-renewing. Examples of renewable energy in-
clude solar, wind, hydro, biomass (such as energy crops, agricultural waste) and waste 
(industrial and municipal), etc [2]. 
Renewable energy technologies are not only playing an increasingly significant role 
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in supplying our daily electricity demands, but also maintain a clean and safe environment. 
At the point of power generation, renewable energy sources, except for energy generated 
from biomass and waste, generally emit no greenhouse gases and do not contribute any 
carbon dioxide to the atmosphere [2,3]. Prom the political and commercial perspective, 
the European Union's White Paper for a Community Strategy and Action Plan, "Energy 
for the Future: Renewable Sources of Energy", sets an indicative objective of 12% for the 
contribution by 2010 of renewable energy sources to the European Union's gross inland 
energy consumption. In the United Kingdom, the Climate Change Agreements has also 
set a levy on the use of energy, which is expected to lead to reductions in carbon dioxide 
emissions of at least 2.5 million tonnes of carbon a year by 2010 [4]. Additionally, the 
Government has placed a target to increase the proportion of its energy use provided from 
renewable energy to 15% by 2020 [5]. 
1.2 Photovoltaic Systems 
Among the renewable energy sources, solar or photovoltaic (PV) energy is promising 
because it is free of fuel costs and is environmental friendly. Besides this, PV is scaleable 
from very small to very large and easy to integrate using existing power converters. The 
main disadvantage is the relatively high capital cost of PV array. 
There are two principal classifications of PV systems, namely, stand-alone systems 
and utility-interactive/grid-connected systems. PV systems can be designed to provide 
dc and/or ac power service and can be connected with other energy sources and energy 
storage systems. A typical PV system consists of PV array, dc-dc converter and dc-ac con-
verter/inverter. Battery storage is an optional component depending on the requirement 
of a particular application. Stand-alone PV systems are designed to operate independent 
of the public grid and the system configuration is illustrated in Fig 1.1(a). Stand-alone PV 
systems are generally designed and sized to supply certain dc and/or ac electrical loads. 
These types of systems may be powered by a PV array only or with an engine-generator 
as an auxiliary power source in what is called a PV-hybrid system. Grid-connected PV 
systems are designed to operate in parallel with and interconnected with the electric utility 
grid. The block diagram of grid-connected PV system is shown in Fig 1.1(b). 
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PV Array 
Battery 
(a) Stand-alone system with battery storage 
AC Mains 
PV Array 
Battery 
(b) Grid-connected system with battery storage 
Figure 1.1: PV system classification. 
Due to the fact that a PV array converts the sunlight into electricity, PV technology 
is popular in many countries that receive a high amount of sunlight throughout the year. 
There is significant PV experience within the European Union member countries with PV 
systems. For instance, Germany subsidized the "1,000 Roof Program" which resulted in 
2,250 PV system installations (1-6 kWp) between 1990 and 1994. The programme was 
then upgraded to 100,000 roofs in late 1998. In 1994, Japan launched a 70,000 roof program 
and reached 144,000 residential systems in 2002 [6]. The 'Campaign for Take-Off', was a 
500,000 PV roof and facade initiative for an EU wide domestic market and 500,000 PV 
systems for villages have been included in order to promote decentralised electrification 
in developing countries. The total capacity to be installed in this campaign is 1 GWp by 
1.3 P V Incorporat ing Uninterrupt ib le Power Supp ly 4 
2010 [7]. At present, the world's largest PV power plant is the 12 MW Solarpark Gut 
Erlasse system, near Arnstein in Bavaria, Germany which was completed in 2006 [8]. 
Although the rapid development of photovoltaic materials technology and the in-
creased demands for PV materials have led to a reduction of the PV module costs [9], the 
capital costs of PV systems are still very high. Therefore, there is a necessity to design 
a power converter that is not only high in efficiency but also optimises the energy pro-
duction of the PV material. The power produced by a photovoltaic module is dependent 
upon the amount of solar irradiance and the temperature of the photovoltaic device. The 
output power of a PV module also varies as a function of its operating point because of the 
inherent non-linear current-voltage relationship of a typical photovoltaic cell. Therefore, 
a maximum power point tracking (MPPT) algorithm is commonly used to maximize the 
power drawn from PV modules under varying atmospheric conditions in order to make 
best use of the PV array. 
The incorporation of battery storage into PV systems is an alternative to ensure 
greater availability of the electricity supply in PV systems. The PV and battery integration 
has been used in stand-alone applications and grid-connected PV systems. PV can also be 
integrated as part of building structure, such as the building wall element and rooftop. This 
technology is known as building integrated photovoltaic (BIPV) [10]. BIPV systems have 
the advantage of producing electricity at the consumption point and supply the building 
demand which can minimize the transmission loss. More importantly, the installation cost 
of BIPV systems is reduced because the installation of PV array replacing the building 
materials is part of the general construction of the building. Battery storage can be 
incorporated into BIPV systems as part of demand side management and backup energy. 
However, the idea of the BIPV has not been put into practice extensively because the PV 
capital cost remains too high [2,9]. 
1.3 P V Incorporating Uninterruptible Power Supply 
Power supply reliability and power quality have become important issues for all 
types of power electronics systems; especially electrical appliances that require uninter-
rupted voltage supply. Battery storage serves as a backup energy supply in case of unpre-
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dieted outages in the public's electricity supply that may cause significant inconvenience 
and financial loss to consumers. For instance, uninterruptible power supply (UPS) sys-
tems are vital in equipment applications such as computers, medical/life support systems, 
industrial controls, etc. 
UPS circuit topologies are well established and many types of UPS systems are 
available in the market which includes static UPS, rotary UPS and hybrid static/rotary 
UPS systems. Among them, static UPS systems are the most popular type due to their 
high conversion efficiency, power reliability and low total harmonics distortion. However, 
the disadvantage of static UPS systems is the poor system performance with non-linear 
and unbalanced loads [11]. Static UPS includes on-line, off-line and line-interactive con-
figurations [12]. 
On-line UPS systems are also known as "double-conversion UPS" [13]. Typically, 
these systems consist of a rectifier or a charger, a battery set, an inverter and a static 
switch (bypass) as shown in Fig 1.2. Both the rectifier and the inverter are rated at 100% 
of the load power. Therefore, it has the highest installed power rating of the topologies 
considered and this increases the system cost. Under normal mode of operation, the power 
to the load is continuously supplied via the rectifier/charger and inverter. The inverter 
charges the battery and supphes power to the load. In an event of an outage, the battery 
and inverter maintain continuity of power supply to the load. The static switch provides 
redundancy of the power source to facilitate maintenance or to overcome a failed unit. 
The static switch can be a mechanical or semiconductor device. 
AC Input 
Static 
Switch 
Rectifier/ 
Charger 
Inverter 
>-Load 
Battery 
Figure 1.2: Block diagram of an on-line UPS system. 
1.3 P V Incorporating Uninterruptible Power Supply 6 
The Off-line UPS configuration is also known as "standby UPS" [13]. This type of 
UPS consists of a rectifier, battery bank, inverter, and static transfer switch as illustrated 
in Fig 1.3. The rectifier is only used to charge the battery and it is not used to convert 
energy that supply the load under normal operation mode thus it is rated at a lower 
power rating than rectifier that available in on-line UPS. Thus, off-line UPS systems may 
be cheaper than on-hne UPS systems. The UPS stays in standby mode during the normal 
operation and only turns on when the primary power is outside a preset tolerance (such as 
outage, voltage surge etc). If so, the power to the load would be supplied by the battery 
set via the inverter. A brief period of supply interruption is inevitable. The transfer time is 
usually about a quarter of the line cycle, which is enough for most of the applications such 
as personal computers [11]. The main advantages of this topology are simple design, low 
cost and small size. Off-line UPS is only useful as protection from long term interruptions 
and over/under voltages. Off-line UPS does not counter for distortion, noise, frequency 
drift and transient problems. 
AC Input Static Switch 
Charger Inverter 
Load 
Battery 
Figure 1.3: Block diagram of an off-line UPS system. 
A typical hne-interactive UPS system consists of a static switch, a series inductor, 
a bi-directional converter and a battery bank. The block diagram of a line-interactive 
UPS system is presented in Fig 1.4. Line-interactive UPS systems have the advantages 
of simple design, high reliability and lower cost as compared to on-line UPS systems. A 
line-interactive UPS is a single-stage conversion topology UPS thus the efficiency is higher 
than that of the double-conversion UPS. Most of the power required by the loads flows 
from the mains directly to the loads. The UPS inverter is always operational but for most 
of the time it is only making small adjustments to the voltage magnitude and wave-shape 
that involve supplying only a small current which is composed of reactive and harmonic 
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terms. In the event of a complete mains failure, the isolate switch opens and the inverter 
takes over supplying the entire load current. A new line-interactive UPS is known as a 
"delta-conversion" UPS [14] which uses a series-parallel line-interactive topology. It is 
shown in Fig 1.5. This new topology eliminates the drawbacks of single conversion UPS 
and may behave close to an ideal UPS system. This topology consists of two bi-directional 
converters connected to a common battery set, static switch, and a series transformer. The 
series bi-directional converter (delta inverter) is rated at about 20% of the output power 
of the UPS, which is connected via a transformer in series with the ac line. The second 
bidirectional converter (main inverter) is the usual inverter for a line-interactive UPS, 
which is connected in parallel to the load and it is rated at 100% of the output power. 
Under normal conditions, most of the power is supplied directly from the mains to the 
load. Only a small portion of the total power, usually up to 15%, flows through the series 
and parallel converters. This leads to the relatively high system efficiency since important 
portion of the power flows without any conversion from the mains to the load. This power 
is used to compensate any differences between the input and the output voltages and to 
maintain the input power factor unity. 
Series Inductor 
AC Input >- Load Static Switch 
Bi-Directional 
Converter 
Battery 
Figure 1.4: Block diagram of a line-interactive UPS system. 
In PV systems, a PV array is connected to the utility grid through a power con-
ditioning unit. As an alternative, a PV array can be coupled to the dc bus of an UPS 
system. It is suggested in [15] that, compared to typical grid-connected PV systems, 
PV-UPS systems provide a significant improvement in terms of the economic return on 
the PV investment. The most straightforward approach is likely to be the utilization of 
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Series 
AC Input Load 
DC 
link 
Delta 
Inverter 
Main 
Inverter 
Static 
Switch 
Series 
Bi-Directional 
Converter 
Parallel 
Bi-Directional 
Converter 
Battery 
Figure 1.5: Block diagram of a series-parallel line-interactive (delta conversion) UPS sys-
tem. 
the existing infrastructure by coupling the PV array to an UPS system in which the PV 
array acts as an additional dc input to the system. The PV power, whenever available 
(depending on sunlight), supplies part of the building demand and the balance required 
to meet the load demand is drawn from the pubhc supply system. 
1.4 Problem Description 
Because of the high cost of PV materials, it is important to harvest the maximum available 
energy under any given weather condition in order to make best use of the PV array and 
to do this MPPT is used. There are many MPPT algorithms but not every method is 
capable of tracking PV power effectively under any weather condition. It is believed that 
in existing MPPT algorithms there is a compromise between achieving good accuracy 
and achieving rapid convergence. Clouds effects and shadow effects in an urban setting 
could mean that a combination of PV power tracking accuracy and tracking speed is 
important for maximising PV energy yield. Existing MPPT algorithms will be explored 
and improvements sought. 
In urban areas, typical commercial buildings have very high electricity demand 
during the daytime of weekdays compared to low demand at night time or weekends. 
This leads to the idea of incorporating energy storage to shift part of the electrical load 
from peak hours (high tariff) to off-peak hours (low tariff) to reduce the total electricity 
charge. Thus, one may gain a reward from the difference in tariff and the amount of 
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energy shifted. In addition, the battery serves as a backup supply in an event of power 
supply disturbance. This research concentrates on BIPV that incorporates a UPS function 
and a demand shifting capability installed in commercial buildings with battery storage. 
The system to be considered consists of two energy sources (the ac mains and the PV 
generation), battery storage, dc loads and ac loads. The battery provides continuity of 
energy supply when the ac mains fails and helps to peak-shave the building demand. 
This system configuration requires careful consideration in managing the energy sources, 
battery storage and the demand loads. The energy management for the building has to 
be properly planned in order to ensure continuity of power supply. Since UPS systems 
are well established, the design and control of UPS inverter itself is not covered in this 
research. 
In BIPV-UPS systems, the PV array and the battery are the two components that 
make the largest contribution to the total system cost. PV array cost can be minimized 
by using MPPT but challenges remain for battery cost reduction. The backup supply 
and demand shifting are two duties that require different control and may conflict with 
each other. Sizing the battery should take into consideration the economic implications 
and the chosen UPS support time. A suitable method of analyzing and determining the 
appropriate capacity of battery to fulfil both functions needs to be developed. In addition 
to that, the economic viability of the system has to be analyzed. 
1.5 Thesis Outline 
The structure of this thesis is as follows. 
• Chapter 2 presents the general characteristics of PV devices, types of PV cell, char-
acteristic of PV cells, PV quality measurement and PV array configurations. 
• Chapter 3 gives a brief introduction to BIPV systems and identifies several impor-
tant factors in BIPV design consideration. The incentives for BIPV adoption are 
highhghted. 
• Chapter 4 reviews various MPPT algorithms. From these, the Perturb and Observe 
MPPT algorithm is selected for further investigation. The MPPT algorithm is simu-
lated under various fixed and variable perturbation step-sizes. The MPPT algorithm 
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is tested using direct duty-cycle and current-mode controlled converters. Results are 
presented and explained. 
• Chapter 5 presents the implementation of the hardware and the realization of the 
MPPT algorithm. The construction of PV MPPT test rig is addressed. The im-
plementation of the MPPT algorithm with a digital signal processor is described. 
Experimental results are presented and discussed. 
• Chapter 6 describes the incorporation of demand side management and a UPS func-
tion into a BIPV system. Because of the presence of multiple energy sources, the 
power flow control and the demand management of the proposed system are also 
presented. 
• Chapter 7 presents a stochastic simulation to determine a suitable battery capac-
ity using a Monte Carlo simulation of the BIPV systems. The input data for the 
simulation, such as the measured load profile, local weather data and historical out-
age statistics, are analysed and discussed. The economic evaluation and sensitivity 
analysis of the BIPV system with storage are also presented. 
• Chapter 8 draws the conclusions from this research work and directions are suggested 
for further work. 
The literature relevant to each subtopic is reviewed within the chapters rather than 
in a single introductory chapter. 
Chapter 2 
Photovoltaic Characteristics and 
Generation 
2.1 Introduction 
The word "photovoltaic" is the combination of two terms, i.e. 'photo' which is the Greek 
word that means 'light', while the term 'volt' is named after Alessandro Volta (1745-1827), 
who was a pioneer in the study of electricity. The term photovoltaic also has the meaning 
of'light-electricity' [16]. 
A photovoltaic (PV) cell converts solar energy into dc electricity when it is con-
nected to an electrical load. PV cells are normally connected in series to form a PV module 
that produces a certain voltage level. The PV electricity can be used directly in dc form 
or alternatively it can be converted into ac for the grid connected PV systems. 
For better understanding of the PV energy production, the fundamentals of PV 
devices and the PV functionality should be studied. This chapter describes the general 
characteristics of PV device, which include how the PV cell works, types of PV cell, 
characteristic of PV cells, PV quality measurement and PV array configurations. 
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2.2 The Renewable Solar Energy 
The sun is made up of 80% hydrogen, 20% of helium and only 0.1% of other elements. Each 
square meter of the sun's surface emits a radiant power of 63.1 MW. Just one fifth of a 
square kilometre of the sun's surface is equivalent to the primary energy demand on earth. 
Solar irradiance is the radiant power that is received by a unit surface area. It decreases 
with the square of the distance from the sun. The unit for solar irradiance is Wm~^. The 
solar constant, which is 1366 Wm~^ [17], is the amount of incoming solar electromagnetic 
radiation per unit area, measured on the outer surface of Earth's atmosphere, in a plane 
perpendicular to the rays. The integration of solar irradiance over a certain period of time 
produces solar irradiation, which is measured in Whm~^ or Jm""^ and usually represented 
by symbol H. 
The solar spectrum defines the corresponding spectral irradiance for all wavelengths 
of sunlight as shown in Fig 2.1. Visible light, which covers the range of wavelength between 
0.4 fim and 0.75 fim, accounts for 46% of the spectrum while another 47% consists of 
infrared light and only the remaining 7% is ultraviolet light [18]. It can be seen that the 
sunlight spectrum of the extraterrestrial (AM 1.0) is rather smoother than the spectrum 
of terrestrial (AM 1.5). The uneven spectrum of sunlight for terrestrial is because part of 
the spectral irradiance is absorbed by gases and particles in the atmosphere. 
2500 
Infrared Visible JItraviolet 
Spectrum AM 0 
(Extraterrestrial) 
C 1500 
Spectrum AM 1.5 
(Terrestrial) 
1 2 
Wavelength (jum) 
Figure 2.1: Extraterrestrial and terrestrial spectrum of sunlight [18]. 
Only a fraction of the extraterrestrial irradiance reaches the earth's surface directly, 
whilst other parts are scattered by atmospheric particles into other directions. The air 
mass number (AM) refers to the relative path length of the direct solar beam through 
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the atmosphere. It is a measure of how far light travels through the Earth's atmosphere. 
The sunlight passes through the air mass of the atmosphere only once when the position 
of the sun is perpendicular to the surface of the earth. This condition is known as AM 
1.0 for the region of terrestrial and AM 0 for extraterrestrial. If the position of the sun 
is not perpendicular but it is positioned at a certain tilt angle with respect to the surface 
of the earth, the path of solar irradiance through the atmosphere is longer. Therefore, 
the air mass value is increased. For instance, AM 2 occurs at the angle of 60.1° and 
indicates that the path of the sunlight through the atmosphere is twice as long as AM 
1.0. The AM 1.5, occurring at the angle of 48.2°, has been adopted to be the standard 
sunlight spectrum for terrestrial conditions. This is obvious from the fact that all of the 
photovoltaic module manufacturers use AM 1.5 to test the performance of PV module as a 
standard test condition (STC). The basic concept of air mass is illustrated in Fig 2.2 [19]. 
'Qr 
AM 0 
AM 1.5 
Figure 2.2: Designation of solar air masses [19]. 
Figure 2.3 shows a solar map of the UK and gives the maximum annual amount 
of energy available on a horizontal surface [20]. This serve as a useful guide to the basic 
energy available and leads us to the total annual solar irradiation on a surface tilted where 
the PV generated output is maximized. 
2.3 The Photovoltaic Effect 
The photovoltaic effect was discovered by scientists almost two centuries ago. In 1839, 
Antoine-Cesar Becquerel, a French physicist observed that shining light on an electrode 
Earth Surface ^^T^B^tmosphere 
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4' 2 
2.2 kWh/m /day 
Figure 2.3: The annual solar irradiation (kWh/m^/day) in the UK [20]. 
submerged in a conductive solution would create an electric current. In the same year, 
another French physicist named Edmond Becquerel found that a certain material would 
produce a small amount of an electric current when it was exposed to light, which was 
then described as the photovoltaic effect. Later, scientists at Bell Laboratories developed 
the first crystalline silicon photovoltaic cell, which had an efficiency of 4% in 1954 [21]. 
There have been many researches carried out throughout the following decades to improve 
the efficiency of the PV cell. As a result, crystalline silicon devices have become more 
efficient, reliable and durable nowadays. At the same time, other promising materials 
such as poly-crystalhne (multi-crystalhne) silicon, amorphous silicon, cadmium telluride, 
gallium arsenide and copper indium di-selenide have also been explored by industries and 
government institutes. 
The photovoltaic effect is the fundamental physical process of a PV cell, in which 
it converts the solar irradiance into electrical energy. Solar irradiance is composed of 
photons which are packets of solar energy. These photons contain different amounts of 
energy that correspond to different wavelengths of the solar spectrum. During day fight, 
when photons strike onto the surface of a PV module, some of the photons are refiected 
by the surface while the remaining photons may be absorbed by the PV cells or pass 
through the PV module. The photons of sufficient energy absorbed in a semiconductor 
can strike valence electron of an atom of the PV material. Then, the electron is detached 
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from a bond in the lattice of the semiconductor material. This leaves a space in the 
crystal structure where an electron once resided (and bonded), so called a 'hole'. This 
is known as the formation of an electron-hole pair. Photovoltaic cells contain an electric 
field that is created when semiconductors with different electrical characteristics come into 
contact. The electric field at the p-n junction of the semiconductor exerts a force on the 
photo-generated electrons and holes which drives positive and negative charges in opposite 
directions. If the PV module is attached to an external circuit or to a dc load, electrons 
can flow from the n-type semiconductor through the circuit and flow back to the p-type 
semiconductor, where the electrons combine with the holes to repeat the process. The 
movement of charge carriers (through an external circuit) is defined as the PV electricity. 
Figure 2.4 illustrates the basic principle of the photovoltaic effect with the detail structure 
of a PV module [22]. 
Antireflection Coating 
Transparent Adhesive 
Cover Glass 
Solar Irradiance (Sunlight) 
lliU 
D-Type Semiconductor 
p-Type Semiconductor 
Current Front Contact 
Load 
Back Contact 
Figure 2.4: Construction of solar cell and photovoltaic effect [22]. 
Photons with only certain level of energy are absorbed by PV cells. The level of 
energy is known as the band-gap energy and normally measured in electron-volts (eV) [23]. 
An electron-volt is equivalent to the energy an electron acquires when it passes through 
a potential of 1 volt in a vacuum. The band-gap energy is the amount of energy required 
to move an outer-shell electron from the valence band to the conduction band and it is 
different for each material. 
In semiconductors, photons that have less energy than the band-gap of the partic-
ular semiconductor are not absorbed. Such photons pass right through the semiconductor 
as if it were transparent glass. However, almost all light with energy more than that 
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needed to free an electron in a given semiconductor is absorbed by that semiconductor in 
a good PV device, but only the band-gap energy is converted into electrical energy. 
Sunlight is a spectrum of energies and semiconductors are transparent to light 
that does not have enough energy to generate an electron-hole pair. The band-gap of a 
semiconductor has to be very small in order to absorb all the solar photons. However, 
in practice there is a compromise in most photovoltaic materials where a band-gap that 
allows both reasonable current and voltage level is chosen [22]. This is because the electric 
field that drives the current is proportional to the semiconductor's band-gap and the 
voltage of PV cells is directly related to the strength of the electric field between two 
semiconductors. Therefore, decreasing the band-gap will increase the PV cell current and 
in turn decreases the cell voltage, and vice versa. Crystalline silicon and amorphous silicon 
have band-gap energies of 1.12 eV and 1.75 eV respectively [24]. Figure 2.5 illustrates the 
level of energy absorbed by, and energy passed through, three different materials, i.e. 
silicon, gallium arsenide and aluminum gallium arsenide. Other PV cell materials have 
band-gap energies ranging from 1 eV to 3.3 eV. The energy in the spectrum of sunhght, 
ranging from infrared to extreme ultraviolet, are presented in Table 2.1 [25] which shows 
that the energy increases with the decrease of wavelength. 
Light Energy 
Aluminum 
Gallium 
Arsenide 
Absorbs 
> 1.7 eV 
Silicon 
Absorbs 
> 1.1 eV 
Galliu 
Arsenide 
Absorb 
> 1.43 eV 
PV Ce PVCell 
< 1.1 eV < 1.43 eV < 1.7 eV 
Figure 2.5: The level of energy absorbed by different materials of PV cells. 
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Table 2.1: Energy corresponding to radiation wavelength in the solar spectrum [25]. 
Energy (eV) Wavelength (/im) Spectrum (Class) 
0.1 2.9000 Infrared 
0.3 0.9667 Infrared 
0.6 0.4143 Visible 
0.9 0.2900 Ultraviolet 
2.6 0.0967 Extreme UV 
2.4 Electrical Characteristic of P V Cells 
Figure 2.6 shows the equivalent circuit for a PV cell. From this circuit, the equivalent 
circuit current, /, can be expressed as a function of the cell's voltage V by [24,26]: 
' . C D 
a 
i 
Li 
Rp 
Rs I 
•AAA/ •» + 
V 
Figure 2.6: Equivalent circuit of photovoltaic cell. 
I = II - Id - Ish (2.1) 
where. 
I = I I - h 
V+I-R« 
e — 1 V + LRs 
Rv 
(2.2) 
IL = IL{TI){1 + KO{T-TI)) (2.3) 
— Isc{TI)\Q G 
'{nom) 
(2.4) 
KQ ISC{T2) - IsCjTl) 
T2-T1 
(2.5) 
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/ T \ n 2Y3.( i M 
= (2.6) 
4 ( t i ) = Isc(TI) 6 (2.7) 
I : PV cell output current (A) 
II- Photocurrent (A) 
ID- Diode current (A) 
Ish- Shunt current (A) 
/q: Cell reverse-saturation current (A) 
IsC' Short circuit current (A) 
V: Cell terminal voltage (V) 
Vg: Band-gap energy (eV) 
Vbc: Open circuit voltage (V) 
VT'- Cell thermal voltage, Vy = kT/q (V) 
KQI Short circuit current-temperature coefficient at 25 °C (A/°C) 
G{nom)' Solar irradiance at nominal temperature, 25 °C (1000 Wm~^) 
n: Ideality factor (diode quality factor) 
G: Solar irradiance (Wm~^) 
k: Boltzmann's constant (1.38xl0~^^) 
qi Electronic charge (1.602x10"^® C) 
T: Temperature of the photovoltaic device (K) 
Ti: Nominal temperature (273 -I- 25) K 
Tg: Temperature at (273 4- 75) K 
Rs'. Lumped series resistance (O) 
Rp'. Lumped shunt resistance (O) 
Figure 2.7(a) shows the equivalent circuit for an open-circuit condition of a PV cell 
with the assumption that Rp is very large and Igh is neglected. Thus, the open circuit 
voltage can be expressed by the Equation 2.9. 
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I — II — Id = Q (2.8) 
VQC = NVR In h + h 
h 
(2.9) 
/ = 0 
O + 
y V v=o 
(a) Open circuit condition (b) Short circuit condition 
Figure 2.7: PV equivalent circuit. 
The short-circuit current of a PV cell can be approximated by the equation 
Isc = II (2.10) 
in which the series resistance Rs is neglected, as shown in Fig 2.7(b). 
In most cases, the manufacturers of photovoltaic modules provide parameters such 
as the short-circuit current of the module, open-circuit voltage, and current at the maxi-
mum power point (MPP), voltage at MPP and the I-V characteristic at the standard test 
condition of AM 1.5, 1000 Wm~^ and at temperature of 25 °C. A PV module is usually 
made up from 36 or 72 cells connected in series to produce a higher open-circuit voltage. 
Figure 2.8 illustrates a typical I-V and P-V output characteristic curve of a 36-cell PV 
module. It is vividly shown that for every PV module, only one MPP occurs under a 
constant solar irradiance and temperature. 
The solar irradiance and the PV device's temperature are the two important factors 
that influence the amount of solar energy harvested by PV modules. The short circuit 
current increases with the increase of sunlight intensity and the open circuit voltage of PV 
modules decreases with the rise of temperature. Thus, the power generated by PV modules 
is high when the solar irradiance is high under low ambient temperature. The impact of 
solar irradiance and PV device temperature on the PV I-V and P-V characteristics are 
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Figure 2.8: The I-V and P-V characteristic of a PV module. 
illustrated in Fig 2.9. 
Figure 2,10 shows the relationship between the PV I-V characteristic curve and the 
load characteristics. Under a constant solar irradiance and temperature, the operating 
point of a PV array is determined by the intersection of the I-V characteristic curve and 
the load characteristic. In Fig 2.10, the load characteristic is represented by a straight line 
with a gradient of I/V = 1/R, where R is the load resistance. If there is no load connected 
to the PV array, the operating point is based at the VQC- If the terminals of a PV array 
are shorted, the operating point moves to the Isc- As the resistance connected to the PV 
varies from infinity to zero, the operating point moves from the point VQC to Isc- RMPP 
is the resistance value that sets the operating point at MPP. If the load resistance is tuned 
to a lower value than RMPP, the operating point would be moved towards Ri. Conversely, 
if the load resistance is tuned to a higher value than RMPP, the operating points would be 
moved towards % . In short, the MPP can be obtained by matching the load resistance 
to the PV array I-V characteristics. 
N o n Ideal I-V and P - V P V Characteristics 
The I-V and P-V characteristic curves introduced above are obtained using 
ideal PV model In practical, a PV module is formed by series and parallel con-
nections of PV cells in order to achieve a certain voltage or current level and a PV 
string is a connection of several PV modules in series. 
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Figure 2.9: The effect of solar irradiance and temperature on PV I-V and P-V character-
istics. 
In real life, there are possibilities that parts of the PV modules being shaded, 
such as moving clouds and trees. In that case, there may be multiple local maximum 
power points in P-V curve because the entire PV area is exposed to non-uniform 
solar irradiance [27]. Under certain weather conditions, each cell in the string con-
nections (in a PV module) may not receive the same amount solar irradiance. This 
phenomenon may create a mismatch effect where the individual cell cannot operate 
in their maximum power point because all the cell voltage (in a parallel connection) 
or the cell current (in a series connection) is forced to be equal. The P-V curves of 
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Figure 2.10: The relationship between the I-V curve and the PV load characteristic. 
various interconnected modules may differ from each other because different expo-
sure of solar irradiance and different temperature of each module. 
An example of the effect of mismatch among PV modules under non-uniform 
solar irradiance is reported in [28,29]. In this reference, an experimental test setup 
consisted of a PV string (a series connection of PV modules) and a PV shunt (parallel 
connection of PV modules of which cells are connected in series in each module) 
were tested under a few conditions of which partial shading effect was applied. The 
measurements of P-V characteristic curves under an uniform insolation and three 
partly shading solar irradiance conditions are shown in Fig 2.11 [28]. It can be 
observed from the Fig 2.11(a) that the P-V curve looks similar as the ideal case 
described above. In Fig 2.11(b), where one cell is shaded, the MPPT of the P-V 
curve for the string connection falls a httle from the ideal MPP. When several PV 
cells are shaded (Fig 2.11(c)), the MPP of the P-V curve falls much more than the 
previous case. This phenomenon creates multiple local MPPs which poses a great 
challenge to maximum power point tracking ability. In Fig 2.11(d), where more than 
one PV modules are partly shaded, the P-V curve deviates drastically as compared 
to the ideal case. This phenomenon causes a loss of opportunity for PV modules to 
harvest the maximum available solar energy. It must be noted that the P-V curve for 
shunt connection shown in the figure is rather smoother than the series connection 
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because it was claimed in [28] that current (in series connection) mismatch has large 
impact on energy harvesting but voltage (in shunt connection) has little. 
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Figure 2.11: The P-V curves under several partial shading test conditions [28]. 
2.5 P V Cells and Efficiency 
Solar cells can be divided into two general categories, namely crystalline silicon cells and 
thin film cells. There are two types of crystalline silicon cells, which are mono-crystalline 
cells and poly-crystalline cells. The appearance of a mono-crystalline cell only appears 
in dark blue, grey or black while a poly-crystalline cell is typically blue and silver gray. 
Though the conversion efficiency of poly-crystalline cells is slightly lower than mono-
crystalhne cells, the former type of cell has lower cost compared to the latter type of 
cell. The development of thin-film cells began in the 1990s. This type of cell has advan-
tages resulting from the very thin cell layer: less semiconductor and less primary energy 
consumption in the production [30]. However, the cell efficiency is much lower than the 
efficiency of crystalline silicon cells. The efficiency of a solar cell is calculated from the 
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relation of the surface specific power produced at the MPP, PMPP, and the solar irradi-
ance, G. For a surface, A, the cell efficiency or the module efficiency is calculated using 
the following equation. 
PMPP 
Various cell types and their efficiency are summarized in Table 2.2 [30]. 
Table 2.2: Cell types and cell efficiency. 
(2.11) 
Cell Type Cell Efficiency (%) 
Crystalline 
Silicon Cells 
Mono-crystalline Cells 15-18 
Poly-crystalline Cells 13-16 
Poly-crystalline Cells (made of poly-
crystalline wafers produced by ingot 
casting) 
10 
Poly-crystalline Band Cells 
i.edge-defined file-fed growth (EFG) 
ii.string ribbon 
iii.dendritic web 
14 
12 
13 
Poly-crystalline Thin-Layer Cells 
(APex) 
9.5 
Thin Layer 
Cells 
Amorphous Silicon Cells 5-8 
Copper-Indium Deselenide (CIS) 7.5-9.5 
Cadmium-Telluride Cells (CdTe) 6-9 
Dye Cells 12 (Laboratory test) 
Microcrystalline and Micromor-
phous Cells 
8.5-12 
According to the record kept by the U.S. Department of Energy, a concentrator solar 
cell produced by Boeing-Spectrolab has achieved a world-record conversion efficiency of 
40.7% in 2006. The cell was developed using a unique structure called a multi-junction 
solar cell with an optical concentrator. Because of the multiple junctions this type of PV 
cell achieves a higher efficiency by capturing wider range of the solar spectrum [31]. 
Besides the PV cell efficiency, the fill factor (FF) is also important. FF is another 
defining term in the overall behaviour of a solar cell which is defined as a quotient of the 
MPP and the theoretical maximum power that results as the product of short circuit-
current, Isc, and open-circuit voltage, VQC- This relationship is illustrated in Fig 2.12. 
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Figure 2.12: Fill factor and its relationship to PV characteristic curves. 
FF = VMPP X I MPP PMPP (2.12) 
Voc X IsC Voc X Isc 
The closer the value of the fill factor is to unity, the better the operation of the PV 
cell. 
2.6 Simulation of P V Modules 
Solar cells can be connected either in series or in parallel connection. For series intercon-
nection of similar PV cells, the total voltage of the PV string is equivalent to the sum of 
all the PV cell voltages. For the parallel interconnection of PV cells, the current of the 
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PV group is the total of all the PV cell currents. 
The equations for photovoltaic cells (Equation 2.1 to Equation 2.7), were used as 
a basis for a PV module simulator implemented in Matlab/Simulink environment. The 
BP 365U, which is a 65-watt multi-crystalline PV module, was selected as the PV module 
example. The characteristics of this PV module are listed in Table 2.3. This PV module 
consists of 36 PV cells connected in series. The block diagram of the PV module simulator 
is illustrated in Fig 2.13. All the PV cell equations were masked in the PV simulator block. 
This PV simulator will be used for assessing control methods and wider system issues in 
this research work. In this PV simulator, it was assumed that the PV module received 
uniform solar irradiance where each cell in the cell-string is exposed to the same amount of 
sunlight. Therefore, there will be only one maximum power point under certain pre-defined 
weather condition. 
PV Module Simulator 
Solar Irradiance,' 
G 
PV Module 
Temperature, T 
PV Current 
I 
y / » Load 
PV Voltage, V 
Figure 2.13; PV simulator implemented in Matlab/Simuhnk environment. 
The PV module simulator consists of three input parameters, i.e. the solar irradi-
ance (Wm~^), the module temperature (°C) and the instantaneous PV voltage; the output 
of the simulator is the PV current. The solar irradiance and the device temperature can 
be set as a constant or they can be modelled as a variable in time series. The simulated 
effect of solar irradiance and the PV module temperature on the I-V and P-V character-
istic of the PV module are illustrated in Fig 2.14. As the solar irradiance increases, the 
PV module current increases. Hence, the power produced by the PV module increases. 
In contrast, the open-circuit voltage of the PV module decreases with a rise of module 
temperature. Therefore, it is advantageous to keep the PV module temperature low in 
order to extract the maximum power. 
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Table 2.3: Electrical Characteristics of the 65W Multi-Crystalline Photovoltaic Module 
(BP 365U) at Standard Test Condition. 
Parameter Value 
Maximum Power {PMPP) 65 W 
Voltage at PMPP {VMPP) 17.6 V 
Current at PMPP {IMPP) 3.69 A 
Short Circuit Current {Isc) &99A 
Open Circuit Voltage (Voc) 22.1 V 
Temperature Coefficient of Isc (0.065 ± 0.015)%/°C 
Temperature coefficient of VQC -(80 i 10) mV/°C 
NOCT (Nominal Operating Cell Temperature) 47 ± 2 °C 
Standard Test Condition (STC): 1 kW/m^ (1 Sun) 
at spectral distribution of AM 1.5 and cell temperature of 25 °C . 
25 °C 
50 °C 1000 W/m 
600 W/m^ 
200 W/m: 
6 8 10 12 14 16 18 20 22 24 
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(a) I-V characteristic 
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-25 °C 
50 °C 
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PV Voltage (V) 
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Figure 2.14: Simulated I-V and P-V characteristics of a PV module under varying solar 
irradiances and PV module temperatures. 
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2.7 P V Module Configuration 
There are several PV module configurations that can be used in setting up a PV system. 
There are three popular configurations for interconnection of power converters, namely 
central interconnection, string connection and individual PV module. These connections 
are illustrated in Fig 2.15. 
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Inverter 
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(c) individual PV module connection 
Figure 2.15: PV module configurations. 
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The first generation of PV technology was based on centralized interconnection 
(Fig 2.15(a)), which was interfaced to a central power conditioning unit. The PV modules 
were divided into series connections (called a string), each generating a sufficiently high 
voltage to avoid further amplification. These series connections were then connected in 
parallel, through string diodes (also known as blocking diodes), in order to reach high 
power levels. The string diodes were used to block the reverse injection of current generated 
by other PV strings. The power conditioning unit (either a dc-dc converter or an inverter) 
is required to regulate the voltage or to convert the dc power into ac power for grid 
connection. This centralized PV modules connection has some limitations which include 
[32] 
• mismatch losses caused by using a single maximum power point tracking (MPPT) 
converter for a large number of PV modules, 
• losses and risk of electrical arc in dc wiring, 
• poor expandability and adaptabihty to customers' requirements due to little design 
flexibihty. 
In addition to that, if one of the modules in a PV string is shadowed, it would operate as 
a load to the other PV strings. Consequently, it leads to a lower power generation from 
the entire PV strings. On the other hand, if the modules are connected in parallel, the 
particular shadowed module is still able to,generate current, but the input voltage to the 
power converter would be inevitable low due to the parallel connection. 
To date, the string PV connection (Fig 2.15(b)) has been apphed in most PV imple-
mentations. This configuration uses a PV string (formed by a few PV modules connected 
in series) to obtain a high input voltage to the inverter. The significant advantage of this 
configuration is that it avoids the losses generated by the string diodes. Besides, individual 
maximum power point tracking can be apphed to each PV string to optimize the power 
that the PV string can produce [33]. Another benefit of this configuration is that it helps 
to reduce the expensive dc wiring which is necessary for the centralized PV configuration. 
The last type of PV configuration is an individual PV module, where the inverter 
is integrated as a part of the PV module itself (Fig 2.15(c)). The advantage is that 
it reduces the losses due to mismatch between modules and inverter. It also supports 
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optimal adjustment between the module and the inverter and the so called hot-spot risk is 
avoided [34]. Hot-spot can occur when a cell in a string connection is shaded, damaged, or 
simply generates less current than the other cells in a module. The overall string current 
is limited by the shaded/damaged cell. If the series string is short circuited, the forward 
bias across all cells in the string reverse biases the shaded/damaged cell. Then, hot-spot 
heating occurs when a large number of series connected cells cause a large reverse bias 
across the shaded/damaged cell, leading to large dissipation of power in the poor cell. 
Thus, a better efficiency may be achieved by using a single PV module configuration. 
This modular structure is flexible and open to expansion of the system. It also has the 
opportunity to become a 'plug and play' device which would be easy to deploy and dc 
wiring is minimised. However, there are drawbacks concerning efficiency due to the low 
power ratings involved. Further, replacements in case of inverter faults may be difficult 
and expensive [32]. An overview of some power conditioning properties for the above 
discussed PV system configurations are summarized in Table 2.4 [35]. 
Table 2.4: Power conditioning characteristic of different PV module configurations [35]. 
Centralized-PV 
Configuration 
String-PV 
Configuration 
Module-PV 
Configuration 
DC Installation Complex dc in-
stallation and 
protection 
No dc junction 
box 
No dc installation 
DC-Voltage Level 65 - 550 V 170 - 550 V 34 - 70 V 
DC Losses 1 - 5 % (dc volt-
age and distance 
dependent) 
1% (due to short 
dc lines and high 
dc voltage) 
Neghgible 
Inverter Losses 6% 4% 8% 
System Behavior 
with Heteroge-
neous Irradiance 
Distribution 
Not suitable for 
varying module 
operation, shad-
ing losses depends 
on PV array con-
figuration 
With the suit-
able PV panel 
arrangement 
Supplementary 
losses due to 
partial shading or 
varying module 
orientations 
Monitoring Easy Difficult with 
large systems 
Difficult with 
large systems 
Maintenance and 
Repair 
Easy Installed inverters 
are sometimes dif-
ficult to reach 
Installed inverters 
are sometimes dif-
ficult to reach 
For the new generation of PV technology, a new PV configuration has been intro-
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duced in [36] which is known to be the multi-string converter. Multi-string converters 
are symbiosis of the two main competitors in PV system technology, the central converter 
and the string converter. The basic structure of the multi-string converter is shown in 
Fig 2.16. It consists of several modularly extendable dc-dc converters each connected to 
one common inverter. This configuration allows a string-specific MPPT controller to be 
attached to each of the strings. Thus, an optimal energy yield can be obtained espe-
cially in PV systems having strings with different operational conditions {e.g. shading 
effects, orientation). Although it is acknowledged that the individual PV module is the 
best configuration in terms of energy efficiency. The multi-string converter comprises the 
advantages of 
• high energy yield due to local MPPT converters compared to the centralized config-
uration 
• only one inverter is required 
• reduction of PV system cost by avoiding the expensive dc installation 
• optimum monitoring of PV system 
• rated power of dc-dc converter is not limited because this configuration features 
modular expandability but the inverter needs to be resized accordingly. 
PV Module String 
MPPT 
Converter 
Inverter 
Figure 2.16: The basic structure of the multi-string concept. 
Chapter 3 
Building Integrated Photovoltaic 
In urban areas, the implementation of PV technology, especially medium to large scale 
PV systems remain difficult due to the lack of available land for PV array installation. 
Therefore, the idea of integrating photovoltaic modules into buildings has developed. This 
chapter introduces building integrated photovoltaic (BIPV) systems and several important 
factors in BIPV design are discussed. The incentives available for BIPV realization are 
also reviewed. 
3.1 Introduction 
The term building integrated photovoltaics refers to photovoltaic modules that have been 
designed to form an integral part of a building material, as opposed to standard pho-
tovoltaic modules which are generally mounted onto an existing roof [10]. It represents 
the combination of proven renewable power technology and building materials suitable for 
traditional building practices. It means that solar panels are planned and built along with 
the building structure. This combination offers a number of advantages [37,38]: 
1. Financial appeal - costs are combined for a building material and a power source 
while installation costs are reduced for new build buildings or when a building is 
refurbished 
2. Increased potential area for PV installation - building integrated PV can be installed 
on the building roof, building wall or glazed surfaces using semi-transparent PV 
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products 
3. Easy integration to standard construction practices - can be retrofitted to existing 
constructions 
4. Improved appearance - modules can be architecturally elegant and provide the build-
ing owner with a highly visible public expression of their environmental commitment. 
The integration of PV into a building can be done by the following approaches: 
• Curtain wall for vertical and inclined facades 
• Pitched and flat roof mounted, roof light (semi-transparent PV module) 
• Integrated roof cladding, sheeting and tiling 
• Rain screen cladding and sunshades. 
The realization of BIPV projects and applications has been intensively pursued by 
many countries [39-42]. Case studies which highhght the design and development of BIPV 
have been presented in [43] and several BIPV facades installed in Battery Park City, New 
York have been reported in [44]. These projects have been successfully installed and the 
systems have been maintaining well. 
3.2 B I P V Design Considerations 
Practical BIPV design requires many considerations ranging from the technical and me-
chanical aspects to economic constraints. In this thesis, several important factors have 
been selected for further discussion. These factors include an understanding of the local 
solar irradiance, PV array orientation and tilt angle of the installed PV array. The details 
of maximum power point tracking, which applies to all PV, will be further explained in 
Chapter 4. 
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3.2.1 Solar Irradiance 
The energy available at any given latitude on the earth (on the assumption of a per-
fectly transparent atmosphere) can be represented by a single-valued function [45]. The 
equations for daily average solar irradiance on a horizontal surface, W, are expressed as 
follows [45,46]. 
For latitudes, (f), where there is no sunset, the daily solar irradiance is given by 
86.450 . 
W = — 2^—s™*/* (3.1) 
where So is the solar constant which is expressed in Wm~^, a is the declination of the sun 
and p is the ratio of the earth-sun distance and the semi-major axis. 
For latitudes where there is daily sunset and sumise, the daily irradiance is repre-
sented by 
W = (ij"osin0 sincT + cos<^  coscr sini^o) (3.2) 
•np'^ 
where HQ is the absolute value of the hour angle at sunrise and sunset which is given by 
COSHQ = - t&n(J) tana. (3.3) 
As an example of real weather conditions, Fig 3.1(a) presents the global solar 
irradiance measured on a horizontal surface and the ambient temperature, both were 
measured on a typical autumn day at Imperial College London. It is noticeable that 
the solar irradiance changes drastically, which is due to cloud shading. The temperature 
variation is not large and is relatively smooth. The production of solar energy depends 
predominantly on solar irradiance and is less sensitive to temperature. As was observed in 
Fig 2.14(a), the short-circuit current of a PV module is proportional to the solar irradiance 
level. In [47] it was further shown that there is a linear dependence between the current 
at the maximum power point and the short circuit current. Without a proper MPPT, an 
BIPV installation may fail to realise the expected energy yield as the system is unable 
to track the maximum available energy effectively. Figure 3.1(b) shows the derivative of 
data in Fig 3.1(a). This derivative, A Solar Irradiance/A Time, shows the speed of solar 
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irradiance changes in time (rate of change). It gives an identification of how quick the 
solar irradiance changes, such as the speed of moving clouds. Prom Pig 3.1(b), it can be 
seen that the maximum rate of solar irradiance change is about 8 W/m^/s. This rate of 
change means that a drastic change of 100 W/m^ solar irradiance would take up to 12.5 
seconds. The plot gives a brief indication of how fast a maximum power point tracking 
should response to drastic changes of solar irradiance. 
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8 
m 400 
Time (hour) 
(a) Solar irradiance and ambient temperature 
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(b) derivative of solar irradiance and temperature from (a) 
Figure 3.1: Weather data measured on a horizontal surface, 8*^  October 2006 at Imperial 
College London. 
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3.2.2 P V Orientation and Tilt Angle 
Amongst the BIPV design considerations, PV module orientation and tilt angle are the 
two important aspects because they have significant effect on the yearly energy yield. The 
optimum orientation and tilt angle ensure that the production from solar energy system 
is at its maximum and best use is made of the PV array. The PV array may either be 
fixed, sun-tracking with one axis of rotation or sun-tracking with two axes of rotation as 
illustrated in Fig 3.2. For a fixed PV array, the tilt angle is the angle from horizontal of 
the inchnation of the PV array, e.g. 0° represents horizontal; 90° represents vertical or 
facade, while the azimuth angle is the angle clockwise from north of the direction that 
the PV array faces. The azimuth angle for the north direction is defined as 0°, east +90°, 
south +180° and west +270° [48]. For a sun-tracking PV array with one axis of rotation, 
only one of these angles is predefined. The tilt angle and the azimuth are not defined 
for sun-tracking PV arrays with two axes of rotation. The angle of solar incidence on a 
tilted PV model and the angle of the sun position are illustrated in Fig 3.3. Based on 
Fig 3.3, the amount of solar irradiance incident on a tilted PV module surface Wmodule 
is the component of the incident insolation which is perpendicular to the module surface. 
The relationship of Wmoduie> the daily horizontal global solar irradiance W (Equation 3.1 
or Equation 3.2), the solar elevation angle from horizon 7^  and the tilt angle of the module 
7p (Fig 3.3) can be expressed by [49] 
(3,4) 
81117, 
The recommended azimuth and tilt angle are different for different location in 
order to maximize the solar energy production. The tilt angle has a major impact on 
the solar radiation incident on a surface. For a fixed tilt angle, the maximum power 
over the course of a year is obtained when the tilt angle is equal to the latitude of the 
location [50]. For a particular season, for instance the maximum output power in winter, 
the photovoltaic modules tilt angle should equal local latitude +15° (max +20°). This tilt 
angle is specifically suitable for areas where the winter load is greater than the summer 
load [51]. However, the accurate and maximum energy output of large PV systems should 
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be based on exact calculations, because the PV energy is governed by many different 
factors, such as local climatic conditions (local seasonal solar radiation and temperature). 
In the UK, increasing the PV azimuth angle favours afternoon energy production, while 
decreasing the azimuth angle favours morning energy production. Table 3.1 reflects the 
relative solar yield (percentage of maximum local annual solar input) for horizontal and the 
best tilt angle for maximum solar energy yield facilitates the comparison of the different 
locations. The maximum annual incident solar radiation in the UK is usually at an 
orientation of about due south and at a tilt from the horizontal equal to the latitude 
of the site minus 20° [52]. This reference was a report on a development of several PV 
systems to investigate the optimisation of the day-lighting and PV capability of the roof 
and the PV modules and also the natural ventilation strategy of PV system. The study 
confirmed that the optimum angle for a stand-alone array in Cambridge is about 31° which 
is consistent with the rule-of-thumb of latitude less 20°. 
Table 3.1: Annual solar yield for different locations on the globe. 
Location 
Best 
Solar yield 
(kWh/m2) 
Description of 
location 
Horizontal 
Surface 
solar yield: 
Best Tilt 
Angle 
Best 
Azimuth 
Stockholm 1145 Latitude: 59.1°N Longitude: 17.6°E 84 % 40° 180° 
Zurich 1167 Latitude: 47.4°N Longitude: 8.6°W 91 % 30° 180° 
Los Angelas 2103 Latitude: 33.5°N Longitude: 118.1°W 89 % 28° 180±30° 
Mexico City 1903 Latitude: 19.2°N Longitude: 99.1°W 95 % 40° 180±60° 
Singapore 1626 Latitude: 1.1°N Longitude: 104.1°W 100"% 0° 180±90° 
Some BIPVs may be constrained by shading (by buildings or trees) or the building 
structure itself and so it is not advisable to install PV module at the (otherwise) optimum 
angle. In most cases, PV modules are integrated as a part of the building wall (facade) 
and the building roof, and so, choice of angles may be restricted. 
In order to understand better the effects of the orientation and PV tilt angle, the 
expected PV energy yield using the weather data of London, United Kingdom has been 
investigated. The optimum tilt angle for a PV module in London is approximately 30° [52]. 
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Figure 3.2: Fixed tilt, one-axis tracking and two-axis tracking PV system. 
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Figure 3.3: Angle of solar incidence on a tilted PV model [48]. 
Figure 3.4 shows the average PV energy yield per meter square over a year computed 
for a standard mono-crystalline PV module for four orientations and both optimum tilt 
and facade installation (90° tilted). The figure shows that PV energy yield reaches the 
maximum during summer for all orientations but with different peaks because the optimum 
PV inclination does not expose to the same amount of irradiance for all orientations. For 
the facade installation, the energy yield varies throughout the year depending on the 
orientation that exposed to the sunlight. The yearly PV energy yield is shown in Fig 3.5. 
The plots show that the south orientated PV module produces the largest amount of 
energy while the north orientated produces the least. The east and west orientated cases, 
both produce approximately the same amount of energy over a year for optimum tilt 
angle. For facade design where the tilt angle is set at 90°, the annual energy produced is 
significantly reduced by about 19% for south orientated and 22% for both east and west 
orientated as compared to the case of optimum tilt angle. It is not worth installing PV 
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modules on the north orientated building walls in London because it is shaded by the 
building itself. 
South West — — East 
North — • — South West — * — East 
East and West (Overlapped) 
150 200 
Day 
Figure 3.4: Solar energy yield for different orientation in London, (above) at optimum tilt 
angle, (below) facade installation. 
A two-axis tracking PV system would harvest the maximum available solar energy 
at a particular location by tracking the sun's daily trajectory over a year. However, this 
will require extra elements such as a motor and a sun tracking controller which would 
increase the system cost. Further, it is not practical to install an ideal PV module tracker 
onto buildings. A potential approach to improving the energy yield is an adjustable tilt 
angle only. For instance, a two-angle structure (bi-yearly tracking) can be used in which 
PV array are titled at the optimum tilt angle during summer and then tilted manually 
to the best performance angle during winter. The expected energy yield with different 
combination of angles is presented in Fig 3.6, which suggests that the best performance 
is the combination of optimum angle and a secondary tilt angle at 60°. This combination 
can increase the PV energy yield as much as 8%. 
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Figure 3.5: Comparison of the annual PV energy yield for different orientation and tilt 
angle. 
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Figure 3.6: Comparison of the annual PV energy yield with respect to the secondary tilt 
angle. (Note off-set on the vertical axis.) 
3.3 B I P V Incentives 
The capital cost of PV remains very high and thus investment in PV is not economically 
viable on the basis of energy revenue alone. A large variety of measures have been in-
troduced and practised worldwide to promote photovoltaic systems. This section focuses 
on the support measures for PV systems primarily for the commercial sector in the UK. 
There are three relevant incentives: the Low Carbon Buildings Programme, the Renewable 
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Obligation and the Climate Change Levy. These incentives are explained in the following 
subsections. 
A. Low Carbon Buildings Programme 
The Low Carbon Buildings Programme (LCBP) was launched in 2006 by the 
Department of Trade & Industry (DTI) [53]. The programme provides grants for 
the installation of micro-generation technologies in a range of buildings to include 
households, community organisations, public, private and the non-profit sectors. It 
is also the purpose of the programme to demonstrate the idea of incorporating the 
micro-generation and energy efficiency to create low carbon buildings. It is part of 
the DTI's micro-generation strategy which funds a range of micro-generation tech-
nology that includes solar photovoltaic. There are two streams of grants available in 
LCBP, one of which is for the commercial sector. Large commercial organizations 
can apply for this incentive to aid reducing the PV system cost. Up to 40% of the 
total installation costs may be granted to successful applicants provided that the 
installations are designed and installed by accredited installers. 
B. Renewables Obligation 
The Renewables Obligation [54] is the UK government's main mechanism to 
support renewable energy. It was introduced in 2002. Under this obligation, the UK 
electricity suppliers are required to source an increasing proportion of their supply 
from eligible renewable technologies. Renewable Obligation Certificates (ROCs) are 
awarded by The Office of Gas and Electricity Markets (Ofgem) to accredited gen-
erators for every megawatt-hour of renewable electricity generated. Anyone who is 
able to produce renewable energy electricity can apply to the Ofgem to be registered 
as an accredited generator. In this scheme, generators that are unable to source the 
required amounts of renewable energy have to purchase ROCs instead. The price 
of a ROC is adjusted in line with the retail price index. ROC prices have ranged 
from as low as £35.40/MWh (October 2005) to up to £5L76/MWh (July 2004) [55]. 
The monthly ROC price per MWh is presented in Fig 3.7 [55] (the value shown is 
the lowest ROC price for the particular month). Commercial BIPV owners that 
produce sufficient PV energy may gain revenue from sellling the ROCs awarded to 
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them. 
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Figure 3.7: The monthly ROC price. 
C. Climate Change Levy 
The UK Climate Change Levy (CCL) is a tax on the use of non-renewable 
energy in the non-domestic sector but excludes small commercial businesses. It was 
brought into force on 1st April 2001 [4]. This levy plays a major role in helping 
the UK to meet its target for reducing greenhouse gas emissions and aligns with 
the Kyoto Commitment. The rate of levy for electricity is 0.43 p/kWh. This levy 
package is aimed at reducing the carbon dioxide emissions by at least 2.5 million 
tonnes a year by 2010. BIPV owners can save money by producing PV energy 
because the PV electricity generation is exempted from the levy. 
3.4 Summary of the Reviewed B I P V 
Important BIPV design considerations including the solar irradiance, PV orientation and 
tilt angle have been discussed. The discussion identified that the yearly energy yield is 
strongly dependant on the PV orientation and PV inclination. A possible PV arrangement 
with two-angle tilt adjustment was found to increase the annual energy by as much as 8%. 
Three incentives for PV renewable energy were identified: the Low Carbon Buildings 
Programme, the Renewables Obligation certificates and the Climate Change Levy. These 
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subsidies help to promote BIPV realization by providing grant and/or avoiding tax. 
Chapter 4 
Maximum Power Point Tracking 
4.1 Introduction 
To date, PV electricity is not yet cost-competitive when compared to conventional elec-
tricity generation because the capital costs of PV systems are still very high. Therefore, 
in order to make the PV technology economically viable, there is a necessity to design 
a power converter that is not only high in efficiency but also optimizes the energy pro-
duction of PV materials. At the lowest level of a PV system, a maximum power point 
tracking (MPPT) algorithm is frequently adopted in power converters to maximize the 
power drawn from PV modules under varying weather conditions. MPPT converters help 
to reduce a PV system cost by decreasing the size of PV area required for a given energy 
yield. 
In this chapter, MPPT algorithms for PV technology will be discussed. Several 
existing MPPT techniques and control methods are reviewed. Among them, the Perturb 
and Observe (P&O) MPPT algorithm was selected for further study and improvement. 
Fixed and variable P&O perturbation step-sizes are studied and described. An improved 
P&O MPPT algorithm together with the current-mode controlled MPPT converter is 
proposed. Simulation results of the P&O MPPT operation using fixed and variable per-
turbation step-sizes are presented. 
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4.2 Step-Up Switch Mode Power Supply 
The commonly applied dc-dc boost converter was selected as the MPPT power converter 
for the P&O algorithm examination. The schematic diagram of the boost converter is 
shown in Fig 4.1. 
Diode 
Switch 
+ 
R Vo 
Figure 4.1; The schematic diagram of a dc-dc step up converter. 
The current flow from the PV array can be controlled by varying the duty-cycle of 
the switching. The average output voltage is governed by the following equation. 
1 
1 - D :Vir 
(4.1) 
Based on the change in stored energy of the passive elements (capacitor and induc-
tor) during the time when the converter switch is closed and when the switch is opened and 
the required voltage and current ripples, the value of the required capacitor and inductor 
can be calculated from the following equations [56]. 
C = 
L = 
VQTD (4.2) 
(4.3) 
where. 
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C: output capacitor 
D: duty-cycle 
I in' input current 
^lin' input current ripple 
L: input inductance 
R: load resistance 
T: switching period 
Vo'. output voltage 
Al/;,: output voltage ripple 
The details of small signal analysis using the state-space averaging method for the 
boost converter are presented in Appendix A. 
4.3 Rev iew of Maximum Power Point Tracking Algorithms 
An MPPT algorithm sets a reference value for one of the variables (commonly the duty-
cycle but also possibly a current or a voltage) in the power converter that interfaces the 
PV array to a battery or a load. The reference is chosen so that the converter draws the 
current or imposes the voltage that operates the PV panel at or near the MPP for the 
prevailing irradiance and temperature. 
There are several MPPT techniques that have been proposed over the past few 
decades. In general, MPPT techniques can be categorized into off-line and on-line meth-
ods. Off-line MPPT techniques require prior information about the PV array and measure-
ments of either the solar irradiance, the short-circuit current or the open-circuit voltage of 
the particular PV array [47,57]. An example is the Constant Voltage MPPT which keeps 
the operating point near the maximum power point by matching the PV voltage to a fixed 
reference voltage. This method starts from the assumption that the variations of solar ir-
radiance and temperature cause insignificant changes to the voltage that defines the MPP 
and that a constant reference voltage is an adequate approximation of the true MPP [58]. 
This method has the advantage of low cost but relatively low performance because the 
MPPT operation is not very accurate. On-line MPPT methods are more popular than 
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the off-line methods. This is because these methods are able to track the MPP and do 
not rely on the knowledge of the PV array characteristics. The on-line MPPT methods 
include the Perturb and Observe, the Hill Climbing, the Incremental Conductance and 
hybrid MPPT control methods [59]. 
4.3.1 Perturb and Observe M P P T Algorithm 
There have been many applications of the P&O MPPT algorithm in various types of PV 
system [58,60-64]. This is because P&O algorithm has a simple control structure and few 
measured parameters are required for the power tracking purpose. The name of algorithm 
itself reveals that it operates by periodically perturbing the control variable, Vr (the PV 
voltage, V, or PV current, I) and comparing the instantaneous PV output power, Pn, with 
the power at the previous perturbation cycle, Pn-i- It has an advantage of not relying 
on the PV module characteristics in the MPPT process. The outcome of the PV power 
comparison together with the PV voltage condition will determine the direction of the 
next perturbation. The process of P&O method is shown in Fig 4.2. 
Input: 1 /n 
No , — Y e s 
Vn — Vn-1 > 0 ? 
Vr=Vr-AV Vr=Vr-AV Vr=Vr + AV Vr=Vr + AV 
(^Return ^  
Figure 4.2: The flow chart of the Perturb and Observe MPPT algorithm. 
Based on Fig 4.2, if the PV power increases and at the same time the PV voltage 
is rising (the operating point of MPPT is located on the left hand side of the P-V charac-
4.3 Review of Maximum Power Point Tracking Algorithms 48 
teristic curve), a perturbations step-size will be added to the control variable to generate 
the following perturbation to force the operating point moving towards the MPP. If the 
PV power is increasing but the PV voltage is decreasing, the following perturbation di-
rection will be reversed in which the control variable will be subtracted by a perturbation 
step-size. When the PV output power decreases but the voltage increases (the operating 
point is on the right hand side of the P-V curve), the control variable will be reduced by 
a step-size where the next perturbation direction will be reversed to bring the operating 
point back to the direction towards the MPP. The control variable will be increased if 
both the PV power and voltage were decreasing. The process continues for the following 
perturbation cycles. In this manner, the MPPT controller operates by continuously seek 
the maximum power point and oscillate around the MPP. This oscillation results in a loss 
of PV energy. This problem can be reduced by decreasing the perturbation step-size (Ay 
in Fig 4.2) but the algorithm will be slow in following changes of operating point, and this 
will also lead to lost of energy yield. 
The major drawback of the P&O algorithm is the poor tracking performance under 
drastic changes of solar irradiance. In a rapidly changing atmospheric environment, as a 
result of moving clouds for instance, it has been determined by [64] that the P&O MPPT 
algorithm deviates from the true maximum power operating point. The operating point 
tends to move toward the maximum power point of previous solar irradiance level but 
the solar irradiance has already increased/decreased to a different level. In this way, the 
P&O algorithm will continue to deviate from the actual maximum power point with a 
corresponding PV energy loss until the solar irradiance settles down. 
4.3.2 Hill Climbing M P P T Algorithm 
The Hill Climbing (HC) MPPT method is basically a simplified version of P&O topology. 
This approach is also based on the relationship of the PV power and the switching duty-
cycle {D). Theoretically, the local maximum power points can be tracked by means of 
the derivative of the PV power with respect to the duty-cycle. The principle is to reach 
the point where the derivative of dP/dD becomes zero. This algorithm tunes the duty-
cycle along the hill-shaped PV-power/duty-cycle curve till it reaches the MPP. Thus, it 
is defined as a Hill Climbing method. Figure 4.3 shows the flowchart of the Hill Chmbing 
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MPPT algorithm. "Direction" is a sign (positive or negative) which follows the gradient 
of the PV-power/duty-cycle curve in order to move the operating point to the maximum 
available PV power. The HC algorithm has the advantage of a simple control structure but 
it may deviate from the MPP in the case of rapidly changing atmospheric conditions. This 
method does not provide particularly good performance in both dynamic and steady-state 
conditions due to the application of a constant step-size (AD in Fig 4.3). These control 
problems may be reduced by some modification to the HC method, for instance automatic 
tuning of the PV power deviation and control mode switching based on the change of 
power condition as reported in [60]. 
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Figure 4,3: The flowchart of the Hill Climbing MPPT algorithm. 
4.3.3 Incremental Conductance M P P T Algorithm 
The Incremental Conductance MPPT algorithm was developed in [65] and is based on the 
concept that at every MPP, the derivative of the PV output power with respect to the PV 
voltage (dP/dV) is zero [66]. Thus, the PV voltage can be regulated relative to the VMPP 
by measuring the incremental conductance, dl/dV, and instantaneous array conductance, 
I/V. Then, the control variable (either the PV voltage or the PV current) is adjusted 
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by decreasing or increasing by a pre-defined step-size AF. The Incremental Conductance 
algorithm is illustrated in Fig 4.4. 
( Start ) 
Input: Vn, In 
dl: = In - ln-1 
dV: - Vn - Vn-J 
Yes _ 
Yes 
Vr=Vr + AV 
dl/dV 
dl/dV 
Vr^Vr- AV Vr=Vr + AV Vr=Vr-AV 
Vn-1 - Vn 
ln-1 - In 
^ Return^ 
Figure 4.4: The flow chart of Incremental Conductance MPPT algorithm. 
Referring to the P-V characteristic curve (Fig 2.8), it can be seen that to the left 
of the MPP, the power increases with the rise of PV voltage. The power decreases with 
a rise of PV voltage to the right of the MPP. These relationships can be expressed in the 
following equations. 
dV 
> 0 
< 0 
at the MPP, 
to the left of the MPP, 
to the right of the MPP. 
(4 4) 
(4 5) 
(4.6) 
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These relations can be further written in terms of current and voltage using 
The incremental changes are approximated by dl w - /„_i and dV Vn -
Vn-\, and the computational process is carried out based on the above equations. The 
result of the computation will determine the direction of the control variable, which 
is instantaneously adjusted so as to move the PV voltage towards to MPP. The main 
advantage of this algorithm compared to P&O algorithm is it does not oscillate around 
the MPP when the tracking process reaches the MPP. At the MPP — —y and 
no adjustment is needed to the control variable when this condition is detected. The 
incremental conductance technique requires a derivative calculation and more decision 
making loops as compared to the P&O technique. 
4.3.4 Other M P P T Techniques 
A novel MPPT technique for PV array using switching frequency modulation was devel-
oped by H. S. -H Chung et al. [67]. In this technique, the MPP tracking is achieved by 
connecting a pulse-width-modulated dc/dc SEPIC or Cuk converter between a solar panel 
and a load or battery bus. The converter is operating in discontinuous capacitor voltage 
mode whilst its input current is kept continuous. The nominal duty cycle of the main 
switch in the converter is adjusted so that the input resistance of the converter is equal to 
the equivalent output resistance of the solar panel to ensure the maximum power transfer. 
The MPP of the solar panel is located by modulating a small-signal sinusoidal perturba-
tion into the duty cycle of the main switch and comparing the maximum variation in the 
input voltage and the voltage stress of the main switch using an error amplifier. The error 
amplifier will then generate a signal to adjust the duty-cycle in order to reach equivalent 
value between the converter input resistance and PV output resistance. This method has 
the advantages of not requiring prior knowledge of PV panel and avoiding sophisticated 
mathematical computation. 
Another algorithm for rapid tracking of MPP in PV system was presented in [68]. 
The proposed algorithm works in two stages. The first stage takes the operating point 
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quickly to close to the actual MPP. The scheme facilitates fast tracking by using a large 
and variable step-size. The second stage consisting of a conventional scheme (hill climbing 
or P&O) is then used to bring the operating point to the exact MPP. The drawback of 
this technique could be the difficulty in determining the right point at which to switch 
between the two algorithms. 
An MPPT technique with a lower transducer count was described in [69]. Two 
methods of MPPT detection, using a current sensor only and using a voltage sensor only, 
were explained for the case of a boost converter. The controller detects the maximum and 
minimum values of the inductor current or the capacitor voltage respectively. A measure 
of the output power is required in order to seek the MPP using a common hill climbing 
MPPT method. The output power of the converter is estimated using the average value 
and the ripple amplitude of the sensed current or voltage. The duty-cycle of the converter 
is adjusted based on the calculated reference value of current/voltage so that the operating 
point approaches the MPP. The advantage of this technique is the capability to seek the 
MPP by using only one transducer. The proposed technique has the benefit of lower 
system cost but suffers from slow response. 
There are further MPPT techniques such as the use of fuzzy logic or neural net-
works, ripple correlation control, and a current sweep method, have been reported in [59]. 
4.4 Control for P&O IVIPPT Algorithms 
P&O algorithm is the commonly used MPPT algorithm in PV technology because of the 
simple control structure and the ease of implementation. However, it has some limita-
tions, such as oscillations around the MPP in steady-state condition and slow response 
under rapidly changing atmospheric conditions [65,70] which leads to loss of energy yield. 
Therefore, in this thesis, the P&O MPPT algorithm was chosen for further improvement 
in order to overcome the drawback in terms of tracking accuracy and speed under varying 
atmospheric conditions. 
In the P&O MPPT algorithm (referring to the flow chart in Fig 4.2), the PV current 
and PV voltage are sensed and instantaneous PV output power is compared with the power 
at the previous perturbation cycle to determine the direction of the next perturbation 
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cycle. For the next cycle, the control variable is then adjusted by a step-size (either 
positive or negative sign). There are three choices for the variable that is to be controlled 
as part of the P&O algorithm. 
1. duty-cycle which can be directly controlled [60,71] 
2. current which requires additional current-mode control [72-74] 
3. voltage which requires additional voltage-mode control [47,75-77] 
Direct duty-cycle control is a popular control method due to the simphcity of design 
and implementation. However, perturbing the duty-cycle in an MPPT converter can cause 
a very large change in operating point because a small change of the duty-cycle may drive 
the operation point far away from the true MPP. This is because of the highly non-linear 
relationship between the duty-cycle and the PV voltage (attributed to the non-hnear PV 
module characteristics). The block diagram of the P&O MPPT converter using direct 
duty-cycle control is illustrated in Fig 4.5. 
DC-DC Converter 
PV Array 
Duty-cycle, 3 
PWM MPPT 
Algorithm 
Figure 4.5: The simplified block diagram of a P&O MPPT controller using direct-duty 
cycle control. 
The current-mode or the voltage-mode control methods may requires an additional 
sensing device and inner control loop which increase the system cost and the complexity of 
the system design. To illustrate the use of an inner control loop, the cases of current-mode 
control and voltage-mode control will be explained. 
For the case of current-mode control, the control variable, Ir, is obtained from the 
calculation of the P&O algorithm by the following equation: 
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4 ( n ) = 4 ( n - l ) ± (4.8) 
where is the control variable for the next perturbation cycle, Ir{n-\) is the control 
variable from the previous perturbation cycle and A/ is the perturbation step. The A/ 
can be a fixed step-size or a variable step-size. The block diagram of the P&O MPPT 
converter with an inner-loop control is illustrated in Fig 4.6. Referring to the diagram, 
the control variable, is then compared with the measured feedback current (feedback 
variable in Fig 4.6). The error from the comparison is manipulated with a proportional-
integral (PI) controller in order to set the duty-cycle of the converter's switch using pulse 
width modulation (PWM) technique. 
DC-DC Converter 
% 
PV Array 
pv 
ipv 
Control 
Variable error 
MPPT 
Algorithm 
PI PWM 
Feedback 
Variable 
Figure 4.6: The simphfied block diagram of a P&O MPPT controller with feedback vari-
able controlled. 
For the case of voltage-mode control, the PV voltage is applied as the feedback 
variable to track the MPP. Equation 4.9 shows the equation for the computation of the 
control variable in the P&O MPPT algorithm. Referring to Fig 4.6, the control variable 
for the case of voltage-mode control, is then compared with the measured feedback 
voltage. The control variable is perturbed by adding or decreasing the perturbation step. 
The MPP algorithm repeats until the control variable matches the feedback variable which 
means that the MPP is reached. Once the MPPT is reached, the operating point oscillates 
around the MPP because the algorithm operates by adding or subtracting the perturbation 
step-size. 
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^(n) 1) ± A F (4.9) 
where is the control variable for the next perturbation cycle and AF is the pertur-
bation step. 
In this research work, two control techniques were investigated, which include the 
direct duty-cycle controlled DDC converter and the current-mode controlled CMC con-
verter. 
A. Direct Duty-Cycle Controlled MPPT Converter 
In direct duty-cycle controlled converter, the new duty-cycle, of the switch is adjusted 
either by adding or subtracting the perturbation step-size, A6, to/from a value of the 
previous duty-cycle, 
<5(n) = ^(n-i) ± AJ (4.10) 
The DDC control is illustrated in Fig 4.7. In this MPPT converter, the MPPT 
operating point is controlled to search for the maximum power by perturbing the duty-
cycle. 
Duty cycle 
ipv 
PWM 
P&O 
MPPT 
Algorithm 
Converter stage 
Figure 4.7: The block diagram of the DDC controller. 
B. Current-Mode Controlled MPPT Converter 
The configuration of the current-mode controlled converter which operates on the current 
reference of an inner controller that regulates the PV current is shown in Fig 4.8. 
In the CMC MPPT converter, multi-loop control concept was applied to track the 
maximum power operating point. The CMC structure is illustrated in Fig 4.9. It consists 
of an inner loop and an outer loop. The outer loop is the current-reference-loop, which 
is the MPPT algorithm that specifies the value Irej for the reference of inner loop. The 
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Figure 4.8: Configuration of the Current-Mode-Controlled MPPT converter. 
inner loop is the current-mode control loop, which regulates the inductor current in the 
dc-dc boost converter corresponding to the value of Ij-ef by using an PI controller. This 
arrangement removes the duty-cycle to current dynamics from the MPPT and allows the 
MPPT to act directly on one of the variables that contribute to the power. The state-space 
averaging analysis of the current-mode controller is also presented in Appendix A. 
error pv 
>pv 
PI controller 
Converter stage Current-reference 4 
PWM 
P&O 
MPPT 
Algorithm 
I, 
Current-mode loop 
Figure 4.9: The block diagram of the CMC controller. 
For both the DDC and the CMC converters, the duty-cycle of the switch is con-
trolled using PWM technique. 
4.5 P & O Perturbat ion Step-Sizes 
The perturbation step-size used in any MPPT technique plays a significant role in deter-
mining the accuracy and speed with which the operating point moves towards the MPP. 
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For a given perturbation interval, the larger the perturbation step the faster the operating 
point can be driven to the MPP. However, the larger the perturbation step size, the larger 
are the intrinsic oscillations around the MPP in steady-state. These oscillations would 
reduce the effectiveness of the PV power conversion because of the large error and lost 
opportunity to generate power. A smaller perturbation step size reduces the magnitude 
of oscillation around the MPP and increases the energy conversion effectiveness once the 
MPP has been achieved. However, this would only solve the problem at steady-state; it 
would lead to a slow response under rapidly changing environmental conditions and hunt-
ing of the operating point remains during transients. Consequently, there is a compromise 
between fast tracking and power tracking error in deciding a suitable fixed perturbation 
step size. 
The compromise inherent in choosing a fixed step-size can be easied by varying 
the step-size according to the observed conditions. For instance, the changes of sizes can 
be made with reference to the P-V characteristic curve. When the operating point of a 
particular PV system is located on the left side of the P-V curve, it needs larger step-size to 
move the operating point towards the MPP quickly. When the operating point approaches 
the MPP or during the steady-state condition, a small step-size should be chosen. This is 
to prevent the operating point from hunting wildly around the MPP which leads to the 
occurrence of oscillations. The same concept should be applied on the right side of the 
P-V curve. However, the right side has a steeper gradient compared to the left side; this 
may suggest that the step-sizes required for this region are smaller than for the left region. 
It has been observed that the PV voltage does not change much under the locus 
of MPP. However, a rapid change of solar irradiance such as caused by the movement of 
a cloud may reduce the PV power drastically. Thus, the controller needs a large step-size 
to reach the new MPP and a small step-size to hold the operating point at the MPP. A 
fixed step-size algorithm may not work well in a voltage controlled case. 
The observed change in PV power is a popular choice for determining the next 
perturbation step-size in many PV-MPPT applications [60]. 
AP = Ppv{n) - Ppvin-i) (4-11) 
where Ppv{n) is the present PV power and Ppv{n-i) is the previous measured PV power. 
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The perturbation step (AP) can be apphed to the feedback variable of either the PV 
current or the PV voltage to determine the next perturbation cycle. 
AI = k iAP 
AV = kyAP 
(4.12) 
(4.13) 
where kj and ky are multipliers. Generally, the choice of PV power as the step-size 
determiner is advantageous since it varies with the irradiance and the temperature effects 
while it avoids the drawbacks from using only the PV current or the PV voltage method. 
P - V Slope M e t h o d 
Referring to Fig 4.10, the slope of the P-V curve can be used [62,78] to indicate 
a change of step-size. It can be calculated from 
Py Power at 
Standard Test Condition 
O. so-
lo 15 
PVVottage (V) 
Figure 4.10: P-V characteristic curve. 
Sv 
Pi PV(n) PV{n-l) 
VpV{n) — Vpv{n-1) 
AI = kjSv 
A y = kySy 
(4.14) 
(4 15) 
(4.16) 
where Sy is the perturbation step-size, Vpv{n) is the present PV voltage and Vpv(n-i) 
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is the previous PV voltage. The A P / A F can be applied in the P&O algorithm 
substituting AI in the Equation 4.8 in order to calculate the control variable for 
the next perturbation cycle. Similarly, the step-size can be applied in voltage-mode 
control by substituting AV with AP/AV. 
P-I Slope Method 
Referring to Fig 4.11, another means of defining the perturbation step is by 
employing the P-I slope method, Si. 
Sr 
Pi PV{n) -P, PV{n-l) 
IpV{n) — IpV{n-l) 
AI — kjSi 
AV = kySj 
(4.17) 
(4.18) 
(419) 
where Ipv(n) is the present PV current and Ipv{n-i) is the previous PV current and 
Sj becomes the new perturbation step-size. 
PV Power at i 
Standard Test Conidition. 
MPP 
PV Current (A) 
Figure 4.11; Determination of variable step-size using P-I characteristic. 
Due to the nature of the P-I curve; the slope is relatively large on the right 
side of MPP, The slope is plotted against current in Fig 4.12 for a series of solar 
irradiance (Fig 4.12 is the derivative of Fig 4.11). The graph is divided into three 
regions, that is A, B and C. Region A is the left hand side of the P-I curve which 
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has steady value of slope; region B is located around the MPP and the slope is close 
to zero; region C is the right hand side from the MPP which has relatively steep 
negative slope. The slope in region A is applied directly as the perturbation step. 
The slope in region B is scaled down a little because the step-size around the MPP 
should be kept small. The slope in region C needs to be scaled down significantly to 
avoid the controller from hunting wildly. These step-size can be incorporated into 
the flow chart in Fig 4.2. 
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Figure 4.12: The relationship of the P-I slope method and the PV current. 
4.6 The Proposed P&O M P P T Algorithm 
The proposed MPPT system consists of an improved P&O algorithm which uses adaptive 
variable step-size applied to the reference current of a current controlled dc-dc converter. 
In this section, the details of the improved P&O MPPT algorithm are described. The 
aim of these modifications over the conventional P&O MPPT is to achieve fast response 
and accurate holding of the MPP under rapidly changing environmental conditions such 
as sudden changes of shadow. 
As was observed in Fig 2.14(a), the short-circuit current of a PV module is propor-
tional to the solar irradiance. In [47], it was further shown that there is a linear dependence 
between the current at MPP and the short-circuit current. 
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IMPP — Mc • Isc (4.20) 
where Mc is known as the current factor. This suggests that it is the current that should 
be the controlled feedback variable that is perturbed. Perturbing the duty-cycle or the 
voltage can cause very large changes in operating point but perturbing the current gives 
a more useful indication of the sensitivity of the power to the PV operating point. A 
fast-acting local current control loop adjusts the duty-cycle of the converter to force the 
PV module current to follow the reference value indicated by the improved P&O MPPT 
algorithm. 
The process of the improved P&O MPPT algorithm is illustrated in the flow chart 
in Fig 4.13. The algorithm is the modification of the standard P&O MPPT algorithm 
shown in Fig 4.2. The direction of the next perturbation is determined by the change of 
power and voltage as in the standard P&O algorithm. It can be observed from the I-V 
curve that the current always decreases when the voltage increases but with a non-linear 
relationship, and vice versa. In addition, it should be noted that in the I-V characteristic, 
the gradient of current in the region from zero voltage to VMPP is very small. The voltage 
has a wider range (0 - 22.1 V) than the current (0 - 3.99 A). A wider range provides a 
better detection sensitivity to changes of PV voltage than PV current. After the direction 
of the next perturbation has been determined, the perturbation step, AI, is scaled down 
by a and then added to the reference current, Ir at each iteration of the algorithm. 
4 ( n ) = 4 ( n - l ) + a • AI (4.21) 
where a is an attenuation factor which is included in the improved P&O algorithm. This 
factor reduces the sensitivity in some circumstances to avoid hunting while allowing higher 
sensitivity in other circumstances. To do this, the difference between the present PV power 
{Ppv[n)) and the previous PV power {Ppv{n-i))^ Ppv.diff, is calculated. 
Ppv.diff = Ppv{n) - Ppv{n-l) (4.22) 
A pre-defined threshold, e, is set so that if Ppv.diff exceeds the threshold, the next pertur-
bation is multiplied with a value of a less than unity. This avoids overshooting the MPP 
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when approaching the MPP from a region where the P-V characteristic curve is steep. 
Three values of a are used. 
PMPP 
1 . 0 0 0 , if Ppv.diff < e; 
Q! = < 0.015, if Ppv.diff > E and ^ < Ppv < PMPP', 
0.003, if Ppv.diff > e and 0 < Ppv< 
where PMPP is the maximum power at the standard test condition of AM 1.5. 
(4.23) 
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Figure 4.13: Flow chart of the improved Perturb and Observe MPPT algorithm. 
In order to achieve fast transient response and accurate MPP tracking, the size 
of the perturbation step is made dependent on the sensitivity of the PV power to the 
previous perturbation (Equation 4.24). 
AI = k. Ppv.diff 
PPV{n) 
(4.24) 
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The sign of the perturbation step is determined by the gain factor, which has a sign 
opposite to the sign of the slope in the P-V characteristic curves Sy (Equation 4.25). 
sign{kr) = -sign{Sv) (4.25) 
A large change of solar irradiance causes a large change in the power produced 
by PV module, and in turn, it automatically tunes the control variable to a larger size 
to respond faster to the atmospheric changes. During steady-state conditions, the PV 
power difference is approximately zero, thus the control variable is maintained close to the 
previous value with very small perturbation steps. 
The magnitude of kj. is set by one of four possible combinations of perturbation 
direction. There are four operating modes depending on whether the previous perturbation 
moved toward or away from the MPP (point A in Fig 4.13) and whether the PV voltage is 
increasing or decreasing as compared to the previous step (point B in Fig 4.13). The four 
modes have different gain factors {ki, k2, ks and k^) which are presented in Table 4.1. The 
values tabulated in the table is specific to the improved P&O MPPT algorithm applied for 
PV module BP 365U. In order to obtain good convergence properties, four different sizes 
were used because each mode controls different slope of the power-current characteristic. 
The gain factors were found through trial and error using simulation in Matlab/Simulink. 
Generally, a larger size is required to control the operating point moving towards the MPP 
on the left hand side of the power-current characteristic than on the right hand side. These 
gain factors are applied to the perturbation step-size which itself is dependent on the size 
of the previous step. The perturbation cycle is repeated for any changes of environmental 
conditions to maintain the PV power at MPP. 
Table 4.1: The four gain factors apphed in the improved P&O algorithm. 
Gain Factor h k2 h k4 
Value 90 53 0.01 21 
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4.7 Simulation Results of P&O M P P T Operation 
The influence of applying fixed or variable perturbation step-sizes on the PV power track-
ing operation are presented in this section. Four fixed and two possible variable pertur-
bation step-sizes were chosen for examination. The variable step-size methods were the 
P-I curve slope, Sj (Equation 4.17) and the improved P&O algorithm in which the step-
size is made dependent on the sensitivity of the PV power to the previous perturbation 
(Equation 4.24). 
Simulations were performed using the PLECS circuit simulator as part of Mat-
lab/Simulink. The switching frequency was chosen to be 15 kHz to avoid high switching 
losses while the sampling frequency for the control algorithm was selected to be 10 kHz. 
An inductor of 2 mH was selected to keep the converter operating in continuous conduc-
tion mode. The input capacitance Ci„ and the output capacitance C were 220 /iF and 
1.1.mF respectively. A resistance (80 O) was adopted as the electrical load for all the cases 
examined. Each perturbation step-size discussed was simulated using both the DDC and 
the CMC converters. Each perturbation step-size case was also simulated under a series of 
solar irradiance step changes for 10 seconds. The PV module simulator (described in Sec-
tion 2.6) was initially illuminated at 700 Wm~^. It was then stepped down to 500 Wm"^ 
after 2 s and further reduced to 350, 225 and 145 Wm~^ at 2 s intervals. The illumination 
levels were chosen so that they match the conditions of the experimental tests which will 
be discussed in Chapter 5. The simulations were carried out with the assumption that 
the ambient temperature was at 28 °C. This temperature is the average value of the PV 
module during the experiments which was in the range of 25 °C to 32 °C. 
For every simulation case, the initial transient of the PV power response is pre-
sented. These are followed by plots of the PV power response under a series of solar 
irradiance step-down test. In the same figure, the cumulative PV energy, which was ob-
tained by integrating the PV power waveform with respect to the 10 s simulation time, is 
plotted with respect to the right hand axis. The operating points of the MPPT during the 
irradiance step-down test are plotted on the I-V and P-V characteristic curves to observe 
the accuracy of the MPPT. 
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Figure 4.14: Simulated response of PV 
power: (above) initial transient and (below) 
under a series of step-down irradiance test, 
using DDC converter with 0.008 step-size. 
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Figure 4.15: The MPP tracking 
process of Fig 4.14 under the I-V 
and P-V characteristic curves. 
4.7.1 Fixed Perturbation Step-sizes 
Four fixed step-sizes, 0.008, 0.001, 0.0005 and 0.0001, were chosen to reflect the impact on 
P&O algorithm by applying step-sizes viewed as large, suitable and small. 
Simulation using Direct Duty-cycle Controlled Converter 
The simulation results for fixed step-sizes using DDC together are shown in Fig 4.14 to 
Fig 4.21. 
It is evident from Fig 4.14 that a large perturbation step-size (0.008) creates large 
oscillations around the MPP. This in turn will reduce the total PV power and the energy 
harvested by the PV module. It can be seen from Fig 4.15 that the operating points for 
the large step-size are scattered along the I-V and P-V curves, which is attributed to the 
oscillations. The voltage of the operating point ranged from 7 V to up to 21 V. 
It can be seen. Figure 4.16, that the oscillations around the MPP are significantly 
reduced for a smaller step-size of 0.001. Figure 4.17 shows that the operating points are 
close to the true MPP but with some initial variation of PV voltage. 
It should be noted that there is an initial spike in the power waveform at the 
beginning of simulation as shown in the first plot of Fig 4.16. This occurred because of 
the initial condition of the control variable and the saturation limit set for the converter 
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Figure 4.16: Simulated response of PV 
power: (above) initial transient and (below) 
under a series of step-down irradiance test, 
using DDC converter with 0.001 step-size. 
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Figure 4.17: The MPP tracking 
process of Fig 4.16 under the I-V 
and P-V characteristic curves. 
switch's duty-cycle. The duty-cycle is clamped to a lower saturation limit of 0.02 and 
an upper saturation limit of 0.98 in order to avoid continuous off-state or on-state of the 
converter switch. 
When the converter starts operating, the duty-cycle starts from the lower limit of 
0.02 and it changes based on the control variable in P&O MPPT algorithm with respect 
to the perturbation step-size. Then, the PV voltage rises from zero and the PV current 
starts from Igc (the point at the y-axis of the I-V characteristic curve, Fig 4.17). Based on 
the P&O flow chart (Fig 4.13), when PV voltage is increasing and Ppv.diff is greater than 
zero (left hand side of the P-V curve), the corresponding gain factor is negative. Hence, 
the value of the control variable is reduced and became negative value (since the initial 
value is zero). However, as the duty-cycle cannot go below the saturation limit, it remains 
at 0.02. This causes the operating point being forced to reach VMPP where the peak of the 
initial spike occurred. When the PV voltage reaches the VMPP, the duty-cycle remains at 
0.02 because the control variable's value is negative. This causes the PV power starts to 
drop and hence changes the sign of the gain factor from negative to positive. At this point, 
the value of the control variable starts to increase and in turns increases the duty-cycle. 
The reason why the operating point took many steps in the power drop is because of the 
size of perturbation step. It requires several iterations to change the negative value of the 
control variable to reach the lower saturation hmit. Therefore, a smaller step-size would 
take more iterations to bring the value of the control variable up to the lower saturation 
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Figure 4.19: The MPP tracking 
process of Fig 4.18 under the I-V 
and P-V characteristic curves. 
limit. The MPPT converter is then operating in the region of the duty-cycle saturation 
limit. Thus, the operating point starts to track the MPP according to the perturbation 
step-size where it can be observed that the PV power starts to rise again after the initial 
spike. Small step-sizes would take longer (more iterations) to reach the MPP as compared 
to large step-sizes. 
The results for a step-size of 0.0005 are shown in Fig 4.18. It can be seen that 
the time required for the operating point to reach the MPP increases but the oscillations 
during the steady-state are further reduced. Figure 4.19 show that, for this smaller step-
size, the trajectory on I-V and P-V is closer to the locus of the MPP than the previous 
case (0.001 step-size). 
For the case of the 0.0001 perturbation step-size (Fig 4.20), the initial response 
took a long time (approximately 0.7 s) to reach the MPP. Figure 4.21 shows that the 
operating point holds the MPP accurately after each step-change and the trajectory ap-
proaches the MPP smoothly. Although the 0.0001 step-size gives negligible PV power 
oscillations during steady-states in this particular PV simulator, the initial transient re-
sponse is slow. Therefore, there is trade off between fast tracking and the quality of the 
PV power waveform in selecting a suitable fixed perturbation step-size. 
In short, the above plots show that the PV power oscillations can be reduced by 
decreasing the size of perturbation step. Yet, the initial rise time required for the tracking 
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Figure 4.21: The MPP tracking 
process of Fig 4.20 under the I-V 
and P-V characteristic curves. 
process to reach the steady-state condition would increase. 
Simulation using Current-Mode Controlled Converter 
Figure 4.22 to Fig 4.29 present the PV power tracking performance for the same set of 
fixed step-sizes but now using the CMC converter. 
The simulated PV power response using the 0.008 step-size is presented in Fig 4.22. 
As compared to the MPPT performance using DDC, the simulation results using CMC 
show that the oscillations due to large step-size are significantly reduced. The PV power 
waveform holds accurately at the MPP during the steady-state condition. However, it 
should be noted that small ripples around the MPP still occurred but are too small to 
be a significant loss of power. It can be seen that during each transient, an undershoot 
occurred immediately after the step change of illumination. Since now the control variable 
is the input current of the converter, during drastic changes of solar irradiance, there is a 
large change of PV current but the fixed perturbation step-size leads to the slow change 
of the current reference. Consequently, it causes the PV power undershoot during the 
transient and then rises slowly to reach the steady-state. Figure 4.23 shows that there 
is wide variation of operating point along the PV voltage due to the power undershoot 
during the step change transients. Nevertheless, the operating point manages to reach the 
true MPP during steady-states. 
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Figure 4.23: The . MPP tracking 
process of Fig 4.22 under the I-V 
and P-V characteristic curves. 
Figure 4.24 shows that for the smaller step-size of 0.001, the time required for the 
operating point to settle increases. This is again because the small step-size changes the 
current reference of the converter only slowly and the recovery from undershoot takes 
longer. 
For step-size of 0.0005 (Fig 4.26 and Fig 4.27) and 0.0001 (Fig 4.28) and Fig 4.29), 
the tracking performance becomes progressively slower and the MPP is not reached within 
the 2 s before the next illumination step change occurs. These step-sizes are too small for 
proper operation. 
4.7.2 Variable Perturbation Step-sizes 
To investigate the effect of variable perturbation step-sizes on the MPPT operation, step-
size using the P-I slope method and the improved P&O algorithm have been simulated 
and results are presented in this subsection. 
Simulation using Direct Duty-cycle Controlled Converter 
a. Step-size using the P-I slope method 
The P-I slope method was applied first to the DDC converter and the simulation result is 
presented in Fig 4.30. It can be seen that the initial transient is long (approximately 0.35 
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and P-V characteristic curves. 
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Figure 4.29: The MPP tracking 
process of Fig 4.28 under the I-V 
and P-V characteristic curves. 
s) before the system settles at the steady-state condition. It is also noticeable that there 
is hunting of the operating point around the VMPP for a period after the step-down of 
illumination. Figure 4.30 shows the MPPT trajectory on the I-V and P-V characteristic 
curves. Apart from the initial transient, the MPPT operating point moves close to the 
actual MPP. 
b. Step-size using the proposed P&O algorithm 
Figure 4.32 shows the simulation results of the PV power response using the proposed 
P&O algorithm applied to DDC converter. It can be seen that the steady-state operating 
point is held with negligible oscillation and that the initial transient is fast (approximately 
75 % faster than the transient performance of P-I slope method). There is, however, some 
hunting after the initial transient. As Fig 4.32 shows, initially, the converter is able to 
hold the PV power at a steady operating point; but after being subjected to a step change 
in the solar irradiance, the controller fails to maintain the operating point at the actual 
MPP. It can be seen by comparing Fig 4.30 and Fig 4.32 that the PV power is maintained 
at a level which slightly lower than the actual MPP. During steady-state, Ppv.diff is very 
small and the calculated perturbation step based on the ratio of Ppv.diff to the PV power 
is also small. Therefore, the operating point may require longer than 2 s to reach the true 
MPP. This method makes the step-size very small before the operating point is sufficiently 
close to the MPP. 
4.7 Simulation Results of P&O MPPT Operation 72 
<D 30 
30 
0_ 20 
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
—I 1 1 , , 1 , , 1 1250 : 
3 4 5 
Time (s) 
E 
O 
Figure 4.30: Simulated response of PV 
power: (above) initial transient and (below) 
under a series of step-down irradiance test, 
using DDC converter with the variable step 
based on the P-I slope method. 
PV voltage (V) 
MPP Locus 
5 M ^ 
PV Voltage (V) 
Figure 4.31; The MPP tracking 
process of Fig 4.30 under the I-V 
and P-V characteristic curves. 
50 
> 40 
I 30 
o 20 
£ 
-045 
501— 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
—! ,250 : 
4 5 
Time (s) 
150^  
Q. 
100 § 
% 
50 I 
0 a 
\ 
PV Voltage (V) 
MPP Locus 
@ 30 
Figure 4.32: Simulated response of PV 
power: (above) initial transient and (below) 
under a series of step-down irradiance test, 
using DDC converter with the variable step 
based on the improved P&O algorithm. 
PV Voltage (V) 
Figure 4.33: The MPP tracking 
process of Fig 4.32 under the I-V 
and P-V characteristic curves. 
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Simulation using Current-Mode Controlled Converter 
a. Step-size using the P-I slope method 
The P-I slope method was applied to the CMC converter and the simulation results are 
presented in Fig 4.34 and Fig 4.35. The results show that the variable step-size based on 
the P-I slope gives similar performance as in CMC as observed in DDC. It is observed that 
at the first solar irradiance step-down, there is a large but brief power undershoot. This is 
because the perturbation step used is based on the P-I curve slope, which is proportional 
to the PV power. At high PV power, the calculated perturbation step is large. The power 
undershoot occurred due to the large step-size (larger than desirable) during the transient. 
As the PV power reduces, the calculated perturbation step reduces which in turns reduces 
the magnitude of the power undershoot. The wide variation of operating point shown in 
Fig 4.35 is due to the oscillations during the initial transient. 
b. Step-size using the proposed P&O algorithm 
The proposed MPPT algorithm was applied to the CMC converter and the performance 
is illustrated in Fig 4.36. The power extracted by the converter has negligible ripple; it is 
oscillation-free at steady-state conditions and the controller is able to bring the operating 
point back to MPP quickly after each step change of solar irradiance. Figure 4.37 illustrate 
4.8 Comparison of the MPP Tracking Efficiency 74 
I 
^40 g 
& 30 
£ 20 
05 0 0.05 0.1 0.15 O j 0.25 0.3 0.35 0.4 0.45 0 
/ 
250 3 
200 P 
150^  
100 S 
4 6 
Time (s) 
§ u 
PV Voltage (V) 
MPP Locus 
@ 30 
Figure 4.36: Simulated response of PV 
power: (above) initial transient and (below) 
under a series of step-down irradiance test, 
using CMC converter with the variable step 
based on the improved P&O algorithm. 
10 15 
PV Voltage (V) 
Figure 4.37: The MPP tracking 
process of Fig 4.36 under the I-V 
and P-V characteristic curves. 
the MPPT operation and process. It can be seen from the I-V and P-V characteristic 
curves that the operating point moves along the locus of MPP for different amount of 
solar irradiances with very small deviation of PV voltage. 
It is evident from Fig 4.36 that the proposed MPPT algorithm is able to track 
PV power efhciently under drastic changes of environmental conditions and is able to 
perform better under gradual change of solar irradiance. To verify that, the proposed 
MPPT converter was simulated using the real data of solar irradiance and temperature. 
The data were collected at Imperial College London (data logged at one minute intervals) 
on 8*^  October 2006 from 10 am to 4 pm. The simulated PV power response and the 
trajectory of the MPPT operating point under the characteristic curves are presented in 
Fig 4.38 and Fig 4.39 respectively. The PV power follows smoothly the waveform of the 
solar irradiance. It can also be seen that the MPPT operating point moves along the MPP 
locus. 
4.8 Comparison of the M P P Tracking Efficiency 
In order to compare the performance of the studied perturbation step-size in tracking 
maximum power, the simulations above are compared to the calculated PV power at the 
theoretical MPP. Figure 4.40 shows this calculated PV power for the same steps of solar 
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irradiance. The PV power is the multiplication of the PV current (Equation 2.2) and its 
corresponding voltage. 
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The efficiency of the MPP tracking was evaluated using the following equation 
Ppv 
VMPP 
PMPP 
xlO#% (4.26) 
where PMPP is the calculated maximum power and PPY is the simulated maximum power. 
The simulation was conducted in a series of step-down irradiance test. The MPP track-
ing efficiency differs between the steady-state conditions and transients (irradiance step 
change). 
Figure 4.41 presents the MPP tracking efficiency for the cases of fixed perturbation 
step-sizes. The MPPT tracking efficiency applying DDC converter is shown in Fig 4.41(a). 
It can be observed that the MPP tracking performance for large step-size (0.008) is poor 
which has the minimum efficiency of as low as 18.8%. The minimum tracking efficiency 
increases to 86.3% for the case of 0.001 step-size. As the step-size reduces from 0.008, the 
minimum efficiency increases because the power oscillation (created by large step-sizes) 
decreases. However, it is apparent from the plots that during the initial transient the 
tracking efficiency is lower for the case of small step-sizes as compared to large step-sizes. 
The 0.0001 step-size has the best tracking accuracy among the studied fixed step-sizes 
which reach 95.3% of minimum efficiency. In Fig 4.41(b), the MPP tracking efficiency 
of CMC converter with fixed step-sizes is presented. The 0.008 step-size shows the best 
tracking efficiency among the fixed step-sizes. However, the tracking efficiency drops 
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drastically during transients. The efficiency increases slowly as the MPPT operating point 
tracks the true MPP. It can be seen that, as the step-size reduces the efficiency rises slower 
than large step-sizes. For the case of 0.0001 step-size, the MPP tracking efficiency is very 
poor because the operating point is perturbed slowly in current controlled mode which 
requires long time to respond during transients and to reach steady-states. In short, the 
MPP tracking efficiency of fixed step-sizes changes significantly from large to small step-
sizes. Therefore, there is a compromise of high efficiency during transients (fast tracking) 
and high accuracy of holding true MPP during steady-states for different fixed step-sizes. 
For the case of variable step-sizes, the MPP tracking efficiency is presented in 
Fig 4.42. For both DDC and CMC converters, the tracking efficiency during steady-states 
is significantly less fluctuated than fixed step-sizes. This is because the magnitude of 
oscillation in MPPT is minimized by with variable perturbation step-sizes. Nevertheless, 
the poor tracking efficiency during transients remains. In Fig 4.42(a), the MPP tracking 
efficiency using DDC converter for the case applying the step-size of P-I slope method is 
relatively higher than the variable step-size improved P&O. Figure 4.42(b) shows the MPP 
tracking performance using CMC converter. The P-I curve slope step-size only gives high 
efficiency during steady-states but not during step change transients (minimum tracking 
efficiency of 74.1%). However, for CMC converter, the variable step-size improved P&O 
performs excellent MPPT with minimum tracking efficiency of 99.25% and remain pretty 
constant under step changes of solar irradiance. 
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4.9 Comparison of the P V Energy Yield 
Table 4.2 presents the comparison of the PV energy yield of the various fixed and variable 
step-sizes. The cumulative PV energy is obtained from the previous simulation data for 
each step-size case plus some additional cases for CMC. 
For DDC, the large fixed step-size (0.008 step-size) produces the lowest cumulative 
energy. This is because of the large oscillations during steady-state operation. As the 
perturbation step-size decreases, the cumulative energy increases. However, the smaller the 
step-size, the slower the initial transient is. The results reveal that there is a compromise 
between large and small perturbation step-sizes. Large step-sizes create oscillations during 
steady-state conditions and small step-sizes respond slowly to approach the MPP. For DDC 
method, the peak cumulative energy occurs at step-size of 0.0005 and the cumulative 
energy decreases for either an increase or decrease of the step-size. 
For CMC, the smaller the perturbation step-size, the lower the amount of PV energy 
is produced. This is because, for the small step-sizes chosen, the current reference changes 
only slowly whenever there is a drastic change in the solar irradiance. Consequently, it 
leads to the slow response and it is not able to accumulate PV energy effectively. In order 
to observe the effect of large step-size in a CMC converter, three larger step-sizes were 
simulated, and the detailed results are presented in Appendix B. It can be seen from 
Table 4.2 that the peak value of cumulative energy happens at a step-size of 0.05. 
The cumulative energy for variable step-size is generally higher than for fixed step-
size. This is because in a variable step-size MPPT algorithm, the perturbation step is 
automatically tuned based on the changes of PV power. This ensures that the step-size is 
not too large at the steady-state while it is not too small during a transient. The proposed 
P&O MPPT algorithm applied to CMC produces the highest cumulative PV energy of 
all the studied methods. In short, the proposed MPPT algorithm has been simulated and 
the result shows that it is able to extract the maximum available solar energy under step 
changes of irradiance. 
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Table 4.2: Comparison of the PV energy yield under a series of solar irradiance step-down 
test for 10 seconds. 
Category of P&O Step-sizes 
The Cumulative PV Energy (J or Ws) 
Direct Duty-cycle 
Control 
Current-Mode 
Control 
Fixed Step-size 
O.J -
0.1 
-
0.008 177.4 233.2 
0.001 232.7 202.6 
0.0005 233.9 17&5 
0.0001 219.6 151.5 
Variable Step-size P-I Slope Method 229.3 230.8 The Proposed 
P&O Step-size 23L8 23&1 
Theoretical Calcu ation (Ideal Case) 238.3 
4.10 Conclusion on the P&O M P P T Algorithm 
An MPPT converter with fixed step-size is able to track PV power under changes of solar 
irradiance but is subject to the problem of slow initial transient and oscillation around the 
MPP. Both of these problems reduce the total PV energy extracted. The best fixed step-
size may improve both the speed and the accuracy of location of the MPP but may need 
to be tuned to a particular model of PV panel. The major disadvantage of applying large 
step-size is that it tends to create large oscillations. As the step-size decreases, the initial 
transient response becomes slower and it also affects the transient after each step-change 
of solar irradiance. This would reduce the amount of cumulative PV energy obtained. If a 
poorly chosen fixed step-size is used, for the same required power, more PV modules are 
required as compared to small step-sizes. This would increase the total system cost as the 
cost of PV panels are high. The simulation results indicate that CMC helps to improve the 
performance during the steady-state conditions by reducing the magnitude of oscillation 
around the MPP. Nevertheless, the slow transient response again may cause the system 
to miss the opportunity to generate some energy under drastic changes of weather. Thus, 
there is trade off between fast tracking and accuracy of tracking in deciding on a suitable 
fixed perturbation step size. 
Variable step-sizes help to mitigate the oscillation in the PV power waveform during 
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steady-state conditions. However, variable step-sizes have to be treated with caution to 
avoid hunting of operating point during transients. The comparison of the cumulative PV 
energy reveals that the best variable step-size is able to extract more energy than the best 
fixed step-size. 
Chapter 5 
Experimental Verification of the 
P&O M P P T Algorithm 
This chapter describes the implementation of the hardware and the realization of the P&O 
MPPT algorithm. The experimental results will be analysed and discussed. 
A PV MPPT test rig was built to test the PV maximum power tracking performance 
by applying different perturbation step-sizes in the P&O MPPT algorithm. For that 
purpose, a power electronics prototyping platform was adapted to construct a dc-dc boost 
converter. The P&O MPPT algorithm was implemented in Matlab/Simulink from which 
' C application code was generated using the Real Time Workshop as a part of Matlab 
software. 
In order to verify the simulated performance of the MPPT operation, several tests 
were conducted for each studied perturbation step-size. The PV power waveform was 
observed during the initial start-up and then under a series of step changes and continuous 
changes of solar irradiance. 
5.1 System Overview 
The purpose of the experimental work was to verify the simulated results of the studied 
P&O MPPT algorithm. The test rig needed be able to emulate the sunlight intensity 
(a modest amount of solar irradiance) used in the simulation. Figure 5.1 illustrates the 
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complete testing environment. In this picture, the system components are labelled (with 
letters) and described in the caption. The test system consists of: 
1. an illumination enclosure that contains a PV module and halogen lamps to emulate 
the sun, 
2. a 60 V, 50 A dc power supply for powering the halogen lamps, 
3. control switches to control the halogen strings, 
4. a digital oscilloscope for output monitoring and waveform capture, 
5. measurement equipment (current and voltage sensors), 
6. a power electronics rapid prototyping platform (with the measurement circuits and 
a communication link to the personal computer), 
7. a personal computer (for software configuration and real time monitoring). 
Figure 5.1: The overview of the PV MPPT test environment; A is the PV illumination 
enclosure, B is the dc power supply, C is the halogen lamps control switches, D is the 
digital oscilloscope, E is the external circuit, F is the measurement set, G is the rapid 
prototyping platform and H is the personal computer. 
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The simphfied structure of the MPPT test system is presented in Fig 5.2. In 
brief, the PV module is connected to the modified rapid prototyping platform and, in 
turn, to a resistor load. The P&O MPPT algorithm was initially implemented using 
the Matlab/Simulink software and then converted into the ' C language by using Code 
Composer Studio so that it can be downloaded to the DSP/FPGA processor boards. The 
input signals from the rapid prototype are converted into digital signals using analogue to 
digital converters (ADCs). The details of the software configuration will be given in the 
next section. 
The voltage and the current of the PV array are sensed and displayed on both the 
oscilloscope and the personal computer with the help of Matlab/Real Time Workshop. The 
advantage of using the prototyping system is the ease of changing control parameters online 
and the facility for saving the output data in the Matlab/Simulink work environment. 
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Figure 5.2; The block diagram of the system structure. 
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5.2 Hardware Implementat ion 
This section explains the implementation of the laboratory PV illumination test rig. 
The first hardware constructed was the PV illumination enclosure as shown in 
Fig 5.3. The enclosure is a 30 x 80 x 120 cm^ steel enclosure equipped with a closing 
door. A 65 Wp multi-crystalline PV module (BP 365U) was placed in the middle of the 
enclosure. Nine strings of halogen lamps were fitted on the door facing the PV module. 
Each string consisted of five lamps. The inner surface of the enclosure was shielded with 
aluminium foil. The lamp configuration and the aluminium shield are to ensure that the 
PV module receives uniform illumination when all lamps are switched on. The enclosure 
was equipped with two cooling fans and vents to avoid temperature rise from the heat 
produced by the halogen lamps. 
Figure 5.3: The PV illumination enclosure with a BP365U PV module; A is the halogen 
lamps, B is the vents, C is the PV module, D is the cooling fans and E is the PV terminal 
connection. 
The schematic diagram of the rapid prototyping platform [79, 80] is presented in 
Fig 5.4. The prototype consists of four half bridge output stages. It is rated at 23 Arms 
output current and 560 Ydc bus voltage. This diagram illustrates the interface of the 
prototype to the Altera FPGA. The FPGA is configured to perform the serial readout of 
the ADCs and also to generate PWM waveforms. These PWM signals are used to control 
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the IGBT switches. 
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Figure 5.4: The simplified schematic diagram of the rapid prototyping platform [79]. 
The picture of the power electronics rapid prototyping platform is shown in Fig 5.5. 
The unit features a digital control unit (indicated by number 3 in Fig 5.5) that generates 
the required dead-time for the IGBTs, implements an emergency stop function and checks 
for short-circuit, over-current, over-temperature and excessive switching frequency. 
Figure 5.5: The rapid prototyping platform; 1 indicates the four sets of half-bridge module, 
2 is the dc link capacitors, 3 pins point the digital control unit, 4 is the cooling fan and 5 
indicates the terminal for external circuit connection. 
In this research work, the dc-dc step-up converter needed for PV interface was 
implemented by modifying one of the half-bridges in the rapid prototyping platform. The 
schematic diagram of the dc-dc step-up converter is shown in Fig 5.6. 
The switching frequency was chosen to be 15 kHz to avoid high switching losses 
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Figure 5.6: The dc-dc step-up converter schematic adapting one half-bridge module of the 
rapid prototyping platform. 
while the sampling frequency for the control algorithm was set to be 10 kHz. An inductor 
of 2 mH was selected to keep the converter operating in continuous conduction mode. 
The input capacitance Cin and the output capacitance Cout were 220 and 1.1 mF 
respectively. The converter load was an 80 0 resistor. The parameters of the MPPT 
converter are listed in Table 5.1. 
Table 5.1: The parameters of the MPPT converter. 
Parameter Value 
Inductor 2 mH 
Input Capacitor 220 /iF 
Output Capacitor 1.1 mF 
Resistance Load 80 n 
Switching Frequency 15 kHz 
Sampling Frequency 10 kHz 
5.3 Algori thm Implementation Environment 
The software architecture [79] of the rapid prototyping platform is shown in Fig 5.7. In 
the diagram, the term 'volatility' indicates that a design is often modified during the 
development of a system. For example, set-point or parameter modifications are easy to 
be performed in the DSP software. The compilation times for a VHDL program in the 
FPGA are too long to make this an eSicient place to introduce often changed variables. 
The data transfers between the DSP, the FPGA and the hardware modules are performed 
by drivers. 
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Figure 5.7: The block diagram showing the rapid prototyping software architecture [79]. 
The prototype platform is equipped with the 'C6711 DSP Starter Kit (DSK) de-
velopment board [79] and current-voltage measurement modules [80]. It contains the DSP 
(Texas Instruments TMS320C6711), 16 MB of RAM memory, 256 kB of EEPROM and in 
the middle of the board is the Altera FPGA (Altera EPIKIOO), surrounded by four 50-pin 
expansion connectors. The FPGA takes care of many implementation details such as DSP 
control signal routing, clock signal distribution, address decoding, wait state generation 
and FPGA configuration. The main clock signal from the DSP external memory interface 
is 100 MHz. 
This prototype platform uses a software framework, called 'DSK/RTW to translate 
graphical processing algorithm into 'C' application code that can be run on the DSK. It 
allows quick implementation of MPPT control algorithms developed in Matlab/Simuhnk 
using the Real Time Workshop and the Code Composer Studio with minimal user inter-
vention. The DSK/RTW tool preserves strict software modularity and associates a ' C 
application code unit with the MPPT algorithm that was developed in Matlab/Simuhnk. 
This framework relies on the TI DSP/BIOS Real Time Operating System and supports 
Simulink's 'External Mode' feature, which allows on-line parameter changes and scope 
data extraction. 
5.4 Test Setup Description 
The layout arrangement of the halogen lamps is presented in Fig 5.8 and shows the 45 
lamps (rated 35 W each lamp) divided into nine strings of five lamps. Each string was 
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powered by a dc power supply via a control switch and a circuit breaker. The full illumina-
tion, achieved by turning on all nine strings, corresponds to approximately 700 W/m^ of 
solar irradiance at AM 1.5. The 65 Wp (BP 365U) PV module illuminated at 700 W/m^ 
of solar irradiance at 25 °C and AM 1.5 is expected to produce a power of 45.1 Wp. 
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Figure 5.8; The circuit configuration of the halogen lamps. 
In order to verify the MPPT algorithm, various steady-state step change and 
continuous-change tests were performed. These included an initial start-up test, a step-
down irradiance test, a step-up irradiance test and a variable irradiance test. These step 
changes were designed to test how the MPP tracks the locus of the MPP. A steady-state 
test was performed at various levels of solar irradiance to observe the accuracy of conver-
gence of the operating point on the MPP. 
The initial start-up test was carried out by starting the MPPT converter under full 
illumination. The step-down test (emulating the cloud effect) was conducted by switching 
off the control switches of lamp strings in sequence, i.e. S5 was switched off, followed 
by S6, S7 and S8. Similarly, the solar irradiance step-up examination was performed by 
switching on the sequence of the control switches (i.e. S8 was turned on, followed by S7, 
S6 and lastly S5), The switching procedure and the corresponding solar irradiance levels 
of the step-down test are listed in Table 5.2. Finally, the continuous-change performance 
test was conducted by gradually adjusting the dc voltage level applied to the halogen 
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lamps to imitate the slow changes of solar irradiance. 
Table 5.2: Switching Procedure for the step-down irradiance test. 
Step Change Switch Condition Corresponding Solar Irradiance 
(W/m^) 
1. All Switches ON 700 
2. S5 OFF 500 
3. S5 S6 OFF 350 
4. S5 S6 S7 OFF 225 
5. S5S6S7S8 0FF 145 
The temperature of the PV module was kept in the region of 25 °C to 32 °C through-
out the experiments. The performance of the MPPT converter was captured using a 
digital oscilloscope and the data was stored in a personal computer by means of Mat-
lab/Simulink/Real Time Workshop features. 
5.5 Experimental Results 
The simulation results for fixed step-sizes and variable step-sizes have been analysed in 
Chapter 4. In this chapter, only the steady-state step-down experimental results are 
presented to verify the simulation results. The initial start-up test, step-up test and the 
continuous-change test results are presented in Appendix C. 
The measured I-V and P-V characteristics of the PV module used in the experiment 
is shown in Fig 5.9. It should be noticed that the measured characteristics are not as ideal 
as the characteristic curves simulated using an ideal PV module. The change of the 
current when voltage increase is rather different for different level of solar irradiance (the 
temperature was kept approximately the same for all measurement cases). This creates 
a non-ideal locus of MPP. In the same plot, it can be seen that at the highest solar 
irradiance level (for the measurement cases), there are two noticeable local peaks. This is 
attributed to the non-uniform insolation that strikes on each cell in the PV module during 
the experiment (discussed in Section 2.4 - Non Ideal I-V and P-V PV Characteristics). 
The experimental results are divided into two sections, i.e. fixed perturbation 
step-sizes and variable perturbation step-sizes. The following figures were arranged so 
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Figure 5.9; The measure I-V and P-V characteristics of the PV (BP 365U) used in the 
experiment. 
that the simulated PV power waveform test presented on the left hand side corresponds 
to the oscilloscope-captured waveform presented on the right hand side. The oscilloscope-
captured waveforms include the PV power waveform (Ppv) and the current waveform 
(Iirrad) which supphes the halogen lamps. The Ijrrad is used as an indicator to pinpoint 
the time at which illumination changed. 
5.5.1 Testing of Fixed Perturbation Step-sizes 
Four fixed step-sizes investigated; 0.008, 0.001, 0.0005 and 0.0001. Since the test results 
using DDC and CMC exhibit a similar trend, only the DDC results are analysed and 
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Figure 5.10: Simulated response of PV 
power under a series of step-down irradi-
ance test using DDC converter with 0.008 
step-size. 
Figure 5.11: Measured response of PV 
power under a series of irradiance step-
down test using DCC with 0.008 step-
size. 
discussed in this subsection. The step-down test results using CMC are presented in 
Appendix C. 
Figure 5.10 to Fig 5.17 show the simulation and experimental results of the PV 
power response under a series of step-down changes of illumination using fixed step-sizes. 
Figure 5.10 and Fig 5.11 show that the large step-size (0.008) creates large os-
cillations during full illumination and the magnitude of the oscillations is less at lower 
illumination. Although, there is a slight difference in the magnitude of the PV power 
oscillations, the PV power response obtained from the PV model closely matches the re-
sponse obtained from the practical test system. It can be seen from both figures that the 
PV power oscillated around the MPP and did not settle. 
Figure 5.12 and Fig 5.13 show that the magnitude of power oscillation is significantly 
reduced for a step-size of 0.001 compared to the previous case of step-size. Figure 5.13 
shows the oscillation has reduced to about 3 W during the steady-state condition as 
compared to the 0.008 step-size (Fig 5.11). In addition, the transient after each step 
change of illumination settles quickly. However, the tracking operation continues to hunt 
at steady-state conditions. 
Figure 5.14 and Fig 5.15 present the MPPT performance of the 0.0005 step-size. 
Though a slight difference exists in the magnitude of the oscillation the simulated and 
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Figure 5.12: Simulated response of PV 
power under a series of step-down irradi-
ance test using DDC converter with 0.001 
step-size. 
Figure 5.13; Measured response of PV 
power under a series of irradiance step-
down test using DCC with 0.001 step-
size. 
measured PV power response compare well with each other. Further, both figures show 
that the PV power waveform holds correctly at the true MPP after each illumination step 
change with only small ripples during the steady-state condition. 
The smallest fixed step-size investigated in this thesis is 0.0001 as presented in 
Fig 5.16 and Fig 5.17. With the small step-size, it took longer to reach the desired 
operating point. Note that the PV power response obtained from the experimental set-
up has longer initial transient compared to the response obtained from the simulation 
model. This happened in practical test because the 0.0001 step-size used in the MPPT 
algorithm is too small and, in turn, the calculated current reference has not much different 
with the inductor current measured from the converter. Therefore, the error between the 
current reference and the inductor current produced little impact on the duty-cycle. The 
measurement probes used in the experimental testing also contribute to the inaccuracy 
of the measured results. In the MPPT algorithm testing, two external instrumentation 
(in addition to the measurement set together with the digital rapid prototype) were used 
which include a differential probe and a current probe. These probes were used to measure 
the PV current and the PV voltage which were then converted by ADC and applied as 
the input parameters to the MPPT algorithm. The measurement probes are not as ideal 
as the measurement set available in the simulation. Table 5.3 presents the percentage of 
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Figure 5.14: Simulated response of PV 
power under a series of step-down irra-
diance test using DDC converter with 
0.0005 step-size. 
Figure 5.15: Measured response of PV 
power under a series of irradiance step-
down test using DCC with 0.0005 step-
size. 
measurement error for the two probes provided by manufacturers [81,82]. 
Table 5.3: The accuracy of the measurement probes used in the experiments. 
Type Model Measurement Error 
Differential Probe Printex DP-25 ± 2% at 20 - 30 "C 
Current Probe LEM-PR30 ± 1% at 25 °C (100 mV/A) 
It can be seen from the table that the probes have the possibility of producing 
inaccuracy measurement up to 2% of the value sensed. A 1% of error from a 2.5 A current 
would create up to ± 0.025 A to the final measurement and a 2% of 17 V would give up 
to ± 0.34 V discrepancy. In that case, the calculation of the PV power would have an 
inaccuracy up to 0.0085 W. In addition to that, ripples and noise attributed to switching 
of the converter also contribute to the inaccuracy of the measurements. 
In Fig 5.17, with the possibility of measurement error, the measured input parame-
ters to the algorithm may not be accurate. Further, the step-size used is very small that 
may give little impact to the control variable calculation and, in turn, the duty-cycle may 
remain constant or may change only a little. Hence, the operating point requires more 
iterations to move towards the MPP which resulted longer response time compared to the 
simulation result. 
5.5 Experimental Results 96 
I 10 
d. 
£ 0 
0 1 2 3 4 5 
Time (s) 
10 W/div 1 A/div 2 s/div 
7 8 9 10 
Figure 5.16: Simulated response of PV 
power under a series of step-down irra-
diance test using DDC converter with 
0.0001 step-size. 
Figure 5.17: Measured response of PV 
power under a series of irradiance step-
down test using DCC with 0.0001 step-
size. 
Figure 5.17 shows that the measured MPP operating point fails to respond to the 
first drastic step-down change of illumination as the operating point hunts for the initial 
start-up MPP. It can be observed that the operating point tends to deviate from the true 
MPP during the transients and slowly approaches the right MPP. This in turn, leads to 
the loss of opportunity to harvest the available energy. This means that the expensive PV 
module is not used at its best advantage. In addition, the transient response during step 
change of illumination takes longer to settle in the experimental test than the simulation. 
However, once the operating point reaches the steady-state, it is able to hold to the right 
MPP with negligible oscillation. 
The simulated and measured trajectories of the PV operating point for all the four 
fixed step-sizes are presented in Fig 5.18 to Fig 5.25. Each plot also shows five power 
against voltage characteristic curves simulated using the BP 365U PV module model at 
28 °C and the relevant illumination level. These curves are used as reference to observe 
the trajectory of the MPPT operating point. 
Figure 5.18 shows the simulated MPPT operating point under PV characteristic 
curves using the 0.008 step-size and Fig 5.19 shows the measured response. Both simula-
tion and experimental plots show large variation of PV voltage using the large step-size. 
The measured MPP trajectory is rather different that the simulated tracking trajectory. 
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Figure 5.18: Simulated MPP tracking 
process of Fig 5.10 (DCC with 0.008 step-
size) under the I-V and P-V characteristic 
curves. 
Figure 5.19: Measured MPP tracking 
process of Fig 5.11 (DCC with 0.008 
step-size) under the I-V and P-V char-
acteristic curves. 
especially at the high solar irradiance level where the operating point tends to deviate 
from true MPP. This is due to the effect of non-uniform step change of insolation during 
the experiment (explained at the beginning of this section), which creates the mismatch 
of energy conversion among the cells in the PV module. However, it is clear that the 
trajectory of the operating point under simulation differs from the one from experimental 
test with the experimental result being much poorer. 
The simulated and measured response of the MPPT operation using the 0.001 
step-size are shown in Fig 5.20 and Fig 5.21 respectively. Although, a slight difference 
exists in the range of the voltage variation obtained from the PV model compared to the 
experimental system, both plots show that the oscillatory response has reduced compared 
to the previous step-size case. 
Using the perturbation step-size of 0.0005, both Fig 5.22 and Fig 5.23 show that 
the MPPT operation tracks along the MPP locus with smooth hold of true MPP and 
reasonably small PV voltage deviation. 
For the smallest step-size (0.0001), the simulated response shows that the operating 
point progresses along the MPP locus with strong hold at the true MPP of each illumina-
tion level as presented in Fig 5.24. However, the measured MPPT trajectory (Fig 5.25) 
shows that the operating point failed to reach the MPP under the initial full illumination 
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Figure 5.20: Simulated MPP tracking 
process of Fig 5.12 (DCC with 0.001 step-
size) under the I-V and P-V characteristic 
curves. 
Figure 5.21: Measured MPP tracking 
process of Fig 5.13 (DCC with 0.001 
step-size) under the I-V and P-V char-
acteristic curves. 
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Figure 5.22: Simulated MPP tracking 
process of Fig 5.14 (DCC with 0.0005 
step-size) under the I-V and P-V charac-
teristic curves. 
Figure 5.23: Measured MPP tracking 
process of Fig 5.15 (DCC with 0.0005 
step-size) under the I-V and P-V char-
acteristic curves. 
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Figure 5.24: Simulated MPP tracking 
process of Fig 5.16 (DCC with 0.0001 
step-size) under the I-V and P-V charac-
teristic curves. 
Figure 5.25: Measured MPP tracking 
process of Fig 5.17 (DCC with 0.0001 
step-size) under the I-V and P-V char-
acteristic curves. 
due to the slow response using too small a step-size. 
In conclusion, the experimental results exhibit more power ripples during steady-
state and respond slightly slower during transients to reach the true MPP than the sim-
ulation results. Comparing the PV power response under all the four fixed step-sizes, it 
is observed that by reducing the perturbation step-size, the oscillation at the steady-state 
condition reduces but the transient response time increases. Generally, the experimental 
results support the simulation study but with a marked discrepancy for the smallest and 
the largest step-sizes. 
5.5.2 Testing of Variable Perturbation Step-sizes 
The following is the analysis and discussion of the experimental verification of the P&O 
MPPT algorithm with variable perturbation step-sizes. The variable perturbation step-
sizes investigated in the previous chapter include the P-I slope method, Sj (Equation 4.17) 
and the improved P&O algorithm in which the step-size is made dependent on the sensi-
tivity of the PV power to the previous perturbation (Equation 4.24). 
A. Testing using Direct Duty-Cycle Controlled Converter 
The simulation response and the experimental test response of PV power 
using the P-I slope method applied to the DDC converter are presented in Fig 5.26 
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Figure 5.26: Simulated response of PV 
power under a series of step-down irradi-
ance test using DDC converter with the 
P-I slope method. 
Figure 5.27: Measured response of PV 
power under a series of irradiance step-
down test using DDC with the P-I slope 
method. 
and Fig 5.27 respectively. Inspection of the two figures shows that the result from 
the simulation matches the experimental result. The initial start-up is slow but 
the operating point successfully reaches the true MPP at each illumination step 
change. It can be seen that the transients and the power undershoots obtained 
from experimental result is slower than the simulation result. This is attributed to 
the effect of the steep slope on the right side of the MPP in the P-I characteristic 
curve. After a large step is produced and a large change of the duty-cycle is made; 
the operating point is driven far away from the MPP during the transient. After 
each undershoot phenomenon, the operating point slowly returns to the right MPP. 
However, the controller is able to bring the power operating point back to a stable 
point quickly under each step change of solar irradiance which does not affect the 
M P P T during steady-state condition. 
The test performance of the proposed P&O algorithm is presented in Fig 5.28 
and Fig 5.29. Although, a slight difference in the transients exists, the response 
obtained from the simulation closely matches the response obtained from the ex-
perimental test system. The simulated and measured response of PV power show 
fast initial response and accurate holding of the true MPP under step change of 
illumination with negligible oscillation during the steady-state conditions. The PV 
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Figure 5.28: Simulated response of PV 
power under a series of step-down irradi-
ance test using DDC converter with the 
improved P&O algorithm. 
Figure 5.29: Measured response of PV 
power under a series of irradiance step-
down test using DDC with the improved 
P&O algorithm. 
power follows the waveform of the Iirrad smoothly. 
The trajectories of the operating point were compared to the characteristic 
curves of the PV module, Fig 5.30 and Fig 5.31 show results for the P-I slope method. 
Although a deviation of PV voltage exists but the operating point manages to reach 
the MPP for both simulation and practical cases. 
Figure 5.32 and Fig 5.33 show the trajectories of the M P P T operating point 
for the proposed P&O algorithm. It can be seen that the operating point moves along 
the MPP locus. In each step, the MPP is accurately identified and therefore the 
operating point holds firmly at the steady-state conditions. The measured trajectory 
shows smaller range of voltage deviation than the simulated response because of the 
transient undershoot that occurred in the simulated power waveform (Fig 5.28). 
B. Testing using Current-Mode Controlled Converter 
The performance of M P P T converter using the P-I slope method apphed to 
the CMC converter is presented in Fig 5.34 and Fig 5.35. In both figures, it can be 
observed that there is an undershoot in the PV waveform during the step change 
of illumination. The power undershoot obtained from the experimental set-up is 
slightly larger than that obtained from the simulation model. 
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Figure 5.30: Simulated MPP tracking 
process of Fig 5.26 (DDC with the slope 
of P-I curve step-size) under the I-V and 
P-V characteristic curves. 
Figure 5.31: Measured MPP tracking 
process of Fig 5.27 (DDC with the P-
I slope method step-size) under the I-V 
and P-V characteristic curves. 
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Figure 5.32: Simulated MPP tracking 
process of Fig 5.28 (DDC with the im-
proved P&O algorithm) under the I-V and 
P-V characteristic curves. 
Figure 5.33: Measured MPP tracking 
process of Fig 5.29 (DDC with the im-
proved P&O algorithm) under the I-V 
and P-V characteristic curves. 
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Figure 5.34: Simulated response of PV 
power under a series of step-down irradi-
ance test using CCM converter with the 
slope of P-I curve. 
Figure 5.35: Measured response of PV 
power under a series of irradiance step-
down test using CMC with the slope of 
P-I curve. 
The simulated and experimental test response of the proposed P&O algorithm 
incorporating the CMC is demonstrated in Fig 5.36 and Fig 5.37 respectively. The 
simulation result matches the experimental result. The PV tracking process is fast 
and the operating point accurately holds the true MPP after each step change of 
illumination. This is a much better result than the P-I slope variable step-size. 
Figure 5.38 to Fig 5.41 show the operating point trajectories in comparison 
to the PV characteristic curves. 
Inspection of Fig 5.38 and Fig 5.39 reveal that the operating point using P-I 
slope method deviates wildly before it reaches the true MPP because of the power 
undershoot. However, the proposed P&O algorithm shows significant improvement 
in the M P P T operation. The operating point moves along the locus of the MPP as 
the solar irradiance changes with very small voltage deviation. In each illumination 
step, the MPP is identified quickly and accurately. 
In summary, the P-I slope method shows good holding of the true MPP 
during steady-state conditions but ripples and undershoot occur. Further, there are 
no significant changes of the MPPT performances between the DDC and CMC. As 
for the proposed P&O algorithm, the use of CMC overcomes the hunting of the 
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Figure 5.36: Simulated response of PV 
power under a series of step-down irradi-
ance test using CCM converter with the 
improved P&O algorithm. 
Figure 5.37: Measured response of PV 
power under a series of irradiance step-
down test using CMC with the improved 
P&O algorithm. 
PV Voltage (V) 
MPP Locus 
PV Voltage (V) 
PV Voltage (V) 
O 30 
PV Voltage (V) 
Figure 5.38: Simulated MPP tracking 
process of Fig 5.34 (DDC with the slope 
of P-I curve step-size) under the I-V and 
P-V characteristic curves. 
Figure 5.39: Measured MPP tracking 
process of Fig 5.35 (DDC with the slope 
of P-I curve step-size) under the I-V and 
P-V characteristic curves. 
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Figure 5.40: Simulated MPP tracking 
process of Fig 5.36 (DDC with the im-
proved P&O algorithm) under the I-V and 
P-V characteristic curves. 
Figure 5.41; Measured MPP tracking 
process of Fig 5.37 (DDC with the im-
proved P&O algorithm) under the I-V 
and P-V characteristic curves. 
operating point during transients in the DDC. This ensures that maximum harvest 
of PV energy is achieved and best use of the PV module is made. 
5.6 Conclusion on the Exper imenta l Resul ts 
The experimental testing has confirmed the finding of the simulation tests but also demon-
strated that the more complex variable step-size algorithms can be implemented in prac-
tice. 
The fixed step-size algorithm exhibited compromises in the choice of step-size. Too 
large a step-size led to poor MPP accuracy (especially at high illumination) and oscilla-
tory behaviour. Too small a step-size led to slow response and reduced energy harvest in 
changing illumination. Variable step-size is seen to overcome this compromise. The im-
proved P&O algorithm (Equation 4.24) using current-mode control gave excellent results 
in terms of both tracking speed and accuracy. 
Chapter 6 
Energy Management of BIPV 
Systems 
The combination of PV array and battery storage is suitable for the implementation 
of building integrated photovoltaic systems. This configuration has an advantage of having 
greater availability of the electricity production for the building's consumption than having 
PV alone on the building. However, the idea of the BIPV has not been put into practice 
extensively due to the high PV capital cost. In urban areas, commercial buildings have 
very high electricity demand during the daytime of weekdays as compared to low demand 
at night time or weekends. When buildings are refurbished or replaced there is sometimes 
a need for expensive network reinforcement. If energy management inside the planned 
building could reduce demand at peak times then the network reinforcement would be 
avoided. This leads to the idea of installing energy storage devices in order to shift part 
of the electrical load from peak hours to off-peak hours. This also helps to reduce the 
total electricity charge. Thus, one may gain a reward from the difference in tariff and the 
amount of energy shifted. 
Another concern is unpredicted outages in the public's electricity supply that may 
cause significant losses to consumers. Nowadays, electrical appliances such as personal 
computers and medical equipment have become very important and maybe even indis-
pensable to our lives. As a consequence, these equipments often require uninterruptible 
power supply and uninterruptible power supply (UPS) systems are seen as essential in 
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many commercial buildings. 
In this chapter, the incorporation of demand side management and a UPS function 
in BIPV systems are described. Using the demand side management approach, with PV 
assistance, the power taken from the grid can be reduced and hence the electricity cost is 
reduced. 
6.1 D e m a n d Side Management 
Demand side management (DSM) covers the planning, implementation, and monitoring 
of utility activities designed to influence customer use of electricity in ways that produce 
desired changes in the demand curve of the system, i. e. changes in the time pattern and 
magnitude of a system's load [83]. The art of successful implementation and the ultimate 
success of the program rest within the balancing of supply-side and customer needs. 
It is generally convenient to apply DSM based on broad load shaping objectives. 
The load shape in question could be over a variety of time scales, such as by time-of-day, 
day-of-week or seasonal base. Load shape objectives can be categorized in six broad groups 
which are briefly described as follows [83,84] 
1. Peak Clipping is the reduction of peak load by using direct load control which is 
used to reduce the operating cost and the dependence on critical fuels. 
2. Valley Filling encompasses building off-peak loads. This may be particularly de-
sirable for those times of the year where the long run incremental cost is less than 
the average tariff of electricity. Adding properly priced off-peak load under those 
circumstances decreases the average cost to customers. 
3. Load Shifting involves shifting load from peak period to off-peak period. The 
load/demand shift from storage devices involves displacing what would have been 
conventional appliances served by public utility. 
4. Strategic Conservation is the load-shape change that results from utility-stimulated 
programs directed at end use consumption. The change reflects a modification of 
the load shape involving a reduction in energy sales often as well as a change in the 
pattern of load. 
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5. Strategic Load Growth is the load-shape change that refers to a general increase in en-
ergy sales which is stimulated by the utility (beyond the valley filling). Load growth 
may involve increased market share of loads which could be served by competing 
fuels, as well as economic development in the service area. 
6. Flexible Load Shape gives the ability to modify the supply-side's load shape on short 
notice if the anticipated load shape which include any demand-side activities is 
available. The load shape can be flexible if customers are presented with options 
(as to the variations in quahty of service) that they are willing to allow in exchange 
for various incentives. The programs involved can be variations of interruptible 
or curtailable load; concepts of pooled, integrated energy management systems or 
individual customer load control devices offering service constraints. 
In this thesis, the DSM concept is apphed in BIPV systems within the commercial 
sector. The significant difference between peak demand and the base demand in commer-
cial sector was the motivation for choosing the demand shifting load shape objective for 
further examination. This concept will be further used in the battery sizing and economic 
evaluation of BIPV systems which will be described in the following chapter. 
6.2 B I P V Incorpora tes D e m a n d Shift ing and U P S Capabil-
ities 
Due to the rapid growth of critical electrical appHances sensitive to power supply distur-
bances, a UPS has been seen as an essential in many applications. Among the available 
UPS systems, static UPS systems are the most popular type due to their high conversion 
efficiency and high power reliability [14]. 
Many studies related to UPS systems are available in the literature. For instance, 
the application of utility interactive PV power generation for a UPS system has been 
studied in [85], which proposed a novel type of single-phase voltage source inverter for a 
UPS. Similar schemes also has been reviewed and studied in [86-88]. However, most of 
the research works focussed only on the development of the UPS system alone. There is 
a research gap in which UPS systems could be combined with renewable energy to reduce 
the size of battery for backup supply. 
6.2 BIPV Incorporates Demand Shifting and UPS Capabilities 109 
In this thesis, a power supply system that incorporates the renewable energy (i.e. 
BIPV) and provides a demand shifting facility and uninterruptible power to the appli-
cation load is proposed. A UPS system with battery storage is incorporated to prevent 
disturbance surges or ac line failure. The overview of the proposed BIPV system is illus-
trated in Fig 6.1. The system consists of two energy sources (the ac mains and the PV 
generation), battery storage (for back-up power supply and demand shifting purposes), dc 
loads and ac loads. This system configuration requires careful consideration in controlling 
and managing the energy sources, battery storage and the demand loads. For instance, 
during the daytime, the peak PV generation typically coincides with the peak demand of a 
typical office. Thus, all the PV electricity will be supplied to the demand load. PV power 
can also be used to charge the battery. Meanwhile, the battery has to be maintained at 
sufficient capacity to supply the demand load if and when the utility fails. It is a great 
challenge to manage and to control the multi-resource, multi-load UPS system to ensure 
the continuity of power supply. Thus, the overall operating strategy of a BIPV and the 
various modes of power fiow that exist in an UPS-Demand Shifting system with PV are 
examined in this chapter. 
The proposed BIPV system incorporating UPS function has several attractive fea-
tures, as described below: 
1. Improved sustainability - solar energy is a renewable energy and the PV electricity 
generation is clean and free from CO2 emission 
2. Well suited to commercial office buildings - the peak load demand of a typical office 
normally coincides with high solar irradiance in clear weather conditions and this 
helps to reduce both the average and the peak power and thus the power import 
from the utility grid is reduced 
3. Demand side management can be carried out to shift energy from the peak demand 
hours to the off-peak hours using energy storage devices. This feature is important as 
it reduces the electricity bill by replacing the peak hours' expensive tariff with battery 
energy system. The battery is then charged by the off-peak hours' less expensive 
electricity from the utility grid. In addition to that, demand side management using 
battery storage can help to reduce the peak demand in urban areas where network 
constraints might apply. 
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Figure 6.1: Block diagram of the proposed BIPV system. 
6.3 Power Flow in B I P V Systems 
In this research work, the proposed multi-resource, multi-load BIPV system features de-
mand shift during peak hours and back-up supply in the event of ac mains outage. Since 
the amount of PV power produced is weather dependent and uncertain, the utihty grid 
needs to supply the balance of power demanded by the building. In the event of a power 
disturbance, both the PV generator and the backup storage can supply the building's 
demand. Therefore, careful management of the power flow in BIPV systems are required. 
Figure 6.2 to Fig 6.8 show the operation modes of the proposed BIPV system, which in-
clude 4 daytime operation modes employing PV energy, an ac mains only mode, a charging 
mode and 2 UPS modes. 
1. Daytime export of excess PV power (Mode 1) 
This is the case in which the PV power is greater than the building's demand. The 
generated PV power supphes the load and any excess power is exported to the ac 
mains. The power flow from PV generator to the load is illustrated in Fig 6.2. In 
the proposed system, a variable dc bus is being used as a way of controlling the 
battery storage device. Since PV power is greater than the demand, no additional 
battery energy is required for the demand shift operation. Therefore, the dc voltage 
of the PV generator is maintained slightly higher than the open circuit of the battery 
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in order to avoid the power flow from the battery to the load. In this mode, it is 
assumed that the battery is fully charged during the previous night. If the battery 
was not fully charged, the system will enter the following mode. 
AC Mains 
A V MPPT 
—W 
PV Array 
P O W e r F l O W 
Ba#e^ 
Figure 6.2: Mode 1: Daytime export of excess PV power mode (PV power > load). 
2. Daytime battery charging from PV power (Mode 2) 
Similar to Mode 1, in this mode the generated PV power supplies the demand. 
However, in this case the PV power is used to charge the battery rather than to be 
exported to the ac mains. The system operates with reverse power flow protection at 
the ac mains. This mode is presented in Fig 6.3. If the battery becomes fully charged, 
the system is switched back to Mode 1. Then the reverse power flow protection is 
released and excessive PV power can be exported to the pubhc grid. 
3. Daytime insufficient PV power (Mode 3) 
During cloudy days when the generated PV power is less than the building's de-
mand and there is no demand shifting operation (usually during weekends), this 
mode comes into action. This mode is presented in Fig 6.4. The variable do bus 
is controlled so as the voltage of the PV generator is slightly higher than the open 
circuit voltage of the battery. This is to avoid the power flow from the battery to 
the load. Meanwhile the system receives the additional power from the ac mains to 
meet the load demand. 
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Figure 6.3: Mode 2: Daytime battery charging from PV power mode (PV power > load). 
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Figure 6.4: Mode 3: Daytime insufficient PV power mode (PV power < load). 
4. Daytime insufficient PV power with demand shifting (Mode 4) 
This is further possible daytime mode when the PV power is less than the building's 
demand. During peak hours, it may be necessary to use demand shifting operation 
to avoid drawing high power from the mains. Thus, the variable dc bus is controlled 
so that the battery storage can supply the load during the demand shifting period. 
The daytime mode with demand shifting is shown in Fig 6.5. 
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Figure 6.5: Mode 4: Daytime insufficient PV power mode with demand shifting (PV power 
< load). 
5. Night time charging (Mode 5) 
This mode comes into action during night time and it is presented in Fig 6.6. In this 
case, the variable dc bus is controlled so that the battery is charged directly from 
the ac mains through the bidirectional converter. When the battery is charged to a 
pre-specified level, the charging process is completed and the system will switch to 
the following operation mode. 
AC Mains 
MPPT 
Pv Array 
Power Flow 
Battery 
Figure 6.6; Mode 5: Night time charging mode. 
6. Night time ac mains supply (Mode 6) 
This is also a night time mode but in this case the battery is fully charged. The 
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operation mode is illustrated in Fig 6.7. The ac mains supphes the load without the 
battery and PV supply. 
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Figure 6.7: Mode 6: Night time ac mains supply mode. 
7. UPS with PV power (Mode 7) 
This is the case in which an outage suddenly occurs during daytime and PV power 
is available. The power flow of the UPS operation with PV power is illustrated in 
Fig 6.8. The variable dc bus is controlled so that the battery supplies the balance of 
demand after deducting the PV power. This operational mode is divided into three 
categories, which include 
a. if the battery is fully charged and the generated PV power were greater than the 
building demand, the PV power is used to supply the building demand and excess 
PV power can be exported to the grid 
b. if the battery is low but the generated PV power were greater than the building 
demand, the excess PV power could be used to charge the battery 
c. if the generated PV power is insufficient to support the demand, the power is 
drawn from the battery and the duration of power supply sustainabihty is determined 
by the remaining battery capacity. 
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Figure 6.8: Mode 7: UPS with PV power mode. 
UPS without PV power (Mode 8) 
This mode comes into action when ac mains outage occurs (or the supply is out of 
tolerance) and there is no PV power generated. The battery supplies the load and 
can do so for duration determined by the capacity of the battery. This operation 
mode is presented in Fig 6.9. The building is at high risk if an outage last longer 
than the duration for which the backup battery can sustain the power supply. 
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Figure 6.9: Mode 8: UPS without PV power mode. 
These operational modes of the proposed BIPV system are summarized in Table 6.1. 
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Table 6.1; Operational modes of the proposed BIPV system. 
Daytime 
Night Time 
High PV Genera-
tion (PV > Load) 
Low PV Genera-
tion (PV < Load) 
Ac Mains is 
in good 
condition 
Battery 
is Fully 
Charged 
Mode 1 
Daytime Export 
of Excess PV 
Power. 
(PV supplies 
load) 
Mode 4 
Daytime Insuffi-
cient PV Power 
with Demand 
Shifting. 
(PV, battery and 
ac mains supply 
load) 
Mode 6 
Night Time 
AC Mains 
Supply. 
(Ac mains 
supphes load) 
Low 
Battery 
Mode 2 
Daytime Battery 
Charging from 
PV Power. 
(PV supphes 
load and charges 
battery) 
Mode 3 
Daytime Insufh-
cient PV Power. 
(PV and ac mains 
supply load) 
Mode 5 
Night Time 
Charging. 
(Ac mains 
charges bat-
tery) 
Ac Mains is 
out of 
tolerance / 
Outage 
Battery 
is Fully 
Charged 
Mode 7a 
UPS with PV 
Power. 
(PV supphes 
load) 
Mode 7c 
UPS with PV 
Power. 
(PV and battery 
supplies load) 
Mode 8 
UPS without 
PV Power. 
(Battery 
supphes load) 
Low 
Battery 
Mode 7b 
UPS with PV 
Power. 
(PV supphes load 
and the excess 
PV power charges 
battery) 
Mode 7c 
UPS with PV 
Power. 
(PV and battery 
supply load; the 
remaining battery 
energy can only 
supply for limited 
outage duration) 
Mode 8 
UPS without 
PV Power. 
(High risk; 
the remaining 
battery en-
ergy can only 
support for 
hmited outage 
duration) 
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6.4 D e m a n d management and U P S Facility 
Figure 6.10 to Fig 6.12 illustrate the general concept of demand management incorporating 
a UPS function. The PV energy is used to supply the building demand and any excessive 
PV energy is exported to the grid. The demand shift operation is based on a pre-defined 
threshold {DSjref) such that if the net load exceeds the DS.ref, battery energy is used for 
peak reduction. Four cases of the demand management will be applied in the investigation 
of the required battery capacity (Chapter 7) using the Monte Carlo simulation technique. 
The demand management analysis is characterized into four scenarios which comprise an 
outage that may happen before, after or during the demand shifting operation during a 
weekday and an outage that may also happen during a weekend. 
A typical weekday load profile for a medium size commercial sector building is 
shown in Fig 6.10. In this case, an outage is introduced during the early morning before the 
typical office hours. The interrupted power is supplied by the battery and the remaining 
battery capacity, if any, can be used for demand shifting operation during the peak hours. 
In the same figure, an example of a PV power profile is shown. If the balance of building 
load (after the PV power is subtracted from total load) exceeds the particular DS-ref 
then demand shifting will occur. The remaining building demand, after deducting the PV 
power and the battery demand shifting, is supplied from the ac mains. 
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Figure 6.10; Demand management and UPS: outage occurs before demand shifting oper-
ation (weekday). 
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Figure 6.11 illustrates the same weekday load profile to that shown in Fig 6.10 
but in this case, the outage occurs during the peak hours (demand shifting hours). If 
the generated PV power is low (such as cloudy days) the balance of demand during peak 
hours could exceed the pre-defined demand shifting threshold. If an outage happens during 
peak hours, no demand shifting operation will be performed. Therefore, only the battery 
capacity required for backup supply is considered and the energy for demand shifting is 
neglected. This ensures that double counting of the overlapped area between demand 
shifting energy and backup energy is avoided. 
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Figure 6.11: Demand management and UPS: outage and demand shifting happen in the 
same day. 
The worst case for the risk of interrupted power is when an outage occurs immedi-
ately after the battery has been partially discharged for demand shifting as presented in 
Fig 6.12. In this case, customers carry a risk that there is insufficient backup energy for 
supplying the demand during the interruption. 
Figure 6.13 presents a typical weekend load profile which most likely is the building's 
base load as httle office activity being carried out during weekends. In this case, if the 
demand does not exceed the demand shifting threshold, the battery will be at its full 
capacity. This means that if an outage occurs during weekends, the battery is able to 
supply the base demand for a long duration. 
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Figure 6.12: Demand management and UPS: outage occurs after demand shifting opera-
tion. 
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Figure 6.13: Demand management and UPS: no demand shifting (weekend). 
6.5 Conclusion on Energy Management 
The proposed BIPV system features renewable energy production and facilitates both UPS 
function and demand shifting capability using a single battery. It is the incorporation of 
a battery into the BIPV system that facilitates shift of the building's peak demand to 
off-peak hours. At the same time, battery also serves as back-up energy supply in the 
event of a mains outage. 
The power flow management of the energy sources, battery storage and the loads 
was discussed. In the event of a power disturbance, both the PV generator and the backup 
storage can supply the building's demand. However, the amount of PV power produced 
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is uncertain and variable and thus the ac mains needs to supply the balance of building 
load. Eight possible operational modes of the proposed BIPV system have been described. 
These operational modes take into consideration the available PV power and the need to 
replenish battery charge following use for outage avoidance or demand shifting. This is to 
ensure that the proposed BIPV system is able to sustain the power supply to the building 
load under any circumstances. The demand management concept has also been explained. 
For the work reported in this thesis, a single battery was proposed to serve as backup 
supply and also to facilitate demand shifting. The required battery capacity consists of a 
portion for UPS capability and another portion for demand shifting facility. The battery 
capacity can also be shared between UPS backup and demand shifting facilities. However, 
in an extreme case when an outage occurs after the demand shifting operation, customers 
may have the risk of not being able to sustain power supply during the whole outage if 
the battery is depleted after demand peak shaving. 
Due to the high capital cost of battery storage, the battery capacity for the BIPV 
with demand shift and UPS has to be sized carefully in order to avoid over-sized or under-
sized battery capacity. This is the issue to be addressed in the next chapter. 
Chapter 7 
Battery Sizing and Economic 
Evaluation of BIPV Systems 
7.1 In t roduc t ion 
In BIPV systems, the incorporation of a demand shifting facility and an UPS support 
require relatively expensive battery energy storage. Therefore, the appropriate sizing of 
the battery capacity is crucial in order to meet the objectives at the lowest cost. The factors 
required in considering BIPV battery sizing include the building load profile, the weather 
conditions for PV power generation and the historical outage distribution. These factors 
are not deterministic in nature but include random variations with time. A stochastic 
approach is more suited to determine the battery capacity with many probabilistic inputs 
than direct numerical approach which uses deterministic mathematical models. Therefore, 
this chapter presents a stochastic approach to determining a suitable battery capacity using 
Monte Carlo simulation. This approach is important because consumers can base sizing 
decisions on the historical data rather than buying a fixed duration UPS system without 
understanding the local outage statistics and how likely an outage of a particular duration 
might be. The economic evaluations together with the sensitivity analysis are discussed. 
As a case of study, the weather information, historical outage information of Lon-
don, United Kingdom and the demand profile of a medium size commercial building in 
London have been collected for the analysis. 
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7.2 B a t t e r y Sizing Techniques 
It has been noted that the weather conditions, outage events and demand peaks are not 
deterministic in nature and vary randomly with time. Probability theory is a tool that 
aids problem solving by transforming the knowledge of a system into a prediction of its 
likelihood for future behaviour. There are two fundamental methods within the probabilis-
tic evaluation techniques, which are the analytical and simulation techniques. The former 
technique evaluates a problem by representing the system with mathematical models and 
then analytically solves the problem. The difficulty of this method is that the accurate 
mathematical equations can become very complicated and may require approximations 
in modelling complex systems [89]. The simulation method known as Monte Carlo simu-
lation predicts the outcomes of a problem by simulating the actual process and random 
behaviour of the particular system [90]. 
There have been many studies reported, [91-95], regarding battery sizing method-
ologies. Generally, these studies were performed using numerical optimization of determin-
istic mathematical models. Deterministic methods operate by taking a number of evenly 
spaced samples from a function. In general, this method works very well for functions of 
one variable but it is not efficient for functions of vectors. A methodology for calculation 
of the optimum size of battery bank and the PV module for stand-alone hybrid wind and 
PV system was proposed in [91]. In this work, hourly data such as the solar irradiance and 
wind speed were used for average power calculation. The optimum number of batteries 
and the PV modules was obtained based on the minimum cost of the system subject to 
meeting a pre-defined loss of power supply probabihty. The capital cost of the system was 
defined as follows. 
Capital Cost = if) • Npv + /3 • Nbattery + Co (7.1) 
where is the cost of a PV module, Npy is the number of PV modules and Nbattery is the 
number of batteries, (3 is the cost of a battery and Co is a fixed costs including the cost 
of design, installation and the cost of wind turbines. It was concluded that the optimum 
solution to Equation 7.1 is when 
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dNpv ./? (7.2) 
d^battery 
where the minimum system cost is at the point of tangency of the hne cost and the curve 
that represents the relationship of the number of PV array and the number of batteries as 
illustrated in Fig 7.1. This method is suitable for small scale PV systems such as stand-
alone residential PV systems. However, the proposed technique does not accommodate 
the full range of stochastic phenomenon for the loss of power supply and instead uses only 
a single-valued probability. In this reference, the loss of power supply probability was 
defined as the long-term average fraction of the load that is not supplied by a stand-alone 
system where zero value means the load will be always supplied and value of one means 
that the load will never be satisfied. The result does not provide a view of changes in the 
calculated battery capacity arises from different loss of power supply probability. 
For a given Loss of Power 
Supply Probability 
Slope = 
Number of batteries 
Figure 7.1: An illustration of the relation of the number of PV modules versus number of 
batteries for a given loss of power supply probability. 
Another method of sizing and optimization of PV/wind power systems with battery 
storage based, reported in [93] sought to find the least expensive system configuration to 
achieve the required autonomy level (the fraction of time, over a year of operation, for 
which the load can be met). This technique determines the optimum configuration of the 
hybrid system by comparing the economical and technical characteristics of each possible 
configuration of PV/wind power system. In a similar manner to [91], this technique only 
considers the optimum configuration for a pre-defined autonomy level. Thus, it does 
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not provide an appreciation of the probabihty distribution associated with the power 
interruption. 
In [95] it is reported that energy storage systems show promise of savings for both 
utihty and customers. An iterative optimization procedure was developed to determine 
the economic dispatch of battery storage and also to find the optimal battery capacity in a 
power system. The optimal battery capacity was determined by maximising the following 
objective function. 
. , Total fuel savings over the examined period Objective function = ——— 
Total battery energy system cost 
In [95], a weekly load profile was decomposed into daily subsections for the economic 
dispatch computation. The authors did not consider the yearly variation of load profile 
and adding this might add considerably to the computational effort requirement. 
In this thesis, a method to determine the battery capacity for UPS and demand 
shifting facilities incorporated into BIPV systems is investigated. Both the UPS function 
and demand shifting with PV incorporation are concerned with the non deterministic 
behaviour of distribution network outages and weather conditions. A complete assessment 
of a stochastic process can only be achieved by using probabilistic technique by simulation. 
This technique have been popularly apphed in analysing the power system rehability, such 
as [96,97]. However, a hterature review showed that there have been no attempts to apply 
probabilistic simulation method in battery sizing analysis in PV systems. 
A probability distribution approach to model the customer interruption costs due 
to electric supply interruptions was proposed in [98]. The objective was to describe the 
data in such a way that the probabihstic behaviour of customer interruption costs can 
be recognised and can be incorporated in the assessment of the worth of power system 
reliability. The main disadvantage of this approach is that the input data must be fitted 
to a probability model, such as a binomial or Gaussian distribution. This method would 
be inaccurate if the input data do not resemble any of the probability models. 
The Monte Carlo simulation approach treats the investigated problem as a series 
of real experiments conducted in simulation time. Monte Carlo simulation can incorpo-
rate and simulate any system characteristic that can be recognised, such as outages and 
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weather conditions, given as statistics or probabilistic distributions. Application of Monte 
Carlo method can be found in many fields of study, such as stochastic process simulation, 
reliability evaluation, engineering system analysis, etc [99]. 
In the investigation of power interruption issues, only the probability distributions 
of outages provide a sufficiently full representation of the variation of the required backup 
battery capacity. The size of the battery required directly influences the economic of 
the UPS system. Battery sizing may be inaccurate if only a single-valued (average) of 
outage information is available. Simulation methods provide the opportunity to develop an 
appreciation of the broad variability associated with input parameters. Furthermore, the 
incorporation of PV array should take into account the random variability in the weather 
conditions because the power generation is influenced by sunlight and temperature. 
7.3 Overview of t h e Proposed Methodology 
Figure 7.2 shows the block diagram of the overview of the methodology used. The work 
can be divided into three parts, i.e. the Monte Carlo simulation, statistical analysis 
of the Monte Carlo simulation results and economic evaluation. The input data for the 
simulation include the real building load profiles, the weather information (solar irradiance 
and temperature) and the local historical outage distribution. The nature of the data will 
be further explained in the following section. These data are analyzed and arranged in 
seasonal basis in order to match the load profile with the PV power that calculated using 
the weather data in the corresponding season. However, the correlation between the load 
profile and the weather {e.g. higher demand during very hot/cold days) is not taken into 
account in this thesis. In each random event in the Monte Carlo simulation, a load profile 
is selected to be matched with a selected weather condition and a random outage event. 
Then, the required energy capacity to avoid the particular outage and also the energy 
capacity to fulfil the pre-defined demand shifting are calculated. The process repeats for 
a number of events (subjected to a reasonable convergence criteria). 
In the second part of diagram illustrated in Fig 7.2, results generated by the Monte 
Carlo simulation using a set of random events (incorporating the effect of PV power 
and outage event on the selected demand profile) are tabulated in histograms and then 
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rearranged to form cumulative distribution functions (in terms of battery capacity). 
Finally, in the third part, battery capacity of a certain confidence level based on 
the cumulative distributions of demand shifting and UPS are used as the input to the 
economic evaluation. For this, the hfe-cycle cost and the payback period of the PV systems 
are assessed and the sensitivity of the outcomes to various input data is performed. In 
addition to that, customer outage costs is also discussed. 
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Figure 7.2: The overview of the proposed method for battery sizing with uninterruptible-
power and demand-shift capabilities. 
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7.4 Inpu t D a t a and Economic Model 
This section is a discussion of the input parameters and the assumptions made in the 
stochastic simulation. 
The load profiles were measured at 5 minute intervals from a medium sized commer-
cial building in central London. Due to the limited memory capacity in the data logger, 
only a week's load profile could be captured at a time. The data logger was then discon-
nected from the building's substation manually to unload the stored data into a personal 
computer. Therefore, the available data are not a complete set of 365 days. There are 
some gaps scattered over the one year data (from May 2005 to May 2006) during which 
the building demand was not measured. However, the available data are believed to be 
representative enough because they consist of more than three quarters of an annual load 
profile. An example of a weekday load profile from each season is presented in Fig 7.3. 
It can be observed that the weekday profiles present a significant difference between the 
peak and base load levels. This feature suggests that there is a possibihty that a demand 
shifting operation may be profitable to commercial customers. 
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Figure 7.3: Typical weekday load profile of four seasons. 
The weather information consists of the solar irradiance and the PV device tempera-
ture that were measured at 5 minute intervals over a year (from April 2005 to March 2006). 
The data were provided by the Sustainable Energy Research Group which was measured 
on several rooftops at University of Southampton, United Kingdom. The weather infor-
mation is required to compute the PV power production. An assumption was made that 
the PV power yield would be the peak power (maximum available PV power under maxi-
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mum power point tracking operation) for the prevailing weather conditions. Although the 
typical weather condition in each season is easily identified, the changes of daily weather 
are not deterministic in nature. Figure 7.4 illustrates uncertain weather conditions for a 
summer sunny day, a summer cloudy day and a winter day. It can be seen that the solar 
irradiance during cloudy days changes rapidly over a day and, by visual inspection, its 
average is much lower than a sunny day in the same season. This is an important factor to 
take into consideration for those applications where guaranteeing energy availability (such 
in UPS applications) represents a critical issue. 
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Figure 7.4: Solar irradiance and ambient temperature. 
The statistics of outages were obtained from the database of a distribution network 
operator in London. The data consist of the outage events from 1997 to 2000 inclusive. 
In order to study the outage phenomena, the data were organized on a seasonal basis and 
arranged as cumulative distribution functions as presented in Fig 7.5. The outage events 
for the four seasons are fairly linearly distributed over the seasons. This means that the 
outage occurrence has approximately the same probability to happen in any day across a 
year. For better understanding of the outage occurrence by time of day, a histogram of the 
outage distribution was plotted as illustrated in Fig 7.6(a) and its cumulative distribution 
function is shown in Fig 7.6(b). It can be seen that the highest frequencies of outage occur 
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during the working day when the building power demand is the highest. The mean value 
of outage duration for each season is tabulated in Table 7.1. The detail statistics of the 
outage duration are presented in Appendix D. 
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Table 7.1: Statistical comparison of seasonal outage duration (minute). 
Statistic \ Season Spring Summer Autumn Winter 
Mean (minutes) 178.1 208.8 SW&8 184^ 
The component costs and the associated economic factors of the proposed BIPV 
system incorporating battery storage are summarized in Table 7.2. The discount rate and 
the inflation rate of the UK are applied. The annual operational and management cost is 
assumed to be 1% of the initial system capital cost. In this study, the battery is charged 
at the night electricity tariff while demand management is carried out during peak hours. 
The day and night electricity tariffs are 6.369 p/kWh and 3.969 p/kWh respectively in 
which the data were provided by the energy manager of the particular commercial building 
assessed. 
The battery and PV array will use the operating modes identified in Chapter 6 to 
achieve the UPS and demand shifting functions as required by each condition generated 
by the Monte Carlo simulation. 
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Figure 7.6: The time of day of outage occurrence across the whole network over 4 years. 
7.4.1 Case of s tudy 
In this study, a medium size commercial building in London was chosen as a case of study 
for a BIPV system. The building has 12 storeys with the height of 48 m, the width 
of the building wall which is facing south is 18.64 m and the length of the building is 
60.68 m facing east. For the purpose of comparing the PV size and PV orientation, five 
configurations of PV were used as examples. The configurations cover different PV areas 
and orientations as noted in Table 7.3 where rooftop PV is installed at 30° tilted while 
south and east facing refer to facade installations. 
Case 1 is the reference case where there is no PV installed. Case 2 to Case 5 are 
the variation of size and orientations of PV array. The rooftop and the south orientation 
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Table 7.2; Battery energy system component and economic factor. 
Parameter Unit 
P V Array 
Cost 4 f / W p 
Life-cycle 20 years 
Maximum power 120 Wp /m''^  
Module model: BP 365U Multi-crystalhne 
Battery energy storage 
Cost 100 /kWh 
Life-cycle 4000 Cycles 
Round trip efficiency 80% 
Depth of discharge 80% 
Balance of system 
Battery charge controller 0.10 / w 
Power conditioner efficiency 95% 
Inverter 0.50 /W 
Power conditioner efficiency 95% 
Life-cycle 10 years 
Economic factor 
Discount rate 4.75% 
Inflation rate 2.4% 
Annual operational and management cost 1% of investment 
have the best potential for return due to the higher annual PV energy yield. These 
cases were chosen to examine the impact of the PV size on the battery capacity and the 
system investment. The annual PV energy yield for different orientations were calculated 
based on the weather information described above and are presented in Fig 7.7. Table 7.3 
contains a column showing the ratio of the estimated annual PV energy yield (MWh) at 
the particular combination of orientations and its optimum energy yield (MWph) at PV 
standard test condition. This ratio indicates the effect of the PV orientation on the PV 
energy yield; the higher the ratio the better the PV configuration. 
For the UPS facihty, the probability of the local power interruption distribution is 
applied to the building load profile. The duration of each outage event is matched with 
a demand profile and the energy (kWh) is computed to represent the energy required to 
avoid the particular outage. In order to obtain a distribution of battery capacity required 
to avoid power interruption, the probability of the outages should be matched with load 
profile to estimate the required battery capacity. Each load profile should be matched 
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Table 7.3: PV energy yield based on PV orientation and area. 
PV Area (m^) 
Orientation 
Total 
PV Area 
(m2) 
Annual PV 
Energy Yield 
(MWh/year) 
Ratio 
MWh/MWph 
Rooftop South East 
Case 1. 0 0 0 0 0.00 -
Case 2. 500 0 0 500 8&20 1.00 
Case 3. 500 500 0 1000 153.11 0.92 
Case 4. 500 500 500 1500 203.94 Oj# 
Case 5. 1000 1000 0 2000 306.22 0.92 
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Figure 7.7; Comparison of the annual PV energy yield for different orientations. 
with as many outage pattern as possible and similarly to other load profiles. Then, each 
calculated energy to avoid power interruptions is accumulated to form a distribution of 
required battery capacity. 
Turning now to the energy consumption data (refer to Fig 7.3), it is seen that 
the average peak demand is in the region of 140 kW and the mean of the load profile is 
approximately 90 kW. Four cases of demand shifting were examined; in first case there is 
no demand shifting facility (No DS) and there are three cases with pre-defined thresholds, 
DS-ref, which are 130 kW (which is slightly lower than the average peak demand), 110 
kW and 90 kW. The demand shift is active, subject to the threshold, from 7.00 am until 
12.00 midnight which coincides with the day tariff range for this case of study. 
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7 .4 .2 Life-Cycle Cost Analys is 
The economic calculation was performed using the life-cycle costing [100] where consid-
eration of costs over the entire lifetime of the PV system is made. The hfe-cycle cost is 
expressed as 
Life-Cycle Cost = Capital Costs -t- Installation and Engineering Cost 
-f- OSzM Cost* -I- Replacement Cost* 
+ Utility Electricity Cost* -t- Battery Charging Cost* 
— PV Export Revenue* 
— BIPV Incentives* 
— Customer Outage Cost* (7.3) 
where capital costs include the cost of PV array, battery and power inverter, O&M Cost 
is the operational and management cost. The asterisk (*) indicates that the parameter is 
expressed as its present worth, calculated as the annual value of a parameter multiplied 
by the present worth factor (Pa) defined as follows [100]: 
I 1 + d 
1 + i 
1 + d 
where i is the excess inflation rate, d is the discount rate at which the value of money 
would increase if invested and m is the number of years for a recurring parameter. 
For the purpose of economic evaluation, the Low Carbon Buildings Programme 
(LCBP) subsidy was set at 40% of total PV system investment (includes PV array, power 
conditioning unit but excludes battery storage) and a value of £45.50/MWh chosen for 
each ROC based on recent average values [55]. The various BIPV incentives were already 
explained in Chapter 3. 
Another measure in an economic evaluation is the payback period for a PV system. 
It is the time it takes for the total cost to be 'paid for' by the monetary profits and other 
benefits of the system [23], In this study, the payback period, n (years) is calculated using 
the following equations. 
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The smallest n such that (Cash Flow xP^) > Investment 
Cash Flow = Savings(n) 
+ CCLM + ROCs(a) 
+ PV Energy Export Cost(n) - 08zM Cost{n). 
Investment = Capital Cost 
+ Installation and Engineering Cost 
+ Replacement Cost(n)*. (7.5) 
where Savings refer to the saving made in the annual electricity, which are contributed 
by the avoided electricity cost where the partial demand are supplied by PV energy and 
battery energy during demand shifting operation. 
7.5 B a t t e r y Sizing Using Monte Carlo Simulat ion 
The details of the Monte Carlo simulation are described in the following subsections and 
Fig 7.8. 
In this thesis, if the chosen battery capacity has successfully supplied the building 
demand during an outage event created by the Monte Carlo simulation, the event is defined 
as a "successful interruption avoidance event". Similarly, if the chosen battery capacity 
has successfully accomplished the demand shifting task with a pre-defined demand shifting 
threshold, it is said to be a "successful demand shifting event". 
7.5.1 R a n d o m Event Generation 
The process starts by acquiring the annual input data, which includes the solar irradiance, 
the PV module temperature, the load profiles, the cumulative distribution function of 
outage duration, the cumulative distribution function of outage occurrence by day of year 
and the cumulative distribution function of outage occurrence by time of day. A simple 
loop runs through a separate Monte Carlo simulation for each season. The simulation was 
performed on a seasonal basis in order to match the seasonal weather conditions and load 
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profiles. A demand shifting threshold, DS-ref, is defined to evaluate the battery capacity 
required for shifting the peak demand. 
In order to simulate stochastic events, a set of uniform random numbers (uniform 
distribution between 0 and 1) was generated for each of the three stochastic variables: the 
load profiles, the weather and the outage events. 
The commonly used methods for generating non-uniformly distributed random vari-
ates (random variable that follows a given distribution function) include the inverse trans-
form method, the composition method and the acceptance-rejection method [90,99]. In 
this work, the inverse transform method was selected because this method simplifies the 
generation of non-uniform random variates with the examined data available in the form 
of cumulative distribution function. 
In the inverse transform method, if a random variate, U, follows a uniform distri-
bution in the interval between [0, 1], the random variate, X = F~^{U) has a continuous 
cumulative probability distribution function F{x) [90]. The concept of this method is il-
lustrated in Fig 7.9. The figure shows the conversion of the uniformly distributed number 
is, Ui and Un, to an underlying pre-determined distribution, Xi and respectively. The 
procedure of generating random variates using inverse transform method is as follows: 
1. Generate a uniformly distributed random number sequence, U, between 0 and 1, 
2. Calculate the random variate which has the cumulative probability distribution func-
tion F{x) by using X = F~^{U). 
Random outage events were created for which the frequency and duration of the 
outages were based on the local outage statistics, in the form of cumulative distribution 
functions (suitable for the inverse transform method). It gives a realistic view of power 
supply availability of the examined area in terms of outage occurrence by day in year and 
time of day. 
For each sample day a load profile and a set of weather information were 
selected using uniform random numbers and these were matched with a random outage 
event consisting of random choice of outage duration and outage occurrence time. The 
PV power was calculated assuming that the PV system was operating with maximum 
power point tracking. Then, the building net load was calculated by subtracting the PV 
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Figure 7.8; Flow chart of Monte Carlo simulation for the sizing of battery storage. 
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Figure 7.9: Illustration of the inverse transform concept. 
power from the load. In an event that an outage occurred, the required battery backup 
capacity was determined from the load balance integrated over the period of the outage. 
If the outage duration was longer than a day or started late in a day and lasted into the 
following day, the demand shifting energy was calculated for only the sample day but the 
backup energy was computed until the last point of the outage. In any case where an 
outage occurred within the period of demand shift operation, only the outage event is 
considered while the demand shifting operation is not taken into account. 
The process described above was repeated for N samples for each season. The 
battery capacity required for backup and demand shifting operations obtained in each 
season were then combined to form annual data. The whole process was repeated for 
different levels of DS-ref. 
7.5.2 Stopping Criterion 
Figure 7.10 shows an example of the convergence of the Monte Carlo simulation, in which 
the examined variable is the required backup energy as a function of the number of samples. 
It can be seen that the simulated results fluctuate at a low number of samples (below 10,000 
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samples) and converge as the number of samples increase. The average value shown is the 
mean of all simulations above 10,000 samples. There is no guarantee that more samples 
will lead to a more accurate answer but there is a penalty in computational time. It is true, 
however, that the error bound or the confidence range decreases as the number of samples 
increases. Based on the graph, a value of 20,000 samples was selected as representing 
reasonable convergence for this study. 
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Figure 7.10: Convergence of Monte Carlo simulation. 
7.5.3 S imulat ion Output 
The output of the Monte Carlo simulation includes the predicted PV energy yield, the 
amount of energy required in the successful events of surviving outages (for the UPS 
function) and the energy required in the successful events for demand shifting within 
the peak tariff times. The 20,000 events computed from Monte Carlo simulation were 
tabulated in histograms and rearranged in the form of cumulative distribution functions. 
7.6 Resul t s and Discussion 
The results of Monte Carlo simulation in terms of the battery sizing and the economic 
evaluations of the BIPV system are discussed in the following subsections. 
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7.6.1 Sizing of Bat tery Capacity 
The cumulative probability of successful avoidance of an outage as a function of battery 
capacity is shown in Fig 7.11. Five cases of PV installation with variation of area and 
orientation as noted in Table 7.3 are shown in the plot. Using a plot such as this, consumers 
can select a capacity of battery depending on individual requirements. As an example, 
to survive 90% of power interruptions, one requires 810 kWh of battery energy in Case 1 
(i.e. no PV) and 632 kWh in Case 5 {i.e. 1000 m^ rooftop PV and 1000 m^ PV south 
orientated). The variation of the backup energy required to give 90% and 95% success 
rate in avoiding power interruptions are tabulated in Table 7.4. Generally, the larger 
the PV area, the smaller the required backup energy is. The PV energy yield has no 
linear relationship with the battery capacity because the PV energy is weather conditions 
dependent. Moreover, the PV generation only happens during daytime and may not able 
to supply the building demand if an outage occur at night time. The higher the percentage 
of interruptions to be avoided, the larger the size of battery required and, consequently, the 
higher the system cost. Thus, the customer always faces a trade-off between a reasonable 
percentage of risk of being unable to fully sustain power supply in an outage and the cost 
of battery investment. 
Table 7.4: The backup energy (in kWh) estimated by Monte Carlo simulation for 90% 
and 95% success rate in sustaining supply through an outage. 
Success Rate/Case Case 1 Case 2 Case 3 Case 4 Case 5 
90% 810 738 686 660 632 
95% 1163 1070 997 970 925 
A similar trade-off between the success rate and battery size/cost exists for the case 
of using PV plus battery to achieve demand shift. The results predicted by Monte Carlo 
simulation are shown in Fig 7.12. The presence of PV energy helps to reduce the capacity 
of battery required for demand shifting. The cumulative successful rate of demand shifting 
for Case 3 and Case 5 to a given threshold (DS-ref) is shown in Fig 7.13 as a function of 
battery capacity. The lower the demand shifting threshold, the larger the battery capacity 
required and the larger the PV size, the smaller the battery capacity required. 
Based on Fig 7.11 to Fig 7.13, customers can select a capacity to achieve a certain 
7.6 Results and Discussion 140 
8 
C 
03 
11 
II 
II p 
1 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0 
I f 
r/ 
pI F 'V(Ar ea ,0 rienta tion) 
- M iS — Case 1 
- - - Case 2 
Case 3 
Case 4 
Case 5 
la 
0 200 400 600 800 1000 1200 1400 1600 1800 2000 
Backup Capacity (kWh) 
Figure 7.11: The cumulative probability of sustaining supply through an interruption as 
a function of battery capacity. 
success rate of backup energy and demand shifting at a desired threshold. The battery 
capacity can be calculated as follows: 
Battery Capacity = The maximum of either EDS or Esackup (7.6) 
'Hroundtrip ' DOD 
where EDS is the required demand shifting energy, Esackup is the required energy for 
an outage (both EDS and Esackup are found through the Monte Carlo simulation with 
both demand shifting and UPS active), DOD is the depth of discharge of the battery 
and Tjroundtrip is the round-trip efficiency of the battery. The advantage of this strategy 
is that, by integrating the dual objectives of demand shifting and UPS function into a 
single battery, customers can make some savings in battery capital cost. In addition to 
that, outages that occur on days with little demand shift requirement can be supported 
for a longer duration than would otherwise be the case. However, using this strategy, the 
risk of not able to supply the demand may incur if a long outage happened just after 
a major portion of battery energy has been discharged for peak demand shifting (worst 
case scenario). This is especially true if the difference between the maximum amount of 
Eeackup and of EDS is not significant. 
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Alternatively, in order to obtain high reliability of continuous power supply, the 
battery capacity is obtained from the combination of the energy required for both the 
backup and demand shifting operations at the desired success rate. 
Battery Capacity == + ^Backup (7.7) 
Vroundtrip ' 
In the latter strategy, the continuous power supply to the building during the 
worst case scenario can be assured. The main disadvantage is the increase of the battery 
capacity which increases the total system cost. However, the probability of the worst case 
occurrence is very low. This strategy is most suitable for customers who require very high 
power supply reliability which their business activities cannot take the risk of any power 
supply interruptions. 
For UPS function, a conventional method of sizing battery by choosing the battery 
capacity to sustain the demand based on the worst case outage event is used to compare 
with the proposed Monte Carlo method. In this example, the worst case outage event refers 
to the largest battery capacity required for sustaining power supply. For this purpose, an 
example of selecting the battery capacity to sustain 8 hours of building demand is chosen. 
This duration is chosen because it is the typical length of office operating hours in a 
day for most commercial sectors. For conventional sizing method, the battery capacity is 
calculated without the incorporation of PV energy and also the demand shifting facility 
is not taken into account. A typical winter weekday load profile which has the maximum 
peak demand throughout a year is chosen to size a battery. Table 7.5 presents the required 
energy for five different start time of an 8-hour outage that occurred in the particular 
day. It can be observed that the maximum energy required sustaining 8-hours outage 
occurred around 10 a.m. which covers all the peak demand. From Table 7.5, the largest 
battery capacity required for sustaining power supply for 8-hours is 1160 kWh (the case 
of an outage initiated at 10 a.m.), which is equivalent to the energy required to sustain 
95% success rate (in avoiding power interruptions) in Case 1 (no PV) using Monte Carlo 
simulation. For Case 5 (with 2000 m^ PV array), the 95% success rate in avoiding power 
interruptions predicted using Monte Carlo simulation can save the required energy up to 
19% compared to the conventional worst case. The benefit gained by using the proposed 
method is that customers may realize the success rate in avoiding power interruptions 
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Figure 7.12: The Cumulative probability of successful demand shifting events as a function 
of battery capacity and PV area. 
with respect to the real local power interruptions statistics. In addition to that, in BIPV 
systems, one may also save money by reducing the battery capacity for UPS function by 
selecting a lower success rate in avoiding power interruptions that suits one's need. It 
must be stressed that customers may carry the risk of not able to receive the demand in 
the case where an outage last longer than 8 hours. However, certain customers may plan 
to backup the demand with an alternative power supply, such as a diesel generator, to 
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cover longer outages. 
Table 7.5: The required backup energy (in kWh) for an 8-hour outage initiated at five 
different times of day. 
Outage Initiated Time 8 a.m. 10 a.m. 12 Noon 2 p.m. 4 p.m. 
Required Backup Energy (kWh) 1092 1160 1082 1000 905 
7.6 .2 E c o n o m i c Eva luat ion 
Life-cycle cost (LCC) was used for the economic evaluation and to do so certain assump-
tions were made. The portion of battery capacity required for UPS backup, EBackuvi 
was arbitrarily chosen to survive 95% of outages and the battery capacity was calculated 
based on Equation 7.6. The cost of energy to recharge the battery after an outage (but 
not demand shifting) was considered to be small compared to the total life-cycle cost and 
therefore was neglected. 
For the purpose of the life-cycle cost and the payback period (PBP) calculation as 
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a case of study presented in this thesis, the average value of the seasonal outage duration 
was applied. An assumption that outage event occurred once in a season was made. Each 
outage occurred during the peak demand of each season was assumed. The average outage 
duration (the mean value from the local outage statistic) and the corresponding value of 
loss load for commercial sector over four season is presented in Table 7.6. The value of loss 
load is obtained from [101] using extrapolation method which the details will be discussed 
later in Section 7.8. These are the average value throughout a day which they do not 
consider the weight of cost in terms of time of day {e.g. higher value of loss load during 
peak demand and lower value of loss load during off-peak demand). 
Table 7.6; The mean value of seasonal outage duration and the corresponding value of 
loss load. 
Spring Summer Autumn Winter 
Mean Outage Duration (Minute) 108 111 111 102 
Value of loss load (£/kWh) 26.04 2&00 26.00 26.11 
Figure 7.14 presents the LCC for the entire system which includes the cost asso-
ciated with demand shifting and UPS facilities, as a function of the DSjref. The plot 
covers the five cases of PV array (sizes and orientations). It is interesting to note that for 
the case of a 130 kW demand shifting threshold, the LCC is similar or slightly lower than 
the case of No DS if a PV array is present. As the PV size increases, the solar energy yield 
increases and hence the amount of energy required for demand shifting reduces. Because 
the PV array is a cheaper way of providing this energy than battery storage the LCC is 
reduced. However, the LCC of the system increases with lower demand shifting threshold 
(the increase of the energy being shifted using battery energy). This reveals that (for a 
battery with the capital cost as it is presently estimated), it is not profitable to implement 
demand shifting. In addition, the per kWh daytime electricity tariff used in this study is 
slightly lower than the per kWh energy produced from battery (taking into account of the 
battery capital cost and power conditioning system). 
It is also shown that among the investigated cases, Case 2 and Case 3 are the only 
two cases that the entire costs fall below the case of no PV array (Case 1). Case 2 (500 
m^ rooftop PV) is seen to have the lowest LCC because the PV arrays are designed to be 
placed on the roof of the building which may yield the maximum available solar energy 
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per unit area (and therefore best yield per cost). Therefore, more savings are made for 
the Case 2. In Case 3, on top of the 500 m^ rooftop PV modules as in Case 2, there is 
an additional of 500 m^ south facing PV modules. Note that the annual PV energy yield 
from south orientation is less than that from the rooftop PV; for the same demand and 
similar PV size, if the generated PV power is less than the demand more electricity has to 
be purchased from the public utility for the case of PV with south facing than PV with 
rooftop placing. Since the PV capital cost is the same regardless of orientation placement, 
for the same PV size, the saving made from the solar energy yield (replacing electricity 
purchased from the grid) contributes to the reduction of the total life-cycle cost. Therefore, 
the LCC for Case 3 is slightly higher than the LCC for Case 2 because the saving made 
from the portion of south facing solar energy yield is slightly reduced. However, the LCC 
for Case 3 remains lower than the LCC for the case with no PV installation. PV arrays 
installed on building walls received less direct solar irradiance which in turn reduces the 
opportunity for the PV arrays to generate electricity. This causes an increase of LCC for 
the investigated cases with large areas of PV array in east facade. This is shown in Case 
4 (rooftop, south and east orientation with 500 m^ PV each) where the LCC is high and 
very close to the LCC for Case 5 which has 500 m^ extra PV area (rooftop and south with 
1000 m^ PV each). If the electricity tariffs change, or connection constraints (such as the 
incorporation of reinforcement costs) apply, this LCC might change. 
Commercial customers should consider both the life-cycle cost and payback period 
of the system to make an investment decision. Life-cycle cost takes into account the cost 
of both the PV and battery storage and all the associated costs. It provides the total cost 
over 20 years and it allows customers to assess the economic viability of each studied case 
as compared to the case without PV installation (Case 1). Thus, any case that the LCC 
is less than Case I's LCC is worth to be considered for investment. 
In BIPV with battery storage for UPS and demand shifting facilities, the optimum 
investment is the lowest life-cycle cost and the fastest payback period. Based on the 
Equation 7.15, the higher the saving made in the generated PV power, the lower the 
payback period. It is used as an indicator to measure how fast the particular PV system 
can be paid back with the saving made from the generated solar energy. The PEP of 
the PV system was calculated which took into account of the cost of the battery storage 
element and the saving made from power interruptions. The calculated PEP is presented 
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Figure 7.14; The life-cycle cost of the proposed system as a function of the demand shifting 
threshold and the PV area. 
in Fig 7.15. Based on the plot, the overall PBP is below 24 years. The estimated life of the 
BP 365U PV array is only 20 years thus cases which the PBP is more than 20 years are 
considered not economically viable. In this example, Case 2 and Case 3 (excludes 90 kW 
DS_ref) are below 20 years of PBP and thus they are considered as profitable. High PBP 
is attributed to the low annual saving made by the PV power by avoiding the purchase of 
grid electricity (demand shifting) and customer outage cost. It must be stressed that the 
LCC and the PBP values shown in Fig 7.14 and Fig 7.15 respectively are specific to the 
assumption made above in order to provide an illustration example of how the customer 
outage cost affects the life-cycle cost and the payback period. Longer outage duration will 
create higher value of loss load and thus will bring down the value of LCC and PBP, and 
vice versa. 
7.7 Sensit ivity Analysis 
The robustness of the economic evaluation to changes in cost and other data was studied 
by performing sensitivity analysis. This analysis is important because it provides a better 
understanding of the effects of varying parameters on system investment decisions. The 
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sensitivity variation concentrates on the change in the value of the payback period and the 
life-cycle cost of the BIPV system considering the PV incentives. For this purpose, Case 5 
with a DS-ref of 90 kW and a chosen success rate of 95% in outage avoidance was selected 
for further analysis. The examined parameters include the capital costs, the PV incentives 
and the economic factors. Figure 7.16 shows the percentage change in the payback period 
and the life-cycle cost made due to changes of the examined parameters. In the plots, on 
the z-axis, 'Base' refers to the value that was used in the simulation for Case 5 in the 
previous section. The sensitivity adjustment was made on 10% increment/decrement for 
all sensitivity parameters except for the inflation and discount rate and the PV export 
tariff. The inflation and discount rate was adjusted with 1% interval {e.g. 2.4% ± 1%; 
4.75% ± 1%) and the PV export tariff was increased by 100% for each interval. On the 
y-axis is the saving (in percentage) made on the payback period/life-cycle cost attributed 
to the variation of sensitivity parameter with respect to Case 5. 
Prom the inspection of the spider diagram in Fig 7.16(a), it is seen that the payback 
period reduces when the PV and battery cost reduces. Lowering the PV cost has larger 
influence on the PV payback period decrement as compared to lowering the battery cost. 
The increment of PV incentives has a large impact on the payback period. For instance, 
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an additional 20% increment of the LCBP incentive may cut down the PBP by 30%. 
Further, the PV export tariff also has significant influence to the system PBP as it saves 
up to 60% in PBP with a six fold increment of the PV tariff used in the case of study. 
The decrement of the discount rate and the rise of the inflation rate would cut short the 
payback time. The CCL has little impact on the PBP because the amount of PV energy 
yield for export is small. 
Figure 7.16(b) presents another spider diagram which shows the influence various 
parameters on the life-cycle cost. It can be seen that, an increase in the LCBP incentive 
and the PV export tariff significantly reduces the system LCC. This in turn makes the 
system investment more economically viable. For example, the system LCC can be saved 
up to 24% with six fold increment in the PV export tariff. The significance of PV tariff 
in lowering the long run PV investment has been recognized in the European Union to 
encourage and to promote PV installation. It is evident that in the Feed-in Tariff [102], an 
obligation has been set on the part of utility to purchase electricity generated by renewable 
energy producers at a tariff determined by public authorities and guaranteed for a specific 
period of time. Besides that, a decrease of PV cost significantly reduces the system LCC. 
The inflation rate and the discount rate are the two important economic factors that 
influence the investment value. An increment of the discount rate would cut the system 
cost but a rise of the inflation rate would raise the LCC and vice versa. An increase of 
the ROC incentive and a reduction of the battery cost also contribute to the saving of the 
system LCC. The CCL does not make a significant change in the LCC but the increment 
of CCL will increase the system LCC as the electricity purchased from public grid will be 
taxed higher. 
In short, the sensitivity analysis results show that the system investment is greatly 
influenced by the PV cost, the LCBP incentive and the PV export tariff. This information 
is useful for governments and other responsible authorities so that they can take into 
consideration of the sensitive parameters and some actions can be taken to make the PV 
investment more economically viable. 
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7.8 Cus tomer Outage Cost 
The customer outage costs arising from power supply interruption are one of the important 
aspects in BIPV systems' economic evaluation and payback period. There have been 
extensive studies [103-105] carried out to evaluate the customer outage cost. Generally, the 
cost of a power interruption depends on several factors which include the amount of energy 
curtailed, the duration of the outage, the outage occurrence time and the type of activity 
and economic value of the involved activity. An approach using surveys of customers 
to estimate the cost associated with power supply interruptions has been described by 
Kariuki et al. in [104]. It was based on the cost of damages or losses that customers would 
experience if their supply were interrupted. It was pointed out that, if the power supply 
was interrupted, it is most likely to result in definite cost elements to non-residential 
customers, such as paid staff unable to continue working, damage of equipment, running 
cost of standby generation, loss of sales or production, etc. A further study was carried 
out by Kirschen et al. in [101] to estimate the value of security in power systems using a 
Monte Carlo simulation in which random outages were simulated. These studies show that 
the outage costs can be expressed as a function of load interruption duration. According 
to [101], the outage costs can be transformed into 'value of lost load' (VOLL), which is 
expressed in £/kWh of energy not supplied. The VOLL for commercial sector as a function 
of outage duration are reproduced here in Table 7.7 [101]. It is apparent that power supply 
interruption causes significant monetary loss to the commercial sector. Since the VOLL 
is expressed in £/kWh for different outage durations, for a constant demand (in kW), the 
longer the outage duration the higher the energy (in kWh) not being supplied and thus 
the higher the customer outage cost. Those VOLL are the average value because this 
study did not take into account of weight of cost if an outage occurs at diflFerent time of 
day. For most commercial customers, an outage that happens in the daytime may have 
a much higher impact or higher VOLL to customers than an outage that happens during 
night time as found in [101]. 
The commercial sector customers can be categorised into three sectors, namely 
retail {e.g. shops, combined premises and restaurants), office/personal services {e.g. law 
firms, beauty care premises, etc) and pubhc premises {e.g. government offices, schools, 
etc). In practice, these commercial sector activities vary with time of year, day of week 
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Table 7.7: VOLL as a function of the outage duration for Commercial sector [101]. 
VOLL in £/kWh for duration of interruption of 
1 
Minute 
20 
Minutes 
1 
Hour 
4 
Hours 
8 
Hours 
24 
Hours 
153.0 29.17 2&63 &L40 24.58 10.41 
and time of day. In [104], research was conducted to identify the effect of time variation on 
the customer outage cost. It was concluded that commercial organisations are particularly 
affected on a Friday and in December, due to busy periods such as Christmas; and little 
affected at night and during the weekend. 
Having acknowledged that the frequency of outage occurrence and time of occur-
rence are not easy to predict, most studies only considered the average of VOLL (single-
value) in the customer outage cost estimation. In order to obtain a precise and an accurate 
cost calculation, the variation of cost with the outage occurrence time should be taken 
into account. Therefore, an approach of estimating the customer outage cost incorporat-
ing the effect of outage time occurrence is proposed. The proposed method of customer 
outage cost calculation is presented in the Sow chart as shown in Fig 7.17. If the frequency 
of outages over a period of life-cycle time is available, the customer outage cost can be 
calculated. The total cost due to outages over a period of life-cycle is the sum of costs 
for each outage that associated with different weight of cost with respect to the variation 
of outage occurrence time. The proposed approach of computing the customer outage 
cost is presented here as one of the suggestions for the future work. With the predicted 
customer outage costs that take into account of outage occurrence time variation, the 
economic evaluation would be more accurate and reliable than evaluation that uses only 
a single-value VOLL. 
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Figure 7.17: Flow chart of the proposed approach to estimate the customer outage cost 
incorporating the impact of time variation. 
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7.9 Conclusion on Battery Sizing and Economic Evaluation 
A stochastic approach using Monte Carlo simulation to determine the battery capacity for 
a PV system incorporating an UPS and demand shifting capability has been described. 
The historical statistics of seasonal/daily outage duration, outage occurrence distribution, 
building load variation and weather information were gathered and used as the input 
parameters to the simulation. The Monte Carlo simulation yields cumulative distribution 
functions which allow the customer to assess the risk of not being able to survive an outage 
and the success rate of meeting the demand shift required. 
Several renewable incentives have been brought into force to encourage the produc-
tion and consumption of renewable energies. However, with the existing PV incentives, the 
evaluation made in this study revealed that the payback period of BIPV systems remain 
longer than the life time of PV materials. Therefore, a sensitivity analysis of the economic 
evaluation to changes in cost and other data was carried out to determine the parameter 
that may contribute to the reduction of the life-cycle cost. Several factors have been iden-
tified that give strong impact to the payback period. Among them, the PV capital cost, 
the LCBP incentive and the PV export tariff were found to be the parameters that give 
significant change to the system payback period. The mass production of PV material 
may reduce the PV cost plus the increase of government incentives would encourage large 
PV installation with affordable LCC and short payback period. In addition, the electricity 
tariff also plays an important role in the system life-cycle cost and the payback period. 
Because of large variation in estimates of the cost of lost supply, the total cost caused 
by outages to a particular commercial customer is difficult to determine. This economic 
cost of lost supply is a significant factor in determining the worth of the investment of the 
integrated system. 
Chapter 8 
Conclusions and Future Work 
8.1 Concluding Remarks 
This thesis concentrates on the control of an MPPT converter and the analysis of battery 
sizing together with economic evaluation of a BIPV incorporating storage for demand 
shifting and UPS facilities. 
It was observed that the PV facade design would significantly reduce the annual 
energy yield up to 22% as compared to the case of the optimum PV tilt angle in London. In 
addition to that, the suggested two-angle structure PV array installation was found to be 
able to increase the annual PV energy yield in London as high as 8%. In short, identifying 
the optimum tilt angle and orientation, less PV modules are required to yield the same 
amount of PV energy produced by non-optimum PV arrangement and thus reduce the 
total PV system cost. 
Suggested a poor MPPT algorithm, the standard P&O MPPT technique, be se-
lected for further improvement due to its poor tracking performance under rapid changes 
of weather conditions. The effect of possible fixed step-sizes and variable step-sizes for the 
P&O MPPT algorithm has been simulated extensively using Matlab/Simulink/PLECS. 
These perturbation step-sizes have been applied to a direct duty-cycle controlled converter 
and a current-mode controlled converter. The PV tracking performance were analysed and 
the cumulative energy harvested were compared to identify the most suitable perturbation 
step-size in order to achieve high speed of convergence and good steady-state accuracy. In 
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PV power tracking, the fixed step-sizes were found to produce high oscillations with large 
step-sizes and slow transient response with small step-sizes. The best fixed step-size may 
improve both the accuracy of speed and location of the MPP but it has to be tuned based 
on particular model of PV panel used. Consequently, fixed-step MPPT requires a com-
promise in the choice of step-size between tracking speed and accuracy. Cloud and object 
shading mean that speed can be an issue. Variable step-sizes were found to produce fast 
transient response and less oscillation in the PV power waveform which in turn increases 
the amount of PV energy yield. Therefore, the variable perturbation step-size appears to 
be the best option to be apphed in P&O algorithm to rapidly achieve the MPP tracking 
in the event of a sudden change of irradiance. 
The proposed variable-step MPPT based on four regions with an attenuation factor 
overcomes the compromise of tracking speed and accuracy. It has been shown through 
simulation to work well in terms of transient response, steady-state accuracy and speed. 
The incorporation of the improved P&O MPPT algorithm in a current-mode controlled 
converter has achieved fast convergence and accurate hold of true MPP under rapidly 
changing environments. The current-mode was selected because it removes the duty-
cycle to current dynamics from the MPPT and allows the MPPT to act directly on one 
of the variables that contribute to the PV power. Experimental work confirmed that 
the improved P&O MPPT algorithm works in practice with good agreement with the 
simulation results. 
The poor economic returns from BIPV systems suggest that further added value is 
needed to make BIPV an economical viable investment. One option is to use PV as part 
of an UPS arrangement. The excessive PV energy in daylight hours can be used to extend 
battery life. Once the battery is in place it can also be used for demand shifting. A battery 
being used for two purposes could improve the economic performance but the choice of 
battery size is dependent on three factors which include the outage times, the available 
PV power and the load patterns. These factors affecting battery sizing are stochastic in 
nature. Battery sizing approaches that ignore the probabilistic characteristics may not be 
accurate. A Monte Carlo simulation allows the actual load and outage statistics of the 
location to be used to correctly size the battery to a given confidence level. Thus, the 
simulation results provide a realistic view of power supply reliability and allow customers 
to recognize that UPS system is not perfect but strongly dominated by the local grid 
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rehabihty. A standard size UPS available on the market may not be sufficient to cover an 
outage event without knowing the local grid reliabihty. The proposed Monte Carlo method 
is specific for a particular location using the local data to identify battery capacity. 
In BIPV systems, the integration of both demand shifting capabihty and UPS func-
tion helps to facilitate the dual objective in a single battery. The factor that determines 
the worth of the investment of the integrated system is mainly governed by the economic 
costs that power interruptions may bring to a particular customer. In addition, the elec-
tricity tariff would give a significant impact to the system life-cycle cost and the payback 
period if the daytime electricity rate is much higher than the night time rate. In this case, 
the commercial customer would gain more profit and shorten the PV system payback pe-
riod. Renewable incentives and subsidies play a significant role in stimulating the market 
for PV technology. Sensitivity analysis on the parameters suggest that a decrement of the 
PV cost, an increase in the LCBP incentive and the PV export tariff would give significant 
saving on the life-cycle cost and reducing the payback period. As a conclusion, even with 
the added-value function of UPS and demand-shift, a BIPV system is still non economic 
without further subsidy. 
8.2 Author's Contribution 
Amongst the many BIPV design considerations, several important factors which include 
the understanding of the local weather condition, PV orientation and the PV array tilt 
angle were discussed. The discussion identifies that the yearly energy yield is strongly 
influenced by the PV orientation and tilt angle. A potential approach of improving the 
energy yield by installing a two-angle structure (bi-yearly tracking) PV panels was pro-
posed and analyzed. It was found that in London the bi-yearly tracking PV installation 
is able to produce extra energy during winter with 60° tilt angle as compared to the case 
of single optimum tilt angle that best applied for summer. 
Many MPPT techniques have been proposed in the literature. The P&O algorithm 
is more preferred over the other methods because of its simplicity in the control structure. 
However, there is a research gap in P&O algorithm which the perturbation step-size has 
not been clearly described in the literature. Therefore, extensive simulations were carried 
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out using Matlab/Simulink/PLECS to analyze and to compare the perturbation step-sizes 
applying in the P&O MPPT algorithm in order to observe the tracking performance of PV 
power. Later, a means of applying variable step-size P&O MPPT algorithm was suggested 
featuring rapid convergence and steady-state tracking accuracy. The proposed algorithm 
recognises the different regions of the P-V characteristic and applies different gain factors 
to aid accurate convergence of the MPPT on the true MPP under abrupt changes of 
environmental conditions. The simulation results show that the improved P&O algorithm 
applying in current-mode controlled converter is able to overcome the drawback of slow 
transients and hunting at the steady-state conditions. 
Having analyzed the P&O perturbation step-sizes through simulation, an experi-
mental test rig was assembled and the proposed P&O MPPT algorithm was verified. A 
PV illumination test rig consists of a PV module that illuminated by halogen lamps was 
built as a means to emulate the sunlight (a modest amount of solar irradiance). Both the 
direct duty-cycle controlled and the current-mode controlled converters were implemented 
using the digital rapid prototyping platform which was integrated with DSP and FPGA. 
The discussed fixed and variable perturbation step-sizes including the improved MPPT 
algorithm were experimentally verified. Each perturbation step-size was examined under 
the step-change and continuous-change of illumination to observe the accuracy of power 
tracking. For the case of fixed perturbation step-size, the overall experimental results 
conclude that large step-sizes create large oscillations during the steady-state conditions 
with large variation of PV voltage and small fixed step-size causes the slow transients. 
Applying the variable perturbation step-size in P&O MPPT converter was able to rapidly 
achieve the MPP in the event of a sudden change of solar irradiance and also to miti-
gate the oscillation during steady-state conditions. However, variable step-sizes should 
be treated carefully in order to avoid MPPT operating point from hunting around the 
true MPP during transients. The proposed current-mode controlled converter applying 
the improved P&O MPPT algorithm is able to locate the true MPP accurately and fast 
which makes best use of the PV array. 
In this research work, battery storage was proposed to incorporate into the BIPV 
system to shift the building peak demand away from peak tariff times and also to serves as 
backup energy in the event of a mains outage. The defined objective was to facilitate both 
the demand shifting and UPS functions using single battery. Since the amount of PV power 
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produced is weather dominant and uncertain, the utihty grid needs to supply the balance 
of power demanded by the building. In the event of a power disturbance, both the PV 
generator and the backup storage can supply the building's demand. Therefore, various 
modes of power flow that exist in an UPS-Demand Shifting system with PV were identified 
and the overall operating strategy for adding value to a PV installation in a commercial 
building was examined. The identified power flow management assures continuous power 
supply to the building load in the event of outages. 
The photovoltaic array and battery storage are the two components that contribute 
the largest shares to the system cost. The next challenge was to explore the sizing of bat-
tery capacity and the feasibility of the suggested BIPV incorporating battery storage. The 
battery sizing techniques that previously reported in the hterature were focussed on the 
deterministic method. On the other hand, stochastic methods are more popularly applied 
in the power reliability issues. However, there have been no attempts to apply the stochas-
tic simulation method in battery sizing analysis considering the uncertainty of either an 
outage or the weather conditions. An Monte Carlo simulation was constructed to deter-
mine a suitable battery capacity to meet both the UPS and demand shifting capabilities. 
The developed Monte Carlo method took into account a rich set of data on building load 
profiles, weather conditions, outage probability and outage duration. This is important 
because consumers can base sizing decisions on the realistic data rather than selecting 
a fixed duration UPS system without understanding the local outage statistics and how 
likely an outage of a particular duration might be. The application of the Monte Carlo 
simulation was advantageous over an analytical method because it provides the cumulative 
distribution functions of the successful events as a function of the battery capacity. These 
distribution functions could be used by designers and customers to determine the required 
battery capacity in meeting both the demand shifting and UPS capabilities based on their 
specific conditions and required confidence level. 
Having identified a suitable battery capacity, an economic assessment was thor-
oughly performed to clarify the investment feasibility in terms of the hfe-cycle cost and 
the BIPV payback period. Several economic factors such as the value of lost load, time-
of-day tariffs and various forms of PV incentive were introduced. Further, sensitivity 
analysis was carried out to identify the parameters that most affect the system investment 
viability. Thus, measures can be taken to promote the BIPV incorporating storage system 
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with adequate renewable subsidies from the government or other responsible authorities. 
The increase of BIPV realization would definitely encourage the mass production of the 
PV array and the battery device which ultimately lead to the cost reduction. Most im-
portantly, this will enhance the use of renewable energy and it helps to promote greener 
environment. 
8.3 Suggestions for Future Work 
On the topic of MPPT, this thesis has presented an investigation of the P&O MPPT 
algorithm and the analysis of impact brought by different perturbation step-sizes. The 
improved MPPT P&O algorithm managed to mitigate the oscillations and avoid hunting 
of MPPT operating point by means of choosing four different gain factors in variable step-
size. Further research could be done to refine the gain factors so that they match with a 
theoretical approach. 
Besides that, further research can be carried out to investigate other MPPT algo-
rithms such as Incremental Conductance technique and off-line techniques (open-circuit 
or short-circuit methods) to achieve fast maximum power tracking and simple implemen-
tation. It would be interesting to look into the design of a single-stage inverter combined 
with a MPPT algorithm as proposed in [106]. The reference proposes a control scheme 
based on the output current-adjusting feature. The MPPT concept here referred to the 
output current of the inverter which can be adjusted according to the voltage of the PV 
array so as to extract the maximum power from it. This idea is more suitable for a PV 
system without battery storage. 
For a more realistic experimental verification, the MPPT algorithm should be tested 
under the real sun with different PV tilt angles and orientations. A prototype of the whole 
UPS-Demand Shifting with PV could be used to verify the power flow modes identified 
in Chapter 6 and also to explore the issues of stability when switching the power convert-
ers between these modes. In addition to that, it is important to investigate if there is 
any impact caused by the amount of PV energy penetrated into the local power system, 
such as over-penetration of energy from embedded generations that causes the rise of the 
grid's voltage and frequency. Then, control measures should be included to mitigate these 
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impacts. 
The Monte Carlo simulation described in this thesis was apphed to determine the 
battery capacity in a BIPV system. It can be used to further investigate BIPV systems 
incorporating other distributed resources, such as combined heat and power, solar thermal, 
fuel cell, etc. Then, the economic evaluation can be performed to examine the feasibility 
of each investment. 
The case study carried out in this work was concentrated in commercial buildings 
with PV installation and demand management. The work can be extended to other type 
of consumers, such as residential, industrial or large users. Each type of load profile, the 
statistical profiles, can be used as the new input parameter to the suggested Monte Carlo 
simulation. 
Alternatively, a mathematical evaluation method of analysing the battery size from 
probability theory rather than Monte Carlo simulation could be sought. Unpredictable 
input data like weather information and load profiles can be modelled using probabilistic 
equations rather than using large amount of yearly data. 
Instead of evaluating several cases of PV sizes and orientations, an optimization 
method can be developed to combine with the proposed Monte Carlo simulation to deter-
mine the optimum PV area and battery capacity based on certain constraints and input 
data. For the demand shifting operation, a threshold was defined to level off the build-
ing's peak demand. In this case, it is not flexible to cover those days when the building's 
peak demand is lower than the pre defined threshold. A more thorough economic dispatch 
method can be developed to perform the demand shifting operation in order to maximize 
the saving made by shifting the peak demand to off-peak hours. 
Last but not least, a more complete picture of VOLL using different values of day 
of year, weekdays/weekends and time of day (morning/afternoon/evening/night) can be 
evaluated. A brief flow chart of calculating VOLL with time dependent has been explained 
in Chapter 7. 
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Appendix A 
Small Signal Analysis of Boost 
Converter 
A . l State space averaging for Boost converter 
Referring to Fig A.l, there are three energy storage components, i.e. two capacitors and 
an inductor. The voltage/current of these components, which are governed by the first 
order differential equations, are chosen to be the state variables x. 
'r 
Diode 
r Cin 
Switch R Vo 
-O 
Figure A.l; Small signal model of Boost converter with parasitic components. 
^Cin 
il 
Vc 
(A.1) 
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u — Ipv (A.2) 
y = Vo (A.3) 
where u is the input parameter and y represents the output voltage. In principle, there 
are two circuit states that can be observed when a Boost converter operates in continuous 
conduction mode; the first state is during the switch is on and another is when the switch 
is off. During the on-state, the equations are rearranged in matrix form as below. 
A-on = 
0 0 
0 -[r_L/2: + r_C%n/(i;CM] 0 
0 0 -l/B3^R + rJ2X| 
(A.4) 
B-on = 
1/Qn 
rJCin/{LCin) 
0 
(A.5) 
C-on = 0 0 J%/(A + r_C) (A.6) 
On the other hand, the state equations for Boost converter with the switch off can 
be arranged as 
^-off = 
0 —1/Cin 0 
1/i; + -A/[Z,(;Z + r_C)] 
0 + r_C)] + r_C)] 
(A.7) 
B-off = 
l/(%n 
r-Cin/{LCin)] 
0] 
(A.8) 
C_o// = 0 Ar_C/(^ + r_C) A/(E + r_C) (A.9) 
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The steady-state of the state variables x and the output voltage is given as 
jr = yLx: ^ (A.io) 
= (ji.ii) 
where 
A = (DA.on + (1 - D)A,off) 
B - {DB-on + (1 - D)B_off) 
C - + (1 -
The small signal transfer function Vo(s)/d(s) of the Boost converter is 
+(B.on - B.off)Vpv] + {C-on - C-off)X) 
where 
0&12) 
a = -Ar_Ci:C(;Z + 
P = iR + r.C)[Lr^LB? + CDRr.C - ILRT-C^L + CrX{R + r_C) + CDRr-C)] 
7 = - 2 / l ( 1 - Dfr-CR^ + rJ.{R + r_C)(i?2 _ l^Rr_C) + (1 - D){VcR^ + 
- 7i;(Ar_C)^ -t- 7%r_C) 
p = ^C(E + r_C33 
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A = + r_C)2[CAr_C(l - D) + + r_C7) + iL] 
/i = (R + r_C)[(l - + (1 - D)Rr_C + r_L(E + r_C)] 
A.2 State space averaging for the current-mode controller 
Based on Fig A.l, neglecting all the parasitic components, the inductor current I i can be 
expressed as 
= Vpv {when switch S is on) (A.14) 
= Vpv - Vo {when switch S is o f f ) (A.15) 
where the state-variables {x) are the inductor current iL and the output capacitor voltage 
Vc- Since the equivalent series resistance {ESR) of the output capacitor is neglected in 
this model, Vc is equivalent to the converter output voltage Vo. With PWM switching, 
the above equations can be averaged using state-space averaging method, by means of 
duty cycle d [107], in which the derivatives are applied for the following equation: 
X = [A-on.d + (1 - d)A-off]x + [B.on.d + (1 — d)B-off]Vpv (A.16) 
where A-on and B-on are the on-state matrices while A^off and B-off are the 
off-state matrices, x is the state variable and d is the duty-cycle. This yields, 
= Vpv ~Vo + dVo (A.17) 
Small AC perturbations are introduced in the DC steady-state quantities. The 
small signal equations are denoted by and the DC steady-state quantities are repre-
sented by the uppercase letters. 
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The output: 
Vq = Vg -h Vo (A.18) 
The duty-cycle: 
d = D + d (A.19) 
In order to simplify the analysis, the perturbation vpv is assumed to be zero in the 
input voltage 
vpv — Vpv (A.20) 
Recognizing that in steady-sate, X = 0, the derivative of the small AC perturbation 
is given by 
For the Boost DC-DC converter, the relationship between the input voltage and 
output voltage in steady-state is given by Equation 4.10, thus the steady-state duty-cycle 
is 
Z) == 1-- (/L22) 
In a direct duty-cycle pulse-width modulator, the control voltage Vc.{t) which is the 
output of the error amphfier is compared with a saw-tooth repetitive waveform Vr{t) to 
establish the switching frequency. Therefore, by comparing the control signal Vc with a 
saw tooth repetitive signal Vj., the variation of duty-cycle can be expressed as 
d — ^  (A.23) 
Vr 
Substituting the variation of the duty-cycle into the derivative of the small AC 
perturbation yields, 
== tfry --Vo t D l t 4- (jl.24) 
dt Vr 
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Therefore, 
— Vpy — (1 — D)Vo + kVo 
where k — kpjVc and kpi = 1/vr 
The current-mode control loop is illustrated in Fig A.2. 
(A.25) 
1 
kpj l-D 
+ 
Figure A.2: The block diagram of current-mode controller. 
Appendix B 
Simulation Results of CMC 
Converter Using Larger Step-sizes 
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Figure B.l; Simulated response of PV power: 
(above) initial transient and (below) under 
a series of step-down irradiance test, using 
CMC converter applying the 0.5 step-size. 
Figure B.2: The MPP tracking 
process of Fig B.l under the I-V and 
P-V characteristic curves. 
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Figure B.3: Simulated response of PV power: 
(above) initial transient and (below) under 
a series of step-down irradiance test, using 
CMC converter applying the 0.1 step-size. 
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Figure B.4: The MPP tracking 
process of Fig B.3 under the I-V and 
P-V characteristic curves. 
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Figure B.5: Simulated response of PV power: 
(above) initial transient and (below) under 
a series of step-down irradiance test, using 
CMC converter applying the 0.05 step-size. 
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Figure B.6: The MPP tracking 
process of Fig B.5 under the I-V and 
P-V characteristic curves. 
Appendix C 
Experimental Verification of the 
P&O M P P T Algorithm 
Further to the results in chapter 5 showing the steady-state step down test, other experi-
mental results are presented here. They include results of initial start-up test, the steady-
state step-up test and continuous-change of illumination test. The step-sizes tested include 
the four cases of fixed step-size, the P-I curve slope step-size and the improved P&O algo-
rithm step-size. Each step-size case is tested using the direct duty-cycle controlled (DDC) 
converter and the current-mode controlled (CMC) converter. 
The switching procedure and the corresponding solar irradiance levels of the step-
down test are listed in Table C.l referring to Fig 5.8. 
Table C.l: Switching Procedure for the step-up irradiance test. 
Step Change Switch Condition Corresponding Solar Irradiance 
(W/m^) 
1. S5 S6 S7 S8 OFF 
and other Switches ON 145 
2. S8 0 N 225 
3. S8 S7 ON 350 
4. S 8 S 7 S 6 C ^ 500 
5. S 8 S 7 S 6 S 5 C m 700 
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C . l Testing of Fixed Perturbation Step-sizes 
Fixed perturbation step-sizes set a constant perturbation step to the reference value in the 
P&O MPPT algorithm. The four fixed step-sizes being investigated include 0.008, 0.001, 
0.0005 and 0.0001. The following figures were arranged so that the oscilloscope diagram 
on the left corresponds to the PV characteristic curves on the right. 
C.1.1 Testing using Direct Duty-cyc le Controlled Converter 
The experimental results using direct duty-cycle controlled (DDC) converter applying the 
fixed step-sizes are demonstrated in this subsection. 
10 W/div 2 A/div 500 ms/div 
Figure C.l: Measured response of PV power during MPPT operation at initial start-up 
using DDC with 0.008 step-size. 
The PV power tracking performance using the 0.008 step-size is shown in Fig C.l 
to Fig C.5. The first figure shows the measured response of PV power during the converter 
operation at initial start-up. It can be seen that the PV power oscillated around the MPP 
and did not settle. As evident from Fig C.l, large step-size creates large oscillations during 
full illumination. 
Figure C.2 shows the PV power response using the DDC by applying the 0.008 step-
size. Based on the diagram, the magnitude of the oscillation is small at the lowest solar 
irradiance level and once the illumination is stepped up, the magnitude of the oscillation 
increases. The operating point hunts uncontrollably at a lower level of the true MPP, as 
shown in Fig C.3. The high spike of Iirrad at each step-up test is due to the inrush current 
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Figure C.2: Measured response of PV 
power under a series of irradiance step-up 
test using DDC applying 0.008 step-size. 
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Figure C.3: The MPP tracking process 
of Fig C.2 under the I-V and P-V char-
acteristic curves. 
of the cold lamps. 
Figure C.4 shows the continuous-change test result. The PV power waveform is 
unstable under the gradual change of illumination (non stop oscillating). Since the solar 
irradiance was tuned from high to low and then to the reverse order. 
Having observed a large fixed step-size, a smaller fixed step-size of 0.001 is exam-
ined. The measured response of the PV power during initial start-up performance is shown 
in Fig C.6. Comparing Fig C.l (0.008 step-size) and Fig C.6 shows that by reducing the 
step-size to 0.001 the magnitude of the oscillation has significantly reduced to about 3 W 
during the steady-state condition. 
Figure C.7 presents the measured response of the PV power applying the 0.001 
step-size. The figure shows that the performance of the MPPT under a series of step-up 
irradiance test is similar to the performance of the step-down test. The operating point 
manages to reach the true MPP but oscillation still occured. It can be seen from Fig C.8 
that the operating point hunts wildly during the transient to search the maximum power 
level. 
The test result under continuous changes of solar irradiance is shown in Fig C.9. 
Generally, the PV power waveform follows the waveform of Iirrad but with some oscilla-
tions. The hunting of the operating point during the transient is shown in Fig C.IO. This 
is true especially when the intensity of the illumination was increased. 
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10 W/div 1 A/div 2 s/div 
Figure C.4: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with 0.008 step-size. 
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Figure C.5: The MPP tracking process 
of Fig C.4 under the I-V and P-V char-
acteristic curves. 
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Irrad 
Figure C.6: Measured response of PV power during MPPT operation at initial start-up 
using DDC with 0.001 step-size. 
It was observed that by reducing the perturbation step-size, the oscillation at the 
steady-state condition reduces. Figure C.l l to Fig C.15 present the MPPT performance 
of the 0.0005 fixed step-size. It can be identified from Fig C.l l that the PV power re-
sponds slower with smaller perturbation step-size as compared to the 0.001 step-size. The 
operating point takes about 500 ms to reach the MPP (approximately 300 ms longer than 
for the 0.001 step-size). 
A smaller step-size of 0.0005 was applied in the DDC and the PV power response 
is presented in Fig C.12. The PV waveform holds the MPP smoothly with reduced os-
cillations compared to the previous step-size cases. Figure C.13 shows that the operating 
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Figure C.7: Measured response of PV 
power under a series of irradiance step-up 
test using DDC applying 0.001 step-size. 
Figure C.8: The MPP tracking process 
of Fig C.7 under the I-V and P-V char-
acteristic curves. 
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Figure C.9: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with 0.001 step-size. 
Figure C.IO: The MPP tracking process 
of Fig C.9 under the I-V and P-V char-
acteristic curves. 
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Figure C.ll : Measured response of PV power during MPPT operation at initial start-up 
using DDC with 0.0005 step-size. 
point oscillates rather uncontrollably during the transients. 
The continuous-change test performance of the 0.0005 step-size is presented in 
Fig C.14 and Fig C.15. It can be noted that the operating point moves along the MPPT 
locus during the gradual decrease of solar irradiance but hunts uncontrollably during the 
gradual rise of solar irradiance. 
The smallest fixed step-size studied in this thesis is 0.0001 which the measured 
response of the PV power waveforms and their MPPT process under PV characteristic 
curves are demonstrated in Fig C.16 to Fig C.20. It is interesting to note that the 0.0001 
step-size took long time to track the MP P. Due to the nature of P&O algorithm, a small 
step-size forces the algorithm to perturb with small variation. Thus, it took longer to 
reach the desired maximum point. 
The step-up solar irradiance test result using the 0.0001 step-size is shown in 
Fig C.17. It shows that the PV power responds slowly during the step-up transients. 
It can be seen from Fig C.17 that, at the low solar irradiance levels, the MPPT operating 
point is not moving along the true MPP trajectory but deviates at higher PV voltage than 
VMPP- However, it is able to hold to the right MPP with negligible oscillation during the 
steady-state at high solar irradiance. 
The measured PV power waveform under the variable changes of solar irradiance is 
shown in Fig C.19. It can be seen that the 0.0001 step-size is able to track the changes of 
solar irradiance (the Iirrad waveform). Though the deviation of the PV voltage remained, 
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Figure C.12: Measured response of PV 
power under a series of irradiance step-up 
test using DDC applying 0.0005 step-size. 
Figure C.13: The MPP tracking process 
of Fig C.12 under the I-V and P-V char-
acteristic curves. 
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Figure C.14: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with 0.0005 step-size. 
Figure C.15: The MPP tracking process 
of Fig C.14 under the I-V and P-V char-
acteristic curves. 
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lOW/div 2 A/div 500 ms/div 
Figure C.16: Measured response of PV power during MPPT operation at initial start-up 
using DDC with 0.0001 step-size. 
it produces the smoothest PV power waveform under the continuous-change test than any 
of the large step-sizes (under DDC). 
C.1.2 Testing using Current-Mode Controlled Converter 
The experimental results using current-mode controlled (CMC) converter with the fixed 
step-sizes are demonstrated in this subsection. 
The measured response of the PV power and its MPPT operation under the PV 
characteristic curves using the 0.008 step-size are presented in Fig C.21 to Fig C.27. For 
the 0.008 step-size, the MPPT performance of the CMC is similar to the performance 
of the DDC. Though using current-mode control technique, due to the large step-size, 
large perturbation steps are produced and the operating point is perturbed far away 
from the desired MPP. Consequently, large oscillations are created during the steady-state 
condition. The operating point is largely deviated from the PV voltage at MPP during the 
drastic changes of solar irradiance as shown in the illumination step-down test, depicted 
in Fig C.23. In addition to that, the gradient of the current in the I-V curve (cluster 
of operating points at each solar irradiance level) is larger for high current (high solar 
irradiance) and reduces as the current decrease (solar irradiance decreases). As the PV 
power is the product of both PV current and voltage, the deviation of current and voltage 
directly affect the PV power waveform. Thus, at high power level, it can be seen that 
the power oscillations is large due to the large gradient of PV current and the magnitude 
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Figure C.17: Measured response of PV 
power under a series of irradiance step-up 
test using DDC applying 0.0001 step-size. 
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Figure C.18: The MPP tracking process 
of Fig C.17 under the I-V and P-V char-
acteristic curves. 
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Figure C.19: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with 0.0001 step-size. 
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Figure C.20; The MPP tracking process 
of Fig C.19 under the I-V and P-V char-
acteristic curves. 
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of the oscillation reduces as the current gradient decreases. This phenomenon occurred 
because of the non-uniform solar irradiance step change during the experiment. Therefore, 
the locus of the operating point (clusters of operating point focussed slightly on the left 
hand side of the MPPs) that differ from the ideal locus of MPPT is due to the non-linear 
PV module non-linear I-V and P-V characteristics that have been discussed in Section 2.4 
and Section 5.5.1. 
Similarly, Fig C.26 and Fig C.27 show oscillations around the MPP during contin-
uous changes of illumination. 
lOW/div 2 A/div 500 ms/div 
Figure C.21: Measured response of PV power during MPPT operation at initial start-up 
using CMC with 0.008 step-size. 
Figure C.24 shows that the experimental result of the CMC applying the 0.008 
step-size. It is apparent that the large step-size produces large oscillations on the PV 
power waveform. Figure C.25 indicates that the MPPT operating point deviates wildly 
along the PV voltage. 
Secondly, the test results using the 0.001 step-size are demonstrated in Fig C.28 to 
Fig C.34. Similar to the test results obtained from the DDC with 0.001 step-size, the PV 
power waveform produced by the CMC is able to track the true MPP and also to hold 
correctly around the MPP. It must be noted that the magnitude of the oscillation has 
reduced as much as approximately one third as compared to the case using the DDC. 
A smaller step-size (0.001) was apphed in the CMC and the test result is shown in 
Fig C.31. It can be seen that the magnitude of the oscillation reduces as compared to the 
previous step-size case. Figure C.32 shows that the operating point holds correctly the 
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Figure C.22: Measured response of PV 
power under a series of irradiance step-
down test using CMC with 0.008 step-size. 
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Figure C.23: The MPP tracking process 
of Fig C.22 under the I-V and P-V char-
acteristic curves. 
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Figure C.24: Measured response of PV 
power under a series of irradiance step-up 
test using CMC applying 0.008 step-size. 
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Figure C.25; The MPP tracking process 
of Fig C.24 under the I-V and P-V char-
acteristic curves. 
C.l Testing of Fixed Perturbation Step-sizes 192 
lOW/div lA/div 2 s/div 
Figure C.26: Measured response of PV 
power under variable changes of irradi-
ance test using CMC with 0.008 step-size. 
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Figure C.27: The MPP tracking process 
of Fig C.26 under the I-V and P-V char-
acteristic curves. 
lOW/div 2 A/div 500 ms/div 
Figure C.28; Measured response of PV power during MPPT operation at initial start-up 
using CMC with 0.001 step-size. 
MPP with little voltage variation during the transients. 
Examination of Fig C.33 indicates that the PV power waveform is able to follow 
the waveform of Iirrad with little oscillations. It is also notable that the operating point 
is generally locating at lower voltages than the voltage at the true MPP. 
The experimental results of the third fixed step-size, i.e. 0.0005, are presented in 
Fig C.35 to Fig C.41. Comparing these figures with the results obtained using DDC (with 
0.0005 step-size), it is more obvious that the magnitude of the oscillation at the steady-
state is much reduced. Furthermore, the CMC responds faster in reaching the MPP during 
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Figure C.29; Measured response of PV 
power under a series of irradiance step-
down test using CMC with 0.001 step-size. 
Figure C.30: The MPP tracking process 
of Fig C.29 under the I-V and P-V char-
acteristic curves. 
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Figure C.31: Measured response of PV 
power under a series of irradiance step-up 
test using CMC applying 0.001 step-size. 
Figure C.32: The MPP tracking process 
of Fig C.31 under the I-V and P-V char-
acteristic curves. 
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Figure C.33: Measured response of PV Figure C.34: The MPP tracking process 
power under variable changes of irradi- of Fig C.33 under the I-V and P-V char-
ance test using CMC with 0.001 step-size. acteristic curves. 
the initial transient compared to the DDC. 
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Figure C.35: Measured response of PV power during MPPT operation at initial start-up 
using CMC with 0.0005 step-size. 
Figure C.36 shows the PV power waveform obtained under the step-down irradiance 
test. It can be clearly seen from this figure that the undershoot phenomenon occurs 
immediately after the drastic change of solar irradiance. This is the similar phenomenon 
as obtained in the simulation, which is presented in Chapter 4. This is due to the small 
step-size that changes the current reference of the converter slowly. As a result, undershoot 
phenomenon happens where the operating point deviates from the voltage at MPP and 
then slowly reaches the steady-state condition. The combination of the step-down and 
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Figure C.36: Measured response of PV 
power under a series of irradiance step-
down test using CMC with 0.0005 step-
size. 
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Figure C.37; The MPP tracking process 
of Fig C.36 under the I-V and P-V char-
acteristic curves. 
step-up test results are shown in the variable irradiance test as shown in Fig C.40. The 
oscillations is not obvious but the operating point is largely deviated under the slow 
changes of illumination. 
Figure C.38 presents the test result using the CMC applying the 0.0005 step-size. 
The PV power waveform is able to hold accurately at the MPP with small oscillations 
after the transients. Figure C.39 shows that the MPPT operating point moves smoothly 
along the MPP locus. 
Finally, Fig C.42 to Fig C.48 demonstrates the experimental results of the 0.0001 
step-size applying in the CMC. 
Figure C.42 shows that the CMC fails to reach the MPP within the captured 
duration because the perturbation step-size computed by the current reference is too small. 
The noted initial spike in the power waveform at the beginning of measured PV power 
waveform is the similar phenomenon that occurred and has been explained in Section 4.7.1. 
This is because of the initial condition of the control variable and also the saturation limit 
set for the converter switch's duty-cycle. When the converter starts operating, the duty-
cycle starts from the lower saturation hmit of 0.02 and it changes based on the control 
variable in P&O MPPT algorithm with respect to the perturbation step-size. At the 
beginning point, operating point is located on the left hand side of the P-V curve which 
the corresponding gain factor is negative. This causes the value of the control variable 
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Figure C.38: Measured response of PV 
power under a series of irradiance step-up 
test using CMC applying 0.0005 step-size. 
Figure C.39: The MPP tracking process 
of Fig C.38 under the I-V and P-V char-
acteristic curves. 
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Figure C.40: Measured response of PV 
power under variable changes of irradi-
ance test using CMC with 0.0005 step-
size. 
Figure C.41: The MPP tracking process 
of Fig C.40 under the I-V and P-V char-
acteristic curves. 
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became negative value since the initial value is zero. Nevertheless, the duty-cycle could 
not fall below the saturation limit, it remains at 0.02. This causes the operating point 
being forced to reach VMPP where the peak of the initial spike occurred. When the PV 
voltage reaches the VMPP, the duty-cycle remains at 0.02 because the control variable's 
value is negative. This causes the PV power to drop and hence changes the sign of the 
gain factor from negative to positive. Then it increases the value of the control variable. 
The MPPT converter is then operating in the region of the duty-cycle saturation limit. 
Thus, the operating point starts to track the MPP according to the perturbation step-size 
where it can be observed that the PV power starts to rise again with a very slow speed 
after the initial spike due to the very small step-size (more iterations needed). Further, 
the slow rise of PV power after the spike is also because of the factor of measurement 
errors as discussed in Section 5.5.1. Due to the same reason, the PV power is not able 
to respond to the first two step-down changes of solar irradiance as shown in Fig C.43. 
Figure C.44 shows that the operating point is only able to track the lowest three solar 
irradiance levels with large deviation of the PV voltage during the transients. 
lOW/div 1 A/div 500 ms/div 
Figure C.42: Measured response of PV power during MPPT operation at initial start-up 
using CMC with 0.0001 step-size. 
In Fig C.45, the PV power waveform produced by using the CMC applying the 
0.0001 step-size does not follow the solar irradiance step-up waveform. The MPPT con-
verter tracks very slowly to which it is not able to reach the true MPP within the testing 
duration because the transient response is slow. Figure C.46 shows that the operating 
does not move along the MPPT locus but oscillates around the lower PV power levels.
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Figure C.43: Measured response of PV 
power under a series of irradiance step-
down test using CMC with 0.0001 step-
size. 
Figure C.44: The MPP tracking process 
of Fig C.43 under the I-V and P-V char-
acteristic curves. 
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Figure C.45: Measured response of PV 
power under a series of irradiance step-up 
test using CMC applying 0.0001 step-size. 
Figure C.46: The MPP tracking process 
of Fig C.45 under the I-V and P-V char-
acteristic curves. 
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Figure C.47: Measured response of PV 
power under variable changes of irradi-
ance test using CMC with 0.0001 step-
size. 
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Figure C.48: The MPP tracking process 
of Fig C.47 under the I-V and P-V char-
acteristic curves. 
The measure response under the continuous-change solar irradiance test is shown 
in Fig C.47 and Fig C.48. The PV waveform follows the waveform of Iirrad with large 
voltage deviation which is attributed to the gradual decrease of solar irradiance. 
In short, the CMC produces smaller magnitude of oscillations and smoother tra-
jectory of MPPT operation with narrower range of PV voltage deviation as compared to 
the test results using the DDC. However, the CMC, the transient response is slower than 
the DDC. 
C.2 Testing of Variable Perturbation Step-sizes 
This section describes the experimental verification of the P&O MPPT algorithm with 
variable perturbation step-sizes. The variable perturbation step-sizes investigated in the 
previous chapter include the P-I curve slope, S (Equation 4.17) and the improved P&O 
algorithm in which the step-size is made dependent on the sensitivity of the PV power to 
the previous perturbation (Equation 4.24). 
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C.2.1 Testing using Direct Duty-cyc le Controlled Converter 
The experimental results using the DDC applying the variable step-sizes are presented in 
this subsection. 
a. Step-size using the slope of the P-I curve 
The measured response of PV power and its MPPT operation under PV characteristic 
curves applying the P-I curve slope step-size are presented in Fig C.49 to Fig C.53. The 
initial start-up (Fig C.49) is slow and takes approximately 1.2 seconds to reach the MPP. 
This is as slow as using the smaller fixed step-sizes. 
10 W/div 1 A/div 500 ms/div 
Figure C.49: Measured response of PV power during MPPT operation at initial start-up 
using DDC with the slope of P-I curve. 
The PV power response using the DDC applying the P-I curve slope is depicted 
in Fig C.50. The PV power holds accurately the true MPP with little oscillation and 
the transient response is fast. Inspecting Fig C.51 shows that the MPPT operating point 
moves smoothly along the MPP locus. 
Figure C.52 shows the measured response of the PV power under variable test of 
solar irradiance. It is clearly shown that the undershoot phenomenon occurs during the 
gradual decrease of solar irradiance. It can also be seen from Fig C.53 that the apphcation 
of the P-I curve slope is not stable in maximum power tracking as the operating point is 
largely deviated around the PV voltage at the MPP. 
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Figure C.50; Measured response of PV 
power under a series of irradiance step-up 
test using DDC applying the slope of P-I 
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Figure C.51: The MPP tracking process 
of Fig C.50 under the I-V and P-V char-
acteristic curves. 
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Figure C.52: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with the slope of P-I 
curve. 
Figure C.53: The MPP tracking process 
of Fig C.52 under the I-V and P-V char-
acteristic curves. 
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b. Step-size using the proposed P & O algorithm 
Having observed the MPPT performance applying the P-I curve slope step-size, the test 
performance of the proposed P&O algorithm (Equation 4.24) is presented in Fig C.54 
to Fig C.58. The measured PV power waveforms hold accurately at the true MPP with 
negligible oscillation during the steady-state conditions. 
10 W/div 1 A/div 500 ms/div 
Figure C.54: Measured response of PV power ' 
using DDC with the improved P&O algorithm 
during MPPT operation at initial start-up 
In Fig C.55, there is httle PV power ripple during the transients of the solar irra-
diance step-up. The operating point searches for the right MPP with small deviation of 
PV voltage as can be seen under the characteristic curves (Fig C.56). 
Figure C.57 presents the PV maximum power tracking performance under the 
continuous-change test. The PV power manages to follow the waveform of the Iirrad 
smoothly. The MPP tracking process under the PV characteristic curves show that the 
operating point moves along the MPP locus during the decrease of illumination but di-
verges with small voltage deviation (ranging from 16 to 18 V) during the gradual rise of 
solar irradiance. 
C.2.2 Testing using Current-Mode Controlled Converter 
The test results using the CMC applying the variable step-sizes are described in this 
subsection. 
a. Step-size using the slope of the P-I curve 
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Figure C.55: Measured response of PV 
power under a series of irradiance step-
up test using DDC applying the improved 
P&O algorithm. 
Figure C.56: The MPP tracking process 
of Fig C.55 under the I-V and P-V char-
acteristic curves. 
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Figure C.57: Measured response of PV 
power under variable changes of irradi-
ance test using DDC with the improved 
P&O algorithm. 
Figure C.58: The MPP tracking process 
of Fig C.57 under the I-V and P-V char-
acteristic curves. 
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The performance of MPPT converter using the P-I curve slope variable step-size is pre-
sented in Fig C.59 to Fig C.63. As compared to the DDC applying the same variable 
step-size, the PV power using the CMC requires longer time (approximately 2 seconds) 
to settle at steady-sate as shown in Fig C.59. Apart from this, there are no significant 
changes using the MPPT performances between the DDC and CMC. 
10 W/div 1 A/div 500 ms/div 
Figure C.59: Measured response of PV power during MPPT operation at initial start-up 
using CMC applying the slope of P-I curve. 
The step-up irradiance test using the P-I curve slope step-size (Fig C.60) produces 
rather smooth tracking of maximum power and the operating point is seen to move along 
the true MPP locus (Fig C.61). It can be seen that the transient using the CMC is slower 
than the performance using the DDC. 
Figure C.62 shows the measured response of PV power under continuous changes 
of solar irradiance test. Again, it shows no significant improvement in comparison to the 
MPPT performance applying the DDC. 
b. Step-size using the proposed P & O algorithm 
Finally, the experimental results of the proposed P&O algorithm incorporating the CMC 
is demonstrated in Fig C.64 to Fig C.68. 
The start-up transient of the MPP tracking under full illumination is shown in 
Fig C.64. The tracking process settles in less than 200 ms with httle initial hunting 
and negligible oscillation during the steady-state. This is a much better result than the 
slope-based variable step-size. 
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Figure C.60: Measured response of PV 
power under a series of irradiance step-up 
test using CMC applying the slope of P-I 
curve. 
Figure C.61: The MPP tracking process 
of Fig C.60 under the I-V and P-V char-
acteristic curves. 
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Figure C.62: Measured response of PV 
power under variable changes of irradi-
ance test using CMC with the slope of P-I 
curve. 
Figure C.63: The MPP tracking process 
of Fig C.62 under the I-V and P-V char-
acteristic curves. 
C.2 Testing of Variable Perturbation Step-sizes 206 
10 W/div 1 A/div 500 ms/div 
Figure C.64: Measured response of PV power during MPPT operation at initial start-up 
using CMC with the improved P&O algorithm. 
The step-up MPP tracking response using the CMC applying the improved P&O 
step-size is presented in Fig C.65. The PV power settled at steady-state quickly. Moreover, 
the power extracted by the converter has little ripple and no oscillation at steady-state 
condition. In Fig C.66, it can be seen that the tracking process for step-up test is rather 
slower as compare to the step-down test due to some extra hunting points. However, it 
does not affect the performance of the tracking in terms of oscillations at steady-state. 
The tracking performance under continuous changes, Fig C.67 shows that the 
operating point moves along the MPP locus in both I-V and P-V characteristic curves 
(Fig C.68) as the illumination changed. As compared to the MPPT process using DDC, 
it can be identified that the operating point deviates around PV voltage (Fig C.63) but 
for the CMC the operating point moves accurately along the MPP locus (Fig C.68). The 
drawbacks of large oscillation and hunting during transients have been successfully mit-
igated using the improved P&O MPPT algorithm applying in the CMC as compared to 
fixed other step-sizes discussed above. 
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Figure C.65: Measured response of PV 
power under a series of irradiance step-
up test using CMC applying the improved 
P&O algorithm. 
Figure C.66: The MPP tracking process 
of Fig C.65 under the I-V and P-V char-
acteristic curves. 
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Figure C.67: Measured response of PV 
power under variable changes of irradi-
ance test using CMC with the improved 
P&O algorithm. 
Figure C.68: The MPP tracking process 
of Fig C.67 under the I-V and P-V char-
acteristic curves. 
Appendix D 
Input Data for Monte Carlo 
Simulation 
The statistics of the outage information were obtained from the database of a distribution 
network operator of a major city in the United Kingdom. It consists of the outage events 
from 1997 to 2000 inclusive. 
D . l Outage Occurrence 
The cumulative distribution function of outage occurrence by day of year (outage occur-
rence across the whole network over 4 years) is shown in Fig D.l. The statistics across 
a year is fairly linearly distributed. This means that the outage occurrence has approxi-
mately the same probability to happen in any day across a year. 
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Figure D.l: Outage occurrence distribution normalized to the total number of outages 
across a year. 
D.2 Outage Duration 
Weekday / Weekend 
Inspection of Fig D.2 and Fig D.3, it can be seen that the frequency of outages occurrence 
across the weekday is higher that frequency of outages during weekend. This means 
that the hkelihood of an outage occurs during the office working days (days with high 
consumption of electricity) is higher than weekends. 
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Figure D.2: Histogram of outage event that occurred during weekday. 
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Figure D.3: Histogram of outage event that occurred during weekend. 
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Seasonal 
In order to study the outage phenomena, the data were organized on a seasonal basis and 
arranged as cumulative distribution functions as presented in Fig D.4 to Fig D.7. The 
statistics value of the outage duration for each season is tabulated in Table D.l. 
Table D.l: Statistical comparison of seasonal outage duration (minute). 
Statistic Spring Summer Autumn Winter 
1st quartile (25%) 61 62 62 58 
Median 108 111 111 102 
3rd quartile (75%) 205 222 222 207.3 
(90%) 412 4&L4 464.4 425 
Mean 178.12 20&82 20&82 184.16 
Standard Deviation 248.7 364^ 3&L4 301.2 
These cumulative distribution functions were used in the Monte Carlo simulation 
by using Inverse Transform method to create a stochastic (random event) that follow the 
probabilistic behaviour of the outage duration for each season. 
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Figure D.4: The cumulative distribution functions of Spring outage duration. 
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Figure D.5: The cumulative distribution functions of Summer outage duration. 
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Figure D.6: The cumulative distribution functions of Autumn outage duration. 
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Figure D.7: The cumulative distribution functions of Winter outage duration. 
