A new numerical method is developed for solving a class of third-order singularly perturbed boundary value problems. First of all, the given problem is transformed into a system of two ordinary differential equations (ODEs) subject to suitable initial and boundary conditions. Then, the rational spectral collocation method in barycentric form with sinh transformation is applied to solve the system of ODEs. According to the asymptotic analysis, the location and width of boundary layer of the given problem, which are chosen as parameters in the sinh transformation, can be determined. Ample numerical experiments are presented to illustrate the computational efficiency and accuracy of the our method.
Introduction
Differential equations with a small parameter ε multiplying the highest-order derivative terms are said to be singularly perturbed, which occur frequently in the mathematical models describing the phenomena with a rapid transition of the observable quantity. In this paper, a class of third-order singularly perturbed boundary value problems (TSPBVP) is considered as follows:
(1.1)
where ε ∈ (0, 1] is a given small positive parameter, a(x), b(x), c(x) and f (x) are sufficiently continuously differentiable functions satisfying the conditions a(x) α > 0, b(x) −β, β > 0. Under these assumptions, the problem (1.1)-(1.2) has a unique solution u = u(x, ε), in general, displaying a boundary layer of width O(ε) near x = 0 as ε tends to zero. Besides, since the boundary conditions are Neumann type [1] , the boundary layer is less severe. The second-order singularly perturbed boundary value problems (SSPBVP) have been studied extensively [2] [3] [4] [5] [6] [7] while only few results on TSPBVP are reported in the literature. For the discussion of existence, uniqueness and asymptotic estimates of the solutions to TSPBVP see [8] [9] [10] [11] [12] [13] and the references therein. The numerical analysis of TSPBVP has always suffered from more difficulties than SSPBVP due to the following facts: (i) the third-order differential operator lacks the symmetry of the second-order one; (ii) direct discretization for high-order differential equations usually leads to a linear system with large condition number. In particular, a known drawback on classical spectral collocation methods is the fast growth of the condition numbers of differentiation matrices. More precisely, the condition number of Chebyshev differentiation matrices scales like O(N 2k ), where k is the order of differentiation. Hence, classical collocation methods for third and higher odd-order boundary value problems lead to very large condition numbers and often exhibit unstable modes if the collocation points are not properly chosen (see, for instance, [14] [15] [16] [17] ).
Recent years have witnessed substantial progress in the development of numerical methods for solving TSPBVP. Valarmathi et al. [18] [19] [20] developed an asymptotic numerical method in which the boundary value technique and special-purposed finite difference schemes were employed; Cui et al. [21] solved such problem in reproducing kernel space; Temsah [22] proposed two kinds of collocation methods based on differential Chebyshev polynomial (CM-I) and integrated Chebyshev polynomial (CM-II) respectively. In this paper, we present a new kind of numerical method based on rational spectral collocation in barycentric form with sinh transformation and some results from asymptotic theory.
Spectral methods are among the best choices in solving singularly perturbed problems due to the fact that spectral collocation points are naturally well-adapted to the representation of boundary layers. For example, for the classical Chebyshev-Gauss-Lobatto points x k = cos(kπ /N), we have |x 1 
It follows that the spacing between the points near two endpoints −1 and 1 is of order O(N −2 ), in contrast with O(N −1 ) in finite differences or finite elements. However, for the problems like (1.1) with extremely small ε, still a large N is required to obtain numerical solutions with high accuracy. In order to capture thin boundary layers accurately by a reasonable number of N, many experts have put forth a variety of modified spectral methods [23] [24] [25] [26] [27] [28] [29] . An effective approach is that by introducing a certain transformation x  → x t = t(x), the transformed collocation points x t are more located in the boundary layer region. Rational interpolants in barycentric form have recently emerged as promising tools for the development of spectral methods for singularly perturbed boundary value problems [30] [31] [32] [33] . Their success is partly due to the fact that the underlying problem is not required to be transformed into new coordinates. A rational spectral collocation method integrated with sinh transformation is applied to solve blow-up and steep-front problems by Tee and Trefethen [34] , in which the sinh transformation is constructed as:
which maps the original Chebyshev grid into the one clustered near the steep gradients of the solution (singular lines).
However, the parameters λ and µ in (1.3) respectively represent the location and width of the boundary layer, which are usually not known exactly when applying the sinh transformation. Hence, it is necessary to approximate them using some singularity location technique. Tee et al. [34] obtained the parameters λ, µ of the n + 1 time step depended on the numerical results of the n time step, which is only suitable for time-dependent problems. It is still difficult to determine these parameters for non time-dependent problems like (1.1)-(1.2). We established a framework of rational spectral collocation method based on asymptotic theory for first order parameterized problems [35] and second-order coupled systems [36] .
In this work, we will apply this methodology to TSPBVP. In our proposed method, the problem (1.1)-(1.2) is firstly transformed into a system of two ODEs subject to suitable initial and boundary conditions. Then with the help of asymptotic analysis theory, we can calculate the location and width of boundary layer for the given problem, which are related to the parameters λ, µ in the sinh transformation (1.3). Finally, the rational spectral collocation method is applied to solve the system of two ODEs. This method is called rational spectral collocation method combined with asymptotic theory (abbreviated as RSCAT). The advantages of our method are (i) it enjoys improved exponential convergence rates; (ii) it does not require the tedious transformation of underlying differential equation into new coordinates; (iii) boundary conditions can be easily incorporated with.
The organization of the paper is the following. The analytic analysis for the solutions of the TSPBVP is presented in Section 2. The algorithmic details of RSCAT method for TSPBVP are proposed in Section 3. In Section 4, we focus on the non-linear TSPBVP. Section 5 illustrates the performance of the proposed schemes via several examples, which demonstrate the high accuracy and efficiency of our method. Some concluding remarks are given in Section 5.
Analytic analysis

Asymptotic expansion approximation
The TSPBVP (1.1)-(1.2) can be transformed into an equivalent problem including a system of two ODEs as follows:
The asymptotic expansion solution of ODE system (2.1) is in the form
By the method of stretching variable, the zeroth-order asymptotic expansion can be obtained as
whereũ 0 is a solution of the reduced problem (2.1) given by
andṽ 0 is the layer correction function given byṽ 0 = (v 01 , v 02 )
T with
Theorem 2.1 ([20] ). The zeroth-order asymptotic expansion approximation u as satisfies the inequality
where u(x) is the solution of ODEs (2.1), and C is a generic constant. 
The location and width of boundary layer
where β is a constant for a family of small values ε.
Proof. According to Theorem 2.1, there exists an ε 0 such that for 0 ≤ ε ≤ ε 0 , the solution u(x) of ODEs (2.1) satisfies the following inequality for sufficiently small values ε. For x ∈ [βε, 1], it implies
Here, β is called the boundary layer parameter.
Combining the bounds of (2.5) and taking . This result plays an important role in the RSCAT method in next section.
Rational spectral collocation method in barycentric form
The barycentric form of rational interpolation
can be expressed as [33] 
where {ω k } N k=0 are nonzero numbers called barycentric weights. In particular, for Chebyshev-Gauss-Lobatto points x k = cos(kπ /N), the barycentric weights are chosen as [32] 
The derivatives of p N can serve to determine the nth order differentiation matrix {D
The advantage of the barycentric representation is the simplicity of the formula for the entries of first and second order differentiation matrices [37] 
The convergence rate of the above rational interpolation based on barycentric form depends primarily on the analytic region of u in the complex plane. When a real function u can be continued analytically to the closed ellipse E ρ (ellipse with foci at ±1, the sum of its semi-major axis length and semi-minor axis length equal to ρ), then the approximation error
Such a convergence means that a few degrees of freedom are sufficient to achieve a high degree of accuracy. Unfortunately, if the function u has some singularities in the complex plane close to [−1, 1] so that ρ ≈ 1, the convergence could be too slow for the method to be effective. As suggested in Ref. [31] , one could choose a conformal map g such that the ellipse of analyticity of u • g is larger than the original ellipse of analyticity of u, and apply g into the spectral collocation method based on rational interpolant (3.1). Then we can obtain a better approximation of u which is more accurate than that obtained using the Chebyshev spectral method with the same number of grid points. Tee and Trefethen [34] considered the solutions with one relevant front to be resolved, and thus construct the conformal map g as follows:
where sinh −1 is the inverse of sin hyperbolic, λ and µ are the parameters related to the location and width of the boundary layers, respectively. Once the grid adapted as x k = g (cos (kπ /N)), the rational interpolant of u in barycentric form is used with differentiation matrices given by (3.3)-(3.4). However, it is still a difficult work to determine analytically the parameters λ and µ. Fortunately, to the class of TSPBVP like (1.1)-(1.2), the asymptotic results of Theorem 2.2 give us enough information about the location and width of the boundary layer of the solution which are chosen as λ and µ respectively.
Emphasis should be laid on that the differentiation matrices (3.3) and (3.4) merely rely on the barycentric weights ω k given in (3.2) and new grid pointsx k = g(x k ), where g is shown in (1.3) . That is why the transformation of the derivatives in underlying equation into new coordinates is not required after mapping g.
Numerical discretization of the ODE system (2.1)
Now, we have all the ingredients to solve the ODEs (2.1) using rational spectral collocation method. First, by introducing the transformation x = 0.5(y + 1) and definingû(y) = u(x) = u (0.5(y + 1)), then u 
, where g is expressed by (1.3) in which λ = −1, µ = 2βε.
Evaluating the equations in (3.6) at points {y k } N k=0 yields 
and similar definitions forb,ĉ andf . The diag(â) is a diagonal matrix with the elements ofâ on the main diagonal and similar definitions are for diag(b), diag(ĉ).
By block matrices technique, Eqs. (3.7) can be rewritten as:
Eq. (3.8) can be rewritten as
The boundary conditions in (3.6) suggest that
i.e.
Let us consider three row vectors with length 2N + 2 : E 1 = (1, 0, . . . , 0), E N+2 = (0, . . . , 1, . . . , 0), E 2N+2 = (0, . . . , 1). Replacing the 1st, (N + 2)th and (2N + 2)th rows of the matrix A with E 1 , E N+2 and E 2N+2 respectively gives us a new matrixÃ. Correspondingly, the d(1), d(N + 2) and d(2N + 2) should be replaced by p, q and r to get the new right hand sided. Finally, the numerical solution of (3.6) can be solved from the following linear system AU =d. 
=r, which will be illustrated in Example 2 in Section 5.
Fast solver for the linear system (3.10)
The rational spectral collocation method we have described requires the solution of the linear system (3.10), where the matrixÃ, solution U and right hand sided are respectivelỹ
Here, the sub matrices D 1 and D 2 are slightly modification of the matrices 2D (1) and 4εD (2) + 2diag(â)D Note that the main computational cost for solving (3.12) has three parts:
And the first derivatives U 2 can be solved in a similar way.
Here are some remarks on the computational cost.
• In the method proposed here, the original TSPBVP (1.1)-(1.2) has been rewritten into a system of ODEs (2.1), which obviously increases the complexity of the computation. A natural question is that how much complexity has been increased. Recall the standard spectral collocation method for directly solving the original TSPBVP (1.1)-(1.2) leads to the linear system • It is well known that the differential matrices D (1) and D (2) defined in (3.3) and (3.4) are totally dense, and so do the matrices D 1 , D 2 in (3.11) and D 3 in (3.13). Recently, we found that these matrices enjoy a low-rank property, i.e., their off-diagonal blocks have small and nearly bounded (numerical) ranks. Then we can design a fast structured solver to solve these linear systems [38] .
Nonlinear problems
In this section, let us focus on a class of nonlinear TSPBVP as
where
is a smooth function satisfying the following conditions
Let us assume that the reduced problem of (4.1)-(4.2), i.e.
has a unique solutionũ 0 ∈ C (3) . Then the original problem (4.1)-(4.2) has a unique solution with a boundary layer of width O(ε) near x = 0 for ε ≪ 1 (see Ref. [8] ). Besides, the nonlinear function F (x, u, u ′ , u ′′ ) could be treated via Newton's method of quasilinearization as follows
where m is a nonnegative integer and
Then for each fixed m, the u [m+1] is the solution of the following linearized problem:
Here are some additional remarks.
• The solution of the reduced problem (4.3)-(4.4) would be taken as the initial value u [0] in the iteration (4.5).
• For each fixed m, the linearized problem (4.5)-(4.6) is the TSPBVP like (1.1)-(1.2) which can be resolved by the RSCAT method presented in above sections.
• Let us denote the iteration error at mth step as
Then for the above Newton's quasilinearization process, if the iteration error is less than the tolerated error, i.e. e [m] it τ , the iteration process could be stopped. 
Numerical results
We now present several numerical experiments of TSPBVP with emphasis on the comparison between common Chebyshev collocation method (CCC) and our RSCAT method. The relative maximum errors of the solution and its first derivative are given by 1 ,û 2 are the numerical solution and its first derivative, i.e. the first and the second half of vector U in (3.10), and u E , u ′ E are the exact solution and its first derivative respectively. Example 1. Consider the following problem with constant coefficients [20] :
The exact solution and its first order derivative are respectively
The equivalent system of ODEs is as follows:
According to Remark 2.1, we set β = −
. In Fig. 1 , we plot the relative maximum errors in semi-log scale, for both CCC method and RSCAT method. It shows that the convergence rates are greatly improved in our RSCAT method. Besides, Table 1 illustrates the comparison of numerical results obtained by our RSCAT method and the method in [20] . We observe that our method gives much better results with significantly less number of unknowns. Fig. 3 shows the point wise errors of the function and its derivative in the boundary layer region. We see that the errors are almost balanced for each point, due to the fact that there are reasonably many collocation points in the boundary layer region, which verifies the correctness of our method for choosing the parameters in the mapping (1.3) .
In addition, in order to verify the conclusion about the computational cost discussed in Section 3.3, by Fig. 4 where the function f (x) is chosen so that the exact solution and its first order derivative of problem (5.6)-(5.7) are respectively:
The equivalent system of two ODEs is as follows: We compare the maximum relative errors of our RSCAT method with CCC method in Fig. 5 and with the method in [21] in Table 2 . Both of them verify the high accuracy and efficiency of our method.
Additionally, Fig. 6 displays the plots of numerical and exact solutions for the case with ε = 1e−7, both in the whole region and boundary layer region. We observe that unlike Example 1, in this case the boundary layers of both the solution and its first order derivative are obvious.
Example 3.
Consider the following non-linear problem [19, 22] : 
(5.14) We solve this problem using the procedure shown in Section 4. As shown in Fig. 7 , the error tolerance is chosen as τ = 1e−12 and the scheme (5.13) converges after at most three iterations for the cases that ε varies from 1e−2 to 1e−8.
Since the exact solution of this case is the same as Example 1, we do not plot the image but give the computational errors in Table 3 . The superiority of the results obtained by our RSCAT method is obvious.
Concluding remarks
In this paper, a new numerical method, named RSCAT, has been developed for solving a class of third-order singularly perturbed boundary value problems. The key to the success of this method is that the results from asymptotic theory [21] .
Table 3
Comparison of the relative maximum errors of Example 3.
ε RSCAT method Method in [19] Method in [22] (N = 45) [19, 22] .
are employed to determine the parameters in the sinh transformation of the rational spectral collocation method in barycentric form. The details of the numerical algorithms show that our method is very easy to use and ready for computer implementation. Numerical experiments illustrate that the proposed RSCAT method, which enjoys high accuracy and efficiency in both linear and nonlinear problems, is obviously a good alternative to other numerical methods available for TSPBVP in the literature. Here, we restricted our attention to the one-dimensional third-order singularly perturbed problems with rigorous analysis and ample numerical examples here. Actually, the theoretical and numerical frameworks presented in this paper are essential for extension to more complicated problems. Currently, we are working on the following situations: (i) Combining the asymptotic analysis presented here with the new mapping proposed in [39] , which is a generalized version of (1.3), one can likely construct the rational spectral collocation method for TSPBVP with several interior and/or boundary layers; (ii) We plan to employ the strategy of adaptivity based on local error estimators [40, 41] to construct the adaptive rational spectral or spectral-element schemes for the singularities with a priori unknown location or time-dependent problems with moving layers.
