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ABSTRACT OF DISSERTATION

OBSERVED NONLINEAR RESPONSES IN PATTERNED
SUPERCONDUCTING, FERROMAGNETIC, AND INTERACTING
THIN FILMS
Many advances in technology ranging from biology and medicine through
engineering and computer science to fundamental physics and chemistry depend
upon the capability to control the fabrication of materials and devices at the
submicron scale. Quantum mechanical effects become increasingly important to
atomic and molecular interactions as the distances between neighbors decrease.
These effects will provide materials and device designers with additional flexibility
to establish properties of the designers’ choice, but the cost of this additional
flexibility must be paid in the complexity of nonlinearities entering the interactions
and the design process.
The work presented here has provided several early results on three such
interactions among closely-spaced submicron material structures: 1) the properties
of superconductivity have been studied, 2) the properties of ferromagnetism have
been

studied,

and

3)

the

interactions

between

superconductivity

and

ferromagnetism have been studied. Since our work was published, there has been
considerable interest in all three of these wide-open areas and hundreds or
thousands of additional results are now in the literature.

We have used standard methods from the semiconductor industry as well as
innovative methods to fabricate micron and submicron devices for observation.
Standard optical lithography and standard electron beam lithography have been
implemented

to

shape

micron

and

submicron

structures,

respectively.

Additionally, a laser interferometric lithography method has been invented and
used to shape submicron structures. The materials used were vanadium, niobium,
nickel, and/or permalloy.
We have utilized SQUID magnetometry and Hall effect magnetometry to
observe the properties of superconductor structures and superconductorferromagnetic mixed systems.

We have used SQUID magnetometry and

ferromagnetic resonance to observe the physical properties of ferromagnetic
structures and the interactions between adjacent structures.
Using these materials and methods we have discovered an unusual
paramagnetic Meissner effect in thin Nb films that exists at high-applied magnetic
fields.

We have discovered fluxoid matching anomalies at low sample

temperature. And we have discovered interactions between electron exchange and
magnetic dipole forces. Additionally, we have found clear evidence to support
several past hypotheses advanced by other authors.
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1 Introduction
1.1 Miniaturization and Modern Device Design
A fundamental understanding of magnetic and superconducting materials
and their interfaces with other materials is essential for the design of certain
modern devices that are low-noise, fast-operating, and spatially compact. The
properties of thin films and multilayers (ML), and some aspects of magnetic
interfaces, have been extensively studied and film thickness and surface/interface
roughness can now be systematically controlled down to near-atomic dimensions
(1-5).
On the other hand, advanced device concepts demand further reduction of
lateral feature sizes into the nanometer range, a process that necessarily traverses
natural length scales such as a minimum ferromagnetic domain or domain wall
(δ ≈ 100-1000 nm).

Therefore, attaining the penultimate atomic scale in

miniaturization necessarily involves crossing a “mesoscopic” regime generally
characterized

by

the

strong

fluctuations

and

nonlinearities

(“emergent

complexity”) of finite-sized systems.
1.2 Character of the Mesoscale vs. the Nanoscale
The nonlinearities noted in the development of this work include complex
ferromagnetic resonance spectra due to equal spin exchange and magnetic dipole
interactions in ferromagnetic structures, paramagnetic Meissner effects in
superconducting thin films, flux matching anomalies in superconducting thin films
with antidot arrays, and asymmetric hysteresis loops in superconducting thin films
with magnetized dot arrays.

1

1.2.1 Definitions of Meso vs. Nano
For clarity, we define the mesoscale as the range of feature size that
separates bulk thermodynamic (e.g., cooperative states such as ferromagnetism and
superconductivity) behavior from the atomic scale. The nanoscale regime (e.g.,
0.1 - 10 nm) is controlled by two major effects:
1) Surface energetics become important due to large surface-to-volume
ratios.
2) Strong modifications of electronic structure occur in finite-sized, or
quantum-confined systems, as compared to bulk solids.
1.2.2 Breakdown of Cooperative States and Emergent Complexity at the
Mesoscale
Superconductivity is well known as a sensitive probe of magnetic
interactions and magnetic moment stability (6, 7), and novel capabilities to
precisely pattern and integrate laterally confined superconducting and magnetic
features into hybrid film structures is opening a new chapter in this very rich field
of investigation.
The systems and methods used in this work are unlike those of the ternary
alloy superconductors studied by Maple (6, 7) and by others, but the ultimate goals
(learning the quantum mechanical and electrodynamics details of magnetism and
superconductivity) are the same.

In this work locally patterned submicron

structures having magnetic moments have been lithographically patterned and used
to probe the properties of superconducting thin films. By placing the structures
ourselves, we achieve sufficient control over their positions to allow us to impinge
varying degrees of order upon the resulting interparticle interactions; this

2

possibility is contrasted with the maximum entropy of mixing positioning obtained
from the alloying of ternary compounds.
To establish that the observations presented are due to the coexistence of
superconductivity and magnetic structures, the properties of magnetic structures
and of magnetic thin films were also observed individually. Hence, any properties
of the combined systems not seen in the observations of the separate systems might
logically be attributed to the coexistence interactions. It is indeed interesting and
perhaps fortunate that our observations of the separate systems also presented
discoveries worthy of mention such as resonant magnon modes in patterned
ferromagnetic structures and paramagnetic Meissner effects in unpatterned
superconducting thin films.
1.3 Importance of the Mesoscale for Nanotechnology
A fundamental understanding of nanoscale magnetic materials and their
interfaces with other materials is essential for the design of advanced devices. The
properties of thin films and multilayers (ML), and some aspects of magnetic
interfaces, have been extensively studied since it has become possible to control
film thickness and surface/interface roughness to near-atomic dimensions.
It is most important to keep in mind that at and below the mesoscale, the
nature and very stability of ferromagnetic and superconducting states, as well as
the chemistry, surface properties and interface behavior of material systems, will
be strongly modified from typical bulk characteristics.
Although a great deal of research now addresses the development of
nanoscale devices, practical variations of miniaturization paradigms will inevitably
require transmission and control of signals from nanoscale architectures via
interfaces through the mesoscale to the macroscale of the human environment.
Investigation of the unique realm connecting bulk cooperative phenomena to the
3

atomic regime is therefore not only of great fundamental interest, it is simply
unavoidable; yet the mesoscale has been largely neglected and is poorly
understood at present, mainly due to known limitations in both the experimental
and theoretical arenas.

It is likely that a better understanding of nanoscopic

devices will contribute to the experimental and theoretical development of
mesoscopic systems also.
The minimum feature size for a stable superconducting state is the coherence
length (ξ o ≈ 1 – 100 nm), but quantum confinement effects (e. g. flux quantization)
may appear on the scale of the penetration depth (λ ≈ 100 – 1000 nm), and this
makes possible the unique phenomenon of “macroscopic quantum coherence” that
is the basis of key advances in technology, including the production of very high
magnetic fields and SQUIDs. The mesoscopic threshold can be enhanced even
further (× λ/t, where t = thickness) in thin film geometries.
Until recently, there had been relatively little investigation of laterally
confined nanostructures created by state-of-the-art film patterning techniques such
as electron beam lithography, which can now attain spatial resolutions of 10-50
nm. Patterning generally involves the creation of edges and interfaces that limit
the lateral size and shape of thin films, which are already “confined” in the
remaining vertical direction. Now, however, several methods of lateral patterning
are being developed to increase fabrication speed, to reduce cost, and to increase
patterning capabilities. This work utilizes ultra-violet shadow masked lithography,
laser interferometric lithography, and electron beam lithography to fabricate
micron and submicron structures in square 2D arrays.

4

1.4 Superconductivity and Magnetism in Thin Films
Any three dimensional object has a volume proportional to its size cubed
and an interface surface area proportional to its size squared; therefore, the ratios
of surface energy terms to volume energy terms will change as the size of the
object is changed. This is particularly true for an unpatterned thin film where the
interface area is almost constant and the volume is proportional to thickness. If the
algebraic sign of the dominant surface energy perturbation is opposite to that of the
dominant volume energy, there might exist a particular thickness where the sign of
the total energy shift changes and a paradigm change in film properties may be
noted. Recently, it has become possible to pattern thin film structures having
lateral dimensions comparable to film thickness and neither the structure interface
area nor the structure shape is constant as film thickness alone is varied; this makes
the study of surface and shape effects in submicron patterned structures a
challenge.
Additionally, the wave nature of electrons becomes increasingly important
as confinement increases the uncertainty in their momenta.

Furthermore,

collective phenomena such as magnons, charge density waves, spin density waves,
and Cooper pairing (and the superconducting condensate) also respond to
confinement. These confinement effects further enhance the challenge of isolating
surface and shape effects.
1.4.1 Nature of the Superconducting State
For many years the mixed state of type II superconductors has been of
interest. Initially, bulk samples were studied but recently thin films and laterally
patterned thin films have been observed. These observations have revealed that
magnetic flux can penetrate superconducting material only in discrete bundles
5

called flux quanta or fluxons; the central feature of each fluxon is a supercurrent
vortex having a normal-metal core. Fluxons interact with macroscopic currents via
the Lorentz force and, if they move, dissipate energy… probably due to eddy
currents flowing in the normal core.
It has been found that superconducting material contains crystal defects
caused by impurities or growth anomalies and that the superconducting particle
wavefunction or order parameter decreases at the sites of these defects. This
reduction in the superconductivity order parameter makes it energetically favorable
for a fluxon to position its normal core within a coherence length of one or more of
these defects. In order for the fluxon to vacate such a defect or “pin”, the fluxon
must acquire energy equal to this pinning potential from lattice vibrations and/or
Lorentz interactions. (If distances of 1-2 coherence lengths separate the pinning
centers, the fluxons can also tunnel from site to site.)

This thesis discusses

superconducting thin films fabricated with pinning centers carefully placed in 2D
arrays as well as randomly placed intrinsic pinning centers resulting from thin film
growth.
Once superconductivity is established, changes in the applied magnetic field
may cause flux to enter or to leave the sample. To do so, fluxons must traverse
edge barriers such as the Bean-Livingston barrier (8), the geometric barrier (9-11),
surface effects (12), and any proximity effects. (13) These surface and edge effects
result in nonlinear magnetic responses to externally applied fields and to external
field changes.
1.4.2 Effects of Magnetic Fields on Superconductivity (Mixed State)
One of the intrinsic properties of superconductivity is the Meissner effect.
When a superconductor is cooled below its transition temperature in the presence
of an external magnetic field, it expels flux and behaves as a diamagnet. However,
6

occasionally type II samples have been found to exhibit a paramagnetic
magnetization below the transition temperature. Initially the effect was observed in
high-TC superconductors (14-16), and was proposed as evidence for the existence
of spontaneous supercurrents in an unconventional pairing state caused by “π
boundaries” (17, 18). However, a similar effect was also observed in niobium
discs (19-21), which showed that the “paramagnetic Meissner effect” (PME) or
“Wohlleben effect” (WE) is a phenomenon that is not necessarily dependent upon
an unconventional mechanism unique to high-TC superconductors. Subsequent
models for the PME were proposed by Koshelev and Larkin (KL) (22) and
Moshchalkov et al. (23).
An application of the KL model to data for Nb discs (20) suggested that the
paramagnetic magnetization must be small for samples much thicker than the
penetration depth λ ~ 500 Å; however, for very thin samples one might expect a
much larger PME due to the macroscopic penetration of Meissner currents into the
sample interior (essentially a demagnetization effect) in a process called “flux
compression”. In the present work we report a study of the PME for Nb films of
thicknesses t ∼ λ that does indeed extend to much higher magnetic fields. To our
knowledge, this is the first study of the PME for such thin Nb specimens (Nb discs
studied in Ref. 14 had t = 25 µm). This discovery occurred while we were
deciphering the effects of submicron patterning on superconducting thin films;
obviously, the unpatterned sample used to find this PME was intended and used as
a reference. The PME we observed and present later also contains a logarithmic
time-dependence that fits large-scale agglomeration models for galaxy formation in
the early universe.
The introduction of periodic arrays of artificial pinning centers into
superconducting samples has been shown to give rise to different kinds of vortex
7

behavior that is not observed in the presence of random pinning due to material
disorder nor due to irradiation damage. Commensurability effects between the pin
array and the vortex lattice lead to greatly enhanced pinning and critical currents at
‘‘matching’’ values of the magnetic induction, Bn=nB1, where n is an integer,
B1=Φ0/Ap is the induction for which the intervortex distance, av, equals the period
of the pin array, a, and Ap is the area of the pinning lattice unit cell. At this value
of B, exactly one vortex resides on each pin site. Any additional vortices generated
by increasing the applied field will be accommodated either as a multiple flux
quantum on a pin site or as an interstitial vortex residing in the superconducting
material between the periodic pin sites. For a square array, B1=Φ0/a2. The stability
of various interstitial vortex arrangements (noise patterns and hysteresis in the I-V
characteristics, finite transverse critical currents of the moving vortex system, and
characteristic narrow-band noise spectra) have been predicted in recent numerical
studies. Several types of periodic pinning centers have been studied including
antidots (submicron holes), thickness modulations, and magnetic dots.

The

characteristic size of antidots should be of the same order as the superconducting
coherence length (ξ(T)=ξ 0/(1-T/TC)1/2 ∼100 nm for vanadium) at temperatures close
to the superconducting transition temperature, TC, to provide effective flux-line
(FL) pinning. Patterned vanadium thin films have been used to study the nonlinear
responses of superconductors containing square lattices of antidots to the
application of combined DC and AC magnetic fields. Such nonlinear responses
manifest themselves in magnetic moments as well as charge transport observations,
but transport observations are necessarily conducted in the flux flow regime where
resistivity is nonzero.

Contrarily, magnetic moments are measured while the

sample is in the Bean critical state, which is almost a static flux regime. The value

8

of our magnetic moment measurements lies in establishing the nonlinear properties
of superconductors having little slow flux motion.
1.4.3 Effects of Paramagnetic Moments on Superconductivity
Once the effects of introducing holes to superconducting thin films have
been established, combined systems of thin superconducting films with magnetic
particles filling the holes are introduced. Since the prevalent distinction between
the two systems is the introduction of ferromagnetism into the vacancies, we may
conclude that any additional observational differences between the systems (and
absent in studies of ferromagnetism) are due to interactions between the
ferromagnetic particles and the superconducting thin films. While other possible
interactions (such as the proximity effect) have not yet been experimentally
eliminated, our understanding of these interactions combined with our observations
lead us to tentatively conclude that the primary interaction is a magnetic one.
The enhancement of vortex pinning is crucial for the success of many
technological applications of superconductors. Therefore, we approach the control
of FL pinning by incorporating regular arrays of ferromagnetic particles into
superconducting thin films such that magnetic field or temperature may be varied
to adjust the magnetization of the particles and vary the overall pinning properties
and dissipative behavior of a film. We expect the particles to have non-trivial
effects upon the physical properties of the combined system. For example, Otani
et al. (24) demonstrated that a square array of ferromagnetic particles deposited on
top of a thin Nb film results in an oscillatory field dependence of the film
magnetoresistance when the particles are magnetized in-plane; alternatively, the
oscillations entirely disappeared when the array was demagnetized. This result
indicates the importance of controlling the orientation of the magnetization of the
particles in order to modulate FL pinning. Different behavior has been observed
9

(25) for Nb films completely covering a lattice of relatively thin ferromagnetic Ni
dots (approximated as right-circular cylinders). Even though matching anomalies
in the magnetoresistance were found for films deposited over magnetic dots, no
effect due to the magnetization direction of the dots on pinning properties was
registered; furthermore, they found no indication of commensurate pinning in
superconducting films deposited over arrays of nonmagnetic dots. These results
were interpreted as evidence of spatial modulation of the superconducting order
parameter by the action of a ferromagnetic proximity effect. Other preliminary
results indicate that the existence and strength of matching anomalies in the case of
nonmagnetic dots depends upon the thickness of the superconducting film and/or
its overlap with the dot lattice (26, 27).
In contrast to previous studies, the effects of lattices of Ni dots that
completely penetrate a superconducting Nb film were investigated in
magnetoresistance measurements (28). The aspect ratio (height to diameter) of the
dots was substantially higher than in previous investigations, which favors the
retention of some Ni dot magnetization perpendicular to the Nb film plane.
Indeed, a large asymmetry in critical current was observed when the Ni dipoles
were aligned or anti-aligned with respect to an externally applied magnetic field,
which suggested that an anisotropic dipole-vortex interaction (29) contributes to
the net pinning force exerted by the dots.
All previous investigations (24-28, 30) of superconducting films patterned
with arrays of magnetic dots reported matching anomalies in the film
magnetoresistance.

To exclude any possible electrode contact effects and to

minimize other finite-current effects on the results, we have performed AC
susceptibility and DC magnetic moment measurements on Nb films with square Ni
dot lattices synthesized during previously reported transport studies (28, 30). DC
magnetic moment data were also acquired to directly characterize the Ni dot
10

magnetization at temperatures slightly above TC, where the relatively large
magnetic response of the superconducting state of Nb is absent. The observed
remnant magnetization (MR˜ 0.1MS) is consistent with the hypothesis that these
perpendicular magnetic moments are responsible for the asymmetries seen in the
transport and magnetization observations of the superconducting films.
1.4.4 Effects of Long-Range Magnetic Order on Superconductivity
The vast majority of presently known superconductors are known to exhibit
Cooper pairing between two conduction electron states related to one another by a
time-reversal operation (31).

The superconducting condensate is therefore

sensitive to any interaction that breaks time-reverse symmetry (i.e., destroys the
energy degeneracy of the paired electrons). A simple example is the BCS Cooper
pair formed by the time-reverse conduction states (k,↑) and (-k,↓), whose orbital
motion and spins react in opposite fashion to an applied magnetic field. If the
magnitude of the energy shift between the paired states is greater than twice the
energy gap, 2∆(T), the minimum energy needed to generate a quasiparticle
excitation of the condensate, it is possible to “break” a pair and reduce the energy
stability of the superconducting state. Even if a given perturbation is merely
comparable to the gap energy, a perturbation that breaks the pair time-reverse
symmetry will “weaken” the stability of the condensate via the increased kinetic
energy cost of supercurrents generated to screen the perturbation.
Matthias and coworkers noted the extreme sensitivity of superconductors to
magnetic impurities in the early 1960’s (32).

Indeed, only 0.1% atomic

concentration of certain transition elements in Al or Zn can yield a complete
suppression of superconductivity; on the other hand, a number of 3d elements
(often magnetically ordered in bulk) had very little effect on TC in other cases (33).
These observations contributed to the development of the groundbreaking
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Anderson model (34) of local magnetic moment formation on impurities in normal
metals, and studies of the interactions between superconductivity and magnetic
spins have continued to contribute greatly to our general understanding of
magnetism (6).
When a magnetic field is present in a superconductor, the two electrons in
each Cooper pair respond oppositely; the energy of the parallel magnetic moment
is shifted downward and the anti-parallel moment is shifted upward (E=µ⋅Β) (31). Dirty superconductors in magnetic fields have a term
which is positive for positive p and negative for –p.

1
( p ⋅ A + A⋅ p) ,
2m

Superconductors with

magnetic impurities have a term Γ(re-ri )Se⋅Si where e refers to an electron in the
Cooper pair and i refers to a magnetic impurity; r is the particle position and S is
its spin angular momentum. If this term is positive for the electron with spin
aligned with the spin of the impurity then it is negative for the anti-aligned spin
(the function of position, Γ, has arbitrary sign).

Both cases destroy the time

reversal symmetry of the condensate and reduce the critical temperature of the
superconductor to a point where the electron excitation energy gap, 2∆(T), can
span the magnetic field imposed energy shift. The magnetic field also shifts the
phase of the two electron wavefunctions; this phase shift appears as quasi-particle
momentum ( p = h∇ / i ) and electric current. Coincidently, the direction of the
current is such that the magnetic field generated by its existence serves to screen
the superconductor from the field that caused the current, similar to Lens’ law for
magnetic field changes.
Alternative,

complementary

systems

exhibiting

interplay

between

magnetism and superconductors include ternary superconductors such as RMo 6S8,
RMo 6Se8, and RRh4B4 (6) where R is a rare earth element. These fascinating
materials exhibit such unique characteristics as coexistence of superconductivity
12

and anti-ferromagnetism, the presence of a second critical temperature (TC2) where
ferromagnetic

order

replaces

superconductivity,

and

the

induction

superconductivity via external application of high magnetic fields.

of

Materials

exhibiting second critical temperatures also typically exhibit sinusoidally
modulated magnetic states that coexist with superconductivity in a narrow
temperature range above TC2. Observations of HC(T), neutron diffraction, and
muon spin resonance in these materials reveal much about how magnetism and
superconductivity can coexist and the values of model parameters describing the
coexistence. These models necessarily incorporate details about superconductivity
and magnetism not found in simpler, individual theories of each. It is in this
respect that studying these composite systems allows us to improve our
understanding of magnetism and superconductivity. Furthermore, the process of
finding models to explain these unique observations improves our understanding of
the fundamental physics in electrodynamics and quantum mechanics. Our primary
goal in this study has been to learn what roles magnetic disorder plays in
determining the physical characteristics of these fascinating alloys.
1.4.5 Artificial Pinning Arrays in Superconducting Thin Films
Several colleagues have also contributed substantial work to the literature on
the effects of patterning submicron structures of superconductors. Many of these
efforts are directly useful in interpreting our results; sometimes their conclusions
are clues to guide us toward similar discoveries and other times their results serve
to prevent us from reaching false conclusions.
Metlushko and coworkers (35) have studied thin films of W2/3Ge1/3 using a
Quantum Design MPMS5 magnetometer. The DC magnetic moments of the films
were measured for comparison, but the dynamics and sensitivity of the AC
magnetic moment allowed detailed probing of the flux pinning potentials. (36) A
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square lattice of antidots was patterned into the films with electron beam
lithography and lift-off techniques. The antidot diameters provided for a saturation
number of nS=2 allowing zero, one, or two flux quanta to occupy each hole.
Additional fluxoids were then repelled into interstitial positions through repulsive
fluxoid interactions. Their 60 nm thick films were deposited using electron beam
coevaporation and MBE to yield type II superconductors with ξ 0 = 6 nm, κ ≈ 82,
and Λ(0) = 2λ(0)2/t ≈ 8 µm.
Nelson and Vinokur (37, 38) and Radzihovsky (39) have suggested that
weakly pinned interstitial flux lines (IFL) might become depinned if the applied
field is tilted close to the film plane. In Metlushko’s, et. al., study of W2/3Ge1/3 thin
films with square antidot lattice, they also found that when two IFLs occupy each
unit cell, the pinning potential greatly decreases at an applied field angle equal to
70° from the film normal. Sample rotations at other matching fields allowed the
sample to be rotated to within 5° of having H applied parallel to the film plane.
They found that a small potential barrier possibly forms around the holes at H = H 1
(40). They found that two interstitial fluxoids yield less stability than one or three
because pairs can assume two different orientations and might be expected to
switch between unstable flux line lattice (FLL) domains or superstructures; and
they found that flux line dynamics may be sensitively probed with angular and AC
susceptibility studies.
These results were very helpful to us by establishing early the degrees of
stability for different flux line configurations in superconducting films with
periodic arrays of artificial defects and by paving the way for our use of the AC
magnetic moment method in this study.

Additionally, the W2/3Ge1/3 study

established experimental evidence to support the theoretically predicted saturation
number of fluxons for holes; although no theoretical groundwork has been laid for
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ferromagnetic dots, we present some evidence that the saturation number for
ferromagnetic dots might depend upon their magnetic moments as well as their
sizes.
1.5 Scope of the Thesis
The purpose of this thesis is to study how patterning thin films affects the
physical characteristics of the films; additionally, interactions between
superconductors and ferromagnets are systematically isolated and observed. To
observe the effects of patterning, one must observe both patterned and unpatterned
films whose only difference is the presence or absence of patterning. Furthermore,
one must verify that these are the only differences. Only then, when the two
samples are observed, will the differences in the observations logically be due to
the patterning.
Several superconducting, ferromagnetic, and mixed periodic arrays of thin
film structures were patterned and observed in the work leading up to this thesis.
Nanometer sized samples generate intrinsically small signals; therefore, arrays of
hundreds of thousands of structures were patterned to increase the signal to a
measurable level. At one level, interactions between structures in such close
proximity complicate the observations; but in most cases, we have found that these
interactions are also of physical interest.

Additionally, interactions play a

significant role in the ternary alloys for which these composite structures are being
used as a model so understanding these interactions is of fundamental interest
toward this usage.
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1.5.1 Laterally Patterned Superconducting Thin Films Studied via Electrical
Transport and Magnetic Moment Measurements
The purpose of this investigation is to study how lateral patterning affects
the electrical and magnetic properties of metallic thin films.

By observing

structures having dimensions comparable to characteristic dimensions (such as
superconducting coherence length, magnetic field penetration depth, or magnetic
domain size) of a phenomenon, we learn about the fundamental nature of the
phenomenon.
For several years multi-layer methods have allowed the study of
confinement in the vertical dimension.

The present study also utilizes this

technique, but additionally limits the structure extents in both lateral dimensions to
tens of nanometers.

This is considerably smaller than magnetic domains,

superconductivity penetration depths, and superconductivity coherence lengths
(with the exception of the high-TC cuprates, which are not present in this study).
Additionally, by studying one reference film fabricated during each deposition
whose only notable difference is the absence of lateral patterning, the effects of
lateral patterning on the remaining samples are easily isolated from the effects of
vertically limited structure extent.
1.5.2 Latterally Patterned Ferromagnetic Films Studied via FMR and
Magnetometry
Up to now no mention has been made of ferromagnetic structure studies
independent of superconductors. Yet, since one goal of this thesis is to study the
interactions between ferromagnetic structures and superconducting structures, the
properties of ferromagnetic structures must also be isolated from the composite
systems. It is to this end that micron and submicron structures of ferromagnetic
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Permalloy have been patterned and studied. The patterning was achieved by
electron beam lithographic methods similar to those discussed above.

The

resulting structures and magnetic interactions between structures were probed with
ferromagnetic resonance (FMR).
This work must address the magnetic properties of patterned ferromagnetic
films, but there has been considerable industrial interest of late in the magnetic
properties of these films. (41-44) Much of this interest stems from the use of
magnetic films for persistent data storage. This problem is particularly acute
because the storage density is quickly approaching a limit imposed by domain
sizes in these films. Much of the past progress in increasing the storage density
was achieved simply by making the films progressively thinner, but this strategy is
nearing its limits. It is well known that “bit flipping” due to thermal or quantum
mechanical fluctuations can be minimized by using patterns that take advantage of
shape anisotropy or flux closure loops to stabilize the spin states in structures
smaller than a typical domain size. (45, 46) Even these structures, however, are
susceptible to bit errors during the “ring-down” lifetime following a read or a write
pulse. (47, 48) It is therefore important to study the dynamic properties of these
structures if they are to be used to further increase persistent storage density.
As the size of the particles decreases, it is important to have access to
experimental tools that can probe magnetic properties on the scale of nanometers.
Conventional magnetic probes such as magnetometry are not sensitive enough to
probe the properties of individual nanometer-scale particles. Recently developed
tools such as magnetic force microscopy (MFM) (49) can indeed image nanometerscale features, but their results are not always easy to interpret in terms of the
intrinsic parameters of the ferromagnet. Particularly, fringing fields from the
MFM tip and partial tip re-magnetization confuse the images.

From this

perspective, ferromagnetic resonance (FMR) is a powerful tool to probe the
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fundamental magnetic properties of ferromagnetic particles (50). As has been
known for many years, FMR spectra are sensitive to the detailed geometry of the
sample, and the FMR resonance shape depends on the intrinsic dissipation
mechanisms and the magnetization homogeneity in the ferromagnet. In addition,
information about magnetic excitations such as spin waves can also be obtained.
In spite of this, FMR has not been used extensively to probe the properties of
nanometer-scale ferromagnets.

It is only recently that techniques such as

magnetic-resonance force microscopy (MRFM) (51) have been applied to small
magnetic structures, but such investigations and methods are still in their infancy.
1.5.3 Overview of FMR in Ferromagnetic Thin Films
Ferromagnetic resonance (FMR) is a powerful probe of nanoscale magnetic
features that are not easily characterized via conventional magnetometry
techniques, and is uniquely suited to investigate thin film samples (no skin depth
limitations).

FMR spectra provide direct information about exchange and

electromagnetic (dipole) interactions, magnetic shape anisotropy, and dissipation
mechanisms that govern magnetic excitations such as spin waves (52-54), which
are very sensitive to finite-size and shape effects.

Not much was known

(theoretically or experimentally) at the beginning of our study concerning the
dynamic magnetic response of laterally confined dots or particles at, or below, the
submicron range.
FMR is similar to other magnetic resonance methods, in that a small AC
magnetic field, h, is applied perpendicular to a uniform DC field, H, in order to tip
magnetic moments into a precession mode with reduced local magnetization, M,
along H. In the simplest case (an ellipsoidal feature with uniform M), only the
phase of the spin precession about H varies with position, and Eq. 2 gives the
associated FMR frequency ω 0. The “uniform precession mode” is essentially one
18
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of the extended “magnetostatic” or “Walker” (55) modes (see Figure 1-1). Such
excitations are mediated by long-range dipole interactions that induce relatively
small tipping angles and have frequencies that are independent of magnetic feature
size if it is large enough (54, 55).
Shorter wavelength spin-wave modes depend on the linear dimensions and
shape of the magnetic feature, as the surface magnetization is pinned by local
anisotropies, similar to a vibrating string with fixed ends. Therefore, the mode
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wavelength is comparable to, or shorter than small sample dimensions, and the
gradient of spin magnetization and the resulting tipping of the moments are large
enough to involve significant exchange energy. These modes can be observed at
frequencies ω p that are higher than the uniform mode (56) and whose values are
given by Eq. 3 on page 21. Since ω p > ω o, these resonances occur at lower DC
fields than the uniform mode. Figure 1-1 shows a FMR spectrum gathered on a
400 nm thick Permalloy thin film.
A completely new regime should exist over some range of relatively small
feature size, such that their magnetic excitations would be determined by both
long-range dipolar and short-range exchange interactions of comparable strengths.
Numerical simulations (57, 58) predict that such “hybrid modes” will have
resonance frequencies that depend in a complex manner on the size and geometric
perfection of the feature, and will lie both above and below the uniform mode. Our
results presented in this section provided first evidence for the existence of such
modes (53).
1.5.4 FMR Theory and Practice
Consider then a ferromagnetic particle in a uniform external magnetic field,
H0. Its magnetic moments will evolve according to the Landau-Lifshitz equation
(59)
dM
γα
= −γ M × H eff −
M × (M × H eff ),
dt
Ms

Eq. 1

where M is the magnetization vector, γ=ge/2mc the gyromagnetic ratio (g being
the Lande´ factor and m the mass of the electron), Heff the effective local field
vector, MS the saturation magnetization, and α the damping constant. This causes
a precession of the moments about the direction of the field at a frequency ω 0. For
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an ellipsoidal ferromagnet (in a uniform magnetic field), ω 0 is given by the Kittel
equation (60)

[

]

ω 02 = γ 2 [H 0 + ( N x − N z )M ] H 0 + (N y − N z )M ,

Eq. 2

where the Nx, Ny, and Nz are demagnetization factors along the x, y, and z
directions, which satisfy the relation Nx+Ny+Nz = 4π, with the z direction defined
by the direction of the external field, H0, which is applied along one of the
principal axes of the ellipsoid. An AC magnetic field, HAC, at this resonant
frequency applied perpendicular to H0 will couple to a uniform precession of M
about the direction of H0, resulting in absorption of energy from the AC field.
In addition to the uniform-precession mode where every electron spin and
magnetic moment points in the same direction and this common direction
precesses about the applied field, one may also have nonuniform, or spin wave,
modes of precession.

Kittel (56) considered the case where the exchange

interaction provided the dominant correction to the mode frequency. In his model,
additional resonance peaks would be observed at frequencies
ω n = Dkn2 + ω0 ,

Eq. 3

where D is a constant dependent on the exchange interaction between neighboring
spins, and kn is the wave vector of the spin wave that is quantized due to the
pinning of the electron spins close to the sample surfaces by surface anisotropy.
For such exchange resonance modes, the resonance frequency is always larger than
that of the uniform mode, which implies that the resonance occurs at an applied
field less than that of the uniform mode (61). Figure 1-1a shows schematic
diagrams of the first seven non-uniform oscillations; one should note that H0 points
horizontally and that the constant (and largest) part of the magnetization has been
omitted for clarity. Figure 1-1b shows a FMR spectrum from a 400 nm thick
uniform film; this data will be discussed again later. The resonance frequencies
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depend on the size of the particle through the quantization of the wave vector kn.
In contrast, when the long-range dipolar interactions are stronger than the
exchange interactions, as is the case in larger particles, the resulting magnetostatic
or Walker modes (62) may be higher or lower in frequency than the uniform mode
(indeed, the uniform mode itself can be considered a magnetostatic mode), and
their frequency is expected to be independent of the size of the particle. For
particles of intermediate size, where the exchange and dipolar energies are
comparable, one may have spin-wave modes whose dynamics are determined by
both short-range exchange interactions and long-range dipolar fields. In this case,
numerical simulations show that the resonance frequencies can be both above and
below the frequency of the uniform mode, and the resonance frequencies depend in
a complicated manner on the size of the particle (57, 58). To our knowledge, these
coupled exchange modes had not been clearly observed in a FMR measurement.
The present work incorporates FMR to probe square arrays of submicron
diameter magnetic discs, square arrays of micron-scale magnetic rings, square
arrays of antidots, and uniform ferromagnetic thin films. The details of this work
will follow in subsequent sections and will enumerate several resonant magnon
modes within the structures as well as several interparticle dipole interactions.

Copyright © Byron Watkins, 2003
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2 Experimental
This chapter details the instrumentation and methods used to fabricate and
observe the physical samples that were studied in this work. In some cases, it was
necessary to build or adapt instruments to perform these tasks; when appropriate
these designs and adaptations will be discussed but additional details are included
in the appendices. First, the sample preparation and verification will be described.
Next, the sample observation will be detailed.
2.1 Sample Preparation and Characterization
Several physical samples were observed as described later. The purpose of
this section is to describe the instrumentation and methods used to fabricate the
samples and verify the shapes and consistency of the results. Since it is the
purpose of this work to determine the effects of patterning on thin films, it is
important that the film materials and structure shapes be well known. Standard
masked optical lithography will be discussed first; standard electron beam
lithography will be discussed second; and laser interferometric lithography in
photo resist will finish the section.
2.1.1 Optical Lithography of Thin-Film Samples
Masked optical UV lithography was employed to obtain square films of Nb
and Permalloy (Py) having various lateral dimensions (0.25 mm ≤ a ≤ 3 mm, for
square side length a) and thickness 25-95 nm on a Si/SiO 2 substrate.

(See

Appendix A.1.2 for procedural details.) The lift-off method was usually used
wherein a protective coating of photo resist is applied, selectively illuminated, and
developed to expose an area on the substrate having the shape of the desired film.
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Material is then deposited to the desired thickness in some samples using DC
sputtering in a novel four-S-gun, high vacuum system (63) and in other samples
using electron beam evaporation. The depositions cover the exposed substrate and
the patterned photo resist, but, when the photo resist was next dissolved in acetone,
the metal above the resist became suspended in the solvent leaving behind only the
metal that touches the substrate instead of the intervening photo resist. (See
Appendix A.1 for illustrations and further detail.) This method was used to deposit
squares of Nb in the midst of Ni dot arrays, to define the shapes of uniform
reference films, and twice each to form Nb discs with Cu edges.
Some samples were patterned via optical lithography and etch.

Etch

processes begin with the deposition of the materials to be patterned (vanadium in
this case). Some of the films patterned by this step were previously patterned (e.g.
via IL and lift-off) to yield an antidot lattice prior to being further shaped by this
step. Photo resist was then applied, exposed via UV illumination, and developed
to yield photo resist patterns above the film having the shapes of the desired
structures; this photo resist served to mask the desired portions of the film from the
etchant that dissolved the undesired portions of the film. After the etchant was
rinsed from the sample, the photo resist could be removed by acetone and
isopropyl alcohol (IPA). This method was employed to form Hall effect-resistivity
bridges and 2x2 mm2 squares in V antidot lattices and V uniform films for
observation as shown in Figure A-4 on page 153. The greatest drawback to pattern
and etch methods is that etchants must be found that remove the desired film and
do not simultaneously remove the mask, the substrate, nor adjacent underlying
films.
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2.1.2 Electron Beam Lithography of Dot and Antidot Arrays
Some sample materials consist of a Si substrate supporting a square lattice of
cylindrical Ni dots (120 nm diameter, 110 nm tall) surrounded by a Nb film of 95
nm thickness. The Ni dots thus completely perforate the film and have a
discontiguous Nb cap on their top surface (63). The overall dimensions of the film
were 1 mm x 1 mm. The Ni dot lattice was patterned via lift-off electron-beam
lithography using two layers of poly(methylmethacrylate) (PMMA) resist as
described in Appendix A.1.1 to achieve an antidot lattice of vacancies in the
PMMA. A periodic array of dots was exposed in the PMMA by setting the beam
position to the center of the first dot and waiting 1.5 ms, setting the beam for the
second dot and waiting 1.5 ms, etc. until all of the dots were exposed. Eight
patterns with slightly different physical parameters were created on each substrate
by repeating the above procedures and the PMMA was developed.
The substrates were placed in a vacuum deposition chamber having two
Temescal electron beam evaporator hearths where 110 nm of Ni was deposited at
2-4 A/s.

The substrates were removed from the deposition chamber and

submerged in acetone until lift-off was complete. A single sonication for 1 s, a
rinse in IPA, and a nitrogen blow dry completed the preparation of the nickel dot
arrays.
The ferromagnetic structure arrays in this study were also fabricated by
conventional lift-off electron-beam lithography on thermally oxidized Si substrates
as described in Appendix A.1.1. After patterning, the Permalloy (Ni79Fe21) films
were electron-beam evaporated, resulting in polycrystalline film features of
thickness t ranging from 25 nm to 90 nm.
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2.1.3 Laser Interferometric Lithography
Electron beam lithography is an excellent method for patterning laterally
small samples having designed shapes.
writing

adjacent

fields

separated

Larger samples may be obtained by

by

mechanical

substrate

translation.

Unfortunately, the substrate transport stages are not capable of the angstrom
precision allowed by the electron beam within the write fields; this limitation
always results in ‘stitching errors’ where write fields are joined by strips within
which the patterns are offset by compression and/or shear.
Samples consisting of vanadium films with antidot lattices were prepared on
a thermally grown 100 nm thick layer of SiO 2 using laser interferometric
lithography, e-beam evaporation, and lift-off. Figure A-2 on page 150 shows a
schematic diagram of the laser interferometric lithography exposure apparatus.
Several samples were patterned by Dr. Brueck’s group at the University of
New Mexico using interferometric lithography to expose two sets of perpendicular
lines having spacing 1 micron and width 0.4 micron in photo resist. A postexposure bake (using a hotplate at 110 °C for 60 s) strengthened the photo resist to
minimize the chances of having the surface tension of the drying developer
collapse the high-profile photo resist pillars. Nonlinearities in the exposure and
development processes transform the sinusoidal exposure profile into relatively
vertical sidewalls for the final, developed, photo resist profile. A 60s soak in
chlorobenzene prior to development created an undercut in the resist profile and
aided the lift-off process. Further details of the patterning method are given in
Appendix A.1.3. Vanadium was then deposited to a depth of 150 nm on these
substrates with electron beam evaporation.

Some of these films were then

patterned again using masked optical lithography methods for four-point resistance
measurements and Hall effect while others were patterned into 2mm x 2mm
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squares for use in a Quantum Design MPMS5 magnetometer. Au wires were
attached to the transport samples using silver epoxy and post baking. Figure A-4
on page 153 shows three views of one transport sample. The characteristics of
these films will be shown and discussed in the next chapter.
2.2 Measurement Methods and Devices
The samples prepared as described above and in the appendices were probed
using methods consistent with the materials used in fabrication.

Magnetic

materials like nickel or Permalloy were probed with ferromagnetic resonance;
select samples were also probed using a Quantum Design MPMS5 magnetometer.
Superconductors like vanadium or niobium were probed with four-point resistance;
superconductors were also probed with magnetometry since their persistent
currents generate magnetic moments. The next sections detail the instrumentation
used in these observations.
2.2.1 Nonlinear Magnetic Response Characterization
Magnetic moments were measured using a Quantum Design MPMS5
SQUID Magnetometer in standard DC (4-cm scan length) and “reciprocating
sample option” (RSO) modes. Both modes yielded similar results, and since the
RSO mode is essentially a vibrating sample method (sample motion at 4 Hz and
1.0 cm), it is more suitable for time-resolved studies; those results are presented
herein. The magnetic field was aligned perpendicular to the plane of the film. A
first cycle of experiments was performed in the “no-overshoot” magnet-charging
mode (which generates monotonic field changes); a second cycle was later
performed in the “oscillation” charging mode (which minimizes field drift) to
compare to data taken with the no-overshoot method.
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Demagnetization of the dots was accomplished by oscillating the field
polarity of the superconducting magnet with a gradual decrease of field amplitude,
starting at 1 T, while the sample was held at room temperature. The
superconducting magnet was then reset (quenched) to eliminate any trapped flux in
the magnet while the sample was held out of the magnetometer. After
demagnetization, the sample was cooled in zero field and isothermal DC
magnetization was measured at several temperatures. Where needed, the Ni dots
were magnetized at 10 K by applying external magnetic fields up to 3 T, followed
by a reset of the magnet. Additional magnetization measurements were conducted
using an electromagnet fitted with a cryostat insert that accommodated a Hallprobe (HP) sensor. Lance Cooley and coworkers at the University of Wisconsin
conducted the HP experiments that isolated possible effects of sample motion
through inhomogeneous magnetic field regions and achieves better thermal
stability by immersing the sample in a coolant bath. The HP magnetometer data
confirmed the general features of the SQUID experiments, and details of these
results are discussed in a later chapter.
2.2.2 Resistivity and Hall Effect
DC magnetization and AC susceptibility of the sample were determined
using a commercial superconducting quantum interference device magnetometer.
The transport characteristics were measured on bridges such as shown in Figure A4c on page 153 employing DC and AC currents. DC currents were supplied by a
Keithley 224 programmable current source and AC currents were supplied by a
PAR LR-140 lock-in-amplifier. DC voltages were measured with a Keithley 181
digital nanoVoltmeter and a Keithley 2002 digital multimeter. AC voltages were
measured with the same PAR lock-in-amplifier. Each instrument was equipped
with an IEEE488 GPIB, which made interfacing it with a standard personal
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computer feasible. Conveniently, the MPMS5 SQUID magnetometer was also
interfaced to the same computer over the same GPIB. The software supplied with
the SQUID contains an external device control (EDC) option; this option includes
commands for graphing data, setting sample temperature, setting magnetic field,
sending commands to other instruments, and receiving data from other
instruments. The resulting data were written to persistent magnetic storage and
analyzed later. This integrated system allowed much of the data gathering to be
automated.
2.2.3 Ferromagnetic Resonance with Rotational Goniometers
The completed samples were viewed and photographed with the SEM and
profiled with a TopoMetrix (now TM Microscopes) Explorer atomic force
microscope (AFM). The substrate was then separated into individual samples with
a diamond stylus and microscope slides.

Individual samples were then

characterized as discussed in a later section.
The samples were measured at room temperature in a Varian electron-spinresonance (EPR) cavity spectrometer with an operating frequency of 9.37 GHz for
some samples and 9.54 GHz for others; obviously inserting a sample or a sample
holder into a microwave resonant cavity can change the resonant frequency. The
spectrometer is equipped with a 6 kOe electromagnet, a microwave cavity, and two
possible rotational goniometers. The goniometers allow the orientation of the
static DC field to be varied with respect to the sample substrate. The spectrometer
is interfaced with a data acquisition (DAQ) printed circuit card to a standard
personal computer. As the magnetic field seen by the sample and microwave
cavity is slowly swept, the field and the microwave power absorption derivative
are monitored by the DAQ and recorded onto 3½ inch floppy discs.
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2.2.4 Micromagnetic Simulations of Patterned Permalloy Thin Films
In order to understand the nature of the resonance modes observed in FMR
experiments on laterally patterned films, we have performed time-dependent
micro-magnetic calculations of the AC response of isolated ferromagnetic circular
dots by numerically solving Eq. 1, using the public OOMMF micro-magnetic code
solver (64). The FMR absorption spectrum is obtained by applying a small (~50

Figure 2-1: Micromagnetic simulations for a MDL. Figure (a) shows a
simulated FMR absorption spectrum for a D=0.5 µ m particle with
4πMs=1.064×104 G, exchange stiffness A=1.3×1026 ergs/cm, and damping
constant α=0.05 (top trace); the bottom trace is the derivative of the top trace
for easy comparison to experimental data. Figure (b) shows identical
simulations to (a) (top trace), except with A=0. The numbers in (a) label the
peaks for easy reference in the text discussions.
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Oe) transverse AC field at a frequency of 9.37 GHz at each value of the DC
magnetic field, and calculating the amplitude of the steady-state magnetization
response at this frequency. The magnetization is first saturated in the direction of
the external field, and we assume that surface pinning is negligible. Figure 2-1a
shows the resulting absorption spectrum for a D = 0.5 µm Permalloy circular dot
with saturation magnetization 4πMS=1.064x104 G, exchange stiffness A=1.3x10-6
ergs/cm, and damping constant α = 0.05 (the derivative of this curve is also shown
to facilitate comparison with experimental curves given in Figure 2-2). In addition
to the large peak assigned to the uniform mode, satellite peaks are also predicted
on both sides of the uniform mode peak, similar to what is observed

Absorption Derivative (a.u.)

Figure 2-2: Experimental FMR
data for array of Permalloy dots.
The applied DC field is directed in
the film plane. 0° corresponds to
the applied magnetic field also
parallel to a row of dots… the
(1,0) lattice vector. The data
reflect some anisotropy between
(1,0) and (0,1) due to mild
patterning anomalies. The arrow
indicates a peak in the absorption
that is eliminated in simulation by
making the exchange constant
vanish, A=0. The flat crests on
some traces reflect saturation in
the input amplifier of the
spectrometer due to our desire to
observe the smaller peaks.

Applied Magnetic Field (Oe)
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experimentally. The precise positions of these peaks do not always match the
experimental data since they are very sensitive to the exact values of the
parameters used in the calculations. However, the qualitative trend is very similar.
In order to demonstrate that the resonance peaks correspond to coupled exchangedipolar spin-wave modes, we show in Figure 2-1b the results of another calculation
in which all parameters are identical to the calculation of Figure 2-1a, except that
the exchange stiffness A is set to zero, effectively eliminating any exchange
contribution to the spin waves. Although the position of the peak corresponding to
the uniform mode is not affected, the positions of the peaks corresponding to the
spin-wave modes change.

In fact, the mode calculated to lie just below the

uniform mode peak essentially disappears, showing that this peak is associated
primarily with an exchange-coupled spin-wave mode. The resonance fields of the
modes above the uniform mode are shifted slightly. When A = 0, these spin-wave
modes correspond to pure magnetostatic or Walker modes; the difference in the
position of these resonances compared to those of Figure 2-1a show that the
resonances of Figure 2-1a involve a hybrid coupling of both exchange and dipolar
interactions.
Further evidence of the nature of the modes corresponding to the resonance
peaks observed in Figure 2-1a can be obtained by simulating the time-dependent
magnetization at successive values of magnetic field. The four panels in Figure 23a show the magnetization distribution of a circular dot during one period of the
AC field at the DC magnetic field corresponding to the uniform mode, which is
denoted by the arrow labeled ‘‘1’’ in Figure 2-1a. In order to make the picture
clearer, each arrow in a panel denotes the magnetization over an area much larger
than the cell size used in the calculation (535 nm). The uniform nature of the mode
can be clearly seen in the fact that the motion of each arrow is almost identical to
that of its neighbors, except for the areas around the edge of the dot.
32

Figure 2-3: Time evolution of the simulated spins responsible for the
absorption in Figure 2-1. Each horizontal panel represents the time evolution
of the magnetization distribution through one cycle of the AC field (at phases;
0, π/2, π, 3π/2) for a D=0.5 µm particle at magnetic fields corresponding to the
peaks labeled 1–3 in Figure 2-1a: sequence (a) for peak 1; sequence (b) for
peak 2; and sequence (c) for peak 3. H0 is aligned along the x-axis (horizontal
above), and the gray scale plot denotes the angle between the y-z component of
M and the x-axis. One may easily note three different modes of resonance
oscillation from these simulations.
Figure 2-3b shows a similar evolution for the resonance peak at ~1000 Oe
(labeled ‘‘2’’ in Figure 2-1a), below the uniform mode peak. In this case, the AC
response of the system consists of small oscillations about a very nonuniform static
magnetization distribution, or in other words, a spin-wave mode. The fact that this
mode almost completely disappears when A = 0 suggests that the major
contribution to the energy of this mode comes from the exchange coupling, as
discussed by Kittel (60).
Figure 2-3c shows the time evolution over one period of the AC field for the
resonance peak at 2500 Oe, labeled ‘‘3’’ in Figure 2-1a. As can be seen, the nature
33

of this mode is quite different from either the uniform mode or the primarily
exchange-coupled mode of Figure 2-3b. In this case, the magnetization in the
center of the particle is nearly static and aligned along the direction of the magnetic
field; the response of the dot is confined primarily to small oscillations of the
magnetization near the edges.

Due to shape demagnetization effects, the

magnetization near the edges is nonuniform, and will therefore involve shorterrange exchange contributions to the mode energy. We believe it is also these edge
effects that give rise to the small dipolar contribution to the spin-wave mode
labeled “3” in Figure 2-1a. The confinement of the nonuniform magnetization to
the edges of the circle also suggests why these modes may be influenced strongly
by the dipolar field arising from near-neighbor dots, as we have seen in our
experimental results on samples having various dot spacings and sizes.

In

principle, one could model a full array of circular dots, but this necessarily
involves the use of much faster computers and larger data storage capability than
we have at our disposal at present.

Copyright © Byron Watkins, 2003
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3 Results and Discussion
The purpose of this chapter is to present the response of various physical
properties (critical temperature, critical field, critical current, resistivity, magnetic
moment, flux matching peaks, FMR spectrum) of thin film materials to patterning
and magnetic interactions.

Samples exhibiting superconductivity are addressed

first those exhibiting ferromagnetism are addressed last. Samples exhibiting both
are addressed in the middle.
The experimental results contained in this thesis have been separated into
three sections.

The first section addresses edge effects and nonlinear

magnetization in superconducting thin films.

The second section addresses

magnetic flux pinning in superconducting thin films with ferromagnetic dot
lattices. The last section features ferromagnetic thin films patterned with arrays of
antidots, dots, or rings having lateral dimensions ranging from 100 nm to 10 µm.
These ferromagnetic materials have been studied via ferromagnetic resonance
(FMR) and AC and DC magnetometry.
3.1 Shape Anisotropy and Nonlinear Response
The present section deals with nonlinear behavior in uniform Nb thin films,
uniform V thin films, and patterned V thin films.

Measurements included

electrical resistivity, AC and DC magnetic susceptibility, and magnetic moment as
determined by a Hall effect sensor.
3.1.1 Nonlinear Magnetic Response of Vanadium Films with Antidot Lattices
Some superconducting materials have a G-L parameter, κ = λ/ξ > 0.707, in
which case the interface energy between normal and superconducting material is
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smaller than the volume energy for the superconductor.

These type II

superconductors therefore generate interface area by admitting quantized magnetic
flux into their interior. At sufficiently low values of magnetic field, H < HC1, type
II superconductors behave linearly, B = (1+4πχ)H and exhibit the Meissner effect;
as the applied field increases beyond HC1 , most superconductors exhibit magnetic
hysteresis due to the nucleation and pinning of magnetic vortices. If small AC
Figure 3-1:
AC magnetic
moments
(m=χh0)
versus
temperature (a) and field (b) for
a vanadium film permeated by a
1 µm × 1 µm square array of 0.4
µm diameter antidots. Figure
(a) also shows temperature
dependence of the resistivity for
the film and Figure (b) also
shows a Hysteresis loop for a
(a)
reference film (note the ×20
vertical scale change). AC
magnetic moments, m=m' + im”,
have in-phase (m’) and out-ofphase (m”) components that
have been plotted as χh0 where
h0 =0.02 Oe is the amplitude of
the AC drive and ν=10 Hz is the
stimulus frequency. The data in
(a) were taken with DC field,
H=1 Oe, and the data in (b) were
taken at temperature T =4.05 K.
The dramatic effect of the
antidot lattice upon the critical
(b)
current is evident in Figure (b);
it enhances the flux pinning and
introduces
commensurability
anomalies where the critical current reaches sharp peaks at applied fields,
H=Hn.
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deviations about an applied constant field are introduced (H(t)=H0+h1sin(ωt)), a
film will behave linearly if the AC amplitude h1 is small enough that screening
currents do not overcome the flux pinning forces. One can take advantage of this
to determine the spatially averaged pinning potential as functions of temperature
and DC field, H0.
Figure 3-1a shows the temperature dependences of the resistivity and AC
magnetic moment m=m’+im” in a DC applied field of 1 Oe for a 150-nm-thick
vanadium film patterned with a 1x1 µm2 square lattice of antidots with diameter D
= 0.4 µm. The film had a superconducting transition temperature TC ˜ 4.1 K,
which is lower than TC = 5.43 K for a vanadium single crystal (65), but close to
those reported for other thin vanadium films (66-68). The cause of the reduction in
TC for vanadium films is not known, but it is believed to be due to adsorption of
atmospheric gases and/or stress induced by film-substrate lattice parameter
mismatch. The resistivity, ρ, at T > TC is 28 µΩ cm, which is close to literature
values (69, 70). As the h1sin(ωt) magnetic field is externally applied to a sample,
induced supercurrents penetrate the outer edge of the sample in order to satisfy
Ampere’s law at the boundary. As the external field changes, these currents grow
until their Lorentz forces combine to dislodge pinned vortices. Once dislodged,
these vortices are compelled toward the sample center and increase (or decrease for
π/2<ωt<3π/2 and H0>0) the total magnetic field observed by the sample interior.
This changing magnetic field also induces supercurrents and the measured
magnetic moment. If the amplitude of the oscillating applied field is larger than a
critical value (h1>hC), every vortex in the sample is dislodged when the sinusoid is
at its peaks and the magnetic moment due to the induced supercurrents is
maximized; the entire sample passes jC in this Bean critical state. The maxima in
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m” at T = 4.02 K indicate that for T > 4.02 K, an AC field with amplitude h1 = 0.2
Oe penetrates to the center of the sample during each AC cycle.
3.1.1.1 Nonlinear Penetration of AC Magnetic Fields into Thin Films
The increased flux pinning by an antidot array in vanadium films causes a
large increase in the magnetic hysteresis as shown in a comparison of the moment
of an unperforated reference sample and a perforated sample of similar size (Figure

Figure 3-2: AC magnetic moments, m=χh0, for a vanadium film with 1 µm × 1
µm square lattice of 0.4 µm diameter antidots for various AC drive
amplitudes (ν=10 Hz and T=4.06 K). One may note that the imaginary
moments have maxima at matching fields (indicated by vertical dotted lines)
for large (h0>0.01 Oe) amplitudes and have minima for small amplitudes. The
real moments have matching minima at all drive amplitudes.
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3-1b). In addition, structure in the field dependence of the magnetic moment
develops which will be discussed in detail below.
The real and imaginary parts of the complex AC moment m =m’ + im”
reflect the screening current in the sample (m’) and losses (m”), respectively. The
dependences of the AC moment on the applied DC field and on AC drive at 4.06 K
are shown in Figure 3-2. A sequence of sharp minima in m’ (maxima in |m’|) are
observed at applied fields
Hn = nΦ0 /Ac,

Eq. 4

where n = ±1, ±2, and ±3, Φ0 is the flux quantum, and Ac is the area of one unit cell
of the antidot lattice. H1 = 20.7 Oe is the matching field for a square lattice (Ac =
a2) with a = 1 µm. These minima in m’ are caused by pronounced maxima in the
field dependence of the critical current density at the matching fields.

This

behavior is typically observed in samples containing periodic arrays of strong
pinning centers (25, 28, 35, 40, 71-73). For small AC-drive amplitudes (h1<0.01
Oe), the minima in m’ correspond to minima in m”, where n = ±1, ±2 (the case of
n=±3 will be discussed below). This implies that a maximum in the critical current
corresponds to a minimum in the AC losses, as may be expected. However, with
increasing drive (h1 > 0.02 Oe) the minima in m” at Hn = nH1 evolve into maxima.
This behavior can be understood by realizing that the AC losses are determined by
the area of M-H hysteresis loops that are traced out in each cycle of the AC drive
(74). At low drive amplitude, flux pinning forces dominate, and promote strong
screening of the AC field, resulting in linear response and a very narrow hysteresis
loop. In contrast, sizable flux penetration occurs at higher AC drives, or in weakpinning material, causing hysteretic losses and nonlinear response. If the AC drive
is increased to such a level that flux penetration occurs in the presence of relatively
strong pinning, then a larger hysteresis loop accompanied by higher AC losses
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Figure 3-3: The dependence of m=χh0 on stimulus amplitude at the matching
field H=H1 (T =4.06 K and ν=10 Hz). The arrow separates the linear regime
(m’=χ’h0 and m”=0 at h0<0.01 Oe) from the nonlinear regime at higher drives.
The inset shows m vs. h0 for yet higher amplitudes.
occurs. This is indeed observed in Figure 3-2. The onset of nonlinearity and
enhanced AC losses in a fixed DC field of magnitude H1 is apparent for AC
amplitudes h1 = 0.01 Oe, as shown in Figure 3-3. It can be expected that at higher
matching fields Hn = nH1 the nonlinear onset field decreases, due to the field
dependence of jC. This is consistent with the absence of dips in m” for n = ±3 (see
Figure 3-2 for h1 = 0.01 Oe), which is caused by a crossover into a nonlinear
regime at this applied field.
Since nonlinear response to a sinusoidal magnetic field can result in the
generation of higher harmonic response of the moment, the AC SQUID response
has been analyzed by discrete Fourier transform (DFT) whose results are shown in
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1.8e-6
1.6e-6
Harmonic Response (a.u.)

Figure 3-4: The harmonic response
of a vanadium film with antidots
that is generated as the magnetic
moment response enters a nonlinear regime (m(h0)≠χh0). Some
AC power line response is present
in the 3rd and 9th harmonics since
the stimulus frequency is ν=20 Hz.
These graphs are the result of
performing a DFT on the timesampled magnetic moment response
using the DFT.exe program.
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Figure 3-4. The third and ninth harmonics include some power line response at
lower amplitude since the driving frequency is 20 Hz. (The odd time symmetry,
m(-t)=-m(t), for our applied sine wave dictates that the even harmonics are
negligible.) These odd harmonics are also powered by the hysteretic losses. As
the flux penetrates to the center of the sample the response becomes non-sinusoidal
with flattened crests that signal harmonic distortion. As vortices are driven over
greater distances against larger resistance, the phase of the response increasingly
lags the stimulus, hence the imaginary component of sample moment grows
coincident with larger hysteresis loops. At h1 ∼ 0.01 Oe flux penetrates to the
center of the sample, even in the presence of strongly pinning antidots. At this
amplitude, the width, ∆H, of the hysteresis loop reaches a maximum and the
enclosed area increases due to the increased applied field only; and the imaginary
component of the measured magnetic moment (which is averaged over two
periods) begins to saturate. Simultaneously, flux motion depletes the screening
currents so that the real component of magnetic moment also saturates at high
amplitudes. These effects can be seen in the inset of Figure 3-3.
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3.1.1.2 Relating Complex AC Susceptibility to Flux Lattice Stability
The magnitudes of the anomalies in m(H) at Hn exhibit a weak logarithmic
frequency dependence observed over five decades of frequency (see inset in Figure
3-5). This frequency dependence is a characteristic of thermally activated creep
(75).

In an AC experiment the electric field inside the sample is largely

determined by the time varying applied field. In this case the normalized fluxcreep rate can be approximated (35) as S ≈ d(ln m’)/d(ln ω), resulting in S = 0.026
for H=H1, and S = 0.028 for H = 1.5H1. (The same results are obtained when m”

Figure 3-5:
Field dependence of the complex magnetic moments,
m=χh0=χ’h0+iχ”h0 for a vanadium film with a square lattice of antidots at
different temperatures (h0=0.2 Oe and ν=10 Hz). The inset shows m versus the
stimulus frequency, ν, over five decades of frequency. (H=H1 and H=3/2H1
are shown for T=4.06 K.)
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or |m| replace m’.)

These flux creep rates agree well qualitatively with those

previously obtained in [Pb/Ge] n multilayers (40, 71-73) and WGe films (35) with a
square lattices of antidots.
Since the magnetic moment of the sample is due almost completely to the
critical current density, jC, circulating about the sample center, we may use the
measured moment to determine the critical current density. We divide the sample
into concentric rings of current having the symmetry of the sample. The magnetic
moment of each infinitesimal area is added to those of all other radii by integration.
For a magnetic field applied perpendicular to a square (with side a and thickness t;
c is the speed of light), the relevant integral is
1
m=
c

a

2

∫

jC t (2 x )2 dx = jC

0

ta 3
.
6c

Eq. 5

For a circular disc or cylinder with diameter D and thickness t, the relevant integral
is
1
m=
c

D

2

∫
0

jC t (πr 2 )dr = jC

πtD3
.
24 c

Eq. 6

An increasing field gives a negative moment, m-, and a decreasing field gives a
positive moment, m+; therefore, any substrate or sample holder magnetic response
may be eliminated by using half the difference in moments (m+-m-)/2.
expressions for critical current density then become jC =

The

3c∆m
12c∆m
and jC =
,
3
ta
πtD3

respectively (where ∆m=m+-m-).
The prominence of the observed matching fields, Hn, is temperature
dependent. In Figure 3-5, we plot the AC magnetic moment, m’(H) and m”(H), for
different temperatures. The anomalies in m(H) at H = Hn become less and less
pronounced with decreasing temperature. At T = 4.04 K as shown in Figure 3-6b,
we observe a well-defined anomaly only at H = H2, and much weaker anomalies at
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Figure 3-6: Resistivity, AC and
DC magnetic moment responses
to
applied
magnetic
field
strength of a super-conducting
film with a periodic flux pinning
array. Figure (a) shows the field
dependences of the AC and DC
magnetic moments, χh0 and M,
respectively. (T=4.04 K, h0=0.2
Oe, and ν=10 Hz.) Figure (b)
shows the field dependences of
the DC critical current density,
jC(H), (filled symbols) and
magnetoresistivity, ρ(H), for
different currents and for
T=4.04 K. The critical currents
were determined from magnetization data as described in the
text. One may note the peaks at
the matching fields, H=Hn,
indicated by vertical dotted lines
and the abrupt decrease in each
graph at H=H2.

(a)

(b)

H1 and H3. This result is supported by our DC magnetization (Figure 3-6a) and
transport measurements (Figure 3-6b), where the resistivity ρ(H) and the jC data
extracted from I-V curves show a similar behavior.
The disappearance of the anomaly at H1 can be explained in the following
way. The maximum number of vortices ns which can be trapped in a hole as a
multiquantum fluxoid is determined by a simple relation (76) between the hole
diameter D and the temperature-dependent coherence length ξ(T):
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ns ≈ D

4ξ (T )

.

Eq. 7

For our V film, the zero-temperature coherence length is ξ0 ≈ 10–44 nm (65, 6870), the critical temperature is TC = 4.1 K, and the antidot diameter D = 0.4 µm.
Eq. 7 yields ns<2 in the interval of temperatures ∆T = T-TC < 0.1 K within which
our measurements were performed. This implies that we should take ns = 1, and
assume that only one FL can occupy an antidot and that a second FL will be
repelled into the interstices. Based on this, we can identify the anomaly in m at H
= H1 as corresponding to a configuration for which each antidot has exactly one
single-Φ0 fluxoid. H = H2 corresponds to the situation in which one vortex is at
each antidot and one vortex resides at the interstice of each lattice cell (Figure 3-

a)

b)

Figure 3-7: Vortex configurations for
three matching conditions. In Figure
(a) H=H2 the holes have one vortex
each and the interstices have one
vortex each; in Figure (b) H=H3 and
each interstice has two vortices; in
Figure (c) H=H4 and the three
interstitial vortices form a distorted
triangular lattice.
Only interstitial
vortices (open circles) are shown
superimposed on the antiferromagnetic image of the sample. The
two possible configurations in (b)
have a low activation energy to
change states so that the lattice is
unstable in this regime; the critical
current is correspondingly reduced.

c)
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7a); the relative stability of both H<H1 and H>H1 minimizes the visibility of the
H=H1 peak.
For H = H3, we have two interstitial vortices per unit cell of the antidot
lattice (Figure 3-7b).

However, the interstitial vortices interact with fluxoids

trapped by the antidots; indeed, this interaction is responsible for interstitial
trapping. The effective magnetic penetration depth for a thin film sample of a
thickness t is given by (77)
2
Λ = 2λ (T ) .
t

Eq. 8

For the temperature range explored here, Λ(T) > 10 µm, which is much larger than
the separation between antidots, indicating a substantial overlap of adjacent vortex
wavefunctions and strong collective behavior. A consequence of this collective
behavior is that at low temperatures the interstitial vortices are effectively ‘‘caged’’
by repulsions from fluxoids at the antidots (39).
The temperature dependence of the ‘‘cage potential’’ was numerically
calculated by Khalfin and Shapiro (36). They predict that at lower temperatures, a
pronounced minimum in free energy, F(x), appears at the interstitial site (36),
causing strong interstitial pinning for H ≈ H2. However, for H2 < H < H3 a second
vortex enters the interstitial region giving rise to two possible orientations (35, 78,
79) of the interstitial vortex pair as shown Figure 3-7b. The activation energy for
rotation between these two states is evidently small, leading to an unstable vortex
arrangement and suppression of the critical current for H2 < H < H3 (Figure 3-6).
For H3 < H < H4, interstitial vortices form a slightly distorted triangular lattice
around the antidots, as depicted in Figure 3-7c. This configuration is relatively
stable and changes in jC (H) and ρ(H) at H = H3 are not as pronounced as for H =
H2. These vortex configurations have been directly imaged using e-beam
holography (78).
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3.1.2 Paramagnetic Meissner Effect Observed in Niobium Thin Films
Although several samples from different depositions were examined and
found to exhibit a paramagnetic Meissner effect, we describe our results for two
representative films of different thicknesses = 95 nm (designated “Film A”) and 65
nm (“Film B”), as measured by a Tencor AlphaStep Profilometer. Film A and
Film B had square shape with dimensions 1 x 1mm2 and 3 x 3 mm2, and
superconducting transition temperatures TC = 8.8 K and 8.3 K, respectively.
Results of the first cycle of measurements of the temperature dependence of
the magnetic moment of Film A in field-cooled (FC) and subsequent fieldwarming (FCW) regimes in external magnetic fields of 150 Oe, 250 Oe, and 750

Figure 3-8:
The RSO
Magnetic moment versus
temperature for Nb Film A at
three different magnetic fields
are shown. Closed circles
denote data taken on the
initial FC run, open circles
the FCW run (arrows
indicate temperature sweep
direction).
The linear
paramagnetic response in (a)
is the result of flux creep
(possibly thermally activated,
TAFF). From Figure (c) it
seems that the paramagnetic
relaxation in this film
vanishes at H=150 Oe.

(a)

(b)

(c)
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Oe are presented in Figure 3-8. The temperature was initially swept down from
9.5 K to 6 K in increments of 0.1 K, and then reversed. The FC and FCW curves
coincide at lower fields, indicating that the temperature dependence of the moment
is reversible below about 200 Oe, where the usual diamagnetic Meissner effect is
observed.

However, at higher fields the FCW curves are always more

paramagnetic than the FC curves; in other words, unusual hysteresis behavior
develops above a threshold field of around 200 Oe. At a field of 750 Oe, the
magnetic moment is positive except for a weak diamagnetic response in a FC
regime very close to TC. The data for Film B do not exhibit any field threshold for
development of paramagnetic relaxation down to 100 Oe, which was the lowest
applied field investigated for Film B.

This could be due to stronger pinning

observed for Film B.
The threshold field value H0 = 200 Oe for Film A, and our tentative limit H0
< 100 Oe for Film B, may be related to the influence of sample shape on the first
penetration field Hp ∝ (t/w)1/2, consistent with estimates by Zeldov et al. (11),
where t is the thickness (650 Å and 950 Å), and w the width (3 mm and 1 mm,
respectively) of the films. Our observation of the persistence of the PME to fields
of order 102 Oe and beyond, and the existence of the threshold field for Film A,
differ from published results for thick (25-127 µm) Nb discs (20, 21) studied at
much lower magnetic fields (10-2 to 25 Oe). These other observations yield only
diamagnetic responses for H>25 Oe.
A logarithmic relaxation of the magnetization towards zero in type II
superconductors is commonly considered to be the result of the decay of a Bean
critical state via thermally activated flux creep in zero-field-cooled (ZFC)
experiments (80, 81), whereas the FC magnetization is expected to remain constant
in time. In contrast, in our FC experiments we observed a time evolution of the
magnetic moment toward large positive values typical of the Bean critical state.
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Figure 3-9: Magnetic moment versus temperature for Nb Film A in an
applied magnetic field of 700 Oe. Curve a (solid circles) is composed of data
taken by FC to 7.8 K; Curve b (open squares) shows the time dependence of
the moment at fixed T=7.8 K over a ten-hour period (see also Figure 3-10a);
Curve c (open squares) is composed of FCW data taken above T = 7.8 K after
the 10-hour waiting time.
The overall relaxation process is also unusual in that initially it slowly evolves
from a diamagnetic state, but accelerates into a stronger logarithmic process that
shows some tendency toward saturation for waiting times greater than 104 s.
A remarkable linear temperature dependence (in automated data acquisition)
of the FC magnetic moment was observed (upper panel of Figure 3-8) in the
temperature range 6 - 8.4 K, but we surmised that this was due to a time-dependent
relaxation of magnetization. To check this, we halted the FC temperature sweep at
T = 7.8 K and repeatedly measured the magnetic moment for about 10 hours,
followed by the usual FCW temperature sweep, as shown in Figure 3-9, which
confirms the existence of a remarkable time relaxation of magnetization toward a
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Figure 3-10: The time dependence of the magnetic moment of Nb films field
cooled to T = 0.88 TC in an applied field of 700 Oe is shown. Figure (a) shows
data for Film A (Curve “b” from Figure 3-9); Figure (b) shows corresponding
data for Film B. One may note the larger magnitude of the moment, stronger
pinning (see Figure 3-13), increased scatter, and instability jumps in the Film B
data.
very large paramagnetic response.

The subsequent FCW sweep restored the

magnetic moment of the sample to precisely the same value observed in the FC
sweep at temperatures just above TC, which precludes complications caused by
instrumental drift during the 10-hour relaxation experiment. Similar behavior was
observed for Film B.
Both films exhibit logarithmic time relaxation beyond time delays ∼103 s,
although some differences in behavior can be seen in Figure 3-10. Film A exhibits
smooth relaxation and obeys a logarithmic time dependence over most of the
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observation time, but the initial 20-minute period reflects a substantially slower
response. Film B also exhibits a slow, fairly smooth relaxation during an initial 15minute period, followed by a faster logarithmic dependence interrupted by
increasingly unstable behavior, including step-jumps, for waiting times ∼104 s (this
is correlated with the many jumps observed in field-sweep data). Nevertheless, the
rough (interpolating through jumps) time dependence of the relaxation follows the
logarithmic behavior defined for waiting times well beyond 103 seconds.
It is possible that the abrupt jumps in the relaxation and magnetic moment
curves of Film B are due to thermomagnetic instabilities. It is well known that a
combination of large sample size and low temperature can cause the critical state to
become unstable when heat is generated during small flux jumps. The sample
undergoes larger instabilities involving macroscopic redistributions of flux (82, 83)
when the driven flux generates more heat than the superconductor can absorb over
a relevant time interval (84). Two recent studies have demonstrated development
of thermomagnetic instabilities of the critical state in Nb films (84, 85) in the form
of irregular jumps in magnetic moment and local field in field-sweep and
relaxation data. The apparent stability of Film A is therefore consistent with Film
B having a larger size and a lower TC, but we cannot rule out structural
inhomogeneities and impurities as possible contributors to the unstable behavior of
Film B.
The above theoretical considerations motivated our Postdoctoral Associate
and colleague, Dr. Alexandre Terentiev to carry out a second cycle of experiments
on Film A to investigate the possible influence of nucleation conditions and very
small field inhomogeneities on our data. As expected from the reproducibility of
the normal state magnetic moment data shown in Figures 3-8 and 3-9, slight
variations of temperature history and the use of the reciprocating sample option
(RSO) mode of the MPMS5 SQUID Magnetometer in order to minimize applied
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field drift and flux gradients, had no discernable effect on the paramagnetic
relaxation behavior. However, the occurrence of the PME at low applied fields
was found to correlate with the presence of very small residual field gradients
created by first ramping the field to a value, H, (chosen to test for the presence of
the PME) then discharging the magnet to a residual field ∼5-8 Oe.

The

nonuniformity of the residual field was then profiled using the Quantum Design
“Low-Field Profiling (flux-gate magnetometer) Option” (which, unfortunately, can
be done only when H < 10 Oe due to the sensitivity of the device). The PME was
found to occur in fields H < Hu (upper critical field) only when a residual field
gradient ∼10-20 mOe/cm was detected after discharging the magnet to 5-8 Oe; this
strongly suggests that the presence of similar gradients at measuring fields below
Hu are necessary for the occurrence of the PME. These results might explain other
observations (19) of a persistent PME in bulk Nb discs at very low fields that seem
to have no lower onset field.
Additionally, Film A was used to document the effects of a time-drifting
magnetic field such as might occur as magnetic flux that was trapped by the
superconducting magnet windings relaxes due to flux jumping. Film A was placed
in the center of the SQUID sense coils and the applied magnetic field was changed
using a function generator or DC power supply connected to the copper AC
magnet optionally installed on our MPMS5. This method allows the applied field
at the sample to be varied by approximately 10 Oe without damaging the copper
magnet windings. Without changing the sample position, the magnetic moment
was monitored as the SQUID voltmeter response.

(The SQUID voltmeter

monitors the current through a resistor in series with a “nulling” coil; the moment
sense coil field is applied to one side of the SQUID, the “nulling” coil field is
applied to the other side of the SQUID, and the SQUID functions as a null detector
in a “flux locked loop” feedback circuit.) During this investigation, four methods
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were employed to adjust the current of the superconductor magnet windings: 1)
the field was ramped up from zero using the “no overshoot” charging mode, 2) the
field was ramped down from approximately twice the desired final field using the
“no overshoot” charging mode, 3) and 4) these field ramp directions were
employed using the “oscillate” charging mode. Once the superconducting magnet
field was set, the sample was cooled below TC and monitored for a PME. Once a
PME was observed using the SQUID voltmeter, various AC and DC currents were
applied to the copper windings in attempts to extinguish the PME.

Though

sometimes temporarily successful, these attempts failed for all fields greater than
200 Oe as the persistent PME reappeared until further adjustments in the copper
coil currents were effected.
Checks of the dependence of the PME on the RSO amplitude (0.05 - 1.0 cm)
also yielded no clear evidence for an inductive mechanism (moving the film
through a small field gradient to induce supercurrents during the RSO
measurements).
Additional experiments at fields 1200 Oe = H > Hu ∼ 150 Oe revealed
paramagnetic relaxation and thermal hysteresis following an initial diamagnetic
response for temperatures just below TC (similar to the behavior in Figure 3-8).
Careful charging of the magnet resulted in measured residual field gradients ∼10
mOe/cm only for H = 500 Oe, but the possible connection of the PME with
(measured with the flux-gate magnetometer) field gradients potentially present at
the full measuring field is unclear at present. Terentiev also found PME without
significant hysteresis or relaxation (i.e., a reversible paramagnetic Meissner effect)
for fields between 1200 Oe and 1600 Oe.
In order to investigate possible edge and shape effects causing anomalous
PME, the author fabricated several samples with circular and square shapes and
various sizes (0.5 mm < R, a < 5.0 mm). “Film B” was a square sample with side 3
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mm from this effort. Several Nb discs were patterned with a concentric copper
ring having inner radius 5 µm less than the discs as shown in Figure 3-11 so that
the proximity effect would alter any contributory edge effects. It was desired that
the Cu band be centered on the Nb film edge at all points around the Nb, but the
accuracy of the optical mask aligner is limited to +2 µm. The thickness of the Nb
films was 65 nm and the thickness of the Cu bands was 180 nm. Additionally,
several squares with overlapping Cu edges were also fabricated with similar
alignment accuracy and film thicknesses. In all, four substrates were used: 1)
discs without copper, 2) discs with copper, 3) and 4) squares with and without
copper. Each substrate held seven features with various sizes.
Figure 3-12 shows the time relaxation phase of the PME for a 2 mm
diameter disc with a Cu ring in contact with its edge.

Observations of these

combined systems yielded substantially the same features leading us to conclude
that edge barriers and film patterning shapes contribute to our observed PME in at
most a minor way.

10+ 0.1 µm
Nb
Cu

5+2 µm
R

Figure 3-11: Illustration of samples fabricated to investigate edge effects in
PME. On the left is one Nb disc with an overlapping Cu ring in electrical
contact. On the right is a magnified view of part of the edge. The radius of
the Nb disc is R, the width of the Cu band is 10 µm, and the band is nominally
centered on the disc edge. Square samples were also fabricated using similar
principles, but are not illustrated.
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Figure 3-12: Magnetic moment versus time for Nb disc with overlapping Cu
ring at H=500 Oe FC. Note the semi-logarithmic scale, the 20-minute turn on
time, and the exponential time dependence. This graph may be compared to
Figure 3-10b. The jump at ~8 hours is due to thermomagnetic instabilities.
We performed measurements of the moment hysteresis curves (taken by
zero-field-cooling the samples) at a reduced temperature t ≡ T/TC= 0.88 in order to
compare the paramagnetic moment values developed as a result of slow relaxation
to those attained in Bean’s critical state (see Figure 3-13).

While the ZFC

magnetic moment curves for Film A are relatively smooth, curves for Film B
exhibit many irregular jumps; this behavior is also consistent with that of
thermomagnetic instabilities (only the envelope of the Film B data are shown in
Figure 3-13). The width of the hysteresis loop for Film B is approximately 10
times larger than for Film A. Taking into account the size difference between the
two films, we can use the Bean critical state model (Eq. 5 and Eq. 6) to estimate
that the critical current density of Film B is ~ 1.4 times higher than that of Film A.
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Figure 3-13: The critical state hysteresis curves for Nb Film A (a) and B (b)
ZFC to T = 0.88 TC are shown. The dotted curves represent the reversible
magnetic moment estimated as (m+ + m-)/2, where “+” corresponds to the
field-decreasing data (large right-hand arrow), and “-” to the field-increasing
data (large left-hand arrow). The smaller arrows connect the initial moment
values to the final ones (first and last points of the relaxation curves in Figure
3-10) obtained after 10 hours of relaxation in an applied field of 700 Oe.
The paramagnetic shift of the magnetic moment of Film A attained after 13 hours
is ∼1.1 x 10-5 emu, which is about 1/2 of the critical state moment derived from the
envelope of the hysteresis curve (see Figure 3-13a). The corresponding shift after
11 hours of relaxation is ∼5.5 x 10-5 emu for Film B, which is also approximately
1/2 of the critical state moment for that film (see Figure 3-13b).
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We define a normalized relaxation rate S = mc-1dm(t)/dlnt, where mc is the
value of the critical state magnetic moment at the same temperature and applied
field, to characterize the relaxation process. Taking into account the comparable
values of jC for the two films studied, it is not surprising that the normalized
relaxation rates, SA = 1.03 x 10-1 and SB = 0.71 x 10-1, for Films A and B (where we
interpolated through flux jump events in Figure 3-10), respectively, are similar.
However, these rates are at the high end of relaxation rates commonly observed for
high-TC superconductors at much higher temperatures (11); this could be evidence
that the respective pinning potentials have a ratio inversely proportional to the
TC’s. After all, the probability of exciting a vortex above its pinning potential is
P(U pin , T ) = e

−

U pin
kB T

and the creep rate is proportional to this probability. Since the

rates are the same, Upin /T must also be the same for our Nb films as for the high TC
samples.
A thin film oriented perpendicular to an applied magnetic field can exhibit
an interesting barrier to field penetration, in addition to the usual shape or
demagnetizing effect. In a recent study, Zeldov et al. (11) have reported a
“geometrical barrier” that is present in a thin superconducting slab placed in a
perpendicular magnetic field.

The origin of the barrier lies in the uniform

thickness of the sample instead of interactions between a vortex and its image close
to the sample edge (as discussed by Bean and Livingston).
The energy of a quantum vortex is proportional to its length (i.e. a flux line
possesses “line tension”); therefore, energy is required for processes that increase
the length of a line of flux. Such a process occurs in Figure 3-14a when the
applied magnetic field is increased because the flux lines move toward the
ellipsoidal sample center due to their magnetic interaction with the larger Meissner
currents. It is the balance between the Meissner currents (whose magnitude is
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(a)

(b)

Figure 3-14: Flux compression generated by Meissner currents in samples
with uniform thickness. In (a) longer flux lines (and greater line tension)
opposes Meissner currents that push vortices toward the sample center. In (b)
flux lines in the sample have equal lengths (and line tension) allowing
Meissner currents to compress the flux in the middle and generate a flux free
region at the edges. Flux lines experience the potential energy versus position
shown in the lower sketches.
proportional to the sine of the polar angle) and the flux line tension that allows
superconductor ellipsoids to have uniform magnetization.

(Repulsive forces

between adjacent vortices are also most satisfied by uniform magnetization.)
Alternatively, the parallelepiped sample in Figure 3-14b has uniform thickness so
the vortices concentrate in the center of the sample due to the action of the
magnetic Lorentz force of Meissner currents that penetrate the bulk of the slab.
(This is equivalent to a non-uniform demagnetization effect in a magnetic
medium.) Only flux pinning forces oppose the inward motion of the flux in Figure
3-14b until the flux line lattice spacing becomes comparable to the penetration
depth and vortex-vortex repulsion becomes effective.
Brandt (10, 86) and Benkarouda and Clem (9) have found that
simultaneously, the flat edges (parallel to the field) and sharp corners of the slab in
Figure 3-14b combine to generate large Meissner currents flowing in the sharp
corners as the only way to satisfy Ampere’s law for such large flux curvatures.
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These large currents expel flux from the sample until vortices are formed and
simultaneously speed already-formed vortices toward the sample interior. This
leads to the formation of a “flux-free region” near the slab edge having effective
width Λ. Figure 3-15 shows B(r) and j(r) versus the distance, r, from the center of
a long thin strip with width 2r0. Our samples were circular film discs and square
films, so Zeldov’s model does not apply; however, it is expected that the edges of
our samples (away from sharp corners) will behave similarly to the edges of long
strips. We see from Figure 3-15a that larger externally applied magnetic fields
result in larger centrally-located regions containing flux lines as expected.
Furthermore, we see that the flux truly vanishes at the sample edges. We also see
1.8

Hmax

1.6

a)

1.4

Bz /Hc1

1.2
1.0
0.8
0.6
0.4
0.2

Hmin

0.0
0.0
-0.5

Jθ/JE0

-1.0

Hmin

-1.5
-2.0
-2.5
-3.0
0.0

b)
0.2

0.4

0.6

0.8

r/r 0

59
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Figure 3-15: Radial dependence of Bz and Jy
predicted by Zeldov’s edge
barrier model. The z-axis is
parallel to the applied
magnetic field and the y-axis
is parallel to the long strip
of width 2ro. The different
contours reflect various
applied fields, Ha. As the
field is increased, the central
area containing flux grows
to fill more sample space
and the flux free zone of
current recedes. Zeldov’s
model applies to long strips,
but our samples are circular
discs and square films.
Therefore,
this
model
applies (at best) close to the
edges.
I have used
nomenclature more suited
to our samples than to
Zeldov’s model.

from Figure 3-15b that the peripheral flux-free zone of supercurrent recedes to the
sample edge as larger fields are applied. Large applied fields result in almost
exponentially decaying currents and fields as predicted by London and London.
Such a barrier generates additional hysteresis in magnetic field sweeps
(close to H=0) because after flux has been driven into the sample, the Meissner
current maintains it there.

Reducing the applied field reduces the Meissner

currents, but only flux repulsive forces would then remove flux from the sample
interior. When H˜ HC1 and decreasing, the widely spaced FL repel very weakly
and expel no flux until induced currents oppose the Meissner effect. It is unlikely
that such a barrier is solely responsible for the PME seen here; however, we will
see that it is possible for this geometric barrier to help trap flux in the sample
interior thus allowing other mechanisms to compress it and generate a PME.
Furthermore, observations described below in connection with a novel lowtemperature flux matching effect in similar samples with imbedded Ni dots
indicate that it might be possible for FLL compression factors as high as five to be
present at T=2.5 K. After compensating for the differences in Λ for T=0.88TC, it
might be possible to realize compression ratios of three in these observations. This
possibility could make edge barrier effects three times more effective than one
might initially estimate.
In 1995 Koshelev and Larkin (22) (K-L) used a simple model to suggest that
as a thin superconductor cools in a magnetic field the sample edges reach TC first.
Given that the sample edges have one additional surface exposed to the cooling
environment than the sample interior, this is a reasonable speculation. As a sample
cools from the periphery inward, Meissner currents appear first in its perimeter, as
shown in Figure 3-16, and trap the magnetic flux that links the normal sample,
( Φ = HA for applied field, H, and sample area, A). Some of this flux is expelled
from the sample, and this generates an initial diamagnetic response. This leaves a
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Figure 3-16: Illustrations of the Koshelev-Larkin model of flux compression
showing Meissner currents (b) nucleating at the edge of the cooling sample
must push the flux (a) to the sample exterior, but also toward the warmer,
normal sample interior. Since the flux inside the closed current loop cannot
get out, this current forces the field magnitude upward (c) as more of the
sample cools below TC in order to conserve flux (induction times decreasing
area). The larger field means a larger screening current (d) is necessary.
flux, NΦ0, in the sample interior for some large integer, N. As more of the sample
cools through TC (Figures 3-16c and 3-16d), the Meissner currents extend inward
with the phase transition front, trying to “expel” flux toward the warmer (normal)
inner region, effectively “compressing” the flux into a smaller central region.
Since the total trapped flux must be conserved (and quantized) and the central area
decreases, the central induction must increase as shown in Figure 3-16c, and the
inner Meissner current must be correspondingly larger to satisfy Ampere’s law as
shown in Figure 3-16d. As the sample cools, the penetration depth decreases and
the area enclosed by the inner current loop increases and increases the measured
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magnetic moment. This paramagnetic response must then be added to the normal
diamagnetic response that is generated by the outer Meissner currents alone. Since
the applied field strength is not changing, the outer currents need not change to
remain consistent with the boundary conditions at the sample edge. (It should be
noted that the horizontal axis is not drawn to scale in Figure 3-16 and, in fact, the
actual lengths involved are not known.)
An application of the KL model to data for Nb discs (20) suggested that the
paramagnetic magnetization must be small for samples much thicker than the
penetration depth λ ~ 500 Å; however, for very thin samples one might expect a
much larger PME due to the macroscopic penetration of Meissner currents into the
sample interior (essentially a demagnetization effect) in a process called “flux
compression”. In the present work we report a study of the PME for Nb films of
thicknesses t ∼ λ that does indeed extend to much higher magnetic fields. To our
knowledge, this is the first study of the PME for such thin Nb specimens (Nb discs
studied in Ref. 14 had t = 25 µm). This discovery occurred while we were
deciphering the effects of submicron patterning on superconducting thin films;
obviously, the unpatterned sample used to find this PME was intended and used as
a reference.
The critical state created near the sample center to oppose the flux
compression generates a paramagnetic moment that exceeds the diamagnetic
moment of the Meissner current in the outer annulus.

This process becomes

limited by the energy that is necessary to deform the magnetic field lines. This
energy presumably comes from the binding energy that is released when Cooper
pairs form in the niobium. When the flux compression stalls, the remaining central
region of the superconductor continues to cool below TC and individual vortices
form to become pinned by intrinsic defects. Furthermore, the boundary conditions
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at the inner edge of the flux-free annulus change as the superconducting ring’s
inner radius becomes less than the outer edge of the region with compressed flux.
Since the flux-free annulus contains no flux, there are no vortices to move and
dissipate the screening currents, they may therefore greatly exceed the critical
current, jC. Therefore, when the inner boundary condition changes to include
superconducting material inside as well as outside the boundary, it is possible for
the inner screening current to be re-distributed as shown in Figures 3-17a and 317c (for samples A and B, respectively).
As the current is redistributed, the magnetic field profiles must also be
altered, as shown in Figures 3-17b and 3-17d, to remain consistent with Ampere’s
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Figure 3-17: Koshelev and Larkin predict the current (a and c) and field (b
and d) profiles shown here for samples with dimensions of Film A (a and b)
and Film B (c and d) after cooling below TC in a magnetic field. The arrows
indicate increasing applied field spaced by HJ=2pJc/c. The units of J are not
known. These simulations assume incomplete sample penetration.
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law. Figures 3-17a and 3-17b are drawn using dimensions appropriate to Film A
and Figures 3-17c and 3-17d simulate Film B.

The sample dimensions were

measured with a Tencor AlphaStep profilometer (thickness) and a Hitachi S570
SEM (width). However, the widths of the flux-free annulus at the sample edge and
of the inner annular current distribution are not known; they have been estimated
from the effective penetration depth (Eq. 8), the known sample widths, and values
that give results consistent with the data. The current and field distributions in
Figure 3-17 are direct predictions of K-L for an infinite strip having widths and
thicknesses equal to the sample lengths (and widths) and thicknesses, respectively,
of samples A and B. It is expected that square samples will behave differently
from infinite strips (especially near the square corners), but it is also expected that
the overall behaviors may have similar trends.
Once magnetic vortices form and become enveloped by the redistributed
inner current density, the Lorentz force between the current at the sample’s outer
edge and the vortices located in this current can cause the vortices to hop from pin
to pin compressing the centrally located FLL in a manner consistent with flux
creep models of superconductor transport experiments. This hopping can cause the
logarithmic relaxation seen in Figure 3-10; it should also move the vortices toward
the sample center thus generating a paramagnetic response. General considerations
based on Faraday’s law indicate that flux moving toward the sample’s center will
induce any paramagnetic currents flowing in an inner annulus to become larger.
As the fluxons move toward the sample center, the peripherally located driving
currents are dissipated via heat losses giving another contribution to the magnetic
moment. The heat generated from these losses could also trigger thermomagnetic
instabilities and cause the step jumps seen in Figure 3-10b for sample B.
Furthermore, this heat would warm the sample reducing HC(T) in an annular region
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having the largest hopping rate thus quickening any current redistribution, as
observed and described above.
At the present time, it is unknown whether the current distribution extends to
the sample center; in fact, the final current-free diameter might be a function of the
applied cooling field, the final relaxation temperature, or both. This question may
be resolved by probing the magnetization on a local (microscopic) scale by
individuals having access to the requisite tools. If the current distribution does
extend to the sample center, then the K-L model predicts the current and field
profiles shown in Figure 3-18.
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Figure 3-18: The magnetic field (b and d) and current density (a and c)
profiles are shown for the Koshelev-Larkin model of the PME assuming
complete flux penetration and parameters consistent with samples A (a and b)
and B (c and d). These simulations assume an infinitely long thin strip so that
the values near r=0 are expected to differ from the measurements of square
samples.
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It is, in fact, possible that an initial current distribution similar to that shown
in Figure 3-17 relaxes toward the distributions shown in Figure 3-18, and that this
is the cause of the time-dependent paramagnetic moment seen in these samples. It
is also possible that flux enters the sample edge and dissipates the outer Meissner
current… a process whose occurrences become less frequent as the interior FLL
begin to interact and oppose the central vortex motion. After all, diamagnetic
surface currents will flow as long as H<HC3.
It is also possible that geometric barriers drive the paramagnetic response.
As discussed earlier, the geometric barrier for flux vortices results from Meissner
currents compressing flux vortices in a sample with uniform thickness.

In a

normal-metal sample without Meissner currents, however, the magnetization is
uniform except for fringing fields at the sample edge. The Pauli paramagnetic
susceptibility of normal metals is much less than the 1/4π susceptibility of the
superconductor, so these fringing fields before cooling are also quite small. If the
sample temperature is too uniform to result in a K-L flux compression front driven
by an inner Meissner current process, it is possible that a uniform vortex lattice
will initially form in the superconducting sample.

Simultaneously, Meissner

currents will form at the sample edge and generate the geometric barrier. Flux
pinning will inhibit the redistribution of the vortex lattice and yield logarithmic
time dependence as the steady-state compressed vortex lattice is approached. This
scheme cannot account for the large size of the paramagnetic response unless new
flux vortices form at the sample edge and move inward; nor does it seem likely to
have two relaxation rates.
In 1997, Moshchalkov et al. published a theory (87) of the PME based upon
self-consistent numerical solutions of the Ginzburg-Landau (G-L) equations. If the
G-L order parameter is given by Ψ = Ψ e iLϕ where L is the orbital quantum number
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and φ is the azimuthal angle in cylindrical coordinates, then this theory assumes
that L is conserved by the superconductor and then demonstrates that this
assumption leads to the PME due to compression of a “giant vortex” nucleated at
the edge of a superconductor in the surface state (H ∼ Hc3). Like Koshelev and
Larkin, Moshchalkov assumes that the superconducting state nucleates at the
sample edge (after having trapped flux equal to Lφ0) and progresses inward
compressing the trapped flux. Moshchalkov also found that small values of L lead
to significant diamagnetism due to the Meissner effect; in fact, L=0 corresponds to
the complete Meissner state.

However, larger values of L lead to more

paramagnetism and larger samples and/or larger applied fields yield larger values
of L. Whereas the K-L model is limited to small applied fields of order 10 Oe,
Moshchalkov’s analysis of the ratio of the surface energy to bulk energy leads to a
criterion for the existence of a substantial PME in his model of
H ⋅ r0 ≈ 5(G ⋅ cm) .

Eq. 9

where H is the applied field and ro is the sample radius. Sample A, with radius 0.5
mm, should exhibit PME at an applied field of about 100 Oe, whereas Figure 3-8c
shows this to be approximately 150 Oe. Sample B, with radius 1.5 mm shows a
PME beginning at about 50 Oe indicating that this criterion is at least roughly
valid; if the right hand side of Eq. 9 were instead 7.5 G·cm, this expression would
predict onset field of the PME exactly consistent with our measurements.
Moschlkov’s model does not explicitly include type II vortices, but one must
expect that at equilibrium the giant vortex must fragment into a FLL for samples
without a central void.
Since it is the orbital quantum number, L, that is conserved instead of the
number of Abrikosov vortices, N, this theory admits the possibility of trading
vortices for macroscopic screening currents in the sample interior, as well as the
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formation of vortex-antivortex pairs. In a thick sample (such as Film A), surface
pinning is less important and this leads to an interesting possibility of having
compressed flux in the sample interior and anti-vortices forming in an annular
region (r>2ro/3) to provide return paths for magnetic field lines between the
counter-propagating currents. Each anti-vortex would contribute L = -1 which
could be offset by changing the macroscopic current (and the magnetic moment) or
by forming an adjacent vortex. The macroscopic currents would push the vortices
toward the sample center and the anti-vortices away from the center, keeping them
spatially separated and inhibiting recombination; large macroscopic currents could
push anti-vortices to the sample edge and out of the sample. Such mechanisms
could explain why the magnetic moment relaxation in Figure 3-12a (for sample A)
began at the zero magnetization line and increased to an effectively positive
magnetic moment rather than beginning with a negative moment and “decreasing”
in a positive direction toward zero (like sample B).

Such speculation is not

intended as a proof, and only local probing of the magnetism can determine the
presence of anti-vortices, but this is another aspect of the data presented in this
work that could be explained by Moshchalkov’s model and cannot be explained by
K-L.
Nb films with thicknesses comparable to the bulk penetration depth were
found to exhibit new features of the PME not observed (20, 21) for substantially
thicker Nb discs in magnetic fields below 30 Oe. First, there is the existence of a
sample-dependent threshold field ∼102 Oe, above which the PME is observed.
Contrary to the behavior of most FC superconductors, whose magnetization
remains constant in time, thin Nb films exhibit an unexpected relaxation
phenomenon. A paramagnetic FC magnetization first develops very slowly, on a
time scale of 10 to 15 minutes, following a small, initial diamagnetic response.
The inset of Figure 3-19 shows that the initial relaxation follows a weak power law
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Figure 3-19: Initial PME power law time dependence. The first 15-20
minutes of the PME time relaxation fits a power law with exponent 0.85. Such
time dependence has been linked theoretically to large-scale agglomeration
during symmetry-breaking phase transitions.
(∝ t0.85), such as calculated by Chandran (88) for the magnetic relaxation of a
Josephson junction network. (The main graph in Figure 3-19 repeats the data in
Figure 3-10a but shows a linear (rather than semi-logarithmic) relation between the
magnetization and the time.)

The relaxation then accelerates and follows a

logarithmic law, which implies a typical flux creep process underlies the relaxation
in this regime. However, the relatively large values of normalized relaxation rates
(SA = 1.03 x 10-1 and SB = 0.71 x 10-1) at rather low temperatures (comparable to
values of S appropriate for high-TC materials) suggest that the deeply penetrating
Meissner current might provide an unexpectedly strong drive for the longer-timescale relaxation toward a “paramagnetic critical state”.
Our observations tentatively support the idea (22) that the paramagnetic state
develops as a result of the compression of vortices from the sample edge toward
the interior, creating a “vortex-free” region between the edge and the interior.
However, the geometrical barrier approach of Zeldov et al., The KL model, and the
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giant vortex approach by Moshchalkov et al. consider only a static or metastable
distribution of the vortices, and none of these models considers nonuniform
applied fields or vortex pinning and dynamics, both of which we find play
significant roles in the behavior of the PME.
The vacuum chamber used to deposit the Nb films is regularly used to
fabricate Nb/AlxOy/Nb Josephson junctions so it is expected that Al and/or O
impurities might permeate our Nb films. Furthermore, the chamber is frequently
exposed to the atmosphere where its surfaces may adsorb nitrogen, water, and CO 2.
Therefore, it is not unlikely that these materials suffuse the Nb depositions and
account for the relatively low critical temperatures (8.8 K ˜ TC < 9.25 K). These
impurities suppress the order parameter similar to the way a thin insulator in a
Josephson junction suppresses it.

Additionally, vortex cores are known to be

normal states of the metal where magnetic flux in the amount -Φ0<Φ<Φ0 may pass.
In light of these considerations, one may choose to accept some relevance to the
similarities between the relaxation observed in this study and the relaxation of
Josephson junctions subjected to applied magnetic field changes (88). The 0.85
power law is symptomatic of a “self organization period” during the nucleation of
a thermodynamic phase (that could also be consistent with the Kibble-Zurek
scenario (89, 90)). Obviously, the thermodynamic phase is superconductivity, but
an assertion that the film requires 20 minutes to organize Meissner currents
necessary to set up the usual Anderson-Kim flux fronts that diffuse through the
film is considerably more speculative.
Recent non-equilibrium simulations by Stephens, et. al., (91) at LANL
indicate that clusters of vortices of like polarity tend to form during a thermal
quench of 2D superconductors in a magnetic field. If this is indeed the case, it is
reasonable that magnetic interactions may later cause interdiffusion between
clusters of unlike polarity and their mutual annihilation and perhaps this is the flux
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creep process we have seen. Conversely, the slow rate our samples were cooled
implies that our experiments did not involve a “quench”. Alternatively, deeply
penetrating Meissner currents in our thin films tend to compress vortices parallel to
the applied field, but tend to expel antivortices toward the edge of the film. The
PME we observed also contains a logarithmic time-dependence that fits large-scale
agglomeration models for galaxy formation in the early universe.
3.2 Flux Pinning in Superconducting Nb Films with Ni Dot Lattices
“Film A” in the above discussion of PME in Nb thin films was fabricated as
a reference film for the following magnetic dot lattice (MDL)/superconducting
film study. DC magnetization data for both a Nb film with demagnetized Ni dots,
and an unperforated Nb film, both held at T = 8.7 K, are shown in Figure 3-20a.
The patterned film exhibits well-defined matching anomalies at H1 ~ 13 Oe, H2 ∼
26 Oe, and a very weak, but detectable anomaly at H3 ∼ 39 Oe. It is important to
note that the matching anomalies are symmetrically placed (within ± 1 Oe) with
respect to zero field, which implies that demagnetized Ni dots pin flux in
essentially the same manner as antidots (92); that is, the dot magnetic fields do not
bias the applied magnetic field. Further, an overall increase in the magnetization
hysteresis width, compared with the plain Nb sample, is evident. Since both the
patterned and plain Nb samples have similar geometries and sizes, the substantial
increase in the hysteresis width exhibited by the patterned sample is indicative of
an enhancement of the critical current density jC. However, the enhancement of jC
is observed only at low fields, whereas at fields above H3 the enhancement of jC
vanishes, suggesting that magnetic dots provide little improvement in flux pinning
in this field regime.
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Figure 3-20: The usual commensurate matching occurs only close to TC. In
Figure (a) the DC magnetic moment versus applied magnetic field is shown
for a Nb film with demagnetized Ni dots held at a fixed temperature of 8.7 K.
At least two matching anomalies are clearly observed when the applied field is
positive and negative. In Figure (b) the matching anomalies are absent from
hysteresis loops taken at T<0.95TC. The decreased coherence length and
penetration depth with temperature is responsible for the loss of anomalies.
Dashed vertical lines indicate observed matching fields.
We find that matching anomalies are well defined only at temperatures close
to TC, similar to the results of other investigations (24-26, 28, 35, 63, 72, 73, 78,
92-94) of superconducting films perforated by antidot or magnetic dot lattices.
Figure 3-20b shows that the matching effects smear out and eventually disappear at
temperatures below 8.3 K. However, the plain Nb sample exhibits a relatively low
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hysteresis width, showing that the Ni dots still contribute to the overall pinning at
lower temperature.
Further decreases in temperature lead to the appearance of magnetic
instabilities of the patterned film in the form of abrupt magnetization jumps. The
first instabilities are observed at T = 7.9 K (see Figure 3-21), and they apparently
persist at all temperatures investigated between 7.9 and 2 K.
DC magnetization data taken at temperatures just below TC are shown in
Figure 3-22a for the patterned sample shortly after the Ni dots were magnetized by
an applied field H = +1 T at 10 K. These results differ from the behavior of
magnetization data for the demagnetized sample (compare with Figure 3-20a) in
that the magnetization curves are not symmetric with respect to zero field. When
the sample was polarized in a positive magnetic field (Figure 3-22a), two clear

DC Magnetization (m emu)

matching anomalies were observed at H1 ∼ 13 Oe and H2 ∼ 26 Oe, as found for the
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Figure 3-21: Magnetic instabilities develop in colder Nb/Ni arrays. The DC
magnetic moment versus applied magnetic field for an unpatterned Nb film
held at a temperature of 7.9 K is shown. One may note the narrow intervals
of unstable magnetization as the last flux exits the film on either positive or
negative field sweeps in the samples with dots.
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Figure 3-22: Magnetizing the Ni dots
affects the hysteresis. The DC magnetic
moment versus applied field for a
niobium film with magnetized nickel
dots at fixed temperature very close to
TC is shown. In (a) the dots were
magnetized with positive field and at
least two matching anomalies are
observed in the positive field region. In
(b) the dots were magnetized with
negative field and we obtained the
mirror image of (a) as expected. In both
cases H2 is suppressed by the dot
magnetization when the applied field is
opposite to the magnetizing field. Dashed lines indicate the matching fields
for demagnetized dots.
demagnetized sample (see Figure 3-20a).

On the other hand, only the first

matching anomaly was clearly observed in the negative field range. The mirror
image of this behavior was observed when the sample was polarized in negative
applied field. One should note that there is subtle evidence for a third matching
anomaly near 39 Oe in the demagnetized case, as well as in the negative field
range for the reverse-magnetized sample data of Figure 3-22b. These asymmetries
combined with the observed remnant field of the Ni dots in Figure 3-24 (on page
76) are the first direct evidence that the pinning of flux by ferromagnetic dots is
magnetic in nature.
The field dependence of the AC magnetic moment mAC at T = 8.78 K (only
0.02 K below TC) is shown in Figure 3-23 for both demagnetized and magnetized
samples, as well as for the plain Nb film. At this temperature, the pinning is very
weak and we employed the AC technique, since it is a more sensitive technique
than DC magnetization. The demagnetized sample exhibits matching anomalies at
positive fields near H1 and H2, as shown in Figure 3-23a. One should note that the
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Figure 3-23: Magnetizing Ni affects
1.0
AC moment hysteresis. In (a) the
real (filled circles) and the imaginary
0.0
(open circles) parts of the AC
-1.0
magnetic moment mAC for a Nb film
with demagnetized Ni dots are
T=8.78 K
b)
dots magnetized by 3 T
shown. Vertical dashed lines indicate
1.0
matching fields, and the associated
anomalies are symmetric with
0.0
respect to zero applied field in the
-1.0
demagnetized sample. In (b) the
corresponding data are shown for a
c)
T=8.78 K
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Mirror image data result from
negatively magnetized dots (not shown). In (c) corresponding data are shown
for the plain Nb reference sample.
a)

-6
mAC(10 emu)

T=8.78 K
demagnetized dots

second matching anomaly is weak in the real part, and it is better resolved in the
imaginary part of the AC data.

The signature at H2 in the real part (current

response) of the moment for the magnetized sample data of Figure 3-23b is more
apparent in the positive field range. A very weak third matching anomaly is also
present in the imaginary part in the positive field range.

Similar to the DC

magnetization data, only the first matching anomaly at H1 ∼ 13 Oe is observed
when the magnetizing field was anti-aligned with the DC sweep field. It is evident
that the matching anomalies are much better defined in the case of a sample
magnetized in the same direction as the field sweep, and that the anomalies are
suppressed for fields swept in the opposite direction, whereas the strength of the
anomalies of the demagnetized sample is somewhere in between those two
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Figure 3-24: Hysteresis loop of Ni
dot array. In Figure (a) the DC
magnetic moment versus applied
magnetic field is shown for a Nb
film with initially demagnetized Ni
dots and at a fixed temperature
T=10 K (above TC). In Figure (b)
the data of (a) is shown after the
linear diamagnetic signal from the
substrate is subtracted. In Figure
(c) the behavior of the magnetic
moment hysteresis is shown close
to zero applied magnetic field.
One may note the remnant Ni dot
magnetization in (c) that is
approximately 10% of the
saturation value. It is believed
that
this
magnetization
is
responsible for the asymmetry in
the above hysteresis loops. One
may also note the small notch in
(b) at H˜ 7 kOe; the cause of this is
not known but could imply interdot magnetic ordering.

magnetized cases. The slight asymmetry (∼1 Oe) in the placement of the matching
anomalies is due to trapped flux in the superconducting magnet following the high
field needed to magnetize the dots. These data document the effect of the Ni dot
magnetization on flux pinning and are a major result of this work.
In order to characterize directly the magnetic states of the Ni dots, we
performed magnetization measurements of our samples at temperature T = 10 K,
which is slightly above TC, and thus no effect of superconductivity is present. To
our knowledge, this is the first direct measurement of the transverse (with respect
to the Nb film plane) magnetization of a regular array of submicron, ferromagnetic
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dots embedded in such a film. After an initial ferromagnetic response at the lowest
applied DC fields, the sample becomes diamagnetic, reflecting the ferromagnetic
saturation of Ni dots and a background diamagnetic response of the substrate (see
Figure 3-24a). We obtained an estimate of the magnetization curve for the Ni dots
by subtracting the extrapolated linear diamagnetic component of the signal, and the
result is shown in Figure 3-24b, which exhibits typical ferromagnetic behavior
with a saturation field of about 1 T. The remnant moment of the dots after the field
was returned to zero from the maximal value of 3 T is about 10% of the saturation
moment, as shown in Figure 3-24c. Thus, we conclude that after applying a
magnetizing field of the order of Tesla and removing it at T = 10 K, the Ni dots
retain approximately 10% of their saturation magnetization in the direction of the
magnetizing field, and that this magnetization is responsible for the observed
magnetic pinning effect evident in the data of Figures 3-22 and 3-23. Two small,
symmetrically placed, sharp decreases of magnetization are evident at fields of
about 0.7 T and -0.7 T. The magnetization curves appear noisy at fields higher
than about 1.5 T, especially in the case of a virgin magnetization curve, and
noticeable scatter of the data is found above magnetization values near half of the
Ni dot saturation value. The origin of these anomalies is presently unclear.
These results are consistent with previous observations (28, 63) of matching
anomalies in transport critical current for films prepared in a manner similar to the
present study. Since the magnetization of the Ni does not change the measured
values of any matching anomalies, the overall effect of the dots is not to simply
bias the average internal field within the Nb film. However, the asymmetric nature
of the magnetization curves for magnetized dots strongly suggests the microscopic
vortex configuration is determined by an anisotropic interaction between the FL
and the local magnetic field generated by the magnetized dots. We consider the
interaction energy E = -µ ·H between a magnetic dipole µ and an external magnetic
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field H. Since the self-field of a FL increases with decreasing distance from the
FL center, E is minimized by the FL moving closer to a stationary magnetic
moment which is aligned parallel to the vortex field. Therefore, the force is
attractive for the aligned Ni dot case, there is an energy penalty for the FL to be
near an antiparallel moment, and there is consequently a repulsive interaction
between FL and anti-aligned Ni dots. An early analysis (95) of the Gibbs free
energy showed that the force between a magnetic moment embedded in a
superconductor and a FL is attractive. However, additional interactions must be
considered to gain an accurate picture of the magnetic pinning effects of magnetic
dots.
Numerical solutions (29) of the Ginzburg-Landau equations have been
obtained for the field and current distributions around a magnetic moment aligned
perpendicular to the plane of a superconductor. The pinning force between a FL
and an embedded magnetic dipole consists of at least three contributions: 1) the
interaction between the magnetic field generated by the FL and the magnetic
moment, 2) the interaction between the FL and the superconducting screening
currents created in response to the magnetic dipole, and 3) the interaction of the FL
core with an area of reduced superconducting condensation energy due to the
absence of superconducting material within a dot. In addition, a proximity effect
of the Ni on the superconducting Nb is expected to be effective in an annulus
surrounding the dot. The first two interactions depend on the relative orientation
of the FL and the dipole, and should lead to the enhancement of the second
matching anomaly when the applied field and the magnetic moment are aligned,
and a suppression of this anomaly in the anti-aligned case.
By analyzing matching anomalies in the transport critical current (28) it was
conjectured that the first and second matching anomalies in the Nb film with
embedded Ni dots correspond to the one fluxoid-per-dot and two-fluxoid-per-dot
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configurations, respectively.

This expectation is supported by previous

observations (35) of only weak “supermatching” anomalies observed at applied
fields above the saturation value HS at which additional FL can only enter the
interstitial region between ordered antidots supporting multiquantum fluxoids.
Because of the local electromagnetic energy (E= -Β·H) and the repulsive nature of
the long-range part of the interaction between an IFL and the current distribution
around a doubly quantized Ni dot, the double-fluxoid state should be less stable
than the single-fluxoid configuration (28). Indeed, our data (see Figure 3-22)
strongly suggest that an anisotropic dipole-FL interaction energy can significantly
enhance the stability of a double-fluxoid state in the field-aligned case, and
strongly destabilize it in the anti-aligned case (note that a similar observation could
be made about a very weak third matching anomaly in Figure 3-23b). Thus,
altering the alignment of the dots can very effectively control the overall stability
of the flux distribution in the film, and this opens the exciting possibility of
designing patterned superconducting films with magnetically switchable pinning
for device applications.
3.2.1 Magnetic Flux Pinning by Ni Dots
Previous investigations (24-28, 63) of magnetic flux pinning in
superconducting films patterned with regular arrays of magnetic particles
employed only electrical transport measurements in which matching anomalies
were observed only for moving vortices. This raises the question of whether the
static pinning interaction between the fluxoids and the particles or the dynamic
interactions between moving vortices and the particles, are responsible for the
matching effects. Indeed, matching anomalies in magnetoresistance were found to
exist only for intermediate transport currents, while the anomalies tend to
disappear both at higher and lower currents, leading to a suggestion that random
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background pinning plays a dominant role at low velocities, masking the pinning
of the ordered magnetic dot lattice (25).
It is therefore important to study the matching anomalies in the Bean critical
state, which is a metastable, static configuration of pinned FL in the presence of a
uniform distribution of critical current flowing in a persistent mode throughout the
sample, and is therefore complementary to previous studies (24, 25, 28). Our
results (see Figures 3-20, 3-22 and 3-23) show clearly that Ni dots induce magnetic
pinning and matching anomalies in the metastable critical state. Matching
anomalies are expected for a square lattice of dots at field values given by Eq. 4.
The samples studied have a Ni dot density 1/a 2 = (1.2 µm)-2, and by using Eq. 4,
we calculate Hn = n x (14 Oe), which is in good agreement with our experimental
data. An application of experimental parameters (25, 28, 94) to Eq. 7 yields
estimates of ns = 1 to 3, depending upon the temperature T < TC, which is
consistent with the data shown in Figures 3-20, 3-22 and 3-23. One should note
that these estimates do not include magnetic pinning (29) or proximity effects of
the Ni dots, but only the attractive effect of a normal hole in the Nb film at the dot
sites.
The weak, third matching anomaly observed in DC magnetization data for
the demagnetized sample may correspond to a "supermatching" FLL phase
consisting of a doubly quantized fluxoid on the Ni dot and one IFL (78, 92, 94).
However, drawing correspondences between observed matching anomalies and
simple IFL topologies assumes that the average magnetic field is homogeneous
across the sample. Alternatively, a multi-terrace structure for the critical state of
films patterned with lattices of antidots has been predicted (96). The “terraced
critical state” is a compromise between the linear decrease of field strength (Bean
profile) with distance in a strong-pinning thin film with no patterning, and the
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energy gain provided by a single-terrace, well ordered FLL realized at matching
fields close to TC where pinning of the IFL is weak (35, 71). The overwhelming
majority of published evidence for matching anomalies is representative of this
high temperature regime.
However, if the film is in the critical state at temperatures well below TC, the
external field is shielded by metastable supercurrents that are accompanied by an
inhomogeneous distribution of magnetic field, and numerical simulations (97)
suggest that the flux profile in the critical state can be quite complicated. In this
case, only small domains of a sample film should satisfy a particular matching
condition and the overall magnetization of the film may, or may not, exhibit welldefined matching anomalies.

We observe the disappearance of matching

anomalies as the temperature is decreased (see Figure 3-20b). A previous study
(98) reported a similar washing out of matching anomalies at lower temperatures
for regular arrays of antidots.
3.2.2 Quasi-Periodic Magnetic Instabilities in Nb/Ni MDL
Previously, it was generally believed that collective pinning and matching
anomalies were limited to temperatures close to TC where both the coherence
length, ξ(T) and penetration depth λ(Τ), encompassed several AP lattice sites.(2427, 29, 35, 72, 73, 78, 92, 94) This section details the first evidence to indicate that
this might not be the case: We find that niobium films with imbedded square
arrays of nickel dots seem to admit novel matching anomalies to temperatures as
low as 2 K ˜ TC/4. There are two aspects or our usage of “quasi-periodic”: 1) The
period fluxuates about an average by as much as 10% and 2) this average abruptly
changes at specific values yielding ranges of field with characteristic period. It is
believed that the sample selects the characteristic periods as described below.
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When H = H n , each unit cell accommodates exactly n fluxoids centered on a
dot or antidot, for example.

A parameter called the saturation number, nS,

determines how many fluxons may occupy each pinning center as a multi-quantum
fluxoid (76) before additional flux is repelled into the interstices as a conventional
Abrikosov vortex. Ferromagnetic pinning centers like those studied here have no
known closed form expression for the saturation number; however, it is likely that
the n s ~ ν ξ (T ) dependence (similar to Eq. 7) is yet valid for some ν =Deff/4 that
possibly depends upon dot magnetization, applied field direction, temperature, etc.
Furthermore, when T ˜ TC, nSà1, the long penetration depth guarantees
long-range fluxoid interactions that effectively pin vortices in interstitial sites for
n>1. (40, 92) Additionally, the long coherence length (reduced order parameter)
greatly weakens the pinning strength of defects whose effective diameters and
spatial separations are much less than ξ. An entirely different situation occurs for
T « TC, where a relatively short penetration depth reduces fluxoid interactions to
the point where defect pinning at random locations in interstices broadens or
obscures “supermatching” anomalies for n > nS.

Additionally, the increased

strength of both the artificial and extrinsic pins establishes strong flux gradients
near the sample edge (i.e., the traditional critical state), which broadens and
weakens matching anomalies for n = nS, due to strong inhomogeneities in the flux
profile of the periodic AP lattice.
Given these observations, it is easy to dismiss the possibility of matching
anomalies at low temperatures. Nevertheless, artificial pinning centers offer a free
energy advantage for flux storage at all T < TC, causing these centers to attract
vortices; and the thermodynamic equilibrium state will be one in which flux is
uniformly distributed among artificial pins (giving strong pins greater weight) at
applied magnetic fields below their saturation field. In addition, all closed loops in
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a superconductor must enclose an integral number of fluxoids. These facts suggest
that the AP lattice will have visible effects on certain magnetic properties of the
superconductor at all temperatures below TC.
After demagnetization, the sample was cooled in zero field and isothermal
DC magnetization was measured at several temperatures. Where needed, the Ni
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Figure 3-25: Magnetic instabilities vs. Temperature. Here is a series of
hysteresis loops showing how the effects of the embedded nickel dots on the
superconducting film change with temperature. Figure (a) clearly shows
matching anomalies and (b) shows that these anomalies are gone at T=8.3 K.
But Figures (c) and (d) show the development of a new phenomenon involving
the nickel dots that causes instabilities in the magnetic moment of films with
dots. Reference data without dots are also shown; one may note the absence
of instabilities in these data. One may note that the extent of the instabilities
on the applied field axis grows as the temperature decreases.
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dots were magnetized at 10 K by applying external magnetic fields up to 3 T,
followed by a reset of the magnet. Additional magnetization measurements were
conducted using an electromagnet fitted with a cryostat insert that accommodated a
Hall-probe (HP) sensor. Dr. Lance Cooley and coworkers at the University of
Wisconsin conducted the HP experiments that eliminated possible effects of
sample motion through inhomogeneous magnetic field regions and achieved better
thermal stability by immersing the sample in a coolant bath. The HP magnetometer
data confirmed the general features of the SQUID experiments.
Figures 3-20, 3-22, and 3-23 from the previous section show that the
matching anomalies in this set of films occurs at integral multiples of 13 Oe, and
are clearly visible when the temperature is close to TC. Figure 3-25 shows a series
of magnetization hysteresis loops at different temperatures. Figure 3-25b shows
T

= 0.96  all matching anomalies are gone; the only effect of
 Tc


that for T = 8.3 K 

the nickel dots at this temperature is to extend the height of the hysteresis curve by
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Figure 3-26: Magnetization instabilities at low temperature. A magnetization
hysteresis loop for a Nb film with an imbedded Ni dot array is shown at
T<<TC. At this temperature the nickel dots give no measurable increase in the
critical current over the intrinsic pinning of plain Nb films.
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increasing the critical current.

However, Figure 3-25c shows the onset of

instabilities in the DC magnetization at T = 7.9 K = 0.91 TC. Figure 3-25d (at T =
7.3 K = 0.84 TC) shows that the field interval occupied by these instabilities is
quickly growing with decreasing temperature. Furthermore, these instabilities are
apparently due to the presence of the nickel dots because all unpatterned films
examined exhibit only thermomagnetic instabilities at very low temperature and at
relatively low, random values of applied field.

It is interesting to note that

instabilities are observed only on descending branches of the DC magnetization
curve, while the ascending branches are smooth at T = 7.9 K.
Figure 3-26 shows that the effect persists to temperatures much less than the
critical temperature, where thermomagnetic instabilities also begin to appear in
unpatterned niobium reference films. Figure 3-31a (on page 89) shows that for a
sample temperature of 2.5 K the effect persists to fields in excess of 1 kOe at
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Figure 3-27: A comparison of plain niobium films to niobium films with
imbedded nickel dots is shown versus applied field at T<<TC. One may see
that at 2.5 K the plain niobium films have thermomagnetic instabilities at low
field and that the critical currents of the plain film are larger on average than
the films with imbedded nickel dots. Contrarily, the films with Ni dot arrays
manifest instabilities at larger applied fields.
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which time its character becomes random and uncorrelated. Additionally, Figure
3-27 shows that the unpatterned niobium films have critical currents comparable to
those patterned with Ni dot lattices at high fields, and have comparatively larger
critical currents at low fields. Moreover, the instabilities in the patterned films are
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Figure 3-28: An example of repeated hysteresis loops. Six consecutive
hysteresis loops are shown beginning with demagnetized nickel dots. We see
no clear evidence for magnetic working at T=7.9 K.
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relatively large at high fields, contrary to expectations for thermomagnetic
instabilities commonly observed in other superconducting materials (99). Notice
that the critical current for films with nickel dots actually increases with applied
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-273

Figure 3-29: At T=2.5 K two
consecutive hysteresis loops beginning with demagnetized nickel dots.
The field was first swept to +400
Oe, but only the negative field data
are shown; the positive field data
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are substantially the same. The
arrows indicate the field’s sweep
direction and the dotted vertical
lines indicate the matching fields.
One may note that the applied
fields at the time of magnetization
collapse does not correspond to
matching fields; however, the
typical change in applied field
between two collapses is close to
an integral times the matching
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field, ∆H˜ Hn. This observation
led to further analysis of the
data via the numerical methods
of Fourier transformation and
autocorrelation functions. See
the text for further detail.

field between 150 Oe and 250 Oe, until it matches that of films without dots. This
implies that strong instabilities, whose magnitudes are comparable to the critical
state magnetization, are collapsing the hysteresis envelope of patterned films at
lower fields.
Figure 3-28 shows the effect of repeatedly field cycling while measuring
hysteresis loops at T ˜ TC, beginning with a demagnetized sample. The sample
was initially demagnetized at 9.5 K (the normal state of Nb) by oscillating the
direction of the applied field while gradually decreasing the oscillation amplitude
from 1 T. These data exhibit no clear evidence for reproducible fields at which
particular instabilities might occur; the magnetic moment collapses at different
fields with each loop, but does seem to retain a “quasi-periodic” pattern. In
particular, there is usually 6-7 Oe between some instability pairs, and 12-14 Oe
intervals at other points of the loop. The 13 Oe matching fields are indicated in the
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Figure 3-30: Magnetized versus demagnetized Ni dots. These two graphs
show the effect of magnetizing the nickel dots prior to measuring at T=2.5 K
superconductor hysteresis loops. Figure (a) shows data gathered from
demagnetized dots and data gathered from plain films; Figure (b) shows one
loop from magnetized dots and one loop from demagnetized dots. Data
gathered from demagnetized dots agree with the presented model somewhat
better than data gathered after the samples have been magnetically worked.
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figures by vertical dotted lines.
Figure 3-29 contains similar data for a sample temperature of 2.0 K. In this
case, only two +400 Oe hysteresis loops were measured beginning with
demagnetized nickel dots; these data are displayed together. Since these data
points are very close together, the applied field axis has been expanded and split
into four parts. Furthermore, the magnetic moment axis has been split in two. To
save space only the four parts with negative applied field have been shown; the
data from positive applied field are substantially the same. The 13 Oe matching
fields are indicated by vertical dotted lines on these graphs. These data also show
no clear reproducibility between the first and second sweeps.
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Figure 3-31: A magnetic instabilities cutoff versus field for various
temperatures. These graphs show that the applied field where the magnetic
instabilities stop varies with temperature. Below this temperature-dependent
cutoff the instabilities are quasi-periodic; above the cutoff their amplitude is
greatly reduced and they occur at random, closely spaced applied fields.
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Figure 3-30 shows the effect of magnetizing the nickel dots in a 1.5 T field
prior to measuring a hysteresis loop. For reference, this data is shown with data
gathered from a reference film without dots in Figure 3-30a, and it is shown again
in Figure 3-30b with data gathered from the same film with demagnetized dots.
From Figure 3-24b it is evident that any effect of the magnetic state of the nickel
dots prior to the measurement is not discernable, except that the prepared dots
seem to cause the instabilities to become more regular, possibly due to increased
magnetic order in the magnetized dot lattice.
Figure 3-31 shows that at higher fields the instabilities suddenly change
Figure 3-32:
Magnetic
instability cutoff field versus
sample
temperature
for
niobium film with embedded
square array of nickel dots.
From this diagram there seem
to
be
two
mechanisms
contributing to the instabilities
at low temperatures where
plain niobium films exhibit
thermomagnetic instabilities.
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character.

The applied field at which this change occurs is a function of

temperature. At fields between 100 Oe and this temperature-dependent “cutoff
field” the instabilities have very large amplitude and are quasi-periodic in field. At
fields above the cutoff the instabilities have amplitudes less than 1/3 that of the
larger quasi-periodic jumps, and occur at clearly random fields. One may note
from Figures 3-25c, 3-25d, and 3-21 that the cutoff field property extends to
temperatures close to TC. Figure 3-32 summarizes the temperature dependence in a
“phase diagram”. Evidently, there are two mechanisms involved with establishing
these instabilities. One mechanism becomes active at approximately 7.9 K and the
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other becomes active at 3.5 K. It is interesting that the first thermomagnetic
instabilities in unpatterned films occur at temperatures around 3.5 K; it is possible
that for T<3.5 K a flux avalanche caused by low temperature matching induces
thermomagnetic instabilities in the Ni dot samples. These instabilities might cause
very large areas of the sample to warm above TC and relax the FLL much better
than the matching avalanches alone.
Flowing 4He gas of the desired temperature past the sample and thermometer
controls the temperature in the MPMS5; additionally, the measured moment is the

Magnetic Moment (a.u.)
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Figure 3-33: Magnetic moment using
Hall probe versus applied field for
one niobium film with embedded
square array of nickel dots. The
ordinate is based on Hall voltage, but
is not calibrated in magnetic units.
Of course, this measurement depends
upon the probe excitation current;
however, this current was constant,
so the measurement is proportional
to magnetization.
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total sample moment.

We desired the additional temperature stability of

submerging the sample in LHe; furthermore, we desired to probe a central region
of the sample to gain microscopic information about our puzzle. Figure 3-33
shows magnetization versus applied field data for a niobium film with nickel dots
as measured with a germanium Hall probe by our colleague, Dr. Lance Cooley, at
the University of Wisconsin, Madison. The 10 µm2 probe was in contact with the
film and both were submerged in liquid helium when these data were obtained.
The vertical scale units are unknown; the Hall voltage is proportional to the
excitation current, the effective magnetic field, and a constant that depends on the
carrier concentration and probe geometry. We know that the excitation current
was constant so the data are proportional to the magnetic field. Furthermore, the
known effect of the applied field has been compensated leaving only the field due
to the sample magnetization. The cause of the ~40 a.u. DC offset is unknown;
however, it could be due to the substrate magnetization. The Hall probe and
sample are motionless so the presence of this data rules out sample motion in the
moment measurement as a likely explanation for the instabilities. The Hall probe
is in contact with the sample so anomalies due to pickup coil induction are ruled
out. The immersion in LHe stabilizes the temperature making thermomagnetic
instabilities less likely as well.
If data from Figure 3-30 are expanded to allow close study of the
instabilities (see Figure 3-34), it becomes evident that for applied fields 65 Oe =
5H1 < H < 5H2 = 130 Oe, the instabilities have a period of 13-15 Oe ˜ H1.
Additionally, the instabilities have a period of H2 between 5H2 and 5H3, and a
period of H3 between 5H3 and 5H4. One may also note that 5H2=130 Oe is close to
the field where the envelope of the nickel dot data merges with the plain niobium
film data in Figure 3-27; one may correlate this observation with the observations
from Subsection 3.2.1 that only H1 and H2 result in strong matching whereas H3
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Figure 3-34: Expanded view of the instabilities (Figure 3-27). Negative
applied field is in the top panel; positive applied field is in the bottom. Arrows
indicate field sweep direction. Note the regions of pronounced field
periodicity in the field increasing data (previously unmagnetized, virgin film)
with period switching from ~14 Oe at fields below 140 Oe, to ~ 28 Oe at higher
fields. The period ~ 42 Oe observed near 200 Oe corresponds to the third
matching field, Hn. See text for further analysis and details.
results in a very weak matching anomaly and the hysteresis curves for films with
Ni dots merge with those without dots at H ≈ 5H3. Moreover, Benkarouda and
Clem (9), as an estimate for the first penetration field of a thin film with thickness
and width matching those of these films, have explained the factor of five. This
implies that 5Hn are effective lower critical fields.
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Figure 3-35: FFT of all data between 65 Oe and 320 Oe. Features of interest
are indicated with arrows. Peaks for 9, 12, and 15 Oe are not yet explained,
but might be due to numerical processing anomalies or supermatching. The
remaining peaks, however, correspond closely to half-integral matching.
All data from Figure 3-21 between 65 Oe and 320 Oe have been analyzed by
FFT in Figure 3-35 and by autocorrelation in Figure 3-36. From the FFT we see
evident peaks for 7, 13, 19, 26, 33, 39, and 52 Oe. Due to the reciprocal nature of
the FFT, the peaks at 26, 33, and 39 Oe have merged. This graph also indicates
peaks at 9, 12, and 15 Oe; 12 is close enough to 13 to be considered understood,
and there is also a prominent peak at 9 Oe.
Since the periodicity of the instabilities changes abruptly, the data have been
analyzed by the autocorrelation method in three sections. Figure 3-36a represents
the data for fields 65-130 Oe, Figure 3-36b represents the data for 130-195 Oe, and
Figure 3-36c represents the data for 195-260 Oe. Figure 3-36a has peaks at 13 and
52 Oe and split peaks at 26 and 39 Oe. Of course, any function with periodicity T
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Figure 3-36: Autocorrelation
analysis of the magnetic instabilities. These are the results of the
autocorrelation function being

6

2

Correlation Coefficient (emu )

a)
4
6

2

2

Correlation Coefficient (emu )

0

80

Correlation Coefficient (emu )

b)

2

6

13

c)

26

39

52

Correlation Lag (Oe)

4

4

2

0

0

13

26

39

52

Correlation Lag (Oe)
2

applied to the data in the range
65-130 Oe in (a), in the range
0
130-195 Oe in (b), and in the
range 195-260 Oe in (c). In (a)
0
13
26
39
52
the peaks at 13, 26, 39, and 52
Correlation Lag (Oe)
Oe result from the 13 Oe
periodicity in the data. In (b) the peaks at 26 and 52 Oe result from the 26 Oe
periodicity in the data. And in (c) the peak at 39 Oe results from the 39 Oe
periodicity in the data. It is likely that the peak at 13 Oe in (c) is due to a
numerical processing anomaly. The clefts at 26 Oe may be due to the
formation of unstable interstitial states as shown in Figure 3-7b.
also has periodicity 2T, 3T, and 4T, so only the peak at 13 Oe has independent
meaning. Figure 3-36b has beautiful peaks at 26 Oe and 52 Oe as might have been
predicted; 13 Oe is notably absent in this field interval. Figure 3-36c has a split
peak at 39 Oe and a surprising (albeit small) peak at 13 Oe, which does not fit our
hypothesis of period ∆H = H3. It is possible that the peaks seen are the result of
windowing; the nature of the effect itself demands only limited field intervals can
be used in the analysis: 260-195 = 65 Oe and 2×39 Oe – 65 Oe = 13 Oe; such a
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windowing anomaly would result in an extraneous peak. Overall, this analysis
does support the observation that the magnetic instabilities have periodicity 13 Oe
for 65 < H < 130 Oe, 26 Oe for 130 < H < 195 Oe, and 39 Oe for 195 < H < 260
Oe. Moreover, our unpatterned reference film magnetization, shown in Figure 327, is essentially the same as that of the patterned film below 4 K, even though it
exhibits no quasi-periodic structure at high field. The presence of instabilities in
the patterned film data, and their absence at high field in the reference film data,
imply that the Ni dot lattice exerts a crucial influence on the appearance and
nature of the instabilities. Furthermore, the analysis supports the hypothesis that
the instability periodicity tends toward integer multiples of H1/2 for fields larger
than 5H4 and for samples after cycling positive and negative applied fields.
Figure 3-37:
Commensurate
matching in sample edges. As the
external
magnetic
field
is
increased (a, b, and c), Meissner
currents and screening currents
a)
shield the interior of the film.
Rows of normal nickel dots isolate
d)
supercurrents that terrace the
field profile in the film as shown
in Figure (e). Figure (d) shows a
more detailed view of the current b)
terraces near the film edge.
e)
Figure (f) shows the Bean critical
state for a film without dots as the
external field is increased. We
propose that geometric barriers
f)
and other edge effects cause the c)
field gradient (and the screening
currents) to be greatest near the
film edge and the film magnetization to be greatest near the film center; in
such a case, matching effects at the ‘flux-free’ edge might determine the
magnetization at which the critical current is exceeded in this annulus, flux
rushes into the film interior, and the magnetic moment collapses.
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In unpatterned samples the balance between randomly distributed intrinsic
pinning and the screening currents result in an approximately constant flux
gradient such as that illustrated in Figure 3-37f (8). When a periodic array of
mesoscopic structures such as nickel dots are embedded in a superconducting film,
they place restrictions upon where currents may flow. Since supercurrents are
blocked from flowing through the nickel dots, the Bean critical state for a flux
front entering a film with embedded dots must be split into terraces or plateaus
with uniform field and zero current, separated by regions of steep field gradients
and strong supercurrent flow (96). Such a state is illustrated in Figure 3-37e.
Figure 3-37a shows the current profile for H < HC1, and Figures 3-37b and 3-37c
show the terrace current patterns responsible for the flux profile in Figure 3-37e.
Figure 3-37d shows a cross-sectional profile of the terrace currents and nickel dots;
the center of the sample is toward the left and the sample edge is on the right.
(Actual samples have arrays of 1000 x 1000 dots.)
By considering the heat generated when flux moves within a superconductor
in a magnetic field, it has been found (99) that when a small amount of heat is
added to a specimen the actual temperature increase is larger than the heat divided
by the heat capacity. In fact, the effective heat capacity has been found to be
2

4πJ c r 2
ρC e = ρC −
3c (Tc − T0 )

Eq. 10

where ρ is the mass density, C and Ce are gram heat capacity and effective gram
heat capacity, respectively, c is the speed of light in free space, jC is the critical
current, r is a characteristic conductor radius, TC is the superconductor critical
temperature, and T0 is the initial temperature of the sample. Note that an infinite
temperature increase would occur for an infinitesimal added heat when the
effective heat capacity vanishes. This gives us as a stability requirement for a
superconductor in a magnetic field,
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2

4πJ c r 2
≡β <3
ρcC (Tc − T0 )

Eq. 11

where ß, the stability parameter, is defined by the above equation. The samples
used in this work have jC ~ 8.7x108 statamp/cm2, r ~ 1.5x10-5 cm, ρ = 8.57 g/cm3,
C = 1.68x103 erg/g·K, TC = 8.65 K, and T0 = 2.0 K at the lowest temperatures
considered; jC ~ 7.7x107 statamp/cm2, C = 6.71x103 erg/ g·K, and T0 = 7.9 K at the
highest temperature where instabilities were observed to give ß ~ 2.2 and ß ~
0.045, respectively. With a stability parameter two orders of magnitude below 3, it

y

x

Figure 3-38:
An APL and
coordinate system are defined.
This illustration shows the
coordinate system used to analyze
the effects of terracing currents.
It is expected that the analysis
does not apply to regions close to
the square corners; however, it is
also expected that squares, discs,
and long lines have similar
general trends.

is unlikely that thermomagnetic instabilities play any role in causing the
instabilities above 7 K; however, it is quite possible that at lower temperature the
apparent borderline stability serves to amplify the matching phenomenon that is
already present.

Thus we conclude that these are the two main mechanisms

responsible for the phase diagram in Figure 3-32.
Using the coordinate system shown in Figure 3-38, we may write Ampere’s
law for square stripes of current. Due to the symmetry, the result for the positive
x-axis yields the behavior of the remaining three sides of the square. Since the
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external field is changing and driving flux into (or out of) the sample when the
magnetic instabilities occur, we expect that the current density is equal to the
critical current density, jC. Since the nickel dots are normal, we expect them to
block current flowing between the current-carrying stripes. Therefore, the current
stripes for the positive x-axis are defined by
1
J y (x) = Jc 
0

(n − 1)a < x < (n − f )a
(n − f )a < x < na 

Eq. 12

where n is an integer (~350 < n <~ 500) and 0 < f < 1 is the effective ratio of the
nickel dot diameter to the nickel dot lattice period, a. For the positive x-axis,
Jx=Jz=0. Also, the applied field is shown parallel to negative z so Bz = -B and
Bx=By=0. Ampere’s law then determines the penetrating magnetic field to have the
structure shown in Figure 3-37e. This field is the vector sum of the external field
and the field due to the screening currents. A simplistic model of the field due to
the screening currents is that due to the magnetic moments of the square current
loops, mn ˜ IC(2na)2/c, where IC is the critical current flowing around a square loop
with side 2na centered in the square sample and c is the speed of light.
Let us assume that immediately after a magnetic moment collapse the
current distribution in the sample is such that j << jC everywhere.

This is

supported by the size of the change in magnetic moment just after the collapse.
For simplicity, let us also assume that the external field is increasing at a constant
rate, Bt, without pauses to measure the magnetic moment. From the boundary
condition at the edge of the sample, we see that screening currents must
immediately form to oppose the increasing magnetic field. This screening current
will have maximum density jC so that a flux front will soon form and progress
inward, and maximum magnetic moment due to its maximum enclosed area. If x0
is the location of this flux front, then j y(x < x0) << jC and jy(x > x0) = jC except in the
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regions between current stripes where nickel dots block the current and jy ~ 0. In
this situation Faraday’s law and Ampere’s law may be written
∂E y

4π ∂Bz 4π ∂B( x )
=
∂x
c ∂t
c ∂t
∂B z
4π
∂B ( x ) 4πJ c
=−
J cT (x ) →
=
T ( x)
∂x
c
∂x
c
=−

Eq. 13

where I have defined T(x) to be nonzero only in terraces without nickel dots,
1 if (n −1)a < x < (n − f )a
T (x) = 
.
if (n − f )a < x < na 
0

Eq. 14

For the given situation, we find an electric field is generated due to the moving
flux with y component given by
Ey = −

4πBt
(x − x0 )
c

for (x > x 0 )

Eq. 15

and for x < x0 the flux is pinned so that E = 0. Since the power dissipation per unit
volume due to resistive losses is P = -EyjC, we find that the heating is greatest at the
sample edge. This is expected since all flux must pass through the sample edge,
but not all flux moves to the sample interior because the FLL is being compressed.
This development is directly applicable to the magnetic moment instabilities
because the flux fronts must pass through the stripes with nickel dots where T(x0) =
0.
Explanation of the quasi-periodic instabilities clearly requires the
introduction of additional mechanisms beyond random thermomagnetic events.
The fact that the initial low-field slope (i.e., the perfect diamagnetic susceptibility
of the virgin film) shown in Figure 3-30a is very close to the slopes observed at
fields just above quasi-periodic instabilities, strongly suggests that these
instabilities take place in the screening currents located near the film edge region
that is traditionally expected to experience local magnetic fields close to the
applied field in the critical state (8). Therefore, the strong quasi-periodic behavior
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that persists to at least 350 Oe in Figure 3-30 contrasts with the general
experimental trend that matching anomalies are limited to very low field strengths
(e.g., n = 8 for Nb films with comparably dimensioned antidot lattices (94)).
Alternatively, matching correlations could be retained within interior
domains whose sizes are comparable to the magnetic penetration depth λ(T). A
“terraced critical state”, or staircase flux profile was predicted (96) in the case of
moderate interstitial pinning, as a compromise between uniform matching and the
usual linear Bean critical state profile.

Molecular dynamic simulations (97)

suggest that the FL lattice is plastically deformed in domain walls between well
matched zones. However, λ(T) decreases with decreasing temperature, and the
sizes of well-ordered flux regions within a given domain should become small
compared to the sample size when the total flux threading the sample well below
TC is considered. Therefore, complex flux profiles are expected to form deep
inside the film, and no matching anomalies characteristic of large correlated
domains in the film interior would be anticipated. A detectable signature of
matching then might only occur for supercurrents running through relatively
homogeneous flux arrangements near the film edge, where their contribution to the
overall magnetization is maximal.
Taking these observations into account, we postulate that the quasi-periodic
magnetization anomalies observed for the patterned film are the result of matching
in flux-depleted regions of the film that experience local magnetic fields on the
order of the lowest matching fields Hn (n = 1,2,3). In particular, rarified regions in
the FL density near sample edges are expected at low fields, due to the “geometric
barrier” (9) and the strongly penetrating Meissner currents that act to force flux
toward the center of plate-like samples that have strong demagnetizing effects (9,
11, 100, 101). Indeed, effects due to the “geometric barrier” should be ubiquitous
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in patterned films, but this scenario generally has not been considered in the
literature to date.
The field range where quasi-periodic anomalies are most clearly observed,
~70 to ~250 Oe, is consistent with the field range within which the geometric
barrier should be influential.

Current lithography techniques limit the APC

diameter D > 0.1 µm and the APC separation to a ~ 1 µm, which restricts H1 to ~
10-30 Oe. At high temperatures, where HC1 is low, we expect the enforcement of
uniform matching across the entire pin array. However, far below TC, this “singleterrace” matching will be lost because of the inhomogeneities generated in FL
density due to the combined effects of the geometrical barrier and interstitial
pinning. Using the lower critical field HC1 of bulk Nb ~ 2000 Oe, and the given
width w ˜ 1 mm and thickness t ˜ 0.1 µm of our films (in the absence of pinning),
we estimate (11) that FL first penetrate the edge of the film when the applied field
is above Hp = HC1 (t/2w)1/2 ≈ 14 Oe (as observed in Figure 3-36). As H is increased
above Hp , the inward force of Meissner currents initially forms a domelike
distribution of FL. This “compression region” spreads outward from the center of
the sample into a flux-depleted region (9, 11, 101), and reaches the film edge at He
≈ 5Hp ≈ 70 Oe. When H > He, the geometric barrier is overcome and FL are
redistributed more uniformly throughout the film. Note that the pattern in Figure
3-34 (bottom plot for a virgin magnetization sweep) suggests this process may
“reset” or repeat itself for H = 2He or 3He, implying that each matching field
functions as an “effective lower critical field scale”, since the geometrical barrier
might reestablish itself at these threshold fields where complete filling of the
depletion region is just achieved at successively higher-field matching densities.
Evidently, the geometrical barrier and the critical state currents serve to
create a storage buffer for the flux that enters the sample edges by collecting it at
the sample center at a center to edge ratio of 5 to 1. It is then plausible that at low
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enough applied fields the flux profile near the film edge has terraces that consist
solely of strongly pinned fluxoids (i.e., no interstitial FL). Flux jumps then occur
when the terrace edges become unstable, due to the increasing gradients associated
with the overall FL profile.

The instability leads to heating and (at low

temperatures) thermomagnetic instability that further amplifies the magnetization
collapse.
Recent observations by other investigators (102) have documented similar
avalanche magnetization dynamics in Pb films with antidot lattices.

These

observations also document the possible existence of multi-terrace structures in
superconductors with lattices of artificial defects. Additionally, this new evidence
rules out the possibility that these collapses are exclusively the venue of Nb
superconductors and/or Ni dot APC.
3.2.3 General Implications of Paramagnetic Meissner Effect and Magnetic
Instabilities
Though the details of the superconducting and ferromagnetic states in our
mixed Nb/Ni systems are yet to be fully understood, several general statements
may already be supported. It is likely, for example, that a complete understanding
of these phenomena will entail a significantly better understanding of edge effects,
including flux compression effects, in Nb films. It is clear that the periodicity of
the Ni dots affects the low-temperature critical state of Nb/Ni systems. One of the
primary interactions between the Ni dots and Abrikosov vortices is clearly shown
to be a magnetic one, but the nonlinear superfluid hydrodynamics of Cooper pairs
flowing around Ni dots certainly plays a significant role, as the simulations of
Priour and Fertig suggest (103). It is likely that each dot is in a magnetically
saturated state due to domain confinement effects; the orientation of the
magnetization is determined by dot shape, adjacent dot magnetization, magnetic
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history, and nearby currents. It is also likely that the proximity effect between the
normal Ni dots and the superconducting Nb plays some role, but its effects have
not yet been documented. Finally, gradients in applied magnetic fields less than
~100 Oe contribute to the PME; this effect may be a major contribution to some
low field observations of PME seen in the literature.
Some elements of hydrodynamics are implicit in vortex properties that are
directly relevant to the present work, which involves supercurrent flows that
nucleate Abrikosov vortices, and envelop antidots or magnetic dots to form multiquantum fluxoids.

Although a vortex itself may exhibit properties that are

independent of its hydrodynamic origins, it is nevertheless true that vortices tend to
form when relations between state variables become nonlinear. For example,
applying an external magnetic field to the surfaces of a superconductor results in
linear response (χ=-1/4π) until the sample edges experience a total field equal to
the first critical field, HC1; at this point, Benkarouda and Clem (9) have shown that
vortices begin to form at the sample edge and move to the sample center until
repulsive forces between vortices make this energetically unfavorable. Similarly,
Priour and Fertig (103) have shown that a vortex will move uniformly in a current
yielding linear resistivity unless it approaches closely to a material defect; at this
time a topological string forms between the pin and the vortex, the vortex becomes
pinned, and the resistivity decreases.
Ginzburg-Landau theory works very well to account for general
thermodynamic properties of superconductivity and superfluidity. Furthermore,
over the last 25 years, much work has appeared that links the fundamental quantum
field theories of particle and nuclear physics to cosmology and condensed matter
physics. In particular, the Kibble-Zurek picture of the formation of the large-scale
structure of the universe just after the Big Bang in terms of symmetry breaking and
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phase transition concepts is quite similar to the situation of vortex nucleation and
stability in superfluids or superconductors.
3.3 Ferromagnetic Resonance of Patterned Films of Permalloy
Bit densities of magnetic storage media have been steadily increasing for
several years. Most of these advances have been achieved by improvements in
thin film purity and uniformity; bit reversals are more easily nucleated at defect
sites or thickness gradients in very thin films so thick films and low bit densities
were necessary in early media. Furthermore, thin films having thickness less than
a domain size make rotating the magnetization out of the plane of the film quite
difficult; it has recently been understood that planar magnetization reversal
requires the formation of a flux closure vortex whose core is rotated out of the
plane (104). Further increases in bit densities will soon require other confinement
mechanisms such as shape anisotropies, crystalline anisotropies, or flux closure
loops to stabilize the bit magnetizations as lateral bit sizes will soon need to be
smaller than magnetic domain sizes if the present trend is to continue.
It is well known that sample shape affects the physical properties and
excitations of ferromagnetic materials (e.g. demagnetization, magnetostatic FMR
modes, magnetic anisotropy, etc.). It is therefore important to study a variety of
structure shapes and sizes in order to isolate shape effects in ferromagnetic
systems. Moreover, the mutual surface area (interface) shared by two materials in
contact (such as the Nb/Ni dot systems studied above) is clearly an important
channel for interactions, so that understanding effects generated by film feature
shape in the mesoscopic regime is clearly important.
In this section we attempt to isolate how lateral patterning affects the
physical properties of ferromagnetic thin films especially their FMR excitation
spectra.

Key differences between the FMR spectra of the patterned and
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unpatterned thin films will be identified, and evidence for particular standing spin
wave modes within the structures and between the structures (53) will be
presented, as supported by detailed micromagnetic simulations. Reference
ferromagnetic thin films having minimal submicron structure are addressed first,
and are followed by a discussion of our FMR studies of lithographically patterned
square arrays of submicron dots, submicron antidots, and micron-scale rings.
3.3.1 Standing Spin Waves in Uniform Ferromagnetic Thin Films
A uniform thin film of ferromagnetic material will exhibit resonant
absorption of microwave energy at values with wavelength satisfying the zeroamplitude precession boundary conditions at the film top and bottom. Eq. 3
2

2πn 
2
 ∝ n where λ is the
 λ 

predicts the energy of the excitation to be Dk n2 = D

magnon wavelength and n is the integer order of the resonance. Figure 1-1a on
page 19 shows schematically the first seven excitations for such a film. This data
was gathered with the DC magnetic field applied in the film plane and the AC
(microwave) magnetic field oscillating normal to the film plane. As seen in Figure
1-1c for a 400 nm thick film of Permalloy (see also Figure 1-1b), the resonance
energy scales nicely with n2.

It is worthwhile to note that the even-order

excitations have zero interaction integrals with a uniform applied oscillating field,
and are consequently absent from the observed spectra.
Laterally patterned films are expected to exhibit similar anomalies in their
FMR due to scattering and interference effects between thermally excited magnons
present in the films. To reduce mode mixing with the transverse modes discussed
above, the laterally patterned films are much thinner in order to shift the energies
of transverse modes to higher values to prevent them from being excited. If these
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goals are accomplished, then all structure in the FMR spectra is most probably due
to longitudinal (in the film plane) and not transverse magnon confinement.
The inset of Figure 3-46 on page 120 shows the FMR spectrum of a
reference film deposited at the same time, on the same substrate and therefore
having the same thickness as some of the laterally patterned arrays studied in this
work. This particular film has thickness 30 nm and extent 1×1 mm2. The lack of
structure above and below the uniform mode resonance leads us to believe in the
absence of contradiction that we have achieved the goal of increasing the vertical
mode excitation energy to a level that denies their excitation. It is not known what
other effects vertical confinement of the magnons might generate, however.
3.3.2 FMR Observations of Submicron ADL in Permalloy Thin Films
Photonic crystals are proving to be very useful tools for selecting particular
wavelengths of light or microwave radiation and for selecting the directions of
radiation. One might hope that magnonic crystals (if they can be built) might be
equally valuable in the study of magnetization. Photonic crystals consist of light
illuminating a spatially periodic array of refractive or reflective media. One might
expect that a magnonic crystal would consist of a spatially periodic array of
ferromagnetic antidots excited by spin waves. Additionally, such an array of
antidots possesses numerous closed loops that might be used for stable binary data
storage as discussed above.
Figure 3-39 shows a FMR spectrum of a Permalloy (Py) film with round
antidots on a 3-micron square antidot lattice versus in-plane field orientation.
Permalloy was chosen because of its characteristic low coercivity and low
remnance; additionally, the literature contains substantial information on
Permalloy. Our colleague, Dr. Vitali Metlushko of the University of Illinois,
Chicago, patterned this film using the same optical projection mask that he used to
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Figure 3-39: Three micron ADL FMR spectra versus in-plane DC field
direction. This shows the microwave absorption derivative as functions of
applied magnetic field orientation for a 30 nm thick Permalloy film with an
antidot lattice having 3 µm × 3 µ m array constant and 1.5 µ m diameter
antidots. One may note that the resonance peak of a uniform film has been
greatly broadened and shifted somewhat to higher field; non-uniform
demagnetization effects caused by the holes may explain these responses.
produce the film shown in Figure A-6b on page 156; the different sizes result only
from different magnifications. The effect of the antidots on this film is to broaden
the line from 100 Oe to 500 Oe. In an ellipsoid of revolution, the magnetization is
uniform and this width would imply very low Q and large losses, but in these
samples the magnetization varies from point to point making this interpretation less
certain; after all, the magnetization contributes to the magnetic field at the site of
each electron so that nonuniform magnetization causes different electrons to
experience resonance in a range of different applied fields. We believe the average
magnon wavelength to be significantly less than the antidot diameters as well as
the antidot lattice period for this film (supporting evidence will be presented later
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Figure 3-40: FMR observations for 1 µm × 1 µ m square ADL versus in-plane
field orientation. The 12 spectra versus angle in (a) show the microwave
absorption derivative dependence on applied field magnitude. The absorption
line field versus field orientation in (b) shows the independence of resonance
energy to in-plane field orientation.
in connection with rings). A more interesting spectrum results from a film with
round antidots on a 1-micron square lattice (this film is shown using SEM in
Figure A-6b); such spectra are shown in Figure 3-40a. We believe the structure
seen in these spectra to be due to magnons interacting with the patterned edges of
the antidots in the film. With this in mind we were expecting to see FMR peaks
occurring at applied fields less than the uniform precession mode resonance as
shown in Figure 3-40a and we were expecting correlations between the physical
pattern dimensions and the spectral structures. However, we were surprised to
note the peaks above the uniform mode indicating the possible presence of sizeable
magnetic dipole interactions; these magnetic interactions may lead to magnetic
domain formation. We were also surprised that the spectrum is independent of the
applied field orientation; we expected four-fold rotational symmetry to match the
film patterns, but uniaxial symmetry has not been broken by the square array of
round antidots. In Figure 3-40a is plotted 25 FMR scans. Additionally, each of the
spectra in Figure 3-40a was fit to the sum of eight Lorentzian derivatives and the
center fields were plotted versus the applied field orientation in Figure 3-40b. The
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uniform mode resonances of unpatterned films occur at an applied field of
1050±25 Oe; clearly, the 1-micron antidot lattice has split this line into several
satellites.
Other investigations have shown that the domain structures in similar Py
antidot arrays are independent of applied magnetic field direction (105, 106).
Alternatively, epitaxially grown Fe films with antidot arrays form well-defined
Figure 3-41: FMR and analysis of a
square ADL of square antidots in a
Permalloy film. Figure (a) shows a
SEM micrograph of the film whose
data are also presented. Figure (b)
shows a typical FMR spectrum and a
fit to two absorption lines (solid). The
three additional lines at H~1400-1700
Oe were also investigated as was the
overall positive slope and negative
curvature, but other spectra at similar
(b)
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field orientations have dissimilar anomalous structure and any implications
remain unclear. The two fitted resonance fields were carefully followed from
angle to angle and Figure (c) shows how the positions of the two absorption
peaks varied with applied field. The solid lines in Figure (c) are fits to the data
points assuming the sample can be modeled as intersecting, non-interacting
strips. Intersecting lines will obviously interact, yet the model fits the data
reasonably well indicating that the interactions are much smaller than the
demagnetization within a line. An alternate model is discussed in the text.
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domains commensurate with the antidots after magnetization along the Fe easy
axis, but form mostly metastable stripes alternating with easy-axis magnetization
after hard-axis application.

The antidot lattice vectors were parallel to the

magnetocrystalline hard axis for this study (107).
Dr. Sukkoo Jung at Northwestern University has fabricated the square lattice
of square Permalloy antidots shown in Figure 3-41a. When the DC field was
applied at an angle of approximately 30° from the (1,0) lattice vector, the FMR
spectrum in Figure 3-41b was obtained. The solid curve in the figure is the result
of a best nonlinear curve fit to the sum of two Lorentzian derivatives. A spectrum
(and the relevant curve fit parameters) were obtained at 24 angles between 0°-360°
at 15° increments. To check for instrument drift during this time and to check the
reproducibility of the rotation angle, the first measurement was always repeated
(for a total of 25 measurements). The center magnetic field for each peak was then
plotted in Figure 3-41c versus the rotation angle. The full circles in this figure
represent these 50 calculated fields.
The data (and the micrograph) suggest that we attempt to model the response
as the sum of two sets of linear wires oriented at right angles. No attempt was
made to compensate for the intersections of the two sets of lines. The solid curve
in this figure is the best fit of this model to these 50 data points. The curves have
similar trends to the data, but the fit is not a good one.
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Figure 3-42: Suggested domain
structure for square antidot
arrays. By enclosing alternate
antidots
in
clockwise
and
counterclockwise
closed
flux
loops, a ferromagnetic film can
minimize the magnetic field in
nearby empty space.
Large
magnetic fields applied in the
plane of the film would enforce
onion states around all antidots,
but the alternating closure loop
ground state will reappear at low
field. The two stable states of such
a system are the one shown and its
complement (all arrows reversed).
If one should consider that each antidot in Figure 3-41a might be considered
a flux closure loop, he would logically be led to domain structures in the antidot
lattice as pictured in Figure 3-42. By enclosing some antidots in clockwise flux
rotation and alternate antidots in counterclockwise flux rotation, it is possible to
obtain a stable configuration having very little magnetic field applied to nearby
non-magnetic space. Only one other such stable configuration exists… every
arrow in Figure 3-42 must be reversed. States with energy close to this ground
state may be formed by partitioning the sample into large domain areas where each
area has one of the two ground state configurations and the adjacent large areas
have the opposite configuration.
Other investigators have recently published MFM images (108) and
simulation results of domain structures for square antidot arrays in Fe thin films
with rectangular lattices (109). The epitaxial details of the film growth process
were omitted; however, one may deduce from the presence of easy and hard axes
in the films (as well as the authors’ demonstrated epitaxial films in other
publications (107)) that these films are indeed epitaxially grown. Our Permalloy
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films have no magnetocrystalline anisotropy, but one should expect that the effects
of the square antidots would be similar to those in Torres’ Fe films (109).
3.3.3 FMR Observations of Square Arrays of Permalloy Dots
Extended ferromagnetic objects propagate magnetization waves, which may
be decomposed into plane waves without loss of generality via Fourier
transformation. Walker (62) has demonstrated that these plane waves will absorb
microwave energy via FMR when the wavevector is one of a discrete set of angles
from the applied DC magnetic field vector. The “uniform mode” is a Walker mode
with k=0; Walker has also demonstrated that the plane wave modes are strongly
coupled to other oscillatory modes… modes that can be due to sample size and/or
shape. “Spin-wave modes” are magnetization analogs of waves in a resonant
cavity; the boundaries of the ferromagnet are the magnon cavity walls. By fitting
an integral number of half wavelengths into each dimension of the ferromagnetic
object, a spectrometer achieves resonant microwave absorption from the sample; a
uniform film occupying an extended plane may demonstrate the uniform mode and
confined plane wave modes where an integral number of half-wavelengths fits
between the film surfaces as demonstrated in Figure 1-1a on page 19. Additionally,
confining the ferromagnet in lateral directions is expected to provide additional
flexibility in defining possible modes of oscillation.
In this subsection, we present FMR data taken on square periodic arrays of
submicron-size Permalloy dots. In addition to the resonance peak expected for a
uniform ferromagnetic film, we observe a number of sideband peaks that we
associate with spin-wave modes in the dots. The position of the peaks can be very
sensitive to the relative orientation of the applied external field with respect to the
sample. In addition, when the interparticle spacing is very close, the applied fields
at resonance shows fourfold symmetry as a function of the relative orientation of
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the external field, reflecting the underlying symmetry of the periodic lattice.
Demagnetization will also make the FMR response sensitive to individual structure
shape anomalies due to deposition shadowing, write beam astigmatism, or other
fabrication errors. Closely spaced structures are more sensitive to shape anomalies
than widely separated structures. Numerical micromagnetic simulations of the
FMR response show that these sideband peaks are associated with hybrid exchange
and dipole spin-wave modes.
Figure 2-2 on page 31 shows derivative FMR spectra for a square array of
circular Permalloy particles with D = 0.5 µm, t = 85 nm, and a = 1.5 µm, as a
function of the angle of the magnetic field with respect to one axis of the square
array (H is always in the plane of the substrate and h is always out-of-plane). A
large resonance peak is observed at ~1400 Oe, which corresponds to the uniform
resonance mode. For reference, we also show the equivalent spectrum for a largearea Permalloy film of thickness 60 nm with H0 applied in the plane of the film;
only the uniform mode is excited and will have the same energy when the field is
applied in plane for all film thicknesses. The peak absorption for the particle array
occurs at a slightly higher magnetic field in comparison to that of the plane
ferromagnetic film due to demagnetization effects. As in the plane film, the
position of the peak does not shift as a function of the angle of the magnetic field
in the substrate plane, which might be expected from the circular symmetry of the
array elements. In addition to the peak for the uniform mode, however, the dot
array also shows a small peak at lower field (marked by an arrow). As we noted
above, similar peaks have been observed in uniform ferromagnetic films and small
ferromagnetic particles, where they are associated with standing exchange spinwave resonances in the sample (61, 110). In our case, however, they are associated
with “hybrid” spin-wave modes having significant contributions from dipolar
interactions, as can be seen by noting their evolution as the distance between the
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Figure 3-43: First data on a set of four 1 µ m square arrays of circular rings.
(See also Figure 3-45 for the remaining half of the set.) The SEM micrograph
and data in (a) and (b), respectively, were taken from a reference disc array.
In the SEM micrograph and data in (c) and (d), respectively, the rings have
inner diameters 40 nm. The films are 25 nm thick for each sample in the set
and were evaporated simultaneously. One should note that the tiny hole has
split each resonance seen in (b) into several satellites visible in (d).
circular particles is reduced. Figures 2-1 has been replicated using equivalent
FMR spectra for various square arrays. The nominal diameters for the dots (0.5
µm) are the same; the only parameter that is changed is the lattice spacing, a,
which varies from a = 1.5 µm to 600 nm. As the interparticle spacing is reduced,
the position of the peak denoted by the arrows moves down in field slightly, and a
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more richly detailed spectrum develops. Since the only interaction that could be
changing as the spacing is reduced is the dipolar coupling between particles, this
clearly indicates that the resonance frequency of these modes also depends on the
dipolar interactions in the system.
Three observations indicate that magnetostatic interactions between the
particles strongly influence the FMR spectrum of the arrays.

First, at small

separations, a number of new resonance peaks are observed. This is most clearly
seen in Figure 2-2, near and below the uniform mode resonance, as well as at
higher magnetic fields (e.g., at ~2100 Oe).

Second, the amplitudes of these

additional peaks vary as a function of the angle of the magnetic field in the plane
of the film. For example, looking at Figure 2-2 again, the resonance at ~2100 Oe
is most clearly developed when the external magnetic field is oriented along a
diagonal of the square lattice. Third, the field at which the uniform resonance
mode occurs oscillates as a function of the angle of the applied magnetic field, as
seen most clearly in Figure 2-2.

This indicates that the dipolar interactions

between particles also influence the energy of the uniform mode.
Recently, Dr. Metlushko fabricated a set of four samples consisting of a
square lattice of Permalloy rings. In Figure 3-43b we present FMR data on one of
these square arrays of Permalloy dots having a=1.0 µm and D=0.7 µm. A SEM
micrograph for this film is shown in Figure 3-43a. The larger dots in this sample
result in a smaller (demagnetization effect) increase in the uniform mode (at about
1200 Oe in this case) than the sample discussed above. This sample also admits
peak “3” at higher field; this spectrum gives a choice among three peaks for the
assignment of “2”, however. The DC field was applied parallel to the (1,0) lattice
direction when this spectrum was obtained. Using the lattice vectors shown in
Figure 3-44b on page 118, this orientation corresponds to θ=0°.
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3.3.4 FMR Observations of Square Arrays of Permalloy Rings
Since ∇ ⋅ B = 0 , magnetization structures containing flux closure loops
provide the most stable remnant fields (45).

It is therefore productive to

investigate shapes having closed loops of ferromagnetic material when
contemplating methods of persistent data storage.

Other investigators have

observed the static magnetization of closed magnetic loops using MFM (111).
This study is concerned with the dynamic characteristics of these loops as a way to
make reading and writing to prospective memory elements reliable and nondestructive. Additionally, results obtained here might be useful later as an aid to
understanding mixed superconductor/ferromagnet samples such as Nb/Ni dots or
[Nb/Ni]n multilayers.
Figure 3-43d (above) shows a FMR spectrum for θ=0° (see Figure 3-44b) of
the square array of rings (a=1.0 µm, d=I.D.=40 nm, and D=0.7 µm) shown in
Figure 3-43c. A quick comparison with Figure 3-43b shows that the inclusion of
the tiny hole in the center of the dot has split each of the previous resonance lines
into several satellites. One may note that by excluding material from the dot at the
center, the ring admits a stable flux closure loop having no out-of-plane vortex
core within the ferromagnetic material. Electron exchange prohibits flux closure
loops without a vortex in ferromagnetic material having no such topological defect
(112).
Figure 3-44b shows a SEM micrograph of the same sample. Additionally,
the angle of applied magnetic field, θ, is shown relative to the lattice vectors and
the relevant dimensions and organization of the ferromagnetic structures are
detailed. The I.D. of the rings is not shown because it varies from sample to
sample. Figure 3-44a shows a family of FMR spectra whose difference is the inplane angle, θ, at which H was applied. Careful examination of the micrograph
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Figure 3-44: Py lattice definitions and angular spectra. The FMR spectra in
(a) were gathered from the ring array whose SEM micrograph appears in (b).
The DC field was applied at angle θ from the lattice vector shown in (b). The
I.D. of these rings is 40 nm and the remaining dimensions are shown in (b).
shows that the rings may be minutely more closely spaced in the vertical direction
than horizontally. Without calibration records of the SEM, one cannot verify this
assertion; however, this asymmetry might explain the slight two-fold wobble of the
resonance lines in Figure 3-44a.
The sample shown in Figure 3-44 is the same as that in Figure 3-43c and 343d and has d=40 nm. Two additional samples were fabricated on the same
substrate as those displayed in Figure 3-43. These other samples have larger inner
diameters (d=0, 40 nm, 80 nm, and 300 nm) and are shown with their respective
FMR spectrum in Figure 3-45. We see that increasing the rings’ I.D. suppresses
the uniform mode of resonance seen in uniform films and simultaneously
magnifies the resonances at low applied field. Not shown are angular dependences
of these resonance lines. These lines possess the symmetry of the ring lattices
approximately as well as those shown in Figure 3-44; the asymmetries are likely
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Figure 3-45: Second half of four sample set of ring arrays began in Figure 343. The increasing inner diameter has split the primary uniform mode
feature of the disc array spectrum into two Lorentzian absorption lines whose
positions move oppositely away from the discs’ resonance field.
due to similar fabrication anomalies. Likewise, there are features in the spectra
that reflect the lattice symmetry in their applied field positions and amplitudes.
These features are evidence of interdot interactions similar to those documented
above with OOMMF simulations.
One should note that as the I.D. of the rings increases a prominent peak
grows and moves toward lower applied field. Additionally, one should note that
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the uniform mode is shifting toward higher applied field as the I.D. increases.
Explanations for this behavior will await discussions of magnetization reversal in
the next section. Before we progress to that discussion, however, it will prove
beneficial to examine data gathered on another sample that was fabricated by Dr.
Metlushko separately. This sample consists of rings with D=5 µm, d=4.5 µm, and
lattice spacing a=10 µm. An SEM micrograph of this sample is shown in Figure
A-6a in the Appendix on page 156. Figure 3-46 shows a typical FMR spectrum of
this ring array whose in-plane applied field has θ=30° using the coordinates of
Figure 3-44.
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Figure 3-46: FMR of a 10 µm lattice of 5 µ m Py rings. The main graph shows
one of more than 50 ferromagnetic resonance spectra gathered with varying
in-plane magnetic field orientations on a square array of circular Permalloy
rings. The trace shown corresponds to an in-plane angle of 30º with respect
to a principal array translation axis. The inset depicts the spectrum of a
uniform (unpatterned) Permalloy film with equal thickness. A SEM
micrograph of the patterned sample is shown in Figure A-6a.
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The inset in Figure 3-46 shows that the resonance peak of the uniform mode
of a uniform film occurs close to 1100 Oe (unfortunately, the data points are too
small to be seen on some video monitors). Note that the spectrometer output
corresponds to the magnetic field derivative of the actual absorption line. Note
that the spectrum now consists of two triplets in the ranges 760-990 Oe and 11901450 Oe. The data in Figure 3-46 are given by the full circles while a nonlinear
least squares fit to six Lorentzian derivatives is indicated by the solid curve. The
applied fields corresponding to the six absorption maxima have been plotted versus
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Figure 3-47: The applied fields of the six observed FMR absorption peaks
versus in-plane field direction from a square array of circular Permalloy rings
is shown. Each ring has I.D. 4.5 µm, O.D. 5.0 µ m, and thickness 30 nm; the
lattice constant of the array is 10.0 µm. 0º, 90º, 180º, 270º, and 360º
correspond to the principal translation axes of the array. The six horizontal
lines are the average peak positions given numerically in Table 3-1. The six
full circles at 30º are the center fields of the spectrum fit in Figure 3-46 and a
micrograph of the sample is shown in Figure A-6.
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the in-plane field orientation angle (relative to a principal translation axis of the
array) in Figure 3-47. Approximately 50 of these spectra were analyzed, some
with a clockwise field rotational history and others having counterclockwise
history.
As the applied field was rotated away from the plane of the substrate, the
centroid of the spectrum shifted toward higher field, quickly increasing the
resonance fields beyond the 6 kOe capability of the spectrometer. This behavior is
expected for structures whose in-plane extent is much larger than the thickness
(t=30 nm in this case) as a result of “demagnetization” effects (113). To satisfy the
boundary conditions of Maxwell’s equations, it is necessary that tangentially
applied magnetic fields elicit larger magnetization than normal applied fields.
Since the effective field seen by the electrons is a combination of the
magnetization and the external field, the resonance field occurs at a lower applied
field when the external field is applied tangentially. Contrarily, fields applied
normal to the film must be much larger in magnitude to result in internal fields of
sufficient strength to cause resonance.
Previous studies on magnetic “dot” arrays have indicated the presence of
resonance modes thought to arise from magnetic dipole interactions between the
nanoscale structures. (53, 114) Modes have been observed at applied fields both
higher and lower than the uniform mode of an unpatterned film. In these studies,
both exchange and dipolar interactions have been invoked (the latter involving
interactions both between and within the patterned objects). If all interactions
between the rings are absent, we expect no angular dependence of the spectrum; an
interaction would produce four-fold symmetry consistent with the square array
symmetry. Barring any anomaly in the sample rotation, the data must show the
minimal 180º symmetry of the applied magnetic field. Visual inspection shows the
data have no four-fold component. Although there appears to be some contribution
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having two-fold (180º) symmetry, it presumably arises from patterning
irregularities, which are not discernable with the imaging probes we employed
(AFM and SEM).

Furthermore, no systematic behavior with respect to the

rotational history is seen. Hence, we analyze the data as if it were isotropic and
conclude that the resonance structure arises from the behavior of effectively
isolated (non-interacting) rings.

If we apply the same fitting algorithm to a

Table 3-1: FMR peak parameters for a Py 5 µ m O.D. ring array. First, using
nonlinear curve fitting software the six Centers, Widths, and Areas were
determined that yielded the best fit to the data spectrum of each field
orientation. Corresponding numbers were determined by averaging these 18
parameters from each spectrum with those from all others of the 44 data
traces using a uniformly weighted average.
Center (Oe)

Width (Oe)

Area (a.u.)

Harmonic Order

Line 1

816

76

1850

12.3 ~ 13

Line 2

867

59

269

11.1 ~ 11

Line 3

925

145

1854

9.7 ~ 9

Line 4

1246

80

1136

8.6 ~ 9

Line 5

1352

78

357

11.4 ~ 11

Line 6

1416

189

798

12.8 ~ 13

uniformly weighted angular average of our six-line spectrum, we obtain the values
given in Table 3-1 for the absorption maxima. The horizontal lines plotted in
Figure 3-47 indicate the averages for the resonance peak center fields.
Using the applied fields at resonance and the uniform mode of an
unpatterned film, it is straightforward (115) to determine the wave numbers for
Lines 1, 2, and 3. Similar attempts for Lines 4, 5, and 6 result in imaginary wave
numbers if standard methods are employed; but by changing the sign of k2, it is
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possible to determine (possibly insignificant) wave numbers for these resonance
lines as well. Recently, Guslienko, et. al. (116) have utilized the orthogonality of
the Bessel functions of the first kind to determine the expected FMR frequencies of
an array of discs; it might be possible to generalize this theory to include Bessel
functions of the second kind (applicable to annular structures) and obtain
predictions of the FMR spectrum that we have observed in this work.
3.3.5 Model of Domain Wall Spin Pinning
We take a moment to consider some results of static magnetization in
Permalloy rings.

Figure 3-48 shows hysteresis loop data on the samples

considered in Figures 3-43(c-d) and Figures 3-45(c-d).

Similar results are

available for the remaining two samples in that set. Figure 3-48a shows the
magnetization versus applied field (at room temperature) when the field is applied
along a row of rings (θ=0° in Figure 3-44b) and Figure 3-48b shows the results of
the same experiment when the field is applied along the diagonal symmetry line
(θ=45°). We see that a narrow annulus (d=300 nm) produces larger remnance and
coercivity than the wider annulus (i.e. smaller holes). The wider line has more
material, however, and produces a larger magnetic moment at saturation. One
should note from the arrows placed on Figure 3-48a that the resonance fields
correspond to sections of the curve with reduced slope; reasons for this will be
presented below.
Before we progress to that however, one might note that the 40 nm I.D. rings
reverse magnetization in three stages (see the upward pointing arrows in Figure 348b) whereas the 300 nm I.D. rings reverse magnetization in only two stages (the
downward pointing arrows in Figure 3-48b). The same results may be seen in
Figure 3-48a (as long as we do not pollute the figure any further). This may be
explained below by the details of the magnetization reversal process.
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(a)

(b)
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1

Figure 3-48: Magnetic hysteresis of rings with I.D.=40 nm and I.D.=300 nm.
Figure (a) has the DC applied field parallel to the (1,0) lattice direction and
Figure (b) has the field along (1,1). The arrows in (a) indicate the DC field
where FMR resonance occurs in these sample orientations (Figure 3-43d and
Figure 3-45d); the upward pointing arrows refer to samples with 40 nm I.D.
and the downward arrows refer to samples with 300 nm I.D. The arrows in
(b) indicate the two (downward) or three (upward) stages of magnetization
reversal for 300 nm and 40 nm I.D., respectively. The dots are not data; they
were placed to identify the 300 nm ring’s magnetic response.
There are considerable exciting results in the recent literature concerning the
magnetic domain structures that form in laterally patterned ferromagnetic thin
films.

Yu, et. al. (117), have measured magnetoresistance in micron-scale

Permalloy open semicircle-ring patterned wires. Their domain wall resistivity is
almost independent of temperature, but the domain wall switching field decreases
quickly with increasing temperature. Magnetization perpendicular to the wires
(and in-plane) produces domain structures at the semi-circle joints distinctly
different from parallel magnetization; both domains remain at zero field where
they were probed with MFM. As the perpendicular field is reduced the circular
portions admit vortices that become the domain walls of “onion” states as the
applied field becomes insufficient to overcome demagnetizing fields; at zero
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applied field the magnetization became tangent to the circular portions with headto-head or tail-to-tail domain structures at the joints.
Vavassori, et. al. (111), have observed the formation of metastable states
during magnetization reversal in a two-dimensional array of square Permalloy
rings. For fields along the diagonals, the metastable state is a vortex (such as those
discussed below), but the intermediate metastable state for fields applied along two
parallel square edges is a “horseshoe” state (sides parallel to H are magnetized
oppositely and sides perpendicular to H are magnetized similarly).

The

magnetization progresses in five stages from saturation to “onion” state, to
metastable state, to “reversed onion” state, to reversed saturation.
Novosad, et. al. (118), have studied the effects of element shape on the
magnetization reversal of a chain of micron-scale squares or discs separated by 100
nm. They concluded that dot shape strongly influences the switching field of the
array and has almost no influence over the dipole-dipole inter dot interactions. In
all cases, the hysteresis loops are consistent with magnetization reversal assisted by
flux vortex formations. The vortex nucleation field and the vortex annihilation
field are strongly size dependent; the vortex state nucleates when the
demagnetization field becomes too small to balance the externally applied field and
exchange fields.

Since the circular geometry of discs matches the circular

geometry of a vortex (for no crystalline anisotropy), flux closure loops can form in
discs without multi-pole contributions from the corners and the nucleation fields
are higher for discs than squares although their demagnetization fields are similar.
In the remnant vortex state, exchange and magnetostatic energies are stored mainly
in the vortex cores; regions of sharp spin rotation will induce magnetic volume
charges inside non-circular particles.

Particle-particle interactions can be

understood in terms of a simple dipole-dipole model that assumes the field at one
particle is due to the externally applied field and to that of the dipole interactions of
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the remaining particles. The magnetization where vortices begin nucleating is
M˜ 0.9MS for both discs and squares, but the annihilation magnetizations are
Md˜ 0.75MS and Mq˜ 0.50MS for discs and squares, respectively; MS is the
saturation magnetization.
These investigations (and others like them by other investigators) indicate
that the flux closure loop (or “vortex” state) of a ring under no magnetic field may
be interrupted by the application of an in-plane field. Furthermore, they indicate
that the progress between the flux closure state and the saturated state is
reproducible (depending only on the ferromagnetic loop shape and field direction).
The first stage of magnetization reversal in circular or elliptical rings is the
formation of a flux vortex whose core is rotated out of the film plane (See Figure
3-49b). This vortex will nucleate at the outer edge of the ring where the magnetic
field lines are longest and at the side of the ring where the magnetization and
applied field are oppositely directed. Samples with a substantial annulus, (D - d) /
D > 75%, may also nucleate a vortex at the inner ring edge (with opposite
vorticity) at a slightly larger applied field. Each vortex will grow away from the
adjacent “vacuum” as the applied field increases leaving magnetic domain walls
that are (mostly) radially directed in its wake (see Figure 3-49c). The vortex will
continue to move toward the central hole until the domain walls connect the inner
hole to the outer ring edge as shown in Figure 3-49d. These domain walls will
then rotate oppositely and symmetrically about the ring center from the place of
nucleation (Figure 3-49e) until they become collinear. At this point the ring has
reached the “onion” state where the two sides of the ring are magnetized ‘parallel’
to the field and tangentially to the ring. The magnetization will then continue to
rotate toward the applied field direction until the domain walls vanish as the
sample saturates (Figure 3-49f). Due to the extreme size of the internal spin
interactions, it will require a substantial field to completely saturate the rings.
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(d)
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Figure 3-49: Magnetizing a ferromagnetic ring film. (a) In low magnetic field
a closed magnetization loop (“vortex” state) persists. As an externally applied
magnetic field (upward arrow) is applied in the film plane, a vortex forms in
the anti-aligned magnetization loop (b). Larger fields drive the vortex into the
ring (c) and leave behind a wake of domain walls. The domain walls are
(mostly) radially directed once the vortex reaches the center of the annulus
(d). The increasing applied field rotates the domain walls in opposite
directions (e) until they are collinear with the field and form an “onion” state.
The spins continue to align with the increasing field until complete saturation
is reached (f).
Rings with a narrow annulus like those with d=300 nm and D=700 nm
change magnetic moment very little as the vortex crosses the annulus and creates
domain walls, but rings with a wide annulus like those with d=40 nm yield more
volume to the domain in this process. Such considerations might explain the third
pause in the magnetization reversal of the 40 nm ring where the 300 nm ring has
only two. The vortex evidently interacts with the large curl M around the small
hole and stalls (see Figure 3-49c); this allows the slope to decrease as the less
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mobile domain walls move and allow the magnetization to increase, but with a
lower susceptibility. If the shorter domain walls move (between arrows “2” and
“3” in Figure 3-48b) at the same rate (dθ/dH) as the longer domain walls, this also
explains the lower slope between “2” and “3” than is seen between “3” and the
“onion” state. This ‘same rate’ hypothesis may also explain the lower slope of the
entire d=300 nm magnetization curve.
Contrarily, discs or dots already contain a vortex at H=0 to satisfy the
magnetic boundary conditions at the structure edge (112). As a similar magnetic
field is applied to a disc, the vortex simply moves (similar to its action within a
ring, once nucleated there) and allows more spins to align with the field.
The keys to understanding the low field FMR absorption peaks in the spectra
presented in the previous sections are 1) the applied field affects the spin
precession frequency as well as the domain wall locations and 2) domain walls are
effective pins of magnetization and reflect transmitted magnetization waves similar
to sample edges. The precession frequencies increase with applied (effective)
field, so the magnon wavelengths decrease with field. Since aligned domains’
sizes increase with increasing applied field, there exist applied field values that
match wavelength to domain size (and shape) resulting in a mode of resonance.
The shapes of the domains are mathematically complicated… there will be no
circles or squares, so each resonant mode possesses satellite structure and/or
broadened line shape to reflect the complexity of the domain “cavity” in which the
magnon must oscillate. These shape effects may be responsible for the resonance
line splitting seen in Figure 3-43d. The magnetic interactions between neighboring
structures alters the effective applied field of each structure from the case of
isolated structures; nearby structures source (and sink) fields with steep gradients
that affect the mutual internal fields and domain motion. These interactions are
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responsible for FMR spectral resonances that change position as the externally
applied field direction is swept (i.e. as the sample is rotated).
Guedes, et. al. (119), have observed magnetization reversal in a square array
of elliptical antidots in an Fe film using diffracted magneto-optical Kerr effect
observations (D-MOKE); neither coherent rotation nor domain wall motion
adequately describes the reversal process. The films were 60 nm thick and the
holes were ˜ 200 nm × 800 nm forming a 1 × 1 µm2 lattice. The authors varied the
angle between the applied field and the ellipse axis, the temperature, the transverse
and longitudinal magnetization, and the minor magnetization loops (maximum
field unequal to minimum field); the resulting diffraction patterns were interpreted
using the unit cell form factor.
The manner in which domains are initially nucleated causes the
magnetization loops to be significantly different when the applied field is along the
minor ellipse axes (θ<1.5°) as opposed to other directions (θ>2°). The hard axis
retards the onset of magnetization reversal and considerably more domains form
prior to reversal. “Domain smearing” describes the reversal process better than
coherent rotation or domain wall motion.
Grimsditch, et. al. (120), have reduced the problem of magnetic switching in
nanoparticles to the formation of dipolar instability pockets where the local spin
wave frequency becomes imaginary. They begin by extending the definition of
demagnetization, calculating a “magnetic surface charge”, σm=M·n, (magnetization
dot unit normal vector), and using this charge to calculate the demagnetizing fields
via standard textbook methods. Next they replace H by H+Dq2 in the formula for
spin wave frequencies and solve for values of applied field that result in imaginary
frequencies; this field is equated to the switching onset field. It is expected that
instability pockets are regions where the demagnetizing field is quickly changing,
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so the smallest pocket (with characteristic size L) found in this way determines the
spin wavevector, q=πη/L where η˜ 1.0 is an adjustable parameter of order 1.0 used
to define the average demagnetization for non-elliptical dots.
Grimsditch, et. al. (121), have studied patterned square arrays of antidots in
Fe films by varying the antidot shapes. They present MOKE and Brillouin light
scattering (BLS) data on the patterned films and show conclusively that the
anisotropy in the data results from crystalline anisotropy and antidot shapes rather
than the symmetry of the antidot lattice.

They also conclude that dynamic

excitations (magnons) are not dramatically affected by the film holes.
The results of these studies pave the way for a model of domain wall spin
pinning that seems to explain the low-field resonance lines in FMR studies
involving similar structures.

To demonstrate this model, we use the non-

interacting square array of circular rings shown in Figure A-6a and whose FMR
information is known from Figure 3-46, Figure 3-47, and Table 3-1. Using Eq. 2,
Eq. 3, the inset of Figure 3-46, the slope of the line in Figure 1-1c, and the fact that
for integer n and film thickness t=400 nm, kn=2π/λn=πn/t, we may find that
D’=1.883×10-9 Oe·cm2 for our films where Hn=H0-D’kn2 (or λn = 2πn

D'
).
H0 − Hn

Next, we note that magnetization data indicates the domain sizes to be proportional
to the applied field after correction for the non-zero field of domain nucleation, Hv;
that is ∆n=α(H-Hv) where ∆n is a characteristic domain size for resonance n and α
is a proportionality constant. Letting nλ/2 occupy a domain with characteristic size
∆n, we find
2πn 2

D'
= nλn = 2∆ n = 2α ( H n − Hv )
H0 − Hn

Eq. 16

where α and Hv are unknown. Using lines 1-3 in Table 3-1, we may find that
131

H1=816 Oe, H3 =867 Oe, and H5 = 925 Oe. We may solve this self-consistently
three times using pairs of Hn’s and n’s (and H0=1100 Oe) to find Hv={810.3 Oe,
812.5 Oe, and 840.7 Oe} and α={1.418, 2.305, and 3.055}×10-6 cm/Oe. We must
throw out Hv=840.7 Oe (found from the n=3 and n=5) because it gives negative
domain sizes for n=1. It is possible that shape effects (responsible for 2-fold
anomalies in the data) are responsible for this extraneous solution. Averaging the
remaining two suggests that we use <Hv>=811.4 Oe. The average proportionality
constant is <α>=2.258×10-6 cm/Oe. The numbers we present give domain sizes
∆n={0.104 µm, 1.25 µm, and 2.57 µm} and wavelengths λ={0.162 µm, 0.833 µm,
and 1.03 µm}, respectively.

These dimensions (if valid) justify our beliefs

concerning the round antidot lattices in Subsection 3.3.2 that typical magnon
wavelengths would satisfy λ < 3 µm and λ ≈ 1 µm. Furthermore, these dimensions
explain why rings with small annular width (d=300 nm) admit only a single (albeit
large) resonance at low field since the ring diameters are less than ∆3=833 nm.
Narrow annuli allow only the λ01 mode, but rings with wider annuli may admit λ11
as well.
The large domain “cavities” and wavelengths imply that some compensation
should be made for the fact that the angle between the magnetization and the
applied field is spatially varying for the standing wave. These variations affect the
effective magnetic field experienced by the spins and by extension the precession
frequencies.

Such variations, not unlike nonuniform demagnetization, would

broaden the resonance lines and might explain the irregular central structure seen
in Figure 3-46 at H˜ 1050 Oe.
The need to compensate for nonuniform demagnetization effects might also
point toward a method for explaining the resonances at higher field listed in lines
4-6 of Table 3-1. I suspect, however, that these lines have another cause. In
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Subsection 3.3.4 we ruled out the existence of significant DC dipole interactions
(~1/r3) between these rings; dipole radiation, however, has much weaker distance
dependence (~1/r2). Furthermore, the applied AC magnetic field is orthogonal to
the plane of rotation (parallel to the axis of rotation), so I envision the possibility
that the oscillating magnetic dipoles (i.e. precessing electrons) interact with
neighbors via the radiation field and that this mutual interaction is responsible for
the resonance modes at 1352 Oe and 1416 Oe (lines 5-6 in Table 3-1). Finally, the
demagnetization for a 5 µm diameter film structure is approximately correct to
shift the uniform mode from 1100 Oe to 1246 Oe.
To review the entire ring magnetization reversal process beginning at
negative saturation for rings with d=40 nm and D=700 nm, the spins at the top and
bottom of the ring (sections perpendicular to the field) rotate away from the
applied field to form (at arrow “1” in Figure 3-48b) an “onion” state (possibly
separated at the top and bottom by vortices as suggested by Yu, et.al. (117)).
(Rings with narrow annuli present greater confinement to vortex formation and
might explain their lower susceptibility at this stage.) If vortices form at the top
and bottom of the rings, they function in the place of domain walls in the following
discussion. The head-to-head domain wall at the bottom (for negative field) of the
ring will move (e.g. cw) in the opposite direction than the tail-to-tail wall (ccw) as
the field is increased (magnitude is decreased) because the “onion” state is an
unstable equilibrium in low field. This motion will increase the length of one
magnetization circulation and decrease the opposite circulation until the domain
walls meet at arrow “2”. Possibly, the domain walls are ‘zipped back up’ by a
vortex that forms at the inner hole and moves to the outer edge.

Another

possibility is that vortices with opposite circulation formed above and annihilate at
this stage. Either way, the next step is the formation of a flux vortex in the outer
edge of the opposite side of the rings as the field changes sign. The vortex moves
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inward leaving behind a domain and domain walls until interactions with
magnetization circulation around the inner hole stalls its progress. This all happens
at arrow “2”. The domain walls move until they build enough tension to overcome
the vortex-hole interaction at arrow “3”.

The lowest field FMR resonances

occurred during this stage of ring magnetization (compare Figures 3-48a and 348b).

The completed domain walls next rotate oppositely reversing the

magnetization circulation in their path until the “onion” state is reached and the
hysteresis loop closes itself. Most of the FMR resonances we have observed
occurred during this stage of magnetization. The spins reversibly rotate toward the
increasing field until saturation is reached.
Rings with narrow annuli present more confinement to vortex formation.
This probably destroys the circular symmetry seen in unconfined vortices and
results in larger relative magnetization change as the “onion” state forms from
saturation. Also, vortices are more mobile than domain walls and their motion
might explain the higher susceptibility for fields decreasing toward zero than for
fields increasing from zero seen in Figure 3-48a and 3-48b; this is observed in both
samples during the stage of magnetization reversal where the “onion” state of
intermediate field changes to the “vortex” state of zero field. Vortices are line
constructs, however, and cannot specularly reflect a 3D magnon wavefunction like
a 2D domain wall. Because of this it might be that FMR spectra of rings are absent
of lines in fields decreasing toward zero that are seen in fields increasing from
zero. If, on the other hand, domain wall motion is responsible for all observed
M(H) dependence, the hysteresis caused by the domain wall motion will reposition
some FMR resonant frequencies between upward and downward field sweeps. It
is unfortunate that a spectrometer must be redesigned and rebuilt before such
measurements may be performed.
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Similar enlightenment may be obtained from the ADL with square elements
in Figure 3-41 if we realize that the square corners form effective pins for the
domain walls shown schematically in Figure 3-42. If the magnetization is not free
to rotate toward the applied field, then one must decompose the applied field
vector into its components along the orthogonal magnetic domain basis set. Only
the component of field parallel to the magnetization will contribute to the net
internal field that the precessing electrons experience. In this model only half of
the domains will contribute to the FMR response at any particular angle; the
remaining half will contribute to the signal when the sample is rotated 180°. In
this model the lowest field resonance is due to the uniform mode of the domains
having the smallest angle between their magnetization and the applied field; the
highest field resonance is due to the domains with 45°<θ<90° where θ is the angle
between the magnetization and the applied field. The width of the resonance peaks
is due to nonuniform demagnetization in irregularly shaped domains. From these
considerations it is not surprising that the model described in Subsection 3.3.2 fits
the data somewhat. The primary shortcoming in the data presented there is the
overestimation of the demagnetization factors. Better agreement would likely be
obtained from two ellipses with parallel and perpendicular (to the applied field)
axes 0.9524 µm and 0.2381 µm. Using these demagnetization factors, we may
compute the angle through which the applied field has rotated the domain
magnetization and by extension the actual angles between the domain
magnetization and the applied magnetic field.
Time does not permit me to perform similar analyses for the remaining
samples, but I am confident that similar considerations will result in a better
understanding of all ferromagnetic patterned thin film samples.
Copyright © Byron Watkins, 2004
135

4 Conclusions and Retrospective
This chapter contains summaries of our work and concluding remarks.
4.1 Magnetic Flux Pinning Origins of PME
We were first to discover a PME with creep-like time dependence. We were
first to discover a PME at high magnetic fields. And we were first to discover a
PME with a two-stage relaxation reminiscent of large-scale agglomeration.
It is likely that edge effects provide Meissner currents that compress an
initially uniform FLL toward the film center. It is likely that the paramagnetic
compression would have creep-like time dependence due to intrinsic flux pinning
and vortex-vortex repulsion.

It is unlikely that this mechanism alone could

generate the large size of the observed PME without another mechanism to
increase the number of vortices linking the sample as time progresses.

It is

possible that a flux-free zone is formed close to the sample edge where vortices
and/or vortex-antivortex pairs are nucleated. It is possible that, in addition to
vortices, vortex-antivortex pairs are formed when the sample first changes phase.
It is possible that these vortices and antivortices are moved by the Meissner current
to increase the paramagnetic moment.
Despite all that is likely and possible, the PME is not yet satisfactorily
understood.
4.2 Confirmation of “Magnetic Flux Pinning” in the Metastable Bean Critical
State
The author measured magnetic hysteresis loops in a perpendicular applied
magnetic field of Nb thin films patterned with Ni dot lattices using the MPMS5
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SQUID magnetometer. We have shown that changing the magnetic states of the
dot lattice may dramatically alter the overall pinning properties of these samples.
The SQUID experiments extended the electrical transport experiments of Morgan
and Ketterson by establishing experimentally that pinning enhancement attained at
and between matching fields in these samples exists in the metastable Bean critical
state as well as in the dynamic flux flow state utilized in transport measurements.
These experiments also established that the asymmetry in the matching anomalies
in the magnetization curves that follow from high-field saturation of the nickel dots
also extends to the Bean critical state, and that the asymmetry follows the polarity
of the dot magnetization.
4.3 Implications of Quasi-Periodic Instabilities of Patterned Superconductor
Film Magnetization
The author performed DFT transformations and autocorrelation analyses on
our magnetic moment data to objectively establish the existence of
commensurability effects at low temperatures, T<<TC. I constructed a “phase
diagram” shown in Figure 3-32 of the beginning and ending points of the periodic
behavior, and noted the coincidence between the onset temperature of
thermomagnetic instabilities in the reference film and an abrupt increase in the
temperature-dependent upper critical field at which the instabilities lost all
remnants of periodicity. Together, these facts imply that the source of these
instabilities is other than the diminished superconducting state heat capacity at
lower temperatures, although the latter may amplify the field range and magnetic
moment amplitude of the quasi-periodic instabilities. We find that the most likely
source of the effect is commensurability between the vortex lattice and the periodic
Ni dot lattice close to the sample edge. We further find that the sample’s edge
barrier compresses the FLL toward the sample’s interior leaving behind a flux-free
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annulus at the perimeter and that the compression ration is approximately 5:1 at
T=2.5 K. As the FLL and Ni dot lattice constants match close to the edge, the
critical current peaks. Further increase in H injects mobile vortices into the sample
edge that generate heat, reduce jC, and collapse the magnetic moment. Intrinsic
flux pinning throughout the sample and a 1:5 compression disadvantage allows the
particular field of commensurability at the sample edge to be different than Hn.
However, once commensurability is established the avalanches occur at regular
field intervals due to matching at the sample edge.
The sharp jumps in the magnetization curve observed in our study at lower
temperature (see Figure 3-27) most probably indicate a competition between the
commensurability effect of the periodic Ni dot lattice and the formation of a more
conventional Bean-like field profile within the film. The multi-terrace structure
proposed by Cooley and Grishin (96) is characterized by narrow regions of
extremely high current boundary supercurrent interlaced with areas of perfectly
matched FLL, and the magnetization curve of a patterned superconductor should
exhibit periodic jumps corresponding to large-scale flux motion during the creation
or reorganization of terraces having different flux densities in the terraced critical
state. Although we cannot identify a strict field periodicity of the magnetization
jumps at temperatures well below TC, they may indicate the local formation of
terrace structures over some limited sample area, whose size may be limited by
strong extrinsic pinning by nonperiodic defects and reduced interactions (i.e.,
shorter penetration depth) between FL at temperatures well below TC.

This

hypothesis, however, does not rule out random thermomagnetic instabilities as a
mechanism for initiating individual magnetization jumps, such as recently
observed in unpatterned Nb films (85); rather the field interval of markedly large
jumps does depend upon matching effects.
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We propose that quasi-periodic magnetization instabilities, which we
observe for applied fields approaching 1 kOe, are related to the “geometric barrier”
(9, 100, 101) that produces steep flux gradients and flux depletion regions in an
annulus between the film center (the flux compression region) and the film edge.
The large diamagnetic slope (identical to that observed in the Meissner region) of
the leading edge of these instabilities strongly suggests that the instabilities
originate near the edge of the sample as part of a novel process of filling in the
depletion region with highly ordered domains of multi-quantum fluxoids with one
filling index. This proposal is also consistent with the curious factor of “5” that
approximately indexes their characteristic onset fields, and is of the correct value
for the first penetration field calculated by Benkarouda and Clem (9) for highaspect-ratio thin films. This interpretation suggests that the geometrical barrier
plays an important role in determining the FL distribution in films with APC
lattices, and that sample geometry should be a crucial consideration in developing
patterned films for applications.
4.4 Nonlinear Magnetic Response Due to Flux Pinning by a Periodic Antidot
Array
The author has measured some of the vanadium antidot lattices in a
perpendicular magnetic field and has characterized the details of their nonlinear
magnetic response.

A computer program was developed to discrete Fourier

transform (DFT) the MPMS5 time series response, and it was used to establish the
onset of harmonic generation at an AC applied field amplitude coincident with the
onset of nonlinearities in the AC magnetization curves. The software development
was supported as part of the National Science Foundation Office of Science and
Technology Infrastructure, Academic Research Infrastructure Program Grant No.
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DMR-9512589, which provided funding for the purchase of the MPMS5 SQUID
Magnetometer.
The work on patterned vanadium films took early advantage of a new
fabrication technique for the production of superconducting thin films containing a
highly uniform (i.e., without “stitching errors”) periodic array of submicron
antidots.

This technique is based on laser interferometric lithography, which

allows for the fast production of large-area samples without stitching smaller write
fields, as is usually necessary in electron beam lithography. The vanadium thin
films had a highly ordered square lattice of holes with period 1 µm and diameter
0.4 µm, covering a macroscopic area of 2mm x 2mm. Colleagues in Dr. Brueck’s
group at the University of New Mexico performed the laser IL and V deposition.
Sharp

anomalies

in

the

AC

susceptibility,

magnetization,

and

magnetoresistivity were observed at magnetic fields that correspond to the
matching of the vortex lattice to the antidot lattice. With increasing AC drive a
crossover from sharp minima in the field dependence of m” (that is, the
dissipation) to pronounced maxima was found. This crossover was explained as
another clean manifestation of the transition from linear to nonlinear magnetic
response. The magnitude of the anomalies in m at the matching fields reflects the
difference in stability of various vortex configurations. For example, the sharp
decrease in susceptibility and transport critical current observed for the vanadium
antidot system for H>H2 reflects the fact that vortex configurations with two
interstitial vortices are less stable than configurations with one or three interstitial
vortices.
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4.5 FMR Studies of Permalloy Thin Films Patterned into Submicron Dot
Lattices
The author conducted FMR studies of patterned Permalloy thin film disc
arrays and unpatterned reference films, and utilized the nonlinear curve fitting
software in MicroCal Origin 5.0 to determine the Lorentzian function parameters
responsible for the FMR spectra. Each resonance peak yields a center energy, an
energy range or line width, and an absorption amplitude (actually the total area
under the peak). The information discerned from the curve fits was compared to
the sample symmetry and consistency was verified before the sample was
accepted.

Dr. Venkat Chandrasekhar and Dr. Sukoo Jung of Northwestern

University utilized micromagnetics simulation software to produce spectra similar
to the FMR data, and the simulated spin-wave modes were analyzed in time
sequences.
In addition to the uniform precession mode, the FMR spectra exhibited
resonances corresponding to nonuniform spin-wave modes at values of magnetic
field both above and below the uniform mode, some of which are strongly
influenced by dipolar interactions between dots. Our experimental results and
numerical simulations yielded first evidence for the existence of “hybrid modes”
that arise from complex couplings involving both dipole and exchange interactions
within individual ferromagnetic dots.
4.6 FMR Studies of Thin Permalloy Films Patterned with Submicron Antidot
Lattices
The author measured the FMR response of several Permalloy ADL and
uniform reference films fabricated by Prof. Vitali Metlushko of the University of
Illinois-Chicago.

I analyzed the results with Origin as described above and
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attempted to understand the results. We found that the in-plane direction of the
applied magnetic field does not affect the FMR spectra unless the antidots have
irregular features such as elliptical shape, non-uniform edge thickness, etc. We
found that antidot lattices with 1-micron lattice constant yield rich FMR spectra,
whereas the case of a 3-micron lattice constant exhibits only a single, very broad
absorption line; we believe the primary difference between these spectra results
from the spin-waves having wavelength longer than 1 micron but shorter than 3
microns.

If the spin-waves have wavelength in this range, they can form a

resonant magnon crystal (similar to photonic crystals in dielectrics with periodic
variations in index of refraction) in the 1 micron lattice where the propagating
magnetization waves scatter and interfere. Alternatively, the 3 micron lattice is
composed of antidots whose size is larger than the magnetization wavelength and
the waves reflect specularly; such specular reflections are extremely sensitive to
the initial position and momentum of the waves in the environment of thousands of
round obstacles. This sensitivity to initial conditions leads to chaotic dynamical
behavior and broadens the resonances. So far, we have been unable to predict the
character of the FMR spectra for the Py ADL films. The author discussed these
results at the APS March Meeting in Seattle, WA in 2001.
An alternate explanation might involve the formation of magnetic domains
that are stabilized by the antidot lattice. It has recently been discovered (107) that
small, closely-spaced antidots more effectively stabilize domain structures in
magnetic films than do larger, widely-spaced antidots.
4.7 FMR Studies of Permalloy Ring Arrays
The author performed FMR measurements, analyses, and simulations on
square arrays of patterned thin-film Permalloy rings. Three sets of samples were
observed: 1) widely separated large rings (a=10 µm, D=5 µm, d=4.5 µm), 2)
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closely spaced small rings (a=1 µm, D=0.7 µm) with various inner diameters (d=0,
40 nm, 80 nm, and 300 nm), and 3) one array with square antidots (a=1 µm,
w=0.75 µm). The large rings display a novel two-triplet splitting of the uniform
mode ferromagnetic resonance absorption. The 5 µm distance between adjacent
rings eliminates the dipole field coupling to the exchange found in closely-spaced
discs and in closely-spaced rings as is evidenced by the fact that the spectra are
independent of the direction of the in-plane applied magnetic field.
The small rings and discs display FMR spectra that closely adhere to the
square symmetry of the lattice indicating the presence of neighbor interactions.
These interactions are likely similar to the mixed exchange-dipole moment
interactions found in OOMMF simulations of closely-spaced dots.
The square array of square antidots display FMR spectra that have been
modeled by two sets of non-interacting lines placed at mutual right angles; a better
model consists of domain structures that allow each antidot to form a flux closure
loop. Each nearest neighbor antidot has flux closure with opposite circulation.
The domain walls joining adjacent domains are strongly pinned by the antidots’
square corners.
These studies have led to a model of domain wall spin pinning in which
many of the low-field spectral ferromagnetic resonances may be due to magnons
oscillating within a magnetic domain; the domain sizes increase (or decrease for
non-aligned domains) linearly with applied magnetic field. Simultaneously, the
effective field within a domain increases with the applied field. The reduced
magnon wavelength and increased domain size allows an integral number of half
wavelengths to fit in the domain and a cavity-like resonance to result.

Copyright © Byron Watkins, 2004
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Appendix
This Appendix details device modifications and innovative procedures that
were instrumental in fabricating samples, measuring sample properties, or
analyzing the results. The author was responsible for innovations discussed below,
except where explicitly noted. First, materials, tools, and methods used to pattern
thin films having areas between cm2 and nm2 will be addressed.

Multi-step

strategies for obtaining complicated patterns will be outlined. These discussions
will be followed by the procedure used to adapt a SEM for use as an electron beam
lithograph. Finally, three numerical methods for discovering patterns in data are
presented and discussed.
A.1 Patterning
The patterning of thin films consists of two possible complementary
processes: 1) pattern, deposit, and lift-off; or 2) deposit, pattern, and etch. Both
processes involve implementing a desired shape in a polymer layer that coats a
substrate. Typically, either UV light or a focused electron beam is used to transfer
the pattern to the polymer film. Once the patterns are formed in the polymer,
material is either added in a deposition process or removed in an etch process; thus
one process adds material only where the resist is absent and the other process
removes material only where the resist is absent.
A.1.1 Electron Beam Patterning Methods
High speed electrons effectively break chains of poly(methylmethacrylate),
commonly known as “PMMA”, into shorter, less massive chains. Methyl isobutyl
ketone or MIBK dissolves PMMA at a rate that decreases as the chain mass
increases. These two facts make patterning submicron shapes in PMMA feasible
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using high-energy electron beams that can be precisely focused and positioned
with scanning electron microscope optics. To minimize development time and
cost, an existing SEM can be used to generate, focus, and position the electrons, as
described in Subsection A.3.
Four-inch wafers of silicon, cut parallel to the [100] crystalline planes were
purchased from Virginia Semiconductor; this material has ~1 Ω⋅cm resistivity and
is doped with phosphorus. The wafer is cut into 1-cm-wide strips by scoring it
with a diamond-tipped stylus purchased from Ted Pella, Inc., and breaking it
across a glass straight edge such as a microscope slide. These cuts were parallel to
the [010] crystalline planes. The glass edge was useful as a guide for the stylus
and a stress concentrator. A clean sheet of centimeter graph paper was used to
measure the strips and align the straight edge. A similar method is used to cut the
strips into 5-mm-wide sample substrates; these cuts were also parallel to [001].
Each substrate is gently scrubbed with a clean cotton swab dipped in acetone
before being sequentially rinsed in acetone, isopropyl alcohol (IPA), and deionized
(DI) water. This leaves the native oxide intact, but removes most of the surface
contaminants. The substrate is then blown dry with compressed nitrogen gas. The
polished, cleaned-side of the substrate is then covered with a uniform layer of 100
kg/mol PMMA dissolved 4% in anisole (obtained from Micro Chemical
Corporation, “MCC”) by spinning the substrate and PMMA on a Headway
Research Model EC101DT spinner at 2000 rpm, followed by baking in an oven at
170oC for 1 hour.

If tall structures will be grown after resist development,

additional layers of 100k PMMA may be added after baking previous layers;
additional layers should be added to a spinning substrate to minimize the
dissolution of previous layers. Thick resist layers may also be obtained by using a
more concentrated PMMA:anisole solution. The 100k PMMA is followed by the
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deposition of a layer of 4%, 495 kg/mol PMMA dissolved in anisole by spinning at
5000 rpm, followed by another bake.
This two-layer resist structure will provide an inverted profile (see Figure A1b) after exposure and development; this profile is necessary for the success of a
liftoff step because all film outside the PMMA must be structurally isolated from

a)

f)

b)

g)

c)

h)

i)

d)

e)

j)

Figure A-1: An undercut profile (b) improves the quality of liftoff. Figure (a)
shows two layers of PMMA where 100 k was applied first directly to the
substrate and 495 k was applied second; Figure (f) shows a single layer. If
photoresist is used, the top layer has been hardened by chlorobenzene in (a)
and untreated in (f); however, the same principles apply to optical UV
lithography. Deposited particles’ trajectories leave discontiguous films in (c)
and (d) but the lack of an undercut in the PMMA (h-i) will allow the
deposition to seal the PMMA under the deposited material. In Figure (d) the
acetone may dissolve the PMMA and cleanly remove all film above the
PMMA layers. Only the film adhering directly to the substrate in (c) is left
behind after liftoff (e). As shown in Figure (i), the acetone cannot reach the
PMMA so it leaves all of the film intact; typically, some apertures are only
partially sealed and partial liftoff results.
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film on the substrate. If an etch process is contemplated, only a single layer of
495k resist of sufficient thickness to withstand the etchant is necessary; but film
deposition must precede the addition of the PMMA.
A 10-mm line was then scored down the middle of the PMMA and substrate
with the diamond stylus. This line provided a fiducial feature that could be used to
focus the Hitachi S570 scanning electron microscope (SEM); additionally, this line
was later used to separate several samples that were patterned on this single
substrate. The substrate was then placed in the SEM vacuum chamber on a stub
that also includes a Faraday cup, some 10 micron silver spheres, a 20-micron
calibration grid, and a grounding/holding strap.
The microscope was configured for an accelerating voltage of 30 kV, a low
preset magnification of 50, and a high preset magnification of 250. The center of
the Faraday cup was positioned under the beam so that the cup’s image was in the
center of the display. The magnification was increased (~10,000) until the cup’s
image was larger than the display; at this point the beam always will have been
directed into the Faraday cup and a Keithley 485 autoranging picoammeter was
used to measure the electron beam probe current. Using the condenser magnet
controls, the beam current was set to 30 pA.
The microscope was focused on the scribed line as close as possible to the
location where the sample was to be patterned and formed. The magnification was
then reduced to 50 by pressing the low preset button; this minimizes the exposure
rate by forcing the beam to scan the largest possible area of the substrate. The
substrate was then moved 50 microns closer to the exposure location and the “spot
mode” was used at magnification 50,000 to refine the shape of the electron beam
using the focus and stigmatism controls. The substrate was then moved to a
position 500 microns outside the exposure field and the spot mode was used again.
The substrate was positioned to the center of the field of exposure and the exposure
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process was initiated under computer control. When the microscope was not being
used (e.g. while the translation stage was being moved), the low magnification
preset button was pressed to minimize the exposure rate… there was no beam
blanker. Positive PMMA was used, which is less expensive and more stable than
negative PMMA. Therefore, at every point on the surface where the electron beam
irradiated the PMMA, the substrate was revealed during the resist development in
MIBK.
The resist was developed by soaking the exposed resist and substrate for 45
seconds in a small beaker containing MIBK (25%) and isopropyl alcohol (IPA);
for best results, one should use lithographic quality MIBK. Immediately following
the soak, the MIBK was rinsed under streaming IPA for 10 seconds to eliminate
the MIBK and stop the development. The IPA was then removed in streaming
nitrogen gas. The PMMA was checked under an optical microscope to verify that
development was complete. If necessary, additional development steps in 30second increments may be added, but each must be followed by IPA rinse and
blown nitrogen.
After the PMMA was developed, a film of nickel or Permalloy was
deposited to the desired thickness.

Following deposition, the substrates were

removed from the deposition vacuum chamber and submerged in acetone for 30
minutes. The acetone and sample were then placed in an ultrasonic water bath for
1 s. The sample was rinsed in streaming acetone and again in streaming IPA
before being blown dry again with streaming nitrogen gas. The substrate was then
treated for further lithography or cut into individual samples.
A.1.2 UV Masked Optical Patterning Methods
First the substrates were cleaned in acetone followed by IPA; gently
scrubbing with a cotton swab removes stubborn films or spots, but will result in
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surfaces scratches on soft material. Usually the IPA rinse is followed with DI
water unless the surface is sensitive to water; water is an oxidation catalyst, so it is
a mistake to rinse an iron film with water, for example. Streaming nitrogen gas
blows liquid water or alcohol from the wet substrate and quickly evaporates
adsorbed water and/or alcohol.
A uniform 400-nm-thick coat of Shipley 1813 photoresist was spun onto the
sample side of a cleaned substrate at 3000 rpm using a Headway Research
EC101DT substrate spinner. The resist was set by baking for 45 minutes at 90o C
in a temperature-regulated oven. If a lift-off process is contemplated, the resist
bake is followed by a soak in chlorobenzene for one to five minutes to harden the
top surface. The chlorobenzene-treated resist is less soluble in developer than the
resist located closer to the substrate, so that an inverted profile is formed by the
developer, as shown in Figure A-1b. If an etch process is used, the chlorobenzene
soak should be omitted, but the deposition should precede the application of the
resist in this case. The photoresist was exposed using a shadow mask and a
Quintel Q2001CT mask aligner. The exposed resist was developed with Shipley
Microposit developer for 45 s at room temperature. The developer was rinsed off
in streaming deionized water and dried with streaming nitrogen gas.
The substrate was then placed in a DC magnetron sputtering chamber or an
electron beam evaporation chamber and material was deposited to the desired
thickness. Obviously, other deposition methods may also be used. After removal
from the deposition chamber, the substrate was subjected to an acetone bath for 30
minutes and sonication for 1 s. The sample was cleaned with streaming acetone,
streaming IPA, and streaming nitrogen gas. The acetone dissolves the resist and
permits the film above to float free; the ultrasound dislodges stubborn holdouts.
The isopropyl alcohol rinse prevents a white powdery residue forming as the
acetone evaporates. Such a residue inhibits film cohesion and is undesired.
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The substrate was then processed for further lithography or separated into
individual samples with a diamond stylus and three glass microscope slides. One
slide beneath the substrate yields a sharp edge to concentrate stress at the stylusscribed line, another slide above the substrate anchors the substrate in place, and a
third slide pressed down on the cantilevered end fractures the substrate along the
line of stress and strain.
A.1.3 UV Laser Interferometric Patterning Methods
Figure A-2 shows a schematic diagram of the laser interferometric
lithography exposure apparatus.

An optically flat, high-reflectivity mirror is

carefully placed perpendicular to the substrate surface. Coherent light from an
argon laser (λ = 364 nm) is projected onto a mirror (k1) and a substrate coated with
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Figure A-2:
A schematic diagram illustrating laser interferometric
lithography. The dark arrows (k1 and k2) represent light wavevectors and the
relevant angles are easily verified with geometry. The coordinate axes are
shown. See text for details.
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photoresist (k2). The mirror redirects part of the laser beam (k1’) so that the rays
intersect at the substrate surface. The resulting interference may be constructive or
destructive depending upon the difference in path lengths between reflected and
unreflected rays where they recombine at the substrate surface. Since the distance
between fringes depends upon the angle of incidence, this provides an effective
means to obtain sets of large-area patterns having various lattice constants, and
none of the field stitching errors that would result from electron beam lithography.
We may compute the fringe pattern as follows. First, the wavevectors
incident on the sample (k1’ and k2) can be decomposed into their x- and ycomponents (see Figure A-2) to give
k1 x ' = k sin θ
k 2x = −k sin θ

k1 y ' = −k cos θ

Eq. 17

k 2 y = −k cos θ .

Next, the exponential form of the wave equation solution for the two waves may be
written as Ψ1 ' ( x, t ) = Ψ0 e i(k
r

1 x ' x+ k1 y y −ω t

)

and Ψ2 (x , t ) = Ψ0e i (k
r

2 x x+ k 2 y y −ω t

)

where we have already

used kz = 0 for both waves. If we substitute for the components from Eq. 17 and
add the two pieces together to get the total field amplitude, we get

(

r
Ψ ( x, t ) = Ψ0 e − i(ky cosθ +ωt ) e ikx sinθ + e − ikx sinθ

)

Eq. 18

where the common factors have been brought out front. The light intensity is the
amplitude’s modulus-squared, so the middle factor is inconsequential, and we find
the intensity to be I ( x ) = 4 Ψ sin 2 (kx sin θ ) where we have noted that the third factor
2

in Eq. 18 is 2i sin(kxsinθ). We can use a trigonometric identity to rewrite the
intensity as
I (x) = 4 Ψ

2

1 − cos (2kx sin θ )
2
= 2 Ψ [1 − cos(2kx sin θ )] .
2

This intensity is periodic in x with period a =

Eq. 19

2π
λ
=
. So different fringe
2 k sin θ 2 sin θ

spacings (λ/2 < a =~ 5λ) may be obtained by varying the angle of incidence of the
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laser beam with the mirror. Because of the translational invariance perpendicular
to page 150 in Figure A-2, a uniform pattern of linear interference fringes is
expected to appear on the substrate.
Relatively square pillars of photoresist in a regular square array may be
formed from two exposures separated by a wafer rotation of 90°. Figure A-3a
shows a MathCAD simulation of this.

Smaller pillars will result for longer

exposure times. If one can arrange for the sample pivot point to coincide with the
center of a dark line (intensity minimum), then three exposures separated by 60°

a)

b)

c)

d)

Figure A-3: Light intensity profile for multiple laser interference lithography
exposures. The pattern in (a) is due to two exposures separated by a 90o
substrate rotation. The patterns in (b), (c), and (d) are due to three exposures
separated by 60o substrate rotations. The pivot point is 0, 0.1, and 0.25 lattice
constants from the dark fringe, respectively.
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Figure A-4: SEM images of 1500 Å
thick vanadium film with square
lattice of antidots (period a=1 µm
and diameter D=0.4 µm) patterned in
the transport bridge (a, c)
configuration commonly used for
Hall
effect
and
resistivity
measurements. In (b) the central
intersection of V lines has been
magnified until the antidot lattice is
visible; rows of the lattice are parallel
to the bridge wires. In (c) the
patterned vanadium film with
attached Au contacts is shown at
reduced magnification so that the
resistivity
and
Hall
effect
measurement probe wires may be
seen.

sample rotations will result in round pillars of photoresist in a regular hexagonal
array. Figure A-3b shows a simulation of this situation; one should note that the
corners will be rounded by the sin 2κx variation of intensity with position (κ = k
sinθ). Once again, the pillar diameters can be tuned by varying the exposure
dosages; furthermore, these dosages should be only 2/3 as large as for the case
when two exposures are needed.

Figure A-3c shows a simulation of three

exposures where the pivot lies between a maximum and a minimum in intensity
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and Figure A-3d shows a similar simulation where the pivot lies on intensity
maximum. In all cases with three 60o exposures, the corners will be rounded; the
last case will result in almost uniform exposure, as if no interference were utilized.
A hexagonal array of holes might be formed in the photoresist if the exposure
times are perfect, but even the darkest places will have 1/3-dose, making this seem
unlikely.
After the antidot lattice was formed with laser IL and liftoff, the large areas
were patterned and etched to form Hall effect/resistivity four-point probe patterns,
or 2 mm × 2 mm squares for magnetic moment analysis. Figure A-4 shows one
completed four-point probe structure at three values of magnification.
A.2 Electron Beam Evaporative Deposition
Some samples were patterned with electron probe beam sized antidots in a
two-layer PMMA resist as discussed in Subsection A.1.1.

In this case the

positioning algorithm for the 30 kV electron beam consisted of computer
instructions to set the beam position to the position at which a dot was desired and
a 1.5 ms dwell for the beam to expose the dot into the resist. These two steps were
repeated until every dot in the array was exposed.

After the patterning was

complete, the substrates were placed in a vacuum deposition chamber having two
Temescal electron beam evaporator hearths. A nickel target was loaded into one of
the hearths and the crystal thickness monitor was set for nickel. The chamber was
baked and evacuated with a diffusion pump for eight hours after which 110 nm of
Ni was deposited at 2-4 A/s.

The substrates were removed from the deposition

chamber and submerged in acetone until lift-off was complete. A single sonication
for 1 s, a rinse in IPA, and a nitrogen blow dry completed the preparation of the
nickel dot arrays.
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Nb Film

Photoresist

a)

b)

Figure A-5: Illustration of the masking and deposition of Nb thin film amidst
a Ni dot array. The photoresist in (a) masks the substrate from the sputtering
plasma during the Nb deposition. Once acetone dissolves the resist from
under the deposited film, the only Nb remaining is surrounded and permeated
by Ni dots as shown in (b). The dots are covered by a discontiguous cap of Nb.
The proprietary control software is also capable of drawing larger structures
by writing dots closer together for shorter time periods. The first approximation of
the exposure process is that the total energy transfer between the electron beam and
the PMMA determines the exposure.

Second approximations require the

consideration of beam acceleration effects on beam scattering, of accelerating
voltage effects on power transfer, and of beam current fluctuations on substrate
spot potential due to Ohm’s law. Figure 3-41a, Figure 3-43, Figure 3-44b, Figure
3-45, and Figure A-6 show several examples of patterns exposed using this
method.
Photoresist was then applied for lift-off, exposed, and developed in a square
amid the field of Ni dots (see Figure A-5) as described in Appendix A.1.2; a
reference film without nickel dots was patterned simultaneously on each substrate.
No effort was made to remove any oxide barrier from the Ni dot surfaces prior to
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a)

b)

c)

Figure A-6:
SEM images of
patterned Permalloy arrays in 30
nm thick films.
Dr. Vitali
Metlushko fabricated the ring
array in (a) and the antidot lattice
in (b); he also recorded these two
micrographs.
The scale bars
represent 10 µ m and 20 µm,
respectively.
Dr. Sukkoo Jung
fabricated and micrographed the disc array in (c); the size bar corresponds to
1 µm. FMR versus applied field direction in these films and others is
discussed in Subsections 3.3.4, 3.3.2, and 3.3.3, respectively.
Nb deposition into the substrate area without photoresist. Another lift-off soak in
acetone dissolved the photoresist and removed all niobium except that deposited in
the square area occupied by the Ni dot array. A more detailed description of this
method of sample fabrication is given elsewhere (28, 63, 122, 123).
A.3 Converting a Hitachi S570 SEM to an Electron Beam Lithograph
In order to re-establish electron beam lithography (EBL) capability at
Northwestern University, we assembled an electronic interface between a control
personal computer (PC) and a Hitachi S570 scanning electron microscope (SEM).
Fortunately, our SEM previously had the digital beam control (DBC) interface
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from Hitachi installed by Kevex, Inc. We were also fortunate that the personal
computer we use to control the Hitachi electron beam position was previously
assembled and programmed by Dr. David Morgan as part of his Ph. D. thesis
project.

It remained necessary for us to adapt the signals from the Hitachi

electronics to the PC electronics. This consisted of three steps.
First, it was necessary for us to arrange for the electrical communication
signals between the ADC/DAC/IO board (Measurement Computing Model PCIDAS06/16) in the PC to be connected to the proper pins on Hitachi’s interface box.
Standard BNC coaxial cables were used and another interface box was specifically
designed and built with this in mind. Second, it was necessary to ensure that these
same signals remained in the correct voltage ranges; so two linear amplifiers (one
for x and one for y) were constructed to match the outputs from the DAC to the
inputs of the Hitachi DBC Interface. These amplifiers are part of the interface box
between the computer and Hitachi’s EBC. Hitachi’s EBC also includes the video
signal from the SEM, so an 8-bit ADC was included in the interface to digitize the
video signal. By placing the beam at position (x, y) with the beam control DACs
and reading the digitized video signal, it is relatively easy to capture the video
image at pixel (x, y). By repeating these steps at every pixel, it is possible to
record and store an SEM image in the .tif picture format to the computer’s hard
disk drive. Two programs called “Scan.exe” and “MicroGraph.exe” are provided
on the control computer to digitize an image. A schematic diagram of the interface
electronics is shown in Figure A-7.
It was necessary to alter Hitachi’s digital beam control interface. Included in
this unit was an electronic timer that would interrupt long writing sessions. This
circuit is provided as protection for the x-y electron beam coil driver transistors in
the microscope. After the temperatures of these transistors were measured under
‘worst case’ power load, it was decided that this timer was unnecessary and has
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Figure A-7: Schematic diagram of electronics interface between a PC DAQ
board and the Hitachi DBC (digital beam control) option.
been disabled with a simple miniature SPST switch that was placed on the DBC
interface’s front panel. If this causes the transistors to fail, more robust transistors
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are now available as possible replacements. Moreover, the protection is available
for purposes other than EBL via the flip of a switch.
Third, it was also noted that the integrating relaxation oscillators (x and y
ramp generators) in the S570 generate noise spikes each time one of the capacitors
was reset. These oscillators are used to steer the electron beam sample probe and
the electron beam spot on the CRT display. During normal microscope usage,
these noise spikes have no effect because they occur outside the field of view. In
fact, the purpose of resetting the capacitors is to quickly move the beams back to
the left side (for the horizontal oscillator) or top (for the vertical oscillator) of the
viewing area in preparation for the next scan line or frame. However, while
writing patterns these noise spikes jerk the beam away from the position on the
sample we want to expose. It is true that the DBC installation by Kevex has
interrupted the normal signal flow so that our externally generated signal steers the
beam instead of these internally generated ramp signals, but these large current
spikes coupled with nonzero PC board trace impedances allowed the grounds to be
shifted by ~100 mV for a few dozen microseconds at each occurrence. Since we
need to avoid these noise spikes, two DPDT slide switches have been supplied that
short out these integrating capacitors when placed in the “Stop” position. These
two switches are located on the front panel of the SEM to the right of the display.
The module is named “Sweep Generator Interrupt Control”.
Finally, Northwestern University has a local radio station whose signal at the
Technological Institute is quite large. This signal was inductively coupled to the
feedback circuitry in the x and y scan amplifiers. By re-routing the feedback, this
signal was differentially fed to the amplifiers and its effect was greatly reduced.
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A.4 Discrete Fourier Transforms
Numerical algorithms to determine frequency components of discrete time
series data are well known. (124) Called “discrete Fourier transforms” (DFT),
these algorithms assume that the data sequence repeats endlessly or that the
captured sequence is of sufficient length that its infinite time approximation is
reasonable; the infinite-length approximation can be justified if the lowest
frequency of interest satisfies ν ≥ 1/Τ , where T is the total duration of the entire
data sequence.
A subset of discrete Fourier transforms is the “fast Fourier transform” (FFT)
which may be employed if N = 2n for some integer n; N is the total number of data
points in the data sequence. The advantage of the FFT is that it can take advantage
of the speed at which modern computers can transform large data sequences; and
the disadvantage of the FFT is that only infrequently will a data sequence with 2n
data points contain exactly one period of the fundamental harmonic. The DFT also
has this disadvantage; however, by carefully selecting the number of data points to
use, one may significantly reduce the disparity between the time taken to gather the
data and the period of the fundamental for an arbitrary signal.
Since the transformed spectrum will apply to an infinitely repeating time
series, any discontinuity between the first data sample and the N+1 data sample
will result in extraneous high-frequency harmonics appearing in the transformed
spectrum. Theoretically, the highest meaningful frequency that may be obtained
from a Fourier transform is ν <νN = N/(2τ), called the “Nyquist frequency”, where
τ is the elapsed time between samples.

In practice, the highest meaningful

frequency is much lower due to instrumentation errors inherent in gathering data.
Because of this high-frequency limitation, it is possible to artificially constrain the
frequency bandwidth of the data using numerical filtering algorithms or
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‘windowing algorithms’ without meaningfully deteriorating the spectrum. Such
low-pass filters smooth any discontinuity generated by mismatches between the
beginning and end of a data set, and admit the possibility of truncating or padding
(with zeros or a line) the data sequence in order to utilize the FFT for data
sequences with large timing mismatches and extraneous high-frequency response.
Windowing algorithms have the added benefit of averaging instrumentation noise
over several data samples and reducing its effect on the resulting spectrum. Users
must be careful to apply windowing algorithms with sufficient bandwidth (few
enough samples in the averages) to retain an accurate spectrum. Users must also
assure sufficiently large data samples that the measurement time is close to an
integral multiple of the longest waveform period of interest; failure to do so will
result in incorrectly computed component amplitudes for these low-frequency
components.

Furthermore, windowing algorithms cannot correct these low-

frequency errors.
When designing experiments employing time-sampled data, one should use
a sufficiently high sample rate to assure 10 samples per period of the highest
frequency of interest and one should extend the measurement time until the total
time is at least 10 times longer that the maximum likely mismatch (between
measurement time and integral number of fundamental periods). Furthermore, one
should consider the possibility of signals being present in the analog signal whose
frequencies are above the Nyquist frequency, because these signals will appear in
the spectrum as an ‘alias’ of the actual frequency. The alias frequency, ν a, will be
ν a = |ν − mνN| for a suitable integer, m, chosen to make 0 ≤ ν a ≤ νN/2, and its
presence will obviously distort the meaning of the resulting spectrum.

It is

therefore common practice to insert a low-pass “apodizing” filter into the signal
path prior to the analog-to-digital converter if the high-frequency integrity of the
signal is in doubt.
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The output units of a Fourier transform are reciprocal to the sample
separation units; seldom are these units different from frequency (Hz) and time (s),
respectively. However, Fourier analysis is valid for any function of any variable
and we have utilized it to document quasi-periodic (in applied field instead of in
time) instabilities in magnetic hysteresis loops of the Nb/Ni combined systems
studied in this work.
A.5 Discrete Fourier Transform of MPMS5 AC Data
If we apply these principles to Quantum Design’s .wav files, we will find
that each measurement consists of exactly two periods of stimulus; in this case all
mismatch errors are due to transient responses in the samples.

Since

superconductor magnetic responses are overdamped, transient response in the data
we have presented is insignificant and no windowing algorithm was necessary for
the DFT employed. We have applied a windowing algorithm nevertheless, so as to
utilize its smoothing effect, and to realize a program with applicability to other
magnetic systems. Finally, we have used the slower DFT to realize the maximum
benefit from the exact match given to us by Quantum Design (since N ≠ 2n, FFTs
cannot utilize this).
When a Windows user drags a data file icon (example.wav) and drops it onto
the DFT.exe program icon, Windows generates the following DOS instruction for
the attention of the operating system: p:\progdir\DFT.exe d:\datadir\example.wav.
The first half of this command (‘p:\progdir\DFT.exe’) instructs DOS to execute the
program that will compute the Fourier transforms for every measurement in the
data file. Moreover, DOS will store the command line segments (separated by
spaces) in the character array argv and the total number of line segments in the
integer argc before launching the program. (People familiar with command line
programming in C or C++ will already know this.) In this case, argc = 2, argv[0] =
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”p:\ progdir\DFT.exe”, and argv[1] = ” d:\datadir\example.wav”, where p is the
drive specification and progdir is the complete path to the DFT.exe executable file,
d is the drive specification and datadir is the complete path to the example.wav and
example.dat data files. The .wav files contain no information about sampling rate,
amplifier gain, filter selection, etc.; this necessary information is contained in the
corresponding .dat files. Therefore, it is necessary for the DFT.exe program to
open both files and extract some of the requisite information from each before
completing the transforms. The drive specification and path, however, are given
only for the .wav file; Windows cannot generate a command that simultaneously
provides locations to both files. Because of this, it is necessary for both files (.wav
and .dat) to coexist in the same directory (or ‘folder’ using modern parlance)
before the icons are dragged and dropped. If DFT.exe fails to find example.dat in
the same directory as example.wav, it will signal an error condition and no
transforms will result. Of course, users familiar with DOS may type the command
or an equivalent shorter form at a DOS prompt instead of dragging and dropping to
achieve identical results. The results of the Fourier transforms are written to a data
file with extension .dft having the same name as the .wav and .dat in the same
location as the original data files (d:\datadir\example.dft in this case). By selecting
several .wav files and dragging to drop the group onto the DFT.exe program icon,
it is possible to transform the data in each of them in sequence; this is analogous to
composing a DOS batch (.bat) file that calls the program for each data file in the
group and then exits.
The time samples are read from the .wav file for each AC measurement; the
magnetic moments (m’ and m”), the fundamental frequency, the number of data
points (Nwav), and other information are read from the .dat file for each
measurement. Since exactly two periods of AC drive are used, Twav = Nwav/ν 1
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where ν 1 is the fundamental frequency and Twav is the total time during which data
was being sampled; the sampling rate is ν s = Nwav/Twav.
We analyze the data by filtering the time sequence and computing the
Fourier spectrum using the initial assumption that the real component, m’, of the
magnetic moment is a sinusoid with zero phase and that the imaginary component,
m”, is a cosinusoid with 3π/2 phase. Next we compute a scaling factor, fs, to make
|m| = |M|, where m is the magnitude of the complex magnetic moment reported in
the .dat file and M is the complex amplitude of the computed fundamental; we also
compute the effective filter time constant, τf, to make the reported phase angle
equal to the computed fundamental phase. These parameters (fs and τf) are then
assumed to be valid for the harmonics as well as the fundamental, and are selfconsistently applied to the generation of the first 50 harmonics in the frequency
spectrum. These frequency components are then written to the .dft output file
following the respective frequency (ν n = nν 1) in a tabular format that is readily
imported into spreadsheet and graphing software. In addition to the real and
imaginary components of each harmonic, the amplitude and phase of the complex
(phasor) magnetic moment harmonics are written to the last two columns of the
.dft file.
A.6 Auto Correlation
The Fourier transform is one example of correlating an ordered set of data to
a harmonic series, but, other methods of data correlation certainly exist. Least
squares fit to a straight line is one of the most useful and well-known methods of
data correlation, and decomposition into orthogonal function sets (Legendre
polynomials, Bessel functions, Chebychev polynomials, etc.) is another method
useful on occasion. Least squares fits (whether to linear or nonlinear functions)
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rely upon the minimization of the magnitude of the average difference between the
fit function and the data points to choose the variable parameters that most
accurately reproduce the set of data. Decomposition methods like the Fourier
transform, however, rely upon a different, complementary principle to select
parameters that best represent the data points. In order to begin examining this
principle, we will examine the mechanics of the Fourier transform in more detail.
The first step in computing a Fourier transform is to multiply the
transformed function of time by sine (or cosine) functions of time. For clarity, we
will assume that the phase of the sine (or cosine) function is chosen in advance to
be the same as the respective frequency component of the transformed function.
The completeness of the sine-cosine set allows the computation of phase and
frequency simultaneously (an equivalent possibility) but our choice (having one
less unknown) is easier to follow in an example. When we multiply the two
functions of time, we get a product that is either positive or negative (neglecting
zero) indicating whether the signs of the two functions are alike or opposite,
respectively.
The second step in computing a Fourier transform is to add up these
products at all possible times.

If the transformed function contains this sine

function in its composition, then this component multiplied by the sine function is
always positive because the two multiplicands always have like signs (since we
assumed the phase to be the same above). Of course, other components of the
transformed function also affect the individual products, but their effects when
computing this component add to zero. Since their frequencies are different from
that of the multiplied sine function, the product is positive exactly the same amount
of time it is negative. The value of the resultant sum is proportional to the
amplitude of the sine component in the transformed function. Other components
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of the transform are found by repeating these steps, but choosing the other sine
frequencies.
The Fourier transform is very selective; it is capable of discerning
frequencies as close together as 1/T where T is the total length of time in which
data was gathered. However, it selects only repetitive patterns in data; other
patterns go unnoticed.
When two numbers are multiplied together, two possible relations exist
between the multiplicands; their signs are alike or they are different. If a series of
data has zero average, then autocorrelation may be used to highlight patterns
having irregularities that more sensitive analysis methods might miss.
Autocorrelation is the process of correlating an ordered set of N numbers with itself
N

as defined by C (τ ) = ∑ fi f i+ τ where i+τ is modulo N. Conventionally, C(τ) is
i =1

plotted vs. τ to look for peaks and valleys. If f contains a characteristic pattern
with period τ, then that signal will tend to produce products of numbers fi and fi+τ
that have the same sign and whose products will then add to yield a peak in the
autocorrelation function. If the sequence of numbers has no pattern with period τ,
then their products will be half positive and half negative whose sum will be within
a standard deviation of zero. One may note that a periodic signal with period τ will
tend to produce negative sums at τ/2 and 3τ/2. In this work, autocorrelation
functions were used to analyze the periodic instabilities in the low-temperature
magnetic hysteresis loops of the Nb/Ni dot samples.

Copyright © Byron Watkins, 2004
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