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Abstract A range of procedures in both robustness
and diagnostics require optimisation of a target func-
tional over all subsamples of given size. Whereas such
combinatorial problems are extremely difficult to solve
exactly, something less than the global optimum can be
‘good enough’ for many practical purposes, as shown
by example. Again, a relaxation strategy embeds these
discrete, high-dimensional problems in continuous, low-
dimensional ones. Overall, nonlinear optimisation
methods can be exploited to provide a single, reason-
ably fast algorithm to handle a wide variety of prob-
lems of this kind, thereby providing a certain unity.
Four running examples illustrate the approach. On the
robustness side, algorithmic approximations to mini-
mum covariance determinant (MCD) and least trimmed
squares (LTS) estimation. And, on the diagnostic side,
detection of multiple multivariate outliers and global
diagnostic use of the likelihood displacement function.
This last is developed here as a global complement to
Cook’s (1986) local analysis. Appropriate convergence
of each branch of the algorithm is guaranteed for any
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target functional whose relaxed form is – in a natural
generalisation of concavity, introduced here – ‘gravi-
tational’. Again, its descent strategy can downweight
to zero contaminating cases in the starting position. A
simulation study shows that, although not optimised
for the LTS problem, our general algorithm holds its
own with algorithms that are so optimised. An adapted
algorithm relaxes the gravitational condition itself.
Keywords combinatorial optimisation, concave func-
tions, diagnostics, gravitational functions, nonlinear
optimisation, robustness
1 Introduction
Many optimisation problems arising naturally in statis-
tics are combinatorial by definition and correspondingly
extremely difficult to solve exactly. We focus on two
such problem classes – one arising in robustness, the
other in diagnostics. Although involving formally equiv-
alent optimisation problems, these two areas of statisti-
cal methodology have developed somewhat separately.
An important feature of these problem classes is
that something less than the global optimum can be
‘good enough’ for many practical purposes, as shown by
example. This mitigates their intrinsic difficulty, while
the relaxation strategy adopted here allows nonlinear
optimisation methods to be exploited.
Overall, we provide a single, reasonably fast algo-
rithm to handle a wide variety of problems of this kind,
thereby providing a certain unity. Appropriate conver-
gence of each branch of the algorithm is guaranteed for
any target functional whose relaxed form is ‘gravita-
tional’, such functions being introduced below as natu-
ral generalisations of concave functions. Another attrac-
tive feature of the algorithm is that its descent strat-
2egy can downweight to zero contaminating cases in the
starting position. Yet wider applicability is offered by
an adapted algorithm in which the gravitational condi-
tion is itself relaxed.
The paper is organised as follows.
In robustness, a class of estimators are, or can be,
defined in terms of optimisation of a specified target
functional over all subsamples of given size, lead ex-
amples – algorithmic approximations to which are used
here – being minimum covariance determinant (MCD)
and least trimmed squares (LTS) estimation. Equally, a
general problem arising in diagnostics is to identify sub-
samples of given size whose deletion maximally changes
a statistic of interest as measured by an appropriate tar-
get functional, lead examples being detection of multi-
ple multivariate outliers and global diagnostic use of
the likelihood displacement function. This last is devel-
oped here as a global complement to Cook’s (1986) local
influence analysis, a case being called a ‘likelihood out-
lier’ if it unduly influences likelihood point estimation.
Section 2 reviews these problem classes and details our
four lead examples.
Section 3 reviews the relaxation strategy proposed
in Critchley et al. (2004) as a means of embedding
such discrete, high-dimensional optimisation problems
in continuous, low-dimensional ones. Focusing without
loss on minimisation problems, this strategy succeeds
in smoothly reformulating any problem whose relaxed
target function is concave. We go on to show that it also
succeeds for the wider class of ‘gravitational’ functions.
These functions have the defining property that when,
in any given direction, you start off downhill, you keep
going downhill. For example, although not concave, a
normal density function is gravitational. This gives suf-
ficient generality to cover many statistical problems.
For example, as we show, the negative relaxed likeli-
hood displacement function for inference for an expo-
nential mean is gravitational but not, in general, con-
cave. This broad applicability is illustrated by our run-
ning examples, whose relaxed target functions are also
given here.
Section 4 describes our implementation of this relax-
ation strategy in which constrained nonlinear optimisa-
tion methods are exploited to provide a single, reason-
ably fast procedure capable of handling a wide variety
of problems of this kind. It finishes with a description
of an adapted algorithm in which the gravitational con-
dition is itself relaxed.
The resulting unifying algorithm, and its adapta-
tion, are illustrated and tested on the four running ex-
amples in Section 5. In particular, an LTS simulation
study compares our relaxed algorithm with FASTLTS
(Rousseeuw and Van Driessen, 2006) and the improved
Feasible Subset Algorithm (Hawkins, 1993 and Hawkins
and Olive, 1999). Similar comparisons for the MCD
problem are given in Schyns et al. (2008).
The emphasis throughout the paper is on method-
ological and algorithmic unity. However, as noted in the
short, closing discussion, further work includes ‘tuning’
our general algorithm to better exploit features of any
particular problem.
2 Two, equivalent, combinatorial problem
classes
2.1 A generic formulation
Throughout, {zi ∈ Rd : i ∈ N} with N = {1, ..., n} de-
notes a random sample of n > 1 distinct cases from an
unknown distribution F . In multivariate contexts where
all the variates are on the same footing, we put d = k
and zi = xi. In the usual notation for (generalised) lin-
ear models, we put d = k + 1 and zTi = (x
T
i , yi).
Throughout, H and M denote complementary sub-
sets of N containing respectively h > 0 and m > 0
indices, so that h +m = n. Holding onto the cases la-
belled by H is exactly the same thing as missing out
those labelled by M . Accordingly, we use F̂H = F̂−M
to denote the empirical distribution function assigning
equal weight h−1 = (n−m)−1 to the cases whose index
is in H – equivalently, not in M .











subsets of N containing exactly 0 < a <
n indices. Putting Na = {∅ ⊂ A ⊂ N : |A| = a}, we
follow Critchley et al. (2004) and focus on the following
– entirely equivalent – combinatorial problem classes
for a given scalar functional t[·]:
Problem 1 (Combinatorial optimisation problem)
(D) Optimise t[F̂−M ] over M ∈ Nm
(R) Optimise t[F̂H ] over H ∈ Nh
The (D) form is natural in diagnostics, the (R) form be-
ing equally natural in robustness. We outline next some
well-known examples, used for illustration throughout.
2.2 Examples: instances of Problem 1
2.2.1 In robustness
1. Minimum Covariance Determinant estimator:
The Minimum Covariance Determinant (MCD) esti-
mator (Rousseeuw, 1985) consists of determining a
subsample H, of given size h, from a multivariate
sample with minimal generalised variance. It be-
ing convenient to work with the logarithm of this
3quantity, the MCD version of Problem 1 minimises
t = tMCD given by:
tMCD[F̂H ] = log det(cov[F̂H ]). (1)
2. Least Trimmed Squares (LTS) estimator:
Consider the linear model yi = x
T
i β + εi (i ∈
N) where the {εi} are independently distributed as
N(0, σ2) and β ∈ Rk. For given h (greater than k, to
avoid exact fits), the Least Trimmed Squares esti-










in which r2(1)(β) ≤ r2(2)(β) ≤ . . . ≤ r2(n)(β) are the
ordered squares of the β-residuals {ri(β)}i∈N , given
by ri(β) = yi − xTi β.
Equivalently, β̂LTS is the least squares estimate for
the h-subset with smallest residual sum of squares.
For, letting





the least squares estimate for the subsample indexed





S(β̂LTS) = S(β̂Ĥ) where Ĥ := argminH∈Nh R[H]
is unique (w.p.1). Thus, the minimum of S(·) be-
ing assumed unique, β̂LTS = β̂Ĥ can be found via
minimisation of t = tLTS given by:
tLTS [F̂H ] = R[H]. (2)
2.2.2 In diagnostics
1. Detection of multiple multivariate outliers:
Atkinson (1986) introduced a general two-stage
strategy to overcome masking problems in a vari-
ety of multiple outlier detection contexts, Critchley
et al. (2001) confirming that this strategy is both
effective and fast in the linear model. Here, we con-
sider its use in the important problem of detecting
multiple outliers in multivariate data, retaining the
exploratory spirit of identifying potential outliers, if
any, via a graphical display of a suitable diagnostic.
It is assumed that at least a majority of cases follow
a common pattern, a maximum number m ≤ ⌊n/2⌋
of potential outliers being specified. In practice, it
can be insightful to use a range of values of m.
As simple algebra confirms, the geometric intuition
here is that large enough outliers inflate total vari-
ance. Stage I seeks a subsampleM of m cases whose
deletion maximally decreases this Euclidean-inva-
riant measure of dispersion. Thus, the correspond-
ing version of Problem 1 minimises t = ttrace given
by
ttrace[F̂−M ] = 100× trace(cov[F̂−M ])
trace(cov[F̂ ])
, (3)
the optimal subset being denoted M̂ .
At stage II, each case i ∈ M̂ is added back, by it-
self, to the retained cases (those labelled by Ĥ =










δi ≥ 0 ⇔ hh+1
∥∥∥xi −mean[F̂Ĥ ]
∥∥∥2 ≥ trace(cov[F̂Ĥ ]).
A plot of the {δi}i∈M̂ may then reveal as potential
outliers those cases, if any, with relatively large pos-
itive values of δi. Rather than rely on distribution-
specific calculations, ‘relatively large’ is defined con-
textually, the user choosing a cut off point graph-
ically by reference to the empirical distribution of
the {δi}i∈M̂ , as illustrated in Section 5.2 below.
2. Global diagnostic use of the likelihood
displacement function:
Suppose here that the data {zi : i ∈ N} indepen-
dently follow a parametric statistical model, zi hav-
ing log-likelihood li(θ), say, and let θ̂ maximise the
overall log-likelihood l(θ) =
∑
i∈N li(θ). Comple-
mentary to the local perturbational analysis of Cook
(1986), a generic diagnostic problem is to find, for
given m, that subsetM of m cases with the greatest
effect on likelihood inference in the sense of max-
imising the likelihood displacement function. Thus,
the corresponding version of Problem 1 maximises
t = tLD given by








The Atkinson (1986) analysis can be adapted to un-
mask ‘likelihood outliers’ – those cases unduly in-
fluencing likelihood estimation of θ – thus: stage I















(·) is the log-likelihood for the retained




imises the log-likelihood for Ĥ∪{i}. Likelihood out-
liers may then be revealed as those cases i ∈ M̂ with
4relatively large δi values as, again, judged graphi-
cally.
3 A relaxation strategy
3.1 Smooth embedding of combinatorial problems
The formulation of Problem 1 shows that the problems
of interest here are combinatorial. Unfortunately, such
problems are often extremely difficult to solve exactly.
In particular, complete enumeration of all feasible solu-
tions rapidly becomes impractical with increasing prob-
lem size. More efficient – but still exact – approaches
are available, such as the branch and bound (or branch
and cut) algorithm. However, in the particular case of
the MCD estimator, extensive work by Agullo´ (personal
communication) has shown that the branch and bound
algorithm is only really operational if n ≤ 50 and k ≤ 5.
Instead, in this paper, we implement an approach
suggested in Critchley et al. (2004). The idea here is
to relax the problem, placing it in the world of non-
linear optimisation whose tools we then exploit. That
is, the discrete, high-dimensional Problem 1 is embed-
ded in a smooth, low-dimensional one, as follows. This
is a specific instance of convex relaxation, which dates
back at least as far as Birkhoff’s theorem on permuta-
tion matrices as extreme points of the doubly stochastic
matrices.
First, we use probability vectors to label weighted
empirical distributions. For each p ≡ (pi) in the set
P
n of all probability n-vectors, F̂ (p) puts probability
pi on case zi. In particular, p◦ := (n
−1) labels the

















T labels the distributions {F̂−M : M ∈
Nm} ≡ {F̂H : H ∈ Nh} = {F̂ (v) : v ∈ Vn−m} over
which an optimum is sought. We refer to members of
V
n
−m ≡ Vnh as (indexing) h-subsets, since they put equal
weight h−1 on each of h indices and zero weight on the
others.
Next, we embed Vn−m ≡ Vnh in its convex hull Pn−m ≡
P
n
h = {p ∈ Pn : pi ≤ h−1 ∀ i}, noting that, dually, Vnh
is the set of all vertices (extreme points) of Pnh. For any
p ∈ Pnh,
N0(p) = {i ∈ N : pi = 0} ,
N∗(p) =
{




i ∈ N : pi = h−1
}
(5)
are possibly empty, disjoint sets covering N with sizes,
n0(p), n∗(p) and n1(p) say, summing to n (note that
n∗(p) = 1 is impossible). Thus, p is a relative interior
point of Pnh if n∗(p) = n and a relative boundary point
otherwise, being a vertex if and only if n∗(p) = 0. A
relative boundary point p belongs to the exposed face









vertices v ∈ Vnh with N0(v) =
N0(p) and N1(v) = N1(p), whose dimension nv(p) − 1
is zero if and only if p is a vertex.
Finally, we replace the target functional t[·] by its
smooth version t(p) := t[F̂ (p)]. This strategy results in
the following smooth reformulation of Problem 1:
Problem 2 (Smooth reformulation of Problem 1)
Optimise t(p) over p ∈ Pn−m ≡ Pnh.
Focusing now without loss on smooth minimisation
problems, it follows at once that any concave func-
tion t(·) attains its minimum over the feasible region
P
n
−m ≡ Pnh of Problem 2 at a member of the feasible
region Vn−m ≡ Vnh of Problem 1. In fact, this relax-
ation strategy succeeds for a wider class of ‘gravita-
tional’ functions, defined next.
3.2 Gravitational functions
We begin by defining gravitational functions on a gen-
eral convex set P. Recall that a direction d (‖d‖ = 1)
from p ∈ P is called feasible if p + δd ∈ P for all small
enough δ > 0.
We call a smooth function t(·) : P → R gravitational
if it has the property that when, in any given direction,
you start off downhill, you keep going downhill. That
is, if for each point p ∈ P and for each feasible direction
d from p:
dT t′(p) ≤ 0⇒ dT t′(p+ δd) ≤ 0, (δ > 0, p+ δd ∈ P) ,
(6)
where t′(·) denotes the gradient vector. Subsuming
smoothness, every concave function is, therefore, grav-
itational, having the stronger property that:
dT t′(p) ≤ 0
⇒ dT t′(p+ δd) ≤ dT t′(p) ≤ 0, (δ > 0, p+ δd ∈ P) ,
while every increasing function of a gravitational func-
tion is gravitational. We note in passing that, generalis-
ing a familiar result for concave functions, p is a global
maximum of a gravitational function t(·) if and only if
dT t′(p) ≤ 0 for every feasible direction d from p.
We focus now on gravitational functions t(·) defined
on the convex set P = Pnh.
The linear constraint pT 1n = 1 means that any
movement within Pnh is in a centred direction d satisfy-
ing d = Cnd, where Cn = (In−n−11n1Tn ). Thus, instead
of a gradient vector t′(·) computed without regard to
5this constraint, we may use the unique centred gradient
tc(·) := Cnt′(·), noting that dT tc(p) = dT t′(p). This is
a special case of a projected gradient, widely used in
constrained optimisation (see, for example, Bazaraa et
al., 1993).
Now, if ±d are both feasible from a local minimum
p of t(·), dT tc(p) = 0. Thus, if p is a global minimum
and t(·) is gravitational, t(·) must be constant over all
p± δd in Pnh. Accordingly, we have:
Lemma 1 Let t(·) be a gravitational function on Pnh.
Then: (a) if t(·) is global minimised at a relative interior
point p ∈ Pnh, t(·) is constant on Pnh. (b) if t(·) is global
minimised at a relative boundary point p ∈ Pnh, t(·) is
constant on F(p).
Lemma 1 gives at once:
Proposition 1 A gravitational function attains its
minimum over Pnh at a vertex.
In many statistical problems, the constancy described
in Lemma 1 for any non-vertex p ∈ Pnh has probability
zero. In such cases, a gravitational function is minimised
over Pnh only at a vertex (w.p.1).
We give next the relaxed versions of the example
target functionals.
3.3 Examples: relaxed versions of the target
functionals
3.3.1 In robustness
The relaxed target functions tMCD(·) and tLTS(.) below
are both concave (see Schyns et al. (2008) for MCD, and
the Appendix for LTS), ensuring that each attains its
minimum at a vertex.
1. Minimum Covariance Determinant estimator:
The MCD target functional (1) relaxes to
tMCD(p) = log det(Σ̂(p)) (7)
where Σ̂(p) :=
∑
i∈N pi (xi − x(p)) (xi − x(p))T ,
in which x(p) :=
∑
i∈N pixi.
2. Least Trimmed Squares estimator:













i (β) = (X
TPX)−1XTPy
in which X = (xTi ) and P = diag(p).
3.3.2 In diagnostics
The relaxed target function ttrace(·) below is a concave
quadratic (see Appendix), whose minimum is therefore
attained at a vertex. Maximisation of tLD(·) is equiva-
lent to minimisation of −tLD(·). Some of its properties
are noted below, while specific examples are illustrated
in Section 5.
1. Detection of multiple multivariate outliers:
The multivariate outlier detection target functional
(3) relaxes to
ttrace(p) = 100× trace(Σ̂(p))
trace(Σ̂(p◦))
. (9)
2. Global diagnostic use of the likelihood
displacement function:
Here, we relax by putting probability weight pi on
li(·), the log-likelihood for zi, rather than on zi itself.
We write l(θ; p) =
∑
i∈N pili(θ) so that, in partic-
ular, l(θ) = nl(θ; p◦). Thus, the unperturbed MLE
θ̂ = θ̂(p◦), where θ̂(p) = argmax l(·; p). Overall, the







For all models, −tLD is concave throughout a neigh-
bourhood of p = p◦. For, (10) gives at once that
tLD(p) ≥ tLD(p◦) = 0 while, under regularity,
tcLD(p◦) = 0. Thus: −tLD(·) is concave (hence, grav-
itational) throughout a neighbourhood of p = p◦,
whatever the underlying model.
This concavity extends to all of Pnh for k-variate
known dispersion normal samples (k ≥ 1) with θ =
µ. In general, whether or not −tLD(·) is gravita-




Switching to the world of continuous optimisation is not
a solution in itself, some of its sub-classes being much
easier to handle than others. Unconstrained problems
are easier than constrained problems (indeed, a classical
way to deal with constrained problems is via a sequence
of related unconstrained problems). Linear problems,
with or without constraints, can be solved with great
efficiency. Focusing now without loss on minimisation
problems, convex functions are relatively straightfor-
ward. In the much more challenging nonconvex case,
6among other possibilities, we may resort to heuristics
such as simulated annealing and genetic algorithms. An
additional difficulty here is the possibility of multiple
local optima, minimisation of a concave function be-
ing a prime example. Convergence to the global opti-
mum is rarely guaranteed in the nonconvex case, even
if techniques can be applied to increase the probability
of this. Due to this complex diversity, there is no uni-
versally applicable optimisation tool. A complete sur-
vey of the field is beyond the scope of this paper, but
details on many nonlinear optimisation and related ap-
proaches can be found in, for example, Pardalos and
Rosen (1987), Bazaraa et al. (1993), Horst and Tuy
(2003), Conn et al. (2000) and Sartenaer (2003).
For the examples of interest here, the continuous
formulation of Problem 2 belongs to a difficult cate-
gory of minimisation problems: nonconvex – often grav-
itational, if not concave – functions under convex con-
straints (here, bound and linear constraints), the min-
ima only being encountered when constraints are ac-
tive. We may also want to preserve some properties of
the underlying estimators or methods, such as affine
equivariance, which is not guaranteed by all optimisa-
tion methods. However, the goal of this paper is not to
develop a new algorithm capable of solving arbitrary
constrained nonlinear problems. Our objective is much
more modest:
to assess whether relaxation provides a suitable,
general approach to a range of important sta-
tistical problems which can be relaxed into the
form of Problem 2, the strategy being to produce
a single, reasonably fast algorithm for problems
of this type.
Again, we emphasise that something less than the glo-
bal optimum can be ‘good enough’ for many practical
purposes. In particular, this is true with the running ex-
amples here, in each of which it is often sufficient that
the retained subset Ĥ itself contain no gross outliers.
Accordingly, in this paper, we use only basic nonlinear
optimisation techniques – notably, the feasible direction
method based on projected gradients. More advanced
optimisation techniques could well be used to advan-
tage, especially when pursuing the quite different strat-
egy of developing a suite of separate algorithms, each
designed to exploit properties particular to a specific
type of target function t(·). For example, concerning
ttrace(·), Danninger and Bomze (1993, Theorem 2) have
developed a global optimality condition for use when
minimising a concave quadratic. Indeed, it could well
be of interest to explore the use of global optimisation
methods (see, for example, Pardalos and Rosen (1987)
and Horst and Tuy (2003)) in any context where the
user is happy to trade speed off against optimality. More
widely still, we have the challenge of bringing the most
appropriate operational research techniques to bear on
important statistical problems. But alternatives such
as this – including algorithmic comparison on specific
target functionals – we leave for further developments.
We describe next the descent algorithm used for the
relaxed Problem 2.
4.2 Starting points and descent to a vertex
4.2.1 Starting points
For nonconvex problems such as those considered here,
the choice of starting points is crucial. Indeed, in the
gravitational case, as soon as the algorithm starts de-
scending a valley, there is no turning back. The vertex
where the iterative descent procedure ends up is com-
pletely determined by the point from which it starts.
Hawkins and Olive (2002) emphasise that algorith-
mic estimators approximating theoretical counterparts
do not share their general theoretical properties, giving
some guidelines to help guard against this. Combin-
ing sufficiently many random h-subsets (vertices of Pnh)
with other, intelligently chosen, starting points is espe-
cially recommended to avoid inconsistency problems.
In particular, they argue that the number of starting
points, and of concentration steps from each, should
not be fixed independently of sample size n but, rather,
need to strongly increase with it. Here, using many
starting points allows investigation of many different
valleys while, for the size of examples considered, sim-
ulations have shown that using a few hundred starts
yields procedures that are both reasonably fast and ef-
fective, each being iterated to convergence. Again, the
requirement for many starts is somewhat mitigated here
in as much as our descent strategy can downweight to
zero contaminating cases in the starting position. Nev-
ertheless, except when explicitly stated otherwise, 500
starts are used by default in the application of the al-
gorithm.
Appropriate deterministic starting points vary be-
tween problems and we restrict ourselves to the follow-
ing remarks. Whenever tc(p◦) 6= 0, we use p◦ = (n−1)
which does not favour any of the cases. In the LTS
problem, it corresponds to OLS estimation. For this
problem, a referee suggested adding two further start-
ing points, the h cases (a) with smallest absolute least
squares residuals and (b) with response closest to the
median of {yi}. These two starting points are quite
natural in the regression context and require little ad-
ditional computation. Accordingly, they were included
here, (albeit that a specific comparison made for one of
7the simulation setups described in Section 5.5 showed
that they do not perform much better than an arbitrary
random start). For the MCD problem, several propos-
als inspired by the intrinsic properties of this particular
target functional are detailed in Schyns et al. (2008).
4.2.2 Direction of descent
Our approach uses local information to optimally de-
scend, in an iterative manner, from a given starting
point to a vertex.
In general terms, a steepest descent technique de-
parts from a point in the opposite direction to the gra-
dient vector. Here, the linear constraint pT 1n = 1 re-
stricts the search space to centred vectors so that we
use, instead, the centred gradient. Thus, if p is the
current position in the search space, the next iterate
is p + δd(p), where the optimal direction is given by
d(p) = − tc(p)‖tc(p)‖ , while δ > 0 represents the size of the
move, discussed next.
4.2.3 Size of move
If the target function is gravitational, choosing δ as
large as possible will yield the lowest value for the tar-
get function in the direction d(p). Accordingly, we in-
crease δ until at least one of the variables (elements
of p) reaches a boundary. The variables reaching the
boundary are fixed at that value until the end of the
optimisation procedure. Operationally, this means set-
ting to zero the corresponding elements of tc(p), a sec-
ond form of projection. At each step the number of free
variables decreases by at least one, so that our descent
algorithm needs at most n steps to reach a vertex.
4.3 Swapping strategies to arrive at a candidate local
minimum
The above descent strategy is guaranteed to converge
to a vertex, but this need not be a ‘candidate local min-
imum’ in the sense defined next. We describe here sub-
sequent swapping steps which are guaranteed to lead
to such a vertex.
4.3.1 Characterisation of a candidate local minimum
We say that a vertex v ∈ Vnh is a candidate local mini-
mum for a smooth target function t(·) if every feasible
direction d from it is uphill (that is, satisfies dT tc(v) ≥
0). This is clearly necessary for v to be a local minimum
of t(·).
The algorithm uses the following necessary and suf-
ficient condition for a vertex to be a candidate local
minimum in Problem 2. In the notation of (5), it is
straightforward to show that:
Proposition 2 Let t(p) be a smooth function. A ver-
tex v is a candidate local minimum of t(p) over Pnh if
and only if every neighbouring vertex is in an uphill
direction. That is, if and only if
min
i∈N0(v)




When reaching a vertex, v say, the algorithm always
checks whether it is a candidate local minimum or not.
If it is, it stops. If not, there is a neighbouring vertex in
a strictly downhill direction. For i0 ∈N0(v) correspond-
ing to the minimum and i1 ∈ N1(v) to the maximum
in (11), d = (ei0 −ei1)/
√
2 is such a direction, ei denot-
ing the ith unit vector. Using (6) again, the maximal
move δ =
√
2/h in this direction is optimal, this move
simply swapping the values of the two elements vi0 = 0
and vi1 = h
−1 of v. The process can be applied itera-
tively, convergence to a candidate local minimum being
assured since the function is strictly decreasing at each
step and there are a finite number of vertices to jump
to. This part of the algorithm, called locally-proposed
1-swap improvement, can usually be performed very
quickly using updating formulae derived from the ob-
jective function.
The process of swapping is well-known in combina-
torial problems, the Feasible Solution Algorithm
(Hawkins, 1994 and Hawkins and Olive, 1999) for the
MCD or LTS estimators being a lead example in robust
statistics. When the starting point is already a vertex,
this iterative procedure, being fast and ending at a can-
didate local minimum, can be used as an algorithm in
its own right.
4.3.3 Locally-proposed l-swaps
The above discussion focuses on 1-swaps, meaning that
only one vertex element of each type is changed. We
could think of interchanging l > 1 values.
Let v be a vertex which is not a candidate local
minimum. In some cases, the second lowest value of the
centred gradient in N0(v) is also smaller than the sec-
ond largest value in N1(v), so that swapping this pair of
elements strictly decreases the target function. In gen-
eral, let lmax ≤ min{h,m} be the largest value of l
such that the lth lowest value of the centred gradient
in N0(v) is smaller than the l
th largest value in N1(v).
Then, for any l between 1 and lmax, the correspond-
ing l-swap strictly decreases the target function. In the
8present algorithm, we have implemented both 1-swaps
and lmax-swaps.
4.4 Summary of the algorithm
This general, reasonably fast minimisation algorithm
can be summarised as follows:
– Step 1: Generation of starting – including vertex –
points p0.
– Step 2: Projected gradient descent from each p0 un-
til reaching a vertex v.
– Step 3: 1-swap or lmax-swap descent from all start-
ing vertices v0, and from all solutions v obtained at
step 2, until the candidate local minimum criterion
(11) is met.
– Step 4: Return all candidate local minima found
and, in particular, the best of them.
We emphasise that each branch of this algorithm
converges to a candidate local minimum for any smooth
gravitational target function (in particular, for any con-
cave function), and that it preserves other properties,
such as affine equivariance.
Some cautions are appropriate. For nonconvex tar-
get functions, convergence to the global minimum is
not guaranteed. In consequence, in common with other
algorithm estimators, the robust estimators described
differ from the theoretical estimators which they ap-
proximate, and we do not have theory suggesting that
they are consistent, high breakdown estimators.
Implementations in C of this algorithm for the MCD
and LTS target functionals can be downloaded from the
website http://www.sig.hec.ulg.ac.be/research.
4.5 Computational complexity
The computational complexity of the algorithm
depends on (a) the relaxed target function (and its cen-
tred gradient), (b) the number of operations required in
performing a swap and (c) the number of swaps needed
to reach a minimum. As far as (a) and (c) are concerned,
general comments on complexity cannot be made. Con-
cerning (b), the complexity is O(n) for the best local
1-swap, since only the largest and smallest components
of the centred gradient have to be found. The lmax-
swaps strategy is more intensive, requiring cases to be
sorted according to the components of the centred gra-
dient. The current implementation requires O(n log h)
operations.1 However, empirical results seem to show
1 Rousseeuw and Van Driessen (1999, 2006) mention that an
O(n) implementation is achievable, but we have not been able to
find details of this.
that, even if these swaps are more time consuming, they
reach a candidate local minimum in fewer steps than 1-
swaps, swapping several cases at a time decreasing the
target function more at each step. Moreover Schyns et
al. (2008) show that lmax-swaps behave like the con-
centration steps of the FASTMCD and FASTLTS algo-
rithms of Rousseeuw and Van Driessen (1999 and 2006),
yielding further insight into the performance and com-
plexity of our new algorithm.
4.6 An adapted algorithm
It is not always straightforward to establish that a par-
ticular target function t(·) we wish to minimise is grav-
itational, while it is always of interest to explore how
widely an algorithm can be applied. Such considerations
motivate adapting the above algorithm for use with tar-
get functions that may not be gravitational. One simple
way to do this is as follows.
The above algorithm relies on gravitationality only
in as much as the maximal move in a descent direction
brings the maximal decrease. However, an effective min-
imisation procedure does not require each move to have
such a strong property. In particular, it is not necessary
for the target function to be gravitational for the max-
imal move to strictly decrease it.
Recall now that the underlying problem is to min-
imise t(·) over the vertex set Vn−m ≡ Vnh, noting that
the above algorithm involves two types of move be-
tween such points: moves v0 → v in step 2 when pro-
jected gradient descent starts from a vertex, and the
locally-proposed l-swaps comprising step 3. One sim-
ple way, then, to adapt this algorithm is to regard any
such between-vertex move as a proposed move: if it
strictly decreases the target function, it is accepted;
otherwise, we stop where we are. Apart from these ad-
ditional checks (unnecessary when t(·) is known to be
gravitational), the algorithm is unchanged.
Each branch of this adapted algorithm converges
rapidly to a vertex that is either a candidate local min-
imum or one from which the locally-proposed l-swap
does not lead to a strict improvement. We call these
l-terminal vertices. Step 4 returns all such vertices and,
in particular, the best of them. Other properties, such
as affine equivariance, are again preserved.
5 Examples: illustration and tests of the
algorithm
This section, organised as follows, illustrates how the
above unifying algorithm works and tests its perfor-







Fig. 1 Performance of the algorithm for computing the LTS estimator on a data set containing a cluster of high leverage, large residual
cases, starting from p◦ = (n−1) (lefthand column) and from a randomly chosen vertex (righthand column). Panels (a) and (d) show
the initial fit, panels (b) and (e) the fit after five iterations of steepest descent, and panels (c) and (f) the final fit. Plot symbols reflect
the weight currently assigned to cases, as detailed in Section 5.1.
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Section 5.1 uses least trimmed squares (LTS) in sim-
ple linear regression to illustrate how iterations proceed
from different starting points. It also points out a key
advantage of the gradient descent feature of our algo-
rithm: the algorithm can start from a ‘contaminated’
position, but end up with a fit that only gives pos-
itive weight to ‘clean’ cases, concentration LTS algo-
rithms in regression not seeming to have this property
(Rousseeuw and Van Driessen, 2006, p. 34). Sections 5.2
and 5.3 then demonstrate the algorithm’s effectiveness
in the multiple multivariate outlier detection and global
likelihood displacement problems respectively. Two ex-
amples of this latter problem are given, the first (Sec-
tion 5.3.1) testing the algorithm’s global performance,
and the second (Section 5.3.2) its adapted form. For
brevity, we simply note here that its performance in
both LTS and MCD problems has also been tested us-
ing the same collection of test data sets employed by
Rousseeuw and Van Driessen (1999 and 2006), the op-
timal solution being obtained in all cases. Section 5.4
demonstrates the algorithm’s good performance in a
large scale problem, via LTS analysis of the well-known
Boston housing data set. Finally, focusing again on the
LTS problem, Section 5.5 investigates by simulation
how the relaxed algorithm compares with widely avail-
able alternatives.
5.1 Illustration: LTS for simple linear regression
The data here comprise a random sample of 45 cases
from the normal simple linear regression yi = α+βxi+
εi with α = 1, β = 1.5 and σ = 2, together with 5 clus-
tered, high leverage, large residual outliers. The result-
ing data set is shown in panel (a) of Figure 1 together
with the, badly biased, least squares fit (which is also
the fit for the initial point p◦ = (n
−1)).
The LTS fit corresponds to a weighted least squares
fit in which an optimal subset of h cases out of n have
equal weight. Here we use h = 26, corresponding to the
highest possible breakdown point. Starting from a given
initial point p0, the algorithm uses a constrained steep-
est descent strategy which improves the LTS criterion
at each iteration, while updating the probability vector
containing the weights to be used for the next fit.
The symbols used in the plots reflect the weight at-
tributed to the corresponding case: if pi = 0, a small,
empty triangle is used; if 0 < pi < 1/h, an empty
square is plotted; finally, if pi = 1/h, a black dot is
represented (interpreting h as n in panel (a), as is ap-
propriate there).
This iterative process is illustrated in panels (b) and
(c) of Figure 1, starting from p◦. After five iterations
of steepest descent, the algorithm reaches the trial fit
and weights shown in panel (b). At this stage, all five
clustered outliers have been excluded – one at each it-
eration. This results in a very different fit compared to
that at p◦ (panel (a)). Indeed, it is essentially the same
as the final fit obtained, shown in panel (c), illustrat-
ing that placing little or no weight on the outliers is,
indeed, ‘good enough’.
Panels (d) to (f) of Figure 1 again refer to the first,
fifth and last iteration of the algorithm, starting now
from a randomly chosen vertex. The final solution
reached (panel (f)) is identical to that starting from
p◦. This provides further evidence that the LTS target
functional has indeed been minimised, only the h ‘most
collinear’ cases being retained. The very close proxim-
ity of the fits in panels (e) and (f) illustrates again that
placing little or no weight on the outliers is, indeed,
‘good enough’.
Finally, we note that comparing panels (a) and (b),
or (d) and (e), in Figure 1 illustrates how gradient de-
scent can downweight to zero contaminating cases in
the starting position.
5.2 Multiple multivariate outlier detection
The two-stage multiple multivariate outlier detection
procedure described above is illustrated here on nor-
mal data. These data comprise 100 independent cases,
80 from the standard normal distribution, relative to
which the other 20 are shift outliers. The left and right
panels of Figure 2 illustrate the method in 5 and 15
dimensions, respectively.
Stage I consists of the minimisation of the scalar
dispersion measure (9) over Pn−m with m = 50. As ex-
pected, the optimal subset M̂ (whose cases are plotted
with a small, empty triangle in the upper panels of Fig-
ure 2) omits all 20 outliers, the retained cases Ĥ = M̂C
(plotted as black dots) being compactly placed amongst
the majority cluster.
At stage II, a plot of the δi measures (i ∈ M̂) may
then distinguish potential outliers – those with rela-
tively large, positive δi values, as gauged visually by
the user, (plotted again with a small, empty triangle in
the middle panels of Figure 2) – from non-discordant
cases (plotted there with a black cross). Figure 2, whose
lower panels summarise the analysis, shows that this
works well here.
However, as may be expected, Figure 2 also shows
that the separation between the δi measures of the two
types of points decreases as the dimension increases.
Higher dimensional plots (not shown) show that, for
these data, successful separation is possible up to k =
30, but not so far as k = 40, dimensions.
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Fig. 2 Performance of the algorithm for detecting outliers using the two-stage procedure introduced by Atkinson (1986) for a dimension
k equal to 5 in the first column and to 15 in the second. The upper panels identify the cases defining M̂ focusing on the first two
dimensions of the data, while the panels in the middle give the percentage change of dispersion when adding a single case from M̂ to
the retained cases, distinguishing potential outliers from non-discordant cases. The lower panels summarise the results again on the
first two dimensions. Plot symbols are detailed in Section 5.2.
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Fig. 3 Performance of the algorithm for detecting cases influential in estimating an exponential mean using the likelihood displacement
function.
5.3 Global use of the likelihood displacement function
5.3.1 Estimation of the mean in exponential samples
As shown in the Appendix, −tLD(·) is gravitational –
but not, in general, concave – for inference for an expo-
nential mean.
Supposing, as holds with probability 1 for a sample
from any continuous distribution, that the {xi}i∈N are
distinct, the global performance of the algorithm can be
checked analytically. For, as is intuitive, it follows that
tLD(·) has exactly two local maxima over Pn−m = Pnh,





equal weight h−1 on the members of
Ĥmin := {the h smallest observed values} and
Ĥmax := {the h largest observed values} respectively,
the former being the global maximum.
Indeed, we can prove the algorithm always works
in this case, in the following sense. It follows from the
expression for −tcLD(·) given in the Appendix that:
for any starting point p0 with x(p0) < x,
the algorithm converges to vmin,
while:
for any starting point p0 with x(p0) > x,
the algorithm converges to vmax,
one of these inequalities, defining the zones of attrac-
tion of vmin and vmax, holding w.p.1 for any randomly
chosen p0. This analysis also confirms the value of, as
we do, using multiple random starting vertices and re-
turning all candidate local optima found, both local
optima here being of potential interest.
We finish with a worked example. Using 90 cases
drawn from an exponential distribution with mean 5
together with 10 clear outliers, Figure 3 illustrates how
the two-stage procedure of Atkinson with m = n/2 per-
forms when applied to the likelihood displacement func-
tion. In panel (a), the δi measures of the observations
deleted at the first stage are represented and clearly
separate the points into two groups – those with small
δi values and the others – panel (b) summarising the
whole procedure. The same plot symbols are used as in
Section 5.2 above: black dots correspond to the cases
labeled by Ĥ, black crosses denote the non-discordant
cases in M̂ , while the small, empty triangles charac-
terise the potential outliers. Note however that, in or-
der to distinguish the different types of points in panel
(b), the symbols are plotted with respect to 1 or 0 (ver-
tically) according to whether they belong, or not, to
Ĥ.
5.3.2 Multiple linear regression
Considering again the multiple regression setting yi =
βTxi+ εi where the {εi} are independently distributed
as N(0, σ2) and β ∈ IRk, with σ known (σ = 1, say,






where l(β) = − 12
∑n
i=1(yi − βTxi)2 and, as above,
βˆ(p) = (XTPX)−1XTPy. The centred gradient is de-
rived in the Appendix, but it is not clear whether the
target function is gravitational or not. However, the
adapted algorithm suggested in Section 4.6 can still be
applied. Focusing again for visual clarity on the simple
regression case, the two-stage procedure of Atkinson
with m = n/2 returns then the results shown in pan-
els (a) and (b) of Figure 4, where a cluster of 10 high
leverage, large residual, outliers have been added to a
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Fig. 4 Performance of the algorithm for detecting influential points in linear regression using the likelihood displacement function.
sample of 40 cases from the model, the same three plot
symbols as above being used.
The likelihood displacement here being proportional
to p-generalised Cook’s distance, introduced in Critch-
ley et al. (2001), this successful analysis confirms com-
putational results from that paper, obtained here with a
much simpler algorithm. Again, this new, global use of
the likelihood displacement function gives clearly bet-
ter diagnostics of this type of contamination than either
its local counterpart Figure 4(c), the index plot of the
elements of the maximum curvature direction (Cook,
1986), or its near-local counterpart Figure 4(d), the sin-
gle case Cook’s distance plot. These last two plots miss
the global contamination effect (indeed, the contami-
nating points have amongst the smallest elements in
the maximum curvature direction), focusing instead on
the locally most important perturbation – rotating the
fitted line about the centres of gravity of the clean and
contaminating cases by, in particular, trading weight
between the extreme cases 7 and 24.
5.4 LTS on Boston housing data
To illustrate that the algorithm can also deal with a
large data set, it was applied in a regression context
to the Boston housing data of Harrison and Rubinfeld
(1978) and its results compared with those obtained by
the improved Feasible Solution Algorithm of Hawkins
and Olive (1999) and by the FASTLTS algorithm of
Rousseeuw and Van Driessen (2006). As Hawkins and
Olive suggest, the binary predictor variable indicating
adjacency to the Charles river was omitted, resulting
in a data set consisting of n = 506 observations in
k + 1 = 13 dimensions. Now, according to Gilley and
Kelley Pace (1996), the original data set contains some
incorrectly coded observations and, therefore, the cor-
rected version of the Boston data was used here (this
explains the slight difference in improved FSA results
below, compared to those in Hawkins and Olive, 1999).
Minimising the LTS objective functional with h = 260,
the improved FSA algorithm reaches a final value of
229.54, while FASTLTS gets an objective value of about
216 (several applications of the procedure ltsReg in R
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Table 1 Comparative robustness of three LTS algorithms.
Clean FN FP
n k Relax FAST FSA Relax FAST FSA Relax FAST FSA
δ = 0
100 2 - - - - - - 3.28 3.34 3.27
100 5 - - - - - - 6.46 6.72 6.56
200 5 - - - - - - 7.62 7.92 7.74
200 10 - - - - - - 14.77 14.60 16.01
δ = 0.20
100 2 100 100 23 0 0 14 0.38 0.39 1.53
100 5 100 100 0 0 0 18 0.84 0.90 4.67
200 5 100 100 0 0 0 37.85 0.80 0.86 5.68
200 10 100 100 0 0 0 36.40 1.71 1.98 12.18
δ = 0.40
100 2 100 100 0 0 0 38 0 0 1.7
100 5 100 100 0 0 0 37 0 0 3.93
200 5 100 100 59 0 0 77 0 0 4.52
200 10 85 99 0 10.95 0.66 73.51 1.14 0.07 9.46
Table 2 Comparative precision and speed of three LTS algorithms.
100 × Bias 100 × MSE Speed
n k Relax FAST FSA Relax FAST FSA Relax FAST FSA
δ = 0
100 2 0.04 0.02 0.04 0.07 0.07 0.07 0 0 1
100 5 0.22 0.25 0.22 0.25 0.28 0.26 0.5 0.5 1.5
200 5 0.10 0.14 0.11 0.14 0.15 0.15 3 0.5 2.5
200 10 0.09 0.15 0.11 0.29 0.29 0.32 4 1.5 4.5
δ = 0.20
100 2 0.15 0.19 73.05 0.06 0.06 67.74 0 0 1
100 5 0.06 0.10 196.28 0.21 0.22 463.38 0.5 0.5 1.5
200 5 0.09 0.08 197.59 0.11 0.13 435.56 3 0.5 2.5
200 10 0.17 0.10 298.31 0.23 0.27 1144.53 4 1.5 4.5
δ = 0.40
100 2 0.04 0.06 97.78 0.04 0.04 95.88 0 0 1
100 5 0.09 0.09 198.72 0.14 0.14 472.27 0.5 0.5 1.5
200 5 0.06 0.05 198.64 0.07 0.07 437.34 3 0.5 2.5
200 10 44.20 2.70 299.08 168.04 11.04 1149.02 4 1.5 4.5
produced objective values varying from 216.3 to 226.8).
Our relaxed algorithm based on the smooth objective
function (8) yields a final minimised value of 215.95,
lower than improved FSA but similar to FASTLTS.
5.5 Comparative performance of the relaxed algorithm
The emphasis in this paper is on methodological and
algorithmic unity. Accordingly, the performance of the
general, relaxed algorithm described above is not op-
timised for any particular problem. Nevertheless, it re-
mains of interest to study its performance – despite this
natural disadvantage – relative to existing algorithms
that have been tuned to specific problems.
We report here a simulation study for the LTS re-
gression problem comparing RelaxLTS, our relaxed al-
gorithm (using lmax-swaps and incorporating the de-
terministic starting points described in Section 4.2.1),
with two well-known alternatives: FASTLTS
(Rousseeuw and Van Driessen, 2006) and the improved
Feasible Subset Algorithm FSALTS (Hawkins, 1993
and Hawkins and Olive, 1999). Similar comparisons for
the MCD problem are given in Schyns et al. (2008).
We use the same simulation set-up as in Rousseeuw
and Van Driessen (2006), for a range of values of n and
k. Each data set is generated as
yi = xi,1 + xi,2 + . . .+ xi,k−1 + xi,k + ei, (12)
where ei ∼ N(0, 1) and xi,k = 1 is the intercept, while
xi,j ∼ N(0, 100), j = 1, . . . , k − 1. To measure the
robustness of the algorithms, 20% or 40% of outliers
may be introduced by replacing that percentage of xi,1
values by observations drawn from N(100, 100). Each


























Fig. 5 Comparative optimality of three LTS algorithms: boxplots of the minimum objective value achieved by RelaxLTS divided by
that for FASTLTS, for a range of contamination levels, when n = 200 and k = 5 (left panel), and of the same ratios for RelaxLTS
relative to FSALTS for different sample sizes and dimensions with no contamination (right panel).
a total of 500 starting points as in Rousseeuw and Van
Driessen (2006).
We consider four criteria: robustness, statistical pre-
cision, speed and optimality. Table 1 reports three
quantities concerning robustness – ‘Clean’, the percent-
age of simulations for which the optimal h-subset found
is clear of outliers, together with ‘FN’ and ‘FP’, the
average percentages of false negatives (undetected out-
liers) and false positives (clean observations wrongly
flagged as outliers), using the usual rule of comparing
absolute standardised residuals to a cutoff of 2.5 – while
Table 2 reports statistical precision, giving the bias and
mean squared error of the slope parameters, and speed,
as measured by the median run time (in seconds). Over-
all,
– concerning robustness and precision, RelaxLTS and
FASTLTS perform comparably, the balance shift-
ing from the former to the latter as problem size
increases; FSALTS performs less well.
– concerning speed, FASTLTS does best, but
RelaxLTS and FSALTS are feasible too.
Finally, Figure 5 reports on optimality, giving boxplots
of the ratio of the minimum value achieved by Re-
laxLTS to that achieved by FASTLTS (left panel) and
FSALTS (right panel). The former comparison is made
for each level of contamination, δ = 0, 0.2 and 0.4, hold-
ing (n, k) fixed at (200, 5); due to the frequent break-
down of FSALTS, the latter comparison is only made
in the uncontaminated case, for a range of (n, k) values.
Overall, concerning optimality,
– RelaxLTS and FASTLTS behave very similarly: the
box, representing the central 50% of the ratio dis-
tribution, reduces to a segment at each level of con-
tamination, while overall variability decreases with
increasing contamination.
– RelaxLTS outperforms FSALTS under contamina-
tion; in the uncontaminated case, their performance
is generally similar, although FSALTS acquires a
slight advantage in larger problems.
In summary, this study indicates that, although not op-
timised for the LTS problem, RelaxLTS performs com-
parably with FASTLTS, both algorithms outperform-
ing FSALTS. The simulation results listed in Tables
1 and 2 do not pinpoint a clear winner. However, fol-
lowing up a suggestion made by one of the reviewers,
there are data setups more favourable to RelaxLTS than
FASTLTS, details of one such follow. Consider again
the simulation setup (12) with a sample size n = 100,
a dimension k = 10 and 40% contamination. The num-
ber of random starts used in both algorithms were ad-
justed in order to get a comparable computation time:
140 starts for RelaxLTS and 750 for FASTLTS. Table
3 lists the same statistics as above, showing that Re-
laxLTS has the best behavior over all the statistical
criteria considered. The most striking example is the
relative lack of robustness (so much so, in fact, that the
relative optimality boxplot degenerated, being therefore
omitted).
A variety of ways to ‘tune’ our general relaxation
algorithm are briefly noted in the closing discussion be-
low.
6 Discussion
Gravitational functions subsume concave functions. In
this paper, the relaxation strategy for combinatorial
problems proposed by Critchley et al. (2004) has been
16
Table 3 Comparative results for a challenging setup: δ = 0.4 for n = 100 and k = 10.
100 × Bias 100 × MSE Clean FN FP
FASTLTS 298.94 1351.83 0.1 33.84 8.75
RelaxLTS 40.75 174.75 86.4 1.24 0.77
implemented in a single algorithm capable of handling
any problem leading to minimisation of such a function
over the relevant convex hull (indeed, an adapted al-
gorithm allows the gravitational condition itself to be
relaxed). This gives sufficient generality to cover a wide
range of important statistical problems, lead examples
from robustness and diagnostics being used for illustra-
tion here, thereby providing a certain unity.
Although these smooth reformulations belong to the
very difficult class of constrained, nonconvex minimisa-
tion problems, the algorithm presented is both general
and reasonably fast. This is due to its using only basic
tools – notably, projected gradients and swaps – with
the added advantage of preserving desirable properties,
such as affine equivariance. Although wider evaluation
is always possible, its performance has been illustrated
and tested here – with encouraging results – by a com-
bination of theoretical properties, analysis of real data
sets and a focused simulation study.
Whereas we have emphasised that something less
than the global optimum can be ‘good enough’ for many
practical purposes, alternative forms of the present al-
gorithm can be explored, especially in connection with
the quite different strategy of developing a suite of sep-
arate algorithms, each designed to exploit properties
particular to a specific type of target functional. Pos-
sibilities include: (a) more advanced optimisation tech-
niques, including alternative swapping strategies, (b)
additional starting points specific to a given target func-
tion and (c) additional steps designed to either further
decrease the objective function or improve the robust-
ness of the procedure (e.g. intercept adjustment, as ad-
vocated by Rousseeuw and van Driessen (2006) in the
LTS context). When considering larger problems, par-
titioning ideas could also be used to improve speed, as
with FASTLTS and FASTMCD. Altogether, this con-
stitutes a large body of further work.
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7 Appendix
7.1 Concavity of tLTS :



























= (1− λ)tLTS(p) + λtLTS(p∗).
7.2 Concavity of ttrace :
Writing Σˆ(p) = XT (P − ppT )X, with X and P as de-









where ||.|| is the Euclidean norm. Concavity of the qua-
dratic ttrace(·) follows, as XXT is non-negative defi-
nite.
7.3 Properties of −tLD(·)
First, we establish a general expression for the centred
gradient vector −tcLD(p), exploited by the algorithm de-
scribed in Section 4.
7.3.1 The centred gradient vector −tcLD(p):
Denoting the ith score vector by si(θ) = ∂li(θ)/∂θ, dif-








where D(p) = ∂(θ̂(p))T /∂p and S(p) has general col-
umn si(θ̂(p)). Now, θ̂(p) is assumed to uniquely solve
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the normal equations S(p)p = 0. Differentiating these
with respect to p and centring, we have:
CnD(p)H(p) + CnS








being the ith Hessian evaluated at θ̂(p). Substituting
for CnD(p), we have the desired general expression:
−tcLD(p) = 2CnST (p) [−H(p)]−1 S(p)1n,
H(p) being assumed nonsingular.
7.3.2 Exponential samples:
We give now an example where, although it needs not
be concave throughout Pnh, −tLD(·) is always gravita-
tional there.
Let {xi}i∈N be a sample from the exponential dis-






where x has general element xi. Thus, for any feasible
direction d from p,




(x− x(p)) ≤ 0,







(x− x(p))− δ (dTx)2}
(x(p+ δd))
2 ≤ 0,
so that −tLD(·) is gravitational. However, −tLD(·) need







has a negative eigenvalue whenever x(p) > 2x.
7.3.3 Multiple regression:
When the log-likelihood in the likelihood displacement






as in Section 5.3.2, we have
−tcLD(p) = 2CnE(p)X(XTPX)−1XT e(p)
where e(p) = y −Xβˆ(p) and E = diag(e(p)). It is un-
clear whether or not −tLD(·) is gravitational in this
case.
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