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Abstract
The total graph is build by joining the graph to its line graph by means of the incidences. If
we consider signed graphs, a similar definition can be used which depends on the notion of line
graph of a signed graph. Hence, we consider several definition of signed line graph, we define
the corresponding signed total graph, and we show that, regardless of its definition, is stable
under switching equivalence. Furthermore, we consider the balance, the frustration index, the
frustration number, and the largest eigenvalue of such compound signed graph. In regular case,
we compute the adjacency spectrum, the spectra of certain compositions, and determine some
with exactly 2 main eigenvalues.
Keywords: Switching equivalence; bidirected graph; signed line graph; eigenvalues; regular
signed graph; Cartesian product.
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1. Introduction
A signed graph Γ is a pair (G, σ) = Gσ, where G = (V,E) is an (unsigned) graph, called the
underlying graph, and σ : E −→ {−1,+1} is the sign function (the signature). The edge set of
a signed graph is composed of subsets of positive and negative edges. Throughout the paper we
interpret an (unsigned) graph G as the signed graph (G,+) = +G, whose signature gives +1 to
all the edges (that is, the all-positive signature). Similarly, by (G,−) = −G we denote a graph
G with the all-negative signature. In general, we have −Γ = (G,−σ).
Many familiar notions related to unsigned graphs directly extend to signed graphs. For
example, the degree dv of a vertex v in Gσ is simply its degree in G. On the other hand, we also
get notation exclusive of signed graphs, such as the sign of a cycle, namely the product of its
edge signs, and the positive (negative) degree of a vertex v ∈ Γ counting the number of positive
(negative) edges incident to v. A signed graph or its subgraph is called balanced if every cycle in
it, if any, is positive. If U is a subset of the set of vertices of Γ, the signed graph ΓU is obtained
from Γ by switching the sign of the edges in the cut [U,Γ \ U ]. The signed graphs Γ and ΓU
are said to be switching equivalent, and the same is said for their signatures. Notably, a signed
graph is balanced if and only if it is switching equivalent to the all-positive signature [21]. For
basic notions and notation on signed graphs not given here we refer the reader to Zaslavsky’s
[20, 21].
The adjacency matrix AΓ of Γ = Gσ is obtained from the standard (0, 1)-adjacency matrix
of G by reversing the sign of all 1’s which correspond to negative edges. The eigenvalues of Γ
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are identified to be the eigenvalues of AΓ; they form the spectrum of Γ. The Laplacian matrix
(or, the Kirchhoff matrix ) of Γ is defined by LΓ = DG − AΓ, where DG is the diagonal matrix
of vertex degrees of G. Analogously, the Laplacian eigenvalues of Γ are the eigenvalues of LΓ.
It is well-known that the signed graphs Γ = Gσ and Γ
′ = Gσ′ are switching equivalent if and
only if there exists a diagonal matrix S of ±1’s, called the switching matrix, such that AΓ′ =
S−1AΓS, and we say that the corresponding matrices are switching similar. More generally,
the signed graphs Γ and Γ′ are switching isomorphic if there exists a permutation matrix P
and a switching matrix S such that AΓ′ = (PS)
−1AΓ(PS); in fact, PS can be seen as a signed
permutation matrix (or a {1, 0,−1}-monomial matrix).
Evidently, switching equivalence preserves the eigenvalues of AΓ and LΓ, and it also preserves
the sign of cycles, so that switching equivalent signed graphs share the same set of positive (and
negative) cycles. For the above reasons, when we consider a signed graph Γ, from a spectral
perspective, we are considering its switching isomorphism class [Γ], and we focus our attention
to the properties of Γ which are invariant under switching isomorphism.
Here is the remainder of the paper. In Section 2 we discuss the concept of Signed Line Graph.
The Signed Total Graph is presented in Section 3. In Section 4 we consider regular underlying
graphs and, similarly to what is known for unsigned graphs [10], we give the eigenvalues of
signed total graphs by means of the eigenvalues of its root signed graph.
2. Signed Line Graph(s)
The line graph is a well-known concept in graph theory: given a graph G = (V (G), E(G)),
the line graph L(G) has E(G) as vertex set, and two vertices of L(G) are adjacent if and only if
the corresponding edges are incident in G. If we consider signed graphs Γ = Gσ, then a signed
line graph L(Γσ) should have L(G) as its underlying graph. However, which signature we can
associate to it? The answer to this question is a matter of discussion, because it is possible to
have several nonequivalent signatures with interesting mathematical properties. In this section
we shall consider the most relevant ones defined in the literature.
The first concept of signed line graph is possibly given in [3] under the name of line-sigraph, or
×-line signed graph (see also [1]). The ×-line signed graph of Γ is defined as the pair (L(G), σ×),
where two vertices in L(G) are joined by a negative edge if and only if the corresponding edges
are both negative in Γ. This first concept of signed line graph is not stable under switching
equivalence, therefore we cannot use it for spectral purposes. We shall not consider it in the
remainder of the paper.
At the time of [3], the theory of signed graphs was not yet well developed. We need to
wait until the eighties of the past century for the seminal paper [21] of the third author of this
manuscript to have a more developed theory of signed graphs. Zaslavsky gave the first concept
of incidence matrix of signed graphs, that is a necessary step in a spectrally consistent definition
of signed line graph.
For a signed graph Γ = Gσ, we introduce the vertex-edge orientation η : V (G) × E(G) −→
{1, 0,−1} formed by obeying the following rules:
(1) η(i, jk) = 0 if i /∈ {j, k};
(2) η(i, ij) = 1 or η(i, ij) = −1;
(3) η(i, ij)η(j, ij) = −σ(ij).
The matrix Bη = (ηij) is a vertex-edge incidence matrix derived from Gσ, such that its
(i, e)-entry is equal to η(i, e). However it is not uniquely defined. Similarly to the definition
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of (oriented) incidence matrix for simple unsigned graphs, one can randomly choose an entry
to η(i, ij) to be either +1 or −1, but the entry η(j, ij) is then determined by σ(ij), so η is
also called a biorientation. Zaslavsky interpreted the latter matrix as the incidence matrix of
an oriented signed graph, and he later recognized that the same was an alternate definition of
bidirected graphs [12]. From a signed graph Γ we get many (equivalent) bidirected graphs Γη,
but each of them leads to the same signed graph Γ.
Let Aᵀ denote the transpose of A. The incidence matrix has an important role in the spectral
theory. In fact, the Laplacian matrix can be derived by the row-by-row product of the matrix
Bη with itself:
BηB
ᵀ
η = LΓ.
Notably, regardless of the biorientation η chosen, we get the same LΓ. It is well-known that the
column-by-column product of Bη with itself is a matrix sharing the same nonzero eigenvalues
of the row-by-row product. This led Zaslavsky [20] to define the line graph of a signed graph
as the signed graph LZ(Γ) = (L(G), σZ) whose signature σZ is determined by the adjacency
matrix is ALZ(Γ) below defined:
ALZ(Γ) = 2I −BᵀηBη. (1)
Differently from the Laplacian matrix case, the matrix ALZ(Γ) does depend on the biorientation
η. On the other hand, choosing a different biorientation η′ of Γ leads to different matrix A(L(G),σ′)
being switching similar to A(LZ(G),σ) (cf. [20]). Hence, A(L(G),σ) defines a signed line graph up
to switching similarity, hence it can be used for spectral purposes. One of the benefits of the
latter definition is that the line graph of a signed graphs with an all-negative signature is a line
graph with an all-negative signature. In other words, if −G is a graph G whose edges are taken
negatively, we get
LZ(−G) = −L(G).
The above fact has two evident consequences. The first one is that the iteration of the (Za-
slavsky’s) line graph operator always give a signed graph with all-negative signature, namely
L(k)Z (−G) = −L(k)(G). The second one is that if we map simple unsigned graphs to the theory
of signed graph as signed graphs with the all-negative signature (instead of the all-positive, as
stated in the introduction), then Zaslavsky’s line graph operator is a direct generalization of the
usual line graph defined for unsigned graphs. However, from a spectral viewpoint, the matrix
ALZ(Γ) has spectrum in the real interval (−∞, 2], and this fact is in contrast with the usual con-
cept of spectral graph theory for which a line graph has spectrum in the real interval [−2,+∞].
Hence, the authors of [4] decided to modify Zaslavsky’s definition to
A(LS(G),σ) = B
ᵀ
ηBη − 2I. (2)
In fact, the two definitions are almost equivalent (cf. [16]), as LZ(Γ) = −LS(Γ), and they can
be used for different purposes. The latter definition is tailored for spectral investigations where
an unsigned graph is considered as a signed one with all-positive signature. Clearly, in this
case its adjacency (and Laplacian) matrix remains unchanged and the spectral theory can easily
be encapsulated into the spectral theory of signed graphs. For example, in this case LS(Γ) is
coherent with the Laplacian and signless Laplacian spectral theories of unsigned graphs, and it
can be used to investigate their spectra (cf. [6]). Also, Hoffmann’s theory of generalized line
graph [15] well fit with the signature of LS(Γ). For these reasons, we shall call LS(Γ) as the
spectral signed line graph.
In Fig. 1 we illustrate an example of a signed graph Γ, a derived bidirected graph Γη and
the subsequent signed line graph LZ(Γ). Positive edges are represented by continuous lines, and
negative edges are represented by dotted lines.
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Figure 1: A signed graph, a biorientation and the (Zaslavsky’s) signed line graph.
Here are some observations that follow directly from (1) and (2). All triangles that arise
from a star of Γ are negative (resp. positive) in LZ(Γ) (resp. LS(Γ)). Every cycle of Γ keeps its
signature in LZ(Γ). Every even cycle of Γ keeps its signature in LS(Γ) and every odd cycle of
Γ reverses its signature in LS(Γ).
There is another definition of line graphs of a signed graphs, that has been introduced
recently in [13]. The authors of [13] define a signed vertex-edge incident matrix B¯ = (η¯ij), such
that η¯(v, vw) = η¯(w, vw) = σ(vw) and η¯(u, vw) = 0 whenever u 6∈ {v, w}. Hence, the line signed
graph Lp(Gσ) is the signed graph whose underlying graph is L(G) and the signature is derived
from the adjacency matrix:
A(Lp(G),σ) = B¯
ᵀB¯ − 2I. (3)
The signed graph Lp(Γ) is directly obtained from Γ = Gσ and the definition is stable under
switching equivalence. Additionally, the least adjacency eigenvalue of Lp(Γ) is not less than −2,
and Lp(G,+) = L(G), providing a direct generalization of the usual line graph operator defined
on unsigned graphs. However, this last definition has some drawbacks: the matrix B¯B¯ᵀ equals
Q(G), i.e. the signless Laplacian of the underlying graph, regardless of the signature of Gσ. This
means that the spectrum of Lp(Gσ) does not depend on σ but only on the underlying graph G.
In particular, Lp(Gσ) is always a balanced graph. We will prove the latter fact in the following
theorem.
Theorem 2.1. Let G be an unsigned graph. Then −LZ(G,−), LS(G,−) and Lp(G, σ) are
balanced signed graphs, and therefore switching equivalent to (L(G),+).
Proof. Recall that a balanced graph has no negative cycles. If we consider the line graph L(G),
we distinguish three types of cycles: (i) those that arise from the cycles of G, (ii) those that
arise from induced stars in G (forming cliques), (iii) those obtained by combining the types (i)
and (ii).
Let us first consider −LZ(G,−) and LS(G,−). We have to prove that LZ(G,−) has the
all-negative signature, or equivalently that LS(G,−) has the all-positive signature. The signed
cycles Ck of type (i), originating from cycles of Γ, get the sign (−1)kσ(Ck). Hence, they are
transformed in positive cycles of LS(Γ) if and only if Γ = (G,−). Consider next the cycles of type
(ii). The cliques (Kt, σ) of LS(Γ), originating from induced K1,t of G, are switching equivalent
to (Kn,+). To see the latter, without loss of generality, one can chose the biorientation of K1,n
for which the vertex-edge incidence at the center of the star is positive (the arrows are inward
directed), so the obtained clique is indeed (Kn,+). These cycles are always positive, regardless
of the signature of Γ. Finally, for the cycles of type (iii), we know from [19] that the signs of
a set of cycles that span the cycle determine all the signs. Hence, the cycles of type (iii) are
positive if and only if the cycles of type (i) are positive, that is, Γ = (G,−).
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Consider next Lp(G, σ). The signed cycles Ck of type (i), originating from cycles of Γ are
always positive. The cycles of type (ii) coming from the cliques (Kt, σ) of Lp(Γ) are positive,
as well. In fact, without loss of generality, we can consider (K1,t,+) and the corresponding
line signed graph will be (Kt,+). Finally, as said above, the remaining cycles of type (iii) are
spanned by positive cycles of type (i) and (ii), and they must be positive as well.
Remark 2.2. Which is the best definition of line graph of a signed graph? The third author
Zaslavsky claims that the one defined in (1) is the best one, because of its use in the theory
of signed graphs and matroid theory. The first two authors Belardo and Stanic´ instead believe
that (2) is the one coherent with spectral graph theory and it is more prominent. This lead
to a long discussion between the three authors of this manuscript, including the late Slobodan
Simic´. In the end, we recognize the validity of each definition, since each variant can be useful
in very different contexts. It is worth observing that the line signed graph Lp(·) has limited
interest since it is equivalent to its unsigned counterpart, and we will not consider it further in
this manuscript.
3. Signed Total Graph(s)
Recall (say, from [10, p. 64]) that, for a given graph G, the total graph T (G) is the graph
obtained by combining the adjacency matrix of a graph with the adjacency matrix of its line
graph and its vertex-edge incidence matrix. Precisely, the adjacency matrix of T (G) is given by
AT (G) =
(
AG B
Bᵀ AL(G)
)
,
where L(G) denotes the line graph of G and B is the (unoriented) incidence matrix. Is it possible
to have an analogous concept for signed graphs (cf. also [5])?
We will give a positive answer to the latter question. However, since we have different
possibility for signed line graphs, this means that we can build different (say, nonequivalent)
signed total graphs.
Definition 3.1. The signed total graph of Γ = (G, σ) is the signed graph determined by
AT∗(Γ) =
(
AΓ Bη
Bᵀη AL∗(Γη)
)
, (4)
where ∗ ∈ {Z, S}.
To fix the notation, TZ(Γ) and TS(Γ) denote the signed total graphs defined by the signed
line graph (1) and the spectral signed line graph (2), respectively. If we want to consider both
variants, we will use T∗(Γ) instead. As mentioned in the abstract, we need to show the above
definition, regardless of Γ ∈ [Γ] and of its chosen biorientation η, gives rise to the same signed
graph (up to switching equivalence).
In Fig. 2 we illustrate an example of signed total graph. The root graph and the biorientation
are taken from Fig. 1.
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Figure 2: The (Zaslavsky’s) signed total graph resulting from Γη depicted in Fig. 1.
We show that the above definitions of signed total graph are stable under biorientation and
switching equivalence.
Lemma 3.1. Let Γ = (G, σ) be a signed graph, Γη and Γη′ two biorientations of Γ. Let ∗ ∈
{Z,L}, then T∗(Γη) and T∗(Γη′) are switching equivalent.
Proof. For the sake of readability, we will restrict the discussion to the line graph defined by
third author of this paper. Hence, hereafter L(Γ) := LZ(Γ) and T (Γη) := TZ(Γη).
Let G = (V,E), where |V | = n and |E| = m. Suppose that η and η′ have different biori-
entation on some set F ⊆ E, and let Bη and Bη′ be the corresponding vertex-edge incidence
matrices, respectively. Let S = (sij) be the m×m diagonal matrix such that sii = −1 if ei ∈ F
and sii = 1, otherwise. Then it is not difficult to see that Bη′ = BηS. Since S = S
ᵀ = S−1, in
view of (1), we have AL(Γη′ ) = 2I −B
ᵀ
η′Bη′ = S
ᵀ(2I −BᵀηBη)S = SᵀAL(Γη)S.
Therefore,
AT (Γη′ ) =
(
AΓ Bη′
Bᵀη′ AL(Γη′ )
)
=
(
AΓ BηS
SᵀBᵀη SᵀAL(Γη)S
)
=
(
I O
O Sᵀ
)(
AΓ Bη
Bᵀη AL(Γη)
)(
I O
O S
)
=
(
I O
O S
)−1
AT (Γη)
(
I O
O S
)
.
This completes the proof.
Next, we prove that switching equivalent signed graphs produce switching equivalent signed
total graphs.
Lemma 3.2. If Γ and Γ′ are switching equivalent. Let ∗ ∈ {Z,L}, then T∗(Γ) and T∗(Γ′) are
switching equivalent, as well.
Proof. The notation is the same as in Lemma 3.1. Since Γ and Γ′ are switching equivalent, their
adjacency matrices are switching similar. Hence, it holds AΓ = S
−1AΓ′S, for some switching
matrix S. Observe that if B = Bη is a vertex-edge incidence matrix of Γ, then B
′ = SBη is a
vertex-edge incidence matrix of Γ′. Additionally, in view of (1), we have AL(Γ) = 2I −BᵀB.
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Therefore, (for Γ′) we have
AT (Γ′) =
(
AΓ′ B
′
B′ᵀ AL(Γ′)
)
=
(
AΓ′ B
′
B′ᵀ 2I −B′ᵀB′
)
=
(
S−1AΓS SB
(SB)ᵀ 2I −Bᵀ(SᵀS)B
)
=
(
S O
O I
)−1(
AΓ B
Bᵀ AL(Γ)
)(
S O
O I
)
=
(
S O
O I
)−1
AT (Γ)
(
S O
O I
)
.
Hence, T (Γ) is switching equivalent to T (Γ′), and we are done.
In view of Lemmas 3.1 and 3.2 we have that the definition given by (4) can be used for
spectral investigations.
Remark 3.3. A careful reader has probably noticed that the switching matrix in Lemma 3.1
is the one realizing the switching equivalence among the signed line graphs, while the switching
matrix in Lemma 3.2 is the one realizing the switching equivalence among the signed root graphs.
In general, if we have two switching equivalent signed total graphs, then the switching matrix
will be obtained by combining the switching matrices of the corresponding roots and signed line
graphs.
Remark 3.4. Clearly, the definition of the signed total graph T∗(·) is not a generalization of the
definition of total graph of an (unsigned) graph. In fact, by considering the signed total graph
of an all-positive signed graph, the obtained signed graph has not an all-positive signature, as
the definition of total graph instead implies. On the other hand, if we consider unsigned graphs
as signed graphs with the all-negative signature, then TZ(G,−) = −T (G), and the latter can be
considered as the generalization to signed graphs of the total graph operator.
In the remainder of this section, we study some structural and spectral properties of TZ(Γ)
and TS(Γ). We begin by computing the number of triangles of T∗(Γ).
Theorem 3.5. Let an (unsigned) graph G have order n, size m, degree sequence (d1, d2, . . . , dn),
and t triangles. Then the number of triangles of T (G) is 2t+m+∑ni=1 (di+13 ).
Proof. Every triangle of T (G) is one of the following 4 types:
(a) belongs to G,
(b) belongs to L(G),
(c) has 1 vertex in G and 2 vertices in L(G) and
(d) has 2 vertices in G and 1 vertex in L(G).
Every triangle of L(G) arises from a triple of adjacent edges of G. Such a triple either form
a triangle or has a common vertex. Therefore, L(G) contains t+∑ni=1 (di3 ) triangles.
Every triangle of type (c) arises from a pair of adjacent edges of G, and so their number is∑n
i=1
(
di
2
)
.
Every triangle of type (d) arises from an edge of G, summing up their number to m.
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Altogether, the number of triangles is
t+ t+
n∑
i=1
(
di
3
)
+
n∑
i=1
(
di
2
)
+m = 2t+m+
n∑
i=1
(
di + 1
3
)
.
Moreover, we can establish which triangles are either positive or negative.
Theorem 3.6. Let Γ = Gσ be a signed graph of order n, size m, degree sequence (d1, d2, . . . , dn),
and t = t+ + t− triangles, where t+ (t−) denotes the number of positive (negative) triangles.
Then TZ(Γ) has exactly 2t+ positive triangles, while TS(Γ) has exactly t+m negative triangles.
Proof. The total number of triangles is computed in Theorem 3.5.
We have the following facts that the reader can easily check. The triangles of type (a) will
keep their sign in the total signed graph. Hence, we have t+ positive triangles for TZ(Γ) and t−
negative triangles for TS(Γ).
A positive (negative) triangle in Γ becomes a positive (negative) triangle in LZ(G), and a
negative (positive) triangle in LS(G). A set of incident edges in G will give rise to a complete
graph in L(G), whose signature is equivalent to the all-negative (all-positive) for LZ(Γ) (resp.,
LS(Γ)). Summing up, we get the triangles of type (b) will be t+ positive for TZ(Γ) and t+
negative for TS(Γ).
Next, let us consider a triangle of type (c). Such a triangle of T∗(Γ) is obtained from two
edges, say vu and vw, of Γ being incident to the same vertex v. Regardless of σ(vu) and σ(vw),
we can assign a biorientation such that the arrows from the side of v are both inward (directed
towards v). Hence, the edges {v, vw} and {v, uv} of T∗(Γ) will be positive, while the edge
{vu, vw} will be negative (positive) in TZ(Γ) (resp., TS(Γ)).
Finally, a triangle of type (d) comes from a pair of adjacent vertices u and v and the joining
edge uv. Again, regardless of σ(uv) and with a similar reasoning as above, the resulting triangle
will always be negative in T∗(Γ).
Now, the statement easily follows by counting the positive (negative) triangles of TZ(Γ)
(resp., TS(Γ)).
Remark 3.7. From Theorem 3.6 we easily deduce that TZ(Γ) and TS(Γ) have in general switch-
ing nonequivalent signatures which are not the opposite each other. Hence, compared with the
signed line graphs defined by (1) and (2), the signed total graphs derived from them have
unrelated signatures.
We conclude this section by analysing the balance of these compound graphs. The frustration
index ` (resp. the frustration number ν) of a signed graph is the minimum number of edges
(resp. vertices) whose removal results in a balanced signed graph.
The balance is a fundamental concept of signed graphs – for more details one can consult [20],
while the frustration index and the frustration number are among the most investigated invari-
ants. Similarly, the largest eigenvalue of the adjacency matrix is the most investigated spectral
invariant of (signed) graphs. In the following theorem we consider all of them in the context of
signed total graphs. Recall that a vertex cover of a (signed) graph is the set of vertices such
that every edge has at least one end in the cover.
Theorem 3.8. Let Γ = Gσ be a signed graph of order n, size m, and n¯ as the size of a minimum
vertex cover. The following holds:
(i) T∗(Γ) is balanced if and only if G is totally disconnected;
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(ii) `(T∗(Γ)) ≥ m, with equality if and only if either ∗ = S and Γ = (G,−), or ∗ = Z and Γ is
a disjoint union of paths and positive cycles;
(iii) ν(T∗(Γ)) ≥ n¯, with equality if ∗ = S and Γ = (G,−);
(iv) the largest (adjacency) eigenvalue λ of T∗(Γ) satisfies
λ ≤ max
{−di +√5d2i + 4(dimi − 4)
2
: 1 ≤ i ≤ n+m
}
,
where di and mi denote the degree and the average degree of the neighbours of a vertex i
of T∗(Γ), respectively.
Proof. (i) Each edge of Γ leads to a negative triangle of type (d), so T∗(Γ) is balanced if and
only if Γ has no edges.
(ii) The m triangles of type (d) of the proof of Theorem 3.5 are negative and independent,
in the sense that no two of them share the same edge. Therefore, to eliminate each of them
it is necessary to delete m edges (for example, the edges of Γ in T∗(Γ)). Hence, we have the
inequality.
The equality clearly holds under the formulated conditions since there L∗(Γ) is balanced, and
then the entire T∗(Γ) becomes balanced after deleting m edges of Γ. Conversely, if `(T∗(Γ)) = m,
then L∗(Γ) must be balanced, i.e., it cannot contain a negative cycle. For ∗ = S, this means
that every odd (resp. even) cycle of Γ is negative (resp. positive), so Γ = (G,−). For ∗ = Z,
this means that Γ does not contain a vertex of degree 3 or greater, as the corresponding edges
produce negative triangles. Evidently, Γ cannot contain negative cycles, because this lead to
additional negative cycles in TZ(Γ). If Γ is a disjoint union of paths and positive cycles, then
the negative cycles are those of type (c) and (d) which share a common edge. Deleting such
independent edges (there are m of them) leads to a balanced signed graph.
(iii) Consider T∗(Γ). For both variants we need to eliminate (at least) the negative triangles
of type (4). Instead of deleting the edges of Γ, we can just delete a minimum vertex cover of Γ
and obtain the same effect. The equality is obtained, for example, for TS(G,−).
(iv) Note that, unless G is totally disconnected, every vertex of T∗(Γ) belongs to at least
one negative triangle – this triangle is again of type (d). Accordingly, the result follows by the
inequality of [18]:
λ ≤ max
{−di +√5d2i + 4(dimi − 4t−i )
2
: 1 ≤ i ≤ n+m
}
,
where t−i stands for the number of negative triangles passing through a vertex i.
4. Signed total graphs of regular signed graphs
A signed graph Γ = (G, σ) is said to be r-regular if its underlying graph G is an r-regular
graph. From the Perron-Frobenius theorem we have that the spectrum of Γ lies in the real
interval [−r, r]. We compute the spectrum of T∗(Γ) by means of the eigenvalues of the root
graph Γ, when it is regular.
Theorem 4.1. Let Γ be an r-regular (r ≥ 1) signed graph with n vertices and eigenvalues
λ1, λ2, . . . , λn. Then:
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(i) the eigenvalues of TZ(Γ) are −2 with multiplicity ( r2 − 1)n and
1
2
(
2 + 2λi − r ±
√
r2 − 4λi + 4
)
, for 1 ≤ i ≤ n.
(ii) the eigenvalues of TS(Γ) are −2 with multiplicity ( r2 − 1)n and
1
2
(
r − 2±
√
(r − 2λi)2 + 4(λi + 1)
)
, for 1 ≤ i ≤ n.
Proof. The proof is inspired from Cvetkovic´’s proof of the theorem concerning the total graphs
of regular (unsigned) graphs [10, Theorem 2.19]. Due to the inconsistency between the concepts
of line graphs and signed line graphs, our proof differs at some points including the final results.
Since Γ is r-regular, for some (bidirected) incidence matrix B, we get that BBᵀ = LΓ =
DG −AΓ = rI −AΓ, LZ(Γ) = 2I −BᵀB, and LS(Γ) = BᵀB − 2I.
The characteristic polynomial of TZ(Γ) is given by
ΦTZ(Γ)(x) =
∣∣∣∣ xI −AΓ −B−Bᵀ xI − LZ(Γ)
∣∣∣∣
=
∣∣∣∣ xI − rI +BBᵀ −B−Bᵀ xI − 2I +BBᵀ
∣∣∣∣ .
Multiplying the first row of the block determinant by Bᵀ and adding to the second, and then
multiplying the second by 1x−2B and adding to the first one, we get
ΦTZ(Γ)(x) =
∣∣∣∣ (x− r)I +BBᵀ + 1x−2((x− r − 1)BBᵀ +BBᵀBBᵀ) O(x− k − 1)Bᵀ +BᵀBBᵀ (x− 2)I
∣∣∣∣ .
Further, we compute
ΦTZ(Γ)(x) = (x− 2)
r
2
n
∣∣∣∣(x− r)I +BBᵀ + 1x− 2((x− r − 1)BBᵀ +BBᵀBBᵀ)
∣∣∣∣
= (x− 2) r2n
∣∣∣∣xI −AΓ + 1x− 2((x− r − 1)(rI −AΓ) + (rI −AΓ)2)
∣∣∣∣
= (x− 2)( r2−1)n ∣∣A2Γ + (3− 2x− r)AΓ + (x2 + x(r − 2)− r)I∣∣
= (x− 2)( r2−1)n
n∏
i=1
(
λ2i + (3− 2x− r)λi + (x2 + x(r − 2)− r)
)
= (x− 2)( r2−1)n
n∏
i=1
(
x2 + (r − 2− 2λi)x+ λ2i + (3− r)λi − r
)
.
Since the roots of x2 + (r − 2 − 2λi)x + λ2i + (3 − r)λi − r = 0 are given by 12
(
2 + 2λi − r ±√
r2 − 4λi + 4
)
, (i) follows.
Item (ii) follows similarly, by taking the spectral variant of the signed line graph.
From the above theorem we can deduce the real interval containing the eigenvalues of the
signed total graph of a regular signed graph.
Corollary 4.2. Let Γ be an r-regular signed graph with n vertices and eigenvalues λ1 ≥ λ2 ≥
· · · ≥ λn. Then:
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(i) The spectrum of TZ(Γ) lies in the interval [12(2 + λn − r −
√
r2 − 4λn + 4), 12(2 + λ1 − r +√
r2 − 4λ1 + 4)], r ≥ 3;
(ii) The spectrum of TS(Γ) lies in the interval [12(r− 2−
√
(r − 2λn)2 + 4(λn + 1)), 12(r− 2 +√
(r − 2λn)2 + 4(λn + 1))], r ≥ 2.
Proof. Consider first TZ(Γ). It is routine to check that the function f1(λ) = 12(2 + λ − r +√
r2 − 4λ+ 4) is increasing for λ ∈ [−r, r] as r ≥ 3. Hence, the maximum of f1 is attained for
λ1. The function f2(λ) =
1
2(2+λ−r−
√
r2 − 4λ+ 4) is always increasing, therefore, its minimum
is achieved by λn. Therefore, the entire spectrum of TZ(Γ) lies in [12(r − 2− f2(λn)), 12(r − 2 +
f1(λn))], and we get (i).
Consider next TS(Γ). Analysing the function f3(λ) =
√
(r − 2λ)2 + 4(λ+ 1) for r ≥ 2, we
get that it is decreasing for λ ≤ r−12 and increasing for λ ≥ r−12 . As the spectrum of Γ lies in
[−r, r], it also follows that f3(λn) ≥ f3(λ1), with equality only for (λ1, λn) = (r,−1), i.e., if Γ
switches to the complete graph. Moreover, it holds 12(r − 2− f3(λn)) ≤ −2, with equality only
for λn = −1. Therefore, the entire spectrum of TS(Γ) lies in [12(r−2−f3(λn)), 12(r−2+f3(λn))],
and (ii) follows.
We next consider a particular composition of spectral signed total graphs, so those whose
definition is based on the spectral signed line graphs. Of course, similar result can be obtained
in case of the alternative definition. Some further definitions and notation are needed. The
Cartesian product (see also [14]) of the signed graphs Γ1 = (G1, σ1) and Γ2 = (G2, σ2) is
determined in the following way: (1) Its underlying graph is the Cartesian product G1×G2; we
believe that the reader is familiar with this product, but for the sake of completeness, its vertex
set is V (G1) × V (G2), and the vertices (u1, u2) and (v1, v2) are adjacent if and only if either
u1 = v1 and u2 is adjacent to v2 in G2 or u2 = v2 and u1 is adjacent to v1 in G1. (2) The sign
function is defined by
σ((u1, u2), (v1, v2)) =
{
σ1(u1, v1) if u2 = v2,
σ2(u2, v2) if u1 = v1.
For the real multisets S1 and S2, we denote by S1 + S2 the multiset containing all possible
sums of elements of S1 and S2 (taken with their repetition). Specially, if S2 consists of the
additive identity repeated i times, then the previous sum is denoted Si1. Let further S(Gσ)
denote the spectrum of Gσ.
Inspired by [8, 9], we consider the polynomial p(Gσ) =
∑k
i=0 ciG
i
σ, where c0, c1, . . . , ck are
non-negative integers (ck 6= 0), Gσ is a regular signed graph with a fixed biorientation, Giσ is the
ith power of Gσ with respect to the spectral total graph operation (with G
0
σ = K1), ciG
i
σ denotes
the ci copies of G
i
σ, and the sum of signed graphs is their Cartesian product. We remark that, in
various (signed) graph compositions, the power of a graph is defined with respect to some graph
operation (like in our case), while the sum of graphs is identified to be the Cartesian product; for
this reason, the Cartesian product is also called the sum (as in the classical literature [7, 10, 11]).
Theorem 4.3. For an r-regular (r ≥ 2) signed graph Gσ with n vertices,
S(p(Gσ)) =
k∑
i=0
S(Giσ)ci , (5)
where, for i ≥ 2, S(Giσ) is comprised of −2 with multiplicity ( ri−12 − 1)ni−1 and
1
2
(
ri−1 − 2±
√(
ri−1 − 2λ(i−1)j
)2
+ 4
(
λ
(i−1)
j + 1
))
, for 1 ≤ i ≤ ni−1,
along with
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• ri = 2i−1r, n1 = n and ni = n
∏i
j=2(2
j−3r + 1), and
• λ(i−1)1 , λ(i−1)2 , . . . , λ(i−1)ni−1 being the eigenvalues of Gi−1σ .
Proof. Since, for a non-negative integer c, S(cΓ) = S(Γ)c and S(Γ1 + Γ2) = S(Γ1) + S(Γ2) (for
the latter, see [14]), we arrive at (5), and thus it remains to compute S(Γi). The case i ≤ 1 is
clear and it is also clear that, for i ≥ 2, S(Γi) is as in the theorem, where ri−1 and ni−1 are the
vertex degree and the number of vertices of Γi−1.
By definition of a total graph, we have ri = 2ri−1, along with r1 = r, which leads to
ri = 2
i−1r.
By the same definition, we also have ni = ni−1 + mi−1, where mi−1 = 12ni−1ri−1 is the
number of edges of Γi−1. So, we have ni = ni−1 + 12ni−1ri−1 = ni−1
(
1
4ri + 1
)
. Solving this
recurrence, we get
ni = n
i∏
j=2
(1
4
ri + 1
)
= n
i∏
j=2
(
2j−3r + 1
)
,
and we are done.
Prior to the last theorem, for r = 0, the resulting spectrum is trivial. For r = 1, S(Γ2) is
computed directly, not as in the theorem.
We conclude the paper by offering a result which is signature-dependent. An eigenvalue of a
signed graph Gσ is called main if there is an associated eigenvector not orthogonal to the all-1
vector j.
Theorem 4.4. Let Gσ be an r-regular signed graph with the all-positive signature, and consider
a biorientation η such that the row sums of Bη are zero. Then TS(Γη) has exactly 2 main
eigenvalues: r and −2.
Proof. Under our assumptions, every block of (4) has a constant row sum given in the following
(quotient) matrix
Q =
(
r 0
0 −2
)
.
The spectrum of Q contains the main part of the spectrum of TS(Γη). (The explicit proof can
be found in [17], but the reader can also consult [10, Chapter 4] or [2].) By definition, every
signed graph has at least one main eigenvalue. If TS(Γη) has exactly one main eigenvalue, then
the eigenspace of any other is orthogonal to j, which implies that j is associated with the unique
main eigenvalue, but this is impossible (for TS(Γη); observe Q). Therefore, both eigenvalues
of Q are the main eigenvalues of TS(Γη), and we are done.
We remark that, under assumptions on Gσ, if Bη has a constant row sum, then this constant
must be zero, since the column sum of Bη is zero. Consequently, r must be even. Such oriented
signed graphs can easily be constructed. Here is an example.
Example 4.5. By taking a bipartite regular graph whose edge set is decomposable into the
cycles and choosing a biorientation whose restriction on every cycle of a decomposition satisfies
the assumption of Theorem 4.4, we arrive at a desired oriented signed graph. An example is
illustrated in Fig. 3.
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Figure 3: The oriented signed graph of Example 4.5 in which positive vertex-edge orientations are indicated. Its
edges are decomposed into the cycles: 12345678, 1526 and 3748.
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