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a b s t r a c t
We consider a problem related to the submodular set cover on polymatroids, when the
ground set is the family of independent sets of a matroid. The achievement here is
getting a strongly polynomial running time with respect to the ground set of the matroid
even though the family of independent sets has exponential size. We also address the
optimization problemof themaximization of submodular set functions on the independent
sets of a matroid.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Set Cover problems and Matroid Theory are two issues of paramount importance in algorithm theory. The submodular
set cover problem is a generalization of the former, related to the latter. In this paper, we study and solve a problem related
to the submodular set cover problem for polymatroids, where the ground set is the family of independent sets of a matroid.
We also address the optimization problem of the maximization of submodular set functions on the independent sets of a
matroid.
1.1. Matroids, polymatroids, and submodular set functions
In this section we recall the basic concepts in the theory of matroids and submodular functions. For notation and basic
properties, we refer to the book [15].
Let U = {e1, . . . , en} denote a finite set and let I ⊂ 2U be a collection of subsets of U called independent sets. I is said to
be hereditary if it is closed under taking subsets, i.e., if X ∈ I and Y ⊂ X , then Y ∈ I. Notice that ∅ ∈ I.
Definition 1. Apair (U, I) consisting of a ground setU and a hereditary familyI of subsets ofU is amatroid if for allX, Y ∈ I,
it is the case that if |X | > |Y | then there exists some x ∈ X \ Y such that Y ∪ {x} ∈ I.
We recall that a maximal independent set of a matroid is called a base and that all bases of a matroid have the same
cardinality, called the rank of the matroid [15].
Following Schrijver [15] we will assume that the matroid M = (U, I) is given by an algorithm testing whether a given
subset of U belongs to I. Such an algorithm is called an independence testing oracle. Notice that a full list of independent sets
would increase the input size exponentially. An algorithm whose running time is polynomial with respect to the size of the
ground set is said to be strongly polynomial.
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Definition 2. A set function f : 2U → R is called submodular if for all X, Y ⊆ U
f (X ∩ Y )+ f (X ∪ Y ) ≤ f (X)+ f (Y ). (1)
A polymatroid is a polyhedron associated to a ground set N , and restricted by a submodular function f . More specifically:
A polymatroid is defined as a pair (N, f ), where N is a set and f is a non-decreasing, integer submodular set function with
f (∅) = 0, defined on all subsets of N .
Any set N ′ ⊆ N is called independent if f (N ′) =∑j∈N ′ f ({j}) and spanning if f (N ′) = f (N).
The problem of finding a minimum cost spanning set of a polymatroid is called the submodular set cover problem.
Again, one cannot assume to have a complete description of the submodular function since the number of subsets is
exponential. Hence, a value giving oracle, that is assumed to run in polynomial time, is used to represent the submodular
function.
In this paper we shall focus on a cover problem where a set function f operates on the independent sets of a matroid.
1.2. Our contribution
Let (U, I) represent a matroid with a ground set U and a hereditary family I ⊆ 2U . Let c : U → R+ be a cost function, it
is well known that the optimization problem
max
X∈I
∑
e∈X
c(e)
is optimally solved in a greedy fashion if and only if (U, I) is a matroid [15].
In this paper we consider the case in which the ground set U is operating on sets of elements and the cost function is
associated to these sets rather than to the individual elements. Since (U, I) is amatroidwe can still, under certain conditions,
approximate the optimal solution. Specifically, we study problems related to maximizing a submodular set function f on
the independent sets of a matroid. Since the number of independent sets is exponential in the size of the ground set, we
cannot check them all. However, the function being submodular, we are able to extend the greedy approach for matroids to
our problem.
We first show that for any non-decreasing submodular set function f : 2U → R+, a greedy algorithm computes in
polynomial time a 2-approximation for the following problem on a matroid (U, I).
Maximizing a submodular set function: Compute
max
X∈I
f (X). (2)
Given the above result, we give an approximation algorithm for the Submodular set cover problem on matroids described
below.
Definition 3. The submodular extension of f to 2I denotes any monotone function f ′ : 2I → R+ such that: For any I′ ∈ 2I,
it holds that f ′(I′ ∪ {X}) is monotone and submodular as a function of X ⊆ U; in particular, f ′({X}) = f (X), for any X ⊆ U .
Submodular set cover on matroids: Compute
min
I′⊆I,
f ′(I′)=f ′(I)
|I′|, (3)
where f ′ : 2I → R+ represents any non-decreasing submodular extension of f : 2U → R+.
Namely, we compute the minimum size of a spanning set I′ (e.g. a subfamily I′ ⊆ I such that f ′(I′) = f ′(I)) with
respect to f ′.
It is known that the greedy approach provides an approximation of the submodular set cover problem in polymatroids
that is tight with respect to the non-approximability bound [16]. The running time, though, is lower bounded by the size
of the ground set of the polymatroid. In the case of (3), one has to deal with a ground set being the family of a matroid’s
independent sets. Such families may have exponential size with respect to the size of the matroid’s ground set U .
We will show that a greedy algorithm achieves a running time strongly polynomial in the size of the matroid’s ground
set, rather than the size of I. The algorithm still gives a 2 · H(n) approximation of the optimal spanning set, where
n = maxJ∈I f ({J}) = maxJ∈I f (J), and H(n) = 1+ 12 + · · · + 1n ≤ log n+ 1 is the harmonic function.
Example 1. As an example of a problem that can be expressed in terms of submodular set cover on matroids, we consider
the following problem introduced in [5,11].
Set Cover with Group Budgets: Consider a set V and a family S of subsets of V ; S is partitioned into groups S1, . . . , Sk.
The goal is to find a subset C ⊆ S such that:
(a) any element in V is contained in at least one of the sets in C and
(b) max1≤i≤k |C ∩ Si| is minimized.
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Fig. 1. Greedy algorithm for the submodular set cover.
Notice that when k = 1 the problem reduces to the set cover problem.
The Set Cover with Group Budget problem can be seen as a submodular set cover on matroids. Let I denote the family of
subsets X of S such that |X ∩ Si| ≤ 1, for i = 1, . . . , k. It is immediate to see that (S, I) is a matroid.
Define S(v) = {X | X ∈ S, v ∈ X}. Consider then the submodular function f (X) = |{v | v ∈ V , X ∩ S(v) 6= ∅}| and its
extension f ({X1, . . . , Xt}) = f (∪ti=1 Xi), where X1, . . . , Xt ∈ I.
An optimal solution is a family {X1, . . . , Xt} with f ({X1, . . . , Xt}) = f (I) = V of minimum size (e.g. minimizing the
intersection with the sets S1, . . . , Sk). Hence, the algorithm for submodular set cover on matroids immediately gives a
logarithmic approximation for the Set Cover with Group Budget problem.
1.3. Related work: Submodular functions and submodular set cover
The theory of submodular functions stems from the field of lattice theory [2,3] in the 1930s. However, it was not until
1970 that Edmonds [4] showed their relevance in optimization. In the 1960s efforts were focused on finding analogies
between submodular functions and either convex or concave functions. In the 1980swork by Frank, Fujishige, and Lovász [7,
9,14] related submodular functions to the former. In terms of optimization this might appear as good news because of
the beneficial properties of convex functions. A peculiarity of submodular functions that contrasts with these beneficial
convexity properties is that,whereas theminimization problemcanbe solved in polynomial timeusing the ellipsoidmethod,
the maximization problem remains NP-hard [6,12]. We stress that the above maximization problem is not to be confused
with the problem studied in this paper: The problem of maximizing a submodular set function on the independent sets of a
matroid, which we study in Section 3. An excellent introduction to submodular functions is given in [15].
A polymatroid is a generalization of matroids, based on submodular functions and a spanning set of a polymatroid can
be thought of as an analog to the base of a matroid. As is commonly known, the greedy approach to optimizing the cost of a
matroid’s bases solves the problem optimally.Wolsey [16,17] studied the same type of algorithm applied to the submodular
set cover problem:Given a polymatroid (N, f )with a cost function c defined on the elements ofN , theminimumsubmodular
set cover is defined as
min
N′
f (N′)=f (N)
∑
e∈N ′
c(e),
i.e., the minimum cost of all spanning sets of N. The algorithm can be stated as in Fig. 1; it runs in strongly polynomial time
with respect to the size of N and gives a H(n) approximation of the minimum cover, where n = maxj∈N f ({j}) [16]. The
result is optimal, given that the submodular set cover is a generalization of the set cover problem, having a matching the
unapproximability bound [8]. For a survey on the topic we refer to [10].
2. Preliminary notation: Contraction of a submodular function
Consider a set N , a subset X ⊆ N , and a function f defined on 2N . The contraction of f onto N \ X is the set function fX s.t.
fX (Y ) = f (Y ∪ X)− f (X). (4)
The function fX (Y ) represents the increment one gets on the value of f when its argument is enlarged from X to X ∪ Y .
Clearly, fX (Y ) = fX (Y \ X).
The following property will be useful in what follows.
Property 1. The contraction of a submodular function is submodular.
Proof. Fix any X ⊆ N . For any Y , Z ∈ 2N , it holds
fX (Z ∩ Y )+ fX (Z ∪ Y ) = f ((Z ∩ Y ) ∪ X)− f (X)+ f ((Z ∪ Y ) ∪ X)− f (X)
= f ((Z ∪ X) ∩ (Y ∪ X))− f (X)+ f ((Z ∪ X) ∪ (Y ∪ X))− f (X)
≤ f (Z ∪ X)− f (X)+ f (Y ∪ X)− f (X)
= fX (Z)+ fX (Y ),
where the inequality is due to the submodularity of f . 
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Fig. 2. Modified greedy algorithm for submodular set cover.
3. Submodular set cover on matroids
In this section we study the submodular set cover on the independent sets of a matroidM = (U, I).
Let f : 2U → R+ be a non-decreasing submodular function with a polynomial time value giving oracle and let
f ′ : 2I → R+ be a submodular extension of f to 2I as given in Definition 3.
Remark 1. For sake of simplicity in the notation, in the rest of the paper we will use the same symbol f to denote both the
original function and its extension.
Consider then the system (I, f ).We notice that the size of I is exponential in the size of U,while we want the running
time to be strongly polynomial in the size of U . In order to make the problem feasible, the cost function also needs
restrictions. For our purposes it is enough to consider a uniform cost function; in such awaywe are leftwith the optimization
problem (3) stated in Section 1.2. We will show that, under such a restriction, we can apply the greedy algorithm of Fig. 1;
it reduces to the one given in Fig. 2.
The main point in the algorithm in Fig. 2 is how to efficiently compute the maximum value required at line 2.1. We shall
show how to use the greedy algorithm for matroids to approximate by a factor of 2 such a maximum value; this result will
then be applied to analyze the algorithm in Fig. 2.
3.1. Maximizing a submodular set function
We will prove the following theorem.
Theorem 1. Given a matroid M = (U, I) and any non-decreasing submodular set function f , there exists a greedy algorithm
that computes a 2-approximation for
max
X∈I
f (X).
The running time is |U|2 · p(|U|), where p(|U|) is the running time of the independence testing oracle for M.
Proof. The greedy algorithm for maximizing a non-decreasing submodular set function on the independent sets of M is
given in Fig. 3.
Let X denote the final solution given by the greedy algorithm and let Y be an optimal solution. Since f is non-decreasing
|X | = |Y | = k, where k is the rank of (U, I). Let xi be the element chosen by the algorithmduring step i and Xi = {x1, . . . , xi},
for i = 1, . . . , k. Clearly, X = Xk.
We first show that the elements of Y can be sorted into y1, . . . , yk in such a way that
Xi−1 ∪ {yi} ∈ I, (5)
for each i = 1, . . . , k. We proceed inductively starting from the last element down to the first. Since (U, I) is a matroid and
|Y | > |Xk−1|, theremust exist y ∈ Y \Xk−1 such that Xk−1∪{y} ∈ I; fix yk = y. For i < k, suppose we have fixed yi+1, . . . , yk
in Y . Using the above argument, there must exist y ∈ Y \ {yi+1, . . . , yk} such that Xi−1 ∪ {y} ∈ I; we fix yi = y.
Now, consider the function value of Y . By (4)
f (Y ) ≤ f (X ∪ Y ) = f (X)+ fX (Y ) =
k∑
i=1
fXi−1({xi})+
k∑
i=1
fZi({yi}), (6)
where Zi = X ∪ {y1, . . . , yi−1}. Noticing that, by the monotonicity and submodularity of f ,
f ({yi} ∪ Zi)+ f (Xi−1) ≤ f ({yi} ∪ Zi)+ f (Xi−1 ∪ (Zi ∩ {yi})) ≤ f ({yi} ∪ Xi−1)+ f (Zi),
we have
fZi({yi}) = f ({yi} ∪ Zi)− f (Zi) ≤ f ({yi} ∪ Xi−1)− f (Xi−1) = fXi−1({yi}).
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Fig. 3. Greedy algorithm for maximizing a submodular function on the independent sets of a matroid.
Hence,
fX (Y ) =
k∑
i=1
fZi({yi}) ≤
k∑
i=1
fXi−1({yi}) ≤
k∑
i=1
fXi−1({xi}) (7)
where the last inequality follows from (5), since the greedy algorithm chooses xi, for i = 1, . . . , k.
Using (6) and (7), we get the desired inequality f (Y ) ≤ 2f (X). The running time is equal to the number of steps of the
greedy algorithm times the time for finding the element emaximizing fX ({e}). 
We notice that the approximation bound is tight for the greedy algorithm, as shown by following example.
Example 2. Let U = {e1, e2, e3, e4} and I = {{e1, e2}, {e1, e3}, {e3, e4}, {e2, e4}, {e1}, {e2}, {e3}, {e4}}.
Consider the function f s.t.
f ({e4}) = n, f ({e1, e2}) = n+ 1, f ({e1, e3}) = n+ 2, f ({e2, e4}) = 2n, f ({e3, e4}) = n+ 1.
It is straightforward to check that (U, I) is a matroid (all subsets of each set exist and for any X, Y ∈ I if |X | > |Y | then
there is an element x ∈ X \ Y such that Y ∪ {x} ∈ I). The greedy algorithm chooses the set {e1, e3}with f ({e1, e3}) = n+ 2.
The optimum is achieved for set {e2, e4}with f ({e2, e4}) = 2n.
3.2. Minimum submodular set cover
The result of Section 3.1 can be extended to the function fI′({X}). At line 2.1 of the algorithm in Fig. 3 we need to look for
the element e that gives the maximum increment to the function fI′ , when added to Xi; namely we want:
Xi+1 = Xi ∪ {e}, where e is an element in U \ Xi with Xi ∪ {e} ∈ I \ I′, maximizing fI′({Xi ∪ {e}}).
By Property 1, the function fI′ is submodular. Hence, Theorem 1 extends to this problem by considering the monotone
submodular function F(X) = f (I′ ∪ {X}) = fI′({X})+ f (I′); we need to determine maxX∈I F(X).
By using the algorithm of Theorem 1 to approximate the value at line 2.1 of the algorithm in Fig. 2, we obtain the desired
strongly polynomial time greedy algorithm for the minimum submodular set cover problem.
Theorem 2. Given (I, f ) where I is the family of independent sets of a matroid and f : 2I → R+ is as in Definition 3, let I∗ be
a minimum cover for (I, f ), that is, f (I∗) = f (I) and
|I∗| = min
I′⊆I,
f (I′)=f (I)
|I′|.
The modified greedy algorithm computes a cover of size at most 2H(n)OPT in strongly polynomial time, where OPT = |I∗| and
n = maxJ∈I f (J).
Proof. We follow the proof by Lovász for the plain minimum set cover problem [13]. Let It denote the set constructed by
the tth iteration of the generalized greedy algorithm in Fig. 2 by using the algorithm of Theorem 1 to approximate the value
at line 2.1. Suppose the algorithm terminates after T iterations. Let δt denote the increase of f during step t . Theorem 1
implies that
δt ≥ 12 · maxJ∈I\It−1 fIt−1({J}).
Since our algorithm computes a spanning set for I we have that
∑T
t=0 δt = f (I).
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Let∆ denote themaximum increase of any iteration, that is,∆ = maxt δt . For all i ∈ {1, . . . ,∆}, let ni denote the number
of iterations that saw an increase of i (recall that f is an integer valued function). Then,
f (I) =
T∑
t=0
δt =
∆∑
i=1
ni · i,
and the number of independent sets selected by our algorithm is
T =
∆∑
i=1
ni.
Consider now the first iteration in which the increase is at most `; at the beginning of this iteration the total increase that
is still to be gained is at least `n` + · · · + 2n2 + n1. Moreover, by the choice of the algorithm it follows that the maximum
possible increase from this time on is at most 2`. Hence,∑`
i=1
i · ni ≤ 2`|I∗|,
where I∗ is an optimal cover. By Lovàsz [13] it follows that
∑∆
i=1 ni ≤ 2H(∆)|I∗|.
Regarding the time complexity, we notice that by Theorem 1, approximating the maximum value of f can be done in
strongly polynomial time. The number of sets constructed by the algorithm is bounded by the size of the matroid ground
set. Hence, the overall running time is strongly polynomial. 
Remark 2. It is possible to generalize Theorem 2 to hold even in theweighted case by following the analysis of theweighted
set cover [1], given that we can approximate the gain function by a constant factor. It is not clear though how to find such
an approximation, and we leave this as an open problem.
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