Partitioning is a fundamental problem in the design of VLSI circuits. In recent years, ratio-cut partitioning has received attention due to its tendency to partition circuits into their natural clusters. Node contraction has also been shown to enhance the performance of iterative partitioning algorithms. This paper describes a new simple ratio-cut partitioning algorithm using node contraction. This new algorithm combines iterative improvement with progressive cluster formation. Under suitably mild assumptions, the new algorithm runs in linear time. It is also shown that the new algorithm compares favorably with previous approaches.
MATHEMATICAL DESCRIPTION
A hypergraph GðV; EÞ consists of a set of nodes V and a set of nets E. Each net e [ E is a subset of 2 or more nodes in V. Throughout this paper, n and m denote the number of node and nets, respectively. For convenience, the nodes are numbered (named) from 1 to n, and the nets are numbered from 1 to m. A node i has an integer size S(i ). However, all nets have unit weights, for a net of weight k can be replaced by k nets of unit weight each. An electrical circuit can be modeled as a hypergraph. A graph is a special case of a hypergraph in which each net links exactly two nodes.
A partition of a hypergraph GðV; EÞ is an unordered pair ðV 1 ; V 2 Þ of subsets of V such that V 1 < V 2 ¼ V and V 1 > V 2 ¼ B: The size S(A ) of a subset of nodes A # V is the sum of the sizes of its constituent nodes. A partition ðV 1 ; V 2 Þ is a bisection if jSðV 1 Þ 2 SðV 2 Þj is as small as possible. A net e is said to be cut by a partition ðV 1 ; V 2 Þ if it links nodes in V 1 and in V 2 , i.e. e > V 1 -B and e > V 2 -B: The cut (cost) of a partition ðV 1 ; V 2 Þ is the subset (number) of nets cut and is denoted by cutðV 1 ; V 2 Þ ðcostðV 1 ; V 2 ÞÞ: The ratio-cut partition problem (RCP) seeks a partition ðV 1 ; V 2 Þ which minimizes the circuit. For 1 # i , n; let V i ¼ {v 1 ; v 2 ; . . .v i } be a subset of V consisting of the first i nodes in the given linear order. Let the partition ðV k ; V 2 V k Þ be the one that minimizes the ratio cut among all partitions of the form ðV i ; V 2 V i Þ; 1 # i , n: Then ðV k ; V 2 V k Þ can be used as a solution of RCP.
The first approach we tried to solve RCP was based on the above idea using a modification of the linear ordering algorithm CLP [8] . CLP is an iterative improvement algorithm for linear placement that optimizes the wirelength of the final ordering. It starts with an initial linear ordering and iteratively improves it. CLP was modified to record after each iteration the best ratio cut partition obtainable from the current ordering, and to report at termination the best partition encountered in all iterations. Good results were obtained using this approach. However, the computation time was somewhat excessive. Because CLP optimizes wire-length, it consumes more time to update wire-length after iterative movements of nodes. Computation can be much faster if a direct approach is used. This led to the algorithm CRC which is a direct approach to solve RCP like CLP, it is based on the dynamic contraction (DC) methodology [9] . The DC methodology combines iterative improvement and node contraction into an effective solution strategy for combinatorial problems.
NODE CONTRACTION
There have been reports in the literature that iterative partitioning algorithms perform better if the minimum node degree is large, or alternatively, the density of the graph is large [10 -12] . In order to increase the smallest degree, subsets of nodes may be clustered (contracted or compacted or coalesced) to form a single node each. When a subset of nodes X is clustered to form a single node x, the nets incident with node x in the new hypergraph are of the form ðe > ðV 2 XÞÞ < {x}; where e is a net originally incident with some node in X, and with the provision that nets that are reduced to one node are discarded. All other nets and nodes in V 2 X remain the same. Naturally, the size of a coalesced node is the sum of the sizes of its constituent nodes. Clustering of nodes to improve the performance of iterative heuristics have been described in Refs. [10, 11] . In fact many effective partitioning methods use some form of clustering [12 -17] . In Ref. [17] , we presented an algorithm for the graph bisection problem that enhances iterative improvement with node contractions. This strategy was also used on other problems. See Ref. [9] for more details.
A NEW RATIO CUT ALGORITHM
This sections describes a new algorithm (CRC) for ratio cut partitioning. CRC is also based on the DC methodology [9] in which an iterative improvement algorithm and a node contraction mechanism cooperated to find better solutions.
The iterative improvement step is similar to computing a ratio cut partition from linear ordering. Given an initial partition ðV 1 ; V 2 Þ; nodes in V 1 are consecutively moved to V 2 until only one is left in V 1 . After each move, if the ratio cut improves, the current partition replaces the best partition. The current partition also replaces the best partition if it has the same ratio cut cost as the best partition but achieved a better size balance. The same process is repeated with nodes in V 2 consecutively moved to V 1 . Note that the two orders in which nodes moved from V 1 to V 2 and from V 2 to V 1 can be combined into one linear ordering of the circuit. Therefore, the best ratio cut partition observed during this node shifting phase can be thought of as obtained from the induced linear ordering. The type and number of node contractions are also determined from this induced ordering. The order in which nodes are moved from one side of the partition to the other is determined by the gain of nodes. The gain of a node is the net decrease (may be negative) in the number of nets cuts if the node is moved to the other side of the partition. The node with highest gain is moved first. To facilitate retrieval of the node of highest gain, a bucket structure as described in Ref. [18] is used with the LIFO scheme as described in Ref. [19] . We have previously used the same implementation in Ref. [17] . To get started, the first partition ðV 1 ; V 2 Þ is randomly generated.
During the iterative improvement step, subsets of nodes are selected for clustering. Nodes that are moved are labeled. After moving a node x, all labeled nodes that are connected to x by a critical net are selected for clustering with x and their labels are cleared. If such nodes were found then the label of x is also cleared. A net is critical for node x if it is removed from the cut after moving x to the other side of the partition. Nodes that are selected for clustering with x are those nodes that were moved before x in the same direction and that contributed positively to the gain of node x. The rational for this clustering scheme is simple. Nodes that are heavily connected to each other tend to migrate together during iterative improvement. Therefore, for each moved node x an attempt is made to cluster it with previously moved nodes that contributed positively to its gain. Note that all critical nets of node x are partly made critical by the movement of the same nodes selected for clustering with node x. Other nodes may have contributed to the criticality of nets connected to x. These nodes are not selected for clustering with x for one of two reasons:
. Their labels were cleared after being previously selecting for clustering with some other nodes. It has been observed [15, 17] that early formation of large clusters hinders the optimization process. The above clustering scheme ensures that only few nodes are selected for clustering with each other. . Their labels were cleared because a new best partition was found after they were moved but before x is moved. The labels of moved nodes are cleared every time a new partition replaces the currently best one. This is done to guarantee that nodes that are clustered together belong to the same side of the best partition seen so far. The best partition found serves as the initial partition for the improvement step on the clustered hypergraph.
Other nodes connected to x via non-critical nets are not selected for clustering with x for two reasons:
. A non-critical net may be very long. Therefore large clusters may be formed if neighboring node via noncritical nets are included. . For the purpose of efficiency. If all the labeled nodes connected to node x are searched for, many nodes may be examined too many times. For example, consider the situation in which a single net connects all the nodes of the hypergraph. In this situation during the search for labeled nodes connected to x, all the nodes are examined. Since each node is moved once during one iterative improvement pass, the running time of the algorithm becomes quadratic. By restricting the search to labeled nodes connected to x via critical nets this situation is avoided. A net can become critical during the iterative shifting of nodes from one side of the partition to the other if at some points it becomes cut and its last node is eventually moved to the other side. Because iterative shifting of nodes proceeds in two directions, a net cannot be critical more than two times in one iterative improvement pass.
After one iterative pass many subsets of nodes are selected for clustering. These subsets are clustered all at once and a new clustered hypergraph is formed. The best current partition projects to a partition of the clustered hypergraph because nodes that are clustered together are guaranteed to be on the same side of the best partition.
As long as there are improvement in cost or clustering of the circuit, the whole process is repeated. After that, a new best partition for the flat unclustered hypergraph is obtained, and in case of improvement, we repeat again on the flat hypergraph.
The above description of CRC algorithm can be summarized as follows:
1. Let G be the input hypergraph. Compute a copy H of G. 2. Generate a random initial partition ðX 1 ; X 2 Þ for H and save a copy ðB 1 ; B 2 Þ of this partition. Save a copy ðP 1 ; P 2 Þ of ðX 1 ; X 2 Þ as the best partition of G. The initial partition ðX 1 ; X 2 Þ is generated as follows. First all the nodes are put in X 1 and X 2 is empty. Then a random coin is tossed for each node, and if the outcome is head the node is moved to X 2 . This is repeated until X 2 contains bn=2c nodes, where n is the total number of nodes of the hypergraph. 3. Let ðV 1 ; V 2 Þ be a copy of ðX 1 ; X 2 Þ; clear labels of all nodes, set i ¼ 1; and set list C ¼ B: 
Avoiding Quadratic Running Time
In the iterative improvement phase, nodes are moved according to highest-gain-first (HGF) scheme, where the gain of a node is defined to be the decrease in the number of nets cuts if the node is moved to the other side of the partition. In the context of ratio cut partitioning, it may seem more appropriate to define the gain of a node as the net decrease in the ratio cut cost of the partition if the node is moved to the other side of the partition. However with this definition, moving one node from one side of the partition to the other affects the gain of all other nodes and not just the neighbors of the moved node. Therefore, it becomes costly to maintain node gains efficiently: The running time becomes quadratic per each iterative improvement pass. In our chosen definition of gain, only linear time is needed per pass using the well known data structures of Ref. [18] . The experimental results will also show that the quality of the solution is not sacrificed by this choice. After each node move, the algorithm saves the partition if it improves the best ratio cut cost. Therefore, the partition may be saved many times especially during the early stage of the algorithm after starting with a random initial partition. If the status of each node is saved, then O(n ) time is needed each time a partition is saved. Since the current partition may be saved O(n ) time per iterative improvement pass, the running time of the algorithm may become quadratic. To avoid this, we keep all the moved nodes since the last time a partition is saved in a list, and we only update the status of the nodes on that list when a better cost partition is found. For small hypergraphs, the effect of this implementation on the running time is insignificant. However, for large hypergraphs the running time is significantly improved.
EXPERIMENTAL RESULTS
The results of our algorithms are compared to those of RCut1.0 [20] and EIG1-IG [6] algorithms. The results of RCut1.0 and EIG1-IG are those reported in Table IV of Ref. [6] . The results are presented in Table I . Our algorithm (CRC) was run 100 times on a DEC 8400 station using random initial partitions. In Table I , we report the best ratio cut cost found in 100 runs of CRC (column CRC), the number of times the best cost was found (column FREQ), and the average running time per run. The last row shows the cumulative percentage improvements over RCut1.0 and EIG1-IG. The results of CRC show 37.7% improvement over those of RCut1.0 and 15.88% improvement over those of EIG1-IG. Note that except for two cases, CRC obtained the best solution in at 21 of the 100 runs. The total running time for all 100 runs for all the inputs in Table I is less than 5 min of CPU time.
We also compared our algorithm to the MLC algorithm in Ref. [15] . MLC is designed to find balanced partitions and therefore it does not necessarily optimize the ratio cut cost. We use the result of MLC simply as reference points to check the effectiveness of CRC. We also wanted to determine the speed of CRC when run on large inputs as those used in Ref. [15] . The results are presented in Table II . Only the cut is reported in Ref. [15] for the hypergraphs in Table II . We computed a ratio cut cost by assuming that the partitions obtained by MLC are perfectly balanced. The results of CRC show 35.3% improvement over those of MLC. Note that except for six cases, CRC obtained the best solution in at least 21 of the 100 runs. The total running time for all 100 runs for all the inputs in Table II is about 2 h of CPU time. Note that several hypergraphs in Table II have at least 20,000 nodes and one has 1,03,048 nodes. Also note that the ratio cut costs obtained by CRC for several circuits were zero. It turned out that those hypergraphs consist of several connected components as we verified by running a connected components algorithm.
CONCLUSION
We have presented an efficient algorithm for ratio cut partitioning. Several runs with random initial starts may be needed to obtain good results. The experimental results show that in most cases about 5 runs (100 divided by 20) are enough to get the best solution. 
