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a b s t r a c t
Semiparametric proportional hazard regression models are the cornerstone in modern
survival analysis. Most estimation methodologies developed in the literature, such as the
famous partial likelihood based estimation, are built on the ground that the censoring is
noninformative. However, in many applications, the censoring is indeed informative. In
this paper, we study the survival regression models with an informative censoring that
is easy to detect and apply. A very important problem in practice is how to estimate the
survival models more efficiently with the information from the informative censoring. We
propose a semiparametric maximum likelihood approach that is easily implementable to
estimate both the nonparametric baseline hazard and the parametric coefficients in the
survival models with informative censoring. Different from the methods in the literature,
we do not apply least informative approach to the baseline, which does not work well
in our simulation. We solve the difficulty in semiparametric estimation by suggesting
an indirect application of local kernel smoothing to the baseline. Asymptotic theory of
the proposed estimators is established under informative and noninformative likelihoods,
respectively. We suggest a cross-validation method to detect the informative censoring
in application. The performances of the estimators in finite samples are investigated
by Monte Carlo simulation. Both asymptotic theory and simulation show that the
suggested semiparametric approach provides more efficient estimators of the parameters
for informative censoring, and estimates the baseline function accurately. The proposed
method is applied to analyse the data about the infants hospitalised for pneumonia, which
leads to interesting findings.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Censored survival data appear frequently in many scientific areas. There is an abundant volume of literature addressing
survival data analysis, among which, the most influential one is probably the seminal work [6]. The proportional hazard
model togetherwith the partial likelihood estimation proposed in that paper is themost frequently used approach to analyse
censored survival data; see [4,11,20,27,31,39,5,2,37] and the references therein, for more recent developments.
Most estimation methodologies for censored data analysis, including the partial likelihood estimation, are built on the
ground that the censoring is assumed noninformative. In many applications, however, the censoring is indeed informative,
i.e. the distribution of censoring time involves some parameters of interest in the distribution of lifetime (conceptually,
the informative censoring is not the dependent censoring). For example, the survival data analysed in Section 7 about the
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infants hospitalised for pneumonia are censored informatively; see Section 7 for detail. Lagakos [22] gives a number of such
examples where the assumption of noninformative censoring is questionable. See also [7,18,24,30,33,34,38], among others.
The assumption of ignorable censoring is at best an approximation and at worst seriously misleading [34]. It is clear that if
such dependence in informative censoring is ignored, the resulting inference could be biased, and if the censoring is treated
as noninformative when it is indeed informative, one would pay a price on the efficiency of the obtained estimator.
In this paper, we will systemically investigate how the information provided by the censoring times can improve the ef-
ficiency of the obtained estimator in a semiparametric proportional hazard regressionmodel. We propose a semiparametric
complete likelihood estimation (CLE) procedure coupled with two-stage idea to deal with both the (assumed) noninforma-
tively and informatively censored survival data. We define it as the noninformative likelihood estimation (NLE) that the
maximum likelihood estimation is done under the assumption that the censoring is noninformative. We will demonstrate,
from both asymptotic theory and simulation studies, that the proposed semiparametric CLE is implementable easily and the
resulting estimator is more accurate than that obtained by NLE when the censoring is informative.
Under the setting of proportional hazard functions, the whole model is a semiparametric model with the baseline
function as nonparametric part. The aim of this paper is to estimate both the unknown baseline functions and the unknown
parameters in the model. It is easy to write out the likelihood function for such semiparametric model. So, the unknown
parameters as well as the unknown baseline function can be estimated by the complete likelihood estimation (CLE) coupled
with some nonparametricmodelling techniques. Under the assumption that the censoringwas noninformative, Fan et al. [9]
showed that when the unknown baseline function was modelled by least informative modelling approach the estimators of
the unknownparameters obtained by the CLEwould be the same as that obtained by the partial likelihood estimation and the
Breslow estimator of the baseline function is the same as themaximum likelihood estimator of the baseline function. So, the
partial likelihood estimation is one kind of NLE. Intuitively, the Breslow estimator [1]would not be very accurate because the
baseline function is modelled by least informative approach. Indeed, we will see that even the smoothed Breslow estimator
performs poorly in the simulation study conducted later. In this paper, we proposed a novel semiparametric estimation
procedure whereby both the regression parameters and the baseline function can be estimated accurately.
Semiparametric modelling is a very appealing modelling approach. The merits of semiparametric modelling are that
the unnecessary bias due to mis-specification can be reduced through the nonparametric modelling part, and the prior
information can also be incorporated into the modelling through parametric modelling part, which would reduce the
unnecessary variance. There are many semiparametric models together with estimation methods and their applications
proposed, examples include additive modelling [16,25,26], low-dimensional interaction modelling [35], varying coefficient
models [17,12,13,36], partially linearmodels [10,14,23], and their hybrids [3], among others. The semiparametric estimation
has been extended to the survival models under noninformative censoring by many investigators, see, for example,
[9,39,5,2] and the references therein. The semiparametric estimation procedure proposed in this paper is very different
to those mentioned above. Our proposed estimation procedure is kernel smoothing based. However, we will demonstrate
that the direct kernel smoothing would not work, and the kernel smoothing has to be used in an indirect way. To the best
of our knowledge, this is the first paper that is concerned with the semiparametric local maximum likelihood estimation of
the survival regression models with informative censoring.
The paper is organised as follows. We begin in Section 2 with a description of the survival regression model which this
paper is addressing with informative censoring. The semiparametric likelihood function and its difficulty in estimation by
kernel smoothing are presented in Section 3. In Section 4 we describe how to construct the estimation procedure for the
unknown parameters and baseline functions by suggesting an indirect application of kernel smoothing to the baseline,
with asymptotic theory for those estimators stated. In Section 5 we brief some model selection ideas which can be used to
detect whether the censoring is informative or not. The performance of the estimation is assessed by a simulation study in
Section 6. In Section 7, we explore how several factors affect the contraction of pneumonia in infants based on the proposed
model and estimation procedure. Finally two appendices are provided: the main assumptions and notations are collected
in Appendix A which is required for the asymptotic theory in Section 4 while the proofs of the asymptotic outcomes are
relegated in Appendix B.
2. The survival model with informative censoring
Let yi, i = 1, . . . , n, be the event time for the ith individual. XTi = (Xi1, Xi2, . . . , Xip) is the covariate vector of dimension
p, corresponding to yi, where XT stands for the transpose of a vector X . We assume the (Xi, yi), i = 1, . . . , n, are sampled
from (X, y), and independently and identically distributed. The censoring times, Ci, are sampled from C , and also assumed
to be independently and identically distributed. The distribution of C depends on X . In this paper, y is informatively right
censored by C , so the observed data are
ti, Xi, δi

, i = 1, . . . , n,
where ti = min(yi, Ci), δi = I(yi < Ci), t = min(y, C) and δ = I(y < C).
Let hy(t|X) and hc(t|X) be the conditional hazard functions respectively of y and C given X . We assume that both hy(t|X)
and hc(t|X) are proportional hazard regression functions, i.e.
hy(t|X) = h0,y(t)g1(XTβ1), hc(t|X) = h0,c(t)g2(XTβ2). (2.1)
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Because the censoring is informative, some components of β1 must also appear in β2. Without loss of generality, we assume
the first p1 components of β1 appear in β2 as its first p1 components, that is β1 = (αT0,αT1)T, β2 = (αT0,αT2)T. In (2.1), both
h0,y(·) and h0,c(·) are the unknown baseline functions to be estimated, g1(·) and g2(·) are known link functions, and β1 and
β2 are unknown parameters to be estimated. We would like to emphasise that to assume the first p1 components of β1
are the same as that of β2 is entirely to make the presentation more simple, the proposed methods still apply without this
assumption. Model (2.1) is the model we are addressing in this paper.
We would also like to emphasise that it is not necessary to assume the survival time and censoring time share the
same covariate X , our method would still apply when the survival time y depends on X and censoring time C depends
on another covariate, say, Z . To assume the survival time and censoring time share the same covariate X is entirely to make
the presentation more simple.
Inmodel (2.1), if p1 > 0, the censoring is obviously informative, where the information about the censoring times implies
important information on α0 in the hazard of the event times. Though somework in the literature (c.f., [18]) proposed some
model for the joint distribution of yi and Ci with covariates, it is recognised in the literature [34, p. 78] that we are unable to
estimate the level of dependence between the lifetime and censoring mechanisms, and hence in practice are unable to fit a
definite model. For simplicity, we suppose in this paper that yi and Ci are dependent but conditionally independent given Xi,
as assumed in the usual survival analysis literature (c.f., [38]). Clearly, under this assumption, if we ignore the informative
censoring, or if p1 = 0, i.e., when the components of β1 and β2 are assumed all distinct, model (2.1) becomes the problem
of noninformative censoring. Obviously, how to detect the informative censoring or determine whether p1 > 0 or p1 = 0 in
(2.1) is important in practice. A cross-validation procedure for the choice of p1, based on the estimation method proposed
in this paper, will be suggested in Section 5 below for practical applications.
The informative censoring defined in the model (2.1) is important and easy to apply in practice. Here are some remarks
regarding this model:
1. Consider that the Cox’s [6] proportional hazard regressionmodel is so important that it has been a cornerstone inmodern
survival analysis. It can, therefore, be imagined that the model (2.1) that is a proportional hazard regression model with
informative censoring is interesting and important in application.
2. The importance of informative censoring has been extensively addressed, and various informative censoring models
have been proposed in the literature. However, as commented in [34,38], the informative censoring mechanisms in the
survivalmodels are basically difficult to detect and estimate in practice. By extending Koziol–Greenmodel [21], Yuan [38]
suggested an interesting semiparametric censorshipmodelwith covariates under conditional independence between the
life and censoring times given covariates, which was shown to be easily tested. Similarly, the informative censoring in
our model (2.1) is easy to detect, e.g., by cross-validation as suggested in Section 5.
3. The real example of heart transplant data in [38, p. 505], provides a very good example of our model (2.1) in application,
which reads (in the notation of this paper):
hy(t|X) = h0,y(t) exp{β1(AGE − 41.7)+ β2(AGE − 41.7)2},
hc(t|X) = exp{θ0 + θ1t + θ2(AGE − 41.7)+ θ3(AGE − 41.7)2}hy(t|X),
where the estimates with standard deviation in () given by Yuan [38] are β1 = 0.043(0.008), β2 = 0.002(0.001), and
θ0 = −1.248(0.253), θ1 = 0.001(0.0003), θ2 = −0.074(0.022), θ3 = −0.001(0.002). Obviously, θ3 is insignificant at
1% significance level. Therefore, after removing θ3(AGE − 41.7)2 on the right-hand side (RHS) of hc(t|X) and by noticing
that hy(t|X) appears on the RHS of hc(t|X), it turns out that
hc(t|X) = h0,c(t) exp{(β1 + θ2)(AGE − 41.7)+ β2(AGE − 41.7)2},
with a semiparametric censorship baseline hazard h0,c(t) = exp(θ0+ θ1t)h0,y(t). Here the coefficients of (AGE − 41.7)2
in hy(t|X) and hc(t|X) are the same. Note that in our model (2.1) h0,c(t) is more general, which is independent of h0,y(t).
3. Semiparametric likelihood function and the difficulty in estimation
One of the important problems in practice is how to estimate the unknown baseline functions and the unknown
parameters in the model (2.1), with a hope that in the case of informative censoring we can estimate the survival model
more efficiently by sufficiently using the information from the informative censoring. We are suggesting a semiparametric
likelihood based estimation method for this problem. Let f (u, v|X) be the conditional joint density function of (C, y) given
X . Then the conditional likelihood function of (ti, δi), i = 1, . . . , n, given Xi, i = 1, . . . , n, is
L =
n
i=1
 ∞
ti
f (u, ti|Xi)du
δi  ∞
ti
f (ti, v|Xi)dv
1−δi
.
As assumed, given Xi, yi and Ci are conditionally independent. By simple calculation, we have
L =
n
i=1
exp

−g2(XTi β2)
 ti
0
h0,c(u)du− g1(XTi β1)
 ti
0
h0,y(u)du
 n
i=1

h0,c(ti)g2(XTi β2)
1−δi
h0,y(ti)g1(XTi β1)
δi
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and the log likelihood function being
L =
n
i=1

−g2(XTi β2)
 ti
0
h0,c(u)du− g1(XTi β1)
 ti
0
h0,y(u)du

+
n
i=1

(1− δi)

log h0,c(ti)+ log g2(XTi β2)
+ δi log h0,y(ti)+ log g1(XTi β1) .
Notice thatL involves both unknown parameters and unknown functions. It is a semiparametric likelihood function.
If the baseline hazard functions h0,y(u) and h0,c(u) are known, then the estimation of the parameters β1 and β2 can
be easily made by maximising L with respect to them. A difficult problem, however, is that these baseline functions are
unknown. An intuitive idea is to try to estimate the unknown baseline functions. The least informative approach [1] is
widely applied in the literature, but it could not work well from our simulation experiment in Section 6. We note that inL,
it contains
Λy(t) =
 t
0
h0,y(u)du, Λc(t) =
 t
0
h0,c(u)du,
and dΛy(t)/dt = h0,y(t) and dΛc(t)/dt = h0,c(t). It seems perfect that we can apply local linear smoothing to both Λy(t)
andΛc(t), to derive the estimators ofΛy(t), h0,y(t),Λc(t) and h0,c(t). However, unfortunately, this idea cannot work either.
Let us look at what would happen if the local linear kernel smoothing is applied to the above semiparametric setting. For
any given t0, by Taylor’s expansion, if ti is close to t0,
Λy(ti) ≈ ay + by(ti − t0), Λc(ti) ≈ ac + bc(ti − t0).
Noticing that h0,y(ti) ≈ by and h0,c(ti) ≈ bc , we have the following local log likelihood function
Ll =
n
i=1
Kb(ti − t0)

−g2(XTi β2)

ac + bc(ti − t0)

− g1(XTi β1)

ay + by(ti − t0)

+
n
i=1
Kb(ti − t0)

(1− δi)

log bc + log g2(XTi β2)
+ δi log by + log g1(XTi β1) ,
which equals
−
n
i=1
Kb(ti − t0)

g2(XTi β2)ac + g1(XTi β1)ay
− n
i=1
Kb(ti − t0)

g2(XTi β2)bc(ti − t0)+ g1(XTi β1)by(ti − t0)

+
n
i=1
Kb(ti − t0)

(1− δi)

log bc + log g2(XTi β2)
+ δi log by + log g1(XTi β1) ,
where b is the bandwidth, K(·) is the kernel function, Kb(·) = K(·/b)/b. Notice that gi(·) > 0, i = 1, 2. So the maximiser
would be ay = −∞, ac = −∞ when maximisingLl with respect to (ac, bc, ay, by). Therefore, the above idea that seems
perfect by using local linear kernel smoothing cannot work at all.
4. Estimation
We now suggest an alternative indirect kernel smoothing to deal with this difficult problem of estimation in semipara-
metric likelihood function. Notice that the integrals inL can be approximated by ti
0
h0,c(u)du ≈
n
j=1
h0,c(jti/n)ti/n,
 ti
0
h0,y(u)du ≈
n
j=1
h0,y(jti/n)ti/n,
as n is large, which lead to
L ≈ −
n
i=1
g2(XTi β2)
n
j=1
h0,c(jti/n)
ti
n
−
n
i=1
g1(XTi β1)
n
j=1
h0,y(jti/n)
ti
n
+
n
i=1

(1− δi)

log h0,c(ti)+ log g2(XTi β2)
 + δi log h0,y(ti)+ log g1(XTi β1) . (4.1)
There are two independent unknown functions in (4.1), so we are ready to use local smoothing modelling to (4.1). For stan-
dard nonparametric setting, local linear would be the best due to its design adaptive and automatic boundary correction,
see [8]. However, for our case here, the computation for local linear modelling is very expensive as there is no closed form
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for the maximiser of the local log likelihood function. Balancing the advantage and disadvantage of local linear modelling
here, we decide to use local constant modelling to (4.1).
For any t0, by Taylor’s expansion, we have
h0,c(ti) ≈ h0,c(t0), h0,y(ti) ≈ h0,y(t0),
when ti is in a small neighbourhood of t0. This leads to the following local log-likelihood function
ℓ(β1, β2, ac, ay) = −
n
i=1
g2(XTi β2)
n
j=1
ti
n
acKb(jti/n− t0)−
n
i=1
g1(XTi β1)
n
j=1
ti
n
ayKb(jti/n− t0)
+
n
i=1

(1− δi)

log ac + log g2(XTi β2)
+ δi log ay + log g1(XTi β1) Kb(ti − t0). (4.2)
(4.2) is the local log likelihood function based on which our proposed semiparametric likelihood approach is built.
In this section, we describe how to construct the estimators of the unknown parameters and baseline functions in
the model (2.1) when the censoring is either assumed noninformative (we ignore that the censoring is informative) or
informative. We start with noninformative case.
4.1. Noninformative likelihood estimation
When the censoring is assumed noninformative, the components of β1 and β2 may be completely distinct. In this case,
we call our semiparametric likelihood estimation for model (2.1) the noninformative likelihood estimation (NLE). So, to get
the estimators of β1, β2, h0,c(t0) and h0,y(t0), we only need to maximise ℓ(β1, β2, ac, ay)with respect to (β1, β2, ac, ay).
The maximiser is taken as the initial estimator of (β1, β2, ac, ay). We will explain why we take the maximiser as initial
estimator rather than final estimator later.
To maximise ℓ(β1, β2, ac, ay) is equivalent to maximising
ℓˇ1(β1, ay) =
n
i=1
δi

log ay + log g1(XTi β1)

Kb(ti − t0)− ay
n
i=1
g1(XTi β1)
n
j=1
ti
n
Kb(jti/n− t0)
with respect to (β1, ay) and maximising
ℓˇ2(β2, ac) =
n
i=1
(1− δi)

log ac + log g2(XTi β2)

Kb(ti − t0)− ac
n
i=1
g2(XTi β2)
n
j=1
ti
n
Kb(jti/n− t0)
with respect to (β2, ac). This implies that the censoring mechanism contributes nothing to the estimators of the unknown
parameters and baseline function for survival time. Note that the semiparametric CLE is equivalent to the NLE when the
censoring is noninformative.
It is easy to see
ℓˇ1(β1, ay) ≤ ℓˇ1(β1, aˇy)
=
n
i=1
Kb(ti − t0)δi log

1
n
n
i=1
Kb(ti − t0)δi

−
n
i=1
Kb(ti − t0)δi + ℓ˜1(β1)
where
aˇy =
n
i=1
Kb(ti − t0)δi

n
i=1
g1(XTi β1)
n
j=1
ti
n
Kb(jti/n− t0)
−1
, (4.3)
ℓ˜1(β1) =
n
i=1
Kb(ti − t0)δi log g1(XTi β1)−
n
i=1
Kb(ti − t0)δi log

1
n
n
i=1
g1(XTi β1)
n
j=1
ti
n
Kb(jti/n− t0)

,
and
ℓˇ2(β2, ac) ≤ ℓˇ2(β2, aˇc)
=
n
i=1
Kb(ti − t0)(1− δi) log

1
n
n
i=1
Kb(ti − t0)(1− δi)

−
n
i=1
Kb(ti − t0)(1− δi)+ ℓ˜2(β2),
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where
aˇc =
n
i=1
Kb(ti − t0)(1− δi)

n
i=1
g2(XTi β2)
n
j=1
ti
n
Kb(jti/n− t0)
−1
, (4.4)
ℓ˜2(β2) =
n
i=1
Kb(ti − t0)(1− δi) log g2(XTi β2)
−
n
i=1
Kb(ti − t0)(1− δi) log

1
n
n
i=1
g2(XTi β2)
n
j=1
ti
n
Kb(jti/n− t0)

.
To get the initial estimators of β1 and β2, we only need to maximise ℓ˜1(β1)with respect to β1 andmaximise ℓ˜2(β2)with
respect to β2. Let β˜1(t0) and β˜2(t0) be the maximiser of ℓ˜1(β1) and ℓ˜2(β2) respectively.
β˜1(t0) and β˜2(t0) cannot be taken as the final estimators of β1 and β2. This is because only the information provided by
the data in the neighbourhood of t0 is used to produce β˜1(t0) and β˜2(t0). The information about β1 and β2 contained in the
data outside the neighbourhood of t0 is not used. So, β˜1(t0) and β˜2(t0) would have larger variance than a good estimator
should have.
To reduce the variance of β˜1(t0) and get the estimator of β1, we take the two-stage idea as follows: first, for each
tj, j = 1, . . . , n, let t0 = tj in ℓ˜1(β1), andmaximise ℓ˜1(β1) to get themaximiser β˜1(tj). Then, average β˜1(tj) over j = 1, . . . , n
to get the final estimator of β1, which is
βˆ1 =
1
n
n
j=1
β˜1(tj). (4.5)
Similarly, the estimator βˆ2 of β2 can be constructed.
The two-stage estimation idea also appeared in [40] though the models there are slightly simpler.
Before stating the theorems, we introduce some notations. Let f (t) be the density function of ti, f (t|x) and F(t|x) be the
conditional density function and distribution function of ti given Xi = x, respectively. Further, set
δ1i = δi, δ2i = 1− δi, h0,1(t) = h0,y(t), h0,2(t) = h0,c(t),
Mg,β(t) = E(1− F(t|Xi))g(XTi β),
and
Gk(X) = g˙k(XTβk)X/gk(XTβk), AkM(t) = Ak(t)[Mk0(t)]−1, k = 1, 2,
Ak(t) is defined in Assumption A(2 iv) in Appendix A, and
Mk0(t) = Mgk,βk(t), Mk1(t) = Mk0(t)E{Gk(Xi)|ti = t, δi = 2− k},
M∗kj(t) =
 t
0
AkM(v)f (v)h0,k(v)Mkj(v)dv.
We are now stating the asymptotic normality of the estimators βˆ1 and βˆ2, respectively. Note that βk = (αT0,αTk)T for
k = 1, 2, in model (2.1).
Theorem 4.1. Under the Assumption A specified in the Appendix A and nb4 = o(1), we have
√
n

βˆk − βk

→ N(0, Vβk), k = 1, 2,
where
Vβk = E{rkirTki},
rki = δkiAkM(ti)f (ti){Gk(Xi)Mk0(ti)−Mk1(ti)} + gk(XTi βk){M∗k1(ti)−M∗k0(ti)Gk(Xi)},
for k = 1, 2.
Remark 1. Under Cox’s proportional hazard model, i.e., g1(u) = g2(u) = eu, the asymptotic outcome in this theorem can
be simplified, with Gk(Xi) = Xi,
rki = δkiAk(ti)f (ti){Xi − E(Xi|ti, δi = 2− k)} + gk(XTi βk)
 ti
0
Ak(v)f (v)h0,k(v){E(Xi|ti = v, δi = 2− k)− Xi}dv, (4.6)
for k = 1, 2.
To make the two stage idea work, the bandwidth used in the first stage has to be chosen smaller than the optimal
bandwidth for local maximum likelihood estimation. This is because large bandwidth would result in large bias and bias
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cannot be reduced at the second stage by averaging. The smaller bandwidth in the first stage may lead to large variance,
however, the large variance is reduced through averaging in the second stage. Practically, we could use 0.75 multiplying the
bandwidth selected by the standard bandwidth selection, see [8], as the bandwidth in the first stage to produce the initial
estimators.
Once the estimator of β1 is obtained, we can get the estimator of h0,y(t0) through (4.3). Because the bandwidth used for
estimating β1 is smaller than the optimal bandwidth for local maximum likelihood estimation, it cannot be used to get the
estimator of h0,y(t0). So, the estimator hˆ0,y(t0) of h0,y(t0) is the aˇy in (4.3) with β1 being replaced by βˆ1 and b by a slightly
larger bandwidth. The estimator hˆ0,c(t0) of h0,c(t0) can be constructed in the same way by using (4.4).
Let H¨y,g,β(t) be the second derivative of Hy,g,β(t) = h0,y(t)Mg,β(t)with respect to t , and
Bg,β(t) = E[g(XTβ)f˙ (t|X)], f˙ (t|X) = ∂ f (t|X)/∂t.
The estimators hˆ0,y(t0) and hˆ0,c(t0) enjoy the following asymptotic normality.
Theorem 4.2. Under the Assumption A specified in the Appendix A, hˆ0,y(t0) is asymptotically independent of hˆ0,c(t0), and
√
nb

hˆ0,y(t0)− h0,y(t0)− 12b
2By,g1,β1

→ N(0, Vy,g1,β1),
√
nb

hˆ0,c(t0)− h0,c(t0)− 12b
2Bc,g2,β2

→ N(0, Vc,g2,β2),
where
By,g,β = (H¨y,g,β(t0)− h0,y(t0)Bg,β(t0))/Mg,β(t0)J21,
Vy,g,β = h0,y(t0)/Mg,β(t0)J02, Jkj =

ukK j(u)du.
As the NLE does not take the information provided by the censoring times into consideration, Theorems 4.1 and 4.2 still
apply to the estimators obtained by the NLE if the censoring is actually noninformative.
4.2. Informative likelihood estimation
When y is informatively censored, β1 and β2 would have some components in common. Because the first p1 components
of β1 is the same as the first p1 components of β2 in model (2.1), we have
XTi β1 = XTi1α0 + XTi2α1, XTi β2 = XTi1α0 + XTi2α2,
where Xi1 and α0 are the vectors of the first p1 components of Xi and β1 respectively, and Xi2, α1 and α2 are the vectors of
the last p− p1 components of Xi, β1 and β2 respectively.
It is easy to see that (4.2) can be written to
ℓI(α0, α1, α2, ac, ay)
= −ac
n
i=1
g2

XTi1α0 + XTi2α2
 n
j=1
ti
n
Kb(jti/n− t0)− ay
n
i=1
g1

XTi1α0 + XTi2α1
 n
j=1
ti
n
Kb(jti/n− t0)
+
n
i=1
Kb(ti − t0)

(1− δi)

log ac + log g2

XTi1α0 + XTi2α2
+ δi log ay + log g1 XTi1α0 + XTi2α1 . (4.7)
Unlike the noninformative likelihood, the informative likelihood function (4.7) cannot be taken apart to two parts. We call the
method of maximum likelihood estimates from (4.7) the complete likelihood estimation (CLE). The parameter α0 is indeed
involved in the mechanism of censoring. The censoring times do provide information about α0. So, the NLE is not efficient
for estimating α0. From (4.7), we can also see that the NLE would be sufficient to estimate α1 and h0,y(·) as neither of them
is involved in the mechanism of censoring. A simulation study conducted later also confirms that there is little difference
between the estimators of α1 or h0,y(·) obtained by either the CLE or the NLE.
Like noninformative censoring case, we use two stage idea to estimate αi, i = 0, 1, 2. In the following, we show how to
get the initial estimator of (α0, α1, α2, ac, ay), which is taken to be the maximiser of ℓI(α0, α1, α2, ac, ay).
By simple calculation, we can see
ℓI(α0, α1, α2, ac, ay) ≤ ℓI(α0, α1, α2, a˜c, a˜y)
= −
n
i=1
Kb(ti − t0)+
n
i=1
Kb(ti − t0)(1− δi) log

1
n
n
i=1
Kb(ti − t0)(1− δi)

+
n
i=1
Kb(ti − t0)δi log

1
n
n
i=1
Kb(ti − t0)δi

+ ℓ˜0(α0, α1, α2),
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where
ℓ˜0(α0, α1, α2) = − log

1
n
n
i=1
g2

XTi1α0 + XTi2α2
 n
j=1
ti
n
Kb(jti/n− t0)

n
i=1
Kb(ti − t0)(1− δi)
− log

1
n
n
i=1
g1

XTi1α0 + XTi2α1
 n
j=1
ti
n
Kb(jti/n− t0)

n
i=1
Kb(ti − t0)δi
+
n
i=1
Kb(ti − t0)

(1− δi) log g2

XTi1α0 + XTi2α2
+ δi log g1 XTi1α0 + XTi2α1 ,
and
a˜c =
n
i=1
Kb(ti − t0)(1− δi)

n
i=1
g2

XTi1α0 + XTi2α2
 n
j=1
ti
n
Kb(jti/n− t0)
−1
,
a˜y =
n
i=1
Kb(ti − t0)δi

n
i=1
g1

XTi1α0 + XTi2α1
 n
j=1
ti
n
Kb(jti/n− t0)
−1
.
(4.8)
To get the initial estimators of αi, i = 0, 1, 2, one only need to maximise ℓ0(α0, α1, α2) with respect to (α0, α1, α2).
Denoting the maximiser by (α˜0(t0), α˜1(t0), α˜2(t0)) , and letting t0 = ti, i = 1, . . . , n, we have α˜j(ti), i = 1, . . . , n, j = 0,
1, 2. The final estimator of αj is
αˆj = 1n
n
i=1
α˜j(ti), j = 0, 1, 2. (4.9)
Before stating the asymptotic normality of the estimator αˆ = (αˆT0, αˆT1, αˆT2)T of α = (αT0, αT1, αT2)T, we introduce
some notations which will appear in the theorem to be stated. Let A0kM(t) = A0k(t)[Mk0(t)]−1, with A0k(t) defined in
Assumption B(2 iv) in Appendix A.Gk(Xi) andMkj(t) are the same as that in Theorem 4.1withβk being replaced by (α
T
0, α
T
k)
T,
and
MĎkj(t) =
 t
0
A0kM(v)f (v)h0,k(v)Mkj(v)dv, k = 1, 2, j = 0, 1.
Theorem 4.3. Under the Assumption B specified in the Appendix A and nb4 = o(1), we have
√
n

αˆ− α→ N(0, Vα),
where
Vα = E{r∗0,ir∗0,iT }, r∗0,i = r∗1,i + r∗2,i
r∗k,i = δkiA0kM(ti)f (ti){Gk(Xi)Mk0(ti)−Mk1(ti)} + gk(XTi βk){MĎk1(ti)−MĎk0(ti)Gk(Xi)},
for k = 1, 2.
Remark 2. Under Cox’s proportional hazard model, i.e., g1(u) = g2(u) = eu, the asymptotic outcome in Theorem 4.3 can
be much simplified. In particular, if Cov(Xi1, Xi2|ti, δi) = 0 a.s., then
Gk(Xi) = Xi, r∗0,i = ((r∗10,i + r∗20,i)T, r∗11,iT, r∗21,iT)T,
where
r∗k0,i = δki[ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti){Xi1 − E(Xi1|ti, δi = 2− k)}
+ gk(XTi βk)
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)h0,k(v){E(Xi1|ti = v, δi = 2− k)− Xi1}dv,
r∗k1,i = δki[ℓk,11(ti)]−1f (ti){Xi2 − E(Xi2|ti, δi = 2− k)}
+ gk(XTi βk)
 ti
0
[ℓk,11(v)]−1f (v)h0,k(v){E(Xi2|ti = v, δi = 2− k)− Xi2}dv,
for k = 1, 2, where ℓk,jm’s are the sub-blocks of ℓ¨k, defined in Assumption B(2, iv) in the Appendix A.
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Remark 3. When the censoring is indeed informative, it is interesting to compare the estimator of α = (αT0, αT1, αT2)T
obtained by the CLE with that obtained by the NLE. For simplicity, let us look at the case in Remark 2. Here, owing to
Cov(Xi1, Xi2|ti, δi) = 0 a.s., we can further simplify rki = (rTk0,i, rTk1,i)T in (4.6) under Assumption B as follows:
rkj,i = δki[ℓk,jj(ti)]−1f (ti){Xi,j+1 − E(Xi,j+1|ti, δi = 2− k)}
+ gk(XTi βk)
 ti
0
[ℓk,jj(v)]−1f (v)h0,k(v){E(Xi,j+1|ti = v, δi = 2− k)− Xi,j+1}dv,
for k = 1, 2, j = 0, 1. Then clearly r∗k1,i = rk1,i, k = 1, 2, which implies the asymptotic variance of the estimator
of α1 obtained by the CLE is the same as that obtained by the NLE. The same statement applies to α2. This once again
confirms the CLE and NLE perform equally when estimating α1 and α2. However, for the estimators of α0, we can show that
Var(r∗10,i+ r∗20,i) < Var(rk0,i), k = 1, 2, implying the estimator of α0 obtained by the CLE is more efficient than that obtained
by the NLE. The proof of this result under the general setting in Theorems 4.1 and 4.3 is rather complex. For simplicity of
exposition, we state this result in the following corollary under the setting of Remarks 2 and 3, under which the proof of the
corollary given in the appendix is relatively much simpler (although the proof itself is still quite complex); the idea of the
proof applies to the general case in the theorems.
Corollary 4.4. Under the setting of Remarks 2 and 3 together with the conditions in Theorems 4.1 and 4.3 in the above, we have
Var(r∗10,i + r∗20,i) < Var(rk0,i), k = 1, 2.
Like noninformative case, the bandwidth used for the estimators of αj, j = 0, 1, 2, has to be chosen smaller than the
optimal bandwidth for standard local maximum likelihood estimation. This bandwidth cannot be used to estimate the
baseline functions. Practically, the bandwidth for the baseline function is the bandwidth for estimators of αj dividing 0.75.
Once we get the estimators αˆj, j = 0, 1, 2, the estimators hˆ0,c(t0) and hˆ0,y(t0) of h0,c(t0) and h0,y(t0) can be easily
obtained through (4.8) by replacing αj by αˆj, j = 0, 1, 2, and b by a slightly larger bandwidth. The obtained estimators
hˆ0,c(t0) and hˆ0,y(t0) enjoy the following asymptotic normality.
Theorem 4.5. Under the Assumption B specified in the Appendix A, hˆ0,y(t0) is asymptotically independent of hˆ0,c(t0), and
√
nb

hˆ0,y(t0)− h0,y(t0)− 12b
2By,g1,β1

→ N(0, Vy,g1,β1),
√
nb

hˆ0,c(t0)− h0,c(t0)− 12b
2Bc,g2,β2

→ N(0, Vc,g2,β2),
where βk = (αT0, αTk )T , k = 1, 2.
From Theorems 4.2 and 4.5, we can see the estimator of the baseline function obtained by the CLE shares the same
asymptotic distribution with that obtained by the NLE.
5. Model selection
In practice, we do not know if the censoring is informative or not, we have to detect whether β1 and β2 have any
components in common. This is essentially amodel selection problem. There aremany criteria formodel selection. Themost
commonly used ones are AIC, BIC and crossvalidation. In this paper, we go for crossvalidation. Without loss of generality,
we only present how to construct the crossvalidation sum of squares of the model with first p1 components of β1 being the
same as the first p1 components of β2. If p1 = 0, it corresponds to the case of noninformative censoring.
For each i, i = 1, . . . , n, delete the ith observation, and based on the rest n− 1 observations and use the CLE to estimate
αj, j = 0, 1, 2, h0,c(·) and h0,y(·). We denote the obtained estimators by αˆ\ij , j = 0, 1, 2, hˆ\i0,c(·) and hˆ\i0,y(·), and compute the
log conditional joint density function of (t, δ) given X = Xi at (ti, δi), that is
fi = (1− δi)

log hˆ\i0,c(ti)+ log g2

XTi1αˆ
\i
0 + XTi2αˆ\i2

+ δi

log hˆ\i0,y(ti)+ log g1

XTi1αˆ
\i
0 + XTi2αˆ\i1

− g2

XTi1αˆ
\i
0 + XTi2αˆ\i2
  ti
0
hˆ\i0,c(u)du− g1

XTi1αˆ
\i
0 + XTi2αˆ\i1
  ti
0
hˆ\i0,y(u)du.
The crossvalidation sum of squares is defined as
CV =
n
i=1
fi.
The chosen model is the one maximising CV.
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6. Simulation study
In this section, we are going to use a simulated example to assess howwell the proposed estimation procedureworks.We
will examine howmuch the estimator obtained by the CLE better than the one obtained by theNLE.Wewill also compare the
proposed estimator of the baseline function with the smoothed Breslow estimator of the baseline function, and show that
the proposed estimator performs much better than the smoothed Breslow estimator. We will also show that the derivative
of the smoothed Breslow estimator of the cumulative baseline would serve as a good estimator of the baseline function.
Example. In (2.1), we set sample size n = 500, p1 = 2, p = 4,
g1(·) = g2(·) = exp(·), h0,c(t) = h0,y(t) = 4t3,
α0 = (α01, α02)T = (1, 1.5)T, α1 = (α11, α12)T = (1.5, 1.8)T,
α2 = (α21, α22)T = (0.5, 0.5)T.
The covariates Xi, i = 1, . . . , n, are generated from uniform distribution.
For any unknown function h(t), if hˆ(t) is an estimator of h(t), the mean integrated squared error (MISE) of hˆ(t) is defined
as
MISE = E
 
h(t)− hˆ(t)
2
dt

.
Weperform100 simulations, the average censoring rate across the 100 simulations is 25%.We first examine howwell the
proposed estimationmethodworks, and howmuch the CLE based estimation improves the NLE.We usemean squared error
(MSE) and MISE to assess the accuracy of the estimators of the unknown parameters and baseline functions respectively.
The kernel function in the estimation procedure is taken to be the Epanechnikov kernel K(t) = 0.75(1 − t2)+. We choose
the bandwidth to be 6% of the range of ti, i = 1, . . . , n, for the initial estimators of the unknown parameters, and 7.8% of the
range for the estimators of the baseline functions. The results are presented in Table 1.
Table 1 shows the smoothed Breslow estimator does not work well. However, the derivative of the smoothed Breslow
estimator of the cumulative baseline function is a good estimator of the baseline function. Table 1 also shows the proposed
estimators of the baseline functions do work very well.
From Table 1, we can see that the CLE does improve the estimators of the parameters α01 and α02, which are involved in
both survival and censoring mechanism, obtained by the NLE. When the NLE is based on the observed survival times, the
improvement for α01 is 33.3%, for α02 is 22.4%. When the NLE is based on the observed censoring times, the improvement
for α01 is 316.9%, for α02 is 362.3%.
For α1, there is little difference between its estimators obtained by either the CLE or the NLE based on the observed
survival times. This is becauseα1 is not involved in themechanism of censoring, the observed censoring times do not contain
any information about α1. Similarly, the difference between the estimators of α2 obtained by either the CLE or the NLE based
on the observed censoring times is also very small.
We also compute the MSEs of the estimators of the unknown parameters for different bandwidths, and plot out their
MSEs against bandwidths in Figs. 2 and 3. It is clear, for α01 and α02, the MSEs of their estimators obtained by the CLE are
well below the MSEs of their estimators obtained by the NLE for any bandwidths in a reasonable range.
For α1 and α2, there is little difference between the CLE and the NLE for any bandwidths. We also compute the MISEs of
the estimators of h0,c(·) and h0,y(·) obtained by either the CLE or the NLE for different bandwidths, and plot out the MISEs
against the bandwidths in Fig. 4. From Fig. 4, we can see little difference between the CLE and the NLE for any bandwidths.
To give a more visible idea about how better the proposed estimators of the baseline function are than the smoothed
Breslow estimators, among the 100 simulations, we pick up the one with median performance, and plot out the estimators
of the baseline functions in Fig. 1. FromFig. 1,we can see the estimators obtained by either the CLE or theNLE or the derivative
of the smoothed Breslow estimator of the cumulative baseline are almost the same, and are much better than the smoothed
Breslow estimators. Fig. 1 also shows that the proposed estimator for the baseline function of survival time is quite accurate.
The estimator for the baseline function of censoring time is not very accurate, this is because the observed censoring times
are only 25% of the total observations, which means we do not have enough information to get a good estimator for the
baseline function of the censoring time.
7. Analysis of the pneumonia data
The data for our study came from 3470 annual personal interviews conducted for the National Longitudinal Survey of
Youth (NLSY, 1995) [28] from 1979 through 1986. What we are interested in is how several factors affect the contraction of
pneumonia in infants. The dependent variable, ti, is the age, in months, at which the infant was hospitalised for pneumonia.
97.9% of infants in the sample had not had pneumonia and are therefore right-censored. The country is divided to four
regions which are northeast, north central, south, west. Effects of regions on ti are represented in the model by fixed effects.
The selected covariates include the age of the mother in years, urban environment for mother (urban is coded by 1, rural
by 0), alcohol use by mother during pregnancy (yes is coded by 1, no by 0), region of the country, mother at poverty level
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Table 1
The MSEs and MISEs.
α01 α02 α11 α12 α21 α22 h0,c(·) h0,y(·)
CL 0.033 0.037 0.040 0.038 0.103 0.159 0.014 0.007
NL1 0.044 0.045 0.043 0.041 0.006
NL2 0.139 0.170 0.104 0.162 0.016
BS 351.7 53.55
DB 0.017 0.006
CL, NL1 and NL2 mean the CLE, the NLE based on the observed survival times and the NLE based on the observed censoring times respectively. BS means
the smoothed Breslow estimator of the baseline function. DBmeans the derivative of the smoothed Breslow estimator of the cumulative baseline function.
Column 2–7 are the MSEs of the estimators of unknown parameters, column 8–9 are the MISEs of the estimators of the baseline functions.
Table 2
The estimates of the coefficients.
Variable/category Estimate
Age of the mother 1.946
Urban environment for mother −0.074
Alcohol use by mother during pregnancy 0.055
Region
North central 0.172
South −0.241
West −0.655
Mother at poverty level 0.174
Normal birth weight 0.232
Race of the mother
Black −1.013
Other −0.175
Education of the mother −3.393
Number of siblings of the child 0.434
Month the child was weaned −1.121
(yes is coded by 1, no by 0), whether the infant had a normal birth weight as defined by weighting at least 5.5 pounds (yes
is coded by 1, no by 0), race of the mother, education of the mother (years of school), number of siblings of the child, month
the child was weaned.
We takenortheast as reference, the differences among regions aremodelled by3dummyvariables. For race of themother,
white is taken to be reference, the difference among ‘white’, ‘black’ and ‘other’ are modelled by 2 dummy variables.
All covariates are standardised before use. (2.1) is used to fit the data. We first use the proposed crossvalidation criterion
to assess whether the censoring is informative or not. It comes out that the censoring is informative, and the coefficients of
the age of the mother, urban environment for mother, alcohol use by mother during pregnancy, north central of region are
involved in themechanism of censoring. The proposed CLE is used to estimate the coefficients of the covariates aswell as the
baseline functions in the selectedmodel. The kernel function in the estimationprocedure is still taken to be the Epanechnikov
kernel, and the bandwidth is taken to be 20% of the range of ti, i = 1, . . . , n. The obtained results are presented in Fig. 5 and
Table 2.
FromTable 2,we can see the coefficient of the age of themother is positive, this indicates that the infants of oldermothers
aremore likely to contract pneumonia. This is in line with the understanding inmedical science. Table 2 also shows that, the
infants in urban area are less likely to contract pneumonia than those in rural area. This is probably because urban area has
better hospitals where the protection measures taken are more rigorous. Alcohol use by mothers during pregnancy make
their babies more vulnerable to pneumonia. Compared to northeast, there are more infants in north central to contract
pneumonia, there are less infants in south to contract pneumonia, and the west has fewest infants contracting pneumonia.
This is comprehensible as weather does have effect on pneumonia. It can be seen, from Table 2, that the infants from poor
families are more likely to contract pneumonia, this is because they are disadvantaged in many aspects. Among ‘white’,
‘black’ and ‘other’, white infants are more vulnerable to pneumonia than ‘black’ or ‘other’. Table 2 also suggests that the
higher the level of education of themothers, the lower the risk for the infants to contract pneumonia. This is understandable,
well educated mothers know more about how to prevent their children from diseases. From Table 2, we also find that
the infants with more siblings are more likely to contract pneumonia. A possible interpretation is that a infant in a family
with large number of children would draw less attention of the parents, and pneumonia is a communicable disease, more
siblings would make the probability large of the infant contracting pneumonia. Table 2 also shows the longer the infants
were weaned, the less likely the infants contract pneumonia. This is because the immunities of infants are gradually built
after weaned. The longer the time, the stronger the immunities.
The baseline function, see Fig. 5, is decreasing, this suggests the risk of a infant to contract pneumonia is getting smaller
when the infant is growing.
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Fig. 1. The left one is the estimator of the baseline function of the censoring time, the right one is the estimator of the baseline function of the survival time.
Solid lines are the true functions, dashed lines are the estimators obtained by CLE, dotted lines are the estimators obtained by partial likelihood estimation
approach, the mixed dash and dotted lines are Breslow estimators of the baseline functions, the longer dashed line is the derivative of Breslow estimators
of the cumulative baseline.
Fig. 2. The left two figures are for α01 , and the right two figures are for α02 . The solid lines are the MSEs of the estimators obtained by CLE. The dashed
lines in the upper panel are the MSEs of the estimators obtained by partial likelihood estimation approach based on the observed survival times, and the
dashed lines in the lower panel are the MSEs of the estimators obtained by partial likelihood estimation approach based on the observed censoring times.
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Fig. 3. The left one in the upper panel is for α11 , the right one is for α12 . The left one in the lower panel is for α21 , the right one is for α22 . The solid lines
are the MSEs of the estimators obtained by the CLE, and dashed lines are the MSEs of the estimators obtained by partial likelihood estimation approach.
Fig. 4. The left one is for the baseline function of censoring time, the right one is for the baseline function of survival time. The solid lines are the MISEs of
the estimators obtained by the CLE and the dashed lines are the MISEs of the estimators obtained by partial likelihood estimation approach.
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Fig. 5. The estimate of the baseline function of survival time.
Appendix A. Assumptions and notation
We collect the main assumptions and notation in this appendix for convenience of reference. Assumption A is required
for Theorems 4.1 and 4.2, and Assumption B for Theorems 4.3 and 4.5.
We first recall that f (t) and F(t) are the probability density function and the cumulative distribution function of ti =
min(yi, Ci), respectively, and f (t|x) and F(t|x) the conditional probability density function and the cumulative conditional
distribution function of ti = min(yi, Ci) given Xi = x, respectively. We let Sf be the support of f (t).
Assumption A. A(1) (kernel): (i) The kernel function K(u) on R1 is a symmetric density function with support [−1, 1],
which is bounded, that is supu |K(u)| ≤ K < ∞, where K is a generic positive constant which may take
different values at different places.
(ii) K(u) is differentiable, with K˙(u) = (∂/∂u)K(u), and for all u, u′ ∈ R1, |K˙(u)− K˙(u′)| ≤ K|u− u′|.
A(2) (model): (i) The model (2.1) is identifiable over β1 and β2 in a compact subsetΘ in Rp, that is, if for any t ∈ R+ =
(0,∞) and x ∈ Rp,
hy(t|x) = h0,y(t)g1(xTβ1) = h¯0,y(t)g1(xTβ¯1),
hc(t|x) = h0,c(t)g2(xTβ2) = h¯0,c(t)g2(xTβ¯2)
with β1, β2, β¯1 and β¯2 inΘ , then h0,y(t) ≡ h¯0,y(t), β1 = β¯1, and h0,c(t) ≡ h¯0,c(t), β2 = β¯2.
(ii) Hy,g1,β1(t) = h0,y(t)Mg1,β1(t) and Hc,g2,β2(t) = h0,c(t)Mg2,β2(t) have bounded second order derivatives with
respect to t ∈ R+, which are uniformly continuous, where Mgk,βk(t) = Egk(XTi βk)[1 − F(t|Xi)] > 0. The
known functions gk(u), k = 1, 2, are second order differentiable on R1.
(iii) Et3i gk(X
T
i βk) < ∞, Et3i ∥g˙k(XTi βk)Xi∥ < ∞, Et3i ∥g¨k(XTi βk)XiXTi ∥ < ∞, and for some ϱ > 2,
E∥ log gk(XTi βk)∥ϱ < ∞, E∥Gk(Xi)GTk(Xi)∥ϱ < ∞, E∥Ωki∥ϱ < ∞, uniformly for βk ∈ Θ , k = 1, 2, where
Gk(Xi) = g˙k(XTi βk)Xi/gk(XTi βk), Ωki = g¨k(XTi βk)XiXTi /gk(XTi βk) and ∥ · ∥ denotes the Euclidean norm for a
number, vector or matrix.
(iv) Hy,g1,β1(t) and Hc,g2,β2(t) are uniformly positive and bounded away from infinity with respect to t ∈ Sf and
βk ∈ Θ . The inverse of both p × p local Fisher information matrices ℓ¨1(β1, t) = −Hy,g1,β1(t)Vg1,β1(t) and
ℓ¨2(β2, t) = −Hc,g2,β2(t)Vg2,β2(t) exists uniformly with respect to t ∈ Sf and βk ∈ Θ , k = 1, 2. We set
A1(t) = −

ℓ¨1(β1, t)
−1
and A2(t) = −

ℓ¨2(β2, t)
−1
.
Here Vgk,βk(t) = Var {Gk(Xi)|ti = t, δi = 2− k}, k = 1, 2. In addition, the following functions,
E[∥ log gk(XTi βk)∥ϱ|ti = u], E[∥Gk(Xi)GTk(Xi)∥ϱ|ti = u], E[∥Ωki∥ϱ|ti = u], and |u|E[∥ log gk(XTi βk)∥|ti = u],
|u|E[∥Gk(Xi)GTk(Xi)∥|ti = u], |u|E[∥Ωki∥|ti = u], are uniformly bounded away from infinity with respect to
u ∈ Sf and βk ∈ Θ , k = 1, 2.
(v) E∥rkirTki∥ <∞, k = 1, 2, where rki’s were defined in Theorem 4.1.
A(3) (bandwidth): The bandwidth b satisfies: (i) b → 0, ln n/(nb)→ 0 as n →∞; (ii) nb2 →∞ as n →∞.
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Assumption B. Throughout this assumption, βk = (αT0,αTk)T, k = 1, 2, and α = (αT0,αT1,αT2)T.
B(1) (kernel): The same as Assumption A(1).
B(2) (model): (i) The model (2.1) is identifiable, in a similar sense of A(2, i), over α0 ∈ Θ0, α1 ∈ Θ1 and α2 ∈ Θ2, where
Θ0 is a compact subset of Rp1 andΘ1 andΘ2 are compact subsets of Rp−p1 respectively.
(ii) Assumption A(2, ii) holds.
(iii) Assumption A(2, iii) holds uniformly with respect to αs ∈ Θs, s = 0, 1, 2.
(iv) Assumption A(2, iv) holds uniformly with respect to t ∈ Sf and αs ∈ Θs, s = 0, 1, 2. The inverse of the
(2p− p1)× (2p− p1) local Fisher information matrix
ℓ¨0(α, t) =

ℓ1,00 + ℓ2,00 ℓ1,01 ℓ2,01
ℓ1,10 ℓ1,11 0
ℓ2,10 0 ℓ2,11

is existent uniformly with respect to t ∈ Sf and αs ∈ Θs, s = 0, 1, 2, where ℓ1,sm and ℓ2,sm, being
[(1− s)p1 + s(p− p1)] × [(1−m)p1 +m(p− p1)]matrices, are the (s+ 1,m+ 1)th sub-block of ℓ¨1(β1, t)
and ℓ¨2(β2, t), defined in A(2, iv), respectively, s,m = 0, 1. We denote A0(t) ≡ A0(α, t) = −[ℓ¨0(α, t)]−1, and
A0j(t) =
A0,00(t) A0,0j(t)
A0,10(t) A0,1j(t)
A0,20(t) A0,2j(t)

, j = 1, 2,
where A0,sm(t) is the (s+ 1,m+ 1)th sub-block of A0(t), for s,m = 0, 1, 2, with A0,00 being p1× p1, A0,j0 and
A0,0k being (p− p1)× p1 and p1 × (p− p1), respectively, and A0,jk being (p− p1)× (p− p1), for j, k = 1, 2.
(v) E∥r∗kir∗kiT∥ <∞, j = 0, 1 and k = 1, 2, where r∗ki’s were defined in Theorem 4.3.
B(3) (bandwidth): The same as Assumption A(3).
Assumptions A and B are the regularity conditions to ensure the asymptotic normalities of the estimators under
noninformative and informative censoring cases, respectively. Assumption A is made for Theorems 4.1 and 4.2. Here A(1) is
the conditions on the kernel function, satisfied by the Epanechnikov kernel that is used in simulation (Section 5) and real data
application (Section 6). Assumption A(2) is imposed on the model (2.1), in which: (i) is concerned about the identifiability
of the model; (ii) requires the functions involved to be second order differentiable; (iii) and (iv) are the technical conditions
inherited from [15] to ensure the uniform consistency outcomes that are needed in the proofs in Appendix B; and (v)
is in order to guarantee the asymptotic variances to be finite in Theorem 4.1. Under Cox’s proportional hazard model,
i.e., g1(u) = g2(u) = eu, Assumption A(2) [in particular (iii) and (iv) of it] can be greatly simplified and is easily checked
under mild regularity conditions. Assumption A(3) imposed on the bandwidth is mild and standard in this kind of kernel
smoothing problems. Note that all the uniformity over t ∈ Sf in AssumptionA can be replaced by over t ∈ SW if the summand
on the RHS of (4.5) is multiplied by W (tj) to exclude the effects of extreme values (similarly for (4.9)), and in particular in
this way the condition that the inverse of local Fisher information matrices exists uniformly with respect to t ∈ Sf in A(2,
iv) may be weakened, with uniformity only over t ∈ SW ⊂ Sf , where W (t) is a weight function with a bounded compact
support SW ⊂ Sf . Assumption B is made similarly for Theorems 4.3 and 4.5, in which B(1)–B(3) correspond to A(1)–A(3)
respectively.
Appendix B. Proofs
B.1. Basic lemmas
To prove the theorems, we shall need a uniform consistency lemma from [15].
Lemma B.1 (Uniform Consistency). Suppose that the following conditions hold. (1) The observations (t1, z1), . . . , (tn, zn) are
independent and identically distributed, with E|zi|s < ∞ for some s > 2, and the marginal density f of ti satisfying
supu f (u) ≤ B0 < ∞, supu E(|z1|s|t1 = u)f (u) ≤ B1 < ∞, and supu |u|E(|z1||t1 = u)f (u) ≤ B3 < ∞, where
(ti, zi) ∈ R2. (2) Assumption A(1) on kernel holds. (3) The function gf (t) = f (t)E(zi|ti = t) has bounded second order derivative
which is uniformly continuous on R1. (4) Assumption A(3i) on the bandwidth holds. Then, gˆf (x) = (nb)−1ni=1 ziK  ti−tb 
satisfies
sup
t
|gˆf (t)− gf (t)| = OP

ln n
nb
1/2
+ b2

.
Proof of Lemma B.1. See [15, Theorem 4, p. 731] by noting the independence of the sample in this lemma. 
Now we turn to state the main lemmas that are necessary below. Set ωni(t0) ≡nj=1 tinKb(jti/n− t0).
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Lemma B.2. Assume that Assumption A(1) on kernel holds, and 0 < f (t) ≤ K for t ∈ Sf . Further assume that (ti, Xi) and a
non-negative function G satisfy Et3i G(Xi) <∞ and EG2(X) <∞, and nb2n →∞. Then
(i) uniformly for t0 ∈ Sf , as n →∞
1
n
n
i=1
G(Xi)ωni(t0) = (1+ OP(n−1b−1))

1
n
n
i=1
G(Xi)
 ti
0
Kb(u− t0)du

, (B.1)
1
n
n
i=1
G(Xi)
 ti
0
Kb(u− t0)du = M(t0;G)+ 12b
2B(t0;G)

u2K(u)du (1+ o(1))+ OP(n−1/2), (B.2)
where M(t;G) = EG(X)[1− F(t|X)] and B(t;G) = E[G(X)f˙ (t|X)].
(ii) In particular, take G(X) = g(XTi β) in (i). Then
1
n
n
i=1
g(XTi β)ωni(t0) = Mg,β(t0)+
1
2
b2Bg,β(t0)

u2K(u)du (1+ o(1))+ OP(n−1/2), (B.3)
where Mg,β(t) = Eg(XTβ)[1− F(t|X)], Bg,β(t) = E[g(XTβ)f˙ (t|X)].
We will often apply (ii) of this lemma in the proof of the theorems below.
Proof of Lemma B.2. We only sketch the proof for (ii) of this lemma (as some of its details will be referred to below); the
general case (i) can be showed in the same argument.
For simplicity, taking G(X) = g(XTi β), denote the LHS of (B.1) by
Λ1n = Λ1n(g,β, t0) = 1n
n
i=1
λ1n,i, with λ1n,i = λ1n,i(g,β, t0) = g(XTi β)ωni(t0),
and the term within the curly brackets on the RHS of (B.1) by
Λ2n = Λ2n(g,β, t0) = 1n
n
i=1
λ2n,i, with λ2n,i = g(XTi β)
 ti
0
Kb(u− t0)du.
For (B.1), it suffices to show (Λ1n −Λ2n)/Λ2n = OP((nb2)−1) as n →∞. Here simple calculation shows that
Λ1n −Λ2n = 1n
n
i=1
g(XTi β)
n
j=1
 jti/n
(j−1)ti/n{Kb(jti/n− t0)− Kb(u− t0)}du.
Note that for u ∈ [(j− 1)ti/n, jti/n),
Kb(jti/n− t0)− Kb(u− t0) = b−1K˙b(jti/n− t0)(jti/n− u)+∆K ,ni(t0),
|∆K ,ni(t0)| = b−1|K˙b(jti/n− t0)− K˙b(jti/n− t0 − ς1(jti/n− u))(jti/n− u)|
≤ K b−3ς1(jti/n− u)2 ≤ K b−3(ti/n)2,
where 0 < ς1 < 1. Therefore
n
j=1
 jti/n
(j−1)ti/n
{Kb(jti/n− t0)− Kb(u− t0)}du = ∆1i +∆2i,
where uniformly with respect to t0,
∆1i =
n
j=1
 jti/n
(j−1)ti/n
b−1K˙b(jti/n− t0)(jti/n− u)du =
n
j=1
b−1K˙b(jti/n− t0) t
2
i
2n2
= ti
2nb
(1+ oP(1))
 ti
0
K˙b(u− t0)du = OP

1
nb

ti,
∆2i =
n
j=1
 jti/n
(j−1)ti/n
∆K ,ni(t0)du = OP(1)
n
j=1
K b−3(ti/n)3 = OP(1) t
3
i
n2b3
.
Thus it follows, together with Eg(XTβ)t3i <∞ and nb2 →∞, that
Λ1n −Λ2n = 1n
n
i=1
g(XTi β)[∆1i +∆2i]
= OP

(nb)−1

E{g(XTi β)ti} + OP

(n2b3)−1

E{g(XTi β)t3i } = OP

(nb)−1

, (B.4)
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uniformly with respect to t0. On the other hand,Λ2n = 1n
n
i=1(λ2n,i − Eλ2n,i)+ Eλ2n,1. Here it is easy to show by using the
integration by parts that
EΛ2n = Eλ2n,1 = E

g(XTi β)
 ti
0
Kb(u− t0)du

= Eg(XTβ)
 ∞
0
 t
0
Kb(u− t0)du dF(t|X)
= Eg(XTβ)[1− F(t0|X)] + 12b
2E[g(XTβ)f˙ (t|X)]

u2K(u)du (1+ o(1)); (B.5)
and similarly it can be shown that
E

1
n
n
i=1
(λ2n,i − Eλ2n,i)
2
= n−1[Eλ22n,i − (Eλ2n,i)2]
= n−1(1+ o(1)) Eg2(XTβ)[1− F(t0|X)] − (Eλ2n,1)2 = O(n−1). (B.6)
Now (B.3) easily follows from (B.5) and (B.6), and (B.1) from (B.2) and (B.4). The proof of the lemma is finished. 
Lemma B.3. Assume that Hy,g1,β1(t0) = h0,y(t0)Mg1,β1(t0) is second order differentiable and b → 0 as n →∞. Then
EKb(ti − t0)δi = Hy,g1,β1(t0)+
1
2
b2H¨y,g1,β1(t0)

u2K(u)du(1+ o(1)),
bEK 2b (ti − t0)δ2i → Hy,g1,β1(t0)

K 2(u)du.
Proof. This lemma can be proved as follows: As hy(t|X) = fy(t|X)∞
t fy(v|X)dv
, where fy(t|X) is the conditional p.d.f. of Y given X , it
can be deduced that
fy(t|X) = hy(t|X) exp

−
 t
0
hy(v|X)dv

.
Similarly, fC (t|X) = hC (t|X) exp

−  t0 hC (v|X)dv. By the conditional independence of C and Y given X ,
f (t, δ = 1|X) ≡ ∂P(ti < t, δi = 1|Xi = X)
∂t
= ∂P(yi < t, yi < Ci|Xi = X)
∂t
=
 ∞
t
fC,Y (u, t|X)du =
 ∞
t
fC (u|X)fy(t|X)du
=
 ∞
t
hC (u|X) exp

−
 u
0
hC (u′|X)du′

du hy(t|X) exp

−
 t
0
hy(v|X)dv

= exp

−
 t
0
hC (u|X)du

hy(t|X) exp

−
 t
0
hy(v|X)dv

. (B.7)
Similarly,
f (t, δ = 0|X) = exp

−
 t
0
hC (u|X)du

hC (t|X) exp

−
 t
0
hy(v|X)dv

.
Thus fti(t|X) = f (t, δ = 0|X)+ f (t, δ = 1|X), which equals
exp

−
 t
0
(hC (u|X)+ hy(u|X))du
 
hC (t|X)+ hy(t|X)

,
and hence
1− F(t0|X) =
 ∞
t0
fti(t|X)dt = exp

−
 t0
0
(hC (u|X)+ hy(u|X))du

= exp −[H0,c(t0)g2(XTβ2)+H0,y(t0)g1(XTβ1)] , (B.8)
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whereH0,y(t) =
 t
0 h0,y(u)du. Thus (B.7) and (B.8) with (2.1) lead to
f (t, δ = 1|X) = (1− F(t0|X))hy(t|X) = h0,y(t)g1(XTβ1)[1− F(t|X)]; (B.9)
f (t, δ = 1) = Ef (t, δ = 1|X) = E(1− F(t0|X))hy(t|X)
= h0,y(t)Eg1(XTβ1)[1− F(t|X)] = h0,y(t)Mg1,β1(t). (B.10)
Now it easily follows from (B.10) that
EKb(ti − t0)δi =

Kb(t − t0)f (t, δ = 1)dt
=

Kb(t − t0)h0,y(t)Mg1,β1(t)dt =

Kb(t − t0)Hy,g1,β1(t)dt,
which completes the proof of this lemma. 
B.2. Proofs for Section 4.1
The proofs for the theorems in Section 4.1 are collected in this subsection.
B.2.1. Sketch of Proof of Theorem 4.1
The proof for this theorem is quite involved. For simplicity of statement, we only sketch the proof for the asymptotic
normality of βˆ1 owing to similarity for βˆ2. For clarity, we are dividing the proof into three steps: (i) Show β˜1(t0)→P β1
uniformly for t0 as n → ∞; (ii) Express β˜1(t0) − β1 = (1 + oP(1))

−¨˜ℓ1(β1; t0)
−1 ˙˜
ℓ1(β1; t0) with the partial derivatives
¨˜
ℓ1(β1; t0) and ˙˜ℓ1(β1; t0) to be derived; (iii) Show that
√
n(βˆ1 − β1) = n−1/2ni=1(β˜1(ti)− β1) is asymptotically normally
distributed.
Step (i): First under model (2.1), by applying Lemmas B.1–B.3 due to conditions A(2, iii) and A(2, iv), we can show that, as
n →∞, uniformly with respect to t0,
1
n
ℓ˜1(γ1) ≡
1
n
ℓ˜1(γ1; t0) ≡
1
n
n
i=1
Kb(ti − t0)δi log g1(XTi γ1)
− 1
n
n
i=1
Kb(ti − t0)δi log

1
n
n
i=1
g1(XTi γ1)
n
j=1
ti
n
Kb(jti/n− t0)

→P ℓ1(γ1) ≡ ℓ1(γ1; t0)
≡ h0,y(t0)

E(1− F(t0|X1))g1(XT1β1) log g1(XT1γ1)−Mg1,β1(t0) logMg1,γ1(t0)

, (B.11)
where γ1 ∈ Θ1, a compact subset of Rp.We can further strengthen, in a similar argument to that of LemmaA.1 of Lu et al. [25,
26, p. 195], to the fact that (B.11) holds, as n → ∞, uniformly with respect to both γ1 ∈ Θ1 and t0 ∈ Sf . By notation in
Section 4.1, β˜1(t0) is the maximiser of ℓ˜1(γ1, t0)w.r.t. γ1.
We can show, due to the identifiability condition A(2, i), that β1 is the only maximiser of ℓ1(γ1; t0) with respect to γ1,
by noticing that
ℓ1(γ1; t0) = h0,y(t0)Mg1,β1(t0)

f1(x;β1) log f1(x; γ1)dx−

f1(x;β1) log{(1− F(t0|x))fX (x)}dx

and applying the inequality

f1(x;β1) log f1(x; γ1)dx ≤

f1(x;β1) log f1(x;β1)dx for any γ1. Here f1(x; γ) ≡ fX (x)(1 −
F(t0|x))g1(xTγ1)/Mg1,γ1(t0) is a probability density as a function of x, and fX (x) the probability density of X .
Then in view of (B.11), similarly to the proof of Lemma4.1 of [25,26, p. 186], it can be showed that β˜1(t0)→P β1 uniformly
for t0 ∈ Sf as n →∞. This completes Step (i).
Now we go to Step (ii): The gradients of ℓ˜1(γ1) and ℓ1(γ1)with respect to γ1 can be calculated as follows:
1
n
˙˜
ℓ1(γ1) =
1
n
˙˜
ℓ1(γ1; t0) =
1
n
n
i=1
Kb(ti − t0)δi 1g1(XTi γ1)
g˙1(XTi γ1)Xi −
1
n
n
i=1
Kb(ti − t0)δiGn,g1,γ1(t0), (B.12)
whereGn,g1,γ1(t0) =
 1
n
n
i=1 λ1n,i(g˙1, γ1, t0)Xi
  1
n
n
i=1 λ1n,i(g1, γ1, t0)
−1
, with λ1n,i(g, γ, t0) defined at the beginning of
the proof of Lemma B.2, and (B.12) tends uniformly to, due to Lemmas B.2 and B.3,
ℓ˙1(γ1) = ℓ˙1(γ1; t0)
= h0,y(t0)E(1− F(t0|X1))g1(XT1β1)
g˙1(XT1γ1)
g1(XT1γ1)
X1 − h0,y(t0)Mg1,β1(t0)
E(1− F(t0|X1))g˙1(XT1γ1)X1
Mg1,γ1(t0)
. (B.13)
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Now it easily follows from (B.13) that
ℓ˙1(β1) = ℓ˙1(β1, t0) = 0. (B.14)
Similarly, we can calculate the second partial derivatives of ℓ˜1(γ1) and ℓ1(γ1)with respect to γ1 and show that
1
n
¨˜
ℓ1(β1) =
∂2
∂γ21

1
n
ℓ˜1(γ1)

γ1=β1
→P ℓ¨1(β1) = ℓ¨1(β1; t0) = −Hy,g1,β1(t0)Vg1,β1(t0), (B.15)
which is negative definite owing to Assumption A(2, iv). In view of the fact that β˜1(t0) is the maximiser of ℓ˜1(γ1, t0) with
respect to γ1, it follows from Taylor’s expansion that
0 = ˙˜ℓ1(β˜1(t0), t0) = ˙˜ℓ1(β1, t0)+ ¨˜ℓ1{β1 + ς(β˜1(t0)− β1), t0}[β˜1(t0)− β1],
where |ς | < 1. Then noting that β˜1(t0)→P β1 uniformly for t0 as n →∞, we have, together with (B.12)–(B.15),
β˜1(t0)− β1 = −

1
n
¨˜
ℓ1{β1 + ς(β˜1(t0)− β1), t0}
−1 1
n
˙˜
ℓ1(β1, t0)

= (1+ oP(1))A1(t0)1n

n
i=1
Kb(ti − t0)δiG1(Xi)−
n
i=1
Kb(ti − t0)δiGn,g1,β1(t0)

, (B.16)
where recall A1(t0) = −

ℓ¨1(β1, t0)
−1
, G1(Xi) ≡ 1g1(XTi β1) g˙1(X
T
i β1)Xi, and, following from (B.1) in Lemma B.2,
Gn,g1,β1(t0) =

1
n
n
i=1
λ1n,i(g˙1,β1, t0)Xi

1
n
n
i=1
λ1n,i(g1,β1, t0)
−1
=

1+ OP

1
nb

Gn1(t0)
G∗n1(t0)
with Gn1(t0) = 1n
n
ℓ=1 g˙1(X
T
ℓβ1)Xℓ
 tℓ
0 Kb(u− t0)du and
G∗n1(t0) =
1
n
n
ℓ=1
g1(XTℓβ1)
 tℓ
0
Kb(u− t0)du = (1+ oP(1))Mg1,β1(t0).
Thus it follows from (B.16) that
β˜1(t0)− β1 = (1+ oP(1))
A1(t0)
M10(t0)

1
n
n
i=1
Kb(ti − t0)δi

G1(Xi)G∗n1(t0)− Gn1(t0)
+ OP (nb)−1 . (B.17)
Here note that the oP(1) and OP(1) in the above are uniform convergence in probability with respect to t0. This completes
Step (ii).
We proceed to Step (iii): It follows from (B.17) that
√
n(βˆ1 − β1) =
√
n
1
n
n
j=1
(β˜1(tj)− β1)
= (1+ oP(1))
√
n

1
n2
n
i=1
n
j=1
δiA1M(tj)Kb(ti − tj){G1(Xi)G∗n1(tj)− Gn1(tj)}

+ OP

1√
nb

, (B.18)
where recall A1M(t0) = A1(t0)M10(t0) . Noting that
G1(Xi)G∗n1(tj)− Gn1(tj) =
1
n
n
ℓ=1
{G1(Xi)− G1(Xℓ)}g1(XTℓβ1)K ∗

tℓ − tj
b

with K ∗(x) =  x−∞ K(u)du, (B.18) thus becomes
√
n(βˆ1 − β1) = (1+ oP(1))
√
n

1
n2
n
i=1
n
ℓ=1
δiQn,1(ti, tℓ){G1(Xi)− G1(Xℓ)}g1(XTℓβ1)

+ OP

1√
nb

= (1+ oP(1))12
√
nUn,1 + OP

1√
nb

, (B.19)
Un,1 =

n
2
−1 n
i=1
n
ℓ=1
δiQ1(ti, tℓ){G1(Xi)− G1(Xℓ)}g1(XTℓβ1),
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where Qn,1(ti, tℓ) = 1n
n
j=1 A1M(tj)Kb(ti − tj)K ∗

tℓ−tj
b

and the last equality of (B.19) is due to the fact that Qn,1(ti, tℓ) =
(1 + oP(1))Q1(ti, tℓ), with Q1(u, v) = A1M(u)f (u)K ∗∗((v − u)/b) and K ∗∗(u) =

K ∗(u + v)K(v)dv, and oP(1) is uniform
with respect to both ti and tℓ due to the uniform consistency of Qn,1(u, v) convergent to Q1(u, v) by the argument in [15].
Now we turn to the U-statistic in (B.19)
Un,1 =

n
2
−1 n−1
i=1
n
ℓ=i+1
Hn,1(Xi,Xℓ), (B.20)
whereXi = (δi, ti, Xi), and
Hn,1(Xi,Xℓ) = δiQ1(ti, tℓ){G1(Xi)− G1(Xℓ)}g1(XTℓβ1)+ δℓQ1(tℓ, ti){G1(Xℓ)− G1(Xi)}g1(XTi β1),
which is a symmetric function. We apply Powell et al.’s [29, p. 1410] method to derive the asymptotic normality for Un,1,
which extends the classic theorems of [19] (see also [32]). Let rn,1(Xi) = E{Hn,1(Xi,Xℓ)|Xi}, which can be derived to be
rn,1(X) = δA1M(t)f (t){G1(X)g˜n,0(t)− g˜n,1(t)} + {g˜∗n,1(t)− g˜∗n,0(t)G1(X)}g1(XTβ1),
whereX = (δ, t, X), g˜n,0(t) = EK ∗∗
 tℓ−t
b

g1(XTℓβ1),
g˜n,1(t) = EK ∗∗

tℓ − t
b

G1(Xℓ)g1(XTℓβ1), g˜
∗
n,0(t) = EδℓA1M(tℓ)f (tℓ)K ∗∗

t − tℓ
b

,
g˜∗n,1(t) = EδℓA1M(tℓ)f (tℓ)G1(Xℓ)K ∗∗

t − tℓ
b

.
Set
Uˆn,1 = Ern,1(Xi)+ 2n
n
i=1
[rn,1(Xi)− Ern,1(Xi)]. (B.21)
Here it can be deduced that
Ern,1(Xi) = −b2{EA1M(ti)h0,y(ti)R1(ti)}J˜2(1+ o(1)) (B.22)
with R1(u) ≡ E

g1(XTi β1)[1− F(u|Xi)]F¨(u|Xℓ){G1(Xi)− G1(Xℓ)}g1(XTℓβ1)

, J˜2 =
∞
−∞ v
2K˜(v)dv and K˜(u) = ∞−∞ K(u +
v)K(v)dv. In fact, by noticing
Ern,1(Xi) = EHn,1(Xi,Xℓ)
= 2E[E(δiQ1(ti, tℓ)|Xi, Xℓ){G1(Xi)− G1(Xℓ)}g1(XTℓβ1)],
and appealing to (B.9) and the integration by part,
E(δiQ1(ti, tℓ)|Xi, Xℓ) =
 ∞
−∞
A1M(u)f (u)f (u, δi = 1|Xi)
 ∞
−∞
K ∗∗((v − u)/b)f (v|Xℓ)dv

du
=
 ∞
−∞
A1M(u)f (u)h0,y(u)g1(XTi β1)[1− F(u|Xi)]

1− F(u|Xℓ)− 12b
2F¨(u|Xℓ)J˜2(1+ o(1))

du,
(B.22) thus follows from
Ern,1(Xi) = 2

−1
2

b2 J˜2(1+ o(1))
 ∞
−∞
A1M(u)f (u)h0,y(u)R1(u)du+ 2
 ∞
−∞
A1M(u)f (u)h0,y(u)R∗1(u)du
with
R∗1(u) ≡ E

g1(XTi β1)(1− F(u|Xi))(1− F(u|Xℓ)){G1(Xi)− G1(Xℓ)}g1(XTℓβ1)
 = 0.
Thus it follows from (B.21) and (B.22) by CLT that
√
n(Uˆn,1 − Ern,1(X1))→d N(0, 4Σr), (B.23)
whereΣr = limn→∞ var(rn,1(X1)) = Er1(X1)rT1 (X1) and where
r1(Xi) = δiA1M(ti)f (ti){G1(Xi)M10(ti)−M11(ti)} + g1(XTi β1){M∗11(ti)− G1(Xi)M∗10(ti)}
withMkj(t) andM∗kj(t) defined in Theorem 4.1.
According to Powell et al. [29, p. 1410], we can derive
√
n(Un,1 − Uˆn,1) = oP(1) (B.24)
if E∥Hn,1(Xi,Xℓ)∥2 = o(n), which can be easily showed in a similar manner to that of (B.22). The asymptotic normality for
βˆ1 therefore follows from (B.19) to (B.24). The proof is completed.
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B.2.2. Sketch of Proof of Theorem 4.2
Given that βˆ1 and βˆ2 are the root-n consistent estimators of β1 and β2, respectively, the asymptotic normalities for hˆ0,y
and hˆ0,c are the same as those for aˇy and aˇc defined in (4.3) and (4.4). As the proof is similar, we only show the asymptotic
normality for aˇy below.
Set Λ4n = 1n
n
i=1 λ4n,i, where λ4n,i = Kb(ti − t0)δi. Then aˇy = Λ4n/Λ1n(g1,β1). By (B.1) in Lemma B.2, we can easily
derive
aˇy − h0,y(t0) = Λ4n − h0,y(t0)Λ1n(g1,β1)
Λ1n(g1,β1)
= Λ5n(g1,β1)(1+ OP((nb
2)−1))
Λ1n(g1,β1)
, (B.25)
where Λ5n = Λ5n(g1,β1) = 1n
n
i=1 λ5n,i, with λ5n,i = λ5n,i(g1,β1) = λ4n,i − h0,y(t0)λ2n,i(g1,β1), and Λ1n(g1,β1) is
defined at the beginning of the proof of Lemma B.2. Then
Λ5n = 1n
n
i=1
(λ5n,i − Eλ5n,i)+ Eλ5n,1 ≡ Λ6n + Eλ5n,1. (B.26)
Here, by applying (B.5) together with Lemma B.3,
EΛ5n = Eλ5n,1 = Eλ4n,i − h0,y(t0)Eλ2n,i(g1,β1)
= Hy,g1,β1(t0)+
1
2
b2H¨y,g1,β1(t0)

u2K(u)du(1+ o(1))
− h0,y(t0)

Mg1,β1 +
1
2
b2Bg1,β1(t0)

u2K(u)du(1+ o(1))

= 1
2
b2

H¨y,g1,β1(t0)− h0,y(t0)Bg1,β1(t0)
 
u2K(u)du(1+ o(1)), (B.27)
where Hy,g1,β1(t0) = h0,y(t0)Mg1,β1 , defined in Lemma B.3. It is easily to show that
(nb)1/2Λ6n = (nb)1/2 1n
n
i=1
(λ5n,i − Eλ5n,i)→d N(0, V5),
where V5 is the limit of bE(λ5n,i−Eλ5n,i)2, as n →∞, which, by a similar argument to (B.6) together with Lemma B.3, equals
lim
n→∞ bE(λ4n,i)
2 = Hy,g1,β1(t0)

K 2(u)du. (B.28)
The first part of this theorem therefore follows from (B.25) to (B.28) together withΛ1n(g1,β1)→P Mg1,β1(t0) owing to Part
(ii) of Lemma B.2.
The asymptotic independence between both estimators in (4.3) and (4.4) are obvious, withλ4n,i = Kb(ti− t0)(1− δi), by
calculating
lim
n→∞ b Cov(λ4n,i,
λ4n,i) = 0, lim
n→∞ b Cov(λ4n,i,
λ4n,j) = 0, i ≠ j
in a similar argument to (B.28) together with the fact δi(1− δi) = 0. The proof is completed.
B.3. Proofs for Section 4.2
The proofs for the theorems and corollary in Section 4.2 are collected in this subsection.
B.3.1. Proof of Theorem 4.3
Theorem 4.3 follows from the similar argument to that in Theorem 4.1. Now under Assumption B, in Step (i) of the proof
of Theorem 4.1, by setting γ = (γ¯0, γ¯1, γ¯2), γk = (γ¯0, γ¯k), k = 1, 2,
1
n
ℓ˜0(γ) ≡ 1n ℓ˜0(γ; t0) ≡
1
n
ℓ˜1(γ1; t0)+
1
n
ℓ˜2(γ2; t0)
=

1
n
n
i=1
Kb(ti − t0)δi log g1(XTi γ1)−
1
n
n
i=1
Kb(ti − t0)δi log

1
n
n
i=1
g1(XTi γ1)
n
j=1
ti
n
Kb(jti/n− t0)

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+

1
n
n
i=1
Kb(ti − t0)(1− δi) log g2(XTi γ2)
− 1
n
n
i=1
Kb(ti − t0)(1− δi) log

1
n
n
i=1
g2(XTi γ2)
n
j=1
ti
n
Kb(jti/n− t0)

→P ℓ0(γ) ≡ ℓ0(γ; t0) ≡ ℓ1(γ1; t0)+ ℓ2(γ2; t0)
= h0,y(t0)

E(1− F(t0|X1))g1(XT1β1) log g1(XT1γ1)−Mg1,β1(t0) logMg1,γ1(t0)

+ h0,c(t0)

E(1− F(t0|X1))g2(XT1β2) log g2(XT1γ2)−Mg2,β2(t0) logMg2,γ2(t0)

, (B.29)
where γ¯ s ∈ Θs with Θs being the compact subset that includes αs, s = 0, 1, 2, with βk = (αT0, αTk )T, k = 1, 2, and
α = (αT0, αT1, αT2)T.
In Step (ii): The gradients of ℓ˜0(γ) at γ = α is
1
n
˙˜
ℓ0(α) = 1n
˙˜
ℓ0(α; t0) = 1n

˙˜
ℓ1,0(β1; t0)+ ˙˜ℓ2,0(β2; t0)˙˜
ℓ1,1(β1; t0)˙˜
ℓ2,1(β2; t0)
 = 1
n
I
 ˙˜
ℓ1(β1; t0)˙˜
ℓ2(β2; t0)

, (B.30)
with
I =
Ip1 0 Ip1 0
0 Ip−p1 0 0
0 0 0 Ip−p1

,
where ˙˜ℓk,j(βk; t0) is the [(1 − j)p1 + j(p − p1)]-dimensional (j + 1)th sub-vector of ˙˜ℓk(βk; t0), k = 1, 2 and j = 0, 1, with˙˜
ℓ1(β1; t0) defined in (B.12) and ˙˜ℓ2(β2; t0) defined similarly with reference to ℓ˜2(β2; t0) in (B.29), and Ip is a p × p identity
matrix. The second partial derivatives of ℓ˜0(γ)with respect to γ at γ = α is
1
n
¨˜
ℓ0(α) = ∂
2
∂γ∂γT

1
n
ℓ˜0(γ)

γ=α
→P ℓ¨0(α) = ℓ¨0(α; t0), (B.31)
which is defined in Assumption B(2, iv). Now by the Taylor’s expansion together with (B.30) and (B.31),
α˜(t0)− α = −(1+ oP(1))

ℓ¨0{α, t0}
−1 1
n
˙˜
ℓ0(α, t0)

= (1+ oP(1))A0(t0) I 1n
 ˙˜
ℓ1(β1; t0)˙˜
ℓ2(β2; t0)

= (1+ oP(1))1n [A01(t0)
˙˜
ℓ1(β1; t0)+ A02(t0) ˙˜ℓ2(β2; t0)], (B.32)
where A0 and A0k, k = 1, 2, are defined in Assumption B(2, iv).
Based on (B.32), the proof can be proceeded as done in Step (iii) of the proof of Theorem 4.1. The detail is omitted.
B.3.2. Proof of Corollary 4.4
First note that according to Remarks 2 and 3 in Section 4, we have Gk(Xi) = Xi and
r∗k0,i = δki[ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti){Xi1 − E(Xi1|ti, δi = 2− k)}
+ gk(XTi βk)
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)h0,k(v){E(Xi1|ti = v, δi = 2− k)− Xi1}dv,
rk0,i = δki[ℓk,00(ti)]−1f (ti){Xi1 − E(Xi1|ti, δi = 2− k)}
+ gk(XTi βk)
 ti
0
[ℓk,00(v)]−1f (v)h0,k(v){E(Xi1|ti = v, δi = 2− k)− Xi1}dv, (B.33)
for k = 1, 2, where δ1i = δi and δ2i = 1 − δi. Here ℓk,jm’s are the sub-blocks of ℓ¨k, defined in Assumption B(2, iv) in the
Appendix A, from which if follows by simple calculations that
ℓk,00(ti) = f (ti, δi = 2− k)Var(Xi1|ti = v, δi = 2− k), k = 1, 2, (B.34)
where together with the notation introduced right before Theorem 4.1, it follows by (B.10) that f (ti, δi = 2 − k) =
h0,k(ti)Mk,0(ti) for k = 1, 2.
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We first consider r∗10,i + r∗20,i and note
r∗10,i + r∗20,i = Ai +Bi, (B.35)
with, denotingRi1(ti, 2− k) = Xi1 − E(Xi1|ti, δi = 2− k) for k = 1, 2,
Ai = [ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti)[Ri1(ti, 1)δi +Ri1(ti, 0)(1− δi)],
Bi =
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[h0,1(v){−Ri1(v, 1)}g1(XTi β1)+ h0,2(v){−Ri1(v, 0)}g2(XTi β2)]dv.
We can show that E(Ai) = E(Bi) = 0 as follows. Note that
E(Ri1(ti, 2− k)|ti, δi = 2− k) = 0, for k = 1, 2, (B.36)
so it easily follows that
E(Ai|ti) = E(Ai|ti, δi = 1)f (δi = 1|ti)+ E(Ai|ti, δi = 0)f (δi = 0|ti) = 0,
where f (δi|ti) is the conditional probability density function of δi given ti, and hence E(Ai) = 0. For E(Bi), note that it
follows from (B.9) and (B.10) that the conditional probability density function of Xi given ti = t and δi = 2− k is
f (x|t, δi = 2− k) = fX (x)gk(xTβk)[1− F(t|x)]/Mgk,βk(t), for k = 1, 2, (B.37)
where fX (x) is the probability density function of Xi and F(t|Xi) is the cumulative conditional distribution function of ti given
Xi, and applying integration by parts,
E(Bi|Xi) =
 ∞
0
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[h0,1(v){−Ri1(v, 1)}g1(XTi β1)
+ h0,2(v){−Ri1(v, 0)}g2(XTi β2)]dv dF(t|Xi)
=
 ∞
0
[1− F(t|Xi)][ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[h0,1(t){−Ri1(t, 1)}g1(XTi β1)
+ h0,2(t){−Ri1(t, 0)}g2(XTi β2)]dt.
Thus by (B.37) and (B.36)
E(Bi) = E[E(Bi|Xi)]
=
 ∞
0
[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[h0,1(t)E{−Ri1(t, 1)}g1(XTi β1){1− F(t|Xi)}
+ h0,2(t)E{−Ri1(t, 0)}g2(XTi β2){1− F(t|Xi)}]dt,
=
 ∞
0
[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[h0,1(t)Mg1,β1(t)E{−Ri1(t, 1)|ti = t, δi = 1}
+ h0,2(t)Mg2,β2(t)E{−Ri1(t, 0)|ti = t, δi = 0}]dt = 0.
Hence we have
Var(r∗10,i + r∗20,i) = Var(Ai +Bi) = EAiATi + EAiBTi + EBiATi + EBiBTi , (B.38)
each term of which is to be dealt with one by one as follows:
E(AiATi |ti) = [ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti)E {[Ri1(ti, 1)δi +Ri1(ti, 0)(1− δi)]
× [Ri1(ti, 1)δi +Ri1(ti, 0)(1− δi)]T|ti

f (ti)[ℓ1,00(ti)+ ℓ2,00(ti)]−1
= [ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti)E
[Ri1(ti, 1)(Ri1(ti, 1))Tδ2i
+Ri1(ti, 0)(Ri1(ti, 0))T(1− δi)2]|ti

f (ti)[ℓ1,00(ti)+ ℓ2,00(ti)]−1
= [ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti)

E[Ri1(ti, 1)(Ri1(ti, 1))T|ti, δi = 1]f (δi = 1|ti)
+ E[Ri1(ti, 0)(Ri1(ti, 0))T|ti, δi = 0]f (δi = 0|ti)

f (ti)[ℓ1,00(ti)+ ℓ2,00(ti)]−1
= [Var(Xi1|ti, δi = 1)f (δi = 1|ti)+ Var(Xi1|ti, δi = 0)f (δi = 0|ti)]−1, (B.39)
where the last equality follows from (B.34); for notational simplicity, denoting
R∗i1(v, Xi) = h0,1(v)Ri1(v, 1)g1(XTi β1)+ h0,2(v)Ri1(v, 0)g2(XTi β2),
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E(AiBTi ) = E[ℓ1,00(ti)+ ℓ2,00(ti)]−1f (ti)[Ri1(ti, 1)δi +Ri1(ti, 0)(1− δi)]
×

−
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
= E
 ∞
0
1
δ=0
[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[Ri1(t, 1)δ +Ri1(t, 0)(1− δ)]
×

−
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
f (t, δ|Xi)dt
= −E
 ∞
0
[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[R∗i1(t, Xi)][1− F(t|Xi)]
×
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
dt, (B.40)
where we utilised f (t, δ = 2− k|Xi) = h0,k(t)gk(XTi βk)[1− F(t|Xi)], for k = 1, 2, which follows from (B.9); finally, applying
integration by parts,
E(BiBTi ) = E

−
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv

×

−
 ti
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
= E
 ∞
0
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv

×
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
dF(t|Xi)
= E
 ∞
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
 ∞
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
−
 ∞
0
F(t|Xi)[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[R∗i1(t, Xi)]
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
dt
−
 ∞
0
F(t|Xi)
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
[ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[R∗i1(t, Xi)]T dt

= E
 ∞
0
[1− F(t|Xi)][ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[R∗i1(t, Xi)]
×
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
T
dt
+
 ∞
0
[1− F(t|Xi)]
 t
0
[ℓ1,00(v)+ ℓ2,00(v)]−1f (v)[R∗i1(v, Xi)]dv
× [ℓ1,00(t)+ ℓ2,00(t)]−1f (t)[R∗i1(t, Xi)]T dt

. (B.41)
Now it follows from (B.40) and (B.41) that
EAiBTi + EBiATi + EBiBTi = 0, (B.42)
and hence from (B.38), (B.39) and (B.42) that
Var(r∗10,i + r∗20,i) = E[Var(Xi1|ti, δi = 1)f (δi = 1|ti)+ Var(Xi1|ti, δi = 0)f (δi = 0|ti)]−1. (B.43)
For rk0,i defined in (B.33), using the similar argument to the above, we have
Var(rk0,i) = E[Var(Xi1|ti, δi = 2− k)f (δi = 2− k|ti)]−1
for k = 1, 2, together with which it follows from (B.43) that Var(r∗10,i + r∗20,i) < Var(rk0,i), k = 1, 2, as required.
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B.3.3. Proof of Theorem 4.5
The proof of Theorem 4.5 follows the same argument as in Theorem 4.2. The detail is omitted.
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