Mutation rate is a crucial evolutionary parameter that has typically been treated as a constant in population genetic analyses. However, mutation rate is likely to vary among co-existing individuals within a population, due to genetic polymorphisms, heterogeneous environmental influences, and random physiological fluctuations. We explore the consequences of such mutation rate heterogeneity in a model allowing an arbitrary distribution of mutation rate among individuals, either with or without inheritance. We find that variation of mutation rate about the mean results in a higher probability of producing zero or many simultaneous mutations on a genome. Moreover, it increases the frequency of higher order mutants even under ongoing mutation and selection. We gain a quantitative understanding of how this frequency depends on moments of the mutation rate distribution and selection coefficients. In particular, in a two-locus model, heterogeneity leads to a relative increase in double mutant frequency proportional to the squared coefficient of variation of the mutation rate. Relative effect sizes increase with the number of loci.
Introduction
Data availability: R code used to generate numerical results is available upon request. 
Occurrence of mutations on a genome in one generation

140
We consider n loci of interest on the genome, which can be either non-mutant or mutant.
141
We assume that each individual has a given mutation rate u (per locus, per generation) 142 that is uniform across loci; that is, each non-mutant locus in the individual mutates inde-143 pendently with probability u. We neglect back mutations. The number of new mutations 144 that arise thus follows a binomial distribution; in particular, if n loci are non-mutant, 145 then the probability of j mutations occurring simultaneously (i.e. in one generation) is:
In the limit as n → ∞ and u → 0 such that nu ≡ λ, we obtain an "infinite-locus" 147 model in which every mutation occurs at a unique site. Then the number of new mutations 148 that arise in an individual with mutation rate λ (per genome, per generation) follows a
149
Poisson distribution; that is, the probability of j simultaneous mutations is:
imply that one cycle of cell infection cannot be equated to one genome replication, and 152 therefore a Poisson-distributed number of mutations per genome is not necessarily ex-
153
pected after a single infection cycle [26, 71] . Our present model does not address these 154 complexities.
155
The key novelty in our model is to consider a mutation rate (u or λ) that varies among 156 individuals in any given generation, and can thus be taken as a random variable (denoted
157
U or Λ respectively) in the population as a whole. However, we make the important 158 assumption that the distribution of mutation rate in the population does not change over 159 generations.
160
Inherited versus non-inherited mutation rate
161
Once we consider dynamics over more than one generation, we must define the extent to 162 which mutation rate is inherited or correlated from parent to offspring. As described in 163 the Introduction, this correlation could vary over a broad spectrum. Mathematically, we 164 will deal with the two extremes.
165
In the case of no inheritance, each individual in each generation independently draws its 166 mutation rate from the population distribution. Thus one must average the probability or 167 proportion of individuals in the new generation mutating from genotype i to j, conditioned 168 on mutation rate, over the distribution of mutation rate, which is arbitrary but fixed over 169 generations.
170
In the case of perfect inheritance, each individual takes on exactly the same mutation 171 rate as its parent. Thus, the population can be divided into subpopulations character-
172
ized by distinct mutation rates, with no "migration" among subpopulations. Assuming 173 that the subpopulations do not interact, we can describe the population dynamics in each 174 subpopulation separately using a standard model with fixed mutation rate, before finally 175 taking a weighted average of the quantity of interest over subpopulations. If population 176 size regulation acts on the population as a whole, the subpopulations are not truly inde-pendent in their population dynamics. In this situation, indirect selection on mutation 178 rate (due to linkage with focal loci) arises, and if mutations are always deleterious, the 179 lowest mutation rate will be favored [72] . Nonetheless, in line with our aforementioned 180 assumption that the mutation rate distribution does not change over time, we will neglect 181 this predicted evolution of mutation rate, in that we impose selection within each subpop-182 ulation independently. Since we will consider selection coefficients at the focal loci that 183 are much larger than any subpopulation's mutation rate, genotype frequency dynamics at 184 the focal loci are expected to occur on a faster timescale than the evolution of mutation 
where x(t) collects the frequencies of each genotype at time t into a vector, and M is the
The equilibrium frequency solutions (denoted x * ) are given by the eigenvectors of M , normalized so the entries add up to one, and the population mean fitness at equilibrium
221
(w * ) is given by the corresponding eigenvalues. Since we neglect back mutation, M will 222 always be triangular, and thus the eigenvalues are simply the diagonal entries. The reduc-223 tion in fitness compared to a homogeneous wild type population due to the production of 224 deleterious mutants, i.e. 1 −w * , is known as the "mutational load" [10, p. 105] .
225
Given the binomial mutation model (Section 2.1), the mutation probabilities between 226 types take the form:
where U is the per-locus mutation rate and n i (resp. n j ) is the number of non-mutant loci 228 in type i (resp. j). We will write the mutation-selection matrix as M (U ) to emphasize its 229 dependence on U . For instance for one locus,
while for two loci,
We now incorporate mutation rate heterogeneity at the population level. Although we 232 phrase the following exposition in probabilistic terms, in the present deterministic model
233
we ultimately treat the probability of a type j parent producing a type i offspring as the 234 exact proportion of such events. As well as neglecting demographic stochasticity, which 235 is standard in this modeling approach, we neglect sampling effects from the underlying 236 mutation rate distribution, which is reasonable if the population is large. 
where the expectation over U is applied entry-wise to the matrix M (U ).
243
Perfectly inherited mutation rate: The population is divided into d disconnected is characterized by mutation rate u k that is fixed for all individuals within the subpop-246 ulation. Equivalently, the mutation rate distribution in the entire population is given 247 by the probability mass q k at value u k . Neglecting long-term mutation rate evolution as 248 explained in Section 2.2, we independently solve the recursion in each subpopulation: values thus far is that all mutants are less fit than the wild type (w i < w 0 = 1 for i = 0).
259
Then the recursions describing the dynamics of mutant frequencies over time are [38] :
is again the population mean fitness.
261
Similarly to the finite locus case, we extend this model to a distribution of mutation 262 rate under the two inheritance assumptions: If mutation rate is not inherited, then
while if mutation rate is perfectly inherited, with rate λ k in the k th subpopulation at 264 frequency q k , then the mutant frequencies {x 
For most of our results, we will deal with a special case of the model in which w i =
268
(1 − s) i [34] , meaning that each mutation has an equal effect (cost s) and there is no 269 epistasis.
270
3 Results
271
We are interested in the effect of mutation rate heterogeneity on the production and main- 
Probability of simultaneous mutations
282
The probability p n,j (u) of j simultaneous mutations among n loci available to mutate,
283
given a mutation rate of u per locus, is given by Equation 1. Averaging over the dis-
284
tribution of mutation rate, the overall probability of j simultaneous mutations is then
. These probabilities can also be interpreted as the expected frequencies 286 of j-point mutants produced (before selection) by a purely wild type starting population.
287
To consider the effect of a mutation rate that varies about its mean, we apply Jensen's
288
Inequality to the functions p n,j (U ). If g is any real convex function of a random variable whether variability in mutation rate increases or decreases p n,j ≡ p n,j (U ) , relative to 292 p n,j ( U ) in the homogeneous case, by analyzing the second derivative of p n,j (U ) for each 293 n and j.
294
If we consider a single locus (n = 1), it is clear that the functions p 1,j (U ) are linear.
295
Thus, the overall probability of mutation at a single locus is fully determined by the mean mutation rate and independent of the extent of variability: specifically p 1,0 = 1 − U and 297 p 1,1 = U . On the other hand, if we consider multiple loci (n ≥ 2), the functions p n,j (U )
298
are non-linear, and in general p n,j (U ) = p n,j ( U ).
299
Since p n,0 (U ) = (1 − U ) n and p n,n (U ) = U n are clearly convex for n ≥ 2, we can 300 conclude that the probabilities of either all or none of the loci mutating are increased by 301 variability in U . Logically, the probability of at least some intermediate numbers of muta-302 tions must be reduced. We find (Suppl. Text II.1) that p n,j will generally be increased by 
315
We further analyze the magnitude of the effect of heterogeneity in the case of all n 316 loci mutating simultaneously. Rewriting this probability (Suppl. Text II.1.3):
where We now consider genotype frequencies over multiple generations of mutation and selection,
330
with particular attention to the equilibrium (mutation-selection balance). This determin-
331
istic approach neglects demographic stochasticity in a finite population, and importantly 332 in our extension, also neglects sampling effects from the mutation rate distribution. We correspondingly given byw * = 1 − U . These solutions are valid regardless of whether 342 mutation rate is inherited.
343
The full temporal dynamics of the mutant frequency are more involved, but still 344 amenable to analytical solution. In the non-inherited case, the temporal solution ex-actly coincides with the homogeneous case. Mathematically, this is because the relevant 346 mutation-selection matrix is identical: due to the linearity of
In the inherited case, the solutions are not exactly equivalent,
348
but can be shown to coincide up to first order in the maximum mutation rate. Mathemat-349 ically, the mutant frequency in each subpopulation at time t is nonlinear in u k , and this 350 nonlinear expression must be averaged over the distribution of mutation rate; however,
351
higher order terms make a negligible contribution (vanishing at equilibrium). 
Multiple loci
353
When multiple loci are involved, the mutation-selection matrix M becomes non-linear in
354
U . Specifically, in the n-locus model terms up to order U n appear in M , and we expect the there is no epistasis. In this case, for fixed per-genome mutation rate λ, the equilibrium 457 frequency of i-point mutants is given by [34] :
The equilibrium frequencies thus take the same form as the probabilities of simultaneous 459 mutation, namely a Poisson distribution, but now with parameter λ/s instead of λ.
460
With a heterogeneous mutation rate, in the case of perfect inheritance, one must sim- smaller, and gradually becomes more similar to the perfectly-inherited case as s increases (Fig. S1 ).
484
Clearly, increasing the variance of the mutation rate distribution generally increases 485 the effects of heterogeneity (Fig. S1) . However, the differences in mutant frequencies are 486 no longer directly proportional to variance, since all higher moments of the mutation rate 487 distribution also affect the results in the infinite-locus case.
488
Frequency of mutant alleles and average number of mutations per genome:
489
We have seen that heterogeneity in mutation rate clusters mutations at multiple loci. We 
493
In the two-locus model, it turns out that both these quantities differ between the het- Intuitively, since variance in the mutation rate increases double mutant frequency at the 499 expense of single mutants, the overall frequency of the mutant allele at any individual 500 locus will be elevated precisely when the double mutant is fitter than expected from the 501 singles. Without inheritance, the frequency of the mutant allele is increased by variance 502 when the double mutant is fitter than the single mutant, which can be translated into a 503 more stringent condition on epistasis than in the perfect-inheritance case ( > c > 0).
504
Similar effects arise for m * .
505
In the infinite-locus model, every mutation occurs at a unique site, so it no longer numerically to be the case (confirmed for the cases illustrated in Figures 5 and S1 ).
513
Mutational load: In the two-locus model, the population mean fitness at equilibrium 514 is given by: load is decreased by an amount equal to the variance of mutation rate in the population.
517
This effect can be explained by the clustering of mutations into fewer individuals.
518
In the limiting infinite-locus model in which fitness is determined by number of muta-519 tions (with otherwise arbitrary fitness costs), the population mean fitness at equilibrium 520 is given by and epistasis, with a rigorous statistical analysis of the existing experimental findings.
568
We derived expressions for mutant frequency that both indicate the key parameters at 569 play and allow a quantitative estimation of their effects. The dynamics of mutants at n 570 focal loci are driven by the first n moments of the mutation rate distribution. Thus if we 571 examine only one locus, the population mean mutation rate is sufficient to predict mutant 572 dynamics, but to predict the joint dynamics at two loci, variance must be considered, and 573 so on. Specifically, for two loci, we found that the frequency of double mutants is boosted
574
(compared to a population with mutation rate fixed to the same mean) by an absolute from data on mutation rates to rifampicin resistance in bacteria [43] , the presence of hy-580 permutator individuals with 200-fold increased mutation rate at 1% frequency is predicted 581 to increase the equilibrium frequency of double mutants by ∼9-fold through effects on the 582 mean, but up to ∼45-fold further through effects on the variance at fixed mean ( Fig. 3 and   583 analytical solutions in Section 3.2). On the other hand, more evenly distributed mutation 584 rates result in smaller effects; for instance, using the best-fitting per base pair mutation Moreover, we predict that mutation rate heterogeneity becomes increasingly signifi- Our analysis also clarified the role of parent-offspring correlation of mutation rate,
604
by directly comparing cases where mutation rate is either perfectly inherited or drawn technical advances could make it feasible to examine more individuals in a population.
699
In parallel, a statistical power analysis (determining the sample size required to detect 700 mutation rate differences of a given magnitude) would be valuable both for experimental Directional effect of mutation rate heterogeneity on simultaneous mutation probability. Left: the distribution of per-genome mutation rate (Λ) obtained by sampling 10000 times from a log-normal distribution, with the thick black vertical line indicating the sample mean. Sample mean ≈ 1.0 (similar to estimates for some RNA viruses [25]), sample variance ≈ 0.29, range ≈ 0.14 -6.3. Right: probability of j simultaneous mutations occurring in the genome under the infinite-locus model, i.e. p j , if Λ is heterogeneous following the chosen distribution (red) versus fixed to the sample mean (black). The directional effects agree with those predicted analytically (keeping in mind that higher probabilities will be less negative on the log scale).
log10(mutation rate) probability density Temporal dynamics of the double mutant with approach to equilibrium, assuming the population is initially composed entirely of the wild type. Mutation rate takes on either of two values: U = u = 3 × 10 −9 with probability 0.99 or U = u h = 6 × 10 −7 with probability 0.01, thus U ≈ 9.0 × 10 −9 and V ≈ 3.5 × 10 −15 . These values are reasonable for loci with large target sizes in a bacterial population containing a strong hypermutator at 1% frequency, parameterizing approximately from [43] : u is the wild type E. coli mutation rate to rifampicin resistance estimated from a fluctuation assay and u h /u is the fold-increase in mutation rate in the mismatch repair defective MutL − strain. The selection coefficients vary across panels: left, s 01 = s 10 = 0.1 and s 11 = 0.19; center, s 01 = s 10 = 0.9 and s 11 = 0.19; right, s 01 = s 10 = 0.1 and s 11 = 0.01. Black indicates the homogeneous case with mutation rate fixed to U ; blue is the heterogeneous case with no inheritance; and red is the heterogeneous case with perfect inheritance. Grey additionally shows the result when U ≡ u . Thus comparing black to grey indicates the effect of changing the mean mutation rate by adding a hypermutator, while comparing blue/red to black isolates the effect of increasing variance with fixed mean. The solid line in each case indicates the result of numerically iterating the recursions, while the dashed line indicates the analytical approximation for the temporal dynamics, and the large point at the end of each curve indicates the analytical approximation of the equilibrium. (Table 1) are plotted for the various model cases: homogeneous -black; heterogeneous, no inheritanceblue; heterogeneous, perfect inheritance -red. Solid lines indicate the result when simultaneous mutations are allowed; dashed lines when simultaneous mutations are blocked. We take U = 1.8 × 10
−5 and V = 2.3 × 10 −9 as in Figure 2 . 
Heterog. mut. rate, no herit. 
Heterog. mut. rate, perfect herit. Table 1 : Approximate equilibrium frequency of double mutants (x * 11 ) in various cases of the two-locus model. In the homogeneous case, we suppose the mutation rate u is fixed to U for comparison with the heterogeneous cases, where the equilibrium is defined by both the mean U and variance V of the mutation rate distribution.
