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ABSTRACT 
It is well-known that the value of the logarithmic derivative ,u[A] of an n x n 
square matrix A is bounded from below by max Re(1J with respect to any norm of 
A, where ii (i = 1, 2,. , n) are the eigenvalues of A. In the stability theory of 
differential equations it is desirable to know the smallest value of ,u[A]. The purpose 
of this note is to give a direct method for the construction of an operator norm with 
respect to which p[A] can be made arbitrarily close to max Re(lJ and to show that 
in general p[A] # max Re(&). An application is given to the stability problem of a 
linear equation under nonlinear perturbations. 
The idea of a logarithmic derivative p[A] of an n x n complex (or real) 
matrix A has been used by Lozinskii [4] (see Definition 1). Coppel [3] 
shows that ,u[A] can be used as a “measure” for linear differential equations. 
In the investigation of perturbations of nonlinear differential equations, 
Brauer [2] uses p[A] as an index in determining the stability problem. 
In all cases, it is most desirable to know the smallest value of p[A]. How- 
ever, it is known that p[A] 3 max(Re Ai) (the maximum real part of 
the eigenvalues ili of A) with respect to any norm of A (cf. [3], p. 41), and 
it is natural to ask for what choice of a norm the value of p[A] can 
be made close (or equal, if possible) to max(Re A,). The purpose of this 
note is to introduce a method for the construction of an operator norm 
with respect to which p[A] can be made arbitrarily close to max Re(&). 
It is also shown that in general k[A] cannot be made equal to max Re(AJ. 
It should be pointed out that the norm mentioned above can be shown 
to exist by using a combination of results from [l] by Bauer and [5] by 
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Nirschl and Schneider. However, the proof in this note is simple and the 
method introduced is more constructive since a desired norm can be 
obtained by solving a system of algebraic equations. In fact, this norm is 
induced by an inner product which is more convenient to use in applications, 
such as the stability problem of nonlinear differential equations. 
DEFINITION 1. The logarithmic derivative ,u[A] of an n x 12 matrix A is 
defined by 
,u[A] = lim h-l(lII + hAII - l), (1) 
hdO+ 
where 11. 11 y # t as an o era OY nowz on the class of n x n matrices. 
The limit in Eq. (1) exists. For if 0 < 8 < 1 then 111 + flhAI/ < 
8111 + hAII + (1 - 0) and hence I(&-l(III + OhAIl - l)i < Ikl(llI + 
hA/I - l)I < IIAl). Th us the sequence (h-l( 111 + hA 1 I - l)} is non- 
decreasing in h and is bounded by & IIAII. Therefore it has a finite limit 
as h +O+. The values ,u[A] corresponding to the three most commonly 
used norms are (cf. [3], p. 41): 
lkll = $2 H2~ pu[Al = 4HA + A*)), 
the largest eigenvalues of 
AA1 = sw(Re akk + c 
k i,i#k 
HA + A*); 
lad); 
II4l3 = S~Pl4 AAl = sup(Re aii + 2 laikl). 
z k,k#i 
In general, these norms yield larger values of p[A]. For example, consider 
the matrix 
0 -1 
A= 
( ) 2 -3’ 
with Ai=-1, As=-_. 
The values of ,u[A] corresponding to the above three norms are [(1O)1/2 - 3]/2, 
2, 1 respectively. However, it is known that (cf. [3], p. 59) Ilexp(tA)l( < 
exp(t,u[A]) and that if all the eigenvalues of A have negative real 
parts then Ilexp(tA) II + 0 as t + + to. Thus it is reasonable to expect 
that other norms exist such that the values of ,u[A] are negative with 
respect to these norms. 
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Let (x, y) = zE1 xifi be the Euclidean inner product on Cn (or Rn) 
and let A, (A,) denotes the largest (smallest) eigenvalue of a Hermitian 
matrix P. For any Hermitian positive matrix P it is easily shown that 
(% Y>P = (% Py), X,YEC% 
defines an inner product on Cn which satisfies 
&41~l112 d ll~llP2 <&l~ll12 (XE (3, 
where IIxllP = (x, ~)~i/a. 
(2) 
LEMMA. Given any Hermitian positive matrix P then 
$ (IlevW) 4”) 
= ((PA + A*P) exp(tA) x, exp(tA) X) (- m < t < co, XE C). (3) 
Proof. It is easily seen that for any x E Cn and any real values t, h 
the following identity holds: 
(exP[(t + 441 x, exp[(t + h)Al x)~ - (exp(tA) x, exp(tA) x)~ 
= (exp(tA) LedhA) x - xl, exp[(t + h)A] x)~ 
+ (exp(tA) x, exp(tA) [exp(hA) x - ~1)~. 
Dividing both sides by h and letting h -+ 0 lead to 
$ (llexP(tA) 41~~) = (WtA) Ax, exp(tA) x)~ 
+ (exp(tA) x, exp(tA) Ax),. 
Since exp(td) A = A exp(tA) and P* = P, Eq. (3) follows from the 
definition of ( -, .)P. w 
THEOREM. Let A be any n x n matrix and let Al,. . . , 1, be the eigen- 
valzces of A. Then given any E > 0 there exists an operator norm such that 
max(Re &) < &A] E lim h-l( / II+ hA 1 IE - 1) < max(Re &) + E. (4) 
i h-+0+ 0 
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Moreover there exists a rnahix A such that ,u[A] # maxJRe izi) with respect 
to every operator nowz. 
Proof. The first inequality in Eq. (4) is known. To show the second 
inequality we set pE = max(Re Ai) +- 8. Then the eigenvalues of (A - p,I) 
all have real parts < - E. It is well known that the eigenvalues of a matrix 
B all have negative real parts if and only if there exists a unique Hermitian 
positive matrix P such that PB + B*P = - I. It follows that there 
exists a Hermitian positive matrix P = P(E) such that P(A - p,I) 
+ (A* - p,I)P = - I, or equivalently, that 
PA + A*P = 2p,P- I. 
Define ll~$ = j[xllP = (x, Px)~/~. Then by the lemma and Eq. (2) 
$ (llexp(tA) ~11,~) = 2p,(Pexp(tA) x, exp(tA) x> - (exp(tA) x, exp(tA) x> 
< (2~~ - AP-l)llexp(tA) ~11,~. 
Integration from 0 to t leads to 
IlexpV) ~11,~ < exp[(2p, - 4-W ME2 (t 3 0, x E C"). 
Hence for each t > 0 
llexp(tA) IIE = sup Ilexp(tA) ~11, < exp[{p, - Wb-lM. 
lI.4&= 1 
(5) 
On the other hand, since 
/(IlexpW)IIC - I) - (III + hAlIe - 1)l 
< Ilexp(hA) - I - hAlI, = O(h) as /z +O+ 
it follows from definition and Eq. (5) that 
pu,[A] = lim h-l[llexp(hA) IIE - l] 
h--to+ 
< lim h-l(exp[(pB - (2A,)-l)h] - 1) 
h-PO+ 
= pE - (211,)-l < PC. 
This proves Eq. (4). Notice that A, > 0 and depends on E. To show the 
second part of the theorem we choose a matrix A with eigenvalues ill,. . . , An 
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such that max(Re &) = Re ,?i = . . - = Re 1, = 0 (1 < R < FZ) and with 
that 1 letAl 1 is unbounded as t + 03. This is possible since, for example, 
if 1, is not a simple root of the minimum polynomial of A then jletAll --f 
co ast --,co. Now if p[A] = max Re(&) = 0 with respect to some norm 
/ / * I IE then it would imply that 1 let Al jE < et’ O = 1 for all t > 0 which is a 
contradiction. n 
The existence of the norm 1) - IIE can be shown from Eq. (4.8) in [l] 
coupled with Theorems 3 and 1 in [5]. However from our proof of the 
theorem the norm II - I IE can actually be constructed by solving the equation 
AP + PA* + p,P = - I for P. 
COROLLARY. If all the eigenvalues of A have negative real parts then 
IUE[Al < - WbY 
where P is the Hermitian positive matrix satisfying PA + A*P = - I. 
Proof. This follows from the proof of the theorem by taking pE = 0. n 
As an application of the theorem, consider the stability problem of the 
nonlinear differential equation 
ax/at = Ax + f(t, x) (t 3 0) (6) 
where f(t, x) is an n-vector (nonlinear) function defined on [0, 00) x Q 
with 9 an open neighborhood of the origin. Assume that the eigenvalues 
A,,. . . , 1, of A all have negative real parts and that /lf(t, x)IIc < k(t)l\xllB 
for x E ~2 where K(t) is a positive function on [0, ~0) and 11 * IIs E 11 - lip is 
obtained from the theorem (with pE = 0). By using the variation of constants 
formula and applying Gronwall’s inequality it can be shown that if 
t 
then every solution x(t) of Eq. (6) with x(O) in some neighborhood of the 
origin has the property that limllx(t) II = 0 as t + co. Note that Eq. 
(7) gives a precise condition on the perturbation f in terms of the distance 
between the imaginary axis and the spectrum of A in theleft kalf-complex- 
plane. 
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