The linear reachability problem for finite state transition systems is to decide whether there is an execution path in a given finite state transition system such that the counts of labels on the path satisfy a given linear constraint. Using some known results on minimal solutions (in nonnegative integers) for linear Diophantine equation systems, we present new time complexity bounds for the problem. In contrast to the previously known results, the bounds obtained in this paper are polynomial in the size of the transition system in consideration, when the linear constraint is fixed. The bounds are also used to establish a worst-case time complexity result for the linear reachability problem for timed automata.
Introduction
Model-checking [7, 21] is a technique that automatically verifies a finite state transition system against a temporal property usually specified in, e.g., Computation Tree Logic (CTL) [7] or Linear Temporal Logic (LTL) [19] , by exhaustively exploring the finite state space of the system. The usefulness of model-checking has been demonstrated by several model-checkers (e.g., SMV [17] , SPIN [15] , BMC [3] ), which have been successfully used to verify/test industrial-level hardware/software systems with significant sizes.
Although both CTL and LTL are expressive, many temporal properties are out of their scope. For instance, event counting is a fundamental concept to specify some , the linear constraint, " ! # $ " ! & % # ' ) (
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) on path . Notice that this property is nonregular [6] and, since the counts could go unbounded, the property is not expressible in CTL or LTL.
In general, by considering its negation, the property can be formulated as the linear reachability problem for finite state transition systems as follows. x is fixed. This is because the size of the regular expression, in worst cases, is exponential in t v u w t [16] . In this paper, we present a new algorithm solving the linear reachability problem. This algorithm is completely different from the naive one. In our algorithm, we estimate a bound (called a bounding box) from and each label ¡ is bounded by . Interestingly, after a complex loop analysis, estimating a bounding box is reduced to a number theory problem: finding nonnegative minimal solutions to linear Diophantine equation systems. There has been much research on this latter problem for homogeneous/inhomogeneous systems with (nonnegative) integer solutions [4, 5, 13, 20] . Suppose that is in a disjunctive normal form over linear equations/inequalities. Using the Borosh-Flahive-Treybig bound in [4] , we are able to show that, in worst cases, when t v u w t is ¢ the size (which will be made clear later in the paper) of , the bounding box is bounded by i t v u w t 9
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, where © is the maximal number of conjunctions in a single disjunctive term of R . The Borosh-Flahive-Treybig bound has been used in solving the boundedness problem for vector addition systems [22] . However, the path rearrangement technique used in [22] is not applicable (at least not in an easy way) to obtaining the bounding box . With the bounding box, one can easily show that the linear reachability problem is solvable in time . This is in contrast to the complexity of the naive algorithm that is exponential in the state number t C u t
. This new complexity result will be further used in this paper to obtain complexity bounds (which were unknown) for some other linear counting problems that involve linear constraints over counts, e.g., the linear liveness problem [11] for .
We also consider the linear reachability problem when is ordered; i.e., on any path ¡ for the linear reachability problem, using the Pottier bound [20] (the Borosh-FlahiveTreybig bound is not applicable here) for nonnegative minimal solutions to linear Diophantine systems. Interestingly, this restricted model and the complexity bound can be used to establish a new complexity result for the linear reachability problem for timed automata [1] . The problem is to decide whether there are two tuples of clocks values satisfying two given linear constraints R and R ) ( respectively such that one tuple can reach the other in a timed automaton. For timed automata, although many temporal verification problems involving linear constraints over clocks are known to be undecidable [1, 2, 12] , the linear reachability problem is decidable (even when the clocks are dense) [8] [9] [10] . However, an upper bound for the worst-case complexity was unknown. In this paper, we show that the linear reachability problem for a discrete timed automaton (i.e., a timed automaton with integer-valued clocks) is solvable in time 
R ) (
, and the maximal absolute value of all the constants appearing in the clock constraints of the timed automaton. This result can be generalized to timed automata with dense clocks using the pattern technique in [9] .
The rest of this paper is organized as follows. Section 2 introduces some known results on minimal solutions to linear Diophantine equation systems, which are needed later in the paper. Section 3 obtains a bounding box for the linear reachabil-ity problem for finite state transition systems. Based on the bounding box, Section 4 establishes a time complexity bound for the linear liveness problem for finite state transition systems. Section 5 considers ordered finite state transition systems, which, in Section 6, are used to show a time complexity bound for the linear reachability problem for timed automata. Section 7 is a brief conclusion.
Preliminaries
Let be the set of nonnegative integers and x be a positive integer. A finite state transition system is defined as 
A Bounding Box for the Linear Reachability Problem
Let be a finite state transition system specified in (1) . A set 
where each is a small linear set in the form of (2) .
Proof. Let be a path § ( # " ).
# is called the basic states.
Note that though 5 may be large, it is irrelevant here.
Algorithm 1
Initialize a stack ¢ ¡ and a set £ to be empty; Scan ¤ from left to right; for each transition 
After running Algorithm 1, we can obtain a basic path § 6 ) § % and four simple cycles (the labels are omitted for simplicity),
, and
. From the above definitions, they are arranged into two layers as shown in Figure   % . In particular,
are indeed disjoint. Now, suppose that we are given a layered structure Q , then how can we obtain the path ? Hereafter in this paper, we will use formulas in the form of . From these two observations, we can construct a smaller set ( of simple cycles using Algorithm 2.
As we are only interested in the counts information of a path, the order in which these cycles should be traversed is irrelevant here.
simple cycles, where
constitutes a path of . Additionally,¨( has two good properties. One is that the length Due to the disjunctive representations of (4) 
Hence, the linear reachability problem is reduced to finding a nonnegative integer solution to (6) . With the bounds on .
We use
A direct application of the Borosh-Flahive-Treybig bound in Theorem 2.1 shows that system (6) has solutions in nonnegative integers iff the system has a solution In [11] , this problem is shown decidable. However, the time complexity was unknown. In this section, we reduce the liveness problem to a linear reachability problem.
Recall that R is in the form of (4) 
Ordered Finite State Transition Systems
Let be a finite state transition system specified in (1) Recalling the definition of the Borosh-Flahive-Treybig bound, one may notice that it can not be used in the above construction to prove the lemma. In the next section, we will use this restricted model of and the complexity bound to study timed automata.
The Linear Reachability Problem for Timed Automata
A timed automaton [1] is a finite state machine augmented with a number of clocks. All the clocks progress synchronously with rate 1, except when a clock is reset to 0 at some transition. We first consider discrete timed automata where clocks take integral values. Formally, a discrete timed automaton is a tuple There is an edge
The enabling condition of the edge is satisfied; i.e., It is known that the problem is decidable, even when the clocks are dense. The decidability proofs and application examples can be found in [8] [9] [10] . However, as we mentioned earlier, the time complexity for the problem was unknown. And in this section, we give such a complexity bound using the result in (11).
Without loss of generality, we assume that both 
and for each
Substituting (13) and (14) x dense clocks. One can similarly formulate the semantics and the linear reachability problem for (e.g., see [9] ). With the pattern technique presented in [9] , it is easy to show the following. 
Conclusions
In this paper, we obtained a number of new complexity results for various linear counting problems (reachability and liveness) for (ordered) finite state transition systems and timed automata. At the heart of the proofs, we used some known results in estimating the upper bound for minimal solutions (in nonnegative integers) for linear Diophantine systems. In particular, when all the parameters (such as the number of labels/clocks, the largest constant 0 in a timed automaton, the size of the linear constraint to be verified, etc.) except the number of states, t v u w t , of the underlying transition system are considered constants, all of the complexity bounds obtained in this paper is polynomial in t C u t
. This is, as we mentioned in Section 1, in contrast to the exponential bounds that were previously known. In practice, a requirement specification (e.g., the R in a linear counting problem) is usually small and simple [14] . In this sense, our results are useful, since the large t v u w t is usually the dominant factor in efficiently solving these verification problems. However, in real-world applications, how to use the structural information (such as modularity) of a transition system to obtain a smaller bounding box remains a practical problem to solve.
