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Analyzing Sunspot Number via Gegenbauer Long  
Memory Process with Correlated Additive Noise*
Manabu ASAI**
Abstract: It is known that the the sunspot number is well described by a Gegenbauer long memory 
process. Recent development on the field of time series analysis enable us to consider and estimate 
more flexible specification. The purposes of this paper are to extend the conventional specification 
for sunspot numbers to accommodate correlated additive noise and to estimate the new model 
by the Bayesian Markov chain Monte Carlo technique. The empirical result shows that the new 
specification improves the model fitness.
Keywords: Filtering; Kalman filter; Long Memory; State Space Models; Simulation Smoother; 
Sunspot Number.
1. Introduction
This paper analyzes Wolfer’s yearly sunspot averages from 1749 to 1924. This data set is quite 
well known and can be found in Anderson (1971, Section 5.9 and Appendix A.3). Figure 1 shows the 
time series plot of the data set. Gray et al. (1989) and Chung (1996) estimated a generalized long 
memory model for the sunspot data:
 (1 − ϕB)(1 − 2κB +B2)d(yt − µ) = ηt,
where  η t ∼ N(0, ωηη). Following Gray et al. (1989), we refer to this as the GARMA(1,d,0) model. 
If κ = 1, the model reduces to the conventional ARFIMA(1,2d,0). The power series of the function 
of (1 - 2κ z + z2)-d  for |z | ≤ 1 and |κ | ≤ 1 is the Gegenbauer polynomials, and it enables the long 
memory structure to accommodate a periodic pattern. The periodic long memory is controlled 
by the Gegenbauer frequency, defined by λ g = cos-1(κ ), implying a persistent cycle of 2π /λ g . The 
estimates of Gray et al. (1989) and Chung (1996) indicate that there is a persistent cycle of 11.2 
years. As shown by Chung (1996), the maximum likelihood estimator of κ  converges to the true 
value faster than do the other parameters, and it follows a non-standard distribution asymptotically.
We reconsider the specification and estimate the model via the Bayesian Markov chain Monte 
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Carlo technique. For this purpose, we introduce a correlated additive noise ε t in the GARMA(1,d,0) 
model:
 





















k = (1 − ϕz)−1(1 − 2κz + z2)−d.
We consider three kinds of models: (i) the GARMA(1,d,0) model obtained by setting ωεε  = ωεη  = 0 
in (1); (ii) the GARMA plus uncorrelated noise (GARMA+UncN) model with ωεη  = 0; and (iii) the 
GARMA(1,d,0) plus correlated noise (GARMA+CorN) model. For estimating the new models via the 
Bayesian Markov chain Monte Carlo (MCMC) method, the paper uses the algorithm of Asai and So 
(2019) for evaluating the likelihood function.
The remainder of the paper is organized as follows. Section 2 introduces the algorithm of 
Asai and So (2019) for long memory process with correlated additive noise. Section 3 shows the 
empirical results for the yearly averages of the sunspot number. Section 4 gives some concluding 
remarks.
2. Simulation Smoother for Long Memory Time Series with Correlated and Heteroskedastic 
Additive Noise
This paper introduces the simulation smoother for long memory time series with correlated 
and heteroskedastic additive noise, which was developed by Asai and So (2018), as their approach 
can be used for the Bayesian MCMC estimation of the three models.
Figure 1: Yearly Sunspot Averages
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2.1 General Framework
Let yt be a p × 1 observable time series and α t be an m × 1 state vector. Assume that yt is 
governed by the model:
 yt = dt + Ztαt + εt (t = 1, 2, . . . , n),     (2)
 αt+1 = ct +
∞∑
k=0
Ψkηt−k, Ψ0 = Im,      (3)














,    (4)
allowing correlation in the noise ε t and η t and heteroskedasticity in the state variable α t via the 
predetermined positive-definite matrix Ω t. The state vector α t may follow a vector long memory 
process with the heteroskedastic disturbance. The model construction in (2) to (4) extends the time 
series with additive noise model in So (1999). Specifically, when Ωηε , t = O and Ω ηη ,t = Ω ηη  , the model 
reduces to the specification in So (1999). We assume Ω t = Ω(t = 0,-1,-2,...). Denote Y s:r = ( ys' ,..., yr')'.
The specification in (2) to (4) accommodates (i) a short and long memory process in α t 
via the infinite moving average representation and (ii) correlation and heteroskedasticity in the 
disturbance (ε t', η t')'. For a short memory process with (ii), Fruhwirth-Schnatter (1994), Carter and 
Kohn (1994), de Jong and Shephard (1995), Durbin and Koopman (2002) developed the Gaussian 
simulation smoother. For a long memory process with uncorrelated additive noise, So (1999) 
developed a simulation smoother, applying the Choleski decomposition of the covariance matrix of 
Y1:n . To extend the work of So (1999), Asai and So (2019) consider the Choleski decomposition of 
the covariance matrix of  state vectors corresponding to Y1:n . The main contribution of this paper 
is to derive filtering equations, predictive densities and a simulation smoother for state vectors 
under the general model in (2) to (4). On top of the classical filtering, prediction and smoothing 
(Harvey, 1989) in the state space modeling perspective, as an application, we can draw samples of 
state vectors conditional on the observations and all other parameters in the model for Bayesian 
inference.
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2.2 Alternative Representation
To extend the approach of So (1999), Asai and So (2019) derived an alternative representation 
based on the Choleski decomposition. Define






Ψkηt−k,    (5)
to decompose the latent process as α t = β t + γ t . Denote the covariance matrix of  β  = (β 1',..., β n')' 
and γ  = (γ 1' ,..., γ n')' by Γβ  and Γ
γ  respectively. Assume that Γβ  and Γγ  are finite. Then the Choleski 
decomposition of the covariance matrices are given by Γβ  = LβMβ(Lβ )' and Γγ  = LγMγ(Lγ )'. In the 
decomposition, Lh (h = β , γ ) is a block lower triangular matrix with the (i, j)th block given by L i,jh 
(m × m), and Mh is a block diagonal matrix with m × m matrix elements M ih (i, j =1 ,..., n). By the 
definition in (5) and the Choleski decomposition, the (i, j )th block of  Γβ  and  Γγ  are given by
 































respectively. Since β  and γ  are uncorrelated, the covariance matrix of α  = (α 1' ,..., α n')' is given by 
Γα  = Γβ + Γγ . It is obvious from (6) that L i, jβ   = Ψ i-j  (i ≥ j) and M i
β  = Ωηη ,i-1 for β . Regarding γ , we 
can introduce an uncorrelated process et with mean zero and covariance matrix Mt+1γ   , to have the 
correlation structure of  β . By the structure of γ t , the covariance matrix between (ε t', η t')' and et is a 
matrix of zeros.
Then, Asai and So (2019) give an alternative representation of (2) to (4), as:  

















G O] (p × (p + 2mFor convenience, define Gt* = [Gt  O]  (p × (p + 2m)), H tη * = [Ht  O] (m × (p + 2m)), and H te* = [O 
(Mt+1
γ )1/2] (m × (p + 2m)), where Gt (p × (p + m)) and Ht (m × (p + m)) are the first p rows and the 



















and yield ε t = Gt* ut, η t = H tη *ut, and et = H te*ut.
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2.3 Filtering Equations and Predictive Densities
As in the Kalman filter, Asai and So (2019) derived the predictive distributions, p(β t+1 |Y1:t), 
p(γ t+1|Y1:t) and p(α t+1|Y1:t), which have the Gaussian distributions with mean vectors and covariance 
matrices computed by past information. Denote the covariance matrix of Y1:n as ∑, and we use the 
Choleski decomposition ∑ = LML'. As in Γβ  and Γγ , the ( i, j )th block of ∑ gives cov (yi, yj), L is a 
block lower triangular matrix with the (i, j )th block given by L ij, and M is a block diagonal matrix 
with elements Mi (i , j =1,..., n). We denote the predicted value of yt as  y∼t | t-1 = E( yt |Y1:t-1), and its 
error covariance as Ft  = cov( yt - y∼t | t-1 ).
Define β
∼
t | t-1 = E(β t |Y1: t-1), γ
∼
t | t-1 = E(γ t |Y1:t-1) and their error covariances P
β
t | t-1  = cov(β t - β
∼
t | t-1) 
and P γt | t-1   = cov(γ t - γ∼t | t-1). Here  β
∼
t+1 | t and P
β
t+1 | t (γ
∼
t+1 | t and P
γ
t+1 | t ) are the mean and covariance matrix 
of the Gaussian predictive density p(β t+1|Y1 : t) ( p(γ t+1 |Y1: t)) respectively. We derive the following 
filtering equations to recursively calculate   y∼t | t-1  and Ft :
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With the initial condition  β
∼ 




11 = Ωηη ,  γ∼1|0 = 0, P γ1|0 = Γγ11 = Mγ1, we calculate all predictive 
vectors and matrices in the sequence, {P β1|0, P γ1|0}, F1, {Ξ β11, Ξ γ11}, {P β2|1, P γ2|1}, F2, {Ξ β22, Ξ γ22}, {Ξβ21, 
Ξγ21}, {P β3|2, P γ3|2}, F3,... . As pointed out by So (1999), the algorithm is closely related to the standard 
Choleski decomposition. It is not difficult to verify that Lt+1, k+1 and Mt, obtained from the Choleski 
decomposition of Σ, are related to Ξβt , t-k , Ξ γt , t-k , and Ft according to the relationships L t+1,k+1 = 
Zt+1(Ξβt,t-k + Ξγt,t-k ) and Mt = Ft .
For the original model (2)-(4), we obtain α∼ t | t-1 = E(α t |Y1: t-1) = β
∼
t | t-1 + γ∼t | t-1 and Pt | t-1 = cov(α t - 
α t | t-1)  = P
β
t | t-1 + P γt |t-1, as β t and γ t are uncorrelated. Here, α∼ t+1 | t and Pt+1 | t are the mean and covariance 
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matrix of the Gaussian prediction density p(α t +1|Y1 : t ). Furthermore, if ci, di, Ω i, Γ
β
i, j , and Γ
γ
i, j (i, j = 
1,2,..., n + s) are known, we only need to iterate (8)-(11) to  obtain the s-step-ahead forecast and its 
error covariance:


































for the Gaussian predictive density of p(α n+s|Y1:n).
2.4 Simulation Smoother
For the estimation of the state variable α using the observations Y1:n, Asai and So (2019) 
derived the mean and covariance matrix of the Gaussian distribution p(α |Y1:n). To perform Bayesian 
inference of the class of models such as long memory stochastic volatility models with asymmetric 
effects, Asai and So (2019) also proposed a simulation smoother for  sampling from the distribution 
p(α |Y1:n). As in de Jong and Shephard (1995) and So (1999) among others, Asai and So (2019) 
consider sampling from p(ε 1,..., ε n |Y1:n) and p(η 1,..., η n |Y1:n) rather than p(α |Y1:n) directly to develop 
a Gaussian simulation smoother for the model (2)-(4). For this purpose, define δ t = ∆ tut, where ∆ t is 
matrix to transform ut to δ t. The Gaussian simulation smoother of Asai and So (2019) is based on the 
decomposition p(δ 1,... , δ n|Y1:n) = p(δ n|Y1:n)Πnt =1-1  p(δ t|Y1:n, δ t+1,..., δ n). If ∆ t = Gt* or ∆ t = H t*, the sampled 
δ t corresponds to the measurement noise ε t or state noise (η t',et')' respectively. For instance, set ∆ t = 
H t* for sampling {α t} and use the draws of (η t',et')' = H t*ut given Y1:n, to plug in to equation (7).
For the simulation smoother, Asai and So (2019) first obtained the Choleski quantities L i,j 
= Zt(Ξβi-1,i-j + Ξ γi-1,i-j ) (i ≥ j), the prediction errors vt, and its error covariance Ft via the filtering 
equations in section 2.3. Then, we calculate Et,s, Wt,s, and Ct, and draw ξ t from N(0,Ct), where
Et,t = ∆tG
∗′










s,j+1 (s = t+ 1, . . . , n),  (12)
∑
































,          (14)
with Ψβγs,t+1 = [Ψs-t-1  L γs ,t+1]. We evaluate Wt,s and Ct by iterating between (13) and (14) according to 
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the sequence
Cn; Wn−1,n, Cn−1; Wn−2,n,Wn−2,n−1, Cn−2; Wn−3,n,Wn−3,n−1,Wn−3,n−2, Cn−3; . . . .
Finally, we set


















Asai and So (2019) showed that δ  is a sample from p(δ |Y1:n), where δ = (δ 0' , δ 1' ,..., δ n').
3 Empirical Results
For the alternative representation in (7), we evaluate Γi,j via a fast algorithm developed by 
McElroy and Holan (2012). We use the new filtering algorithm to evaluate the log-likelihood 
function, excluding the constant, as:











It should be noted that we are unable to use the adjusted version of Durbin’s algorithm (Doornik 
and Ooms 2003) for the likelihood evaluation because the model contains the correlated 
disturbances as in (1). Since the maximum likelihood estimator of κ  is expected to follow the non-
standard distribution, we use the Bayesian approach rather than maximum likelihood estimation. 













µ ∼ N(µ0, σ2µ), Ω−1 ∼W (ν1, S1),
with hyper-parameters, κ 1 = 20, κ 2 = 1.5, d1 = 10, d2 = 1.5, φ 1 = φ 2 = 2, µ 0 = 70, σµ2 = 25, ν 1 = 5, and S1 
= 0.05 I2. For sampling parameters, we use the Delayed Rejection & Adaptive Metropolis (DRAM) 
algorithm of Haario et al. (2006). The DRAM algorithm combines two ideas in the MCMC 
literature: adaptive Metropolis samplers (Haario et al. 1999, 2001; Chen and So 2006) and delayed 
rejection (Tierney and Mira 1999; Green and Mira 2001; Mira 2001). The adaptive Metropolis 
sampler is based on the idea of creating a Gaussian proposal distribution with a covariance matrix 
calibrated using the sample path of the MCMC chain. The basic idea of the delayed rejection is 
that, upon rejection in a Metropolis-Hastings algorithm, instead of advancing time and retaining 
the same position, a higher stage move is proposed to improve the efficiency of the resulting 
MCMC estimators. By the DRAM algorithm, we generate parameters from their full conditional 
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distributions.
We conduct MCMC simulation with 20,000 iterations. The first 10,000 draws are discarded, 
and then the next 10,000 are recorded. We compare the three models by the deviance information 
criterion (DIC) of Spiegelhalter et al. (2002). Table 1 indicates that the GARMA+CorN model has 
the smallest DIC. Table 1 also shows the posterior mean estimates and 95% credible intervals for 
the three models. The three models yield similar results for the parameters, κ , d, and µ , while the 
sample of d of the GARMA model is different from the other two.
For the GARMA+CorN model, Figure 2 shows the normalized histograms of samples from 
posterior distributions of κ , d, and ρ , where ρ  = ωεη/√ωεεωηη. These distributions are skewed to se distributions are skewed to the 
left. Among the three distributions, the histogram of d is closest to the normal distribution. On the 
Table 1: MCMC Estimates of GARMA Models for the Number of Sunspots
Parameter GARMA GARMA+UncN GARMA+CorN
κ 0.7466 0.8307 0.8090
(0.5181, 0.9810) (0.7635, 0.8834) (0.6890, 0.9032)
d 0.2476 0.3938 0.3423
(0.0178, 0.4802) (0.2628, 0.4887) (0.1555, 0.4784)
ϕ 0.0172 0.6030 0.4554
(−0.9098, 0.9141) (0.3158, 0.8506) (0.0445, 0.8035)
µ 79.8164 72.3289 71.6394
(61.5412, 98.5356) (57.4759, 86.9253) (53.5764, 88.1616)
ωεε — 58.912 324.39
(5.6297, 180.74 ) (15.273, 936.98)
ωεη — — 489.92
(−44.000, 1246.3)
ωηη 2895.8 632.12 1212.9
(4.8562, 9278.5) (352.13, 1002.97) (498.39, 2272.8)
LL −906.934 −820.509 −812.925
DIC 1868.49 1676.00 1500.53
Note: The entry shows the posterior mean, while 95% credible intervals are
shown in parentheses. ‘LL’ denotes the log-likelihood function evaluated at the
posterior mean.
Figure 2: Histogram of Samples from Posterior Distributions
Figure 2: Histogram of Samples from Posterior Distributions
Note: The red lines show the corresponding normal distributions based on the sample mean and variance.
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contrary, the histograms of κ  and ρ  are far from the normal distributions. The distributions of κ  
and d indicate the appropriateness of introducing κ  in the long memory process. Furthermore, the 
samples of  ρ  has a mass around 0.9, and this result indicates the appropriateness of accommodating 
correlations in the disturbances.
4. Conclusion
In this paper, we consider a Gegenbauer long memory model with correlated additive noise 
for analyzing yearly sunspot numbers. Based on the filtering algorithm of Asai and So (2019), we 
estimated the new model via the Bayesian MCMC technique. The estimates indicates that the 
model fit is improved by the correlated additive noise.
References
Anderson, T. W. (1971), The Statistical Analysis of Time Series, New York: Wiley.
Asai, M. and M.K.P. So (2019), “A Simulation Smoother for Long Memory Time Series with Correlated 
and Heteroskedastic Additive Noise”, to appear in Communications in Statistics -- Simulation and 
Computation, DOI: 10.1080/03610918.2018.1554120.
Carter, C. K. and R. Kohn (1994), “On Gibbs Sampling for State Space Models”,  Biometrika, 81, 541-553.
Chen, C. W. S., and M.K.P. So (2006), “On a Threshold Heteroscedastic Model”,  International Journal of 
Forecasting, 22, 73-89.
Chung, C. F. (1996). “A Generalized Fractionally Integrated Autoregressive Moving-Average Process”, 
Journal of Time Series Analysis, 17, 111-140.
de Jong, P. and N. Shephard (1995), “ The Simulation Smoother for Time Series Models”,  Biometrika, 82, 
339-50.
Doornik, J. A., and M. Ooms (2003), “Computational Aspects of Maximum Likelihood Estimation of 
Autoregressive Fractionally Integrated Moving Average Models”, Computational Statistics & Data 
Analysis, 42, 333-348.
Durbin, J. and D. J. Koopman (2002), “A Simple and Efficient Simulation Smoother for State Space Time 
Series Analysis”, Biometrika, 89, 603-616.
Fruhwirth-Schnatter, S. (1994), “Data augmentation and dynamic linear models”,  Journal of Time Series 
Analysis, 15, 183-202.
Gray, H. L., N. Zhang, W. A. Woodward (1989), “On Generalized Fractional Processes”, Journal of Time 
Series Analysis, 10, 233-257.
Green, P. J. and A. Mira (2001), “Delayed Rejection in Reversible Jump Metropolis-Hastings”, Biometrika, 
88, 1035-1053.
Haario, H., M. Laine, A. Mira, and E. Saksman (2006), “DRAM: Efficient Adaptive MCMC”, Statistics and 
Computing, 16, 339-354.
Haario H., E. Saksman, and J. Tamminen (1999), “Adaptive Proposal Distribution for Random Walk 
Metropolis Algorithm”, Computational Statistics, 14, 375-395.
Haario H., E. Saksman, and J. Tamminen (2001), “An adaptive Metropolis algorithm”, Bernoulli, 7, 223-242.
Harvey, A. C. (1989), Forecasting Structural Time Series Models and the Kalman Filter, Cambridge 
University Press.
McElroy, T. S. and S. H. Holan (2012), “On the Computation of Autocovariances for Generalized Gegenbauer 
Processes”, Statistica Sinica, 22, 1661-1687.
Mira A. (2001), “On Metropolis-Hastings Algorithms with Delayed Rejection”,  Metron, 59, 231-241.
So, M.K.P. (1999), “Time Series with Additive Noise”,  Biometrika, 86, 474-482.
86 季刊　創　価　経　済　論　集　　　　Vol. XLIX, No. 1・2・3・4
Spiegelhalter, D. J., N. G. Best, B. P. Carlin, and A. van der Linde (2002), “Bayesian measures of model 
complexity and fit” (with discussion), Journal of the Royal Statistical Society, Series B, 64, 583-639. 
Tierney L. and A. Mira (1999), “Some Adaptive Monte Carlo Methods for Bayesian Inference”,  Statistics in 
Medicine, 18, 2507-2515.
