Then, with the help of exponential functions in Clifford analysis, two integral operators are defined to connect F 2 (C n ) and M 2 (R n+1 ) together. The corresponding integral properties are studied in detail.
Introduction
Let Cl 0,n be the complex 2 n -dimensional universal Clifford algebra constructed from the basis {e 1 , e 2 , . . . , e n }, under the usual relations e i e j + e j e i = −2δ i, j , i, j = 1, . . . ,n.
(1.1) An element a ∈ Cl 0,n can be represented as a = A a A e A , where the coefficients a A are complex-valued, e A = e l 1 ...l h = e l 1 . . . e l h , A = {l 1 , . . . ,l h } with 1 l 1 < · · · < l h n, e 0 = e ∅ = 1 is the identity element of Cl 0,n . The Clifford involution operation − on Cl 0,n is defined, on the basis elements e A , as e j = −e j , j = 1, . . . ,n; e l 1 ...l k = e l k . . . e l 1 , (1.2) such that e j e j = e j e j = e 0 and e l 1 ...l k e l 1 ...l k = e l 1 ...l k e l 1 ...l k = e 0 . In the complex Clifford algebra, the Clifford involution operation − also acts on the complex coefficients via the usual complex conjugate operation. So if a = A⊂M a A e A , then a = A⊂M a A e A . The norm of a is |a| = (aa)
, where for a Clifford number a = A a A e A , (a) 0 = a 0 (see [1, 3] ).
Denote x = x 1 e 1 + · · · + x n e n ∈ R n , x = x 0 + x ∈ R n+1 , then |x| = ( Left-or right-, or monogenic functions are the generalizations of analytic functions for one complex variable to R n+1 .
Many basic results of holomorphic functions in one complex variable are extended to these three kinds Clifford monogenic functions [1, 3] . In the definition M 2 (R n+1 ) below we concern only two-sided monogenic functions (monogenic functions). It is clear that the functions, z j = x j − x 0 e j ( j = 1, . . . ,n), are the monogenic polynomials of order 1, and other monogenic functions can be constructed by means of symmetric products of z j , j = 1, . . . ,n. More precisely, denote 
n , then (see [1, pp. 68 and 113])
is a left-and right-monogenic polynomial of order |α|, where π(l 1 , . . . ,l |α| ) denote all the distinguished permutations of (l 1 , . . . ,l |α| ), l j ∈ {1, . . . ,n}, with k appearing α k times in {l 1 , . . . ,l |α| }, k = 1, . . . ,n. Let V α (x) be the Clifford conjugate of V α (x), it is also given by the symmetric product of {z j : j = 1, 2, . . . ,n}.
The polynomials in {V α (x): α j 0; j = 1, . . . ,n} are orthogonal to each other with respect to the following inner product (see [1, 3] )
(1.4)
With the inner product (1.4), let M 2 (R n+1 ) be the separable, infinite-dimensional, Clifford-valued complex Hilbert space generated by the basis {V α (x): 
where 
Exponential functions in Clifford analysis
Because of the non-commutative properties (1.1) of Clifford algebra Cl 0,n , there have appeared many generalizations of special functions in Clifford analysis for diverse applications [1, 3, [7] [8] [9] [10] . In [1] (see §15.7.6, p. 131), there is a monogenic exponential function e(x, a) which is the C-K extension of e x,a for the fixed vector a ∈ R n . This exponential function is used in the Schrödinger representation of Heisenberg group in the function space M 2 (R n+1 ) (see [2] ). In [9, 10] , F. Sommen considered the extensions of e i x,ξ to e(x, ξ) which is monogenic with respect to x while ξ ∈ R n is a fixed vector. More recently Alan McIntosh and his collaborators used a similar extension in [7, 8] in relation to a study of functional calculus.
They extended e i x,ξ to a complex Clifford-valued exponential functions e(x, ς), which is monogenic with respect to x = x 0 + x ∈ R n+1 and holomorphic with respect to ς = ξ + iη ∈ C n . By using McIntosh et al.'s idea to Sommen's model, we, in what follows, will use a new exponential function, still denoted by e(x, ς) (also see [6] ), that is monogenic with respect to x ∈ R n+1 and holomorphic with respect to ς ∈ C n respectively.
n , and
then |ς | C is taken to be any but fixed one of the two square roots of |ς | 2 C (see [7, 8] ). Define e(x 0 e 0 , ς)
in the Taylor series expansion sense, and
where e
x,ς = e j x j ς j . Thus e(x, ς) takes its value in the span of {e 0 , e 1 , . . . , e n } with complex-valued functions as its coefficients. It is a natural extension of e x,ξ which is monogenic with respect to x and holomorphic with respect to ς respectively. This can be proved from the power series expansion of the exponential function e(x, ς) as follows. Define
is a both left-and right-monogenic polynomial of order k (see [1, p. 127] ), thus e(x, ς) in (2.3) can also be written as
the series is point-wise convergent in each variable. Its proof is similar to that of exp(x, a) in §15.7.6 of [1] (see pp. 131 and 117) and [3] (see p. 175). Similar functions also appeared in [2] , but they were not discussed in detail.
By the same procedure as (2.1)-(2.4), other exponential functions are given as follows:
n . Properties of these exponential functions are discussed in [6] .
Integral operators between
The main goal of this paper is to study the connections between F 2 (C n ) and M 2 (R n+1 ) in terms of the operators A and B.
Lemma 3.1. Let V α (x) be the monogenic polynomial of order |α|, then 
where the property |z l 1 [5, p. 54, Corollary 7 .25]) was used. Then
Remark. As a consequence of Lemma 3.1, the generalized exponential functions e(·, ζ ) ∈ M 2 (R n+1 ) for each fixed ζ ∈ C n ;
and e(x, ·) ∈ F 2 (C n ) for each fixed x ∈ R n+1 . The estimate (3.4) also allows us to use Fubini's Theorem with the weight functions in the two spaces (see the proofs of Theorems 3.9 and 3.10).
Proof
For any α, β ∈ N n , where N stands for the set of non-negative integers, we write β α if and only if β i α i for all 1 i n. By Lemma 3.1 and simple calculations, we have
Then we have
To obtain an upper bound of C Proof. We first prove (3.7) for n = 2. For any given α ∈ N 2 , we may assume that α = (α 1 , α 2 ) such that α 1 α 2 . Observe that if d( α) 1, then the indices α and α are equal up to a permutation in coordinates, in this case equality of (3.7) holds immediately. In the following, we may assume that d(α) 2, then α 1 − α 2 2, and
Cancelling the common contributions from the multi-nomial coefficients indexed by β ∈ S 0 , we have
It follows from (3.7) and an induction argument that
Back to the proof of the general case of inequality (3.7), where α ∈ N n with n 2, we can reduce the general case to the case for n = 2. In fact, for any given α ∈ N n , as the values of T (α) and multi-index α do not change if we permutate the components of α, so with a suitable permutation we may assume that α 1 
In this case |β | = |β| − |β |, which does not depend on the choices of β 1 and β n individually.
Then we have
Note that the strict inequality holds if and In the next lemma we will use Stirling's Inequality: for any natural number n we have 
Proof.
where the last exponential factor is uniformly dominated by 1. 2
Now we can complete the proof of Lemma 3.2. In fact, the upper bound of C n,α in (3.4) follows from (3.5), (3.8), Next we will show
Proof. From Remark given immediately after Lemma 3.1, we can exchange the order of integration and summation, and have
n,α ς α . Similarly, |e(x, ς)| has the estimate (3.4) too. The similar reasoning together with Lemma 3.5 gives . (3.12) where f α are complex constants, and
Proof. The Hilbert space theory implies that
The fact e(·, ζ ) ∈ M 2 (R n+1 ) and continuity of the inner product (1.4) imply
And hence,
where the estimate in Lemma 3.2 was used. 2
Theorem 3.8. The integral operator A is a linear bounded operator from
) with a bound to be
Proof. F ∈ F 2 (C n ) has the Fourier representation (3.14) where F α are complex-valued constants. We have
The fact that e(x, ·) ∈ F (C n ) and continuity of the inner product (1.6) imply
Then, (3.16) where the series is convergent uniformly in any bounded domain of R n+1 × R n+1 .
Proof. Using the Fourier expansion of B f in the proof of Theorem 3.7, and the Fourier expansion of AF in the proof of Theorem 3.8, we have So, the kernel function of AB is
For fixed x and y, denote the nth partial sums of the series expansions of F = e(x, ς) and G = e( y, ς) in ζ and ζ by F n and G n , respectively. Continuity of the inner product (1.6) implies
that concludes the series expansion for the kernel (3.19) where the convergence is uniform in any bounded domain of R n+1 × R n+1 .
Because of the estimates of |V α (x)| and V α (y) (see Lemma 3.1), we further obtain a bound of the kernel function by
α n /2 y (3.20) where the series is uniformly convergent in any bounded domain in C n × C n .
Proof. Assume that F ∈ F n (C n ) has the representation (3.14) with the norm (3.15), then is less than 1 for n big enough, for such n the integral operators A, B the composed operators from them are all compress operators.
