Abstract-Short-term load forecasting (STLF) has become an essential tool in the electricity sector. It has been object of vast research since energy load is known to be non-linear and, therefore, very difficult to predict with accuracy. We focus here on non-residential building STLF, an special case of STLF where weather shows smaller influence on the load than in normal scenarios and forecast models, contrary to those on the literature, are required to be simple, avoiding dull and complicated trialand-error parametrisation or setting-up processes. Under these premises, we have used a two-step methodology comprising a classification and a adjustment steps. Since the non-linearity of the load is associated to the activity in the building, we have demonstrated that the best way to deal with it is using the work day schedule as day-type classifier. Moreover, we have evaluated a number of statistical methods and Artificial Intelligence methods to adjust the typical hourly consumption curve, concluding that an autoregressive time series suffices to fulfil the requirements, even in a 5 day-ahead horizon.
I. INTRODUCTION
It is of common-knowledge that progress affects all aspects of our lives. This fact has become a painful truth when it comes to the way we consume energy: just think of the new gadgets we have acquired in the last 5 years. Indeed, the Malthusian increment worldwide of energy consumption per capita has drawn a new scenario in which the classical dramatis personae have been altered and, moreover, old actors must play new roles. This process, widely known as liberalisation of the energy markets, consists in the separation of electricity generation and retail from the natural monopoly functions of transmission and distribution [1] .
In the former case, competing generators offer their electricity output to retailers and, in the latter, end-use customers choose their supplier from competing electricity retailers. Please note that either markets differ from their more traditional counterparts because energy cannot be stored. Consequently, all players are forced to work with consumption prognoses, which, as one may think, creates a number of risks.
In this scenario, last-mile electricity customers now have the possibility of choosing their retailer: selecting the most convenient one or, directly going for the worst, will definitively make a difference on the energy bill. Moreover, finding a suitable retailer is not an easy task due to many reasons and this aspect has drawn quite a static electricity market.
Furthermore, not only energy customers profit from shortterm load forecasting tools; all participants in the electric system do. For instance, since the balance between generation and consumption must be watched out constantly in the power grid, Transmission System Operators (TSOs) work with global demand prognoses. Any deviation implies a cost because the consumption is not being managed efficiently. Prediction of the demand from the clients' side may help reduce these deviations, reducing the overcosts the TSO must face. Regarding retailers, they always work with client portfolios and being able to foresee their consumption at the short term enables them to buy more accurately what they need (otherwise, they must sell sparing electricity).
Agents in power derivatives markets must also tackle a similar situation since this kind of markets that trade energy in the future must adjust the volume of the energy bought, especially not to buy too much without having then enough consumption on the clients to sell it to (which is one of the phenomena that has appeared lately due to the demand reduction that the global crisis has caused). Finally, Distribution Network Operators (DNOs) require an estimation of the natural growth of energy demand in their distribution grid, in order to be able to foresee changes or extensions and the subsequent investments. In this way, predicting the demand of their clients may help them achieve this goal.
We focus on a very special case of STLF, namely nonresidential Buildings STLF. By non-residential buildings we mean schools, universities, public buildings and companies' facilities. They all present a similar consumption curve: stationary, seasonal and regular, coinciding with the times the building is used. Hence, there is no consumption at night (or it is negligible) and, anyway, there exists a notable difference between idle and activity times. Further, many of these buildings are not yet fully-automated: either the HVAC is manually controlled or it is switched on and off remotely. Anyway, it does not adapt to weather changes and this influence is comprehended within the consumption data. Moreover, usually there is scarce (if any) historical data on hourly load and the load profile is sure to vary and evolve over the time. And, finally, the solution chosen for this purpose must be simple to tailor to every single case (e.g. there should not be an Artificial Intelligence expert in a school to control and periodically adapt the model that predicts their load profile). In summary, an STLF method for non-residential buildings should satisfy the following premises:
• Be easily adaptable and not require any tedious trial-anderror process customisation.
• Work with scarce and evolving historical data.
• Be as accurate as possible.
Against this background, we advance the state of the art in 4 main ways. First, we empirically analyse the influence of the weather on non-residential buildings' load. Second, we propose a simple and effective methodology to deal with nonlinearity in this scenario. We have compared it with several possible alternatives. Third, we have designed and evaluated the first Bayesian STLF method. Fourth, we also put forward a time series that fulfils the special requirements constraining our problem domain. We have assessed it with real load data and shown that, though being easy to use and simple, it performs quite acceptably compared with the Bayesian STLF method and much more complicated techniques that do not apply to STLF in non-residential buildings. The remainder of the paper is organized as follows. Section II provides a critical overview on the related work. Section III focuses on portraying the typical load of non-residential buildings. Section IV describes the methodology addressed, including the models tested and three hypotheses stemming from the special nature of our problem domain. Section V details the experiments carried out, discusses the obtained results, and proves the assumed hypotheses true. Finally, section VI concludes and outlines the avenues of future work.
II. RELATED WORK
There exists a very large literature on short-term load forecasting (see [2] , [3] for a comprehensive survey on STLF) but, comparatively, little on the same topic applied to buildings. In both scenarios, research presents two main branches. The first one includes different types of statistical methods, including univariate time series, in which the load is modelled according to historical data (e.g. multiplicative autoregressive models, and Gaussian Process prior), and causal models, in which the load is modelled as a function of an exogenous factor(s) (e.g. weather). In this latter group we can place ARMA models (also known as Box-Jenkins), ARMAX models, nonparametric regression, and diverse curve-fitting procedures. In spite of the large number of alternatives, however, linear regressions [4] have been the most popular election, and, most accurately, ARIMA has been the technique showing the most promising results [5] .
In this way, lately the bulk of STLF research has been concentrated on the second group, using several artificial intelligence methods to deal with the non-linearity of the historical load data. In this way, the techniques addressed include fuzzy logic, expert systems, evolutionary algorithms, support-vector machines and, specially, all kinds of neural networks [6] . Though being most promising, Neural Network (NN) and Support Vector Machines (SVM) must deal with a number of problems. First, either require much more historical data than any of the statistical methods [3] . This data set may also pose a problem to NNs since they fail when presenting random correlations among the inputs and the output because conventional NNs will not set the coefficients for those unrelated inputs to zero. In this way, irrelevant variables may blur the accuracy of the prediction. Moreover, they both relay on a tedious trial-and-error process to tune them up properly.
Finally, well-known issues that arise in load forecasting, such as over-fitting and data-ageing, remain still open.
Yet, as discussed before, STLF in buildings addresses a different problem domain, and there have been a number of interesting initiatives tackling the special features of this scenario. Regarding artificial intelligence methods, SVM used to predict the load of a building complex, or a NN tuned up by Automatic Relevance Determination in order to optimise the selected input.
In the same spirit, [6] used the temperature data in a feedback NN with a remarkable MAPE of the 1.945 %. As aforementioned, NNs require much historical data (which, in our case may not be available) and, further, a complicated configuration process that yield them unable to be easily adaptable to single small scenarios(for example the buildings of a school). Finally, all artificial intelligence methods squander all their efforts in modelling non-linearity. As we have shown in a previous work, in our problem scenario this can be easily avoided by using the work schedule calendar.
III. ELECTRICITY LOAD IN NON-RESIDENTIAL BUILDINGS
We have recorded the energy consumption data from the campus that the University of Deusto owns in Donostia-San Sebastián (Basque Country). This building complex presents two special features that, in our opinion, could help to better test the addressed model. On the one hand, the heating system is not automatically regulated according to weather conditions. From autumn to spring, it is turned on every day manually at approximately the say time and it works until the campus is closed at night; therefore, meteorological conditions do not have direct influence on electricity consumption (it is represented in the load data) whereas season, on the contrary, does. Our experiments have validated this hypothesis, as we will see.
On the other hand, the construction of a new building started in July 2009 (our first records date from February 2009), and was attached to the main substation (thereby, it's consumption was added to that of the campus). This fact makes forecasting more difficult due to the noise it introduces but simultaneously forces the tested algorithms to demonstrate their ability to successful adapt to evolving data or to scarce training data. Such feature may yield worse results in terms of topping existing STLF solutions but helps us in our goal of finding a good, simple, easy to use, and effortlessly exportable method. Fig. 1 shows the average consumption curve of each day and the hourly standard deviation (STD) upwards and downwards.
As shown, it presents quite a regular profile in working days, with consumption from 7am to 10am (open hours go from 8am to 9pm). On Saturdays, it shows a peak at noon and on Sundays it is almost flat. We have downloaded this data directly from the meter, placed by the Spanish law (54-1997) directly at the transformer, and using the IEC 60870-5-102 standard protocol. The meteorological data was obtained from the Basque Meteorological Agency (EuskalMet), measured in two points: Zizurkil (20 Km to the South) and Zarautz (20 Km to the West). 
IV. STLF IN NON-RESIDENTIAL BUILDINGS
In this section we describe accurately the simple methodology designed to accomplish the short-term load forecasting in non-residential buildings. We also detail the models tested.
A. Methodology
As mentioned in the revision of the state of the art, the majority of the artificial intelligence methods have struggled with complicated strategies in order to deal with the inherent non-linearity of the load data. Statistical methods, on the contrary, take the whole series as a basis to model the load curve ignoring the fact that each day presents special features (i.e. disregarding the non-linearity). Taking into account the special characteristics of our problem domain, we have assumed 3 hypotheses (validated later in section V-B). They are namely:
H 1 : Weather variables have small or negligible influence on the load consumption. Most non-residential buildings (e.g. schools, universities, public buildings or big companies' facilities) still do not have automatically-controlled HVAC systems that may adapt their energy consumption according to the actual weather conditions. Therefore, we presume that changes on the weather do not affect the load profile in the kind of buildings we focus on in this paper. H 2 : The work day schedule classifies better than common clustering methods. Observing the average load profile for each day (see Fig. 1 ), we have added a third kind of day, Saturdays, to the initial duple of the schedule (working and non-working days). This new category also fits to the first day of a vacation period. We suspect that automatic clustering methods applied to the load data will only approach the classification given per se by the work day schedule (if successful). H 3 : The work day schedule provides enough information to solve the non-linearity. As aforementioned, the major challenge related to STLF is dealing with the non-linearity of the data. This non-linearity arises from the unpredictability of the load profile type. We claim this type directly depends on the day type and this day type can be obtained from the work day schedule. With the aforementioned problems in mind and assuming these hypotheses true, we have designed a simple methodology to avoid those difficulties and combine their virtues. At first glance, the work day schedule distinguishes two types of days: weekdays and weekends. As mentioned before, we have further refined this model because, according to Fig.  1 , Saturdays and Sundays actually do present quite different load profiles. Indeed, the first vacation day (e.g. in Christmas) usually belongs to that Saturday group and the rest of the holidays to the Sunday one; therefore, we had to slightly adapt the schedule to reflect these particularities. As one may think, having three different day types implies having three main models for each method. This fact can be tricky in artificial intelligence methods but not in the statistical ones, since it only affects the data chosen to be processed.
In this way, the methodology applied comprises two steps. First, we classify the day whose load is to be predicted according to the work day schedule. Second, we adjust the typical load curve of that day type by applying one of the selected models (detailed next) for each hour. Opposite to the trend in the literature (see for instance [7] ), for this purpose we process only values of the same day type and hour: due to a quite extended error, it is common usus to mix day types and to compute the regression over chronologically chosen days (some times even worse, computing it over the whole load data -i.e. mixing day types and hours). Therefore, predicting the load for 9am of a Wednesday would encompass 9am data from the Tuesday before, Monday, Sunday, Saturday, and so on, whereas we would only pick up Tuesday, Monday, and then, Friday, Thursday, etc.
B. Models
We have implemented and tested 4 statistical methods, a Neural Network, a Support Vector Machine and a Bayesian network with the aforementioned goals in mind. With this last experiment we intend to contribute to the state of the art with another model for regression analysis of continuous variables (we do recall it an oddity, since it's natural application habitat belongs to classification problems rather than to regression). 1) Polynomial model (l): Our first model consists of an 8 th degree univariate polynomial that tries to (clumsily) capture the load curve. It is defined as follows:
It is adjusted to every single day and hour by using the least squares technique. It is adjusted to every single day and hour by using a gradient descent alike method.
3) Mixed model (M):
This model consists of a simple quartic equation uses in conjunction with a constant line that tries to capture the load curve in the noon. It is defined as follows:
It is also adjusted to every single day and hour by using a gradient descent alike method.
4) Time Series model (AR):
We have chosen an Autoregressive Model (which is commonly used for modelling univariate time series) for every hour and day type:
where c is a constant, ϕ h,t i are the model parameters. As already mentioned, in the adjusting step, we have computed the q last values of the same day type (e.g. with q = 3, from a Tuesday, the previous Monday, Friday, Thursday) and not the q last chronological values (e.g. from a Tuesday, the previous Monday, Sunday, and Saturday).
5) Neural network (NN): NNs are non-linear circuits whose perceptron (say simple information processors) structure adapts according to the external or internal information that flows through the network during the learning phase. Their output is a linear or non-linear function of the inputs and, therefore, they have been widely used for predicting non-linear data (as in STLF [8] , [3] , [6] , [9] , [10] , [11] ). After many tests, we obtained the best results with a NN design including the temperature-related variables, the value of the previous hour (independently of the day type), and the value of the same hour in the previous same-type day. Moreover, we needed a single hidden layer composed of {10, 30, 50, 100} neurons with T AN H activation function. 6) Support Vector Machines (SVM): SVM constructs a hyperplane or set of hyperplanes in a high or infinite dimensional space, which can be used for classification, regression, or other tasks. SVM have been used for load forecasting in buildings ( [12] ). In this case we have used a ν − SV R using a Radial Basis Function as kernel and parameters: ν = 0.9, ε = 10 −2 , C ∈ {1, 10, 100} and γ ∈ {1, 10 −1 , 10 −2 }. 7) Bayesian model (BN): Bayesian Networks (BN) are probabilistic models for multivariate analysis that extend the Bayes' theorem [13] . BN are a very popular solution when tackling a problem that requires predicting the outcome of a variable according to the value that other variables take such as in weather forecasting or spam detection. More specifically, BNs combine an acyclic directed graph with a probability distribution functions [14] : the graphical model represents the set of probabilistic relationships among the collection of variables modelling the specific problem, whereas the probability function illustrates on each node the strength of these relationships or edges in the graph.
The research on BNs has mainly focused on systems with discrete variables, linear Gaussian models or combinations of both since, except for linear models, continuous variables pose a problem for Bayesian networks due to the inherent difficulty of representing a continuous quantity by an estimated magnitude and a range of uncertainty. We have tackled this issue by clustering the values of the load (the variable to be predicted) for each hour and then, by calculating the average load for each of the clusters. In this way, the BN classifies the load into one of those categories and the exact amount predicted is the average load of that class (and the error, the difference between the actual load value and the average load of the assigned cluster). As with the statistical methods above, we have designed three different BNs, one for each type of day. We have performed the structural learning by applying the PC-Algorithm [15] , the Expectation-Maximisation algorithm [16] for the parametrical learning and the Lauritzen and Spiegelhalter method for conclusion inference over junction trees [14] in order to achieve the Bayesian inference (i.e. the actual prediction). Since BN forecasting is out of the scope of this paper, we omit a more detailed description due to the lack of space.
V. DISCUSSION
This section describes the results of the experiments we carried out to select the most suitable model for STLF in nonresidential buildings. We also provide the validation of the hypotheses stated in section IV-A.
A. Experiments and Results
We carried out the experiments on a Core 2 SU4100 CPU with 4GB RAM and a Gentoo Linux up to date. We used 2 different frameworks: R 2.12.1 compiled from sources with GCC 4.5.2 (Gentoo), and Weka 3.6.4 compiled from sources with GCC 4.5.2 (Gentoo). In order to perform these tests we followed the methodology described before: first, we selected the type of the day with the work day schedule, and then we applied the selected model (polynomial, exponential, mixed or time series). In any case, we fed the model with days of the same day type as described in section IV-A and issued the forecasting for one year. Then we compared the predicted result with the real consumption value and computed the Mean Absolute Percentage Error (MAPE) to measure it. We have selected this error to measure the performance of the models since it is unit free; this is, it allows comparing the forecasting errors from different measurement units. Moreover, it is the most widely used error measure in forecasting [6] . It is calculated as follows:
where N is the total number of samples, in this case 24 hours, C p (i) is the predicted value of the load and C r (i) the actual one.
Regarding the Bayesian network, we trained it with two thirds of the data and used the remaining third to issue the forecasting and compare the predicted values with the real ones, obtaining in this way the corresponding MAPE. Tab. I shows these results for a day-ahead forecasting. The no-convergence results (n.c.) obtained by the exponential and mixed models on the weekends show that they were not able to approximate to the flat curves (as one would expect). The AR model tops its counterparts in average, though it loses a bit in Saturdays and Sundays.
The best record to our knowledge in short-term load forecasting presented a MAPE of the 1.53 % [17] . According to [8] , simply the reduction of the 1% in the average forecast error may save hundreds of thousands or even millions of dollars. In our problem domain, non-residential buildings, this possibility is not plausible since an 1% error may be a deviation of some KW. Hence, [6] accomplished a 1,945% using a neural network, with all the problems aforementioned that NN present. Indeed, NNs and BNs do offer a worse trade-off regarding the difficulty of design, parametrisation, etc., and the performance, in comparison, for instance, with the AR model. Moreover, the dataset we used for our tests was deliberately a very noisy one (construction of a new building, almost one month vacation, and about 15% increment of consumption due to the new building in only one year) and, therefore, the time series model is likely to perform better in different conditions. Finally, time series do not suffer from over-fitting or dataageing. On the contrary, they naturally adapt themselves to the new data and do not require a new training or an strategy against data-ageing. We have further tested the best models to evaluate their forecasting quality over the time. Tab. II shows the results of these methods when predicting 2, 3, 4, 5, and 6 days ahead.
Again, AR outperforms the rest with a quite graceful degradation that only the SVM can hold. Therefore, taking into account the results shown in Tab. I and Tab. II, we can conclude that the AR model fits the requirements we set out in Section I. Moreover, common sense may also help reach the same conclusion. Indeed, if the temperature, wind speed and other weather factors had more influence, the load profile would show abrupt variations in the consumption according to sudden weather changes (wind increment, sky clouding over, etc.). Finally, we performed the Bayesian and Neural Network experiments with and without the meteorological variables and the performance descended with them.
2) H 2 : The work day schedule classifies better than common clustering methods: In order to validate this hypothesis, we have compared the performance of the K-Means algorithm (a well-known and popular clustering technique). Table III shows the day distribution of the work day schedule and the day distribution accomplished by the K-Means algorithm.
The part of the table corresponding to the work day schedule shows the real distribution of the days. As it can be seen, data in the diagonal in the K-Means side shows the success rate and data out of it, the error rate (up to an 29,37% of the days). Moreover, we have repeated the same experiments of section V-A but using K-Means as classifier instead of the work day schedule and the results are overall poorer. We have also tested other widely-used clustering algorithms (namely an agglomerative clustering one, AGNES, and a divisive clustering, DIANA), with even worse performance (we omit the detailed results due to the lack of space).
3) H 3 : The work day schedule provides enough information to avoid the non-linearity: In order to validate this last hypothesis we have performed an statistical hypothesis test (aka. test of significance [19] ). In such experiments, if the value of the α variable exceeds a certain threshold (0,01), it is demostrated that the model is able to statistically explain the data (i.e. the hypothesis cannot be rejected). Tab. IV shows the results of the statistical hypothesis test for the work calendar schedule classification applied to the time series model. As seen in Sunday and Saturday-like days, more or less the half of them can be statistically explained, and this amount rises to three quarters of the data in the case of weekdays. This values demonstrate the feasibility and soundness of the model, including the ability of the work day schedule to deal with the intrinsic non-linearity of the load data.
VI. CONCLUSION AND FUTURE WORK
The old picture in which generation, distribution, and retail of energy (sometimes even transport) was under the auspices of a single company belongs to the past century in many countries. In Europe, the Directive 96/92/EC provided for the legal unbundling of the Transmission Systems and Distribution Systems operations and designed a clear route-map to establish a wholesale electricity market for electricity generation and a retail electricity market for electricity retailing.
Moreover, energy cannot be stored and the power grid must maintain a balance on real-time between the amount electricity produced and consumed. Otherwise, the risk of a blackout cannot be overseen, both caused by defect or excess of energy in the grid (i.e. production does not equal consumption). In this way, if demand of energy stochastic per se, all participants in this new scenario must deal with the problem of forecasting at least, on the short-run, the amount of energy they will have to generate, transport, distribute, and so on.
Research on STLF usually follows two different paths. On the one hand, it handles the demand as a global aspect associated to a territory or country; therefore, this branch is specially suited for generators and Transmission System Operators. On the other hand, it focuses on predicting the demand of minor units (say a company, a village, a building or group of. . . ), which, as we have seen, may help the whole electricity chain, from producers to the client itself. Our work goes in this latter direction, centred in non-residential buildings due to their stable and activity-dependent load profile. We have shown that the activity can be best represented by the work day schedule. Further, we have also demonstrated that weather has negligible influence on the load.
In our experience, a forecasting method for non-residential buildings should be simple and require no difficult trial-anderror customisation. Moreover, it should be able to work with any or scarce historical data, taking into account that the load data is also susceptible to evolve over time. Finally, it should be as accurate as possible. Under these premises, we have tested several statistical and artificial intelligence methods. Our experiments have shown that a classification using the work day schedule, and a curve adapting by means of an autoregressive time series suffices to answer the proposed requirements with an acceptable prediction accuracy maintained if we extend the prediction horizon even to 6 days.
Further research will include tests with different data sources. We will also evaluate other time series such as ARMA (autoregressive moving average) and ARIMA (Autoregressive integrated moving average) in order to improve the accuracy of the forecast in Saturday and Sunday-like days. Finally, we plan to generalise our methodology and test it to (normal) short-term load forecasting.
