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Abstract
Fast image processing is a key element in achieving real-time image and video
analysis. We propose a novel framework based on a square spiral (denoted
as “squiral”) architecture to facilitate fast image processing. Unlike conven-
tional image pixel addressing schemes, where the pixel indices are based on
two-dimensional Cartesian coordinates, the spiral addressing scheme enables
the image pixel indices to be stored in a one dimensional vector, thereby accel-
erating the subsequent processing. We refer to the new framework as “Squiral”
Image Processing (SIP). Firstly we introduce the approach for SIP conversion
that transforms a standard 2D image to a 1D vector according to the pro-
posed “squiral” architecture. Secondly we propose a non-overlapping convolu-
tion technique for SIP-based convolution, in which the SIP addressing scheme
is incorporated by simulating the phenomenon of eye tremor in the human vi-
sual system. Furthermore, we develop a strategy to extend the SIP framework
to be multiscale. The performance of the proposed framework is evaluated by
the application of SIP-based approaches to edge and corner detection. The re-
sults demonstrate the efficiency of the proposed SIP framework compared with
standard convolution.
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1. Introduction
Real-time image processing is a challenging task, particularly when handling
large-scale visual content. This work presents a novel framework for fast im-
age processing inspired by the approach based on a hexagonal image processing
(HIP) framework [1, 2, 3]. Recent work has explored the potential of the HIP5
framework in image processing [4, 5, 6] to speed up computation [7, 8] as HIP
image pixel indices can be stored in a one-dimensional vector by incorporating a
spiral architecture [9, 2]. However, the computational advantages of HIP are un-
dermined significantly by the additional time and effort required for conversion
of standard image data to a HIP environment. Because all existing hardware10
for capturing and displaying images is based on a rectangular pixel architecture,
extra effort is required to convert a square or rectangular pixel-based image to
a hexagonal pixel based structure before any indexing or processing [3]. In ad-
dition, such conversion to a hexagonal image can introduce distortions due to
the hexagonal lattice not being aligned in two orthogonal directions; for exam-15
ple, the image may need to be shifted by a half-pixel to simulate capture on a
hexagonal lattice.
In this work, we introduce a square spiral (“squiral”) image processing (SIP)
framework that develops a novel spiral addressing scheme for standard square
pixel-based images. The advantages of SIP are fourfold. Firstly, SIP conversion20
can directly use the pixels in a square image which involves merely shifting
points within the same Cartesian coordinate system. Secondly, SIP is designed
for square images, so it can be implemented using existing hardware based
on Cartesian coordinates. Thirdly, an image in SIP can be stored as a one-
dimensional vector, thus retaining the computational advantage demonstrated25
by HIP. Fourthly, the kernel (operator) used for square images can be applied
directly to SIP images, and therefore there is no need to design special operators
for SIP. The advantages of SIP suggest that it can be easily incorporated with
existing hardware and image processing techniques developed for rectangular
images.30
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To implement the SIP-based framework for image processing, we developed
a non-overlapping convolution technique for SIP convolution by simulating the
eye tremor phenomenon of the human vision system. The characteristics of
the human vision system have been explored in image processing [10, 11, 8]
including several key concepts. Firstly, it is known that human eyes are never35
still; as proposed in [12] the “wandering of the gaze” serves to prevent retinal
fatigue. Scientists today agree on the occurrence of three main types of eye
movement during visual fixation in humans: tremor, drifts and microsaccades
[13]. Secondly, within the central fovea of the human eye, receptive fields of
ganglion cells of the same type do not overlap significantly [11]; therefore, the40
traditional approach to feature extraction based on overlapping convolution op-
erators does not closely represent the human visual system. Furthermore, the
human visual system does not process single static images, but instead a series
of temporal images that are slightly off-set due to involuntary eye movements
[10]. The use of eye tremor, rhythmic oscillations of the eye, for image process-45
ing has been exploited in [11, 8] potentially reduce the computational burden
of standard convolution. A biologically-inspired HIP framework was proposed
in [8] that models eye tremor using the one-dimensional addressing scheme of
the spiral architecture. Inspired by [8], we develop a SIP-based non-overlapping
convolution technique to facilitate fast computation on standard rectangular50
pixel-based images.
It is well known that the edges in images are captured in the visual context
at different levels of resolution [14]. Therefore, the detection of image features
in a multiscale sense is more appropriate than use of a single scale. One of
the most popular ways of applying edge detection operators at multiple scales is55
through the use of image pyramids [15], in which the same operator (a smoothing
function) is applied to images down-sampled to different scales. Alternatively,
a multiscale representation of an image can be obtained by convolution of the
image with a two-dimensional smoothing function defined at different scales.
Studies on multiscale images have been carried out to enhance the performance60
of image processing [16, 17, 18, 19]. In this paper, we propose a strategy to
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extend the SIP-based framework for use with multiscale operators.
The remainder of the paper is structured as follows: in Section 2 we first
explain the spiral addressing scheme for rectangular pixel-based images and
conversion to SIP from the standard Cartesian 2D addressing scheme. We then65
provide details of the development of SIP-based non-overlapping convolution in-
volving simulation of eye tremor in Section 3, followed by the strategy to extend
SIP to multiple scales in Section 4. For demonstration we use the application
of edge detection and corner detection in the experiments, but the technique
proposed is applicable to any convolution-based operator or feature extractor.70
Preliminary results are given in Section 5, which demonstrate the efficiency of
the proposed SIP-based approach. Section 6 presents conclusions and future
work.
2. The “Squiral” Architecture
2.1. “Squiral” Addressing Scheme75
Inspired by the work in [8] we propose a new “squiral” addressing scheme
for square images as shown in Fig. 1. In the rest of the paper we refer to the
image based on the “squiral” architecture as the SIP image. It can be seen from
Figure 1: The squiral addressing scheme for a layer-2 SIP based on a square image.
Fig. 1 that the addresses start from the centre pixel (layer-0), then move from
pixel 1 to 8 indexed in a clockwise direction. The cluster of the centre pixel80
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together with its eight (layer-0) neighbours is considered as layer-1. Layer-2 is
generated by recursive use of layer-1 clusters, such that eight layer-1 clusters are
combined to form layer-2. Ultimately, the entire SIP image can be considered
as a layer-λ cluster comprising 9λ pixels. This structure facilitates the use of
base 9 numbering to address each pixel within the image using one-dimensional85
indexing. For example, the pixels in layer-1 are labelled from 0 to 8, indexed
in a clockwise direction. The base 9 indexing continues into each layer, e.g.
layer-2 starts from 10, 11, 12, ..., and finishes at 88. Subsequent layers are
structured recursively. The converted SIP image is stored in a one-dimensional
vector according to the SIP addresses. In Section 2.2 we explain in detail how90
to convert a square image to a SIP image.
2.2. SIP Conversion
Unlike HIP conversion, which relies on use of a re-sampling scheme from
a rectangular to hexagonal image [1, 3], SIP is based on square images, and
therefore no re-sampling scheme is needed. We need only to convert the lattice95
of a square image to the new SIP format based on the spiral addressing scheme.
The details of SIP conversion are explained in the following.
2.2.1. Determine SIP Image Size
The size of a SIP image is determined by the number of SIP layers λ. For
a given rectangular image with size M × N , the number of SIP layers λ can100
be obtained by λ = (logM + logN)/ log 9, and the length of the SIP image (a
vector) is 9λ. For example, a small square image of size 81×81 can be converted
to a layer-4 SIP image, 243×243 to layer-5 and 729×729 to layer-6, respectively.
When the image is not square, we can either trim the rectangular image into a
square, centred at the centre of the original image, or extend it to a square by105
padding with zeros. In this work, we make a square image by trimming down
the rectangular image.
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2.2.2. SIP Addressing
The SIP-based address of a pixel can be defined as: anan−1...a1, where 0 ≤
ai < 9 (because the SIP address scheme is base 9). To facilitate a straightforward
indexing system, the address notation follows that used in previous HIP based
work [2], in which the spiral address is represented as in the decimal system.
We note that, the base 10 representation is used to facilitate the definition of
spiral addition and multiplication (see below) and hence is used to denote the
address, but that the address itself is a value in base 9 that corresponds to an
index position (which may be counted in base 10) in a vector. For example, Fig.
1 shows the addresses in a SIP layer-2, in which the address is indexed from 0
to 88, and the total number of pixels for SIP is 92 = 81. The SIP address can
be represented as:
anan−1...a1 =
n∑
i=1
ai × 10i−1 (1)
where
∑
and × denote Spiral Addition and Spiral Multiplication, respectively.
Spiral Addition corresponds to translation of the image and Spiral Multiplica-110
tion corresponds to rotation and scaling of the image. The arithmetic of SIP
operations for addition and multiplication are defined in Table 1 and Table 2,
respectively. In both tables, the inputs are shown in the first column and first
row, and the result of the operation on any pair of inputs is given by the value
shown at the intersection of the row and column corresponding to the inputs.115
We note that the tables are symmetric about the diagonal: both Spiral Addition
and Spiral Multiplication are commutative.
To demonstrate the use of Spiral Addition and Spiral Multiplication, we give
examples below. According to Eq. (1), a SIP address 57 can be presented as:
57 = 5× 101 + 7 (2)
The arithmetic operations can be illustrated as in Fig. 2, where ⊕ and ⊗
denote the arithmetic operations of Spiral Addition and Spiral Multiplication,
respectively. To perform 5 ⊗ 0 based on Table 2, the input 5 from the first120
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Table 1: Spiral Addition Table based on SIP Addresses∑
0 1 2 3 4 5 6 7 8
0 0 1 2 3 4 5 6 7 8
1 1 15 14 2 3 0 7 8 16
2 2 14 26 38 37 3 0 1 15
3 3 2 38 37 36 4 5 0 1
4 4 3 37 36 48 52 51 5 0
5 5 0 3 4 52 51 58 6 7
6 6 7 0 5 51 58 62 74 73
7 7 8 1 0 5 6 74 73 72
8 8 16 15 1 0 7 73 72 84
Table 2: Spiral Multiplication Table based on SIP Addresses
× 0 1 2 3 4 5 6 7 8
0 0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7 8
2 0 2 3 4 5 6 7 8 1
3 0 3 4 5 6 7 8 1 2
4 0 4 5 6 7 8 1 2 3
5 0 5 6 7 8 1 2 3 4
6 0 6 7 8 1 2 3 4 5
7 0 7 8 1 2 3 4 5 6
8 0 8 1 2 3 4 5 6 7
column multiplies the input 0 specified in the first row, which returns 0. Then
5 multiplies 1 to give 5. The result of multiplication is then added to 7 based
on the Spiral Addition in Table 1, i.e. 0
⊕
7 = 7, which gives 57.
Note that the Spiral Addition requires a carry rule. To illustrate this we
give another example. Based on Table 1, the sum of 57 and 8 can be computed125
as: first 7 and 8 added to obtain 72. The 7 is then carried and added to 5 to
produce 6. The result is thus 62. There are no carries in Spiral Multiplication
(Table 2) because the effect of multiplication is only to rotate in the clockwise
direction.
2.2.3. Locating the SIP Address in the 2D Image130
Conversion to a SIP image from a square image can be considered as a
process to locate each SIP address as a point in the 2D image represented by
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Figure 2: Example of using spiral addition and spiral multiplication to obtain SIP based
address.
the Cartesian coordinates (x, y). Consider layer-1 as an example, we can define
the location of a centre point as L(0) = (0, 0). Based on the SIP addressing
scheme shown in Fig. 1, we have the location of nine points in layer-1, ordered
clock-wise: L(1) = (−1, 0), L(2) = (−1, 1), L(3) = (0, 1), L(4) = (1, 1), L(5) =
(1, 0), L(6) = (1,−1), L(7) = (0,−1) and L(8) = (−1,−1). The location can be
represented as:
L =

0
0
 ,
−1
0
 ,
−1
1
 ,
0
1
 ,
1
1
 ,
1
0
 ,
 1
−1
 ,
 0
−1
 ,
−1
−1
 (3)
To locate the points in a higher layer, we can calculate the shift required from
the centre to the target point by
L(ai × 10i−1) = 3i−1 ∗ L(ai) (4)
where ∗ denotes normal multiplication. For example, based on Eq. (1) and Eq.
(4), the point at SIP address L(87) can be located by finding the addresses of
L(80) and L(7), such as L(87) = L(80) + L(7) = 3 ∗ L(8) + L(7) = (−3,−4).
Hence, the point L(87) can be found by shifting the start point from (0, 0) to
(−3,−4). The point L(4536) can be located by L(4536) = L(4000) + L(500) +135
L(30) + L(6) = 33 ∗ L(4) + 32 ∗ L(5) + 3 ∗ L(3) + L(6) = (37, 29). Similary, the
point L(4536) can be found by shifting the start point from (0, 0) to (37, 29).
Based on this process, we can convert a square image to a SIP image by locating
in the original square image the pixel position whose value should be entered for
each position in the one-dimensional SIP vector. A visual example of a layer-2140
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SIP image conversion based on the proposed SIP conversion is given in Fig. 3.
Figure 3: Illustration of the recursive spiral nature of the conversion of a square image to a
SIP image obtained by the proposed method.
3. “Squiral” Image Processing (SIP) Framework
The SIP framework is illustrated in Fig. 4, which gives an example of SIP
based edge detection, although the technique proposed is applicable to any
convolution-based operator or feature extractor. To simplify the discussion, we145
use a 3× 3 kernel, which can be considered as a layer-1 SIP image. The process
includes: (1) mapping the original image to the SIP addressing scheme and
converting the square image to a 1D SIP image; (2) applying the layer-1 “eye
tremor” model (details are provided in Section 3.1), in which nine SIP images
are generated by shifting the image centre; (3) non-overlapping convolution, i.e,150
by rearranging the SIP vector such that the kernel moves only to the centre of
each sub-layer cluster (details are provided in Section 3.2); (4) SIP convolution
executed by matrix-vector multiplication; (5) for display purposes, construction
of a square edge map from the SIP edge detector outcomes (although this step
is not always necessary as it is useful only when visual output is required).155
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Figure 4: The proposed SIP framework for edge detection based on a layer-1 operator (3×3),
which includes:(1) SIP conversion; (2) simulation of eye tremor; (3,4) SIP convolution, and
(5) construction of a 2D edge map (only if presentation of outcomes in 2D is required).
3.1. Simulation of Eye Tremor
When using a standard 2D addressing scheme, the addresses of a pixel’s
neighbours can be determined easily. However, determining a pixel’s neigh-
bours in a 1D addressing scheme is not straightforward and requires significant
computation. For HIP, determining a pixel’s neighbours requires time consum-160
ing special hexagonal and radix-7 addition [3]. To tackle this issue, in [8] a
method is proposed in which the concept of eye tremor is introduced. Following
[8], we introduce eye tremor to the proposed SIP framework. To simplify the
case, we use a 3 × 3 kernel as an example. The idea is illustrated in Fig. 5,
which shows an example of layer-1 eye tremor involving nine SIP images, each165
addressed using the spiral architecture. Fig. 5 gives the addresses of the centres
of nine eye tremor images and each of the nine SIP images is a 1D vector with
the centre off-set to a neighbouring pixel. In Fig. 5, consider I0 as a “base”
SIP image, and eight additional images Ij , j = 1, 2, ..., 8 can be obtained by
shifting I0 by one pixel in the image plane along the proposed spiral addressing170
scheme. The “centre” of each image Ij is located at a pixel within the layer-1
neighbourhood centred at image I0 as in Fig. 5. Each image is stored as a
vector after being converted from the 2D image structure, which enables us to
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achieve fast and efficient processing for feature extraction. Next we explain how
the eye tremor SIP images are used in SIP convolution.175
Figure 5: Pixel offsets for a layer-1 eye tremor using 9 images.
3.2. SIP Non-Overlapping Convolution
For a given image, convolution of a SIP operator (denoted as Hλ, where λ
denotes the SIP operator layer) across the entire image plane is achieved by
applying the operator sparsely to each of the 9λ eye tremor images Ij , and then
combining the resultant outputs. Unlike traditional 2D image convolution in180
which the input is a 2D image, the input of SIP convolution is the eye tremor
images. For example, SIP convolution using a layer-1 operator needs nine eye
tremor images, and a layer-2 operator needs 81 eye tremor images. To facilitate
fast processing, the concept of non-overlapping convolution is deployed. Based
on the eye tremor model, for each image Ij , we apply the operator Hλ only185
when centred at those pixels with spiral address 0(mod9λ), hence achieving
non-overlapping convolution. The non-overlapping concept is illustrated in Fig.
6, which shows that a SIP operator H1 (3×3) is applied only to the centre with
spiral address 0(mod9). The regions over which the SIP operator is applied are
shown in different colours.190
The SIP convolution of the image Ij with an operator Hλ can be represented
as,
Gjλ(s0) =
∑
s∈Nλ(s0)
Hλ(s)Ij(s) (5)
where ∀s0 ∈ {s|s = 0(mod9λ))}, Nλ(s0) denotes the λ-neighbourhood centred
on the pixel with spiral address s0 in eye tremor image Ij , where j is the number
of eye tremor images. If we take a layer-1 operator H1 as an example (note H1
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Figure 6: Illustration of SIP-based convolution showing how the operator H1 is applied when
centred with spiral address 0(mod9)
is equivalent to an operator size 3 × 3), the matrix implementation of Eq. (5)
can be written as: 
G01
G11
...
G81
 =

I0
I1
...
I8


H1(0)
H1(1)
...
H1(8)
 (6)
where the input Ij , j = 0, 1, ..., 8 is the nine eye tremor images, and H1 is the
layer-1 SIP operator (also a vector). The output is
Gj1 =

Gj1(0)
Gj1(10)
...
Gj1(k)
 (7)
where k = 0, 10, 20, 30, .. denotes the centre of each sub-cluster as shown in Fig.
6 and the eye tremor image, and
Ij =

Ij(0) Ij(1) ... Ij(8)
Ij(10) Ij(11) ... Ij(18)
...
...
. . .
...
Ij(k) Ij(k + 1) ... Ij(k + 8)
 (8)
12
The SIP convolution outcome from Eq. (6) can be obtained by assembling the
values of Gj1 into a vector with the following arrangement:
G01(0) G
1
1(0) · · · G81(0)
G01(10) G
1
1(10) · · · G81(10)
...
...
. . .
...
G01(k) G
1
1(k) · · · G81(k)
 (9)
The final outcome in a SIP format is obtained by rearranging each row of the
matrix in Eq. (9) into a vector. The process of assembling the one-dimensional
vectors for SIP-based convolution is illustrated in Fig. 7.
[G01(0)G
1
1(0)...G
8
1(0)G
0
1(10)G
1
1(10)...G
8
1(10)...G
0
1(k)...G
8
1(k)] (10)
Figure 7: Illustration of assembling the one-dimensional vectors for SIP based convolution.
To demonstrate the process of SIP convolution, we first look at an example
of standard 2D convolution as shown in Fig. 8, which includes a 2D matrix as
input, a 3 × 3 kernel and the output of 2D convolution. The value of a given
pixel in the output is the weighted sum obtained by multiplying each kernel
value with the corresponding input image pixel values. To perform SIP-based
convolution, the kernel is flipped and converted to a SIP based operator (vector).
The nine eye tremor images are then generated as explained in Section 3.1. The
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Figure 8: An example of convolution of a two 2D matrix with 3× 3 kernel and the output of
convolution.
SIP convolution can be executed based on Eq. (6), such as:

G(0)
G(1)
...
G(8)
 =

0 1 2 3 4 5 6 7 8
1 0 0 2 3 0 7 8 0
2 0 0 0 0 3 0 1 0
3 2 0 0 0 4 5 0 1
4 3 0 0 0 0 0 5 0
5 0 3 4 0 0 0 6 7
6 7 0 5 0 0 0 0 0
7 8 1 0 5 6 0 0 0
8 0 0 1 0 7 0 0 0


0
0
1
2
1
0
−1
−2
−1

=

−16
−16
−2
−6
−10
−8
10
6
2

(11)
If required for presentational purposes, the SIP convolution results can be re-
structured to a 2D output, as illustrated in Fig. 8. As SIP and standard convo-
lution differ only in the approaches used for pixel indexing and image storage,
the results of convolution are the same for both methods.
3.3. SIP at Multiple Scales195
To obtain a multiscale representation of an image, a popular approach is
the use of image pyramids [15], in which the same operator is applied to down
sampled images at different scales. Here we present an alternative approach of
applying the operator at different scales. Fig. 9 shows the addressing for the
elements of multiscale SIP operators. It can be seen that an operator of size200
3 × 3 can be converted into a layer-1 SIP vector. For SIP-based convolution
Eq. (5), the length of the SIP operator Hλ matches the required number of
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Figure 9: Index addresses for multiscale SIP operators: (a) 3× 3; (b) 5× 5; (c) 7× 7 and (d)
9× 9.
eye tremor images. Since this number increases by a factor of 9 as we move
up between layer sizes, intermediately sized operators may require padding by
zeros. For example, operators of size 5× 5 and 7× 7 are converted to a layer-2205
SIP vector by padding with zeros to extend them to size 9× 9. By this process
SIP convolution may be applied with operators at multiple scales.
4. Experimental Results
In the experiments we used three well-known test images: Lena, peppers
and coins, with image sizes of 100× 100, 384× 520 and 738× 900, respectively.210
The centre of each image was located first. The image was then trimmed down
and converted into a SIP image, in which the number of SIP layers for each
are: layer-4 (81× 81), layer-5 (243× 243) and layer-6 (729× 729), respectively.
For SIP conversion, we pre-calculated the coordinate shifting table up to layer-
6 (total 533,441 pixels). This look-up table needs to be calculated only once215
and then saved for use in any SIP conversion. We evaluate the performance of
SIP-based convolution using edge detection and corner detection as two appli-
cation examples and compare the results to standard convolution in terms of
the feature detection maps and execution run times. Implementation of the The
feature detection was performed for the same size of image (in terms of numbers220
of pixels) as the SIP images. Because the focus of the experiments is on SIP
convolution, the time required for SIP conversion and construction of eye tremor
images were not considered for the comparative evaluations. For fair compari-
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son, to analyse algorithms independently of specific implementations, hardware,
or data, all algorithms were coded using Matlab and executed based on a 64-bit225
Windows operating system, Intel processor core i7. Undoubtedly faster perfor-
mance would be obtained using other programming languages. SIP framework
based on C and parallel implementation are currently under development, and
it is planned to report the results of that work in the future.
4.1. SIP Convolution using a 3× 3 Kernel230
In this experiment we compare the SIP approach to both the standard 2D
convolution and Matlab built-in function conv2.m. Implementation of standard
2D convolution involves use of four for loops that move the flipped kernel along
each row and column of the input image and compute a weighted sum over
the neighbourhood. The Matlab function conv2.m is optimised by separable235
convolution, in which the 2D convolution is performed by two 1D convolutions
(assuming that the 2D filter is separable), so is much faster than the standard
2D convolution approach. To compare the run times, three kernel functions (size
3× 3) were used: Sobel, Gaussian (separable) and Laplacian (unseparable).
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Figure 10: Comparison of edge results from standard 2D convolution and SIP-based convolu-
tion for layer-4 (Lena), layer-5 (pepper) and layer-6 (coins) SIP images.
The results of edge detection using the Sobel operator are shown in Fig.240
10. The left-hand column shows the results from standard 2D convolution and
the right-hand column shows the results from the SIP approach. As SIP and
standard convolution differ only in the approaches used for pixel indexing and
image storage, the results of convolution are the same for both methods. Cor-
relation of edge results between the SIP and standard methods are all equal to245
1.0. The run-times based on an average of 100 runs for the Sobel, Gaussian and
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Laplacian operators are presented in Table 3, Table 4 and Table 5, respectively.
It can be seen that the SIP approach is not only much faster than standard
2D convolution, but also comparable to the Matlab conv2.m function for both
separable and unseparable operators.250
Statistical significance tests were carried out for the three methods based on
the run time results over the images of layer-4, layer-5 and layer-6. The p values
obtained from t-tests are given in Table 6, in which p < 0.05 indicates statisti-
cally significant difference in performance. The results show that for each image
size, there is significant difference in performance between standard convolution255
and SIP, and that SIP is comparable in performance to the optimised Matlab.
Table 3: Average Run-times for Sobel (Seconds)
Layer-4 Layer-5 layer-6
Standard 0.006826 0.061737 0.605872
SIP 0.000282 0.001130 0.016618
Matlab 0.000284 0.001305 0.014501
Table 4: Average Run-times for the Gaussian Operator (Seconds)
Layer-4 Layer-5 layer-6
Standard 0.0047 0.0468 0.4597
SIP 0.00006054 0.0009565 0.0125
Matlab 0.00019616 0.0009039 0.0099
Table 5: Average Run-times for the Laplacian Operator(Seconds)
Layer-4 Layer-5 layer-6
Standard 0.0026 0.024 0.2386
SIP 0.000047725 0.0004795 0.0053
Matlab 0.000045615 0.0004078 0.0033
Table 6: Comparison of p-values from T-test
Layer-4 Layer-5 layer-6
SIP vs Standard 0.0200 0.0168 0.0166
SIP vs Matlab 0.6839 0.9609 0.6545
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4.2. SIP Edge Detection at Mutltiscale Levels
To implement the SIP multiscale operators for edge detection, we used the
Canny edge detector to generate four operators with size 3× 3, 5× 5, 7× 7 and
9 × 9, which were then converted to SIP operators as illustrated in Fig.9. The260
results from multiscale SIP edge detection are shown in Fig. 11, representing
the magnitude of gradient outputs.
Figure 11: The results of edge detection based on SIP multiscale operators.
The results of run-times based on averages over 100 runs are given in Fig. 12
and Fig. 13, which show comparisons across all image sizes for the standard 2D
convolution and SIP method, respectively. From the results we can see that for265
all cases, SIP is faster than standard 2D convolution. For the standard method,
the computational cost increases as the sizes of images and operators increase.
For the SIP-based approach, run time increases slightly with the image size, but
time used for 5× 5, 7× 7 and 9× 9 remains similar as they are all based on a
layer-2 operator of size 9× 9. For example, it can be seen from the y-axis that270
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the SIP approach for results from 7 × 7 and 9 × 9 are at least 10 times faster
than those from the standard approach.
Figure 12: Comparison of edge detection run times for standard method using multi-scale
operators for three image sizes.
Figure 13: Comparison of edge detection run times for SIP based method using multiscale
operators for three image sizes.
4.3. SIP Corner Detection at Mutltiscale Levels
We applied the SIP multiscale approach to image corner detection, in which
we used the Harris corner detector to generate the SIP operators. The results of275
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corner detection based on operators with size of 5× 5, 7× 7 and 9× 9 are given
in Fig. 14, based on traditional Harris corner detection and the SIP method.
Again, it can be seen that the SIP-based approach to operator implementation
can be used successfully at multiple scales.
Figure 14: The results of corner detection from SIP multiscale operators.
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The run-times for standard and SIP-based corner detection are provided in
Fig. 15 and Fig. 16, respectively. Recall that the Harris corner detector is
based on calculation of Gaussian smoothed image derivatives,
Hcorner = Gσ
 I2x Ixy
Ixy I
2
y
 (12)
where Gσ is a Gaussian smoothing function, and Ix and Iy are the partial280
derivatives of image I. Therefore, unlike edge detection that involves a single
convolution, Harris corner detection involves five convolutions, with two convo-
lutions for the image derivatives Ix and Iy and three for Gaussian smoothing
as in Eq. (12). (As mentioned above, only the run time for SIP convolution is
considered and the times taken for SIP conversion and generation of eye tremor285
images are not included). Because the SIP-based convolution can be performed
in matrix-vector multiplication and there is no need to convert the outcomes of
each convolution to square images, it is more efficient than standard 2D image
processing. As can be seen from Fig. 15, for the standard method, the time
increases as the sizes of the operators and images increase. As expected, for the290
SIP-based method, Fig. 16, the time increases from 3× 3 to 5× 5, and then it
remains similar for 5× 5, 7× 7 and 9× 9, similar to the observation shown for
edge detection.
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Figure 15: Comparison of corner detection run times for standard method using multi-scale
operators for three image sizes.
Figure 16: Comparison of corner detection run times for SIP based method using multiscale
operators for three image sizes.
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5. Discussion
5.1. Related Work via HIP Framework295
A spiral addressing scheme has been developed previously for images rep-
resented on a rectangular lattice in [20], but based on an addressing scheme
using base five arithmetic, rather than base nine, as in our case. The Spiral
Honeycomb Image Algebra (SHIA) was originally developed in [2] to perform
primitive image transformations on a hexagonal lattice and applied for trans-300
lation, rotation, and scaling. The SHIA algorithm is related to the hexagonal
Image Processing (HIP) framework introduced in [3]. To tackle the issue of lack
of hexagonal image capture devices and technologies, SHIA was extended to
adapt its mathematical structure to incorporate a rectangular lattice, in which
Fourier transforms are computed on signals that are sampled on a rectangular305
lattice. Because the focus of our paper is the addressing scheme, we discuss
the difference between our SIP addressing scheme and the SHIA addressing
approach here.
To facilitate SHIA on a rectangular lattice, the extension of SHIA [20] used
a base five spiral address. Recall for the hexagonal lattice, spiral counting is310
performed in base seven with sixty-degree rotations [3] as we move from the
centre of each cluster or neighbourhood of pixels to the next, at each level in
the pixel indexing scheme. For the base five case used in SHIA, spiral counting
is adapted naturally from that used on a hexagonal lattice by changing the base
from seven to five, and correspondingly the 60 degree rotations used in HIP to315
90 degree rotations in SHIA. Fig. 17 (a) gives an example originally presented
in [20], on which we have superimposed the region containing nine pixels (a
layer-1 neighbourhood with size 3 × 3), as used in our SIP addressing scheme,
and shown enlarged in Fig. 17 (b) for comparison.
It can be seen that the signals from five pixels are sampled in SHIA, whereas320
nine pixels are sampled in SIP, and in both cases directly from the rectangular
lattice. In the case of SHIA, such addressing results in a fractal-like image repre-
sentation due to partial representation of the image within each neighbourhood
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(as demonstrated in [20]). As SIP uses a base nine addressing scheme as shown
in Fig. 17(b), the neighbourhoods or “clusters” of pixels on which the indexing325
scheme is built are the more familiar compact 3 × 3 regions on which image
processing operators are commonly developed. So within such regions, SIP uses
complete sampling and only shifts the order of sampling, rather than carrying
out partial sampling as in the SHIA scheme.
Figure 17: Comparison of addressing scheme for 3× 3 via: (a) base five addressing via SHIA
[20] and (b) base nine addressing by SIP. It shows that SIP fully represents the nine pixels
rather than partially sampling the neighbourhood.
It should be noted that in both SHIA and SIP approaches, there is a one-330
to-one mapping of the pixel values in the original 2D rectangular image array
to the pixel values in the 1D indexing array. In SIP we arbitrarily start the
direction of indexing to the left and spiral clockwise, whereas SHIA starts the
index sequence in a downward direction and then spirals clockwise. Both tech-
niques are essentially invariant to the starting direction of the pixel indexing335
sequence, as this affects only the order of the pixels, and any corresponding fil-
ters are designed to take this into account. Hence in essence the computations
for image processing would not be changed by rotations of the initial indexing
direction (in the case of SHIA by multiples of 90 degrees, or in the case of SIP
by multiples of 45 degrees). The SHIA indexing scheme results in a fractal-like340
image representation that builds on irregularly shaped neighbourhoods in the
image, extending out recursively to larger regions. So large areas of the image
around the border have to be neglected. This is similar to what we see when we
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use hexagonal imaging: the spiral architecture used for HIP indexing naturally
fits a shape that is built recursively from hexagonal neighbourhoods of increas-345
ing size as we spiral out from the centre of the image. SHIA is similar, except
that the increasingly larger regions interlock more intricately to tessellate the
image region, as the shapes of the neighbourhoods are not a “natural fit” to a
rectangular lattice in the way that the hexagonal neighbourhoods are the “nat-
ural fit” on a hexagonal lattice. The neighbourhoods used in SHIA fit together350
more like fractals to generate a tessellation of the rectangular lattice, apart from
the border regions. For the base 9 approach used in SIP, the neighbourhoods
(of increasing size as we spiral recursively out from the centre of the image)
are square, and are a “natural fit” to a square lattice, in the same way that
the hexagonal neighbourhoods in HIP are a natural fit to a hexagonal lattice).355
Hence, depending on the original image size and shape, the SIP approach can
cover most (or all) of the image without necessarily neglecting border regions,
in a way that the SHIA indexing approach cannot.
5.2. Computation Complexity
Computational complexity measures the processing time and computer mem-360
ory required by the algorithm to solve problems of a particular problem size.
To analyse algorithms independently of specific implementations, hardware, or
data, an algorithms execution time is related to the number of operations it
executes, denoted by big O, the order of magnitude.
For discrete, two-dimensional variables A and B, the convolution of A and
B is defined as:
C(x, y) =
∑
i
∑
j
A(i, j)B(x− i+ 1, y − j + 1) (13)
365
The algorithmic implementations for standard convolution and SIP convo-
lution are shown in Fig. 18 (a) and (b), respectively. It can be seen that
the algorithm for standard convolution has four for loops, and hence O(n4)
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operations. The SIP convolution can be implemented as matrix-vector multi-
plication, which results in O(n2) operations, and therefore it is more efficient370
than standard 2D convolution.
Figure 18: Computation implements for: (a) standard convolution and (b) SIP convolution.
5.3. Comparison of Run Times
The objective of this work was to provide a proof of concept of the SIP
architecture. The algorithms presented in this work were all implemented using
Matlab, and so we used a Matlab building function conv2.m for 2D convolution375
to compare the performance of SIP based approach.
For fair comparison, all evaluation experiments were carried based on the
same computer, with a 64-bit, Windows Intel processor core i7. Faster perfor-
mance would be obtained using other programming languages, and this is under
investigation for future work. Implementation of the SIP framework based on C380
and parallel implementation are currently under development, and the results
will be reported in the future.
As mentioned in the experimental setup, the run time was counted for the
convolution only. The SIP conversion and eye tremor construction were not
included, as these are considered to be implemented via hardware in the ideal385
case. An address look-up table was stored for SIP conversion only, but this has
no impact on the run time.
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6. Conclusion
In this paper, we present a novel “Squiral” (square-spiral) image processing
framework that develops a spiral addressing scheme for standard square images.390
In the SIP framework, images can be converted easily from the existing typi-
cally rectangular coordinate system. Therefore, SIP-based approaches can be
incorporated directly with existing hardware systems and state-of-the-art im-
age processing methods for square images. The SIP-based approach enables fast
image processing by introducing a non-overlapping convolution in conjunction395
with an eye tremor model. The applications of the SIP-based approach to image
feature extraction (edge and corner detection) demonstrate the efficiency of the
proposed approach. The extension of the SIP approach to multiple scales fur-
ther suggests the potential of SIP in a wide range of applications. Future work
will consider the development of the SIP-based interest point detector and SIP400
feature representation with applications for real-time image and video retrieval.
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