Topological materials discovery has emerged as an important frontier in condensed matter physics. Recent theoretical approaches based on symmetry indicators 1-5 and topological quantum chemistry 6, 7 have been used to identify thousands of candidate topological materials, yet experimental determination of materials topology often poses significant technical challenges. X-ray absorption spectroscopy (XAS) is a widely-used materials characterization technique sensitive to atoms' local symmetry and chemical environment; thus, it may encode signatures of materials' topology, though indirectly. In this work, we show that XAS can potentially uncover materials' topology when augmented by machine learning. By labelling computed X-ray absorption near-edge structure (XANES) spectra 8 of over 16,000 inorganic materials with their topological class, we establish a machine learning-based classifier of topology with XANES spectral inputs. Our classifier correctly predicts 81% of topological and 80% of trivial cases, and can achieve 90% and higher accuracy for materials containing certain elements. Given the simplicity of the XAS setup and its compatibility with multimodal sample environments, the proposed machine learning-empowered XAS topological indicator has the potential to discover broader categories of topological materials, such as non-cleavable compounds and amorphous materials. It can also inform a variety of field-driven phenomena in situ, such as magnetic field-driven topological phase transitions.
Data acquisition and assembly
The materials data used for this study were curated from the Inorganic Crystal Structure Database 36 (ICSD) and labelled according to their classification in the database of topological materials based on the topological quantum chemistry formalism 7 . XAS data were obtained using the database of computed K-edge XANES spectra 8 distributed on the Materials Project [37] [38] [39] [40] . The materials data were refined based on availability of both high-quality topological classification and spectral data, resulting in 16, 458 total materials considered: 3, 121 topological, 13, 337 trivial. Details of this procedure are described in the Methods section, and schematic illustrations of the data refinement procedure and resulting input data structure are given in Fig. 1(a-b) . Additionally, the representation of different elements among topological and trivial examples is shown in Fig. S1(a-b) . From the assembled dataset of 16, 458 samples, training was performed on 70% of the data, reserving 10% for validation and Fig. 1 Data assembly and model architecture. (a) Candidate samples considered in this study were extracted from the ICSD database according to a high-quality filtering procedure (see Methods). The subset for which computed XANES spectra were available on the Materials Project database were used in this study, a portion of which are predicted as topological. (b) A total of 81 absorbing elements were represented in the assembled data across 16, 458 total samples. The XANES spectrum for each sample was subdivided into 81 distinct energy ranges corresponding to each element's absorption range. (c) A representative, complete XANES spectrum (top) with windows around each absorption edge (bottom) enlarged for clarity. Upon standardization (see Methods for details), the spectra of each absorbing element present are input directly into the appropriate element channel of the machine learning model. (d) Schematic of the custom neural network architecture with both spectral and symmetry group inputs. A separate pipeline of convolutional and max pooling layers processes XANES spectra, while a fully-connected layer processes symmetry group information. The two outputs are combined to produce the final prediction. 20% for testing. While samples were randomly distributed among the data subsets, an assignment process was developed to ensure balanced representation of each absorbing element within each subset, as detailed in the Methods section. The balanced absorbing element statistics across the three subsets achieved by our assignment process are shown in Fig. S1 (c). Prior to training, we further augmented the data by shifting each spectrum ∼ ±1 eV to enforce a tolerance to small perturbations, which simulates experimental conditions and likewise increases our data size by a factor of 3.
Network architecture optimization
We posed our machine learning task as a binary classification of topological character: topological or trivial. A further distinction between semimetals and insulators was not pursued, as they are easily differentiated using conventional methods. A typical set of XANES spectra supplied as input to the machine learning model is shown in Fig. 1(c) . Details regarding pre-processing of the input data are provided in the Methods section. Across all samples considered in this work, a total of 81 different elements were represented. A convolutional core network architecture was constructed as shown schematically in Fig. S4(a) . Convolutional neural networks are a common approach to learning from translationally invariant features such as peaks in a signal; however, they scale easily in the number of model parameters, resulting in a complex model prone to overfitting. We employed regularization, dropout, and a systematic tuning of hyperparameters to remedy this issue. Additionally, due to the high class imbalance-approximately one topological example for every four trivial examples-as well as an imbalance in representation among different elements, samples were weighted differently to add greater penalty to the misclassification of underrepresented cases. The network weights were optimized on the training data until no substantial improvement in the validation loss could be observed, as shown in Fig. S5(d) , and all subsequent evaluations were performed on the test set. Additional details on the network implementation and sample weights are available in the Methods section.
Optimization of this core network architecture led to accurate prediction of approximately 78% of topological and 77% of trivial samples (see Fig. S4 (b)). About a 3% improvement over this result was achieved by introducing symmetry group as an additional input descriptor, motivated by the recent use of symmetry indicators for theoretical prediction of topological materials 1,2 . This was incorporated in the final network architecture presented in this work and shown schematically in Fig. 1(d) . A sample's symmetry group information was represented as three one-hot vectors encoding the crystal system, point group, and space group. The mixed input of spectral and symmetry group data was accommodated by supplying two separate input channels into initially independent sub-networks: The first sub-network has the core structure described above, while the second independently processes the symmetry group encoding through a single fully-connected dense layer. The outputs of the two separate processing channels converge on a shared segment of the network culminating in the final prediction. We note that the neural network architecture showed mildly better performance over a traditional support vector machine (SVM), likewise trained using combined spectral and symmetry group inputs for comparison (see Fig. S3 ).
Results

Exploratory analysis
Prior to training the neural network classifier, we conducted an exploratory analysis of the assembled XANES spectra to gauge the separability by topological class exhibited by different elements. For all examples containing a given element, we performed a principal component analysis (PCA) on the pre-processed high-dimensional spectra and subsequently carried out unsupervised k-means clustering on the first two principal components of the training set. Results of the clustering analysis for a selection of elements are shown in Fig. 2(a) , with corresponding original spectra shown for six example elements in with the decision boundary visualizations and noted three distinct patterns in the result of our unsupervised clustering. For some elements, nearly all topological examples were segregated within a single cluster (first row of Fig. 2(a) ). This led to a strong score for topological examples but weaker score for trivial ones for elements like As, Ge, and Si. Other elements like Mg, Mo, and Ti exhibited more balanced classification accuracies between the two topological classes (second row of Fig. 2(a) ). On the other hand, there were a number of unsuccessful clustering examples such as Ba, F, and K for which clustering of the data did not appear coincident with topological class (third row of Fig. 2(a) ). Given that the feature transformations performed in our exploratory analysis were purely linear, its potential to discriminate data between the two classes using certain elements was already encouraging. It further suggested a possible advantage to using more complex, non-linear methods, such as that enabled by a neural network classifier, to improve prediction accuracy for both classes.
Machine learning model performance
We now proceed to a detailed analysis of our highest-performing model, the custom neural network architecture with symmetry group input depicted in Fig. 1(d) . The strong class imbalance makes simple accuracy a less reliable quantification of model performance; thus, we use three different metrics in assessing the quality of prediction: recall, precision, and F 1 score. Let t p and t n denote the number of true positive and true negative predictions, and f p and f n denote the number of false positive and false negative predictions, respectively. The metrics are then defined as recall: r = t p t p + f n (1a) precision: p = t p t p + f p (1b) F 1 score:
These scores may be computed independently for different subsets of the testing data; thus, we compute separate scores for topological and trivial classes that were achieved by each of the four methods discussed in this work: k-means clustering, SVM trained on combined spectral and symmetry group inputs; convolutional neural network with only spectral input; and convolutional neural network with combined spectral and symmetry group inputs. These results are presented in Fig. 3(e) , revealing highly comparable performance among the supervised methods, with slight improvement of all three scores (between 1% to 5%) achieved by including symmetry group information. We further disaggregate these metric scores by absorbing element as shown in Fig. 3(a-c) for topological examples, and Fig. S5(a-c) for trivial examples, achieved using the final neural network classifier. Disaggregated scores for the SVM with combined spectral and symmetry group inputs (Fig. S3(c-h) ), and neural network classifier with only spectral inputs Fig. S4(c-h) are also computed for comparison. The recall is 81% for the topological and 80% for the trivial class overall. The trivial class predictions also demonstrate a high overall precision of 95%; few topological samples are mistaken for trivial ones. Conversely, a larger fraction of trivial samples are misclassified as topological, resulting in a relatively low precision (49%) for the topological class. While this result appears less favorable, the high false positive rate may also suggest that other indicators beyond symmetry-based signatures may be needed to diagnose additional classes of topological materials 7 . The F 1 score is valuable as a composite quantifier of prediction quality, but we do bear in mind the effect of precision in the comparatively lower F 1 score of the topological class predictions. We further visualize the learned representation of the samples produced by our neural network classifier by probing the 8-dimensional encoded space preceding the final classification layer. For visualization purposes, we plot the projection of each test sample's representation in this 8-dimensional space onto its first two principal components, displayed in Fig. 3(d) .
Discussion
We compared the effectiveness of the exploratory PCA with unsupervised clustering, and that of the final neural network classifier. It is important to acknowledge the differences in approach of the two methods beyond the model complexity. In particular, the PCA was conducted separately for subsets of samples containing a particular element, and the unsupervised clustering results independently suggested that a certain element was either an effective or ineffective predictor of topology based on the clustering accuracy. By contrast, in the neural network classifier, all elements were considered simultaneously, so that a sample's classification was based on information from spectra of all its absorbing elements. This holistic approach does not easily decouple the predictive ability of elements from one another, but we do see some trends maintained across both approaches. A number of lighter transition metals tend to have balanced success in both the PCA and neural network approaches, while the halogens continue to be relatively poor predictors of topology. The elements from the boron and carbon families scored well for both topological and trivial samples in the neural network approach, but not in unsupervised clustering. Interestingly, elements like Be and Ca exhibited some of the highest scores from the neural network classification, which were furthermore equitable among topological and trivial examples (compare Fig. 3(a) and Fig. S5(a) ). This occurred despite the fact that the fraction of topological examples containing either Be or Ca was not necessarily high (see Fig. S1 (c)) compared to elements like Ce, Ir, and Ni, which had among the highest fractional abundance of topological examples, and for which the fraction of correctly classified topological examples tended to significantly outweigh that of trivial examples. Moreover, unsupervised clustering was comparatively unsuccessful for these two elements, tending to heavily favor topological examples. We do note that the success of the neural network classifier can be attributed significantly to the presence of particular elements; further work is being pursued to more accurately decouple this contribution from that of more subtle variations in the XAS spectral features for a given absorbing element.
Conclusion
We explored the predictive power of XAS as a potential discriminant of topological character by training and evaluating a convolutional neural network classifier on more than 16, 000 examples of computed XANES spectra 8 labelled according to one of the largest catalogues of topological materials 7 . A number of important extensions are envisioned for this work, such as its application to experimental XANES data, incorporation of a multi-fidelity approach to favor experimentally validated examples 41 , expansion of the energy range to the extended X-ray absorption fine structure (EXAFS) regime, and inquiry into the detailed contribution from spectral features for individual elements. Our results demonstrate a promising pathway to develop robust experimental protocols for high-throughput screening of candidate topological materials aided by machine learning methods. Additionally, the flexibility of the XAS sample environment can further enable the study of materials whose topological phases emerge when driven by electric, magnetic, or strain fields, and even presents the opportunity to study topology with strong disorder and topology in amorphous materials 42, 43 . Thus, machine learning-empowered XAS may be poised to become a simple but powerful experimental tool for topological classification.
Methods
Data acquisition and assembly
To assemble the training and evaluation datasets, the entries of 68, 347 materials in the Inorganic Crystal Structure Database 36 (ICSD) were gathered subject to a high-quality filtering procedure based on that outlined in the topological materials database used for this study 7 . Specifically, only ICSD entries marked as "high quality" that included structural refinement, temperature factors, pressure in the range of 0.09-0.11 MPa, temperature within the range of 285-300 K, and standard deviation for cell parameters, were retained. A subset of 7, 354 materials in this dataset are classified as topological by the topological quantum chemistry formalism 7 . The database of computed K-edge XANES spectra 8 distributed on the Materials Project 37-40 was used to gather XAS data, which are calculated using the Green's function formulation of the multiple scattering theory implemented in FEFF 44 
Data preparation and pre-processing
To ensure balanced representation of each absorbing element within each data subset (training, validation, and testing), we carried out the following assignment procedure when constructing the three data subsets. We traversed all 81 absorbing elements in order of increasing abundance in topological samples (see Fig. S1(a) ). For the first element considered, all samples containing that element were disaggregated by class and randomly shuffled within each class subset. The desired fractions of testing and validation examples (20% and 10%, respectively) were then allocated from each class, reserving the rest (70%) for training. This process was repeated for subsequent elements while excluding any samples already assigned in a previous step. The balanced representation of topological examples for each element achieved by this process is confirmed in Fig. S1(c) .
For each sample, the computed XANES spectra of each absorbing element were interpolated and re-sampled at 200 evenly-spaced energy values. The complete spectrum for a single sample was stored as a two-dimensional array of 81 columns, with non-zero values in the element channels of that sample's constituent atoms. Each of the 81 element channels was independently standardized prior to being input into the machine learning algorithm, since the K-edges of different elements are found over a broad range of energy scales. Standardization entailed centering the mean of spectral intensity averages over each energy range, and scaling by the mean of intensity standard deviations.
The final model presented in this work additionally introduced symmetry group information as an input. As noted in the main text, the symmetry group of a given sample was encoded as three one-hot vectors: The first is a vector of length 7 with a single non-zero indicator of the crystal system, the second a vector of length 32 indicating the point group, and the third a vector of length 230 indicating the space group.
During training, a different weight, or penalty for misclassification, was computed for each training sample to correct for imbalanced representation in topological class and composition. The sample weight of a compound was defined as inversely proportional to the product of its topological class abundance and abundance of its least occurring constituent element. All sample weights were then uniformly normalized to achieve a mean of 1.
Network implementation
The neural network-based models presented in this work were implemented in Python using the TensorFlow 45 and Keras 46 libraries. In developing the network architecture, several network design choices were made to constrain the number of model parameters and combat overfitting: (1) Convolution kernels learned during training were shared across XANES spectra of all elements, (2) regularization was applied to kernel weights, and (3) dropout was added to the largest fully-connected layer. The number of convolutional layers, regularization strength, dropout rate, kernel size, and hidden layer dimensions were systematically tuned to achieve a network economical in the number of parameters, yet expressive enough to learn clear patterns from considerably diverse data. The models were trained on a Quadro RTX 6000 graphics processing unit (GPU) with 24 GB of random access memory (RAM). Optimization was performed using the Adam optimizer to minimize the binary cross-entropy loss as is common for binary classification problems. the machine learning model. Note that the accuracy is artificially lower during training due to the presence of dropout and the calculation of accuracy as a running average over data batches. This is recovered during testing when dropout is turned off and the full data are evaluated on the optimized model.
