Abstract
computational analysis methods for cell type identification, rare cell identification, and sample classification. 54
Flow cytometry typically uses panels with a large number of antibodies, leading to high-dimensional 55 multiparameter flow cytometry readout. It increases computational complexity and makes interpretation 56 difficult. In this study, we identified the best subset of the parameters, which would contribute to panel design 57 specific for the target disease and lead to easy interpretation of the results in terms of sample classification. In 58 addition, we spotted important decision-support range of flow-cytometry parameter via insights provided by 59 machine-learning algorithm. We expect that profiling information of fluorescence expression over the identified 60 antibodies specific for a cell surface antigen [9] . The use of multiple lasers and a wide range of antibodies 84 allows clinicians to make specific diagnoses and classifications of various hematological diseases [10] . A typical 85 sample such as blood, bone-marrow tissue, body fluids, and lymph nodes is usually stained with dozens of 86 monoclonal antibodies. Depending on the capabilities of the flow cytometry instrument, 3-10 or more single-87 tube combinations of the antibodies per sample are used to characterize different cellular populations. 88
In flow cytometry, traditional data-analysis methods rely on subjective manual gating, which draws 89 regions of interest (gates) on a plot, identifies subsets, and estimates statistics of the subsets (e.g., relative 90 proportion, median fluorescence intensity (MFI), etc.). Because flow cytometry typically uses panels with a 91 large number of antibodies, leading to high-dimensional data, manual gating has been considered as a time-92 consuming and labor-intensive process [11] . In addition, the manual-gating approach relies on the researcher's 93 prior knowledge, thus introducing a bias toward "expected" results [12] . Therefore, there has been high demand 94 for the development and application of in silico computational methods to flow-cytometry data to overcome 95 these problems in the manual gating-based data-analysis method. decrease the complexity but also can lead to better performance of the model. In addition, it could contribute to 106 a panel design specific for a target disease. It motivated our study to estimate the importance of each marker and 107 identify the best subset of these markers for the optimization of AML classification model. 108
The AML classification problem of identifying to which set of categories (AML or non-AML) a new 109 sample belongs can be modelled using machine-learning algorithms. Machine-learning algorithms have been 110 used in a wide variety of fields and also applied at various stages such as feature extraction, feature-importance 111 estimation, and data-dimension reduction when developing a classification model. In particular, feature-112 importance estimation allows identification of essential features, which plays an important role in sample 113 classification. It can provide new insights on a classification model using multiparameter flow-cytometry data 114 when features, which represent event expression change over the range of each fluorescent channel signal for a 115 specific antibody, are used as input for a machine-learning algorithm-based classification model. With this 116 benefit of machine-learning algorithms, we identified a specific decision-support range of the fluorescent signal 117 for the identified important parameters, using feature importance estimated from a machine-learning model. 118
In this study, we computed the importance of each parameter using Wilks' lambda ( ) and then used 119 stepwise-forward selection method to select the best subset of parameters. In addition, we identified decision-120 support range of the fluorescent signal for the identified important parameters, which significantly contribute to 121 AML classification, through a mean decrease in Gini (MDG) supported in a random-forest model. We expect 122 that the methodology presented in this study could contribute to in silico sample-classification modelling using 123 flow-or mass-cytometry readout because it can provide the importance of each parameter, the best subset of 124 parameters, and the specific ranges in terms of sample discrimination. files per sample in the data. The parameters (reagents and channels) used in each tube are listed in Table 1 . 133 CD45-ECD, forward scatter (FSC), and side scatter (SSC) are available in all tubes. In this study, the data were 134 logarithmically transformed for SSC and all fluorescent parameters, while FCS data remained linear. The values 135 of all parameters range from 0 to 1024. The same data labels used in FlowCAP-II challenge were applied for 136 model training and testing in this study. In the challenge, data was split into a training set (179 patients) and 137 testing set (180 patients). The training set includes 156 healthy patients and 23 AML patients, while the testing 138 set has 160 and 20 normal and AML patients, respectively. The FlowCAP-II AML data is publicly available at 139 the flow repository: http://flowrepository.org/id/FR-FCM-ZZYA. 140 141 
Methods

144
Feature extraction. Each FCS file contains thousands of events (rows) and 7 features (columns) 145 corresponding to 7 fluorescent channels of each tube. The events are measurements for a series of cells. In 146
FlowCAP-II challenge, a feature vector, which represents the high-dimensional data of FCS file, was extracted 147 using manual gating, auto gating, and 2D histograms of all possible pairs of parameters. The feature vector was 148 comprised of statistical values extracted from clusters identified by the gating methods or by the proportion of 149 cells that fall into a specific bin on a 2-dimensional scatter plot. Manual gating is effective but subjective and7 extremely laborious. Auto gating using clustering algorithms requires high computational cost and expert 151 knowledge to identify cell population based on the results. In addition, clustering results are dependent on 152 coordinates of an initial random cluster, distance measure, and number of clusters. The 2D histogram-based 153 approach yields a number of combinations from n parameters if a large number of markers are used. 154
In this study, 1D histogram, which displays a single measurement parameter (fluorescence intensity) on 155 the x-axis and the number of events (cell count) on the y-axis, was used as a feature vector of each parameter 156 because it allows exploration on expression change over the range of each fluorescent channel signal for a 157 specific antibody. The histogram used in this study has equal-sized 32 bins in the range 0 to 1024. Two or more 158 histograms for parameters in the FCS sample file were concatenated into a single histogram vector. Thereby, the 159 high-dimensional data of an FCS file was represented by a single histogram vector. 160 161 Important marker selection. Measuring the importance of each parameter allows identification 162 of the best combination of parameters. In addition, feature selection based on importance is capable of 163 improving learning performance, lowering computational complexity, building a better generalizable model, and 164 decreasing required storage [14] . To measure the importance of each parameter, we used Wilks' lambda ( ), 165 which is a measure of how well each independent parameter contributes to the group separation [15, 16] . A 166 smaller value indicates greater discriminatory ability of the related parameter. 167
Histogram matrix for training data (179 patients) was used to measure values of a total of 56 168 parameters (8 tubes and 7 channels). For example, value for the 1st parameter (FSC) of the 1st tube was 169 calculated using a histogram matrix comprised of 179 histogram vectors corresponding to the FSC. In the case 170 of redundant parameters such as FSC, SSC, and CD45-ECD, only one parameter with the lowest among them 171 was used. 172
To validate the result of measurement, the median fluorescence intensities (MFI) of specific 173 parameters with low values were compared, and t test was conducted to examine if the differences between 174 AML and non-AML are significant. In addition, t-Distributed Stochastic Neighbor Embedding (t-SNE) on the 175 data matrix comprised of the histogram vectors of a parameter was performed to qualitatively examine the AML 176 discrimination ability of the specific parameters. 177 8 178
Marker subset selection. The best subset of parameters was selected via stepwise-forward 179 selection, which is a procedure that begins with an empty dataset and adds parameters to the regression or 180 classification model one by one [17] . In each forward step, the best parameter with the lowest value among 181 the remaining parameters was sequentially added to the dataset, and then the prediction performance of the 182 AML classification model was compared to select the best subset. 183
In each step of stepwise-forward selection, the classification model was developed using the random-184 forest algorithm (R package), an ensemble learning method taking multiple decision trees [18] . F-measure, 185 which was used in FlowCAP-II challenge, was calculated in order to compare model performance with those of 186 other algorithms proposed in the challenge under the same criteria. The area under the receiver operating 187 characteristic curve, sensitivity, specificity, positive predictive value, and negative predictive value were 188 computed as well. 189
From the random-forest model, MDG, which is a measure of variable importance for classifying a 190 target, can be calculated. MDG is the basis of Gini impurity, which is the probability of incorrectly classifying a 191 randomly chosen element in a dataset if it were randomly labeled according to the class distribution in the 192 dataset [19] . A decision tree is built by forming each node that leads to the greatest reduction in Gini impurity. 193
Therefore, a higher MDG indicates higher variable importance. 194
We used MDG to identify specific histogram bin range of each marker of the best subset, which plays 195 an important role in developing an AML classification model. The MDG for 32 bins of each important marker 196 was computed, and then a specific bin range with the highest MDG was identified from each marker histogram. 197
The influence of the specific bins on AML discrimination was examined through heatmap, a graphical 198 representation useful for cross-examining multivariate data. Table 1 . The results suggest that SSC and FSC, 212 which contribute to identification of blasts, have the best ability in AML discrimination. Next, myeloid markers 213 (e.g., CD15, CD34, CD117, and HLA-DR) and lymphocyte markers (e.g., CD38, CD5, CD7, and CD10) were 214 listed in sequential order. The IgG1 and parameter related to the unstained tube showed relatively high values 215 compared to the others. 216 The order of importance of each parameter based on value supports the general gating strategy 219 which has been used for blast identification, blast lineage assignment, and identification of aberrant 220 immunophenotypic features. In the general gating strategy, the blasts are first gated, and then abnormal myeloid 221 and lymphoid blasts are identified using related lineage-specific markers [6] . The gating of blasts is an important 222 procedure in AML diagnosis because the diagnosis of AML depends on the percent of blasts (>20%) in the bone 223 marrow or blood [20] . For gating of blasts, CD45 versus SSC gating is commonly used because it provides 224 distinct discrimination between the various cell lineages such as lymphocytes, hematogones, monocytes, 225 granulocytes, and myeloid blasts [21] . 226
In this study, CD45 with intermediate value (0.5936) was identified as a less important marker 227 compared to SSC and FSC used for blasts gating. Its value indicates that CD45 does not contribute much to 228 AML discrimination when used alone. Fig 1 shows the MFI of SSC, FSC, and CD45 between non-AML versus 229 AML. MFIs of all parameters and p-value calculated using t test are listed in S1 Table. According to the results 230 of the t test, there were significant differences in SSC (p-value: 1.66E-10) and FSC (p-value: 2.75E-05) unlike 231 in CD45 (p-value: 0.01). Fig 2 shows 
246
Marker subset selection
247
In each step of the stepwise-forward selection, the parameter with the smallest value among the 248 parameters was sequentially added to the dataset, and then the AML classification model was developed . Fig 3  249 shows the model performance (F-measure) in each step for the training and testing sets. The parameter 250 sequentially added in each step to the dataset for model development is listed on the y-axis in Fig 3. The 251 numerical performance of the model on the training and testing phases are listed in S2 and S3 Tables,  252   respectively.  253 The AML classification model developed using 5 parameters SSC, FSC, CD15, CD34, and CD117 254 showed the best performance in the training. In the case of testing, the model correctly predicted all labels of the 255 test set when 4 parameters SSC, FSC, CD15, and CD34 were added to a dataset for model training. CD15, 256 CD34, and CD117 have been used for identification of immature myeloid cells [6] . It indicates that the 257 parameters associated with blasts gating and immature myeloid cells play an important role in discriminating 258 AML and non-AML. 259
In both training and testing, the model performance was not significantly improved after 7 or more 260 parameters were used. In particular, the model performance spiked when SSC, FSC, CD15, and CD34 were 261 sequentially added to the modelling dataset in stepwise-forward selection. This means that a few markers 262 significantly contribute to discriminate AML, and a combination of these markers is more effective than an 263 13 individual marker. In the case of the training results, the model performance tends to decrease after markers 264 related to the identification of cellular subsets of the human immune system and fluorescence channels, 265 corresponding to unstained tube#8, were appended to the modelling dataset. The addition of such markers, 266 which were less important compared to the markers related to the immaturity of myeloid cells in Wilks' lambda 267 analysis, hindered model performance. 268
Although the blasts gating-related markers were mainly identified as important descriptors for AML 269 classification in this study, the additional markers must be considered for the blast lineage assignment and 270 identification of aberrant immunophenotypic features in the clinical testing. 
273
In all step of the stepwise forward selection, model performance difference between training and test 274 dataset was observed. The discrepancy between training and test results affects the generalization performance 275 of the model. We performed t-SNE on the dataset comprised of the best subset in order to find out cause leading 276 to the discrepancy. S1 Fig shows the 2-D t-SNE result. In the case of training, three AML samples (sample no. 7, 277 101, and 116) of the training set were in domain of nonAML training dataset. These AML samples led to an 278 increase in the false negative rate. In the training results, three or more AML samples were always misclassified. 279
By contrast, AML and nonAML samples of the test dataset were clearly distributed within the domain of each 280 corresponding group formed by the training set. The model well classified AML and nonAML of test set. In the 281 test set, no. 340 sample is located at border between training and test data domain. This sample, which may have 282 a preleukemic condition rather than AML, was frequently misclassified by other algorithms in the FlowCAP-II 283 14 challenge. Our t-SNE result reveals that there are samples (no. 7, 101, and 116) which should be examined in 284 detail and the random data split in the FlowCAP-II challenge influenced the performance. 285
As shown in S2 Fig, the proposed model The calculated MDGs are listed in S4 Table. MDG results show that each bin has a different AML 296 discrimination ability. From the 4 markers, 4 important bin ranges were respectively identified: SSC blasts exhibit higher expression of CD34 than do patients without blasts. In the heatmap, CD34 exhibits 308 relatively higher expression in the identified range than in non-AML. 309
The drawbacks of manual gating have motivated the development of automated analysis methods for 310 cell-population identification, sample classification, and rare cell identification [13, 25, 26] . In terms of sample 311 classification, there have been efforts to build up sample-classification models [27] [28] [29] [30] . displays a single measurement of flow-cytometry parameter, was used in this study. Those features could 331 complement each other. One of the best merits of the histogram is that it allows exploration of expression 332 change over a specific range. Identifying the specific ranges can contribute not only to elaborating the 333 classification model as well as the decision-support system and provide but also to helping establish precise 334 diagnostic criteria. We used MDG criteria based on Gini impurity to spot the specific ranges. As a result, it was 335 confirmed that each range has a different discriminate ability and that particular ranges with high MDG 336 significantly influence AML classification in the model. 337
338
Conclusions
339
We estimated the importance of each marker via Wilks' lambda and then identified the best subset of 340 markers using stepwise-forward selection for AML classification model development. As a result, markers, 341 which are associated with the blasts gating and identification of immature myeloid cells, were identified to 342 contribute significantly to AML classification, and the classification model developed using their combination 343 showed good predictive power. In addition, we highlighted decision-support range of the fluorescent signal for 344 the identified important parameters, which significantly contribute to AML classification, through MDG 345 supported in random forest. Because the methodology presented in this study can not only estimate the 346 importance of each marker but can also identify the best subset of markers and the specific ranges, we expect 347 that it would contribute to in silico modeling using flow-and mass-cytometry readout as well as panel design for 348 sample classification. 349
Samples obtained from healthy people were used as a control group in this study. To validate the 350 limitation and usefulness of the presented methodology in terms of sample classification, additional study on a 351 dataset with samples, which are difficult to distinguish clinically from AML samples, should be performed. In 352 addition, because the value is estimated using only a 1D histogram vector of each parameter, the association 353 between pairs of parameters is not reflected in the results. To overcome this problem, a more improved 354 feature-extraction method is required. 355 356
