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IWASAWA THEORY OF TOTALLY REAL FIELDS FOR
CERTAIN NON-COMMUTATIVE p-EXTENSIONS
TAKASHI HARA
Abstract. In this paper, we prove the Iwasawa main conjecture (in
the sense of [CFKSV]) of totally real fields for certain specific non-
commutative p-adic Lie extensions, using the integral logarithms intro-
duced by Oliver and Taylor. Our result gives certain generalization of
Kato’s proof of the main conjecture for Galois extensions of Heisenberg
type ([Kato1]).
0. Introduction
0.1. Introduction. The Iwasawa main conjecture, which describes myste-
rious relation between “arithmetic” characteristic elements and “analytic”
p-adic zeta functions, has been proven under many situations for abelian ex-
tensions. However, for non-abelian extensions, it took many years even
to formulate the main conjecture. In 2005, Coates et al. formulated it
([CFKSV]) by using algebraic K-theory (especially the localization exact
sequence), and Kazuya Kato has proven it for certain specific p-adic Lie
extensions of totally real fields up to the present ([Kato1]). Mahesh Kakde
generalized Kato’s proof and proved the main conjecture for other types of
extensions ([Kakde]). Ju¨rgen Ritter and Alfred Weiss also formulated the
main conjecture in a little different way (“Equivariant Iwasawa theory,” see
[R-W1].), also using algebraic K-theory.
In this paper, we prove the Iwasawa main conjecture (in the sense of
[CFKSV]) of totally real fields for certain non-commutative p-extensions,
using the method of Kato in [Kato1].
Let F be a totally real number field, and let p be a prime number. Let
F∞/F be a totally real Lie extension containing the cyclotomic Zp-extension
F cyc of F . We assume that only finitely many primes of F ramify in F∞.
The aim of this paper is to prove the following theorem.
Theorem 0.1 (=Theorem 3.1). Assume that the following conditions are
satisfied.
(1) G = Gal(F∞/F ) ∼=

1 Fp Fp Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
× Γ,
where Γ is a commutative p-adic Lie group isomorphic to Zp.
(2) p 6= 2, 3.
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(3) There exists a finite extension F ′ ⊆ F∞ of F such that the µ-invariant
of (F ′)cyc/F ′ equals to zero, where (F ′)cyc/F ′ is the cyclotomic Zp-
extension of F ′.
Then the p-adic zeta function ξF∞/F for F
∞/F exists and the Iwasawa
main conjecture for F∞/F is true.
Let us summarize how to prove this theorem. We consider the following
family of subgroups of G.
U0 = G, V0 =

1 0 Fp Fp
0 1 0 Fp
0 0 1 0
0 0 0 1
× {1},
U1 =

1 Fp Fp Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
× Γ, V1 =

1 0 0 Fp
0 1 0 0
0 0 1 0
0 0 0 1
× {1},
U˜2 =

1 0 Fp Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
× Γ, V˜2 =

1 0 0 Fp
0 1 0 Fp
0 0 1 0
0 0 0 1
× {1},
U2 =

1 0 0 Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
× Γ, V2 =

1 0 0 0
0 1 0 Fp
0 0 1 0
0 0 0 1
× {1},
U3 =

1 0 0 Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
× Γ, V3 = {I4} × {1},
where I4 is the unit matrix of GL4(Fp).
In the following, we use the notation Ui (resp. Vi) for one of the subgroups
U0, U1, U˜2, U2 and U3 (resp. V0, V1, V˜2, V2 and V3). Note that each quotient
group Ui/Vi is abelian.
Now we have a homomorphism
θi : K1(Λ(G))
Nr−→ K1(Λ(Ui))→ K1(Λ(Ui/Vi)) = Λ(Ui/Vi)×
where Λ(G) denotes the Iwasawa algebra of G. Here the first map is the
norm map of K-theory and the second one is the natural map induced by
Λ(Ui)→ Λ(Ui/Vi).
On the other hand, John Coates et al. introduced the canonical Øre set S
of Λ(G) (See §2 and [CFKSV]) and considered the Øre localization Λ(G)S
to formulate the main conjecture. For this localized Iwasawa algebra, we
also have a homomorphism
θS,i : K1(Λ(G)S)
Nr−→ K1(Λ(Ui)S)→ K1(Λ(Ui/Vi)S) = Λ(Ui/Vi)×S
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by the same construction as θi. We denote
θ = (θi)i : K1(Λ(G)) →
∏
i
Λ(Ui/Vi)
×
and
θS = (θS,i)i : K1(Λ(G)S)→
∏
i
Λ(Ui/Vi)
×
S .
Then we have the following proposition.
Proposition 0.2 (Proposition 5.4, Proposition 6.3 and Proposition 6.4).
There exist subgroups
Ψ ⊆
∏
i
Λ(Ui/Vi)
×
and
ΨS ⊆
∏
i
Λ(Ui/Vi)
×
S
which satisfy the following conditions :
(1) Image(θS) ⊆ ΨS.
(2) Image(θ) = Ψ.
(3) ΨS ∩
∏
i
Λ(Ui/Vi)
× = Ψ.
We can characterize both Ψ and ΨS as the subgroups consisting of all
elements which satisfy certain norm relations and certain congruences (for
details, see Definition 5.3 and Proposition 6.2.). In the following, we denote
the induced homomorphisms by the same symbols
θ : K1(Λ(G)) → Ψ and θS : K1(Λ(G)S)→ ΨS.
We call the surjective homomorphism θ the theta map for G and the
homomorphism θS the localized theta map for G.
Then we obtain the following outstanding theorem which was first ob-
served by David Burns.
Theorem 0.3 (=Theorem 3.4, Burns). Let ξi be the p-adic zeta function for
the abelian p-adic Lie extension FVi/FUi where FUi (resp. FVi) is the maximal
intermediate field of F∞/F fixed by Ui (resp. Vi). If (ξi)i is contained in
ΨS, the p-adic zeta function ξ for F
∞/F exists as an element of K1(Λ(G)S)
and satisfies the main conjecture.
Note that the p-adic zeta function (pseudomeasure) ξi for FVi/FUi has
been constructed by using the theory of Pierre R. Deligne and Kenneth
A. Ribet ([De-Ri]), and the Iwasawa main conjecture for FVi/FUi has been
proven by Andrew Wiles ([Wiles]).
The condition for (ξi)i to be contained in ΨS is essentially given by the
congruences among ξi’s, so we may reduce the non-commutative Iwasawa
main conjecture to the congruences among the abelian p-adic zeta pseu-
domeasures via the theta map.
In order to study the congruences which abelian p-adic zeta pseudomea-
sures should satisfy, we use the theory of Hilbert modular forms of Deligne-
Ribet ([De-Ri]), and derive the congruences of p-adic zeta pseudomeasures
(that is, the congruences of constant terms of certain Λ-adic Hilbert modular
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forms) from those of the coefficients of non-constant terms of Λ-adic Hilbert
modular forms (See §7). Kato and Ritter-Weiss first used this technique in
[Kato1] and [R-W3], and obtained many kinds of congruences among abelian
p-adic zeta pseudomeasures.
Actually it is difficult to prove all the desired congruences by using only
this technique, therefore we use the existence of the p-adic zeta function for
a certain quotient group G of G, proven by Kato in [Kato1]. We prove our
main theorem (Theorem 0.1) by using an inductive technique.
0.2. Overview. The detailed content of this paper is as follows.
In §1, we review basic results of (classical) algebraic K-theory. In particu-
lar, we summarize properties of integral logarithmic homomorphisms, which
were first introduced by Robert Oliver and Laurence R. Taylor to study the
structure of the K1-group of a group ring R[G] where G is a finite group and
R is the integer ring of a finite extension of Qp. The integral logarithmic
homomorphisms are maps from multiplicative K1-groups to certain additive
groups, which are much easier to treat (Proposition-Definition 1.29).
In §2, we review the theory of Coates et al. ([CFKSV]), especially how
to formulate the main conjecture.
We state our main theorem precisely in §3, and introduce Burns’ technique
under more general situations than Theorem 0.1.
We construct the theta map for our case from §4 to §6. In §4, we construct
the additive version of the theta map (Proposition-Definition 4.3) by using
linear representation theory of finite groups. In §5, we translate the results
on the additive theta map proven in §4 into the (multiplicative) theta map,
using the integral logarithmic homomorphisms. In §6, we construct the
localized version of the theta map θS . For this purpose, we take the p-adic
completion Λ̂(Γ)(p) of Λ(Γ)(p), and apply the arguments of §4 and §5 to
Λ̂(Γ)(p)[G
f ].
The condition for abelian p-adic zeta pseudomeasures to be contained
in ΨS is essentially given as the congruences among them. Hence in §7, we
study congruences which abelian p-adic zeta pseudomeasures satisfy (Propo-
sition 7.2). We use the theory of Deligne and Ribet on Hilbert modular forms
([De-Ri]).
Since the congruences obtained in §7 are not sufficient to conclude that
abelian p-adic zeta pseudomeasures are contained in ΨS, we introduce Kato’s
p-adic zeta function for a certain sub p-adic Lie extension FN/F of F
∞/F
(Theorem 8.1), and prove Theorem 0.1 by an inductive technique.
Our main theorem gives a new example which is not deduced from pre-
vious results ([Kato1], [R-W2], [R-W3], and [R-W4]).
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0.3. Notation. In this paper, p always denotes a positive prime number.
We denote by N the set of natural numbers (the set of strictly positive
integers), denote by Z (resp. Zp) the ring of integers (resp. p-adic integers),
and also denote by Q (resp. Qp) the rational number field (resp. the p-adic
number field).
For an arbitrary group G, we denote by Conj(G) the set of all conjugacy
classes of G.
For every pro-finite group P , we always denote by Λ(P ) = Zp[[P ]] its
Iwasawa algebra (that is, its completed group ring over Zp).
We denote by Γ a commutative p-adic Lie group which is isomorphic to
Zp. Throughout this paper, we fix a topological generator t of Γ. In other
words, we fix an isomorphism
Λ(Γ)
≃−→ Zp[[T ]]
t 7→ 1 + T
where Zp[[T ]] is the formal power series ring over Zp.
We always assume that every associative ring has 1. We also use the
following notation:
Mn(R) = {the ring of n× n-matrices with entries in R},
GLn(R) = {M ∈ Mn(R) |M is an invertible matrix},
where R is an associative ring. If R is a commutative domain, we denote by
Frac(R) its fractional field.
We always regard K0-groups as additive groups, and K1-groups as mul-
tiplicative groups.
Finally, we fix an algebraic closure Q of Q and fix embbedings
Q →֒ C, Q →֒ Qp
where C denotes the complex number field and Qp the algebraic closure of
Qp.
0.4. Acknowledgment. The author would like to thank everyone with
whom he has been concerned. He would like to express his sincere grati-
tude to Professor Shuji Saito, Professor Kazuya Kato and Professor Takeshi
Tsuji among them; Professor Shuji Saito has invited the author to the mys-
terious and interesting world of number theory through his lectures and
seminars; Professor Kazuya Kato has shown the author the mystic aspect
of non-commutative Iwasawa theory and motivated the author to study it
through his intensive lectures at the University of Tokyo in 2006; and Pro-
fessor Takeshi Tsuji, whom the author is most grateful to, has given the
author a lot of useful advice through his seminars and read the manuscript
very carefully. Especially, the main idea of the inductive technique (used in
6 TAKASHI HARA
§8) is due to him. This paper could never have existed without their direct
and indirect cooperation.
Mahesh Kakde has recently generalized the Kato’s method used in [Kato1]
and proven the main conjecture for other cases in the different way from this
paper (see [Kakde]). The author would like to express his sincere gratitude
to Mahesh Kakde for sending the latest version of his paper.
1. Preliminaries on algebraic K-theory
In this section, we summarize basic results of algebraic K-theory which
we need to formulate the non-commutative Iwasawa main conjecture and to
construct the theta map.
1.1. Definitions and first properties. First, we review the definition of
K-groups and their properties. For more details, see [Bass1].
Definition 1.1 (Grothendieck groups, K0-groups). Let C be a category
with a product ⊥ (recall that a category C with a product ⊥ is a category
equipped with a functor ⊥ : C ×C → C ). Then we define the Grothendieck
group of C K0(C ) as an abelian group equipped with a map
[ · ] : ObC −→ K0(C )
satisfying the following universal properties.
(K0-1) For every X,Y ∈ ObC satisfying X ∼= Y , [X] = [Y ].
(K0-2) For every X,Y ∈ ObC , [X⊥Y ] = [X] + [Y ].
Namely, if a map f : ObC −→ A (A : an abelian group) satisfies the
properties (K0-1) and (K0-2), there exists a unique group homomorphism
ψ : K0(C )→ A which makes the following diagram commute:
ObC
[ · ]
//
f
$$J
JJ
JJ
JJ
JJ
J
K0(C )
∃!ψ

A
For every associative ring R, we define K0(R) as the Grothendieck group
of the category of finitely generated projective left R-modules.
Definition 1.2 (Whitehead groups, K1-groups). Let C be a category with
a product ⊥. Let Aut(C ) be the category of automorphisms of objects of
C . Namely, an object of Aut(C ) is a pair (X,σ) where X ∈ ObC and
σ : X → X is an automorphism of X. A morphism f : (X,σ) −→ (Y, τ) is a
morphism f : X → Y in C which satisfies f ◦ σ = τ ◦ f .
Then we define the Whitehead group of C K1(C ) as an abelian group
equipped with a map
[ · ] : ObAut(C ) −→ K1(C )
satisfying the following universal properties.
(K1-1) For every (X,σ), (Y, τ) ∈ ObAut(C ) satisfying (X,σ) ∼= (Y, τ),
[(X,σ)] = [(Y, τ)].
(K1-2) For every (X,σ), (Y, τ) ∈ ObAut(C ), [(X,σ)⊥(Y, τ)] = [(X,σ)] ·
[(Y, τ)].
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(K1-3) For every (X,σ), (X,σ
′) ∈ ObAut(C ), [(X,σ ◦ σ′)] = [(X,σ)] ·
[(X,σ′)].
For every associative ring R, we define K1(R) as the Whitehead group of
the category of finitely generated projective left R-modules.
Remark 1.3. When R is the group ring OK [G] of a finite group G over
the integer ring of a number field K, the terminology “Whitehead group” is
usually used for the group
Wh(OK [G]) = K1(OK [G])/(µ(OK )×Gab),
where µ(OK) is the multiplicative group consisting of all roots of 1 contained
in OK .
We have another interpretation of the Whitehead group of an associative
ring R (Whitehead’s construction): let En(R) be a subgroup of GLn(R)
generated by all “elementary matrices,” that is,
En(R) = 〈In + rEij | 1 ≤ i 6= j ≤ n, r ∈ R〉
where
Eij =

j
0 0 · · · 0
i 0
. . . 1
. . .
...
. . .
...
0 · · · · · · 0
.
Here we denote the unit matrix of GLn(R) by In. Note that En(R) is
normal in GLn(R).
Let
GL(R) = lim−→
n
GLn(R) and E(R) = lim−→
n
En(R),
then we have
K1(R) = GL(R)/E(R).
For the equivalence of Definition 1.2 and Whitehead construction, see
[Bass1], Chapter IX.
Definition 1.4 (Relative Whitehead groups). Let R be an associative ring
and a ⊆ R an arbitrary (two-sided) ideal. Set
GLn(R, a) = Ker(GLn(R) −→ GLn(R/a)),
En(R, a) = The minimal normal subgroup of GLn(R, a)
containing {In + rEij | 0 ≤ i 6= j ≤ n, r ∈ a},
and
GL(R, a) = lim−→
n
GLn(R, a), E(R, a) = lim−→
n
En(R, a).
Then we define
K1(R, a) = GL(R, a)/E(R, a).
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Proposition 1.5 (Whitehead’s lemma). Let R and a be as above. Then
E(R) = [GL(R),GL(R)],
E(R, a) = [E(R),E(R, a)] = [GL(R),GL(R, a)].
Proof. See [Milnor], Lemma 3.1, Lemma 4.3. 
The following two propositions are well known and we often use them
later.
Proposition 1.6. Let R be an associative ring and a be a two-sided ideal
contained in its Jacobson radical. Then the canonical homomorphism
K1(R) −→ K1(R/a)
induced by R→ R/a is surjective.
Proof. See [Bass1], Chapter IX, Proposition (1.3). 
Proposition 1.7. Let R be a semi-local associative ring (recall that R is
semi-local if R/J is semi-simple where J is the Jacobson radical of R). Then
the following properties hold.
(1) The group homomorphism
R× −→ K1(R);u 7→ [(R,− · u)]
is surjective, where − · u is the automorphism of R defined by multipli-
cation by u from the right (here we regard R as a left R-module).
If R is semi-local and also commutative, the homomorphism above is
an isomorphism.
(2) (stability property)
For each d ≥ 2, we have the canonical isomorphism
K1(R) ∼= GLd(R)/Ed(R).
Proof. For (1), see [Bass1] Chapter IX, Proposition (1.4). When R is com-
mutative, the determinant map gives the inverse map of R× → K1(R).
For (2), see [Bass1] Chapter V, Theorem (9.1). 
Now let us study the project limit of K1-groups for semi-local rings.
Proposition 1.8. Let R be a semi-local ring and {R(n)}n∈N a projective
system of semi-local rings such that R(n) → R(m) is surjective for each
n > m ≥ 1 and lim←−nR
(n) ∼= R.
Then the homomorphism
K1(R)→ lim←−
n
K1(R
(n))
induced by the canonical homomorphisms K1(R)→ K1(R(n)) is an isomor-
phism.
Proof. By the stability property (Proposition 1.7 (2)), we have
K1(R) ∼= GLd(R)/Ed(R) and K1(R(n)) ∼= GLd(R(n))/Ed(R(n))
for every d ≥ 2. Fix d ≥ 2.
Consider the exact sequence
(1.1) 1 −−−−→ Ed(R(n)) −−−−→ GLd(R(n)) −−−−→ K1(R(n)) −−−−→ 1
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for each n ≥ 1. Then for every n > m ≥ 1, the natural homomorphism
Ed(R
(n))→ Ed(R(m))
induced by R(n) → R(m) is clearly surjective. Therefore {Ed(R(n))}n∈N sat-
isfies the Mittag-Leffler condition, and we have the following exact sequence
1 // lim←−n Ed(R
(n)) // lim←−nGLd(R
(n)) // lim←−nK1(R
(n)) // 1
by taking the projective limit of (1.1).
Now consider the following diagram:
1 // Ed(R)

// GLd(R)

// K1(R)

// 1
1 // lim←−n Ed(R
(n)) // lim←−nGLd(R
(n)) // lim←−nK1(R
(n)) // 1
here the vertical homomorphisms are induced by the canonical homomor-
phism R→ R(n). We can easily check that each square diagram commutes.
Then the left and middle vertical homomorphisms are canonically isomor-
phic. Hence the right vertical homomorphism is also an isomorphism by the
snake lemma. 
1.2. Norm maps in K-theory. The theta map, which we will construct
in the following sections, is essentially a family of norm maps in algebraic
K-theory.1 So let us review the construction and properties of norm maps
of K-groups.
Let R′/R be an extension of a ring R. Suppose that R′ is a finitely
generated projective module as a left R-module. Then we may regard R′ as
left R- right R′-bimodule RR′R′ . We define
NrR′/R :=
[
RR
′
R′ ⊗R′ −
]
: Ki(R
′) −→ Ki(R) (i = 0, 1).
We often use norm maps in the following situation: let G be a group and
H be its subgroup of finite index. Then we have an inclusion of group rings
Zp[H]→ Zp[G]. Hence we obtain a norm map
NrZp[G]/Zp[H] : Ki(Zp[G]) −→ Ki(Zp[H]) (i = 0, 1).
If G is a pro-finite group and H is its open subgroup, we also obtain
NrΛ(G)/Λ(H) by the same construction.
Now we calculate
NrZp[G]/Zp[H] : K1(Zp[G]) −→ K1(Zp[H]) ∼= Zp[H]×
under the specific condition that G is a group and H is a commutative
subgroup of finite index. Note that both Zp[G] and Zp[H] are local rings. By
Proposition 1.7 (1), we can identify K1(Zp[H]) with Zp[H]×. Take a system
of representatives {u1, . . . , ur} of the coset decomposition H\G. Then Zp[G]
is regarded as a left free Zp[H]-module with basis {u1, . . . , ur}.
1In some books and papers, norm maps are also called “transfer homomorphisms.”
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Let φ be an element ofK1(Zp[G]). By Proposition 1.7 (1) again, we obtain
x ∈ Zp[G]× such that [x] = φ. Let
ujx =
r∑
i=1
xijui (xij ∈ Zp[H])
for each j. Then we can calculate NrZp[G]/Zp[H]φ as
NrZp[G]/Zp[H]φ = det((xij)1≤i,j≤r) ∈ Zp[H]×.
Proof. By the calculation above, we may identify NrZp[G]/Zp[H]φ with the im-
age of (xij)i,j in K1(Zp[H]) = GL(Zp[H])/E(Zp[H]). Since Zp[H] is commu-
tative, the surjection Zp[H]× → K1(Zp[H]) is an isomorphism by Proposi-
tion 1.7 (1). The determinant map gives the inverse map of the isomorphism
above, and it maps NrZp[G]/Zp[H]φ = [(xij)i,j ] to det(xij)i,j. 
When G is a pro-finite group and H is its commutative open subgroup,
we may calculate NrΛ(G)/Λ(H) explicitly in the same way.
We end this subsection with a certain compatibility property of norm
maps.
Proposition 1.9. Let G be a group and H be its subgroup of finite index.
Let N be a subgroup of H normal in G and H.
Then for i = 0, 1, the following diagram commutes :
Ki(Zp[G])
NrZp[G]/Zp[H]−−−−−−−−→ Ki(Zp[H])
πG
y yπH
Ki(Zp[G/N ]) −−−−−−−−−−−→
NrZp[G/N]/Zp[H/N]
Ki(Zp[H/N ])
where πG and πH are canonical homomorphisms induced by
πG : Zp[G] −→ Zp[G/N ] and πH : Zp[H] −→ Zp[H/N ].
When G is a pro-finite group, H is its open subgroup and N is a closed
subgroup of H normal in G and H, the same statement holds for NrΛ(G)/Λ(H)
and NrΛ(G/N)/Λ(H/N).
Proof. Let {u1, . . . , ur} be a system of representatives of H\G. Then it is
clear that {u1, . . . , ur} is that of (H/N)\(G/N) where ui = πG(ui). Then
we have
πH ◦NrZp[G]/Zp[H]
= [Zp[H/N ]⊗Zp[H]
(
Zp[H]Zp[G]Zp[G]
)⊗Zp[G] −]
=
[
Zp[H/N ]⊗Zp[H]
(
r⊕
i=1
Zp[H]ui
)
⊗Zp[G] −
]
=
[(
r⊕
i=1
Zp[H/N ]ui
)
⊗Zp[G] −
]
=
[(
Zp[H/N ]Zp[G/N ]Zp [G/N ]
)⊗Zp[G/N ] (Zp[G/N ]) ⊗Zp[G] −]
= NrZp[G/N ]/Zp[H/N ] ◦ πG.
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The pro-finite version can be verified in the same manner. 
1.3. The localization exact sequences. Let R be an associative ring and
S be a multiplicatively closed subset of R containing 1. In 1968, Hyman Bass
constructed “the K1-K0 localization sequence” ([Bass1]):
K1(R)→ K1(S−1R) ∂−→ K0(R,S)→ K0(R)→ K0(S−1R)
for central S (recall that S is central if S contained in the center of R).
In this subsection, we define Øre localizations (certain “good” localiza-
tions of non-commutative associative rings) and introduce the K1-K0 local-
ization exact sequence for a non-central Øre set S which is the generalization
of Bass’ exact sequence for central S.
Definition 1.10 (Øre sets). Let R be an associative ring, and S ⊆ R be a
multiplicatively closed subset containing 1.
S is called a left (resp. right) Øre set if S satisfies following two conditions.
(Øre-1) For every r ∈ R and s ∈ S, Sr ∩Rs 6= ∅ (resp. rS ∩ sR 6= ∅).
(Øre-2) If r ∈ R satisfies rs = 0 (resp. sr = 0) for a certain element s ∈ S,
there exists s′ ∈ S such that s′r = 0 (resp. rs′ = 0).
Example 1.11. Let R be an associative ring and S be a multiplicatively
closed subset containing 1. Suppose that S is contained in the center of R.
Then S is a left and right Øre set: for an arbitrary r ∈ R and s ∈ S, there
exist r′ ∈ R and s′ ∈ S such that s′r = r′s and rs′ = sr′ since we may
choose s′ = s and r′ = r.
Proposition 1.12. Let R be an associative ring and S a left (resp. right)
Øre set. Let k ∈ N. Then the following property holds :
(Øre-1′) For arbitrary s1, . . . , sk ∈ S, there exist r1, . . . , rk ∈ R which satisfy
r1s1 = · · · = rksk ∈ S (resp. s1r1 = · · · = skrk ∈ S).
Proof. Directly by (Øre-1) for k = 2. Then we can show (Øre-1′) for k ≥ 3
by induction. 
Proposition-Definition 1.13 (Øre localization). Let R be an associative
ring and S be a left (resp. right) Øre set of R.
(1) (Existence of the Øre localization)
There exist a ring [S−1]R (resp. R[S−1]) and a canonical ring homo-
morphism ι : R −→ [S−1]R (resp. R[S−1]) which satisfy the following
conditions :
(loc-1) For every s ∈ S, ι(s) is invertible.
(loc-2) Every element in [S−1]R (resp. R[S−1]) can be described in the
form ι(s)−1ι(r) (resp. ι(r)ι(s)−1) for certain r ∈ R and s ∈ S.
(loc-3) For r ∈ R, ι(r) = 0 if and only if there exists s ∈ S such that
sr = 0 (resp. rs = 0) in R.
(2) (The universality property)
Suppose that a ring homomorphism f : R −→ R˜ maps all elements of
S to invertible elements of R˜. Then there exists a unique ring homo-
morphism ψ which makes the following diagram commute :
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[S−1]R (resp. R[S−1])
∃!ψ

R
ι
66nnnnnnnnnnnnnnn
f
// R˜
We call [S−1]R (resp. R[S−1]) the left (resp. right) Øre localization of R
with respect to S.
For an arbitrary left (resp. right) R-module M , we define the left (resp.
right) Øre localization of M with respect to S to be the module [S−1]M =
[S−1]R ⊗R M (resp. M [S−1] =M ⊗R R[S−1]).
Sketch of the proof. We only give the construction of the left Øre localization
[S−1]R. Set
[S−1]R = S ×R/ ∼
where ∼ is an equivalence relation defined by (s, r) ∼ (s′, r′) if and only if
there exist a, b ∈ R which satisfy ar = br′ and as = bs′ ∈ S.
Then we may define the additive law and the multiplicative law as follows:
(s, r) + (s′, r′) = (t, ar + br′) where t = as = bs′ ∈ S,
(s, r) · (s′, r′) = (ts, ar′) where tr = as′, t ∈ S.
For the well-definedness of ∼, +, · , and for the universality property, we
use the Øre conditions (Øre-1) and (Øre-2).
For details, see [Sten], Chapter II. 
Corollary 1.14. Let R be an associative ring. If a multiplicatively closed
subset S satisfies both left and right Øre conditions, then the canonical iso-
morphism [S−1]R ≃−→ R[S−1] exists.
Proof. Directly from the universality property. 
Proposition 1.15. Let R be an associative ring and S a left (resp. right)
Øre set. Then the left (resp. right) Øre localization [S−1]R (resp. R[S−1]) is
flat as a right (resp. left) R-module.
In other words, the left (resp. right) Øre localization defines the exact func-
tor from the category of left (resp. right) R-modules to that of left [S−1]R-
modules (resp. right R[S−1]-modules).
Proof. See [Sten], Chapter II, Proposition 3.5. 
Definition 1.16 (S-torsion modules). Let R be an associative ring and S be
a left Øre set. We define MS(R) to be the category of finitely generated S-
torsion left R-modules, that is, an objectM of MS(R) is a finitely generated
left R-module satisfying [S−1]M = 0.
We may easily show that for an arbitrary objectM ofMS(R), there exists
an element of S such that sM = 0 if S is central.
Bass constructed the following localization exact sequence for central S.
Definition 1.17. Let R be an associative ring and S its multiplicatively
closed subset. Let HS(R) be the category of finitely generated S-torsion
left R-modules with projective resolutions of finite length. Then we put
K0(R,S) = K0(HS(R)).
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Remark 1.18. Note that we may identify K0(R,S) with the relative Gro-
thendieck group associated to the canonical ring homomorphism R −→
[S−1]R. For the definition of relative Grothendieck groups, see [Bass1],
Chapter IX, §1.
We can also identify this group with the Grothendieck group of the cat-
egory of bounded complexes of finitely generated projective left R-modules
whose cohomologies are of S-torsion.
Theorem 1.19 (Bass, the localization exact sequence for central S). Let
R be an associative ring with 1 and let S be its multiplicatively closed sub-
set contained in the center of R. Suppose that for every element s of S,
multiplication by s in R induces an injection R
s−→ R.
Then there exists an exact sequence of K-groups :
K1(R)→ K1(S−1R) ∂−→ K0(R,S)→ K0(R)→ K0(S−1R).
Proof. See [Bass1], Chapter IX, Theorem (6.3). 
Proposition 1.20. If R has finite global dimension (in other words, if every
finitely generated left R-module has finite projective dimension), we have
Ki(R,S) = Ki(MS(R)) (i = 0, 1).
Proof. It is clear since HS(R) = MS(R) in this case. 
A. J. Berrick and M. E. Keating constructed the localization sequence for
Øre localizations by generalizing the Bass’ construction of the localization
sequence for central S:
Theorem 1.21 (Berrick-Keating). Let R be an associative ring with 1 and
S a left Øre set. Suppose that no elements of S are zero divisors in R.
Let HS,1(R) be the subcategory of MS(R) consisting of finitely presented
S-torsion left R-modules with projective dimension 1. Then there exists an
exact sequence of K-groups :
(1.2) K1(R)→ K1([S−1]R) ∂−→ K0(HS,1(R))→ K0(R)→ K0([S−1]R).
Proof. See [Ber-Keat]. 
We remark that Daniel R. Grayson also constructed the exact sequence
(1.2) by using Quillen’s higher K-theory ([Grayson]).
In the following, we use the modified version of Berrick-Keating’s local-
ization sequence.
Theorem 1.22 (The localization exact sequence for Øre localization). Let
R be an associative ring with 1 and S a left Øre set. Suppose that no
elements of S are zero divisors in R. Then there exists an exact sequence of
K-groups :
K1(R)→ K1([S−1]R) ∂−→ K0(R,S)→ K0(R)→ K0([S−1]R).
Proof. It suffices to show that
(1.3) K0(HS(R)) = K0(HS,1(R)).
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First, we show that for everyM ∈ ObHS(R),M has a finite resolution by
objects of HS,1(R). Let {m1, . . . ,mk} be elements of M which generate M ,
and d the projective dimension ofM . Then we have the canonical surjection
π : ⊕ki=1 Rei →M ; ei 7→ mi (1 ≤ i ≤ k),
where {ei}1≤i≤k is the free basis. We set L = Ker(π). Note that L is a
left free module. Since M is a S-torsion module, there exists si ∈ S which
annihilatesmi for each i. Then we obtain an element s ∈ S which annihilates
allmi by (Øre-1
′). For this s, we have π
(⊕ki=1Rsei) = 0, therefore ⊕ki=1Rsei
is a left free R-submodule of L. Consider
0→ L/⊕ki=1 Rsei → ⊕ki=1Rei/⊕ki=1 Rsei →M → 0,
then ⊕ki=1Rei/ ⊕ki=1 Rsei is free and of S-torsion (Let x =
∑k
i=1 riei be an
arbitrary element of ⊕ki=1Rei/⊕ki=1 Rsei. For each i there exist s′i ∈ S and
r′i ∈ R such that s′iri = r′is. We obtain r′′i ∈ R (1 ≤ i ≤ k) which satisfies
r′′1s
′
1 = · · · = r′′ks′k ∈ S by (Øre-1′). Then the element s˜ = r′′1s′1 = · · · = r′′ks′k
annihilates x), therefore ⊕ki=1Rei/ ⊕ki=1 Rsei is an object of HS,1(R). Note
that the projective dimension of L/⊕ki=1Rsei is d−1. Hence we can construct
a resolution of M by objects of HS,1(R) by induction on the projective
dimension d.
Then (1.3) reduces to Grothendieck’s resolution theorem (See Theorem
1.23). Note that both HS(R) and HS,1(R) are admissible subcategories of
M(R) (that is, HS(R) and HS,1(R) are full additive subcategories of MS(R)
which have at most sets of isomorphism classes of objects, and if 0→M ′ →
M →M ′′ → 0 is an arbitrary exact sequence in M(R) for which M and M ′
are objects of HS(R) (resp. HS,1(R)), M
′′ is also an object of HS(R) (resp.
HS,1(R))). See [Bass2], Corollary (8.5). 
Theorem 1.23 (Grothendieck’s resolution theorem). Let M be an abelian
category and P ⊆ P′ admissible subcategories of M. Assume an arbitrary
object P ′ of P′ has a finite resolution by objects of P. Then the inclusion
P ⊆ P′ induces an isomorphism K0(P) ∼= K0(P′).
Proof. See [Bass2], Theorem (7.1). 
Remark 1.24. In our case, the canonical Øre set S for Λ(G) (See §2) is
essentially contained in the center Λ(Γ) (See §6, Lemma 6.1), therefore Bass’
localization sequence is sufficient for the proof of our main theorem.
1.4. Theory of the integral logarithm. Integral logarithmic homomor-
phisms were used by Robert Oliver and Laurence R. Taylor to study struc-
ture of Whitehead groups of group rings of finite groups ([Oliver], [Oli-Tay]).
We use these homomorphisms to translate “the additive theta map” into
“the (multiplicative) theta map” (See §5). Ritter and Weiss also used them
to formulate their “equivariant Iwasawa theory” ([R-W1]).
Let R be a complete discrete valuation ring with mixed characteristics
(0, p), K its fractional field, π a uniformizer of R and k the residue field of R.
Let A be an “R-order,” that is, an R-algebra which is free as a left R-module
(though Oliver and Taylor treated only Zp-orders in [Oliver] and [Oli-Tay],
we need integral logarithms for the Λ̂(Γ)(p)-order Λ̂(Γ)(p)[G
f ] to construct
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the localized version of the theta map (see § 6), therefore we introduce here
the generalized version of integral logarithms for general R-orders).
Lemma 1.25 ([Oliver], Lemma 2.7 for Zp-orders). Let R, K, π, k and A be
as above, and let J be the Jacobson radical of A. Then for every two-sided
ideal a ⊆ J , 1 + a is a multiplicative group. Moreover, for an arbitrary
element x ∈ a, the power series
(1.4) log(1 + x) =
∞∑
i=1
(−1)i−1x
i
i
converges p-adically in aQ = Q⊗Z a, and satisfies
(1.5) log((1 + x)(1 + y)) ≡ log(1 + x) + log(1 + y) mod [AQ, aQ]
for every x, y ∈ a where AQ = Q⊗Z A.
In particular, log induces a homomorphism of groups
log : 1 + a −→ aQ/[AQ, aQ].
Here for arbitrary two-sided ideals a and b of R, [a, b] denotes the two-
sided ideal generated by [a, b] = ab− ba where a ∈ a and b ∈ b.
Proof. Since A/Aπ is finite over k = R/Rπ, it is a left Artinian k-algebra.
Note that J/Aπ is the Jacobson radical of A/Aπ, and by commutative ring
theory, the Jacobson radical of an arbitrary (left) Artinian ring is nilpotent.
Hence for an arbitrary x ∈ a ⊆ J , there exists a certain natural number m
such that
(1.6) xm ∈ Aπ.
Let e be the absolute ramification index ofK. Then we have xn ∈ Ap[n/em]
for each n ≥ em where [r] denotes the greatest integer not greater than r
for every r ∈ R. Ap[n/em] converges to zero as n→∞, therefore we obtain
lim
n→∞ |x
n|p = 0,
which implies the power series
(1 + x)−1 =
∞∑
i=0
(−1)ixi
converges in A. Since a is closed in p-adic topology, we may conclude that
(1 + x)−1 ∈ 1 + a. It is clear that 1 + a is closed under multiplication (note
that a is a two-sided ideal), therefore 1 + a is a multiplicative group.
Now we also have xn/n ∈ A · (p[n/em]/n) for each n ≥ em by (1.6),
therefore we obtain
(1.7) lim
n→∞
∣∣∣∣xnn
∣∣∣∣
p
= 0,
which implies that the power series (1.4) converges in AQ. Then we can
show that (1.4) converges in aQ by the same argument as above.
We may also show the equation (1.5) by direct calculation, but this cal-
culation is quite complicated because of the non-commutativity of A. See
[Oliver], Chapter 2, Lemma 2.7. 
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Remark 1.26. Note that though Oliver constructed log only for Zp-orders
in [Oliver], Lemma 2.7 of Chapter 2, his proof does not use peculiarities of
Zp (especially the finiteness of the residue field of R). So we can apply his
proof to the case of general R-orders.
Proposition 1.27 ([Oliver], Theorem 2.8 for Zp-orders). Let A and a be
as above. Then the logarithmic homomorphism of Lemma 1.25 induces the
following homomorphism of abelian groups :
loga : K1(A, a) −→ aQ/[AQ, aQ].
Sketch of the proof. For every n ≥ 1 and for an ideal Mn(a) ⊆ Mn(A), we
have a logarithmic homomorphism (Lemma 1.25)
log(n) : GLn(A, a) = In +Mn(a)
log−−→ Mn(aQ)/[Mn(AQ),Mn(aQ)]
trace−−−→ aQ/[AQ, aQ]
where In is the unit matrix of GLn(A).
For every X ∈ GLn(A) and A ∈ GLn(A, a) = In +Mn(a), we have
log(n)([X,A]) = log(n)(XAX−1)− log(n)(A) (by (1.5))
= Tr(X log(A)X−1)− Tr(log(A))
= 0.
Hence log(n) induces
log(n) : GLn(A)/[GLn(A),GLn(A, a)] −→ aQ/[AQ, aQ],
and by taking the projective limit, we obtain
loga : K1(A, a) −→ aQ/[AQ, aQ],
using Whitehead’s lemma (Proposition 1.5).
(See [Oliver], Theorem 2.8.) 
Remark 1.28. Let R be the integer ring of a finite extension of Qp, and
take a to be the Jacobson radical J of A = R[G] where G is a finite group.
Then we may extend the domain of the logarithmic homomorphism obtained
in Proposition 1.27 to K1(R[G]) uniquely.
The following exact sequence of K-groups is well known:
K2(R[G]/J)→ K1(R[G], J)→ K1(R[G])→ K1(R[G]/J) → 1
(See [Milnor] Lemma 4.1 and Theorem 6.2). Note that the homomorphism
K1(R[G]) → K1(R[G]/J) is surjective by Proposition 1.6. Since R[G]/J
is a finite semi-simple algebra with p-power order, K2(R[G]/J) = 1 and
p ∤ a = ♯K1(R[G]/J) ([Oliver], Theorem 1.16). Therefore, we may regard
K1(R[G], J) as a subgroup of K1(R[G]), and may extend the domain of logJ
to K1(R[G]) by setting
logR[G] φ =
1
a
logJ φ
a
for every φ ∈ K1(R[G]) (note that φa ∈ K1(R[G], J)). The uniqueness of
the extension is trivial from this construction.
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Now we define integral logarithmic homomorphisms. Let R be a complete
discrete valuation ring which is absolutely unramified, and let G be a finite
p-group. For simplicity, we assume that p 6= 2. We consider a group ring
R[G]. Let J be the Jacobson radical of R[G]. Let
R[Conj(G)] = R[G]/[R[G], R[G]] (resp. K[Conj(G)] = K[G]/[K[G],K[G]])
be the free R-module (resp. the K-vector space) with basis Conj(G). In the
following, we fix the Frobenius automorphism ϕ˜ : K → K when k = R/pR
is not perfect. Then we have
ϕ˜(r) ≡ rp mod pR(1.8)
for every r ∈ R.2
Let ϕ : K[Conj(G)] −→ K[G] be the homomorphism defined by
ϕ
(∑
g
kg[g]
)
=
∑
g
ϕ˜(kg)[g
p] (kg ∈ K, [g] ∈ Conj(G)).
Proposition-Definition 1.29 (The integral logarithms). Set
ΓG,J(u) = logJ(u)−
1
p
ϕ (logJ(u)) ∈ K[Conj(G)], u ∈ K1(R[G], J).
Then ΓG,J induces a homomorphism
ΓG,J : K1(R[G], J) −→ R[Conj(G)],
which we call the integral logarithmic homomorphism for R[G].
When K is a finite unramified extension of Qp and R is its integer ring,
then
ΓG(u) = logR[G](u)−
1
p
ϕ
(
logR[G](u)
)
∈ K[Conj(G)], u ∈ K1(R[G])
also induces a homomorphism
ΓG : K1(R[G]) −→ R[Conj(G)].
Sketch of the proof. Take an arbitrary x ∈ J . Since
ΓG,J(1− x) = −
(
x+
x2
2
+ · · ·
)
+
1
p
ϕ
(
x+
x2
2
· · ·
)
≡ −
∞∑
i=1
1
pi
(
xpi − ϕ(xi)) modR[Conj(G)],
it is sufficient to show that pi|(xpi − ϕ(xi)) for every i ≥ 1, or pn|(xpn −
ϕ(xp
n−1
)) for every n ≥ 1 (note that all primes other than p are invertible
in R).
To do this, we should check each term of the expansion of xp
n
and ϕ(xp
n−1
)
carefully. See [Oliver], Theorem 6.2 for details.
The second part follows immediately by the first part and the uniqueness
of the extension of log (Remark 1.28). 
2If R is the integer ring of a finite unramified extension of Qp, eϕ is the ordinary
Frobenius endomorphism (determined uniquely up to the inertia subgroup). If R is the p-
adic completion of Λ(Γ)(p) (we use this ring in §6), we may choose eϕ as the endomorphism
induced by t 7→ tp.
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Now assume that R is the p-adic integer ring Zp and G is a finite p-group.
In this case we can derive further information about the kernel and image
of the integral logarithms.
Theorem 1.30. Let G be a finite p-group and K1(Zp[G])tors the torsion
part of K1(Zp[G]). Then there exists an exact sequence
1→ K1(Zp[G])/K1(Zp[G])tors ΓG−−→ Zp[Conj(G)] ωG−−→ Gab → 1.
Here ωG is defined by
ωG
(∑
g
ag[g]
)
=
∏
g
gag (ag ∈ Zp, [g] ∈ Conj(G))
and Gab is the abelization of G. We denote by g the image of [g] in Gab.
Proof. See [Oliver], Theorem 6.6. 
For the torsion part of K1(Zp[G]), the following properties are known.
Definition 1.31 (SK1(Zp[G])). Let G be a finite group. Then we put
SK1(Zp[G]) = Ker (K1(Zp[G]) −→ K1(Qp[G])) .
Remark 1.32. We may define the SK1-group for an arbitrary associative
ring by Whitehead construction, but we omit this since we only use SK1-
groups for group rings of Zp[G]-type.
Proposition 1.33. Let G be a finite group.
(1) K1(Zp[G])tors ∼= µp−1 ×Gab × SK1(Zp[G]).
(2) SK1(Zp[G]) is finite.
(3) If G is commutative, SK1(Zp[G]) = 1.
Proof. (1) See [Oliver], Theorem 7.4.
(2) See [Wall], Theorem 2.5.
(3) This follows from the definition of SK1-groups: since Zp[G] and
Qp[G] are local and commutative, we have K1(Zp[G]) ∼= Zp[G]× and
K1(Qp[G]) ∼= Qp[G]× by Proposition 1.7 (1), then Zp[G]× → Qp[G]×
is obviously injective.

2. Basic results of non-commutative Iwasawa theory
In this section, we review basic results of [CFKSV].
Let G be a compact p-adic Lie group containing a normal closed sub-
group H which satisfies G/H ∼= Zp, and let Λ(G) be its Iwasawa algebra. In
the non-commutative Iwasawa theory of [CFKSV], characteristic elements
(the “arithmetic” p-adic zeta functions) are defined as elements of White-
head groups of certain Øre localization of Λ(G) by using the localization
exact sequence. We first define the canonical Øre set S for the group G
introduced in [CFKSV] §2. Then for every element [C] of the relative K0-
groupK0(Λ(G),Λ(G)S ) (in the following, we regardK0(Λ(G),Λ(G)S ) as the
Grothendieck group of the category of bounded complexes of finitely gen-
erated projective left Λ(G)-modules whose cohomologies are of S-torsion),
we define a characteristic element of [C] as an element of K1(Λ(G)S). Next,
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we characterize the p-adic zeta function (the “analytic” element) as an el-
ement of K1(Λ(G)S) interpolating special values of Artin L-functions, and
formulate the non-commutative Iwasawa main conjecture.
2.1. The canonical Øre set and characteristic elements. Let G be a
compact p-adic Lie group and
Λ(G) = lim←−
U : open normal
Zp[G/U ]
be its Iwasawa algebra. Suppose that there exists a normal closed subgroup
H of G which satisfies G/H ∼= Γ, where Γ is a commutative p-adic Lie group
isomorphic to Zp (See §0.3). In the following, we fix such a subgroup H.
Proposition-Definition 2.1 (The canonical Øre set). Let G and H be as
above. Then
S = {f ∈ Λ(G) | Λ(G)/Λ(G)f is finitely generated as a left Λ(H)-module}
is a left and right Øre set (See Definition 1.10).
We call this S the canonical Øre set for the group G.3
Since S is a left and right Øre set, the left localization and the right
localization of Λ(G) with respect to S are canonically isomorphic to each
other by Corollary 1.14. Therefore we may identify these two localizations.
Because of this reason, we denote by Λ(G)S the left (or right) localization
of Λ(G) with respect to S.
The canonical Øre sets and their properties are discussed well in [CFKSV],
§2. Here we use the following two properties:
Proposition 2.2. Let G be a compact p-adic Lie group and S the canonical
Øre set for it.
(1) The localized Iwasawa algebra Λ(G)S is semi-local.
(2) The elements of S are non-zero divisors in Λ(G).
Proof. (1) See [CFKSV], Proposition 4.2.
(2) See [CFKSV], Theorem 2.4.

Note that we have the canonical surjection Λ(G)×S → K1(Λ(G)S) by
Proposition 1.7 (1) and Proposition 2.2 (1). Also note that by Proposition
2.2 (2), we may consider the localization sequence for the Øre localization
Λ(G)→ Λ(G)S (Theorem 1.22).
Remark 2.3. Assume that G has no p-torsion elements. In this case we
often use
S∗ =
⋃
n≥0
pnS
in place of S, as is remarked in [CFKSV]. We may identifyK0(Λ(G),Λ(G)S∗ )
with K0(MS∗(Λ(G))) whereMS∗(Λ(G)) is the category of finitely generated
left S∗-torsion Λ(G)-modules.
3Since the definition of S depends on the subgroup H , we should call S the canonical
Øre set for (G,H). But by abuse of notation, we often call S the canonical Øre set for G
when the subgroup H is fixed.
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But in our case (See § 3), G has many p-torsion elements. Therefore we
have to treat derived categories of complexes of finitely generated modules.
Now let us consider the localization exact sequence (Theorem 1.22) for
Λ(G)→ Λ(G)S :
(2.1)
K1(Λ(G)) → K1(Λ(G)S) ∂−→ K0(Λ(G),Λ(G)S )→ K0(Λ(G))→ K0(Λ(G)S).
Proposition 2.4. The connecting homomorphism ∂ in (2.1) is surjective.
Therefore, for an arbitrary element [C] ∈ K0(Λ(G),Λ(G)S ), there exists
an element f ∈ K1(Λ(G)S) which satisfies ∂(f) = −[C].
Definition 2.5 (Characteristic element). Let [C] ∈ K0(Λ(G),Λ(G)S ). We
call an element f of K1(Λ(G)S) a characteristic element of [C] if f satisfies
∂(f) = −[C].
Remark 2.6. By the localization exact sequence, characteristic elements of
[C] are determined up to multiplication by elements of K1(Λ(G)).
Proof of Proposition 2.4. We may prove this proposition by the almost same
argument as the proof of Proposition 3.4 in [CFKSV].
Though we assume that G has no p-torsion elements in the proof of Propo-
sition 3.4 in [CFKSV], this assumption is used only to avoid treating com-
plexes directly (this point is also remarked in [CFKSV]). For each complex
C = C·, its canonical image in K0(Λ(G)) is
∑
i∈Z
(−1)i[Ci]. By using this fact
and translating λ, τ, ε in [CFKSV] appropriately, we may apply their proof of
Proposition 3.4 in [CFKSV] to the case where G has p-torsion elements. 
Example 2.7. Let us consider the classical Iwasawa Zp-extension case: G =
Γ,H = {1} and Λ(Γ) ∼= Zp[[T ]]; t 7→ 1 + T .
In this case, by p-adic Weierstrass’ preparation theorem, we have
f(T ) = u(T )png(T )
for an arbitrary non-zero element f(T ) ∈ Zp[[T ]], where u(T ) ∈ Zp[[T ]]×,
n ∈ Z≥0, and g ∈ Zp[T ] is a distinguished polynomial. Hence Λ(Γ)/Λ(Γ)f
is finitely generated over Zp if and only if p ∤ f (or equivalently n = 0).
Therefore the canonical Øre set S is Λ(Γ) \ pΛ(Γ).
Since Γ has no p-torsion elements, we may consider the Øre set S∗ as
in Remark 2.3. It is easy to see that in this case S∗ is the subset of Λ(Γ)
consisting of all non-zero elements. Therefore Λ(Γ)S∗ coincides with the
fractional field Frac(Λ(Γ)).
Furthermore, since Λ(Γ) is local and commutative, we have
K1(Λ(Γ)) = Λ(Γ)
× and K1(Λ(Γ)S∗) = Frac(Λ(Γ))×.
Hence the localization exact sequence is described as follows:
Λ(Γ)× → Frac(Λ(Γ))× ∂−→ K0(Mtor(Λ(Γ)))→ 0,
where Mtor(Λ(Γ)) is the category of all finitely generated torsion Λ(Γ)-
modules. The connecting homomorphism ∂ is characterized by ∂(f) =
[Λ(Γ)/Λ(Γ)f ] for f ∈ Λ(Γ) \ {0} in this (abelian) case.
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Let M be an arbitrary finitely generated torsion Λ(Γ)-module. Then by
the famous structure theorem of finitely generated torsion Λ(Γ)-modules,
there exist fi ∈ Λ(Γ) \ {0} (1 ≤ i ≤ N) and satisfy
M ∼
N⊕
i=1
Λ(Γ)/Λ(Γ)fi (pseudo-isomorphic)
where the image of each fi in Zp[[T ]] is a non-invertible polynomial. Since
the image of every pseudo-null Λ(Γ)-module in K0(Mtor(Λ(Γ))) vanishes
(See [Sch-Ven]), we have
[M ] =
N∑
i=1
[Λ(Γ)/Λ(Γ)fi].
Hence, by the explicit description of ∂, we have
∂(fM ) = [M ]
where fM =
∏N
i=1 fi (the characteristic polynomial of M). fM is determined
up to multiplication by an element of Λ(Γ)×.
The calculation above shows that the characteristic elements in [CFKSV]
are generalized notion of the classical characteristic polynomials.
2.2. The non-commutative Iwasawa main conjecture for totally
real fields. Now let us review the formulation of the non-commutative
Iwasawa main conjecture in the sense of [CFKSV].
Fix a prime number p 6= 2. Let F be a totally real number field and F∞/F
a Galois extension of infinite degree satisfying the following conditions:4
(1) The Galois group G = Gal(F∞/F ) is a compact p-adic Lie group.
(2) Only finitely many primes of F ramify in F∞.
(3) F∞ is totally real and contains the cyclotomic Zp-extension F cyc of
F .
Fix a finite set Σ of primes of F containing all primes which ramify in
F∞.
Definition 2.8. Under the conditions above, we define the complex C by
C = CF∞/F
= RHom(RΓe´t(SpecOF∞ [1/Σ],Qp/Zp),Qp/Zp).
Here Γe´t is the global section functor for e´tale topology.
Note that H0(C) = Zp, H
−1(C) = Gal(MΣ/F∞) where MΣ is the max-
imal abelian pro-p extension of F∞ unramified outside Σ, and Hn(C) = 0
for n 6= 0,−1. We denote Gal(MΣ/F∞) by XΣ(F∞/F ).
Now set H = Gal(F∞/F cyc) and Γ = Gal(F cyc/F ) ∼= Zp. Then if [C] is
an element of K0(Λ(G),Λ(G)S ), we can apply the results of §2.1 to [C] and
obtain a characteristic element for F∞/F as a characteristic element of [C].
Conjecture 2.9. [C] is always an element of K0(Λ(G),Λ(G)S ). In other
words, XΣ(F
∞/F ) is of S-torsion.
4Since the Galois extension we will consider has p-torsion elements, we need to weaken
the conditions in [CFKSV]. See [Kato1] §2 and [Fu-Ka] §4.3.
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Proposition 2.10. Let G′ ⊆ G be a pro-p subgroup of G and let F ′ be
the maximal intermediate field of F∞/F fixed by G′, then the followings are
equivalent :
(1) XΣ(F
∞/F ) is of S-torsion.
(2) µ(F ′cyc/F ′) = 0 where µ is the µ-invariant.
In particular, if the following condition (∗) is satisfied, XΣ(F∞/F ) is of
S-torsion :
(∗) There exists a finite subextension F ′ of F∞ such that
Gal(F∞/F ′) is pro-p and µ(F ′cyc/F ′) = 0.
Proof. This proposition is a variant of [Ha-Sh], Lemma 3.4. 
For the µ-invariants of cyclotomic Zp-extensions, Kenkichi Iwasawa con-
jectured:
Conjecture 2.11 (Iwasawa’s µ = 0 conjecture). For every number field K,
µ(Kcyc/K) = 0.
Corollary 2.12. Assume that Iwasawa’s µ = 0 conjecture is true, then
XΣ(F
∞/F ) is always of S-torsion.
Corollary 2.13. Let K/Q be a finite abelian extension. Then XΣ(K
∞/K)
is of S-torsion.
Proof. µ(Kcyc/K) = 0 by Ferrero-Washington’s theorem ([FW]). 
In the following, we always assume the condition (∗) in Proposition 2.10.
Now we define the “p-adic zeta function” as an element of K1(Λ(G)S).
Let
ρ : G −→ GLd(Q)→ GLd(Qp)
be an arbitrary Artin representation (that is, ρ(G) ⊆ GLd(Q) is a finite
subgroup). Then their exists a finite extension E of Qp such that GLd(E)
contains the image of ρ, and ρ induces a ring homomorphism
ρ : Λ(G) −→ Md(E)
This also induces a homomorphism of K-groups
evρ : K1(Λ(G)) −→ K1(Md(E)) ≃−→ K1(E) ∼= E×
where the isomorphism K1(Md(E))
≃−→ K1(E) is given by the Morita equiv-
alence between Md(E) and E. Composing this with the natural inclusion
E× → Q×p , we obtain the map
evρ : K1(Λ(G)) −→ Q×p .
As is discussed in [CFKSV] §2, this map can be extended to
evρ : K1(Λ(G)S) −→ Qp ∪ {∞}.
We call evρ the evaluation map at ρ. We denote evρ(f) by f(ρ) for every
f ∈ K1(Λ(G)S).
Let
κ : Gal(F (µp∞)/F ) −→ Zp×
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be the p-adic cyclotomic character. Then for every positive integer r divisible
by p−1, κr factors Γ = Gal(F cyc/F ). Therefore we may extend the domain
of κr to G by
G = Gal(F∞/F )→ Gal(F cyc/F ) κr−→ Zp×
where the first map is the canonical surjection.
Definition 2.14 (p-adic zeta function). If ξF∞/F ∈ K1(Λ(G)S) satisfies
(2.2) ξF∞/F (ρ⊗ κr) = LΣ(1− r;F∞/F, ρ)
for every positive integer r divisible by p − 1 and for an arbitrary Artin
representation ρ of G, we call ξF∞/F the p-adic zeta function for F
∞/F .
Here LΣ(s;F
∞/F, ρ) is the complex Artin L-function of ρ in which the
Euler factors at Σ are removed.
Conjecture 2.15. Let F∞/F be as above.
(1) (The existence and the uniqueness of the p-adic zeta function)
The p-adic zeta function ξF∞/F for F
∞/F exists uniquely.
(2) (The non-commutative Iwasawa main conjecture)
The p-adic zeta function ξF∞/F satisfies ∂(ξF∞/F ) = −[CF∞/F ].
Remark 2.16 (The abelian case). Let G = Gal(F∞/F ) be an abelian p-
adic Lie group. In this case, Coates observed that if certain congruences
among the special values of the partial zeta functions were proven, we could
construct the p-adic L-function for F∞/F (See [Coates], Hypotheses (Hn)
and (C0)). These congruences were proven by Deligne and Ribet using the
deep result about Hilbert-Blumenthal modular varieties ([De-Ri]).
Using the Deligne-Ribet’s congruences, Serre constructed the element
ξF∞/F of Frac(Λ(G)) which satisfied the following two properties (Serre’s
p-adic zeta pseudomeasure [Serre2] for F∞/F , also see §7).
(1) For an arbitrary element g of G, (1− g)ξF∞/F is contained in Λ(G).
(2) ξF∞/F satisfies the interpolation property (2.2).
Remark 2.17. The non-commutative Iwasawa main conjecture which we
introduced here was established first by Coates, Fukaya, Kato, Sujatha
and Venjakob for elliptic curves without complex multiplication (the GL2-
conjecture) in [CFKSV]. For more precise statements, see [CFKSV].
In [Fu-Ka], Fukaya and Kato established the main conjecture for gen-
eral cases and showed the compatibility of the main conjecture with the
equivariant Tamagawa number conjecture.
3. The main theorem and Burns’ technique
3.1. The main theorem. Fix a prime number p. We consider the one
dimensional p-adic Lie group G = Gf × Γ where
Gf =

1 Fp Fp Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
 (finite part of G)
and Γ is a commutative p-adic Lie group isomorphic to Zp (See §0.3).
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In the following, we fix generators of Gf and denote them by
α =

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , β =

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1
 ,
γ =

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1
 , δ =

1 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
ε =

1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1
 , ζ =

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
 .
Then the center of Gf is 〈ζ〉 and there are four non-trivial fundamental
relations of Gf :
[α, β] = δ, [β, γ] = ε,
[α, ε] = ζ, [δ, γ] = ζ,
where [x, y] = xyx−1y−1 is the commutator of x and y. Other commutators
among α, β, . . . , ζ are 1. We always denote the indices of α, β, . . . , ζ by
a, b, . . . , f . Note that G satisfies the conditions in §2 for H = Gf . We also
assume that p 6= 2, 3. Under this assumption, the exponent of the group Gf
is p.
Let F be a totally real number field and F∞ a Galois extension of F
satisfying Gal(F∞/F ) ∼= G and the condition (∗) in Proposition 2.10, that
is, there exists an intermediate field F∞/F ′/F such that F ′/F is finite and
the µ-invariant µ ((F ′)cyc/F ′) equals to zero.
Theorem 3.1. Under the notation and the assumptions as above, the p-adic
zeta function ξF∞/F for F
∞/F exists and the main conjecture (Conjecture
2.15 (2)) is true.
Remark 3.2. In this paper we do not discuss the uniqueness of ξF∞/F .
Also see Remark 5.15.
3.2. Burns’ technique. In this subsection, let F∞/F be a general p-adic
Lie extension of a totally real field F satisfying the conditions in §2.2. Put
G = Gal(F∞/F ).
Let F be a family of pairs (U, V ) where U is an open subgroup of G
and V is an open subgroup of H such that V is normal in U and U/V is
commutative.
For F, we assume the following hypothesis:
(♭) For an arbitrary Artin representation ρ of G, ρ is a Z-
linear combination of induced representations IndGUj(χj), as
a virtual representation, where (Uj , Vj) is an element of F
and χj is a character of Uj/Vj of finite order.
IWASAWA THEORY FOR NON-COMMUTATIVE p-EXTENSIONS 25
In the following, we fix a family F satisfying the hypothesis (♭). For every
(U, V ) ∈ F, we have a homomorphism
θU,V : K1(Λ(G)) −→ Λ(U/V )×
which is the composite of the norm map of K-groups (see § 1.2)
NrΛ(G)/Λ(U) : K1(Λ(G)) −→ K1(Λ(U))
and the canonical homomorphism
K1(Λ(U)) −→ K1(Λ(U/V )) = Λ(U/V )×.
Let S be the canonical Øre set for G. Then similarly we have a homo-
morphism
θS,U,V : K1(Λ(G)S) −→ Λ(U/V )×S .
Here we also denote the canonical Øre set for U/V by the same symbol
S by abuse of notation.
Set
θ = (θU,V )(U,V )∈F : K1(Λ(G))→
∏
(U,V )∈F
Λ(U/V )×
and
θS = (θS,U,V )(U,V )∈F : K1(Λ(G)S)→
∏
(U,V )∈F
Λ(U/V )×S .
Let ΨS be a subgroup of
∏
(U,V )∈FΛ(U/V )
×
S and let
Ψ = ΨS ∩
∏
(U,V )∈F
Λ(U/V )×.
Definition 3.3 (The theta map, [Kato1] §2.4). Let G, F, θS, θ, ΨS and Ψ
be as above.
If θ and θS satisfy
(θ-1) Image(θS) ⊆ ΨS ,
(θ-2) Image(θ) = Ψ,
we call the induced surjective homomorphism
θ : K1(Λ(G)) −→ Ψ
the theta map for the group G, and call the induced homomorphism
θS : K1(Λ(G)S) −→ ΨS
the localized theta map for the group G.
For (U, V ) ∈ F, let FU (resp. FV ) be the maximal subgroup of F∞ fixed by
U (resp. V ). Since Gal(FV /FU ) ∼= U/V is abelian, the p-adic zeta function
(pseudomeasure) ξU,V ∈ Frac(Λ(U/V )) for FV /FU (see Remark 2.16) exists.
Theorem 3.4 (Burns, [Kato1] Proposition 2.5). Let G be a compact p-adic
Lie group. Assume that the theta map θ and its localized version θS for G
exist, and also assume that (ξU,V )(U,V )∈F is contained in ΨS.
Then the p-adic zeta function ξF∞/F for F
∞/F exists and satisfies the
main conjecture.
Moreover, if θ is injective, ξF∞/F is determined uniquely.
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Proof. Let f ∈ K1(Λ(G)S) be an arbitrary characteristic element for F∞/F .
Significantly, f is an element ofK1(Λ(G)S) which satisfies ∂(f) = −[CF∞/F ].
Put fU,V = θS,U,V (f) and [CU,V ] = θU,V ([C]) for each (U, V ) ∈ F. Set
uU,V = ξU,V f
−1
U,V . Since the Iwasawa main conjecture is true for abelian
extensions of totally real fields ([Wiles]), we have ∂(ξU,V ) = −[CU,V ]. Hence
we obtain ∂(uU,V ) = 0. By the localization exact sequence (Theorem 1.22),
we have uU,V ∈ Λ(U/V )×.
On the other hand, since (fU,V )(U,V )∈F ∈ Image(θS) ⊆ ΨS by the condi-
tion (θ-1) and (ξU,V )(U,V )∈F ∈ ΨS by assumption, (uU,V )(U,V )∈F is an element
of ΨS . Therefore by the definition of Ψ, we have
(uU,V )(U,V )∈F ∈ Ψ = ΨS ∩
∏
(U,V )∈F
Λ(U/V )×.
By the condition (θ-2), there exists an element u of K1(Λ(G)) which
satisfies θU,V (u) = uU,V . We denote the image of u in K1(Λ(G)S) by the
same symbol u. Put ξF∞/F = uf . Since u is an element of K1(Λ(G)), we
have ∂(u) = 0. Therefore
∂(ξF∞/F ) = ∂(uf) = ∂(u) + ∂(f) = ∂(f) = −[C].
This implies that ξF∞/F is also a characteristic element of [C].
By the construction of ξF∞/F , it is clear that
(3.1) θS,U,V (ξF∞/F ) = ξU,V .
Finally, we prove that ξF∞/F satisfies the interpolation property (2.2).
Since ξU,V is the p-adic zeta function for FV /FU , it satisfies the following
interpolating property:
(3.2) ξU,V (χ⊗ κr) = LΣ(1− r;FV /FU , χ) for r ∈ N, (p− 1) | r
where χ is an arbitrary character of finite index of U/V .
By the hypothesis (♭), an arbitrary Artin representation ρ is written in
the form
ρ =
∑
(U,V )∈F
∑
i∈IU,V
a
(i)
U,V Ind
G
U (χ
(i)
U,V )
where IU,V is a index set, a
(i)
U,V is an integer (assume all but finitely many
a
(i)
U,V are zero), and χ
(i)
U,V is a character of finite index of U/V . Then we have
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ξF∞/F (ρ⊗ κr) =
∏
(U,V )∈F
∏
i∈IU,V
ξ(IndGU (χ
(i)
U,V )⊗ κr)a
(i)
U,V
=
∏
(U,V )∈F
∏
i∈IU,V
θS,U,V (ξ)(χ
(i)
U,V ⊗ κr)a
(i)
U,V
=
∏
(U,V )∈F
∏
i∈IU,V
ξU,V (χ
(i)
U,V ⊗ κr)a
(i)
U,V (by (3.1))
=
∏
(U,V )∈F
∏
i∈IU,V
LΣ(1− r;FV /FU , χ(i)U,V )a
(i)
U,V (by (3.2))
= LΣ
1− r;F∞/F, ∑
(U,V )∈F
∑
i
a
(i)
U,V Ind
G
U (χ
(i)
U,V )

= LΣ(1− r;F∞/F, ρ),
here the first equality follows from the definition of the evaluation maps,
and the fifth equality follows from the compatibility of Artin L-functions
with direct sum of representations.
The second equality follows from the next lemma (Lemma 3.5).
Note that if θ is injective, the element u above is determined uniquely, so
is ξF∞/F . 
Lemma 3.5. Let (U, V ) is an element of F. Then for an arbitrary character
χ of U/V , the following diagram commutes.
K1(Λ(G)S)
ev
IndG
U
(χ)

θS,U,V
// K1(Λ(U/V )S) = Λ(U/V )
×
S
evχ
uukkkk
kkk
kkk
kkk
kk
Qp ∪ {∞}
Proof. We will show the integral version of this lemma. In other words, we
will prove the commutativity of the following diagram:
K1(Λ(G))
ev
IndG
U
(χ)

θU,V
// K1(Λ(U/V )) = Λ(U/V )
×
evχ
uukkk
kkk
kkk
kkk
kkk
kkk
Q
×
p
Let W be the representation space of IndGU (χ) over Q and let W
′ be that
of χ. Suppose that EndQ(W ) (resp. EndQ(W
′)) acts on W (resp. W ′) from
the right.
Then by the definition of evaluation map, we obtain
evIndGU (χ)
= [W ⊗Λ(G) −].
On the other hand, we have
W ∼=W ′ ⊗Λ(U/V ) Λ(G)
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by the definition of induced representations, therefore we have
evIndGU (χ)
=
[
W ′ ⊗Λ(U/V )
(
Λ(U/V )Λ(G)Λ(G)
)⊗Λ(G) −] ,
and the right hand side is nothing but the definition of evχ ◦ θU,V .
It is not difficult to generalize this result to the localized version. 
Kazuya Kato has constructed the theta maps for p-adic Lie groups of
Heisenberg type ([Kato1], see also §8.1) and for certain open subgroups of
Zp
× ⋉ Zp ([Kato2]). Kakde also constructed the theta map for the p-adic
Lie group H⋊Γ of “special type” where H is a compact pro-p abelian p-adic
Lie group. He used the method of Kato in [Kato1] (See [Kakde]).
In our case G = Gf × Γ, it is difficult to show that (ξU,V )(U,V )∈F ∈ ΨS
(See §7 and §8), so we should modify the proof of this proposition to show
our main theorem (Theorem 3.1). But this technique gives us the ideas how
to reduce the difficulties come from non-commutativity to the conditions of
commutative cases.
4. The additive theta map
In the following three sections, we construct the theta map (and its lo-
calized version) for the group G = Gf × Γ. First, we construct a family
F = {(Ui, Vi)} which satisfies the hypothesis (♭) of §3.2. Then we define a
Zp-module homomorphism
θ+ : Zp[[Conj(G)]] −→
∏
i
Zp[[Ui/Vi]]
and characterize its image Ω. We show that θ+ induces an isomorphism
from Zp[[Conj(G)]] to Ω, which we call the additive theta map for the group
G.
4.1. Construction of the family F. First, we define subgroups H and N
of Gf as follows:
H =

1 Fp Fp 0
0 1 Fp 0
0 0 1 0
0 0 0 1
 , N =

1 0 0 Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
 .
Note that N is abelian and normal in G. There are canonical isomorphisms
H
≃−→
1 Fp Fp0 1 Fp
0 0 1
;

1 a d 0
0 1 b 0
0 0 1 0
0 0 0 1
 7→
1 a d0 1 b
0 0 1
 ,
N
≃−→
FpFp
Fp
 ;

1 0 0 f
0 1 0 e
0 0 1 c
0 0 0 1
 7→
fe
c
 .
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By the isomorphisms above, we identify H with
1 Fp Fp0 1 Fp
0 0 1
 and N
with
FpFp
Fp
.
Then Gf is represented as a semi-direct product
Gf ∼= H ⋉N =
1 Fp Fp0 1 Fp
0 0 1
⋉
FpFp
Fp
 ,
where H acts on N from the left as ordinary product of matrices.
From representation theory of semi-direct products of finite groups (See
[Serre1], Chapitre 8.2), all irreducible representations of Gf are obtained
from representations of H and those of N . Let us review this construction.
First, let X(N) be the character group of the abelian group N :
X(N) =
{
χijk
∣∣∣∣0 ≤ i, j, k ≤ p− 1}
where χijk
fe
c
 = exp(2π√−1p (fi+ ej + ck)) (c, e, f ∈ Fp).
The group H acts on X(N) from the right by
(χ ∗ h)(n) = χ(hn) for all n ∈ N
where h ∈ H and χ ∈ X(N). Specifically,
χijk ∗
1 a d0 1 b
0 0 1
 = χi,ai+j,di+bj+k for every
1 a d0 1 b
0 0 1
 ∈ H
where χijk ∈ X(N). Then we have
χ00k (0 ≤ k ≤ p− 1), χ0j0 (1 ≤ j ≤ p− 1), χi00 (1 ≤ i ≤ p− 1)
as a system of representatives for the orbital decomposition X(N)/H.
Next, let Hijk be the isotropic subgroup of H at each χijk. Then for each
representative above, we have
H00k = H0 = H (0 ≤ k ≤ p− 1),
H0j0 = H1 =
1 Fp Fp0 1 0
0 0 1
 (1 ≤ j ≤ p− 1),
Hi00 = H2 =
1 0 00 1 Fp
0 0 1
 (1 ≤ i ≤ p− 1).
Let Gfℓ = Hℓ ⋉N for ℓ = 0, 1, 2. Then we may extend the domain of the
character χ00k (resp. χ0j0, χi00) to G
f
0 (resp. G
f
1 , G
f
2 ) by setting
χ00k(h0n) = χ00k(n), χ0j0(h1n) = χ0j0(n), χi00(h3n) = χi00(n)
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where hℓ ∈ Hℓ(ℓ = 0, 1, 2) and n ∈ N . Note that each χ00k (resp. χ0j0, χi00)
is a character of degree 1 of the group Gf0 (resp. G
f
1 , G
f
2 ).
Now let ρℓ (ℓ = 0, 1, 2) be an arbitrary irreducible representation of Hℓ.
Then we obtain an irreducible representation of Gfℓ by composing ρℓ with
the canonical projection Gfℓ → Hℓ, which we also denote by ρℓ. Consider
the tensor products of representations χ00k ⊗ ρ0 (resp. χ0j0⊗ ρ1, χi00⊗ ρ2),
and let
θk,ρ0 = Ind
Gf
Gf0
(χ00k ⊗ ρ0) = χ00k ⊗ ρ0,
θj,ρ1 = Ind
Gf
Gf1
(χ0j0 ⊗ ρ1),
θi,ρ2 = Ind
Gf
Gf2
(χi00 ⊗ ρ2).
Proposition 4.1. Suppose 0 ≤ k ≤ p− 1, 1 ≤ j ≤ p− 1 and 1 ≤ i ≤ p− 1.
Let ρℓ be an irreducible representation of Hℓ. Then each θk,ρ0 , θj,ρ1 , θi,ρ2
is an irreducible representation of Gf . Moreover, an arbitrary irreducible
representation of Gf is isomorphic to one of the θk,ρ0 , θj,ρ1 , θi,ρ2 .
Proof. See [Serre1], Chapitre 8.2 (for irreducibility of each θ, we use Mackey’s
irreducibility criterion). 
Note that H1 and H2 are abelian groups, so if we set
Uf1 = H1 ⋉N V
′
1 = {I3}⋉
Fp0
Fp

=

1 Fp Fp Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
 , =

1 0 0 Fp
0 1 0 0
0 0 1 Fp
0 0 0 1
 ,
Uf2 = H2 ⋉N V
′
2 = {I3}⋉
 0Fp
Fp

=

1 0 0 Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
 , =

1 0 0 0
0 1 0 Fp
0 0 1 Fp
0 0 0 1
 ,
each irreducible representation θj,ρ1 (resp. θi,ρ2) is obtained as the induced
representation IndG
f
Uf1
(χ′1) (resp. Ind
Gf
Uf2
(χ′2)) where χ
′
1 (resp. χ
′
2) is a certain
character of Uf1 /V
′
1 (resp. U
f
2 /V
′
2) of finite order.
On the other hand, we may regard H0(= H) as a semi-direct product
H ∼=
(
1 Fp
0 1
)
⋉
(
Fp Fp
)
;
1 a d0 1 b
0 0 1
 7→ (1 b
0 1
)
⋉
(
a d
)
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where
(
1 b
0 1
)
∈
(
1 Fp
0 1
)
acts on
(
a d
) ∈ (Fp Fp) from the left by
(
1 b
0 1
)
∗ (a d) = (a d)(1 b
0 1
)−1
(ordinary product of matrices).
Let
UH0 = H V
H
0 = {I2}⋉
(
0 Fp
)
=
1 Fp Fp0 1 Fp
0 0 1
 , =
1 0 Fp0 1 0
0 0 1
 ,
UH1 = {I2}⋉
(
Fp Fp
)
V H1 = {I2}⋉
(
0 0
)
=
1 Fp Fp0 1 0
0 0 1
 , = {I3},
then by an argument similar to above, every irreducible representation of H
is obtained as the induced representation IndH
UHℓ
(χℓ)(ℓ = 0or 1) where χℓ is
a certain character of UHℓ /V
H
ℓ . Therefore if we set
Uf0 = U
H
0 ⋉N V
f
0 = V
H
0 ⋉
FpFp
0

= G, =

1 0 Fp Fp
0 1 0 Fp
0 0 1 0
0 0 0 1
 ,
Uf1 = U
H
1 ⋉N V
′′
1 = V
H
1 ⋉
FpFp
0

=

1 Fp Fp Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
 , =

1 0 0 Fp
0 1 0 Fp
0 0 1 0
0 0 0 1
 ,
each irreducible representation θk,ρ0 is obtained as the induced representa-
tion IndG
f
Uf0
(χ0) (resp. Ind
Gf
Uf1
(χ′′1)) where χ0 (resp. χ
′′
1) is a certain character
of Uf0 /V
f
0 (resp. U
f
1 /V
′′
1 ) of finite order.
Let V f1 = V
′
1 ∩ V ′′1 = 〈ζ〉. Then by the argument above, every irreducible
representation of Gf is obtained as the induced representation of a certain
character χi ∈ X(Ufi /V fi ) where X(Ufi /V fi ) is the character group of the
abelian group Ufi /V
f
i . Hence F
f = {(Uf0 , V f0 ), (Uf1 , V f1 ), (Uf2 , V ′2)} satisfies
the hypothesis (♭) for the group Gf .
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For certain technical reasons, we replace V ′2 by
V f2 = {I3}⋉
 0Fp
0
 =

1 0 0 0
0 1 0 Fp
0 0 1 0
0 0 0 1

and add following subgroups to our family Ff
U˜2
f
=
1 0 Fp0 1 Fp
0 0 1
⋉N V˜2f = {I3}⋉
FpFp
0

=

1 0 Fp Fp
0 1 Fp Fp
0 0 1 Fp
0 0 0 1
 , =

1 0 0 Fp
0 1 0 Fp
0 0 1 0
0 0 0 1
 ,
Uf3 = {I3}⋉N V f3 = {I3}⋉ {0}
=

1 0 0 Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
 , = {I4}.
Note that V f2 (resp. V˜2
f
, V f3 ) is normal in U
f
2 (resp. U˜2
f
, Uf3 ) and U
f
2 /V
f
2
(resp. U˜2
f
/V˜2
f
, Uf3 /V
f
3 ) is abelian.
For each i (including U˜2 and V˜2), let
Ui = U
f
i × Γ, Vi = V fi × {1}
and let F = {(Ui, Vi)}i. It is clear that F satisfies the hypothesis (♭) for the
group G.
4.2. Construction of the isomorphism θ+. In the following, we denote∏
i
Zp[[Ui/Vi]] = Zp[[U0/V0]]× Zp[[U1/V1]]
× Zp[[U˜2/V˜2]]× Zp[[U2/V2]]× Zp[[U3/V3]]
and we use the notation Ui (resp. Vi) for one of the subgroups U0, U1, U˜2, U2
and U3 (resp. V0, V1, V˜2, V2 and V3).
For an arbitrary finite group F , we denote by Zp[Conj(F )] the free Zp-
module of finite rank with free bases Conj(F ). For an arbitrary pro-finite
group P , let Zp[[Conj(P )]] be the projective limit of the free Zp-modules
Zp[Conj(Pλ)] over finite quotient groups Pλ of P .
Let {u1, u2, . . . , uri} ⊆ G be a system of representatives of the coset
decomposition G/Ui for each i. Then for an arbitrary conjugacy class
[g] ∈ Conj(G), set
Tri([g]) =
ri∑
j=1
τj([g])
where τj([g]) = [u
−1
j guj ] if u
−1
j guj is contained in Ui, and τj([g]) = 0 oth-
erwise. It is easy to see that Tri([g]) is independent of the choice of the
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representatives {uj}rij=1, therefore Tri induces a well-defined Zp-module ho-
momorphism
Tri : Zp[[Conj(G)]] −→ Zp[[Conj(Ui)]],
which we call the trace homomorphism from Zp[[Conj(G)]] to Zp[[Conj(Ui)]].
We define the homomorphism θ+i as the composition of the trace map Tri
and the natural surjection
Zp[[Conj(Ui)]] −→ Zp[[Ui/Vi]].
Now let us calculate θ+i ([g0]) for [g0] ∈ Conj(Gf ). Here we regard [g0] as
an element ([g0], 0) contained in Conj(G) = Conj(G
f )× Conj(Γ).
Here we only compute θ+2 ([g0]). We may take {αjδk | 0 ≤ j, k ≤ p− 1} as
a system of representatives of G/U2. If g0 =

1 a d f
0 1 b e
0 0 1 c
0 0 0 1
, we have
(αjδk)−1g0(αjδk) =

1 a d− bj f − ej − ck
0 1 b e
0 0 1 c
0 0 0 1
 .
This implies that (αjδk)−1g0(αjδk) is contained in U2 if and only if a = 0
and d− bj = 0.
First, suppose that a = 0 and b 6= 0. Then there exists a unique j
satisfying d− bj = 0. We denote this j by d
b
. Then we have
θ+2 ([g0]) =
p−1∑
k=0

1 0 0 f − e · db − ck
0 1 b e
0 0 1 c
0 0 0 1
 mod 〈ε〉
=
{
βbγc(1 + ζ + · · ·+ ζp−1) if c 6= 0,
pβbζf−e·
d
b if c = 0.
If a = b = 0 and d 6= 0, (αjδk)−1g0(αjδk) is not contained in U2 for each
0 ≤ j, k ≤ p− 1, hence θ+2 ([g0]) = 0.
If a = b = d = 0, we have
θ+2 ([g0]) =
p−1∑
j,k=0

1 0 0 f − ej − ck
0 1 0 e
0 0 1 c
0 0 0 1
 mod 〈ε〉
=

p2ζf if c = e = 0,
pγc(1 + ζ + . . . + ζp−1) if c 6= 0,
p(1 + ζ + . . . + ζp−1) if c = 0, e 6= 0.
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In this way, we have
θ+2 ([g0]) =

0 if a 6= 0 or a = b = 0, d 6= 0,
βbγc(1 + ζ + . . .+ ζp−1) if a = 0, b 6= 0, c 6= 0,
pβbζf−e·
d
b if a = c = 0, b 6= 0,
pγc(1 + ζ + . . .+ ζp−1) if a = b = d = 0, c 6= 0,
p(1 + ζ + . . .+ ζp−1) if a = b = c = d = 0, e 6= 0,
p2ζf if a = b = c = d = e = 0.
Similarly, we may take {βj | 0 ≤ j ≤ p−1} for a system of representatives
of G/U1, {αj | 0 ≤ j ≤ p − 1} for that of G/U˜2, and {αjβkδℓ | 0 ≤ j, k, ℓ ≤
p − 1} for that of G/U3. Using these representatives, we may calculate
θ+([g0]) as follows:
θ+ : Zp[[Conj(G)]] −→
∏
i
Zp[[Ui/Vi]]
cI(a, b, c) = {αaβbγcδdεeζf | 0 ≤ d, e, f ≤ p− 1} (a 6= 0, b 6= 0)
7→ (αaβbγc, 0, 0, 0, 0),
cII(a, c, d, e) = {αaγcδdεeζf | 0 ≤ f ≤ p− 1} (a 6= 0, c 6= 0)
7→ (αaγc, αaγcδdεehεcδ−a , 0, 0, 0),
cIII(a, e) = {αaεeδdζf | 0 ≤ d, f ≤ p− 1} (a 6= 0)
7→ (αa, αaεehδ , 0, 0, 0),
cIV(b, c) = {βbγcδdεeζf | 0 ≤ d, e, f ≤ p− 1} (b 6= 0, c 6= 0)
7→ (βbγc, 0, βbγchδ, βbγchζ , 0),
cV(b, f) = {βbδdεeζf ′ | f ′ − d
b
e ≡ f mod p} (b 6= 0)
7→ (βb, 0, βbhδ, pβbζf , 0),
cVI(c, d) = {γcδdεeζf | 0 ≤ e, f ≤ p− 1} (c 6= 0, d 6= 0)
7→ (γc, γcδdhε, pγcδd, 0, 0),
cVII(c) = {γcεeζf | 0 ≤ e, f ≤ p− 1} (c 6= 0)
7→ (γc, γchε, pγc, pγchζ , pγchεhζ),
cVIII(d, e) = {δdεeζf | 0 ≤ f ≤ p− 1} (d 6= 0)
7→ (1, pδdεe, pδd, 0, 0)
cIX(e) = {εeζf | 0 ≤ f ≤ p− 1} (e 6= 0)
7→ (1, pεe, p, phζ , p2εehζ),
cX(f) = {ζf}
7→ (1, p, p, p2ζf , p3ζf ),
where for an element g0 ∈ Gf , hg0 denotes an element 1+g0+g20+ . . .+gp−10
of Zp[[Conj(G)]].
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Now let us consider the finite quotients G(n) = Gf × Γ/Γpn and U (n)i =
Ufn × Γ/Γpn . Then we have
Zp[G
(n)] ∼= Zp[Gf ]⊗Zp Zp[Γ/Γp
n
],
Zp[U
(n)
i /Vi]
∼= Zp[Ufi /V fi ]⊗Zp Zp[Γ/Γp
n
].
θ+i induces a homomorphism
θ
+,(n)
i : Zp[G
(n)]→ Zp[U (n)i /Vi]
which sends [g] = ([g0], t
z) ∈ Conj(G(n)) = Conj(Gf )×Γ/Γpn to (θ+i ([g0]), tz).
For example, we have
θ+,(n)((cI(a, b, c), t
z)) = ((αaβbγc, tz), (0, tz), (0, tz), (0, tz), (0, tz)),
and so on.
We would like to characterize the image of θ+,(n).
Let Ifi be the submodule of Zp[U
f
i /V
f
i ] defined as follows:
If1 = [pδ
dεe, αaεehδ (a 6= 0), γcδdhε (c 6= 0), αaγcδdεehεcδ−a (a 6= 0, c 6= 0)]Zp ,
I˜2
f
= [βbγchδ (b 6= 0), pγcδd]Zp ,
If2 = [p
2ζf , pγchζ , β
bγchζ (b 6= 0, c 6= 0), pβbζf(b 6= 0)]Zp ,
If3 = [p
3ζf , p2εehζ (e 6= 0), pγchεhζ(c 6= 0)]Zp .
Here we denote by [S]R the R-submodule of M generated by S over R
where R is a commutative ring, M is an R-module and S is a finite subset
of M . Each Ifi is a Zp-submodule of Zp[U
f
i /V
f
i ] generated by {θ+i ([g0]) |
g0 ∈ Gf}.
Let
I
(n)
i = I
f
i ⊗Zp Zp[Γ/Γp
n
]
(
⊆ Zp[U (n)i /Vi]
)
and
Ii = lim←−
n
I
(n)
i (⊆ Zp[[Ui/Vi]]) .
For each i, Ii is the image of the homomorphism θ
+
i .
Note that generators of I
(n)
1 (resp. I˜2
(n)
, I
(n)
3 ) above are Zp[Γ/Γ
pn ]-linearly
independent, but those of I
(n)
2 are not Zp[Γ/Γ
pn ]-linearly independent, which
have a relation
(4.1)
p−1∑
f=0
p2ζf = p · phζ .
Definition 4.2. We define Ω to be the Zp-submodule of
∏
i
Zp[[Ui/Vi]] con-
sisting of all elements (y0, y1, y˜2, y2, y3) satisfying the following two condi-
tions:
(1) (trace relations)
(rel-1) TrZp[[U0/V0]]/Zp[[U1/V0]]y0 ≡ y1,
(rel-2) Tr
Zp[[U0/V0]]/Zp[[fU2/V0]]
y0 ≡ y˜2,
(rel-3) Tr
Zp[[fU2/fV2]]/Zp[[U2/fV2]]
y˜2 ≡ y2,
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Figure 1. Trace and norm relations.
(rel-4) Tr
Zp[[U1/fV2]]/Zp[[U1∩fU2/fV2]]y1 ≡ TrZp[[fU2/fV2]]/Zp[[U1∩fU2/fV2]]y˜2,
(rel-5) TrZp[[U1/V1]]/Zp[[U3/V1]]y1 ≡ y3,
(rel-6) TrZp[[U2/V2]]/Zp[[U3/V2]]y2 ≡ y3.
(These trace relations are described in Figure 1.)
(2) yi ∈ Ii for each i.
Proposition-Definition 4.3. The homomorphism θ+ = (θ+i ) induces an
isomorphism
θ+ : Zp[[Conj(G)]]
≃−→ Ω.
We call this induced isomorphism θ+ the additive theta map for G.
Proof. It is clear from the calculation above that Ω contains the image of
θ+. Hence it is sufficient to prove its injectivity and surjectivity.
We now show that θ+ induces an isomorphism on the finite quotients
θ+,(n) : Zp[Conj(G
(n))]
≃−→ Ω(n),
for every n ≥ 1, where Ω(n) is defined to be the subgroup of
∏
i
Zp[U
(n)
i /Vi]
by the same conditions in Definition 4.2. Then by taking the projective
limit, we obtain the desired isomorphism.
To simplify the notation, we denote the induced homomorphism θ+,(n) by
θ+ in the following.
• Injectivity.
Let y ∈ Zp[Conj(G(n))] be an element satisfying θ+(y) = 0. Then
from the hypothesis (♭) for the family {(U (n)i , Vi)}i,5 an arbitrary
5Recall that an arbitrary irreducible representation τ of G(n) = Gf × Γ/Γp
n
is iso-
morphic to ρ ⊗ ωn where ρ is an irreducible representation of G
f and ωn is a character
of Γ/Γp
n
. By the construction of Ui and Vi, an arbitrary irreducible representation ρ of
Gf is described as
P
i,j a
(j)
i Ind
Gf
U
f
i
(χ
(j)
i ) where a
(j)
i is an integer and χ
(j)
i is a character
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irreducible representation of G(n) is isomorphic to a Z-linear com-
bination (as a virtual representation) of IndG
(n)
U
(n)
i
(χi)’s where χi is a
character of U
(n)
i /Vi. We denote by χ˜i the character of the induced
representation IndG
(n)
U
(n)
i
(χi). Then we have
χ˜i(y) =
∑
[g]∈Conj(G(n))
m[g]
∑
j,u−1j guj∈U
(n)
i
χi(u
−1
j guj) = χi ◦ θ+i (y)
by the property of induced characters, where {u1, . . . , uri} is a system
of representatives of G(n)/U
(n)
i and
y =
∑
[g]∈Conj(G(n))
m[g][g] (mg ∈ Zp).
On the other hand, θ+i (y) vanishes by assumption, hence χ˜i(y) = 0
This implies that χ(y) = 0 for an arbitrary irreducible character χ
of G(n). Since all irreducible characters of G(n) form a dual basis of
the Qp-vector space Qp ⊗Zp Zp[Conj(G(n))], we may conclude that
y = 0.
• Surjectivity.
Let (y0, y1, y˜2, y2, y3) be an arbitrary element of Ω
(n), then each yi
is a Zp[Γ/Γp
n
]-linear combination of generators of I
(n)
i :
y0 =
∑
a,b,c
κabcα
aβbγc,
y1 =
∑
d,e
λ
(1)
de δ
dεe +
∑
a6=0,e
λ(2)ae α
aεehδ
+
∑
c 6=0,d
λ
(3)
cd γ
cδdhε +
∑
a6=0,c 6=0,d,e
λ
(4)
acdeα
aγcδdεehεcδ−a ,
y˜2 =
∑
b6=0,c
µ
(1)
bc β
bγchδ +
∑
c,d
pµ
(2)
cd γ
cδd,
y2 =
∑
f
p2ν
(1)
f ζ
f +
∑
c
pν(2)c γ
chζ
+
∑
b6=0,c 6=0
ν
(3)
bc β
bγchζ +
∑
b6=0,f
pν
(4)
bf β
bζf ,
y3 =
∑
f
p3σ
(1)
f ζ
f +
∑
e 6=0
p2σ(2)e ε
ehζ +
∑
c 6=0
pσ(3)c γ
chεhζ .
Note that by the relation (4.1), ν
(1)
f (0 ≤ f ≤ p − 1) and ν(2)0 are
not determined uniquely.
of Ufi /V
f
i of finite index. Then we have τ = ρ ⊗ ωn =
“P
i,j a
(j)
i Ind
Gf
U
f
i
(χ
(j)
i )
”
⊗ ωn =P
i,j a
(j)
i Ind
G(n)
U
(n)
i
(χ
(j)
i ⊗ ωn). χi,j ⊗ ωn is a character of U
(n)
i /Vi of finite index, hence
{U
(n)
i , Vi}i also satisfies the hypothesis (♭) for the group G
(n).
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The trace relations in Definition 4.2 (1) give linear relations among
these coefficients. For example, let us describe the (rel-6) explicitly.
Take {βj | 0 ≤ j ≤ p−1} as a system of representatives of U (n)2 /U (n)3 .
Then for u2 ∈ Uf2 /V f2 , β−ju2βj is contained in U (n)3 /V2 if and only
if b(u2) = 0 where
u2 ≡ βb(u2)γc(u2)ζf(u2) mod 〈ε〉.
It is obvious that β−ju2βj = u2 when b(u2) = 0. Therefore,
Tr
Zp[U
(n)
2 /V2]/Zp[U
(n)
3 /V2]
y2 =
∑
f
p2(pν
(1)
f + ν
(2)
0 )ζ
f
+
∑
c 6=0
p2ν(2)c γ
chζ .
On the other hand,
y3 ≡ p2
∑
e 6=0,f
(pσ
(1)
f + σ
(2)
e )ζ
f +
∑
c 6=0
p2σ(3)c γ
chζ modV2.
By comparing these coefficients, we have
pν
(1)
f + ν
(2)
0 = pσ
(1)
f +
∑
e 6=0
σ(2)e (0 ≤ f ≤ p− 1),(4.2)
ν(2)c = σ
(3)
c (1 ≤ c ≤ p− 1).(4.3)
However, because of the relation (4.1), we may change ν
(1)
f →
ν
(1)
f + z and ν
(2)
0 → ν(2)0 − pz for every z ∈ Zp[Γ/Γp
n
]. Therefore in
the equation (4.2), we may choose ν
(1)
f and ν
(2)
0 as they satisfy
ν
(1)
f = σ
(1)
f (0 ≤ f ≤ p− 1),
ν
(2)
0 =
∑
e 6=0
σ(2)e .
Similarly, we can describe the other trace relations explicitly as
follows:
(rel-1) κ000 =
∑
d,e
λ
(1)
de , κa00 =
∑
e
λ(2)ae (a 6= 0),
κ00c =
∑
d
λ
(3)
cd (c 6= 0),
κa0c =
∑
d,e
λ
(4)
acde (a 6= 0, c 6= 0),
(rel-2) κ00c =
∑
d
µ
(2)
cd , κ0bc = µ
(1)
bc (b 6= 0),
(rel-3) µ
(1)
bc = ν
(3)
bc (b 6= 0, c 6= 0),
µ
(1)
b0 =
∑
f
ν
(4)
bf (b 6= 0),
µ
(2)
c0 = ν
(2)
c (c 6= 0), µ(2)00 =
∑
f
ν
(1)
f + ν
(2)
0 ,
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(rel-4)
∑
e
λ
(1)
de = µ
(2)
0d , λ
(3)
cd = µ
(2)
cd (c 6= 0)
(rel-5) λ
(1)
00 =
∑
f
σ
(1)
f , λ
(1)
0e = σ
(2)
e (e 6= 0),
λ
(3)
c0 = σ
(3)
c (c 6= 0),
(rel-6) ν
(1)
f = σ
(1)
f , ν
(2)
0 =
∑
e 6=0
σ(2)e , ν
(2)
c = σ
(3)
c (c 6= 0).
Then we may show by direct calculation, using the explicit trace
relations above, that an element of Zp[Conj(G(n))]
y =
∑
a6=0,b6=0,c
κabccI(a, b, c) +
∑
a6=0,c 6=0,d,e
λ
(4)
acdecII(a, c, d, e)
+
∑
a6=0,e
λ(2)ae cIII(a, e) +
∑
b6=0,c 6=0
µ
(1)
bc cIV(b, c)
+
∑
b6=0,f
ν
(4)
bf cV(b, f) +
∑
c 6=0,d6=0
µ
(2)
cd cVI(c, d) +
∑
c 6=0
ν(2)c cVII(c)
+
∑
d6=0,e
λ
(1)
de cVIII(d, e) +
∑
e 6=0
σ(2)e cIX(e) +
∑
f
ν
(1)
f cX(f)
satisfies θ+(y) = (y0, y1, y˜2, y2, y3).
Therefore θ+ induces an isomorphism between Zp[Conj(G
(n))] and Ω(n).

5. Translation into the multiplicative theta map
In the previous section, we construct the additive theta map θ+. Now we
shall translate it into the multiplicative theta map θ. The main tool for this
translation is the integral logarithmic homomorphism introduced in §1.3.
Let θi : K1(Λ(G)) −→ Λ(Ui/Vi)× be the composition of the norm homo-
morphism of K-groups
Nri : K1(Λ(G)) −→ K1(Λ(Ui))
and the natural homomorphism K1(Λ(Ui)) −→ K1(Λ(Ui/Vi)) = Λ(Ui/Vi)×
induced by Λ(Ui)→ Λ(Ui/Vi). Set
θ = (θi)i : K1(Λ(G)) −→
∏
i
Λ(Ui/Vi)
×.
Proposition-Definition 5.1 (The Frobenius homomorphism). For an ar-
bitrary element g ∈ G, set
(5.1) ϕ(g) = gp.
Then ϕ induces a group homomorphism ϕ : G → Γ. We call this homo-
morphism the Frobenius homomorphism.
We denote the induced ring homomorphism Λ(G) → Λ(Γ) by the same
symbol ϕ, and also call it the Frobenius homomorphism.
Proof. Since the exponent of Gf is exactly equal to p, we may decompose ϕ
as follows:
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G
ϕ
//
πG
?
??
??
??
Γ
Γ
eϕ
??       
where ϕ˜ : Γ→ Γ is the Frobenius endomorphism of Γ defined by t 7→ tp, and
πG is the canonical surjection. Hence ϕ is clearly a group homomorphism.

Remark 5.2. In general, the correspondence (5.1) does not induce a group
homomorphism ϕ : G −→ G.
In the following, we denote by the same symbol ϕ the induced ring ho-
momorphism Λ(Ui/Vi)→ Λ(Γ).
Definition 5.3. We define Ψ to be the subgroup of
∏
i
Λ(Ui/Vi)
× consisting
of all elements (η0, η1, η˜2, η2, η3) satisfying the following two conditions:
(1) (norm relations)
(rel-1) NrΛ(U0/V0)/Λ(U1/V0)η0 ≡ η1,
(rel-2) Nr
Λ(U0/V0)/Λ(fU2/V0)
η0 ≡ η˜2,
(rel-3) Nr
Λ(fU2/fV2)/Λ(U2/fV2)
η˜2 ≡ η2,
(rel-4) Nr
Λ(U1/fV2)/Λ(U1∩fU2/fV2)η1 ≡ NrΛ(fU2/fV2)/Λ(U1∩fU2/fV2)η˜2,
(rel-5) NrΛ(U1/V1)/Λ(U3/V1)η1 ≡ η3,
(rel-6) NrΛ(U2/V2)/Λ(U3/V2)η2 ≡ η3,
(See Figure 1).
(2) (congruences)
η1 ≡ ϕ(η0) mod I1, η˜2 ≡ ϕ(η0) mod I˜2,
η2 ≡ ϕ(η0)p mod I2, η3 ≡ ϕ(η0)p2 mod I3.
Now let us recall the definition of norm maps of commutative rings: let
R be a commutative ring and R′ a commutative R-algebra. Assume that R′
is free and finitely generated as an R-module. Then we define NrR′/R(y) to
be the determinant of the multiplication-y homomorphism.
Proposition 5.4. The homomorphism θ induces a surjection
(5.2) θ : K1(Λ(G)) → Ψ.
In other words, θ induces the (multiplicative) theta map for G (in the
sense of Definition 3.3).
In the rest of this section, we prove Proposition 5.4 by using the additive
theta map θ+ and the integral logarithmic homomorphisms. Since the in-
tegral logarithmic homomorphisms are defined only for group rings of finite
groups, we fix n ≥ 1 and construct an isomorphism for finite quotients
θ(n) : K1(Zp[G
(n)])/SK1(Zp[G
(n)])
≃−→ Ψ(n)
(
⊆
∏
i
Zp[U
(n)
i /Vi]
)
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where G(n) = Gf × Γ/Γpn , U (n)i = Ufi × Γ/Γp
n
, and Ψ(n) is the subgroup of∏
i Zp[U
(n)
i /Vi] defined by the same conditions of Definition 5.3. Then we
obtain the surjection (5.2) by taking the projective limit.
To simplify the notation, we denote the theta map for G(n) by θ in §5.1,
§5.2, and §5.3. In §5.4, where we take the projective limit of theta maps, we
denote the theta map for of G(n) by θ(n) again.
5.1. Logarithmic isomorphisms. In the following three subsections, we
fix n ≥ 1.
For each i ≥ 1, we define the ideal J (n)i of Zp[U (n)i /Vi] as follows:
J
(n)
1 = (hεjδk (0 ≤ j, k ≤ p− 1)), J˜2
(n)
= (p, hδ),
J
(n)
2 = J
(n)
3 = (p, hζ).
Note that J
(n)
i contains I
(n)
i . Since hε0δ0 = p, J
(n)
1 also contains p.
Lemma 5.5. For each i ≥ 1, 1+J (n)i is a multiplicative group and the p-adic
logarithmic homomorphism induces an isomorphism 1 + J
(n)
i
≃−→ J (n)i .
Proof. Since J
(n)
i is an ideal, (J
(n)
i )
2 ⊆ J (n)i . Therefore 1 + J (n)i is closed
under multiplication.
It is easy to calculate that h2δ = phδ and h
2
ζ = phζ . Then for J˜2
(n)
, J
(n)
2
and J
(n)
3 , we have (J
(n)
i )
2 = pJ
(n)
i . For J
(n)
1 , we have
hεjδkhεj′δk′ =
{
hε,δ if (j, k) and (j
′, k′) are Z-linearly independent,
phεjδk otherwise,
where
hε,δ =
∑
0≤ℓ,ℓ′≤p−1
εℓδℓ
′
.
For each 0 ≤ j, k ≤ p − 1, we have hε,δhεjδk = phε,δ and h2ε,δ = p2hε,δ
(note that the exponent of Uf1 /V
f
1 is p). Thus we have
(J
(n)
1 )
3 = p(J
(n)
1 )
2 ⊆ pJ (n)1 .
Set N = 3 for i = 1 and N = 2 for other i.
• The existence of inverse elements.
By the argument above, we have ym ∈ pm−N+1J (n)i for an arbi-
trary element y ∈ J (n)i and every m ≥ N . Therefore,
(5.3) (1 + y)−1 =
∑
m≥0
(−1)mym
converges in J
(n)
i p-adically.
• Convergence of logarithms.
It is obvious that ym/minJ
(n)
i for 1 ≤ m < N , and we have
ym
m
∈ p
m−N+11
m
· J (n)i ⊆ J (n)i
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for an arbitrary y ∈ J (n)i and every m ≥ N (here we use the fact
that p 6= 0). Thus the logarithm log(1+y) =∑m≥1(−1)m−1(ym/m)
converges p-adically in J
(n)
i .
Since
{
(J
(n)
i )
m
}N
= pm(J
(n)
i )
m(N−1) ⊆ pm(J (n)i )m, we may also
show that 1 +
(
J
(n)
i
)m
is a subgroup of 1 + J
(n)
i and
log
(
1 +
(
J
(n)
i
)m) ⊆ (J (n)i )m for every m ≥ 1,
by the same argument as above.
• Logarithmic isomorphisms.
First note that p-adic topology and J
(n)
i -adic topology are the
same on J
(n)
i : this is because p
m+1J
(n)
i ⊆ (J (n)i )m+N−1 ⊆ pmJ (n)i
for every m ≥ 1. Since J (n)i is p-adically complete, it is also J (n)i -
adically complete. Therefore to show that the logarithm induces an
isomorphism 1+ J
(n)
i
≃−→ J (n)i , it is sufficient to show that it induces
an isomorphism
log : (1 + (J
(n)
i )
m)/(1 + (J
(n)
i )
m+1)
≃−→ (J (n)i )m/(J (n)i )m+1
; 1 + y 7→ y
for each m ≥ 1, and to prove this, it suffices to show that
yp
k
/pk ∈
(
J
(n)
i
)m+1
for every 1 + y ∈ 1 +
(
J
(n)
i
)m
and k ≥ 1.(5.4)
However, since yN+1 ∈ p
(
J
(n)
i
)m+1
, we obtain yp ∈ p
(
J
(n)
i
)m+1
(recall p 6= 2, 3 by assumption). This implies (5.4).

Lemma 5.6. For each i ≥ 1, 1 + I(n)i is a multiplicative group and the
p-adic logarithmic homomorphism induces an isomorphism 1+ I
(n)
i
≃−→ I(n)i .
Remark 5.7. Since each I
(n)
i is not an ideal but only a Zp-submodule of
Zp[U
(n)
i /Vi], it is not trivial even that 1+I
(n)
i is closed under multiplication.
Proof. By direct calculation, we have
(I
(n)
1 )
2 = [pαaγcδdεehεcδ−a , pδ
dεehεcδ−a , α
aγchε,δ((a, c) 6= (0, 0))]Zp [Γ/Γpn ],
(I˜2
(n)
)2 = [pβbγchδ , p
2γcδd]Zp[Γ/Γpn ],
(I
(n)
2 )
2 = [pβbγchζ , p
2βbζf ]Zp[Γ/Γpn ],
(I
(n)
3 )
2 = [p6ζf , p5εehζ , p
4γchεhζ ]Zp[Γ/Γpn ],
These results imply that (I
(n)
i )
2 ⊆ I(n)i .6 Therefore, each 1+ I(n)i is stable
under multiplication.
6For I
(n)
1 , recall that I
(n)
1 is also stable under the multiplication of δ and ε.
Therefore we have pδdεehεcδ−a =
 
p−1X
ℓ=0
δd−ℓaεe+ℓc
!
p ∈ I
(n)
1 and α
aγchε,δ =
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Now let
I ′1 = I
(n)
1 ,
I˜2
′
= [βbγchδ, pγ
cδd]Zp[Γ/Γpn ],
I ′2 = [pβ
bζf , βbγchζ ]Zp[Γ/Γpn ],
I ′3 = [p
3ζf , p2εehζ , pγ
chεhζ ]Zp[Γ/Γpn ].
Note that I ′i ⊇ I(n)i , and by simple calculation we have (I(n)1 )3 = (I ′1)3 ⊆
p(I ′1)
2 for i = 1 and (I
(n)
i )
2 = (I ′i)
2 ⊆ pI ′i for other i.
Then we may show the existence of inverse elements of 1 + I ′i and the
logarithmic isomorphism log : 1 + I ′i
≃−→ I ′i for each i by the same argument
as the proof of Lemma 5.5 by replacing Ji by I
′
i. Since (I
′
i)
2 ⊆ I(n)i ⊆ I ′i
and I
(n)
i is a closed subset of I
′
i, the power series (1 + x)
−1 and the p-
adic logarithm log(1 + x) on 1 + I
(n)
i converges into I
(n)
i . Moreover since
log : 1 + (I ′i)
k → (I ′i)k is an isomorphism for k = 1, 2 and
log : 1 + I
(n)
i /1 + (I
′
i)
2 −→ I(n)i /(I ′i)2; 1 + yi 7→ yi mod (I ′i)2
is also an isomorphism, we may conclude that log : 1 + I
(n)
i → I(n)i is an
isomorphism. 
5.2. Ψ(n) contains the image of θ.
Lemma 5.8. The following diagram commutes for each i and n ≥ 1:
K1(Zp[G(n)])
log−−−−→ Zp[Conj(G(n))]
Nr
Zp[G
(n)]/Zp[U
(n)
i
]
y yTrZp[G(n)]/Zp[U(n)i ]
K1(Zp[U
(n)
i ]) −−−−→
log
Zp[Conj(U
(n)
i )]
Proof. By the proof of [Oli-Tay], Theorem 1.4., the following diagram com-
mutes.
K1(Zp[G(n)])
log−−−−→ Zp[Conj(G(n))]
Nr
Zp[G
(n)]/Zp[U
(n)
i
]
y yR′
K1(Zp[U
(n)
i ]) −−−−→
log
Zp[Conj(U
(n)
i )]
where R′ : Zp[Conj(G(n))] → Zp[Conj(U (n)i )] is defined as follows: for an
arbitrary x ∈ G(n), let {u′1, . . . , u′si} be a set of representatives of the double
coset decomposition 〈x〉\G(n)/U (n)i , and let
J = {j | 1 ≤ j ≤ si, u′j−1xu′j ∈ U (n)i }.
Then we define R′(x) =
∑
j∈J
u′j
−1
xu′j.
 
p−1X
ℓ=0
(εc
′
δ−a
′
)ℓ
!
αaγchεcδ−a ∈ I
(n)
1 where (a
′, c′) ∈ Z2 is an arbitrary element Z-linearly
independent of (a, c). Therefore we have (I
(n)
1 )
2 ⊆ I
(n)
1 .
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It suffices to show that
(5.5) R′ = Tr
Zp[G(n)]/Zp[U
(n)
i ]
,
but this is not difficult at all.
Let {u′1, . . . , u′si} be as above. Then we can write
G(n) =
⊔
j
〈x〉u′jU (n)i =
p−1⋃
k=0
⊔
j
xku′jU
(n)
i ,
therefore it is clear that {xku′j}0≤k≤p−1,j contains a set of representatives
of the right coset decomposition G(n)/U
(n)
i . Moreover, since each u
′
jU
(n)
i is
disjoint, {u′j}j is a subset of representatives of G(n)/U (n)i .
(Case-1) G(n) =
⊔
j
u′jU
(n)
i .
In this case, the desired equation (5.5) is obvious by definition
of R′ and Tr.
(Case-2) G(n) =
p−1⊔
k=0
⊔
j
xku′jU
(n)
i .
Then by simple calculation
R′(x) =
∑
j∈J
u′j
−1
xu′j =
1
p
p−1∑
k=0
∑
j∈J
(xku′j)
−1x(xku′j)
=
1
p
Tr
Zp[G(n)]/Zp[U
(n)
i ]
x.
On the other hand, recall that j ∈ J implies that xu′j is an ele-
ment of u′jU
(n)
i . However, this is impossible since {xku′j}0≤k≤p−1,j
is a set of representatives of G(n)/U
(n)
i in this case. Therefore
J = ∅ and R′(x) = Tr
Zp[G(n)]/Zp[U
(n)
i ]
(x) = 0.

Proposition 5.9. For an arbitrary element η ∈ K1(Zp[G(n)]), the following
equations hold :
θ+1 ◦ ΓG(n)(g) = log
θ1(η)
ϕ(θ0(η))
,
θ˜+2 ◦ ΓG(n)(g) = log
θ˜2(η)
ϕ(θ0(η))
,
θ+2 ◦ ΓG(n)(g) = log
θ2(η)
ϕ(θ0(η))p
,
θ+3 ◦ ΓG(n)(g) = log
θ3(η)
ϕ(θ0(η))p
2 ,
where ΓG(n) : K1(Zp[G
(n)]) → Zp[Conj(G(n))] is the integral logarithm for
G(n) (Proposition-Definition 1.29).
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Proof. This proposition follows from Lemma 5.8 and by following commu-
tative diagrams:
Zp[Conj(G(n))]
θ+0−−−−→ Zp[U (n)0 /V0] Zp[Conj(G(n))]
θ+0−−−−→ Zp[U (n)0 /V0]
1
p
ϕ
y yϕ 1pϕy yϕ
Zp[Conj(G(n))] −−−−→
θ+1
Zp[U
(n)
1 /V1] Zp[Conj(G
(n))] −−−−→
eθ+2
Zp[U˜2
(n)
/V˜2]
Zp[Conj(G(n))]
θ+0−−−−→ Zp[U (n)0 /V0] Zp[Conj(G(n))]
θ+0−−−−→ Zp[U (n)0 /V0]
1
p
ϕ
y ypϕ 1pϕy yp2ϕ
Zp[Conj(G(n))] −−−−→
θ+2
Zp[U
(n)
2 /V2] Zp[Conj(G
(n))] −−−−→
θ+3
Zp[U
(n)
3 /V3]
These diagrams are easily checked for an arbitrary element of G(n). Then
we may calculate as
θ+2 ◦ ΓG(n)(η) = θ+2
(
log η − 1
p
ϕ(log(η))
)
= θ+2 (log(η)) − pϕ(θ+0 (log(η))
= log(θ2(η)) − pϕ(log(θ0(η)))
= log
θ2(η)
ϕ(θ0(η))p
,
here we use the diagram above for the second equality, and use Lemma 5.8
for the third equality. The other equations may be derived similarly.
Note that for an arbitrary y ∈ Zp[U (n)i /Vi], we have
ϕ(log(y)) = logϕ(y)
by the definition of the p-adic logarithms and the fact that the Frobenius
homomorphism ϕ is a ring homomorphism on each Zp[U
(n)
i /Vi]. 
Lemma 5.10. For an arbitrary element η ∈ K1(Zp[G(n)]), the following
congruences hold :
θ1(η) ≡ ϕ(θ0(η)) modJ (n)1 ,
θ˜2(η) ≡ ϕ(θ0(η)) mod J˜2(n),
θ2(η) ≡ ϕ(θ0(η))p modJ (n)2 ,
θ3(η) ≡ ϕ(θ0(η))p2 modJ (n)3 .
Proof. We calculate the image of the theta map as in §1.2.
In the following proof, we use the same notation η for a lift of η to
Zp[G(n)]× (Proposition 1.7).
• The congruences for θ1, θ˜2.
We only show the congruence for θ˜2. We may prove the congruence
for θ1 in the same manner.
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Since {αi | 0 ≤ i ≤ p − 1} is a Zp[U˜2(n)]-basis of Zp[G(n)], η is
described as a Zp[U˜2
(n)
]-linear combination as follows:
η =
p−1∑
i=0
ηiα
i, ηi ∈ Zp[U˜2
(n)
].
Then we have
αjη =
p−1∑
i=0
(αjηiα
−j) · αi+j
=
p−1∑
i=0
νj(ηi−j)αi
where νj : Zp[U˜2
(n)
]→ Zp[U˜2
(n)
];x 7→ αjxα−j. Here we consider the
sub-index of ηi as an element of Z/pZ. By abuse of notation, we
denote the image of ηi in Zp[U˜2
(n)
/V˜2] by the same symbol ηi. Then
we may compute θ˜2(η) as follows:
θ˜2(η) = det(νj(ηi−j))i,j
=
∑
σ∈Sp
sgn(σ)
p−1∏
j=0
νj(ησ(j)−j)
=
∑
σ∈Sp
Pσ
where Sp is the permutation group of {0, 1, . . . , p − 1} and Pσ =
sgn(σ)
∏p−1
j=0 νj(ησ(j)−j).
Now we have
νk(Pσ) = sgn(σ)
∏
j
νj+k(ησ(j)−j)
= sgn(σ)
∏
j
νj(η(σ(j−k)+k)−j).
First Suppose that σ does not satisfy
(5.6) σ(j − k) + k = σ(j) for each k ∈ Z/pZ,
then
τk(j) = σ(j − k) + k, k ∈ Z/pZ
are distinct elements of Sp and we have
(5.7) νk(Pσ) = Pτk .
Here we use the fact sgn(σ) = sgn(τk). This follows from the
equation τk = ck ◦ σ ◦ c−1k where ck(i) = i+ k.
The equation (5.7) implies
p−1∑
k=0
Pτk ∈
p−1∑
k=0
νk
(
Zp[U˜2
(n)
/V˜2]
)
.
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Note that each νk is a Zp[U˜ ′2
(n)
/V˜2]-linear map where
U˜ ′2
(n)
= 〈γ, δ, ε, ζ〉 × Γ/Γpn
and Zp[U˜2
(n)
/V˜2] is generated by {βb | b ∈ Z/pZ} over Zp[U˜ ′2
(n)
/V˜2].
Since
p−1∑
k=0
νk(β
b) =
{
p if b = 0,
βb(1 + δ + · · · δp−1) otherwise,
we may conclude that
(5.8)
p−1∑
k=0
νk
(
Zp[U˜2
(n)
/V˜2]
)
⊆ J˜2(n).
This implies
p−1∑
k=0
Pτk ∈ J˜2
(n)
.
Next assume σ satisfies (5.6). It is easy to see that all permuta-
tions satisfying (5.6) are
ch(j) = j + h (0 ≤ h ≤ p− 1).
For σ = ch, we have
Pch = sgn(ch)
p−1∏
i=0
νj(ηch(j)−j) =
p−1∏
i=0
νj(ηh).
Note that since ch (h 6= 0) is a cyclic permutation of degree p, ch
is an even permutation, therefore sgn(ch) = 1 for 0 ≤ h ≤ p− 1.
Claim. For an arbitrary element x ∈ Zp[U˜2
(n)
/V˜2],
p−1∏
j=0
νj(x) ≡ ϕ(x) mod J˜2(n).
If this claim is true, we have
θ˜2(η) ≡
p−1∑
h=0
Pch mod J˜2
(n)
≡
p−1∑
h=0
p−1∏
j=0
νj(ηh) mod J˜2
(n)
≡
p−1∑
h=0
ϕ(ηh) mod J˜2
(n)
≡
p−1∑
h=0
ϕ(ηhβ
h) mod J˜2
(n)
≡ ϕ(η) mod J˜2(n),
and the congruence for θ˜2 holds.
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Now let
x =
N∑
ℓ=1
xℓ
where each xℓ is a monomial of Zp[U˜2
(n)
/V˜2]. Then
(5.9)
p−1∏
j=0
νj(x) =
p−1∏
j=0
N∑
ℓ=1
νj(xℓ)
=
∑
1≤ℓ0,...,ℓp−1≤N
ν0(xℓ0)ν1(xℓ1) · · · · · νp−1(xℓp−1)
=
∑
1≤ℓ0,...,ℓp−1≤N
Qℓ0,...,ℓp−1 .
Here we set Qℓ0,...,ℓp−1 = ν0(xℓ0)ν1(xℓ1) · · · · · νp−1(xℓp−1).
If ℓ0 = ℓ1 = . . . = ℓp−1 = λ (constant), we obtain Qλ,...,λ =
ϕ(xλ) by easy calculation (here we use that the exponent of G
f is
p). Otherwise, each
Qℓk,ℓk+1,...,ℓp−1,ℓ0,ℓ1,...,ℓk−1 = νp−k(Qℓ0,...,ℓp−1)
is a distinct term in the expansion (5.9), so we have
p−1∑
k=0
Qℓk,ℓk+1,...,ℓp−1,ℓ0,ℓ1,...,ℓk−1 ∈
p−1∑
k=0
νk
(
Zp[U˜2
(n)
/V˜2]
)
,
which is contained in J˜2
(n)
by (5.8). Hence,
p−1∏
j=0
νj(x) ≡
N∑
λ=1
ϕ(xλ) mod J˜2
(n)
≡ ϕ(x) mod J˜2(n),
and Claim is proven.
• The congruence for θ2.
The basic strategy is essentially the same as the congruence for
θ˜2, but since U2 is not a normal subgroup of G, the calculation is
much more complicated.
Since {αiδj | 0 ≤ i, j ≤ p − 1} is a system of representatives of
U
(n)
2 \G(n) and {βk | 0 ≤ k ≤ p − 1} is that of U (n)3 \U (n)2 , we can
describe η in the following form:
η =
∑
0≤i,j,k≤p−1
(η
(k)
i,j β
k)αiδj
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where η
(k)
i,j is an element of Zp[U
(n)
3 ]. Then we have
αℓδmη =
∑
0≤i,j,k≤p−1
νℓ,m(η
(k)
i,j β
k)αi+ℓδj+m
=
∑
0≤i,j,k≤p−1
{νℓ,m(η(k)i,j )δℓkβk}αi+ℓδj+m
=
∑
0≤i,j≤p−1
(
p−1∑
k=0
νℓ,m(η
(k)
i−ℓ,j−m−ℓk)β
k
)
αiδj
where νℓ,m(x) = (α
ℓδm)x(αℓδm)−1. We use the fundamental rela-
tions [α, δ] = 1 and [α, β] = δ for the second equality.
Here we regard the sub-index i, j of η
(k)
i,j as an element of (Z/pZ)
⊕2,
and the upper-index (k) of it as an element of Z/pZ. We denote the
image of η
(k)
i,j in Zp[U
(n)
3 /V
(n)
2 ] by the same symbol η
(k)
i,j . Then we
obtain
θ2(η) = det
(
p−1∑
k=0
νℓ,m(η
(k)
(i,j)−(ℓ,m)−(0,ℓk))β
k
)
(i,j),(ℓ,m)
=
∑
σ∈S
sgn(σ)
∏
(ℓ,m)∈(Z/pZ)⊕2
(
p−1∑
k=0
νℓ,m(η
(k)
σ(ℓ,m)−(ℓ,m)−(0,ℓk))β
k
)
=
∑
σ∈S
Pσ
where S is the permutation group of {(ℓ,m) | 0 ≤ ℓ,m ≤ p− 1}.
Now by using [β, δ] = 1, we have
ν0,µ(Pσ)
= sgn(σ)
∏
0≤ℓ,m≤p−1
(
p−1∑
k=0
νℓ,m+µ(η
(k)
σ(ℓ,m)−(ℓ,m)−(0,ℓk))β
k
)
= sgn(σ)
∏
0≤ℓ,m≤p−1
(
p−1∑
k=0
νℓ,m(η
(k)
(σ(ℓ,m−µ)+(0,µ))−(ℓ,m)−(0,ℓk))β
k
)
.
Therefore if σ does not satisfy
(5.10) σ(ℓ,m) = σ(ℓ,m− µ) + (0, µ) for each µ ∈ Z/pZ,
then
τµ(ℓ,m) = σ(ℓ,m− µ) + (0, µ), µ ∈ Z/pZ
are distinct elements of S, and we obtain
p−1∑
µ=0
Pτµ ∈
p−1∑
µ
ν0,µ
(
Zp[U
(n)
2 /V2]
)
,
here we use the fact sgn(σ) = sgn(τµ) which can be proven by the
same argument as the case of θ˜2.
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Note that each ν0,µ is a Zp[U
′(n)
2 /V2]-linear map where
U ′2
(n)
= 〈β, ε, ζ〉 × Γ/Γpn
and Zp[U
(n)
2 /V2] is generated by {γc | c ∈ Z/pZ} over Zp[U ′2(n)/V2].
Since
p−1∑
µ=0
ν0,µ(γ
c) =
{
p if c = 0,
γc(1 + ζ + · · ·+ ζp−1) otherwise,
we may conclude that
(5.11)
p−1∑
µ=0
ν0,µ
(
Zp[U
(n)
2 /V2]
)
⊆ J (n)2
and this implies
p−1∑
k=0
Pτk ∈ J˜2
(n)
(note that the argument up to here
is almost the same as the case of θ˜2).
Now suppose that σ ∈ S satisfies (5.10). If we set σ(ℓ, 0) =
(aℓ, bℓ), then by (5.10) we have
σ(ℓ,−µ) = (aℓ, bℓ − µ) for each µ ∈ Z/pZ.
This calculation implies that all permutations satisfying (5.10) are
described in the following forms:
(5.12) cs,h(ℓ,m) = (s(ℓ), hℓ +m)
where s is a permutation of {0, 1, . . . , p − 1} and h = (hℓ)ℓ is an
element of (Z/pZ)⊕p. Then we have
Pcs,h = sgn(cs,h)
∏
0≤ℓ,m≤p−1
(
p−1∑
k=0
νℓ,m(η
(k)
cs,h(ℓ,m)−(ℓ,m)−(0,ℓk))β
k
)
= sgn(s)
∏
0≤ℓ,m≤p−1
(
p−1∑
k=0
νℓ,m(η
(k)
(s(ℓ)−ℓ,hℓ−ℓk))β
k
)
= sgn(s)
p−1∏
ℓ=0
νℓ,0
(
p−1∏
m=0
ν0,m(Qs,h;ℓ)
)
,
where Qs,h;ℓ =
p−1∑
k=0
η
(k)
(s(ℓ)−ℓ,hℓ−ℓk)β
k. Note that sgn(cs,h) = sgn(s)
p =
sgn(s) since p is odd.
Since Qs,h;ℓ is independent of m, we may prove
p−1∏
m=0
ν0,m(Qs,h;ℓ) ≡ ϕ(Qs,h;ℓ) mod J (n)2
in the same way as Claim above.
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Therefore,
∑
s,h
Pcs,h
≡
∑
s,h
sgn(s)
(
p−1∏
ℓ=0
νℓ,0(ϕ(Qs,h;ℓ))
)
mod J
(n)
2
≡
∑
s,h
sgn(s)
 ∑
0≤k0,...,kp−1≤p−1
p−1∏
ℓ=0
ϕ(η
(kℓ)
(s(ℓ)−ℓ,hℓ−ℓkℓ))
 mod J (n)2
=
∑
s,h,kℓ
Rs,h;k0,k1,...,kp−1(5.13)
where Rs,h;k0,...,kp−1 = sgn(s)
p−1∏
ℓ=0
ϕ(η
(kℓ)
(s(ℓ)−ℓ,hℓ−ℓkℓ)). We use the fact
that νℓ,0 ◦ϕ = ϕ (recall ϕ(Zp[U (n)2 /V2]) ⊆ Zp[Γ/Γ(n)]) for the second
congruence.
If s(ℓ) − ℓ = λ (constant), k0 = k1 = . . . = kp−1 and hℓ − ℓkℓ =
µ (constant), that is, if s(ℓ) = sλ(ℓ) = ℓ+ λ, kℓ = κ for each ℓ, and
h = hµ,κ = (ℓκ+µ)ℓ for 0 ≤ κ, λ, µ ≤ p− 1, we have Rsλ,hµ,κ;κ,...,κ =
ϕ(η
(κ)
λ,µ)
p. Note that sgn(sλ) = 1 because sλ is a cyclic permutation
of degree p.
Otherwise, set
k
(w)
ℓ = kℓ+w,
s(w)(ℓ) = s(ℓ+ w)− w,
h
(w)
ℓ = hℓ+w − wkℓ+w,
for each 0 ≤ w ≤ p− 1. Then we have
R
s(0),h(0);k
(0)
0 ,...,k
(0)
p−1
= . . . = R
s(p−1),h(p−1);k
(p−1)
0 ,...,k
(p−1)
p−1
and R
s(w),h(w);k
(w)
0 ,...,k
(w)
p−1
(0 ≤ w ≤ p − 1) are distinct terms in the
expansion (5.13). Hence we have
p−1∑
w=0
R
s(w),h(w);k
(w)
0 ,...,k
(w)
p−1
∈ pZp[Γ(n)] ⊆ J (n)2 .
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Therefore we have
θ2(η) ≡
∑
s,h,kw
Rs,h;k0,...,kp−1 mod J
(n)
2
≡
∑
0≤λ,µ,κ≤p−1
Rsλ,hµ,κ;κ,κ,...,κ mod J
(n)
2
≡
∑
0≤λ,µ,κ≤p−1
ϕ(η
(κ)
λ,µ)
p mod J
(n)
2
≡
 ∑
0≤λ,µ,κ≤p−1
ϕ(η
(κ)
λ,µβ
καλδµ)
p mod J (n)2
≡ ϕ
 ∑
0≤λ,µ,κ≤p−1
η
(κ)
λ,µβ
καλδµ
p mod J (n)2
≡ ϕ(η)p mod J (n)2 .
Note that since J
(n)
2 ⊇ pZp[U (n)2 /V2], we have
(x+ y)p ≡ xp + yp mod J (n)2 .
• The congruence for θ3.
We may show the congruence for θ3 by an argument similar to
that for θ2. Moreover, the calculation for θ3 is much simpler than
the case for θ2 since U3 is normal in G. Therefore we omit the proof.

By Lemma 5.10 and the fact that ϕ(θ0(η)) is invertible, we have
θ1(η)
ϕ(θ0(η))
∈ 1 + J (n)1 ,
θ˜2(η)
ϕ(θ0(η))
∈ 1 + J˜2(n),
θ2(η)
ϕ(θ0(η))p
∈ 1 + J (n)2 ,
θ3(η)
ϕ(θ0(η))p
2 ∈ 1 + J (n)3 .
Hence by Lemma 5.5, we have
log
θ1(η)
ϕ(θ0(η))
∈ J (n)1 , log
θ˜2(η)
ϕ(θ0(η))
∈ J˜2(n),
log
θ2(η)
ϕ(θ0(η))p
∈ J (n)2 , log
θ3(η)
ϕ(θ0(η))p
2 ∈ J (n)3 .
But by Proposition 5.9, these elements are contained in the image of θ+i ,
and therefore contained in I
(n)
i (recall the definition of I
(n)
i ). Moreover, since
the p-adic logarithmic homomorphisms induce isomorphisms 1+I
(n)
i
≃−→ I(n)i
(by Lemma 5.6), we may conclude that
(5.14)
θ1(η)
ϕ(θ0(η))
∈ 1 + I(n)1 ,
θ˜2(η)
ϕ(θ0(η))
∈ 1 + I˜2(n)
θ2(η)
ϕ(θ0(η))p
∈ 1 + I(n)2 ,
θ3(η)
ϕ(θ0(η))p
2 ∈ 1 + I(n)3 .
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Since each θi is a norm map in K-theory, it is clear that (θi(η))i satisfies
norm relations. This and (5.14) imply that θ(η) ∈ Ψ(n).
5.3. Surjectivity for finite quotients. Let (ηi)i be an arbitrary element
of Ψ(n). By the congruences in Definition 5.3 and by the fact that ϕ(η0) is
invertible, we have
η1
ϕ(η0)
∈ 1 + I(n)1 ,
η˜2
ϕ(η0)
∈ 1 + I˜2(n),
η2
ϕ(η0)p
∈ 1 + I(n)2 ,
η3
ϕ(η0)p
2 ∈ 1 + I(n)3 .
Then we obtain
log
η1
ϕ(η0)
∈ I(n)1 , log
η˜2
ϕ(η0)
∈ I˜2(n),
log
η2
ϕ(η0)p
∈ I(n)2 , log
η3
ϕ(η0)p
2 ∈ I(n)3
via the p-adic logarithms (Lemma 5.6).
Note that since ϕ(η0) is contained in the center of Zp[U
(n)
i /Vi]
×, it is easy
to see that
Nr
Zp[
g
U
(n)
2 /
fV2]/Zp[U
(n)
2 /
fV2]
ϕ(η0) = ϕ(η0)
p,
Nr
Zp[U
(n)
1 /
fV2]/Zp[U
(n)
1 ∩fU2
(n)
/fV2]
ϕ(η0) = Nr
Zp[fU2
(n)
/fV2]/Zp[U
(n)
1 ∩fU2
(n)
/fV2]
ϕ(η0)
= ϕ(η0)
p,
Nr
Zp[U
(n)
1 /V1]/Zp[U
(n)
3 /V1]
ϕ(η0) = ϕ(η0)
p2 ,
Nr
Zp[U
(n)
2 /V2]/Zp[U
(n)
3 /V2]
ϕ(η0)
p = ϕ(η0)
p2 .
By using Lemma 5.8,
(y1, y˜2, y2, y3) =
(
log
η1
ϕ(η0)
, log
η˜2
ϕ(η0)
, log
η2
ϕ(η0)p
, log
η3
ϕ(η0)p
2
)
∈ I(n)1 × I˜2
(n) × I(n)2 × I(n)3
satisfies the trace relations in Definition 4.2 (except for Zp[U
(n)
0 /V0]-part).
Now set y0 = ΓU (n)0 /V0
(η0) = (1/p) log(η
p
0/ϕ(η0)) ∈ Zp[U (n)0 /V0]. Then
we may easily check that (y0, y1, y˜2, y2, y3) satisfies the trace relations in
Definition 4.2. Hence we have (y0, y1, y˜2, y2, y3) ∈ Ω(n).
By the additive theta isomorphism (Proposition-Definition 4.3), there ex-
ists a unique element y ∈ Zp[Conj(G(n))] satisfying
(5.15)
θ+(y) = (y0, y1, y˜2, y2, y3)
=
(
Γ
U
(n)
0 /V0
(η0), log
η1
ϕ(η0)
, log
η˜2
ϕ(η0)
, log
η2
ϕ(η0)p
, log
η3
ϕ(η0)p
2
)
.
Proposition 5.11. ωG(n)(y) = 1, that is, y is in the image of the integral
logarithmic homomorphism ΓG(n) where ωG(n) is defined as in Theorem 1.30.
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Proof. By the definition, ωG(n) is decomposed as follows:
Zp[Conj(G(n))]
ω
G(n) //
π(n)

Gab = U
(n)
0 /V0
Zp[U
(n)
0 /V0]
ω
U
(n)
0 /V0
66mmmmmmmmmmmm
where π(n) is the canonical surjection. Note that π(n) is the same map as
θ+0 by the definition of θ
+. Therefore, we have
ωG(n)(y) = ωU (n)0 /V0
(θ+0 (y))
= ω
U
(n)
0 /V0
(Γ
U
(n)
0 /V0
(η0)) by (5.15)
= 1 by Theorem 1.30 .

Let η be an element of K1(Zp[G
(n)]) satisfying ΓG(n)(η) = y. Then η is
determined up to multiplication by a torsion element of K1(Zp[G(n)]) (See
Theorem 1.30). By the definition of η and the equation (5.15),
θ+ ◦ ΓG(n)(η) = (y0, y1, y˜2, y2, y3).
Combining with Proposition 5.9, we have
y0 =
1
p
log
ηp0
ϕ(η0)
=
1
p
log
θ0(η)
p
ϕ(θ0(η))
,
that is,
(5.16) Γ
U
(n)
0 /V0
(η0) = ΓU (n)0 /V0
(θ0(η)).
We also have
(5.17)
log
η1
ϕ(η0)
= log
θ1(η)
ϕ(θ0(η))
, log
η˜2
ϕ(η0)
= log
θ˜2(η)
ϕ(θ0(η))
,
log
η2
ϕ(η0)p
= log
θ2(η)
ϕ(θ0(η))p
, log
η3
ϕ(η0)p
2 = log
θ3(η)
ϕ(θ0(η))p
2 .
Proposition 5.12. There exists an element τ ∈ µp−1(Zp) × (G(n))ab such
that
θ(ητ) = (η0, η1, η˜2, η2, η3)
where µp−1(Zp) is the multiplicative group generated by all (p − 1)-th roots
of 1 in Zp.
In particular, θ surjects on Ψ(n).
Proof. From the equation (5.16) and the fact that the integral logarithm
homomorphism is injective modulo torsion elements, there exists an element
τ ∈ K1(Zp[U (n)0 /V0])tors satisfying η0 = τθ0(η).
Then by Lemma 1.33 (3), τ is contained in
K1(Zp[U
(n)
0 /V0])tors = µp−1(Zp)× (U (n)0 /V0) = µp−1(Zp)× (G(n))ab.
Hence we have
θ0(ητ) = θ0(η)θ0(τ) = θ0(η)τ = η0.
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Since τ ∈ Ker (ΓG(n)), we have θ+ ◦ ΓG(n)(ητ) = θ+ ◦ ΓG(n)(η). Therefore
we may replace η by ητ in the right hand sides of the equations (5.17).
From this fact and Lemma 5.6, we have θi(ητ) = ηi for each i, using
θ0(ητ) = η0. 
5.4. Taking the projective limit. In this subsection, we take the projec-
tive limit of the surjections
θ(n) : K1(Zp[G
(n)]) −→ Ψ(n)
obtained by the argument in the previous subsections, and construct the
surjection (5.2).
First, we study the kernel of the surjection θ(n) precisely.
Suppose that τ ∈ Ker(θ(n)). Then we have θ+,(n) ◦ ΓG(n)(τ) = 0 by
Proposition 5.9. Since θ+,(n) is an isomorphism by Proposition-Definition
4.3, we obtain ΓG(n)(τ) = 0. In other words,
Ker(θ(n)) ⊆ Ker(ΓG(n)) = K1(Zp[G(n)])tors
= µp−1(Zp)× (G(n))ab × SK1(Zp[G(n)]).
By the definition of SK1 groups, norm maps of K1-groups induce homo-
morphisms on SK1, so we have
θ(n)(SK1(Zp[G
(n)])) ⊆
∏
i
SK1(Zp[U
(n)
i /Vi]).
However, SK1(Zp[U
(n)
i /Vi]) = 1 since each U
(n)
i /Vi is abelian (Proposition
1.33 (3)). Hence we obtain SK1(Zp[G
(n)]) ⊆ Ker(θ(n)).
On the other hand, for every element τ ∈ µp−1(Zp)×(G(n))ab not equal to
1, we have θ
(n)
0 (τ) = τ 6= 1. This implies
(
µp−1(Zp)× (G(n))ab
)∩Ker(θ(n)) =
{1}.
Therefore we may conclude that Ker(θ(n)) = SK1(Zp[G(n)]), and we ob-
tain an exact sequence of projective systems of abelian groups
(5.18)
1 −−−−→ SK1(Zp[G(n)]) −−−−→ K1(Zp[G(n)]) θ
(n)−−−−→ Ψ(n) −−−−→ 1.
By Proposition 1.33 (2), SK1(Zp[G
(n)]) is a finite abelian group for ev-
ery n ≥ 1. Hence the projective system {SK1(Zp[G(n)])}n∈N satisfies the
Mittag-Leffler condition, which implies lim←−
1
n
SK1(Zp[Gn]) = 0. By taking
the projective limit of (5.18), we obtain the following exact sequence
(5.19) 1→ lim←−
n
SK1(Zp[G
(n)])→ lim←−
n
K1(Zp[G
(n)])
(θ(n))n−−−−→ Ψ→ 1.
Therefore, the surjectivity of (5.2) is reduced to the following proposition.
Proposition 5.13. The homomorphism
K1(Λ(G)) → lim←−
n
K1(Zp[G
(n)])
induced by canonical homomorphisms K1(Λ(G)) → K1(Zp[G(n)]) is an iso-
morphism.
Proof. Apply Proposition 1.8 for Λ(G) and {Zp[G(n)]}n∈N. 
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Remark 5.14. In the case of Kato’s Heisenberg type ([Kato1]), that is, in
the case that Gal(F∞/F ) ∼= G where
G =
1 Fp Fp0 1 Fp
0 0 1
× Γ = Gf × Γ,
it is known ([Oliver]) that
SK1(Zp[G
(n)
]) = SK1(Zp[G
f
])⊕ SK1(Zp[Γ/Γpn ]) = 1,
therefore we may show that the theta map
K1(Λ(G))
≃−→ Ψ
(
⊆
∏
i
Λ(Ui/Vi)
)
is an isomorphism, and ξF∞/F is determined uniquely.
Remark 5.15. By the calculation above, we know that the kernel of the
theta map tends to be SK1(Λ(G)). It is conjectured that SK1(Λ(G)) van-
ishes for general compact p-adic Lie groups.
For our special case G = Gf × Γ, Otmar Venjakob announced to the
author that he and Peter Schneider have recently proven the vanishing of
SK1(Λ(G)). If we admit their result, we may prove the uniqueness of the
p-adic zeta function ξF∞/F which we would construct in §8.
6. Localized theta map
In this section, we construct the localized theta map
θS : K1(Λ(G)S) −→ ΨS.
Let Λ(Γ) = Zp[[Γ]] be the Iwasawa algebra for Γ. Then since G = Gf ×Γ,
we have
Λ(G) = Zp[[G
f × Γ]]
∼= Zp[Gf ]⊗Zp Zp[[Γ]]
∼= Λ(Γ)[Gf ],
and we also have Λ(Ui/Vi) ∼= Λ(Γ)[Ufi /V fi ]
Let S be the canonical Øre set (see §2.1) for the group G and let S0 be
that for Γ. Note that S0 = Λ(Γ) \ pΛ(Γ) (see Example 2.7).
Lemma 6.1. Λ(G)S ∼= Λ(Γ)S0 [Gf ] and Λ(Ui/Vi) ∼= Λ(Γ)S0 [Ufi /V fi ].
Proof. We show this lemma only for the group G.
First, we show that Λ(G)S = Λ(G)S0 (by abuse of notation, we also denote
the image of S0 under the canonical map Λ(Γ) −→ Λ(G) by the same symbol
S0). For an arbitrary f0 ∈ S0, Λ(G)/Λ(G)f0 ∼= (Λ(Γ)/Λ(Γ)f0) [Gf ] is Zp-
finitely generated, so S0 ⊆ S. Then by the universality of Øre localizations
(Proposition-Definition 1.13), we obtain the canonical homomorphism
(6.1) Λ(G)S0 −→ Λ(G)S .
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Let f be an element of S. By the definition of the canonical Øre set,
Λ(G)/Λ(G)f is a finitely generated left Zp-module.
7 Let z be a kernel of the
following composition of homomorphisms:
(6.2) Λ(Γ) −−−−→ Λ(G) −−−−→ Λ(G)/Λ(G)f,
where the first map is the canonical map
Λ(Γ) −→ Λ(G) ∼= Λ(Γ)⊗Zp Zp[Gf ] ; f0 7→ f0 ⊗ 1.
Take an arbitrary non-zero element g0 ∈ z. Since Λ(Γ) is a unique factor-
ization domain, g0 has a decomposition
g0 = up
nπn11 · · · πnkk ,
where u ∈ Λ(Γ)× and πi is a prime element of Λ(Γ).
Suppose that for every non-zero g0 ∈ z, the index of the prime p (n in
the decomposition above) is not zero. Then we have z ⊆ pΛ(Γ), and this
induces a surjection Λ(Γ)/z → Λ(Γ)/pΛ(Γ). This is contradiction since
Λ(Γ)/z ⊆ Λ(G)/Λ(G)f is finitely generated over Zp by the definition of S,
but Λ(Γ)/pΛ(Γ) ∼= Fp[[Γ]] is not so. Hence there exists g0 ∈ z such that
p ∤ g0, which implies g0 ∈ S0.
Via the homomorphism (6.2), g0 is contained in Λ(G)f , hence there exists
φ ∈ Λ(G) satisfying g0 = φf . This means (g−10 φ) · f = 1 in Λ(G)S0 , in
other words, f has its (left) inverse element g−10 φ in Λ(G)S0 . Hence, by the
universality of Øre localizations again, we obtain
(6.3) Λ(G)S −→ Λ(G)S0 .
It is easy to show that the homomorphisms (6.1) and (6.3) are the inverse
maps of each other, therefore Λ(G)S ∼= Λ(G)S0 .
On the other hand, the canonical homomorphisms
Λ(G)S0 −→ Λ(Γ)S0 [Gf ]
obtained by the universality of Øre localizations and
Λ(Γ)S0 [G
f ] = Λ(Γ)S0 ⊗Zp Zp[Gf ] −→ Λ(G)S0
obtained by the universality of tensor products from the map
Λ(Γ)S0 × Zp[Gf ]→ Λ(G)S0 ; (φ0, h) 7→ φ0h
are inverse maps of each other. This implies Λ(G)S ∼= Λ(Γ)S0 [Gf ].
The result for each Λ(Ui/Vi)S is obtained in the same way.

By this lemma, we may replace the coefficient ring Zp by Λ(Γ)S0 and
apply the same discussion in §4 and §5.
Since we need to use p-adic logarithms to translate the additive theta
map, we take the p-adic completion Λ̂(Γ)S0 of Λ(Γ)S0 . Set R = Λ̂(Γ)S0 .
Then the additive theta map
θ̂+ : R[Conj(Gf )]
≃−→ Ω̂
7Since H is finite, a left Zp[H ]-module is finitely generated if and only if it is finitely
generated as a left Zp-module.
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is obtained by the completely same argument as in §4, where Ω̂ is the R-
submodule of
∏
i
R[Ufi /V
f
i ] defined by the same conditions as in Definition
4.2. More precisely, Ω̂ is an R-submodule consisting of all elements (ŷi)i
satisfying the trace relations and ŷi ∈ Îi for each i where Îi = Ifi ⊗Zp R.
We use the generalized integral p-adic logarithm (See §1.4)
ΓR[Gf ],J : K1(R[G
f ], J) −→ R[Conj(Gf )],
where J is the Jacobson radical of R[Gf ]. In this case, J is the kernel of the
natural surjection R[Gf ]→ R/pR. By the same argument as in §5, we have
θ̂+ ◦ ΓR[Gf ],J(ηˆ′) ∈ Ω̂,
for an arbitrary ηˆ′ ∈ K1(R[Gf ], J), and we may conclude that θ̂(ηˆ′) is con-
tained in Ψ̂, where Ψ̂ is the subgroup of
∏
i
R[Ufi /V
f
i ] consisting of all ele-
ments (ηˆ′i)i which satisfy the norm relations and the following congruences:
(6.4)
ηˆ′1 ≡ ϕ(ηˆ′0) mod Î1, ˆ˜η
′
2 ≡ ϕ(ηˆ′0) mod ̂˜I2,
ηˆ′2 ≡ ϕ(ηˆ′0)p mod Î2, ηˆ′3 ≡ ϕ(ηˆ′0)p
2
mod Î3.
Let ηˆ be an arbitrary element of K1(R[G
f ]). We use the same notation
ηˆ for its lift to R[Gf ]×. Let F ⊆ R[Gf ] be a subset of representatives of
π× : R[Gf ]× → (R[Gf ]/J)× ∼= Fp((T ))×, that is, F be a subset of R[Gf ] for
which π× induces a bijection of sets F ≃−→ (R[Gf ]/J)×. Note that we can
take F as a subset of R×.
Then there exists φ ∈ F and ηˆ′ ∈ 1 + J such that η˜ = φηˆ′. ηˆ′ defines an
element of K1(R[G
f ], J), and we have already known that θ̂(ηˆ′) is contained
in Ψ̂. Therefore, if we prove that θ̂(φ) ∈ Ψ̂ for every φ ∈ F , we may conclude
that θ̂(K1(R[G
f ])) ⊆ Ψ̂. It suffices to show that θ̂(r) ∈ Ψ̂ for every r ∈ R×.
For an arbitrary r ∈ R×, we have
θ̂0(r) = r, θ̂1(r) =
̂˜
θ2(r) = r
p,
θ̂2(r) = r
p2 , θ̂3(r) = r
p3 ,
by direct calculation.8 This implies that (θ̂i(r))i satisfies the norm relations.
The congruences for (θi(r))i are derived from the following relation
rp ≡ ϕ(r) mod pR
which follows from the definition of the Frobenius automorphism (See §1.4).
Now (θ̂i(r))i ∈ Ψ̂ holds.
Set ΨS = Ψ̂ ∩
∏
i
Λ(Γ)S0 [U
f
i /V
f
i ].
8Since R is in the center of R[Gf ], the images of norm maps of r ∈ R are easily
calculated by using the method in §1.3.
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Proposition 6.2. ΨS is characterized as the subgroup of
∏
i
Λ(Ui/Vi)
×
S con-
sisting of all elements (η0, η1, η˜2, η2, η3) satisfying the following two condi-
tions.
(1) (norm relations)
(rel-1) NrΛ(U0/V0)S/Λ(U1/V0)Sη0 ≡ η1,
(rel-2) Nr
Λ(U0/V0)S/Λ(fU2/V0)S
η0 ≡ η˜2,
(rel-3) Nr
Λ(fU2/fV2)S/Λ(U2/fV2)S
η˜2 ≡ η2,
(rel-4) Nr
Λ(U1/fV2)S/Λ(U1∩fU2/fV2)Sη1 ≡ NrΛ(fU2/fV2)S/Λ(U1∩fU2/fV2)S η˜2,
(rel-5) NrΛ(U1/V1)S/Λ(U3/V1)Sη1 ≡ η3,
(rel-6) NrΛ(U2/V2)S/Λ(U3/V2)Sη2 ≡ η3.
(These are the same as those of Ψ. See Figure 1)
(2) (congruences)
η1 ≡ ϕ(η0) mod IS,1 , η˜2 ≡ ϕ(η0) mod I˜S,2 ,
η2 ≡ ϕ(η0)p mod IS,2 , η3 ≡ ϕ(η0)p2 mod IS,3 ,
where IS,i = I
f
i ⊗Zp Λ(Γ)S0 .
Proof. An arbitrary element (ηi)i of ΨS satisfies the norm relations by the
definition of ΨS . Since (ηi)i is contained in Ψ̂, it satisfies (6.4). Then the
desired congruences hold (note that Îi ∩Λ(Γ)S0 [Ufi /V fi ] = Ifi ⊗Zp Λ(Γ)S0 =
IS,i). 
Now let θS = (θS,i)i be the family of the homomorphisms θS,i where each
θS,i is defined as the composite of the norm map
NrΛ(G)S/Λ(Ui)S : K1(Λ(G)S)→ K1(Λ(Ui)S)
and the canonical homomorphism
K1(Λ(Ui)S)→ K1(Λ(Ui/Vi)S) = Λ(Ui/Vi)×S
induced by Λ(Ui)S → Λ(Ui/Vi)S .
Proposition 6.3. ΨS contains the image of θS.
Proof. By the commutative diagram
K1(Λ(G)S)
θS−−−−→ ∏i Λ(Ui/Vi)×Sy y
K1(R[G
f ]) −−−−→
bθ
∏
iR[U
f
i /V
f
i ]
×,
we have Image(θS) ⊆ Image(θ̂) ⊆ Ψ̂ (note that the right vertical map is
injective since the canonical map Λ(Γ)S0 → R is injective, using the fact
that Λ(Γ)S0 is separated with respect to p-adic topology). Therefore,
Image(θS) ⊆ Ψ̂ ∩
(∏
i
Λ(Ui/Vi)
×
S
)
= ΨS.

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Proposition 6.4. ΨS ∩
∏
i
Λ(Ui/Vi)
× = Ψ.
Proof. This follows easily from the fact IS,i ∩ Λ(Ui/Vi) = Ii. 
We can summarize the two propositions above as follows:
Theorem 6.5. θS : K1(Λ(G)S) −→ ΨS is the localized theta map (defined
in Definition 3.3) for G.
7. Congruences among abelian p-adic zeta pseudomeasures
7.1. Norm relations. Let FUi (resp. FVi) be the maximal subfield of F
∞
fixed by Ui (resp. Vi).
In the previous sections we have constructed the theta map θ and its
localized version θS . If the Iwasawa main conjecture is true in our case, the
assumption of Theorem 3.4 should be true, that is, the family of the abelian
p-adic zeta pseudomeasures (ξ0, ξ1, ξ˜2, ξ2, ξ3) (each ξi ∈ Frac(Λ(Ui/Vi)) is the
p-adic zeta pseudomeasure for FVi/FUi) should be contained in ΨS. For (ξi)i
to be an element of ΨS, it is necessary that ξi’s satisfy the norm relations
and the congruences in Proposition 6.2.
Proposition 7.1. ξi’s satisfy the norm relations in Proposition 6.2.
Proof. We may show this proposition by formal calculation, using only the
interpolation properties (See Definition 2.14 (2.2)). Here we only show
NrΛ(U0/V0)S/Λ(U1/V0)Sξ0 ≡ ξ1 in Λ(U1/V0)S .
Let ρ be an arbitrary Artin representation of U1/V0. Then by Lemma
3.5, we have
(Nr ξ0) (ρ⊗ κr) = ξ0(IndU0U1(ρ⊗ κr))
= ξ0(Ind
U0
U1
(ρ)⊗ κr)
= LΣ(1− r;FV0/FU0 , IndU0U1(ρ))
= LΣ(1− r;FV0/FU1 , ρ)
= ξ1(ρ⊗ κr)
for every positive integer r divisible by p− 1.
We may also show the other norm relations by the same argument.

7.2. Kato’s observation. Now let us study the congruences among ξi’s.
Let I ′′2 be the image of the composition
Zp[[Conj(U˜2)]]
Tr−→ Zp[[Conj(U2)]]→ Zp[[U2/V2]].
We have the following explicit description of I ′′2 :
I ′′2 = lim←−
n
(
[βbγchζ(c 6= 0), pβbζf ]Zp[Γ/Γpn ]
)
⊆ Λ(U2/V2).
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Proposition 7.2 (Congruences among abelian p-adic zeta functions). The
p-adic zeta functions ξi for FVi/FUi satisfy the following congruences :
(1) ξ1 ≡ ϕ(ξ0) mod IS,1,
(˜2) ξ˜2 ≡ ϕ(ξ0) mod I˜S,2,
(2) ξ2 ≡ c2 mod I ′′S,2,
(3) ξ3 ≡ c3 mod IS,3,
where c2 and c3 are certain elements of Λ(Γ)S0 .
Remark 7.3. These congruences are not sufficient to show that (ξi)i ∈ ΨS.
Hence we should modify Burns’ technique (Proposition 3.4) to prove the
Iwasawa main conjecture in our case. This modification is discussed in the
next section.
Kato observed in [Kato1] that these kinds of congruences among abelian
p-adic zeta pseudomeasures were derived from Deligne-Ribet’s method of p-
adic Hilbert modular forms. The fundamental philosophy of p-adic (Λ-adic)
Hilbert modular forms is as follows (quite rough):
(♯) Congruence between constant terms of two p-adic (Λ-adic)
Hilbert modular forms is derived from congruences between
coefficients of all positive degree terms of them.
Before the precise proof of Proposition 7.2, let us review how to derive the
congruence between abelian p-adic zeta pseudomeasures from Hilbert modu-
lar forms, following [Kato1] §4. We take the congruence ξ1 ≡ ϕ(ξ0)mod IS,1
as an example.
The Λ(Ui/Vi)-adic FUi-Hilbert Eisenstein series
fi =
ξi
2[FUi :Q]
+
∑
(a,x)∈Pi
(
FVi/FUi
a
)
qx i = 0, 1
was essentially constructed by Deligne and Ribet, where
Pi = {(a, x) | a ⊆ OFUi : non-zero ideal prime to Σ,
x ∈ a : totally positive}
and
(
L/K
−
)
denotes the Artin symbol in Gal(L/K) for an abelian extension
L/K.
By restricting f1 to the Hilbert modular variety of F embedded as the
diagonal in the Hilbert modular variety of FU1 , we obtain a Λ(U1/V1)-adic
F -Hilbert modular form
(7.1) g1 =
ξ1
2rp
+
∑
(a,x)∈P1
(
FV1/FU1
a
)
q
TrFU1/F
(x)
where r is [F : Q]. Note that [FU1 : Q] is equal to rp. The Galois group
Gal(FU1/F ) = 〈β〉
acts on P1 from the left as
βj ∗ (a, x) = (βja, βjx)
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for each 0 ≤ j ≤ p− 1.
Then we may divide positive degree terms of g1 by isotropic subgroups
Gal(FU1/F )(a,x) as follows:
g1 =
ξ1
2rp
+
∑
(a,x)∈P ′1
(
FV1/FU1
a
)
q
TrFU1/F
(x)
+
∑
(a,x)∈P ′′1
(
FV1/FU1
a
)
q
TrFU1/F
(x)
where
P ′1 = {(a, x) ∈ P1 | Gal(FU1/F )(a,x) = Gal(FU1/F )},
P ′′1 = {(a, x) ∈ P1 | Gal(FU1/F )(a,x) = {idFU1}}.
One observes that there exits a bijection P0
∼−→ P ′1; (b, y) 7→ (a, x) where
a = bOFU1 and x = y. By the functoriality of the Artin symbol, we have
g1 =
ξ1
2rp
+
∑
(b,y)∈P0
Ver
((
FV0/FU0
b
))
qpy
+
∑
(a,x)∈P ′′1
(
FV1/FU1
a
)
q
TrFU1/F
(x)
,
where Ver : Gal(FV0/FU0)→ Gal(FV1/FU1) is the Verlagerung (transfer) ho-
momorphism.
Lemma 7.4. Let Hf1 and H
f
2 be arbitrary subgroups of G
f . Set Hi = H
f
i ×Γ.
If H1 contains H2, the Verlagerung homomorphism
VerH1H2 : H
ab
1 → Hab2
coincides with the composition of the Frobenius homomorphism ϕ : Hab1 → Γ
and the canonical injection Γ→ Hab2 .
Proof. By the transitivity of the Verlagerung homomorphism, it suffices to
prove the proposition when (H1 : H2) = p. In this case it is well known
that Hf2 is normal in H
f
1 . Let σ be an element of H
f
1 which generates
Hf1 /H
f
2 . Then {σj}p−1j=0 is a set of representatives of H1/H2. Suppose that
h ∈ Hf1 satisfies h ≡ σj(h)modHf2 . By the definition of the Verlagerung
homomorphisms,
VerH1H2(h) =
p−1∏
j=0
σ−(j+j(h))hσj = hp = 1.

Hence in our special case (the case when the exponent of Gf is p), we
may identify every Verlagerung homomorphism with the Frobenius homo-
morphism ϕ.
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If we set ϕ(qy) = qpy, we have
g1 =
ξ1
2rp
+
∑
(b,y)∈P0
ϕ
((
FV0/F
b
)
qy
)
+
∑
(a,x)∈P ′′1
(
FV1/FU1
a
)
q
TrFU1/F
(x)
and the first summation is the same as positive degree terms of ϕ(f0).
Next, let P˜1
′′
be a system of representatives of the orbital decomposition
Gal(FU1/FU0)\P ′′1 . By the property of the Artin symbol, we have
p−1∑
j=0
(
FV1/FU1
βjc
)
=
p−1∑
j=0
βj
(
FV1/FU1
c
)
β−j ,
therefore the right hand side of the equation above is contained in I1 since
I1 is the image of θ
+
1 (trace map).
Hence, we obtain
g1 − ϕ(f0) =
(
ξ1
2rp
− ϕ(ξ0)
2r
)
+
∑
(c,z)∈P˜1′′

p−1∑
j=0
βj
(
FV1/FU1
c
)
β−j
 qTrFU1/F (z)
and all positive degree terms of g1−ϕ(f0) are contained in I1, which implies
ξ1
2rp
≡ ϕ(ξ0)
2r
mod IS,1
by the philosophy (♯).
Note that 2p ≡ 2 mod IS,1 since p ∈ IS,1. Hence we have the desired
congruence.
In the rest of this section, we make this argument precise and prove the
congruences in Proposition 7.2. We adopt the method of Ritter and Weiss
([R-W3]).
7.3. Approximation of abelian p-adic zeta pseudomeasures. First,
following [R-W3], we approximate the abelian p-adic zeta pseudomeasures
and reduce the congruences among pseudomeasures to those among special
values of partial zeta functions.
LetWi be Ui/Vi, and letW
f
i be U
f
i /Vi. For an arbitrary open set U ⊆Wi,
we define a non-negative integer m(U) by κp−1(U) = 1 + pm(U)Zp where κ
is the p-adic cyclotomic character. Let ω = m(Γ). Then one can easily see
that m(Uf × Γpj) = ω + j for an arbitrary Uf ⊆W fi and j ∈ Z≥0.
Lemma 7.5. The canonical surjection
Zp[[Wi]]→ Zp[Wi/U ]/pm(U)Zp[Wi/U ]
induces the isomorphism
Zp[[Wi]]
∼−→ lim←−U⊆Wi : open
Zp[Wi/U ]/pm(U)Zp[Wi/U ].
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Proof. The injectivity is obvious sincem(U) is not bounded. The surjectivity
is also not difficult, for we can construct the lift of (xU )U to Zp[[Wi]]. See
[Kakde] §4.2.1. 
It is clear that {Γpj}j∈Z≥0 is the cofinal system of the inverse limit above.
Let ε = εi is a C-valued locally constant function on Wi. Then there
exists an open subset U ⊆Wi such that ε is constant on each coset of Wi/U .
Therefore we can write
ε =
∑
x∈Wi/U
ε(x)δ(x)
where δ(x) is the characteristic function with respect to a coset x, that is,
δ(x)(w) =
{
1 if w ∈ x,
0 otherwise.
Definition 7.6 (partial zeta function). Let x be an arbitrary coset inWi/U .
Then we call
ζFVi/FUi
(s, δ(x)) =
∑
06=a⊆OFUi
δ(x)
((
FVi/FUi
a
))
(Na)s
the partial zeta function for δ(x). Here
(
FVi/FUi
−
)
is the Artin symbol
and Na is the absolute norm of an ideal a. This function has analytic
continuation to the whole complex plane except for a simple pole at s = 1,
and for every k ∈ N, ζFVi/FUi (1− k, δ(x)) is a rational number.
For an arbitrary local constant function ε on Wi, we define the partial
zeta function for ε as
ζFVi/FUi
(s, ε) =
∑
x∈Wi/U
ε(x)ζFVi/FUi
(s, δ(x))
where ε =
∑
x∈Wi/U ε(x)δ
(x) is the decomposition as above.
For an arbitrary element w ∈ Wi, Qp-valued locally constant function ε
on Wi, and positive integer k divisible by p− 1, we define
∆wi (1− k, ε) = ζFVi/FUi (1− k, ε)− κ(w)
kζFVi/FUi
(1− k, εw) ∈ Qp
where εw(w
′) = ε(ww′) for every w ∈Wi. Deligne and Ribet showed the in-
tegrality of ∆wi (1−k, δ(x)), that is, for an arbitrary w ∈Wi and an arbitrary
coset x ∈Wi/U ,
∆wi (1− k, δ(x)) ∈ Zp
([De-Ri] Theoreme (0.4), see also Hypothesis (Hn−1) in [Coates]).
Proposition 7.7 (Approximation lemma, Ritter-Weiss). Let U ⊆Wi be an
arbitrary open set. Then for every positive integer k divisible by p − 1 and
w ∈Wi, (1− w)ξi maps to
(7.2)
∑
x∈Wi/U
∆wi (1− k, δ(x))κ(x)−kx mod pm(U)
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under the canonical surjection Zp[[Wi]]→ Zp[Wi/U ]/pm(U)Zp[Wi/U ]. (Note
that κ(x)−k is well-defined by the definition of m(U).)
Sketch of the proof. Let ξwi be the limit element of (7.2). This limit ele-
ment is independent of k due to Deligne-Ribet’s congruence ([De-Ri] The-
oreme (0.4) and [Coates] Hypothesis (C0)). One sees that ξ
w
i is contained
in Zp[[Wi]] (that is, ξwi is a p-adic measure on Wi) by the integrality of
∆wi (1− k, δ(x)) and Lemma 7.5.
Then one sees that ∫
Wi
εκkdξwi = ∆
w
i (1− k, ε)
for each locally constant function ε on Wi and positive integer k divisible
by p− 1, but this property characterizes the p-adic measure (1−w)ξi where
ξi is Serre’s p-adic zeta pseudomeasure for FVi/FUi ([Serre2]). Thus ξ
w
i =
(1− w)ξi.
See [R-W3] Proposition 2 for the more precise proof. 
Let NUi be the normalizer of Ui in G. Then we have NU1 = NU˜2 =
NU3 = G and NU2 = U˜2. The quotient group NUi/Ui acts on the set of
locally constant functions on Wi by
εσ(w) = ε(σ−1wσ)
where ε is a locally constant functions on Wi and σ ∈ NUi/Ui.
Proposition 7.8 (Sufficient conditions). Sufficient conditions for the con-
gruences (1), (˜2), (2), (3) in Proposition 7.2 to hold are the following (1)′,
(˜2)
′
, (2)′, (3)′ respectively:
(1)′ ∆ϕ(g)1 (1− k, ε) ≡ ∆g0(1− pk, ε ◦ ϕ) mod pZp
for all g ∈ W0 and locally constant Z(p)-valued function ε on W1 fixed
by NU1/U1(= G/U1).
(˜2)
′
∆˜
ϕ(g)
2 (1− k, ε) ≡ ∆g0(1− pk, ε ◦ ϕ) mod pZp
for all g ∈ W0 and locally constant Z(p)-valued function ε on W˜2 fixed
by NU˜2/U˜2(= G/U˜2).
(2)′ ∆w2 (1− k, δ(y)) ≡ 0 mod pZp
for all w ∈ Γ and for every coset y ∈ W2/Γpj (j ∈ N) which is not
contained in Γ and fixed by NU2/U2(= U˜2/U2).
(3)′ ∆w3 (1− k, δ(y)) ≡ 0 mod pmyZp
for all w ∈ Γ and for every coset y ∈ W3/Γpj (j ∈ N) which is not
contained in Γ. Here pmy is the order of (NU3/U3)y = (G/U3)y, the
isotropic subgroup of G/U3 at y.
Proof. The proof of the sufficiency of (˜2)
′
(resp. (2)′) for (˜2) (resp. (2)) is
completely the same as that of (1)′ (resp. (3)′) for (1) (resp. (3)). Therefore
we only prove the latter two cases.
• The sufficiency of (1)′ for (1).
We use similar method to [R-W3], Proposition 4.
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The congruence (1) is equivalent to
(1− ϕ(g))ξ1 ≡ ϕ((1 − g)ξ0) mod I1
for an arbitrary g ∈W0. Applying the approximation lemma (Propo-
sition 7.7) to them, we obtain
(1− ϕ(g))ξ1 ≡
∑
y∈W1/Γpj+1
∆
ϕ(g)
1 (1− k, δ(y))κ(y)−ky(7.3)
in Zp[W1/Γ
pj+1 ]/pω+j+1
ϕ((1 − g)ξ0) ≡
∑
x∈W0/(W f0 ×Γpj )
∆g0(1− pk, δ(x))κ(x)−pkϕ(x)(7.4)
in Zp[W0/(W
f
0 × Γp
j
)]/pω+j
Note that ϕ((1 − g)ξ0) is fixed by the conjugate action of G/U1
since it is contained in Λ(Γ). ϕ(g) is also fixed by G/U1, which
implies that (1−ϕ(g))ξ1 is fixed by G/U1 (see [R-W3] Lemma 3.2).
Therefore we see that (1 − ϕ(g))ξ1 − ϕ((1 − g)ξ0) is contained in
(Zp[W1/Γp
j+1
]/pω+j+1)G/U1 (the G/U1-fixed part).
(Case-1) y is fixed by G/U1. Then δ
(y) is also fixed by G/U1, therefore
we may apply (1)′ for δ(y):
∆
ϕ(g)
1 (1− k, δ(y)) ≡ ∆g0(1− pk, δ(y) ◦ ϕ) mod pZp.
If y = ϕ(x)(= Ver(x)), x is determined uniquely and κ(y)−k =
κ(Ver(x))−k = κ(x)−pk. Moreover, δ(x) coincides with δ(y) ◦ ϕ.
This implies that
∆
ϕ(g)
1 (1− k, δ(y))κ(y)−ky −∆g0(1− pk, δ(x))κ(x)−pkϕ(x)
∈ p(Zp[W1/Γpj+1 ]/pω+j+1)G/U1 ⊆ I(j+1)1 /pω+j+1.
If y /∈ Image(ϕ), we have δ(y) ◦ ϕ = 0, hence the y-summand
vanishes modulo I
(j+1)
1 .
(Case-2) y is not fixed by G/U1. Since
∆
ϕ(g)
1 (1− k, δ(y)) = ∆ϕ(g)1 (1− k, δ(y
σ ))
for every σ ∈ G/U1 (see [R-W3] Lemma 3.2), we have∑
σ∈G/U1
(∆
ϕ(g)
1 (1− k, δ(y))κ(y)−ky)σ
= ∆
ϕ(g)
1 (1− k, δ(y))κ(y)−k
∑
σ∈G/U1
yσ ∈ I(j+1)1 /pω+j+1.
Therefore (7.3) and (7.4) are congruent modulo I
(j+1)
1 /p
ω+j+1. Tak-
ing the projective limit, we obtain the congruence (1) in Proposition
7.2 (Lemma 7.5).
• The sufficiency of (3)′ for (3).
Apply the approximation lemma (Proposition 7.7) to (1 − w)ξ3.
Then we have
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(1− w)ξ3 ≡
∑
y∈W3/Γpj
∆w3 (1− k, δ(y))κ(y)−ky(7.5)
in Zp[W3/Γ
pj ]/pω+j .
Then by (3)′, ∑
σ∈(G/U3)/(G/U3)y
∆w3 (1− k, δ(y
σ ))κ(yσ)−kyσ
= ∆w3 (1− k, δ(y))κ(y)−k
∑
σ∈(G/U3)/(G/U3)y
yσ
≡ pmy
∑
σ∈(G/U3)/(G/U3)y
σ−1yσ (by (3)′)
∈ I(j)3 /pω+j
for every y ∈ W3/Γpj which is not contained in Γ. Therefore it is
obvious that the right hand side of the congruence (7.5) is contained
in (Zp[Γ/Γp
j
] + I
(j)
3 )/p
ω+j .
By taking the projective limit (Lemma 7.5), we have
(1− w)ξ3 ≡ cw mod I3
for a certain element cw ∈ Λ(Γ). Since 1 − w ∈ S0, we can obtain
the congruence (3) in Proposition 7.2.

7.4. Hilbert modular forms and Hilbert-Eisenstein series. In this
subsection, we review Deligne-Ribet’s theory of Hilbert modular forms. See
[De-Ri] and [R-W3] Section 3 for more information.
Let K be a totally real number field of degree r, K∞/K a totally real
p-adic Lie extension, and Σ a fixed finite set of primes of K containing all
primes which ramify in K∞. Let f be an integral ideal of OK with all prime
factors in Σ.
We denote h = {τ ∈ K ⊗ C | Im(τ)≫ 0} the Hilbert upper-half plane.
For an even positive integer k, we define the action of
GL(2,K)+ = {g ∈ GL(2,K) | det(g)≫ 0}
on functions F : h→ C by
(F |k
(
a b
c d
)
)(τ) = N (ad− bc)k/2N (cτ + d)−kF (aτ + b
cτ + d
)
where N : K ⊗ C→ C is the norm map.
Definition 7.9 (Hilbert modular forms). Let
Γ00(f) = {
(
a b
c d
)
∈ SL(2,K) | a, d ∈ 1 + f, b ∈ D−1, c ∈ fD}
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where D is the differential of K. A Hilbert modular form F of weight k on
Γ00(f) is a holomorphic function
9 F : h → C satisfying F |kM = F for all
M ∈ Γ00(f).
We denote the space of Hilbert modular forms of weight k on Γ00(f) by
Mk(Γ00(f),C).
A Hilbert modular form F has a Fourier series expansion (standard q-
expansion)
c(0) +
∑
µ∈OK ,µ≫0
c(µ)qµK
where qµK = exp(2π
√−1TrK/Q(µτ)).
Deligne and Ribet constructed the Hilbert-Eisenstein series attached to
every locally constant function ε on G = Gal(K∞/K) ([De-Ri] Theorem
(6.1)).
Theorem-Definition 7.10 (Hilbert-Eisenstein series). Let ε be a locally
constant function on G = Gal(K∞/K) and k a positive even integer. Then
there exists an integral ideal f ⊆ OK with its prime factors in Σ and a Hilbert
modular form Gk,ε ∈Mk(Γ00(f),C) whose standard q-expansion is
2−rζK∞/K(1− k, ε) +
∑
µ∈OK ,µ≫0
 ∑
µ∈a⊆OK ,prime to Σ
ε(a)κ(a)k−1

Here we denote ε(a) = ε
((
K∞/K
a
))
and κ(a) = κ
((
K∞/K
a
))
where(
K∞/K
−
)
is the Artin symbol.
We call Gk,ε the Hilbert-Eisenstein series of weight k attached to ε.
Proof. See [De-Ri] Theorem (6.1). 
Next let us discuss the q-expansion of Hilbert modular forms at cusps.
Let AfK be the finite ade`le ring of K. By the strong approximation theorem
SL(2,AfK) = Γˆ00(f) · SL(2,K),
everyM ∈ SL(2,AfK) is decomposed asM =M1M2 whereM1 ∈ Γˆ00(f) (the
closure of Γ00(f) in SL(2,A
f
K)) and M2 ∈ SL(2,K). We define F |kM to be
F |kM2.
For every finite ide`le α ∈ (AfK)×, set
Fα = F |k
(
α 0
0 α−1
)
.
Fα also has a Fourier series expansion
Fα = c(0, α) +
∑
µ∈OK ,µ≫0
c(µ, α)qµK ,
and we call it the q-expansion of F at the cusp determined by α.
9If K = Q, we also assume that F is holomorphic at ∞.
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Proposition 7.11. Let k be a positive even integer and ε a locally constant
function on G. Then the q-expansion of Gk,ε at the cusp determined by
α ∈ (AfK)× is given by
N ((α))k
{
2−rζK∞/K(1− k, εa)
+
∑
µ∈OK ,µ≫0
 ∑
µ∈a⊆OK ,prime to Σ
εa(a)κ(a)
k−1
}
where (α) is the ideal generated by α and a =
(
K∞/K
(α)α−1
)
.
Proof. See [De-Ri] Theorem (6.1). 
Now we introduce the Deligne-Ribet’s deep principle.
Theorem 7.12 (Deligne-Ribet). Let Fk (k ≥ 0) be rational Hilbert mod-
ular forms of weight k on Γ00(f) (that is, all coefficients of the q-expansion
of Fk at every cusp are rational numbers), and Fk = 0 for all but finitely
many k.
Let α ∈ (AfK)×. We denote by αp the p-th component of α. Set
S(α) =
∑
k≥0
Nα−kp Fk,α.
If S(α) has all coefficients in pjZp (j ∈ Z) for one α ∈ (AfK)×, S(α) has
all coefficients in pjZp for every α ∈ (AfK)×.
Proof. See [De-Ri] Theorem (0.2). 
Corollary 7.13 ([De-Ri] Corollary (0.3)). Let S(α) as in Theorem 7.12.
Suppose that there exists α ∈ (AfK)× such that all non-constant coefficients
of S(α) are contained in pjZ(p) (j ∈ Z). Then for arbitrary two distinct
elements β, β′ ∈ (AfK)×, the difference between the constant terms of the
q-expansions of S(β) and S(β′) is an element of pjZ(p).
Proof. Let c(0, α) be the constant term of S(α). We may interpret c(0, α)
as an element of M0(Γ00(f),Q).
Set S(β)c(0,α) = S(β) − c(0, α). Then S(α)c(0,α) has all coefficients in
pjZ(p), so does S(β)c(0,α) by Theorem 7.12. Especially the constant term
of S(β)c(0,α) is also an element of p
jZ(p), but it is no other than c(0, β) −
c(0, α). 
7.5. Proof of the sufficient conditions. Now we prove the sufficient con-
ditions in Proposition 7.8. We only prove the conditions (1)′ and (3)′. One
can prove the conditions (˜2)
′
(resp. (2)′) in the same manner as (1)′ (resp.
(3)′).
Condition (1)′. Let k be a positive even integer and ε a locally constant
Z(p)-valued function on W1 fixed by the action of G/U1. Let Gk,ε (resp.
Gpk,ε◦ϕ) be the Hilbert-Eisenstein series of weight k (resp. weight pk) at-
tached to ε (resp. ε ◦ ϕ) (Theorem-Definition 7.10).
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The natural inclusion F → FU1 induces the restriction of the Hilbert-
Eisenstein series resGk,ε on hF . It is easy to see that resGk,ε is a Hilbert
modular form of weight pk and its standard q-expansion is given by ([R-W3]
Lemma 7)
resGk,ε = 2
−[FU1 :Q]ζFV1/FU1 (1− k, ε)
+
∑
µ∈OF ,µ≫0
 ∑
(b,ν)∈Pµ1
ε(b)κ(b)k−1
 qµF
where qµF = exp(2π
√−1TrF/Q(µτ)) and
Pµ1 = {(b, ν) | ν ∈ b ⊆ OFU1 ,b is prime to Σ,
ν ≫ 0,TrFU1/F (ν) = µ}.
For λ ∈ OF , we may construct the Hecke operator Uλ associated to λ
(See [R-W3] Lemma 6), which “shifts the coefficients of q-expansion by λ.”
Therefore we have
(resGk,ε)|pkUp = 2−[FU1 :Q]ζFV1/FU1 (1− k, ε)
+
∑
µ∈OF ,µ≫0
 ∑
(b,ν)∈P pµ1
ε(b)κ(b)k−1
 qµF
On the other hand, the standard q-expansion of Gpk,ε◦ϕ is
Gpk,ε◦ϕ = 2−[F :Q]ζFV0/FU0 (1− pk, ε ◦ ϕ)
+
∑
µ∈OF ,µ≫0
 ∑
µ∈a⊆OF ,prime to Σ
ε ◦ ϕ
((
FV0/FU0
a
))
κ(a)pk−1
 qµF .
and note that
ϕ
((
FV1/FU1
a
))
= Ver
((
FV1/FU1
a
))
=
(
FV0/FU0
aOFU1
)
by the commutativity of the Artin symbol and the Verlagerung homomor-
phism (see Lemma 7.4).
Set S = (resGk,ε)|pkUp −Gpk,ε◦ϕ, then the µ-th coefficient of S is∑
(b,ν)∈P pµ1
ε(b)κ(b)k−1 −
∑
µ∈a⊆OF
ε(aOFU1 )κ(a)pk−1
Let (G/U1)(b,ν) be the isotropic subgroup of G/U1 at (b, ν) ∈ P pµ1 .
(Case-1) (G/U1)(b,ν) = {id}. Note that
ε
((
FV1/FU1
bσ
))
= ε
(
σ−1
(
FV1/FU1
b
)
σ
)
= εσ
((
FV1/FU1
b
))
= ε
((
FV1/FU1
b
))
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for every σ ∈ G/U1. Similarly we have κ(bσ)k−1 = κ(b)k−1. There-
fore the sum of (b, ν)-orbit is given by∑
σ∈G/U1
ε(bσ)κ(bσ)k−1 = pε(b)κ(b)k−1 ∈ pZ(p).
(Case-2) (G/U1)(b,ν) = G/U1. In this case G/U1 fixes (b, ν), therefore ν ∈ F
and b = aOFU1 for unique integral ideal a of F prime to Σ. Since
TrFU1/F (ν) = pµ, we have ν = µ. Therefore
ε(b)κ(b)k−1 = ε(aOFU1 )κ(aOFU1 )k−1 = ε(aOFU1 )κ(a)p(k−1)
≡ ε(aOFU1 )κ(a)pk−1 mod p
and so the (aOF , µ)-term vanishes modulo p.
Therefore S has all the non-constant coefficients in pZ(p), and we can ap-
ply Deligne-Ribet’s principle (Corollary 7.13) to S = S(1). There exists a
finite ide`le γ such that
(
FV0/FU0
((γ))γ−1
)
= g (see [De-Ri] (2.23)). Then by Corol-
lary 7.13 S(1) − S(γ) has its constant term in pZ(p). By easy calculation,
the constant term of E − E(γ) is
2−prζFV1/FU1 (1− k, ε) − 2
−rζFV0/FU0 (1− pk, ε ◦ ϕ)−N (γp)
−pkN ((γ))pk
× {2−prζFV1/FU1 (1− k, εϕ(g))− 2
−rζFV0/FU0 (1− pk, (ε ◦ ϕ)g)}
=2−pr{ζFV1/FU1 (1− k, ε) − κ(ϕ(g))
kζFV1/FU1 (1− k, εϕ(g))}
− 2−r{ζFV0/FU0 (1− pk, ε ◦ ϕ)− κ(g)
pkζFV0/FU0 (1− pk, (ε ◦ ϕ)g)}
=2−pr∆ϕ(g)1 (1− k, ε) − 2−r∆g0(1− pk, ε ◦ ϕ)
≡2−r{∆ϕ(g)1 (1− k, ε) −∆g0(1− pk, ε ◦ ϕ)} mod p.
Here we set r = [F : Q] and use N ((γ)) = N (γp)κ(g) ([R-W3] Lemma
9), κ(ϕ(g)) = κ(g)p. For precise calculation, see [R-W3], the proof of the
Theorem.
Condition (3)′. Let j be a sufficiently large integer and y ∈ W3/Γpj is a
coset which is not contained in Γ.
Let S = Gk,δ(y) be the Hilbert-Eisenstein series of weight k attached to
δ(y), then the standard q-expansion of S is given by
S = 2−[FU3 :Q]ζFV3/FU3 (1− k, δ
(y))
+
∑
ν∈OFU3 ,µ≫0
 ∑
ν∈b⊆OFU3 ,prime to Σ
δ(y)(b)κ(b)k−1
 qνFU3
where qνFU3
= exp(2π
√−1TrFU3/Q(ντ)).
(Case-1) (G/U3)(b,ν) = {id}. In this case, we can easily calculate the sum
of (b, ν)-orbit :∑
σ∈G/U3
δ(y)(bσ)κ(bσ)k−1 = pmy
∑
σ∈(G/U3)/(G/U3)y
δ(y
σ−1 )(b)κ(b)k−1.
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(Case-2) (G/U3)(b,ν) 6= {id}. Let F(b,ν) be the fixed field of (G/U3)(b,ν).
Then by the same argument as the proof of the condition (1)′
(Case-2), there exists µ ∈ F(b,ν) and a ⊆ OF(b,ν) uniquely such
that (b, ν) = (aOFU3 , µ). For such (a, µ),
δ(y)(b) = δ(y)
((
FU3/FV3
aOFU3
))
= δ(y) ◦ Ver
((
FV3/F(b,ν)
a
))
= 0
because Im(Ver) = Im(ϕ) ⊆ Γ.
Therefore S has all the non-constant coefficients in pmyZ(p). Take a finite
ide`le γ′ such that
(
FV3/FU3
(γ′)γ′−1
)
= w. Then by Corollary 7.13, the constant
term of S − S(γ′) is also in pmyZ(p), and it is equal to
2−p
3r∆w3 (1− k, δ(y)).
Thus we have finished the proof of Proposition 7.8.
8. Proof of the main theorem
Unfortunately, we cannot conclude that (ξi)i is contained in ΨS by the
congruences obtained in the previous section, so we may not apply Burns’
technique (Theorem 3.4) directly to (ξi)i.
In this section, we modify the proof of Theorem 3.4 and prove our main
theorem (Theorem 3.1) using an inductive technique.
8.1. Kato’s p-adic zeta function for FN/F . Let
N =

1 0 0 Fp
0 1 0 Fp
0 0 1 Fp
0 0 0 1
× {1}
be a closed normal subgroup of G and set G = G/N,U i = Ui/N and V i =
Vi ·N/N .
Then we have the splitting exact sequence
1 −−−−→ N −−−−→ G π−−−−→ G −−−−→ 1.
Let
s : G→ G;
1 a d0 1 b
0 0 1
 , tz
 7→


1 a d 0
0 1 b 0
0 0 1 0
0 0 0 1
 , tz

be a section of π.
The p-adic Lie group
G =
1 Fp Fp0 1 Fp
0 0 1
× Γ
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is a group “of Heisenberg type,” for which Kazuya Kato has already proven
the existence of the p-adic zeta function in [Kato1].
Theorem 8.1 (Kato). The p-adic zeta function ξ for FN/F exists uniquely
and it satisfies the Iwasawa main conjecture (Conjecture 2.15 (2)).
Sketch of the proof. This theorem is the special case of [Kato1], Theorem
4.1.
First, he constructed the theta map (and its localized version)
θ : K1(Λ(G))→ Ψ ⊆ Λ(U0/V0)× × Λ(U1/V1)×
θS : K1(Λ(G)S)→ ΨS ⊆ Λ(U0/V0)×S × Λ(U1/V1)×S
where Ψ (resp. ΨS) was defined to be the subgroup consisting of all elements
(η0, η1) which satisfied the norm relation
NrΛ(U0/V 0)/Λ(U1/V 1)η0 ≡ η1 (resp. NrΛ(U0/V 0)S/Λ(U1/V 1)Sη0 ≡ η1)
and the congruence
η1 ≡ ϕ(η0) mod I1 (resp. mod IS,1).
In this case, we could show the congruence
ξ1 ≡ ϕ(ξ0) mod IS,1
directly in the same manner as in §7. Hence, by using Burns’ technique
(Theorem 3.4), we might show the existence (and uniqueness) of the p-adic
zeta function ξ for FN/F . 
Let C = CF∞/F be the complex defined in Definition 2.8. Since we
always assume the condition (∗) in Proposition 2.10, C is contained in
K0(Λ(G),Λ(G)S ). Let [C] be its image in K0(Λ(G),Λ(G)S). Then Kato’s
p-adic zeta function ξ satisfies the main conjecture ∂(ξ) = −[C].
Proposition 8.2. There exists a characteristic element f ∈ K1(Λ(G)S) for
F∞/F whose image in K1(Λ(G)S) coincides with ξ .
Proof. In the following, we denote by x the image of x in K1(Λ(G)S) for an
element x ∈ K1(Λ(G)S).
Let f ′ ∈ K1(Λ(G)S) be a characteristic element of [C]. Then by using
the functoriality of the connecting homomorphism ∂, we have ∂(ξ · f ′−1) =
−[C] + [C] = 0. By the localization exact sequence (Theorem 1.22), u =
ξ · f ′−1 is the image of an element of K1(Λ(G)), which we also denote u by
abuse of notation. Then the element f = f ′s(u) satisfies the assertion of
the proposition where s denotes the homomorphism K1(Λ(G))→ K1(Λ(G))
induced by s : G→ G. 
8.2. Completion of the proof. Let f ∈ K1(Λ(G)S) be a characteristic
element for F∞/F satisfying Proposition 8.2, that is, π(f) = ξ.
Let fi = θS,i(f) ∈ Λ(Ui/Vi)×S and let ui = ξif−1i . Then ∂(ui) = 0, so we
have ui ∈ Λ(Ui/Vi)× by the localization sequence (Theorem 1.22).
Then it is sufficient to show that (ui)i is contained in Ψ: if (ui)i is con-
tained in Ψ, there exists u ∈ K1(Λ(G)) such that θi(u) = ui by the surjec-
tivity of the theta map (Proposition 5.4). One can easily check that ξ = uf
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satisfies the interpolating properties of the p-adic zeta function for F∞/F
(Definition 2.14) and also satisfies ∂(ξ) = −[C]. Namely, ξ is the desired
p-adic zeta function.
Note that it was easy to show that (ui)i ∈ Ψ in the proof of Theorem 3.4
because of the assumption (ξi)i ∈ ΨS .
Proposition 8.3. ui’s satisfy the norm relations in Definition 5.3, and
satisfy following congruences :
u1 ≡ ϕ(u0) mod I1,
u˜2 ≡ ϕ(u0) mod I˜2,
u2 ≡ d2 mod I ′′2 ,
u3 ≡ d3 mod I3,
where d2 and d3 are certain elements of Λ(Γ).
Proof. fi’s and ξi’s satisfy the norm relations, so do ui’s.
Since (fi)i is contained in ΨS , fi’s satisfy the congruences in Proposition
6.2. On the other hand, ξi’s satisfy the congruences in Proposition 7.2.
Hence, we can easily show that ui’s satisfy the desired congruences.
10

Lemma 8.4. (ui)i ∈ Ker
(
π× :
∏
i
Λ(Ui/Vi)
× −→
∏
i
Λ(Ui/Vi)
×
)
.
Proof. This lemma follows from the construction of f and the commutativity
of π and norm maps of K-groups (Proposition 1.9). 
Lemma 8.5. s ◦ π(Ii) ⊆ Ii.
Proof. Just simple calculation. 
Lemma 8.6. For each i, ϕ(ui) = 1.
Proof. The Frobenius homomorphism ϕ : Λ(Ui/Vi)→ Λ(Γ) factors as
Λ(Ui/Vi)
ϕ−−−−→ Λ(Γ)
π
y ‖xs
Λ(Ui/Vi) −−−−→
ϕ
Λ(Γ)
where ϕ : Λ(Ui/Vi) −→ Λ(Γ) is the Frobenius homomorphism (modN).
Then this lemma holds since (ui)i ∈ Ker(π×) by Lemma 8.4. 
Proof of Theorem 3.1. By operating s ◦π to the congruences of Proposition
8.3, we have
s ◦ π(u2) ≡ d2 mod s ◦ π(I ′′2 ),
s ◦ π(u3) ≡ d3 mod s ◦ π(I3).
By Lemma 8.4, both of s ◦ π(u2) and s ◦ π(u3) are 1. Therefore we obtain
u2 ≡ d2 ≡ 1 = ϕ(u2) mod I ′′2 ,(8.1)
u3 ≡ d3 ≡ 1 = ϕ(u3) mod I3,(8.2)
10Note that we may replace c2 and c3 in Proposition 7.2 by invertible elements.
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by Lemma 8.5 and 8.6. Hence if we show that
u2 ≡ 1(= ϕ(u2)) mod I2,(8.3)
we have (ui)i ∈ Ψ, which is the desired result.
Now we show the congruence (8.3). We know that u2 ∈ 1 + I ′′2 and u3 ∈
1 + I3 by (8.1) and (8.2). Note that the p-adic logarithmic homomorphism
induces an isomorphism of abelian groups 1+I ′′2
≃−→ I ′′2 by the same argument
as the proof of Lemma 5.6. By the logarithmic isomorphisms (Lemma 5.6),
we have log u2 ∈ I ′′2 and log u3 ∈ I3.
We may describe log u2 and log u3 as Λ(Γ)-linear combinations of gener-
ators of I ′′2 and I3:
log u2 =
∑
b,c 6=0
ν˜
(3)
bc β
bγchζ +
∑
b,f
pν˜
(4)
bf β
bζf ,
log u3 =
∑
f
p3σ
(1)
f ζ
f +
∑
e 6=0
p2σ(2)e ε
ehζ +
∑
c 6=0
pσ(3)c γ
chεhζ .
Then we have
TrΛ(U2/V2)/Λ(U3/V2) log u2 =
∑
c 6=0
pν˜
(3)
0c γ
chζ +
∑
f
p2ν˜
(4)
0f hζ
and
log u3 ≡
∑
f
p2
pσ(1)f +∑
e 6=0
σ(2)e
 ζf +∑
c 6=0
p2σ(3)c γ
chζ (modV2).
By comparing the coefficients, we have
ν˜
(4)
0f = pσ
(1)
f +
∑
e 6=0
σ(2)e ,
ν˜
(3)
0c = pσ
(3)
c (c 6= 0).
Therefore if we set
ν
(1)
f = σ
(1)
f , ν
(2)
c =
{∑
e 6=0 σ
(2)
e if c = 0,
σ
(3)
c if c 6= 0,
ν
(3)
bc = ν˜
(3)
bc (b 6= 0, c 6= 0), ν(4)bf = ν˜(4)bf (b 6= 0),
we have
log u2 =
∑
f
p2ν
(1)
f ζ
f +
∑
c
pν(2)c γ
chζ
+
∑
b6=0,c 6=0
ν
(3)
bc β
bγchζ +
∑
b6=0,f
pν
(4)
bf β
bζf
which implies log u2 ∈ I2. Hence by the logarithmic isomorphism (Proposi-
tion 5.6), u2 is contained in 1 + I2, which implies the congruence (8.3).

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Remark 8.7. By the construction of ξ = uf , we have θS(ξ) = (ξi)i. Since
ΨS contains the image of θS , we especially obtain the following non-trivial
congruences among abelian p-adic pseudomeasures:
ξ2 ≡ ϕ(ξ0)p mod I2,
ξ3 ≡ ϕ(ξ0)p2 mod I3.
It seems to be impossible to show these congruences directly by using
only the theory of Deligne-Ribet.
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