Abstract-The efficiency with which coefficients in probit models are estimated is improved by exploiting data on continuous ancillary variates. In this paper the resulting gains in efficiency are examined and illustrative calculations are provided. Extra precision is achieved at the cost of making an extra assumption but this assumption can be tested. It is shown that fully efficient maximum likelihood estimation of the probit model with a continuous ancillary variate can be achieved by a simple two step procedure involving an ordinary least squares and a probit estimation.
I. Introduction
Probit analysis of binary data is now widely practised by social scientists. Sometimes data are available on endogenous continuous variates which, given exogenous variables, are correlated with the binary variate on which probit analysis is performed. For example, when estimating models for housing tenure choice, household income or expenditure on some nondurable goods may be available. And when estimating a model for the return to work of an unemployed worker in some time interval, tenure of or wage in the previous job may be available. This paper provides a simple computational procedure for using ancillary data of this sort efficiently and a method for obtaining estimates of the asymptotic variances of the resulting estimators. Finally the gain in efficiency obtained by using the ancillary data is investigated.
Suppose Conniffe (1982) ). The coarse grouping of Y2 into the two classes indicated by D destroys information but the ordinary least squares (OLS) estimators of 7T, and all can still be calculated and are therefore still efficient. Since the data are informative about the conditional correlation of Yi and Y2 given x, the magnitude of Yi is generally informative about the location of Y2 within the two classes (Y2 ? 0, Y2 < 0) into which it is coded. Consequently, with D observed in place of Y2, the "single equation" probit estimator of 7T2 which ignores the Yi data, using Just D and x data, is generally inefficient.
It is shown in section II that the fully efficient maximum likelihood (ML) estimator of 7T2 is obtained by a probit analysis of D on x and Yi so that ML estimation of (1) can be achieved using standard OLS and probit analysis software with negligible increase in computational cost over separate analysis of the Yi and D data. In section III the magnitude of the (asymptotic) efficiency gain, which is nonzero for p * 0, is considered. The log likelihood (4) is written using the decomposition P(y, n Dlx) = P(Djy1 n x)P(yllx) and the parameterisation: 3When p2 = 1 and p is known, v2 can be "reconstructed" from y1 and x and all the lost efficiency due to grouping v, can be regained. It seems plausible that this is also true, asymptotically, when p is unknown and in fact p2 = 1. The gain in efficiency on introducing the Yi data increases with p2, 7720 and 772 and varies with r= cor(x,,x2). For models in which the exogenous variables are highly correlated and for which the event D = 1 is relatively rare or relatively common, considerable gains in efficiency can be achieved by using the joint maximum likelihood estimator which, as noted earlier, is simple to calculate.
II. Marginal and

