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In this work we present a numerical method to solve the set of Dyson-like equations arising the context of non-
equilibrium Green’s functions. The technique is based on the self-consistent solution of the Dyson equations for
the interacting single-particle Green’s function once a choice for the self-energy, functional of the single-particle
Green’s function itself, is done. We briefly review the theory of the non-equilibrium Green’s functions in order
to highlight the main point useful in discussing the proposed technique. We also discuss the relation between
our approach and the textbook approach to solve the Kadanoff-Baym equations. We then present and discuss
the numerical implementation which is based on the distribution of the elements of the Green’s function and
self-energies on a grid of processes. We discuss how the structure of the considered self-energy approximations
influences the distribution of the matrices in order to minimize the communication time among processes and
which should be considered in the case of other approximations. We give an example of the application of our
technique to the case of quenches in ultracold gases, also discussing to the convergence features of our scheme.
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1 Introduction In recent years, there has been a
growing interest in investigating the dynamics of many-
body quantum systems triggered by technological devel-
opments in different fields which allowed the realization of
setups such as the ultracold-gases, or the pump and probe
techniques applied to solid state systems where dynamical
properties can be resolved and controlled to a very good ex-
tent. One representative example is that of the equilibration
of a closed system following a sudden and short external
perturbation; the theoretical efforts in this context has led
to the discovery of the so called many-body localization
(MBL) [1,2,3,4], a phenomenon which is still highly de-
bated in the field of condensed matter physics. It is also
worthwhile to mention the discovery of out-of-equilibrium
phases of matter induced in many-body system by external
perturbation such as the light-induced superconductivity
[5] and/or gap engineering in semiconductors [6].
The intense experimental research activity has con-
tributed to an equally intense search for theoretical ap-
proaches able to capture such features. The available the-
oretical tools are mostly still in their infancy or lacking
altogether. Understanding those phenomena unavoidably
requires a framework which can take into account ef-
fects of correlations in a many-body quantum system with
possibly time-dependent (TD) external perturbations. The
starting point is the TD Schreodinger equation (SE) whose
numerical solution is computationally challenging already
in a very small reduced subspace of many-electrons states.
Therefore several time-propagation algorithms with dif-
ferent degree of approximation and range of applicability
have been developed. Some of these techniques include:
the time-dependent density matrix renormalization group
(TD-DMRG) [7], time-dependent numerical renormaliza-
tion group (TD-NRG) [8,9], functional renormalization
group (FRG) [10] [11] [12], diagrammatic many-body
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methods [13] [14], and Quantum Monte Carlo (QMC)
techniques [15] [16]. Lately, strongly correlated systems
have also been studied with density functional theory
(DFT) both in its static [[19]-[23]] and time-dependent
version [[24]-[29]]. Even though each of these techniques
has given good results in its own range of applicability
in describing the equilibration and steady-state regime,
each of these techniques are limited in different degree of
approximation. As an example, although TD-DFT is an
exact reformulation of the TD-SE, in practice all simula-
tions lack of dynamical exchange-correlation effects which
often play a major role in, e.g., charge migration processes.
A very powerful approach, which is the subject of
our work, is that of the Non-Equilibrium Green’s Func-
tions (NEGFs) which has been developed at the same
time as their well know equilibrium counterpart. One of
its most important features is that it allows to retain the
formal structure of the many-body perturbation theory
(MBPT) developed for the equilibrium case, therefore al-
lowing to extend all known perturbation schemes to the
non-equilibrium scenario. A drawback of this approach is
that the system of equations needed to be solved in or-
der to have access to information on physical quantities,
namely the Kadanoff-Baym equations (KBEs), is hope-
lessly complicated for an analytic approach and it is very
demanding for any numerical approach, especially for
computers available at the time when this technique was
developed. The reason lies on the two-real-time structure
(plus possibly one extra imaginary time axis if considering
an initially interacting state) of the single-particle Green’s
function. This resulted in the nearly total abandonment of
the application and development of NEGFs approach up
until very recently. In more recent years, with the advent of
supercomputers, the interest in the NEGFs has witnessed
a renewed attention with the development of numerical
techniques for the solution of the KBEs [35,36] which,
although still computationally very demanding, has found
several applications in the study of out-of-equilibrium in-
teracting many-body systems [34,37]. In order to lower
the computational load and therefore to investigate longer
time dynamics, a simplified version of the KBEs is often
employed. The essence of this approximation, introduced
in Ref. [38], is to compute two-times functions in a simpli-
fied way by means of the so-called Generalized-Kadanoff-
Baym-Ansatz (GKBA), which in practice amounts to cal-
culate the spectrum of the system (the Retarded/Advanced
Green’s functions) in a way which does not require the
two-times propagation, typically at the Hartree-Fock level.
The result of applying this procedure to the original KBEs
is to return an integro-differential equation for the single-
particle density matrix which can be solved using standard
numerical techniques for such class of equations.
This approach is particularly powerful as it is com-
pletely general and can be applied to different quantum
systems, both closed and open as already shown in the orig-
inal paper. On the other hand, the application of such ap-
proach to different cases has shown that it suffers from two
major drawbacks: 1) the single particle spectrum is often
calculated only at the Hartree-Fock regime; 2) the initial
state of the system has to be chosen uncorrelated (non-
interacting). A solution to this last problem has been re-
cently proposed exploiting an analogy between the equilib-
rium situation and the non-equilibrium one by D. Karlsson
and collaborators in Ref.[17]. On the other hand, the valid-
ity of such approximation to different systems is still under
scrutiny together with new methods to improve it. For this
reason, it is often necessary to compare its results with the
solution of the full KBEs in order to understand the range
of validity of the GKBA-master equation and whether its
limitations come from an incorrect evaluation of the spec-
tral function (thus from how correlations in the system are
accounted for) or from neglecting the initially correlated
state of the system which in the KBEs can be easily in-
cluded.
In our work we propose a new approach for the solu-
tion of the KBEs starting from a slightly different, yet com-
pletely equivalent, point of view. The problem of finding
the evolution of the single particle Green’s function for an
interacting many-body system can be formulated either in
the framework of a system of coupled equations of motion
for the n-particle Greens functions (the Martin-Swinger hi-
erarchy), or as a series expansion of the evolution operator
giving different contributions which are then resummed to
obtain a Dyson equation. Actually in this latter case the
one ends up with the solution of a set of five integral equa-
tions: the Hedin equations [34]. In this paper we propose
a numerical approach to the solution of the Dyson equa-
tion for the single particle Green’s functions for an inter-
acting system possibly coupled to external reservoirs. Our
approach is totally equivalent to the solution of the KBE
and allows for the inclusion of dynamical correlations in a
self-consistent manner; at the same time it shares with TD-
DFT the scaling of the computational cost with the system
size.
In what follows we will focus on the case of fermionic
particles, but of course the extension of the formalism
to bosonic particles is straightforward. One example of
the application of our method to the bosonic case can is
discussed in Ref. [18] where a quench in one- and two-
dimensional Bose-Hubbard model has been studied. Other
types of systems can be also covered by the formalism
presented here as for instance the case of phonons or of
any other type of quasi-particle. The key difference be-
tween these cases and the approach presented hereafter will
mostly be in the definition of the single particle Green’s
functions and, in turn, of the self-energies which embody
the main features of interactions.
2 General framework In this and the following sec-
tion we review for completeness the key ingredients of the
non-equilibrium Green’s function theory and of the main
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approximations used to treat interactions in weakly inter-
acting fermions and the coupling of such a system to exter-
nal reservoirs to describe transport.
2.1 Closed interacting system We consider a
many-body system whose particles interact via a two-
body potential. Our aim is to describe the time evolution
of the system when the latter is brought out-of-equilibrium
by a time-dependent external potential or it is subject to
a change in some of the system’s parameters (quantum
quench). This external field could be a bias voltage in a
quantum transport case or the change in the trapping po-
tential in the case of ultracold gases; in this latter case,
a sudden change of particle-particle interactions can also
be realized. In second quantization the time-dependent
Hamiltonian of a system of interacting identical particles
reads
HˆC(t) =
∫
dxψˆ†(x)h(x, t)ψˆ(x)
+
1
2
∫ ∫
dxdx′ψˆ†(x)ψˆ†(x′)v(r, r′, t)ψˆ(x)ψˆ, (x′) (1)
where the field operator ψˆ ( ψˆ†) with argument x = (r, σ)
annihilates (creates) a fermion in position r with spin σ.
The two-body interaction are given by the function v(r, r′)
whose strength typically depends on the distance |r − r′|,
like in the Coulomb repulsion. We use the subscript C in
the Hamiltonian to distinguish it in the context of a more
general framework where the system is coupled to external
reservoirs and it therefore becomes the ”central” region of
a larger system which includes the reservoirs themselves
(see next subsection). The one-body part of the Hamilto-
nian is
h(x, t) = −1
2
∇2 + w(x, t)− µ (2)
where w(x, t) is a time-dependent external field and µ the
chemical potential of the initial equilibrium system.
If we restrict ourselves to a suitable basis representation,
like the spin-orbital basis ϕiσ(x) = ϕi(r)δσσ′ , then we
can define creation and annihilation operators dˆ†iσ, dˆiσ for
the state iσ as a linear combination of field operators at
different position-spin coordinates
dˆ†iσ ≡
∫
dx ϕiσ(x)ψˆ
†(x) (3)
dˆiσ ≡
∫
dx ϕ∗iσ(x)ψˆ(x). (4)
where the integral is
∫
dx =
∑
σ
∫
dr. The operators
dˆ†iσ and dˆiσ inherit the anti-commutation rules from the
field operators ψˆ† and ψˆ. Eq. (3), (4), together with their
anti-commutation relations, leads to the following repre-
sentation for the Hamiltonian
HˆC(t) = Hˆ0(t) + Vˆ (t) (5)
Hˆ0(t) =
∑
ij,σ
hij(t)dˆ
†
iσdˆjσ (6)
Vˆ (t) =
1
2
∑
ijkl
∑
σσ′
vijkl(t)dˆ
†
iσdˆ
†
jσ′ dˆkσ′ dˆlσ (7)
with the single-particle Hamiltonian matrix given by
hij(t) =
∫
dr ϕ∗i (r)h(r, t)ϕj(r) (8)
and the so called Coulomb integral
vijkl(t) =
∫
drdr′ ϕ∗i (r)ϕ
∗
j (r
′)v(r, r′, t)ϕk(r′)ϕl(r).
(9)
The above expressions can be generalized in case of the
presence of a magnetic field and/or spin orbit coupling.
2.2 Coupling to external reservoirs To study quan-
tum transport through a correlated system we connect
a central interacting open quantum system described by
Eq. 5 to non-interacting electronic reservoirs. The model
Hamiltonian for such a scenario becomes then:
Hˆ(t) = HˆC(t) + Hˆleads(t) + HˆT (10)
where HˆC(t) is the Hamiltonian of the central re-
gion Eq. (5), the infinite leads are described by the terms
Hˆleads(t) =
∑
α Hˆα(t) whose second quantized form
reads
Hˆleads(t) =
∑
α
∑
ij,σ
[tαij + Vα(t)δij ]cˆ
†
αiσ cˆαiσ (11)
here the operators cˆ†, cˆ are the creation and annihilation
operators for the reservoir α, tαij is the nearest neighbor
Hamiltonian and Vα(t) denotes the time-dependent bias for
each lead. The last term HˆT describes the contact of the
correlated system to the electrodes, i.e., the hybridization
of the central region with the levels of the leads:
HˆT =
∑
α
∑
ij,σ
[Ti,jαdˆ
†
iσ cˆαjσ + T
∗
αj,icˆ
†
αjσdˆiσ] (12)
=
∑
α
HˆαT (t),
where Tαi,j are the matrix elements of the coupling be-
tween the leads α and the system.
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Figure 1 The Keldysh-Schwinger contour γ. The arrows
in the contour indicates the ordering of the arguments
along the contour defining the relative order of the complex
times, namely t0 >γ t1 >γ t2 >γ t0− iτ2 >γ t0− iβ >γ .
2.3 Single particle Green’s functions The starting
point in the theory of the non-equilibrium Green’s function
is the definition of the single-particle Green’s function as
the expectation value of the contour-ordered product of the
creation and annihilation operators
G(1; 1′) = −i
〈
Tγ
[
ψˆH(1)ψˆ
†
H(1
′)
]〉
0
(13)
where the subscript H denotes the Heisenberg picture and
the indexes 1 = x1, z1 and 1′ = x′1, z
′
1 are collective in-
dexes for position, spin and complex-time. Furthermore, z
and z′ are a contour time variables and Tγ orders the op-
erators along the Keldysh contour γ by arranging the oper-
ators with later contour times to left Fig. 1. Similarly, we
denote by h(1) the matrix elements of the first quantized
Hamiltonian hˆ in the position, spin and complex-time in-
dexes. Here the symbol 〈. . . 〉0 denotes the average over the
initial many-body thermal state. By applying [i∂z1 − h(z)]
and using the Heisenberg equations of motion for the op-
erators ψˆ and ψˆ† under the evolution given by HˆC(t), one
obtains the first equation of the Martin-Schwinger hierar-
chy (MSH):
[i∂z1 − h(1)]G(1; 1′) = δ(1, 1′) (14)
−
∫
d1¯v(1, 1¯)G2(1, 1¯; 1
′, 1¯+)
where the two-particle Green’s function G2(1, 2; 1′, 2′) =
(−i)2
〈
Tγ
[
ψˆH(1)ψˆH(2)ψˆ
†
H(2
′)ψˆ†H(1
′)
]〉
0
has been in-
troduced. Here the integral
∫
d1¯ =
∫
dx¯1
∫
γ
dz¯1 and 1+ =
x1, z1 + δ denoting a time infinitesimally larger than z1 on
the Keldysh contour γ. A similar equation is obtained by
acting to the left with the operator
[−i∂z′1 − h(1′)]. In or-
der to truncate the MSH, a self-energy Σ is introduced in
such a way that:∫
d1¯Σ(1; 1¯)G(1¯; 1′) = (15)
−
∫
d1¯v(1, 1¯)G2(1, 1¯; 1
′, 1¯+)
The physical meaning of the self-energy Σ is to introduce
an effective function which accounts for the two particles
scattering which are encoded into the two-particle Green’s
function G2. Thanks to the definition of Σ with Eq. 15 one
obtains the following equation on the complex contour for
the single particle Green’s functions:
[i∂z1 − h(1)]G(1; 1′) = δ(1, 1′) +
∫
d1¯Σ(1, 1¯)G(1¯; 1′)
(16)
which has to be solved with the Kubo-Martin-Schwinger
(KMS) boundary conditions G(t0, z′1) = −G(t0− iβ, z′1),
following directly from (13) and the cyclic property of
the trace. By means of the Langreth rules, it is possible
to project these equations of motion for the single-particle
Green’s function onto the real and imaginary axis. The re-
sulting set of equations for those components are called the
Kadanoff-Baym equations and represent, together with the
initial conditions, the usual way to completely determine
the single-particle Green’s functions once a choice for the
self-energy is made. The numerical implementation of the
solution of such equations requires a two-times propaga-
tion scheme [34,35,36,37].
An alternative approach to find the interacting Green’s
function in Eq. 13 is to go to the interaction picture and
then expand the evolution operator containing the interac-
tion term VˆI(t), where the subscript I stands for ”interac-
tion picture” and then use Wick’s theorem to write down a
series expansion of the interacting single-particle Green’s
function in terms of the non-interacting one g0(1; 1′) which
satify the following equations:
[i∂z1 − h(1)] g0(1; 1′) = δ(1, 1′) (17)
g0(1; 1
′)[−i←−∂ z′1 − h(1′)] = δ(1, 1′). (18)
By collecting the wanted terms of this series expansion
into a self-energy term, the Dyson equation is obtained:
G(1; 1′) = g0(1; 1′) +
∫
d1¯d2¯g0(1; 1¯)Σ(1¯, 2¯)G(2¯, 1
′)
(19)
The Dyson equation is the formal solution of the Martin-
Schwinger hierarchy for the one-particle Green’s function
as can be easily seen by applying [iδ(1, 1′)∂z1 − h(1′, 1)]
and integrating over 1 to Eq.(19) to obtain Eq. (16).
Therefore solving both approaches are fully equiva-
lent in describing the time propagation of the full non-
equilibrium Green’s function. In the following we derive
a procedure for the self-consistent solution of the Dyson
equation.
Before proceeding, we want to recall the main defini-
tions for function with time indexes on the real and imag-
inary branches of the contour. Any two-time function de-
fined on the contour is said to belong to the Keldysh space
and in general such functions can be written as
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k(z, z′) = δ(z, z′)kδ(z)+θ(z, z′)k>(z, z′)+θ(z′, z)k<(z, z′)
(20)
where θ(z, z′) is a contour Heaviside function, i.e.,
θ(z, z′) = 1 for z later with respect to the contour or-
dering than z′ on the contour and zero otherwise, and
δ(z, z′) = ∂zθ(z, z′) is the contour delta function. Exam-
ples of such quantities are of course the Green function,
whose singular part Gδ is zero, and the self-energy, where
the singular part is given by the Hartree-Fock self-energy
Σδ = ΣHF [G]. The greater and lesser term respectively
denote the correlation parts. From this expression we can
define several subordinated functions. It is common to de-
note by z = t− the contour point on the forward branch,
z = t+ the contour point on the backward branch and
z = t0 − iτ the contour point on the vertical track. The
Keldysh component lesser (<), greater (>), retarded (R),
advanced (A), left (d), right (e) and Matsubara (M ) of the
function k(z, z′) on the contour are defined according to
[34]
kM (τ, τ ′) = k(t0 − iτ, t0 − iτ ′) (21)
kd(τ, t′) = k(t0 − iτ, t′) (22)
ke(t, τ) = k(t, t0 − iτ) (23)
k≶(t, t′) = k(t∓, t′±) (24)
kR/A(t, t′) = ±θ(±(t− t′))[k>(t, t′)− k<(t, t′)] (25)
With these definitions and with the help of Langreth rules
for the projection of integral of products of two Keldysh
functions, we can write the equations for the real-time
components of the Dyson equation:
GM (τ, τ ′) = [GM0 +G
M
0 ? Σ
M ? GM ](τ, τ ′), (26)
Gd(τ, t′) =[Gd0 +G
d
0 ◦ΣA ◦GA+ (27)
+GM0 ? Σ
d ◦GA +GM0 ◦ΣM ? Gd](τ, t′),
Ge(t, τ) =[Ge0 +G
R
0 ◦ΣR ◦Ge+ (28)
+GR0 ◦Σe ? GM +Ge0 ? ΣM ? GM ](t, τ),
GR/A(t, t′) = [GR/A0 +G
R/A
0 ◦ΣR/A◦GR/A](t, t′), (29)
G≶(t, t′) = [G≶0 +G
R
0 ◦Σ≶ ◦GA (30)
+G
≶
0 ◦ΣA ◦GA +GR0 ◦ΣR ◦G≶
+G
e
0 ? Σ
M ? Gd
+GR0 ◦Σe ? Gd +Ge0 ? Σd ◦GA](t, t′).
The notations ◦ and ? denote the real-time and
imaginary-time convolutions:
[a ◦ b](t, t′) =
∫ ∞
t0
a(t, t¯)b(t¯, t′)dt¯,
[a ? b](t, t′) = −i
∫ t0−iβ
t0
a(t, τ)b(τ, t′)dτ,
where the matrix multiplication among indices of the
single-particle basis is assumed.
Eq. 26 is the only equation which is completely decou-
pled from all other equations and gives information on the
initial state of the system at time t0. All other equations are
coupled and their solution has to be found self-consistently
as discussed in the next section. Eqs. 27 and 28 give the
contribution of the initial state to the dynamical proper-
ties of the system. The retarded and advanced components
given by the solution of Eqs. 29 give the spectral proper-
ties of the system whereas the solution of Eqs. 30 give the
particle and hole propagators which in turn give access to
occupancy numbers and time correlations in the interacting
system.
3 Self-energies In this section, we outline some of
the most used self-energy approximation which embody
both the role of many-body interactions and of the exter-
nal reservoirs. Of course it is not at all an exhaustive list
of them as the choice of the self-energy is strictly related
to the system at hand. Our aim is only to give few exam-
ples in order to outline the main features which can then be
exploited in the numerical implementation. On the other
hand, the prototype self-energies considered here cover the
most used ones for electronic systems and to some extent
also the only ones amenable of a numerical implementa-
tion with good scaling properties with both the size of the
system and of the number of time steps. This in turn can
serve as a guide for other more specific and system-tailored
approximation.
3.1 Many-Body Self-energy We have seen that in
order to include the effect of many-body interactions in the
dynamics of the single-particle Green’s function it is pos-
sible to define a self-energy which describes the effect of
the whole system at the single particle level.
Formally the self-energy arise either as a way to trun-
cate the the Martin-Swinger hierarchy or in the diagram-
matic expansion of the evolution operator as a way to
choose which physical processes are important in the de-
scription of the system. In the first case one obtains the
Kadanoff-Baym equations whereas in the second one the
Dyson equation or, in a more general framework, the set
of Hedin equations. In either case the choice of the self-
energy is, to some extent, left to the needs of the problem
addressed, meaning that the choice of the diagrams to be
included in the self-energy depends only upon the physical
processes which are believed to contribute the most to the
specific case at hand.
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On the other hand, there are some general restrictions
to consider, specifically those imposed by the macroscopic
conservation laws. To guarantee that the latter are pre-
served, such as conservation of particle, energy, and lin-
ear and angular momentum, the self-energy has to be the
functional derivative of a functional Φ[G] with respect to
G, namely:
Σ(1; 1′) =
δΦ[G]
δG(1; 1′)
. (31)
In this case the resulting single-particle Green’s func-
tion is guaranteed to fulfill macroscopic conservation laws.
This introduces a non-trivial problem if one attempts
to find the interacting Green’s function. By definition the
self-energy is a functional of the interacting single-particle
Green’s function which in turn can be found only through
the knowledge of the self-energy. Therefore conservation
laws are satisfied if and only if a self-consistent procedure
is employed. This is one first obvious reason to resort to
numerical techniques.
The most well-known conserving approximations are
the Hartree-Fock (HF), the second Born (2B), the GW, and
the T-matrix approximation. We present in the main text
only the first three of these approximations. The first-order
approximation for the self-energy, namely the HF approx-
imation, has the following mathematical form
ΣHF [G](1, 1′) = −iδ(1, 1′)
∫
d1¯v(1, 1¯)G(1¯; 1¯+)
+ iG(1; 1′)v(1+, 1′) (32)
this approximation describes how a particle moves
freely under the influence of an effective potential which
depends of all the other particles, namely the HF approx-
imation includes the effect of the interaction through an
effective potential (mean-field approximation). Up to the
second-order approximation for self-energy, the first ex-
ample which one encounters is the 2B approx. that reads
Σ2B [G](1; 1′) = ΣHF [G](1; 1′)
− i2G(1; 1′)
∫
d1¯d2¯v(1, 1¯)G(1¯, 2¯)G(2¯, 1¯)v(1′, 2¯)
+ i2
∫
d1¯d2¯v(1, 1¯)G(1; 2¯)G(2¯, 1¯)G(2¯, 1′)v(1′, 2¯) (33)
here, in addition to the time-local part of the self-
energy (ΣHF ), we have terms up to the second order in
the Coulomb interaction v(z, z′) = v(x,x′)δ(t, t′). The
first term after the HF-part of the self-energy is gener-
ally denoted as first order bubble diagram Fig. 2 which
describes a propagation of a particle (or hole) while inter-
acting with particle hole-pair, i.e., it includes to first order
the polarization of the media due to inserted particles (or
Figure 2 Feynman diagrams constituting the Hartree-Fock
(HF) second-Born (2B) ad GW (RPA) approximations for
the many-body self-energies.
hole). The last term is nothing but the second order correc-
tion to the exchange term.
In the GW approximation the electronic self-energy
takes the form
ΣGW [G](1; 1′) = ΣH(1, 1′) + iW (1; 1′)G(1; 1′) (34)
with ΣH being the Hartree part of the self-energy, the
first term of the r.h.s of Eq. (32), and where the dynamically
screened interaction W satisfy the Dyson equation
W (1; 1′) = v(1, 1′) +
∫
d1¯d2¯v(1, 1¯)P (1¯, 2¯)W (2¯, 1′),
(35)
the polarization is usually approximated in the random-
phase approximation (RPA) asP (z, z′) = −iG(z, z′)G(z′, z).
The GW approximation can be seen as a dynamically
screened exchange approximation able to describe the ef-
fects of long-range interaction.
Other choices for the polarization diagram are possi-
ble [34], but unfortunately they typically make the compu-
tation more demanding as a vertex function has to be in-
cluded. In fact this case corresponds to including in the set
of equation to be solved a vertex functional which in turn
means to switch to a more complicated set of equations
then the ones including only the Green’s function and the
self-energy. This set, named Hedin equations, is made of
five equations which have to be solved at the same time
and self-consistently. The complication arises mostly due
to the nature of the vertex functional which is, in general, a
three indexes object and has a more complicated structure
in Keldysh space than the functions seen so far.
3.2 Embedding self-energy Moreover, the self-
energy in (19) should take into account the tunneling of
electrons between the central region and the leads. We
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define the embedding self-energy to be proportional to the
non-interacting lead Green’s function in the localized (dot)
basis and to the coupling hamiltonian as
Σem,α,kl(z, z
′) =
Nα∑
ij
Tk,iαgαα,ij(z, z
′)Tjα,l (36)
here k, l label the sites in the central region, while i, j
label the sites in the lead α. Furthermore, Nα is the num-
ber of sites in the lead α (at the end of the derivation we
take Nα → ∞). The non-interacting Green’s function in
delocalized basis (in the eigenbasis of the leads with eigen-
values iα) can be readily found to be
g˜<αα,ij(t, t
′) = iδijf(iα)e−i
∫ t
t′ (iα−µ+V (t¯))dt¯ (37)
g˜>αα,ij(t, t
′) = iδij(f(iα)− 1)e−i
∫ t
t′ (iα−µ+V (t¯))dt¯
(38)
where µ is the chemical potential and Vα(t) is the
bias voltage in the lead α, while the function f() =
1/(eβ(−µ) + 1) denotes the Fermi distribution function.
We can express the lead Green’s function in the localized
site basis via a basis transformation which diagonalizes the
lead Hamiltonian D†HˆαD = diag[iα] such that
g
≶
αα,ij(t, t
′) =
Nα∑
kl
Dαikg˜
≶
αα,kl(t, t
′)Dα†lj . (39)
Inserting Eqs. (37) and (38) into the definition of the
embending self-energy (36) and defining the function
Γkl,α() = 2pi
Nα∑
ijn
Tk,iαD
α
inδ(− nα)Dα†njTjα,l (40)
we get an expression for the one-dimensional lead self-
energy
Σ<em,α,kl(t, t
′) = ie−i
∫ t
t′ Vα(t¯)dt¯×
×
∫
d
2pi
f()Γkl,α()e
−i(−µ)(t−t′) (41)
Σ>em,α,kl(t, t
′) = ie−i
∫ t
t′ Vα(t¯)dt¯×
×
∫
d
2pi
(f()− 1)Γkl,α()e−i(−µ)(t−t′)
(42)
Furthermore, the d, e and M component are similarly
worked-out by considering the time-arguments on different
parts of the Keldysh contour.
3.3 Symmetries Before moving to the next section,
in which we will present the numerical schemes used to
solve the Dyson equation it is useful to recall the sym-
metry properties, in the single-particle basis of the system,
between the different real and imaginary time axis of both
Green’s functions and self-energies which can be exploited
in order to reduce the computational load. They are given
(for fermions) by:
GMji (τ ; τ
′) = −GMij (τ ; τ ′)∗ (43)
G
d
ij(τ ; t) = G
e
ji(t;β − τ)∗ (44)
GAji(t
′; t) = GRij(t; t
′)∗ (45)
G
≶
ji(t
′; t) = −G≶ij(t; t′)∗ (46)
ΣMij (τ ; τ
′) = −ΣMji (τ ; τ ′)∗ (47)
Σ
d
ij(τ ; t) = ∓Σeji(t;β − τ)∗ (48)
ΣAji(t
′; t) = ΣRij(t; t
′)∗ (49)
Σ
≶
ji(t
′; t) = −Σ≶ij (t; t′)∗ (50)
The importance of the symmetries in this context is that
they allow to reduce both the computational time and, also
very important, the memory required.
4 Physical Quantities In this section we present
some physical quantities which can be calculated through
the knowledge of the interacting single-particle Green’s
functions and the self-energy. Specifically, we discuss
quantities which give information on the dynamics of the
system and which therefore require the knowledge of the
the two-time Green’s function.
4.1 Occupation number and momentum distribu-
tion The first physical quantity of interest is the occupa-
tion number of a given single particle state, which can be
computed by means of the lesser Green’s function as:
ns(t) = −iG<s,s(t; t), (51)
this quantity gives us information on the time-dependent
occupation of the state with quantum numbers s.
In the case in which the chosen basis is made of sites
and spin, namley s = {j, σ} where j labels the position of
a site j in a lattice of N sites in d-dimensions, then one can
define the momentum distribution. In the case
m(k) = −i 1
N
∑
σ
∑
σ
e−i(j1−j2)·kG<j1σ,j2σ(t; t). (52)
This case is particularly relevant in the case of ultracold
gases where the momentum distribution is a routinely mea-
sured quantity via time-of-flight techniques.
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4.2 Spectral Function Information on the single par-
ticle spectrum are encoded in the spectral function, defined
as the Fourier transform of G> − G< with respect to the
relative time coordinate τ = t− t′ for a given value of the
time T = (t+ t′)/2, i.e.,
A(T, ω) = −Im
∫
dτ
2pi
eiωτΩ
(
T +
τ
2
, T − τ
2
)
. (53)
where Ω = TrC¯ [G> −G<] and the trace is over all de-
grees of freedom not belonging to the central region (sys-
tem of interest). For values of T sufficiently large, where
the transient dynamics becomes negligible, and in the ab-
sence of external drivings, the spectral function becomes
independent of T , namely A(T, ω) → A(ω). For these
times TrCA(ω) displays peaks at the accessible single-
particle energies, namely it is propostional to the non-
equilibrium density of states (DOS). The spectral func-
tion also contains other informations such as the momen-
tum distribution of the system and therefore to the single-
particle dispersion relation thanks to the information on the
frequencies ω.
It is worth stressing that the calculation of the spectral
function requires the knowledge of the two-time Green’s
function and therefore the information it carries is not ac-
cessible in the context of the GKBA. Actually in this last
case this information has to be provided a priori via the
ansatz on the Retarded and Advanced components of the
Green’s function and because so far the most used ap-
proximation used is the Hartree-Fock, this amounts to use
a single-particle spectrum calculated at the HF level and
therefore lacking of any many-body correlation effect.
4.3 Currents From the knowledge of the single parti-
cle Green’s function of the central region Eq. (13) and its
components along the Keldysh contour we have access to
the time-dependent ensemble average of all one-body op-
erators of the central region. We also have access to the
total current flowing between this region and the lead α.
The particle current reads
Iα(t) = −
〈
d
dt
Nˆ(t)
〉
= −i
〈[
HˆαT (t), Nˆ(t)
]〉
(54)
where Nˆ(t) is operator related to the total number of par-
ticles in the system whereas HˆαT (t) is the coupling Hamil-
tonian between the central region and the leads α. and
one can easily rearrange it in terms of the single particle
Green’s function of the central region and the embedding
self-energy of the lead α by means of the equation of mo-
tion [34]:
Iα(t) = 2Re
{
Tr
[
Σ<α ·GA +ΣRα ·G< +Σeα ? Gd
]
(t, t)
}
(55)
The last term in (55) explicitly accounts for the effects
of initial correlations and initial-state dependence. If one
assumes that both dependencies are washed out in the limit
t → ∞, then for large times we can discard the imagi-
nary time convolution. The resulting formula is known as
the MeirWingreen formula. Equation (55) provides a gen-
eralization of the MeirWingreen formula to the transient
time-domain.
Another important current is the one given by an ex-
pression completely analogous to the one in Eq. 55 by
replacing the embedding self-energy with the many-body
one. In the following we will label this current IMB(t).
This current comes from the interaction term Vˆ (t) and
therefore has to go to zero due to the fact that this term
conserves the total number of particles because it com-
mutes with the central region’s Hamiltonian at any time.
On the other hand, as we discussed above, this is only true
if self-consistency holds; therefore this quantity is a good
figure of merit of the convergence of the self-consistence
procedure. We will show an example below.
5 Numerical implementation and self-consistent
solution of the Dyson equation In order to solve the
Dyson Eqs. (26)-(30) we store each function into a matrix
(nsnt) × (nsnt) where ns is the number of spatial and
spin (or momentum and spin) points and nt the number
of points in which the time interval ([t0, tf ] for the real
axis and [t0 − iβ, t0] for the imaginary one) considered
is divided into. The solution of the the Dyson Eqs. (26)-
(30) requires two matrix inversions, one for the Matsub-
ara Green’s function and the other for the Retarded one,
and several matrix multiplication. Furthermore one extra
inversion is required in the case of the GW self-energy
to solve the Dyson-like equation for the dressed interac-
tion. If performed with a standard sequential algorithm,
these operation would require a time of the order O(N3)
with N the dimension of the matrix. Even if more refined
schemes would be used, the scaling of the computational
time with the matrix size would be of the order O(Nα)
with 2 < α < 3. The structure of the equations suggests
one obvious choice to improve the scalability of the com-
putational time with the size of the matrices, namely the
recourse to parallel schemes to perform matrix operations.
To exploit parallel algorithms for matrix operation we dis-
tribute each matrix on a grid of p = pr×pc processes. With
such a distribution we are able to exploit the Scalable Lin-
ear Algebra Package (ScaLAPACK) routines which em-
ploy Message Passage Interface (MPI) protocol through
the Basic Linear Algebra Communication Subprograms
(BLACS) routines to handle communication between pro-
cesses and perform matrix operations. This choice relies
on the fact that the ScaLAPACK routines together with
the BLACS offer a user-friendly interface to exploit the
MPI potentiality together with the advantage of employ-
ing well-tested and optimized routines to perform matrix
operations and communication tasks. After initialization
of a pr × pc process grid by using a row-major ordering
of the processes (RMOP) we distribute the blocks of each
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Figure 3 Distribution of the spatial blocks gij of dimen-
sion ns×ns of the full matrix nsnt×nsnt according to the
2-dimensional block-cyclic distribution scheme (2DBCD)
into a process grid Pr×Pc generated by using a row-major
ordering of the processes (RMOP). The example refers to
a full matrix of dimension nt × nt = 5 × 5 with ns = 1
and gij being just its matrix elements into a process grid of
6 processes
matrix onto the process grid via a 2-dimensional block-
cyclic distribution scheme (2DBCD) as shown in Fig. 3
where we illustrate an example of distribution of a matrix
g with size nsnt × nsnt for nt = 5 ; the elements of g
are distributed on 6 processes organized into a process grid
pr × pc = 2× 3.
One key aspect in handling any parallelized algorithm
is to minimize communication between processes in such
a way to avoid communication bottle necks which would
spoil any advantage of resorting to parallel computation. In
our case particular care has to be taken in the calculation of
the self-energies, which is usually the critical point of al-
gorithms based on many-body perturbation theory. A key
observation is that all the self-energies discussed above are
bi-local in both time arguments. On the other hand, sums
over spatial (momentum) indexes are needed. Therefore we
have chosen to distribute the matrices in such a way that
each process stores chunks of the whole matrix which cor-
responds to the full spatial (or momentum) indexes for a
given pair of times (t, t′), (t, τ), (τ, t′), (τ, τ ′). In this way
the computation and the assignment of the different chunks
of the self-energies can be performed locally on each pro-
cess and require no communication. The only exception
among the discussed self-energy approximations is given
by the GW self-energy where the integral equation for the
dressed interaction is solved via a matrix inversion han-
dled by the ScaLAPACK routines. Another example which
is worth mentioning is that of the T-matrix approximation
where an extra inversion is required in order to solve the
Bethe-Salpeter equation for the two-particle scattering am-
plitude [18].
The Dyson Eqs. (26)- (30) are Volterra integral equa-
tion of second kind are mapped into a linear system of al-
gebraic equations after discretization of the time variable.
This allows to exploit different integration schemes to re-
duce the error in the time step analogously to what can be
done in the case of the GKBs by choosing higher order in-
tegration schemes [41]. The self-consistent solution is then
found, primarily, by solving the equation for the Matsub-
ara Green’s function starting fromGM0 (τ ; τ
′) which is used
to compute the Matsubara self-energy ΣM (τ ; τ ′) and then
iterating the procedure until convergence. Once the Mat-
subara components of the interacting Green’s function and
self-energy are found, all other equations are solved simi-
larly by starting from the solution G(0)ij (1; 1
′) of the non-
interacting equation (17) which is used to compute the self-
energies all other self-energies. Once again this procedure
continues until convergence.
6 Quantum quench in fermionic ultracold gases
In this section we use the technique described above to
study the quench of an ultracold gas in an optical lattice.
Specifically, we look at the dynamics of a one-dimensional
system of fermionic atoms with spin-1/2 described by the
Fermi-Hubbard model:
Hˆ = Hˆ0 + Vˆ (56)
Hˆ0 =
∑
nσ
ncˆ
†
nσ cˆnσ −
J
2
(
cˆ†n+1σ cˆnσ + h.c.
)
(57)
Vˆ =
U
2
nˆn↑nˆn↓, (58)
where n = λ cos(2piτn) (τ =
(√
5 + 1
)
/2) are the
on-site energies,U the on-site interaction between particles
with different spin in the s-wave approximation, cˆ†nσ(cˆnσ)
are fermionic creation (annihilation) operators at site iwith
spin σ and nˆnσ = cˆ†nσ cˆnσ the corresponding number op-
erator. Eq. 58 defines the interacting Aubry-Andre´ model.
An interesting feature of this model is that for U = 0 it
witnesses a metal-to-insulator transition at λ = 1, specifi-
cally for λ < 1 the eigenstates are all delocalized whereas
for λ > 1 all eigenstates are exponentially localized in the
thermodynamic limit [42].
We consider an initial state in which even sites are oc-
cupied by two particles, one per spin degree of freedom,
with no correlations between the two spin degrees of free-
dom. Odd sites are empty. This state can be realized rou-
tinely in these type of experiments by increasing the height
of the optical lattice in order to forbid tunneling of particles
to other sites and tuning the interactions between particles
by means of Feschbach resonances. At time t0 = 0 the bar-
riers between the different sites are lowered and interaction
is increased to the desired value. This procedure defines
the quench protocol. As a consequence of the quench the
system is brought out-of-equilibrium and the post-quench
dynamics is what we want to study here.
For this specific problem we do not need neither the
propagation of the Matsubara Green’s function, nor that
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Figure 4 Maximum value of the many-body current
IMB(t) as a function of the number of iterations ni of
the self-consistent scheme for different values of λ and
U . Panel a) λ = 0.2 (below the non-interacting transition
point) and panel b) λ = 1.4 (above the non-interacting
transition point).
for the left or right ones because the initial state is a non-
interacting one given by a Gibbs state of which the density
matrix operator has the form ρˆ = e−β(Hˆ0−µNˆ)/Z where β
is the inverse temperature (kB = 1), µ the initial chemical
potential, Nˆ =
∑
nσ
cˆ†nσ cˆnσ the total number of particles and
Z = Tre−β(Hˆ0−µNˆ) the partition function. Therefore we
are left with only three equations to be solved, namely that
for the Retarded, Lesser and Greater Green’s functions. We
will study the dynamics of the system for different interac-
tions U and height of the optical potential λ for a system
with ns = 40 sites and with initially N = 40 particles
equally distributed between over the two degrees of free-
dom. Both the number of time points nt and also the final
time tf are chosen in the range [900 − 980] and [40 − 60]
depending on both λ and U . The final time of evolution
has been chosen such that the quantity δω = 1/tf is of
the order of the smallest energy level spacing of the spec-
trum of Hˆ0 and consequently the number of time points is
such that 1/dt with dt = tf/(nt − 1) is at least two times
larger than the larger eigenvalue of Hˆ0 (we are taking the
spectrum of Hˆ0 centered around zero). This empirical esti-
mation guarantees that we can resolve the dynamics of all
the eigenvalues of the non-interacting Hamiltonian and we
are able to capture the coherences between different non-
interacting eigenstates.
Due to the short range nature of the interaction in this
system we use the second-Born self-energy approximation.
Figure 5 Density of particles as a function of the site n
and time following the sudden quench for different values
of λ and U .
6.1 Convergence of the scheme Before discussing
some physical quantities of the system it is worth looking
at the convergence properties of the numerical scheme pre-
sented and discussed in the previous sections.
In Fig. 4 we show the maximum over all time steps of
the many-body current IMMB = MAXt[|IMB(t)|]. As we
discussed above, the many-body current has to go to zero
because it formally arises from the many-body self-energy
and its vanishing is a signature of the self-consistent nature
of the scheme we are using.
We can see that in the (non-interacting) metallic (λ =
0.2) as we increase the interaction more steps are required
to reach convergence, a result which has to be expected and
can be explained with a qualitative argument. By increas-
ing the interaction, the contribution of higher order dia-
grams counts more and therefore more iteration steps are
required. In the insulating phase λ = 1.4 we observe an
interesting feature, namely for small interactions (U = 0.2
in figure) the convergence is really slow and at one point
the many-body current starts to increase again. This is of
course due to the fact that we are in a localized phase even
in the presence of interaction and therefore the perturba-
tion theory could diverge due to numerical instabilities. On
the other hand as we increase the interactions, the conver-
gence of the scheme is recovered thus confirming that the
anomalous behavior for small interactions is indeed due to
the localization of the system and not to the value of the
interaction itself.
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Figure 6 Spectral function at long times for different val-
ues of λ and U .
6.2 Dynamical quantities and spectral function
In order to study the dynamics of the system we look at
the change in the local density of particles as a function of
time. The results are shown in Fig. 5. We can see that in
the metallic phase interferences are present in the dynam-
ics which nevertheless quickly die out as the interaction
is increased. On the other hand, in the insulating phase, the
effect of the interaction is to restore the interferences which
are lost at small interactions due to localization effects.
In Fig. 6 we show the spectral function A(tf , ω) for
different values of λ at fixed interaction U . It is interesting
to notice that the localization properties just discussed are
clearly visible in the broadening in momentum. The effect
of increasing λ is to widen the gaps in the system.
7 Conclusion In this work we presented a scalable
numerical approach to the solution of the Dyson-equation
for the single-particle Green’s function of a system of
fermions mutually interacting and possibly coupled to ex-
ternal reservoirs to study transport in correlated systems.
After reviewing the key ingredients of the non-equilibrium
Green’s function theory, we have introduced the main
equations to be solved in order to find the interacting
single-particle Green’s function. Unlike in the standard
propagation methods of the Kadanoff-Baym equations, we
propose to solve the Dyson equation which is of course
completely equivalent to the former. In both cases a self-
energy functional has to be introduced to account for time-
correlations arising from interactions, interactions in the
initial state and the propagation of the initial correlations
in the dynamics of the system. The numerical scheme is
based on the mapping of the full Green’s functions onto
matrices with a double index structure, one for the quantum
number and the other for the time parameter. In this form,
the matrices can be distributed onto a grid of processes to
lower the computational cost by exploiting parallel algo-
rithms to perform matrix operations. A key ingredient is to
realize that the computation of the most used self-energy
approximations can be performed locally on each process
by a clever choice of the distribution of the matrix onto the
process grid. In the end we show how our technique works
by looking at the case of a quantum quenches in a system
of ultracold fermionic atoms with spin-1/2. In this example
we discuss the convergence properties of the scheme we
used and some interesting physics in the dynamics of the
gas.
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