The RKS(4) and RK6(5) embedded Runge-Kutta formulae are reconsidered with regard to enlarging regions of absolute stability while retaining satisfactory truncation error norms. Results from standard tests for the above pairs are presented in comparison with an efficient RK8(7) embedded formula.
Introduction
In this paper we present a reconsideration of some embedded Runge-Kutta (RK) formulae for the numerical solution of the initial value problem y' =f(x, y), 47(x,) given.
(1.1)
The embedded procedure comprises two RK formulae of orders p and q (usually q = p + 1) which have common function evaluations. In the notation of [l] A+, and yn+i are estimates of ~k,+tL where x,+~ = x, + h, and a cap is used to indicate a value produced by the qth order formula. x,+cih,, E;,+ c ajjkj . i procedure (1.2) employs local extrapolation, the lower order formula being used solely for local error estimation and hence step-size control [l] .
The local truncation error for a p th order RK process is given by Following [2] we define to be the principal local truncation coefficient norm in the qth order formulae. The RK5(4)7FM formula (RK5(4)7M of [l] ) has been recommended by Shampine [3] as a candidate for an efficient production RK code for the solution of (1.1) (see Appendix for nomenclature).
Shampine [3] has made tests with this formula and has confirmed our report [l] concerning its exceptional accuracy. He has also extended it to form the Dormand-Prince-Shampine (DPS) triple which permits interpolation which is desirable for situations needing dense output. The accuracy and resulting efficiency arise from the near minimization of Ai@. It is now accepted [3] that this minimization technique has a major influence on the cost of achieving a given accuracy in the numerical solution of (1.1). The development of the RK5(4)7FM was not constrained by any absolute stability requirements although a formula (RK5(4)7FS) was presented [l] with a near optimal stability region with little constraint on A $@ Shampine [4] feels that the stability of . the higher order formula is of some importance with regard to overall efficiency when local extrapolation [2] is performed. Consequently we have re-examined the fifth and sixth order pairs originally presented in [l] and [2] to see whether or not a compromise between high stability and low error norm can be advantageous in any situation. It has been stated recently [5, 6, 7] that high order Runge-Kutta methods are only useful when stringent local error tolerances are specified. When efficiency is measured primarily in terms of global error achieved we believe that this is not necessarily true (21. Consequently we present below some efficiency curves for the fifth and sixth order formulae together with those for the extremely accurate RK8(7)13M [2] . Shampine and Baca [8] have found this formula to be superior in most respects to an efficient variable order extrapolation code, even when lax local error tolerances are specified. They also comment favourably on the quality of its local error estimation.
Fifth order formulae
In the RK5(4) case, s = 7, and the FSAL condition [9] is assumed (the first evaluation of f at a new step is identical to the last one from the previous step, denoted by F in the formula name). For our model there are three degrees of freedom affecting the higher order truncation terms and corresponding stability region; these are c3, cq and c5. Expressions for the independent error coefficients are given in [l] as is that for the stability polynomial for the fifth order process.
To obtain a near minimum value for A\@ we chose c3 = &, c3 = + and c5 = 8 giving the RK5 (4)7FM of [l] which has the relatively small real negative stability limit SC' of -3.3. (Table 1) . This has SC'= -4.4 and SC'= -4.3. The value of A$@ is 1.49 X 10V3, which lies between those for the 'M' and 's' cases. A summary of the properties of these formulae is given in Table 4 which uses the notation of [2] . Numerical tests were conducted on the three formulae using a modified DETEST program [10,2] which yields global error values at each integration step. As in [2] we find it instructive to plot efficiency curves (Figs. 1, 2 , and 3) relating to:
(i) The full suite of equations (Classes A to E); (ii) Classes A, B, C, and E; (iii) Linear Problems Al, B2, Cl, C2, C3, C4. Local error tolerances of lo-', r = 3, 4,. . . , 8 have been used to construct the curves. The stability regions for the three fifth order members of the formulae are given in Fig. 4 .
It is pleasing to note that the 'C' formula, which is intermediate with regard to error and stability, usually produces intermediate results when compared with the 'M' and 'S' cases. In cases (i) and (ii) the 'M' formula is, as expected, superior to the 'C' and 'S'. Only in case (iii), where we would expect stability to be a major factor for this range of tolerance is the 'S' formula best. We note also that 'c' is better than 'M' in case (iii).
Sixth order formulae
We use the same model as before [2] where s = 8 in (2.1) and the FSAL condition is not imposed. There are 6 degrees of freedom: c2, c3, c5, cg, &, b,. The RK6(5)8M of [2] has been selected to minimize A$@ without stability constraint. The values of AT' and SC' are 2.33 x 10e4 and -3.9 respectively. In this case the stability polynomial may be written An enlarged stability region is obtained by the choice c3 = 6, and with c2 = 4, c5 = 3, cg = 2. b, = 4 and b, = $ the RK6(5)8S (Table 2 ) is generated. In this case Ay'= 1.23 X lob3 and Sk"'= -5.7. As in the RK5(4) case a compromise has been sought yielding the RK6(5)8C (Table 3) with Ai" = 3.67 X 10m4 and Sk"'= -4.5. Similar tests on the three sixth order formulae (Figs. 1, 2 and  3) show an almost identical pattern of results as for the fifth order pairs. In this case the 'C formula seems rather closer to the 'M' than in the previous case. This is not surprising in view of the greater similarity between error norms in the sixth order 'M' and 'C' formulae. Figure 5 shows the stability regions for the three sixth order members of the formulae.
Consideration of the figures will have highlighted the differences in performance between the formulae of different orders. In particular the RK8(7)13M [2] shows up extremely well even at lax local tolerances. For non-linear equations it appears to us that this formula is to be preferred at most tolerances. Also for non-linear problems it would seem that the RK6(5) pairs are to be preferred to the RK5(4) pairs for most tolerances. For linear equations the situation is somewhat different, and here we would recommend the RK8 (7) is given in Table 4 and inspection shows it to follow the same pattern as the general A?'. Hence we feel that Sk"' is the significant factor when dealing with the mild stiffness of the DETEST linear problems.
Discussion
The results presented above confirm our belief that careful consideration of truncation error coefficients in the development of RK formulae can lead to processes which perform very efficiently. This is in accord with Shampine's view [3] . The criteria which we have found desirable are listed in detail in [2] , and it is particularly significant that the new formulae presented above do behave almost precisely as we would have predicted before the numerical testing.
There are differing opinions on the type of testing which is appropriate for the numerical solution of initial value first order differential equations. In our opinion the use of linear equations only is not sufficient: the results above make this quite clear. Some other tests (e.g. [lo] ) have been conducted with reference to local error estimation alone. We feel that a practical user of an RK code will be most interested in the global error performance of a formula and so there seems to be little merit in the accurate estimation of local error if this is very expensive in terms of the final accuracy of numerical solution. It is important to have some reliability and efficiency in local error estimation but only for the purpose of achieving effective step-size prediction.
Stability considerations do not appear to be very important to the solution of the non-linear DETEST problems. However, the solution of the linear systems with moderate to lax tolerances is improved when highly stable formulae are used.
The idea of developing RK triples [3, 11] for the production of dense output has implications for the Zadunaisky global error estimation technique developed in [12] . The procedure is based on the use of appropriate interpolation methods which may well be improved by the implementation of an RK triple. This will be the subject of some future work.
Appendix. Nomenclature
An embedded Runge-Kutta formula is referred to as ~~4bw-1 x where q is the order of the main integrating formula; p is the order of the subsidiary formula used for error estimation (usually q = p + 1); s is the number of stages; F (if present) indicates FSAL;
X characterises some quality of the formula pair, e.g. M indicates minimized error norm, S indicates enlarged stability region, C indicates compromise between 'M' and 'S', G indicates formula permits Zadunaisky type global error estimation.
