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ABSTRACT
In this work, we investigate the use of normalizing flows to model conditional distributions. In
particular, we use our proposed method to analyze inverse problems with invertible neural networks
by maximizing the posterior likelihood. Our method uses only a single loss and is easy to train.
This is an improvement on the previous method that solves similar inverse problems with invertible
neural networks but which involves a combination of several loss terms with ad-hoc weighting. In
addition, our method provides a natural framework to incorporate conditioning in normalizing flows,
and therefore, we can train an invertible network to perform conditional generation. We analyze our
method and perform a careful comparison with previous approaches. Simple experiments show the
effectiveness of our method, and more comprehensive experimental evaluations are undergoing.
1 Introduction
Deep generative models are powerful tools to model complicated distributions. They either model the distributions
implicitly without assuming any parametric specifications, or explicitly with some parametrized form. The implicit
models are dominated by Generative Adversarial Networks (GANs)[5], while explicit models have many variants,
including Variational Auto-encoders (VAEs)[7, 17], Normalizing Flows[10, 9, 6], and auto-regressive models[20, 15].
They have been shown to successfully model very complicated distributions, such as high resolution images[19, 24, 6]
and produce high quality samples from the learned distributions.
While these deep generative models obtain great results in modeling the marginal distribution of data, many important
tasks require models of conditional distributions. For example, image coloring[11, 12] requires an estimate and
samples from the distribution of color channels conditional on the luminance channel. Similarly, image-to-image
translation[21, 23] requires samples from the distribution of images in domain A conditional on an image in domain
B. In physical science, inverse problems involving estimation of the posterior distribution of some parameters given
observations are ubiquitous. Therefore, it would be desirable to extend deep generative models, which are very
successful in modeling marginal densities, to the task of modeling conditional distributions. Some attempts have been
made to add conditioning to GANs or VAEs[18, 16]. However, similar extension based on normalizing flows have not
attracted much attention.
Normalizing flows are invertible neural networks that continuously transform a simple density into the complicated
data density. They have been shown to successfully model a wide range of distributions. Recently, [1] proposed to
use invertible neural networks to analyze inverse problems, which is a task involving the modeling of conditional
distributions. They further introduced cINN[2], which is a general framework for incorporating conditioning in
invertible neural networks. This work is motivated by their ideas, and we aim at finding an alternative way to model
conditional distributions with normalizing flows. We compare our method with their approaches, and apply our methods
to the task of analyzing inverse problems and conditional generation.
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The rest of the paper is organized as follows. In Section 2, we introduce the basics of normalizing flow and inverse
problems, as well as review some related work. In Section 3 and 4, we introduce our method for inverse problems and
conditional generation. In Section 5, we demonstrate the effectiveness of our model with some simple experiments.
More comprehensive experimental evaluations are undergoing.
2 Backgrounds and Related Works
2.1 Invertible Neural Networks
As the name suggested, an Invertible Neural Network is a neural network that represents an bijective function. With
invertibility, it can transform a distribution to another by change of variable formula. Some invertible neural networks
decompose the density of data in an auto-regressive manner, and they are called auto-regressive flows [8, 22]. However,
here we mainly focus on normalizing flows[9, 6], which are simpler invertible neural networks that do not assume
particular factorization of distribution.
A normalizing flows usually has carefully designed structures (except recent works such as [3] that do not require
special structure) to ensure analytical invertibility and tractable computation of its determinant. With these properties,
we can express the log probability of data x in terms of the log probability of variable z, which has simple distributions,
and the log determinant of the flow f :
log p(x) = log p(z) + log
∣∣∣∣det(∂f(x)∂x
)∣∣∣∣ . (1)
Assume p(z) is some simple distribution, such as standard Gaussian, we can explicitly compute the likelihood of x and
train the flow f by maximizing the likelihood. Likelihood is the most popular training objective for normalzing flows,
although other objectives such as adversarial loss or MMD loss can also be used[1, 4].
To ensure invertibility and tractable Jacobian determinant computation, various coupling layers are invented. Coupling
layers are the building blocks of normaling flows, as a normalizing flow stacks coupling layers together. Perhaps affine
coupling layer introduced in [9] is the most popular one. Given a D dimensional input data z and d < D, the input is
partitioned into two vectors z1 = z1:d and z2 = zd+1:D. The output of one affine coupling layer is given by
y1 = z1  exp (s1 (z2)) + t1 (z2)
y2 = z2  exp (s2 (y1)) + t2 (y1) (2)
The inverse of this coupling layer is easily computable:
z2 = (y2 − t2 (y1)) exp (−s2 (y1))
z1 = (y1 − t1 (z2)) exp (−s1 (z2)) (3)
Note that inverting am affine coupling layer does not require the inverse of s1, s2, t1, t2, so they can be arbitrary
functions, such as neural networks.
2.2 Modeling Inverse Problem with Invertible Neural Networks
Generally speaking, the inverse problem aims to determine the latent variables given some observations. In particular,
the posterior distribution on the latent variables, conditioned on the observations, needs to be estimated. Just as in
other Bayesian inference problems, inverse problems have previously been handled by variational inference [14] or
MCMC[13]. Very recently, [1] proposed a novel idea to analyze inverse problems with invertible neural networks.
Specifically, suppose x ∈ RD represents the variable that we are interested in, and y ∈ RM is the observation. Suppose
we know the forward process y = s(x). Since the transformation from x to y incurs an information loss, the intrinsic
dimension of y is in general smaller than D, even if the nominal dimensions satisfy M > D (think about the case when
y is an one-hot label, with intrinsic dimension 1 but possibly large nominal dimension). Here our task is learning to
estimate the conditional probability p(x|y), given a large amount of training data {(xi,yi)}Ni=1 where y′is come from
the known forward process s.
The main idea of [1] is to introduce dummy random variables z and represent the posterior p(x|y) by a deterministic
function x = g(y, z) that transforms the known distribution p(z) to x space, conditioned on y. Both the forward
process s and the backward process g are constructed as a single normalizing flow f with parameter θ. The dummy
variable z ∈ RK is drawn from standard Gaussian distribution. Therefore, in the forward direction, we have
[y, z] = f(x; θ) = [fy(x; θ), fz(x; θ)] with fy(x; θ) ≈ s(x)
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and in the backward direction, we have
x = f−1(y, z; θ) with z ∼ p(z) = N (z; 0, IK)
If the resulting nominal output dimension M +K > D, then we augment x with a zero vector x0 ∈ RM+K−D. As in
(1) we can express the posterior p(x|y) as
log p(x|y) = log p(z)− log
∣∣∣∣det(∂f−1(y, fz(x); θ)∂[y, z]
)∣∣∣∣
[1] trains the model using losses for both directions ending up with a total of 4 loss terms:
• A forward regression loss that learns the forward process s
Ly (y,x) = ||y − fy (x) ||2
• A loss for the dummy variables that enforces two things: first, the generated z must follow the standard
Gaussian distribution and second, y and z must be independent. It is implemented by Maximum Mean
Discrepancy (MMD).
Lz (y,x) = MMD ([fy(x; θ), fz(x; θ)] , [y, z]) , z ∼ N (z; 0, IK)
• A backward distribution loss, which ensures that reversing the true dummy variable sampled from prior will
result in a distribution similar to the original data x.
L2x(x, y) = MMD(f−1(y, z),x), z ∼ N (z; 0, IK)
• A backward regression loss to ensure that if the dummy variable obtained by the forward process is slightly
perturbed (sample  from a Gaussian distribution with small variance), we can still obtain a good reconstruction
of x.
L1x(x, y) = ||x− f−1(y, fz(x; θ) + )||2
Note that only the first two loss terms are justified by the design of the model. However, the later two losses, which
can be seen as a type of cycle consistency, are found to be crucial when implementing the method. They are necessary
ad-hoc tricks to stabilize training. Furthermore the authors choose an ad-hoc weighting of the different losses.
2.2.1 Limitations of Previous Approach
Despite [1] successfully use invertible neural networks to analyze inverse problems from both synthetic data and real
data, their approach has several major limitations.
1. Most importantly, [1] heavily relies on MMD loss to train the model, and it is known that MMD does not
easily scale to high-dimensional problems.
2. The training objective involves four loss terms, and their relative weights needs to be fine tuned. For example,
the author of [1] propose to gradually increase the weights of backward losses through training, otherwise the
model can get stuck. It is not easy to balance multiple loss terms, and we always prefer simple loss function.
In addition, the method involves losses in both forward and backward directions, and therefore the gradients
have to be evaluated twice, which significantly slows down the training.
3. The method does not maximize the posterior p(x|y) explicitly, instead, it estimates the posterior implicitly.
However, it is desirable to explicitly find the most likely x given observation y.
2.3 Conditional Generative Models
As mentioned in Section 1, some attempts have been made to add conditioning in deep generative models. Conditional
VAEs[16] modifies the ELBO objective to make each distribution in ELBO (encoder distribution, decoder distribution
and prior) conditioned on the given condition. The conditioning can easily implemented by concatenate the condition
with inputs. Conditional GANs[18] incorporates conditioning in GANs, and the condition can be concatenated to the
input noise or as part of the conditional normalization layers[26]. Adding conditioning to normal zing flow is also
straightforward[2], and we will introduce it as well as compare it with our method in Section 4.
3
3 Our Approach
In this section, we introduce our proposed approach to solve the same inverse problems as in [1]. Our method can
overcome all the limitations described in Section 2.2.1.
We train the normalizing flow that models inverse problems by directly maximize the conditional probability p(x|y).
Rather than treating the output of fy(x, θ) as y = s(x) directly, we assume fy(x, θ) to be an approximation to y, and
it follows a distribution determined by y:
fy(x, θ) ∼ N (y, 2I)
In other words, we can reparametrize y as
fy(x, θ) = y + v, v ∼ N (0, 2I) (4)
Here  is relatively small. With the distribution of fy(x, θ), we can express the conditional probability p(x|y) to be
log p(x|y) = log p(z) + log p(fy(x, θ)|y)− log
∣∣∣∣det(∂f−1([y + v, z]; θ)∂[v, z]
)∣∣∣∣
= logN (z; 0, IK) + logN
(
v; 0, 2IM
)
+ log
∣∣∣∣det(∂f(x; θ)∂x
)∣∣∣∣ (5)
The Gaussian likelihood of v corresponds to the forward regression loss in Section 2.2.1 (plus an additional term
1
2 log 2pi
2) with weight controlled by the choice of . As  → 0, the distribution of fy(x, θ) approaches delta
distribution. Although [1] assumes a deterministic forward process, some noise has to be added to y when implementing
the method.
Note that in this expression, we have that z and fy(x; θ) are independent, as they are both factorial Gaussian random
variables. The log determinant is easily computatable by the design of normalizing flows. Therefore, we can evaluate
the exact conditional density explicitly, and perform maximum likelihood estimation to update the parameters of the
flow.
We argue that our method can overcome the limitations of the previous approach. First of all, our method can easily
scale to high dimensions, since previous works such as Glow[6] have shown that very high dimensional variables can be
trained by maximum likelihood. Our method contains only a single loss, which corresponds to the explicit conditional
probability. Although one may argue that the likelihood loss still has three terms: two Gaussian likelihood terms and
one log determinant term, but they are integrated to form the likelihood, so we do not need to (actually, we should
not) tune their weights. Consequently, training using our method is much easier. Our method explicitly maximize the
posterior, which could potentially lead to a better solution.
4 Conditional Normalizing Flow
We further notice that our training method provides a way to incorporate conditioning into normalizing flows. Very
recently, [2] proposes to train normalizing flows with conditioning. The main idea is quite simple. Since we do not
need to invert the function s(x) and t(x) in the coupling layer of normalizing flows, they can be arbitrary functions. In
[2], the authors simply concatenate the condition c with x as the input to coupling layers, so that the affine coupling
layer defined in (2) becomes
y1 = z1  exp (s1 (z2, c)) + t1 (z2, c)
y2 = z2  exp (s2 (y1, c)) + t2 (y1, c)
where [z1, z2] and [y1,y2] are the splits of the input and output, respectively. Inverting the coupling layer is performed
as in (3). [2] test their conditional normalizing flow on the task of label-conditioned generation on MNIST and image
coloring. Results show that the proposed model can successfully incorporate the condition in the generation process.
Our method can be easily used for the task of conditional generation. To see this, consider a normalizing flow f with
parameter θ that connects two sets of variables [x,x0] and [z, c]. Here x is the data, c is the condition and z is the
dummy variable. x0 corresponds to the zero padding to x in order to match the dimensions. This is not necessary, as
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we can let z have smaller dimensionality to ensure that dimensions of x and [z, c] agree, but we include zero padding
for generality. In the forward direction , f([x,x0]) = [fz([x,0]), fc([x,0])]. We again assume that, as in (4),
fc([x,x0]) = c+ v, v ∼ N (0, 2I)
and it is independent of the dummy variable z, which marginally has standard Gaussian distribution.
Denote [x,x0] as xˆ. we can write the conditional probability p([x,x0]|C) as :
log p([x,x0]|c) = log p(z) + log p(fc([x,x0])|c) + log
∣∣∣∣det(∂f([x,x0]; θ)∂xˆ
)∣∣∣∣
= logN (z;0, IK) + logN
(
v; 0, 2I
)
+ log
∣∣∣∣det(∂f([x,x0]; θ)∂xˆ
)∣∣∣∣ . (6)
Note that when there is zero padding, the LHS of (6) is the conditional log likelihood of [x,x0]. When x0 is absolute
constant 0, this is equivalent to the conditional log density of x. However, in practice, we usually add a small amount of
noise to x0 to avoid degeneracy. In this case, x0 is actually a Gaussian random variable with mean 0 and very small
standard deviation σ, and we can write the conditional density of x as:
p(x|c) =
∫
p([x,x0]|c)dx0. (7)
We should maximize (7), but it is not easy to compute it. Therefore we seek an alternative way to train the flow
f by maximizing the joint conditional probability log p([x,x0]|c). Note that to avoid degeneracy, we have to add
a small amount of noise to the zero padding. It can be done by using either independently sampled zero padding
x0 ∼ N (0, σ2I) or zero padding with fixed noise in each iteration. Experiments show that these training strategies
works very well. After we train the flow model, we can generate samples x˜ with condition C by sampling z from the
standard Gaussian and c from N (C, 2I) and obtain x˜ = f−1([z, c]).
4.1 Difference from Previous Approaches
Our conditional normalizing flow shares some similarity with [2], as both use a concatenated input for the coupling
layer. However, our method differs from theirs in that we do not use the condition c in the forward direction. Instead,
we learn a mapping from input x to a relaxed random variable associated with the condition (and the dummy variable
z). The conditioning variable can be mapped back to x in the inverse direction. Doing so allows us to express the
conditional probability log p([x,x0]|C) in a different way than in [2].
Our method has an additional benefit compared to [2] in that our conditional normalizing flow can also be used to infer
the condition if necessary. Suppose we are given a data point x, we can obtain an approximation c = fc([x,x0]) with a
sampled x0. Since we enforce the distribution of c to be close to the true condition C, the obtained c will recover the
true condition with high accuracy. This can be useful in some cases. For example, if we train a conditional normalizing
flow to generate MNIST images conditioned on one-hot label, we can use the same network to predict the label of
unseen MNIST data simply by feeding the data into fc, and obtain an (approximately) one-hot vector, which can be
used to assign label to the data. This is possible for neither the conditional normalizing flow in [2], nor some earlier
conditional generation models such as conditional VAEs[16] and conditional GANs[18]. In summary we bleieve our
model has the advantage that a single network can be used for both conditional generation and inference.
5 Experiments
In this section, we demonstrate the effectiveness of our model for analyzing inverse problems and conditional generation.
We only include some preliminary experiments, and more comprehensive empirical evaluation will be left for future
work.
5.1 Toy data: Gaussian Mixtures
We first apply our method to the Gaussian Mixtures data, which is a toy example for inverse problems used in [1].
The synthetic dataset contains coordinates of samples x and their corresponding one-hot labels y from a standard
8-component Gaussian mixture distribution. The task is to learn the posterior distribution p(x|y). We adopt the same
settings and the same normalizing flow structure as in [1]. Specifically, we let z ∈ R2, and therefore we pad the
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2-dimensional x with 0 ∈ R8. The normalizing flow has 8 flow coupling blocks, each containing 3 fully connected
layers with 512 hidden units, followed by a random but fixed permutation. We choose the standard deviation of y to be
0.1, and we add Gaussian noise with standard deviation 0.05 to the zero padding, which coincides with the noise level
in [1]. We train the model for 400 iterations with batch size 1600. We use Adam optimizer with default learning rate
0.001.
Figure 5.1: Left: predicted labels for test data through the forward process. Right: generated samples from the
estimated posterior through the backward process.
In Figure 5.1, we show the results of the Gaussian Mixture experiment. We observe that our method can recover the
posterior distribution almost exactly. We also compare our results with the results obtained from [1] in Figure 5.2. We
can see that when trained with all loss terms and carefully tuned weights, the method in [1] can match the performance
of our method. However, their performance are significantly worse when dropping the backward losses (which are not
justified by the model) or changing the relative weights of some loss terms. Therefore, our method is advantageous
because we can obtain good performance with a single loss and no hyper-parameter tuning.
Figure 5.2: Generated samples from learned posterior using method in [1]. Left: with full losses and fine tuned weights.
Middle: with only forward losses and tuned weights. Right: with full losses and different weights for backward losses.
In particular, [1] linearly increase the weight of backward losses during training, and we change the speed of the weight
increase.
5.2 Conditional Generation
In this section, we evaluate the ability of our conditional normalizing flow by generating class conditional samples
of MNIST and Fashion MNIST datasets. Instead of applying the flow on the original image data which are high
dimensional, we take the approach of latent flow [25] which learns low dimensional latent variables using an auto-
decoder, and fits the distribution of the latent variables by a normalizing flow. It is shown that the latent flow model
can generate high quality samples with significantly shorter training time compared to plain normalizing flows on
the original data. Our normalizing flow builds the connection between distributions of [u,0] and [z, y˜], where u is
the latent variable returned by the deterministic encoder, z is the noise dummy variable that we assume to follows a
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standard Gaussian distribution, and y˜ is the relaxed random variable corresponding to the one-hot label y. In MNIST
example, z and  are 20-dimensional, while the label y and zero padding 0 are 10-dimensional.
We use the same auto-encoder structure as in [25], and we use the same flow structure as in [25], except that the
input and output dimensions increase by 10 to fit the 10-dimensional one-hat label. Other training details (batch size,
optimizer, number of training epochs etc.) also largely follow the original paper. The noise level for y˜ is 0.1, and the
noise level for zero padding is 0.05.
Figure 5.3: Generated samples conditioned on label. Each row contains 20 samples conditioned on a specific one-hot
label. Top: MNIST. Bottom: Fashion MNIST.
We present some qualitative results of conditional generation in Figure 5.3. We observe that our model can accurately
generate samples with the given conditioning label, and the generated samples are sharp and diverse. To illustrate that
the dummy variable z is independent of y, we generate samples with fixed z and vary y in Figure 5.4. We observe that
the dummy variables successfully encode the style of a digit independent from the condition, as the same style can be
shared across different conditions.
In addition, as mentioned in Section 4.1, our conditional normalizing flow can also be used as an inference network for
condition variables. In particular, we can run the forward process of the network to classify the images in the test set,
which are not used for training. In Table 1, we present the classification accuracy of our model. We observe that the
normalizing flow gives decent classification accuracy on both datasets.
Table 1: Classification accuracy by running the forward process
MNIST Fashion-MNIST
accuracy 0.984 0.901
6 Conclusion and Future Works
In this work, we propose a method to model a conditional probability using invertible neural networks. It can be applied
to a variety of problems which involve conditional distributions, such as inverse problems and conditional generation.
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Figure 5.4: Each row contains 10 generated images with a fixed dummy variable z and 10 different labels y. Note that
the dummy variable captures the style of a digit independent from the class label. Styles include thickness of the stroke
(for example, row 1 and 2), slanted left or right (row 5 and 6), etc.
Preliminary experiments show the effectiveness of our method. We also carefully compare our method with some
previous work, and highlight the differences. Applying our method to more complicated tasks, such as solving practical
inverse problems will be left for future works.
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