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Load balancing system under Join the Shortest
Queue: Many-Server-Heavy-Traffic Asymptotics
Daniela Hurtado-Lange · Siva Theja
Maguluri
Abstract We study the load balancing system operating under Join the
Shortest Queue (JSQ) in the many-server-heavy-traffic regime. If N is the
number of servers, we let the difference between the total service rate and the
total arrival rate be N1−α with α > 0. We show that for α > 2 the system
behaves similarly to the classical heavy-traffic regime. Specifically, we prove
that the distribution of the total queue length scaled by N−α converges to an
exponential random variable. Moreover, we show a result analogous to state
space collapse, and we show that the expected total queue length scaled by
N−α converges to the same value as in classical heavy-traffic. We provide two
proofs for our result: one using moment generating function, and one using
Stein’s method. We additionally obtain rate of convergence in Wasserstein
distance.
Keywords Many-Server-Heavy-Traffic · Load Balancing System · Stein’s
Method · Transform methods · State Space Collapse · Drift method ·
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1 Introduction
The load balancing system, also known as supermarket checkout system, is
a parallel server stochastic processing network (SPN), where there is a single
stream of arrivals that are routed to the queues by a single dispatcher. This
model has been extensively studied since the ’70s, where the celebrated join
the shortest queue (JSQ) routing policy was introduced. It has been proved
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that JSQ minimizes delay under different notions of optimality in both con-
tinuous and discrete time settings [35, 32, 9, 12, 10]. However, understanding
the behavior of the queue lengths in steady-state is very challenging. Then, a
common practice is to study the system under some asymptotic regime.
A popular regime is heavy-traffic, where the number of servers is fixed and
the arrival rate is increased to the maximum capacity. One of the advantages
of this regime is that large-dimensional systems often behave as if their dimen-
sion decreases in the limit, phenomenon known as state space collapse (SSC).
In particular, the load balancing system operating under JSQ experiences SSC
into a one-dimensional subspace and, therefore, it behaves as a single server
queue in the limit. Heavy-traffic analysis of the load balancing system oper-
ating under JSQ has been performed in the past, and it has been proved that
the joint distribution of queue lengths in discrete time (or equivalently vector
of waiting time in continuous time) is exponential in the limit. This proof has
been done using the diffusion limits approach [12], the drift method [10] and
transform techniques based on the drift method [19].
Another popular asymptotic regime is mean-field, where the number of
servers increases to infinity while the load is kept constant. This regime has
been used in the past to study the load balancing system operating under
power-of-d choices (also called JSQ(d)), under which d queues are selected at
random and the new arrivals are routed to the shortest queue among those.
It was proved in the past that, even if d = 2, the queue lengths decrease
considerably when compared to random routing [25, 26, 31]. To prove this
result, the main idea is that, since only d queues are being compared whenever
there is an arrival and d is small compared to the number of servers, in the
mean-field limit the queues are almost independent. However, this argument
does not work if we use JSQ for routing.
Regimes in between those two are when the load and the number of servers
increase together, and there are several ways to take this type of limit. We call
these regimes many-server-heavy-traffic. In this paper we focus on the case
where the difference between the total service rate and the total arrival rate is
of the form N1−α, where N is the number of servers and α > 0 is a parameter.
Equivalently, we can define the difference between service and arrival rates per
server as N−α. Then, as N → ∞ the number of servers and the load increase.
Depending on the value of α, the behavior of the load balancing system is
different. First observe that if α → ∞, we are approaching the classical heavy-
traffic regime. Similarly, if α ↓ 0 we approach the mean-field regime. There are
phase transitions at α = 1 and α = 12 . If α = 1 we are in the Nondegenerate
Slowdown (NDS) regime [1], if α = 12 we are in Halfin-Whitt regime [18]
and if α < 12 we are in sub-Halfin-Whitt regime. Load balancing systems in
the many-server-heavy-traffic limit have been extensively studied in the past
(see for example the survey paper [5]). However, the study of load balancing
systems operating under JSQ in the many-server-heavy-traffic limit started
recently, and it has gained plenty of attention [11, 6, 2, 3, 22, 21, 14]. In [11]
a load balancing system under JSQ is studied for the first time in the many-
3Table 1 Literature review for asymptotic regimes depending on the value of α.
Value of α Regime References
α ↓ 0 Mean-field
α ∈
(
0, 1
2
)
Sub-Halfin-Whitt [22, 33]
α = 1
2
Halfin-Whitt [11, 6, 2, 3]
α ∈
(
1
2
, 1
)
[21]
α = 1 Nondegenerate Slowdown (NDS) [14]
α ∈ (1, 2] Future work
α ∈ (2,∞) This paper
α → ∞ Classical heavy-traffic [10]
server-heavy-traffic limit. The authors show that, in Halfin-Whitt regime, the
number of empty queues and the number of queues with one customer in
line are O(√n). The authors use the diffusion limits approach, but interchange
of limits is not proved. This step is completed in [6]. In [2, 3] the work of
[11] is continued. Specifically, in [2] the authors study tail asymptotics of the
stationary distribution, and in [3] they study the moments of the stationary
distribution. In [22] load balancing systems under several routing policies in the
sub-Halfin-Whitt regime are studied, and in [21] the analysis is extended to the
case when α ∈ [ 12, 1). In [33] a load balancing system operating under power-
of-d, where jobs are batches of tasks, is analyzed. Specifically, the authors find
conditions on the value of d (as a function of the number of servers, the load
and the number of tasks per job) such that power-of-d choices achieves zero
delay in sub-Halfin-Whitt regime. In [14], load balancing systems are studied
in the NDS regime. A summary of these results depending on the value of α
is presented in Table 1.
Our main contribution is to show that if α > 2 the behavior of the load
balancing system operating under JSQ in the many-server-heavy-traffic regime
is similar to its behavior in the classical heavy-traffic regime. Specifically, we
prove that the distribution of the total queue length is exponential (Theorem
1), which is the same distribution as in heavy-traffic regime. We also com-
pute the rate of convergence in Wasserstein’s distance (Theorem 3) and we
prove that the expected total queue length converges to the same limit as in
classical heavy-traffic regime (Corollary 1). Moreover, we prove a result that
is analogous to SSC in the classical heavy-traffic regime (Proposition 1) and,
consequently, we also call it SSC. Specifically, our SSC result shows that the
number of jobs in line is similar for all the queues as N gets large, and we
prove this by showing that the error of this approximation becomes negligible
as N gets large.
Our goal in this paper is to close the gap between NDS and classical heavy-
traffic regimes. We find the distribution of the total queue lengths for α > 2,
but there is still a gap between our result and NDS regime. Exploring this gap
is future work.
To the best of our knowledge, we are the first ones to study the load
balancing system operating under JSQ under this regime. We provide two
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proofs of the theorem: one using the transform methods introduced in [19],
and one using Stein’s method [28, 15, 8, 7, 13]. We briefly describe each of the
methods below.
The transform method introduced in [19] is a two-step procedure to com-
pute the distribution of queue lengths in classical heavy-traffic regime, and it
can be used for queueing systems that experience SSC to a one-dimensional
subspace. The method is introduced in the context of a load balancing sys-
tem and a generalized switch. Before using the method, positive recurrence
and SSC to a one-dimensional subspace must be proved. The main idea is
to consider an exponential test function such that, after setting its drift to
zero, yields the Moment Generating Function (MGF) of the projection of the
vector of queue lengths on the subspace where SSC occurs. Then, an implicit
expression that is valid for all traffic is obtained. The last step is to take the
heavy-traffic limit, and prove that the terms depending on the queue lengths
vanish, so that we obtain an explicit expression for the limiting MGF.
Stein’s method is based on the approach introduced by [30], and a survey
about the main results can be found in [28]. In [15] the method was developed
for continuous time Markov chains, and it was first used in the context of SPNs
in [8, 7]. The method was developed there for single queues with many servers,
with patient and impatient customers. Later, in [13] the same method was used
to study a single server queue in heavy-traffic. We use it here to bound the
Wasserstein’s distance between the total queue lengths and an exponential
random variable.
The organization of this paper is as follows. In Section 2 we provide the
details of the load balancing model and JSQ routing, and we state the main
result of this paper. In Section 3 we show a notion of SSC. Then, in Section 4
we prove the main result using the transform methods proposed in [19]; and in
Section 5 we prove the result using Stein’s method and we additionally provide
the rate of convergence of the queue lengths to the corresponding exponential
random variable.
1.1 Notation
We use R and Z to denote the sets of real and integer numbers, respectively.
We add a subscript + when we refer to nonnegative numbers, and a superscript
n ∈ Z+ when we mean vector spaces. We use bold letters to denote vectors.
Given two vectors x, y ∈ Rn, we use 〈x, y〉 to denote its dot product, and for
p ∈ Z+ with p ≥ 1 we use ‖x‖p to denote the p-norm of x. We use 1 and
0 to denote the vectors of all ones and all zero elements, respectively. For a
function f with domain Dom( f ) we denote ‖ f ‖ △= supx∈Dom( f ) | f (x)|.
Given a random variable X we use E [X] to denote its expected value and
Var [X] for its variance. For an event A we use 1{A} to denote the indicator
function of A. Given a random process {q(k) : k ≥ 1} (that will be later defined
as the queue lengths process), we use E [·] △= E [·|q(k) = q]. We use⇒ to denote
convergence in distribution.
5For a Markov chain {X(k) : k ≥ 1} with countable state space X and a
function Z : X → R+, define the drift of Z at x as
∆Z(x) △= [Z(X(k + 1)) − Z(X(k))]1{X(k)=x } .
Thus, ∆Z(x) is a random variable that measures the amount of change in the
value of Z in one time slot.
Finally, we say f (N) is o(g(N)) if limN→∞ f (N)g(N) = 0.
2 Model
Consider a load balancing system, i.e., a queueing system with N parallel
servers, each of them with an infinite buffer. There is a single stream of arrivals
to the system, and, upon arrival, jobs are routed to the queues. After being
routed, they cannot move from one queue to another.
We model the system in discrete time (i.e., in a time slotted fashion), and
we index time by k ∈ Z+. For each k ≥ 1 and i ∈ [N], let qi(k) be the number
of jobs in queue i at the beginning of time slot k (including the job in service,
if any). Let {a(k) : k ≥ 1} be a sequence of i.i.d. random variables such that
a(k) is the number of arrivals to the system in time slot k. Let a(k) be a vector
where ai(k) the number of jobs that are routed to queue i in time slot k, for
i ∈ [N]. Let {s(k) : k ≥ 1} be a sequence of i.i.d. random vectors such that si(k)
is the potential number of jobs that can be processed by server i in time slot k.
If si(k) is larger than the number of jobs in queue i (including arrivals), then
there is unused service, that we denote ui(k). Assume that Amax and Smax are
finite constants such that a(1) ≤ Amax and si(1) ≤ Smax for all i ∈ [N] with
probability 1. The sequences {a(k) : k ≥ 1} and {si(k) : k ≥ 1} for each i ∈ [N]
are independent of each other, and of the queue lengths process {q(k) : k ≥ 1}.
We assume the dispatcher uses Join the Shortest Queue (JSQ) routing
policy, i.e.
ai(k) =
{
a(k) , if i = i∗(k)
0 , otherwise
where
i∗(k) ∈ argmin
i∈[N]
qi(k),
breaking ties at random.
In each time slot, the order of events is as follows. First, queue lengths are
observed, second, arrivals occur, third, arrivals are routed according to JSQ
and, at the end of each time slot, service occurs. Then, the dynamics of the
queues are described by the equation
qi(k + 1) = max {qi(k) + ai(k) − si(k), 0} ∀i ∈ [N], ∀k ≥ 1, (1)
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which, by definition of unused service, is equivalent to
qi(k + 1) = qi(k) + ai(k) − si(k) + ui(k) ∀i ∈ [N], ∀k ≥ 1. (2)
From the dynamics of the queues, it is easy to prove that
qi(k + 1)ui(k) = 0 ∀i ∈ [N], ∀k ≥ 1 (3)
with probability 1. Intuitively, if there is unused service in queue i in time slot
k (ui(k) > 0), it is because the potential service is larger than the number of
jobs in line available to be served (i.e. because qi(k) + ai(k) < si(k)). Then,
the queue should be empty in time slot k + 1. Therefore, ui(k) > 0 implies
qi(k + 1) = 0.
For each i ∈ [N], assume E [si(1)] = 1 and Var [si(1)] = σ2s . We are in-
terested in the many-server-heavy-traffic limit, so we parametrize the sys-
tem by the number of servers N in the following way. We add a superscript
(N) to the variables when we refer to the system parametrized by N. Let
λ(N) △= E
[
a(N)(1)] = N (1 − N−α), where α > 0 and Var [a(N)(1)] = Nσ2a . Ob-
serve that
N∑
i=1
E [si(1)] − E
[
a(N)(1)
]
= N1−α, (4)
which is positive. Therefore, the Markov Chain
{
q
(N)(k) : k ≥ 1} is positive
recurrent. Let q(N) be a steady-state vector which is limit in distribution of
the sequence
{
q
(N)(k) : k ≥ 1}. Let a(N) be a steady-state random variable with
the same distribution as a(N)(1) and, for each i ∈ [N], let s be a steady-state
random vector with the same distribution as s(1). Let a(N) be the vector of
arrivals after routing in steady-state, given that the queue lengths are q(N) and
a(N) jobs arrive to the system, and let u(N) be the vector of unused service in
steady-state, given q(N), a(N) and s(N). Define
(
q
(N)
)
+
as the vector of queue
lengths one time slot after q(N) is observed, given a(N) and s. Then, from (3)
we have
(
q
(N)
i
)
+
u
(N)
i
= 0 with probability 1 for all i ∈ [N].
In the next sections we prove Theorem 1, using two different approaches.
Theorem 1 Consider a set of load balancing systems operating under JSQ
routing policy, parametrized by N as described above. Assume α > 2. Then,
N−α
∑N
i=1 q
(N)
i
⇒ Υ as N → ∞, where Υ is an exponential random variable
with mean
σ2a+σ
2
s
2 .
Remark 1 A result similar to Theorem 1 can be easily obtained for a load
balancing system operating under power-of-2 choices, i.e., if in each time slot
we select two queues uniformly at random and we route the arrivals to the
shortest of those two. In fact, the proof is very similar. However, the quality
of SSC is poorer if routing occurs under power-of-2 choices, as compared to
JSQ. Therefore, a larger value of α is needed. In fact, one obtains convergence
7in distribution for α > 52 . Once SSC is proved (as in [24] or [20], for example)
the same steps shown in Sections 4 or 5 can be followed. We omit the proof
for brevity.
Similar to the classical heavy-traffic regime [10, 19], an essential step in
the proof of Theorem 1 is SSC, which we prove in Section 3. Additionally, the
expected value of the total unused service needs to be computed in both of
the proofs we provide. We present this result in Lemma 1.
Lemma 1 Consider a load balancing system operating under JSQ, parametrized
by N as described in Section 2. Then,
E
[
N∑
i=1
u
(N)
i
]
= N1−α.
Proof (of Lemma 1) In this proof we omit the dependence on N of the variables
for ease of exposition. We set to zero the drift of Vℓ(q) =
∑n
i=1 qi. Before doing
it, we should prove that E [Vℓ(q)] < ∞. However, this is a direct consequence
of Lemma 2, so we omit it. We obtain
0 = E
[
Vℓ(q+) − Vℓ(q)
]
= E
[
N∑
i=1
(
q+i − qi
) ]
(a)
= E
[
N∑
i=1
(ai − si + ui)
]
where (a) holds by definition of q+. Rearranging terms we obtain
E
[
N∑
i=1
ui
]
= E
[
N∑
i=1
(si − ai)
]
(a)
=
N∑
i=1
E [si] − E [a]
(b)
= N1−α,
where (a) holds because a = ∑Ni=1 ai by definition; and (b) holds by (4). ⊓⊔
3 State Space Collapse
The objective of this paper is to show that when α > 2, the load balancing
system in the many-server-heavy-traffic limit behaves similarly to the classi-
cal heavy-traffic regime. In classical heavy-traffic, it is known that the load
balancing system under JSQ satisfies one-dimensional SSC, i.e., it behaves as
a single server queue in the limit. In [10], SSC is proved by showing that the
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error of approximating the actual vector of queue lengths by its projection
on the line where SSC occurs is bounded. Therefore, as the traffic intensity
increases, this error is negligible. Similarly, here we compute a bound that
depends on N for this error, and later we show that, in the limit, this bound
is negligible. Before stating the result we introduce notation. Given a vector
x ∈ RN , let
x ‖
△
=
(
N∑
i=1
xi
N
)
1 and x⊥
△
= x − x ‖ . (5)
Then, x ‖ is the projection of x on the line generated by the vector 1, and x⊥
is the error of approximating x by x ‖. In this Section we prove the following
Proposition.
Proposition 1 Consider a load balancing system parametrized by N as de-
scribed in Section 2. Then, for any δ ∈ (0, 1) such that δ ≤ 1−N−α there exists
a finite number C such that for any r = 1, 2, . . .
E
[q(N)⊥ r ] ≤ K(r)Nr,
where K(r) △= Crrr+ 12 e1−r .
In the proof of Proposition 1 we use the moment bounds based on drift
arguments proved in [23, Lemma 3]. We state the result in Appendix A for
completeness.
Now we prove Proposition 1. The proof is similar to the proof of SSC in
[10], but we present it for completeness.
Proof (of Proposition 1) We use the Lyapunov function W⊥(q) = ‖q⊥‖. For
ease of exposition we omit the superscript (N) of the variables.
We first prove that condition (C2) in Lemma 5 is satisfied. We have
|∆W(q)| = | ‖q⊥(k + 1)‖ − ‖q⊥(k)‖ | 1{q(k)=q}
(a)≤ ‖q⊥(k + 1) − q⊥(k)‖ 1{q(k)=q}
(b)≤
(
‖q(k + 1) − q(k)‖ + ‖q ‖(k + 1) − q ‖(k)‖
)
1{q(k)=q}
(c)≤ 2 ‖q(k + 1) − q(k)‖ 1{q(k)=q}
(d)≤ 2
√
N max{Amax, Smax}
where (a) holds by triangle inequality; (b) holds because q⊥(k) = q(k) − q ‖(k)
by definition, and by triangle inequality; (c) holds because projection is non-
expansive; and (d) holds by the dynamics of the queues presented in (1), and
because a(k) ≤ Amax and si(k) ≤ Smax with probability 1 by assumption.
Therefore, condition (C2) is satisfied with
D = 2
√
N max{Amax, Smax}.
9Now we verify condition (C1). We introduce the following notation. Let
V(q) △= ‖q‖2 and V‖(q) = ‖q ‖ ‖2,
and observe that W⊥(q) =
√
‖q⊥‖2. Then, since f (x) =
√
x is a concave func-
tion, we have
∆W⊥(q) ≤ 1
2‖q⊥‖
(
∆V(q) − ∆V‖(q)
)
. (6)
Equation (6) was first proved in [10]. Now we bound Eq [V(q)] and Eq
[
V‖(q)
]
separately. We have
Eq [∆V(q)]
= Eq
[‖q(k + 1)‖2 − ‖q(k)‖2]
= Eq
[‖q(k + 1) − u(k) + u(k)‖2 − ‖q(k)‖2]
(a)
= Eq
[‖q(k) + a(k) − s(k)‖2 + ‖u(k)‖2 + 2〈q(k + 1) − u(k), u(k)〉 − ‖q(k)‖2]
(b)
= Eq
[‖q(k) + a(k) − s(k)‖2 − ‖u(k)‖2 − ‖q(k)‖2]
(c)
= Eq
[‖a(k) − s(k)‖2 + 2〈q(k), a(k) − s(k)〉 − ‖u(k)‖2]
(d)≤ Eq
[‖a(k) − s(k)‖2 + 2〈q(k), a(k) − s(k)〉]
where (a) holds by definition of Euclidean norm and by (2); (b) holds by (3) and
rearranging terms; (c) holds by definition of Euclidean norm and rearranging
terms; and (d) holds because Eq
[‖u(k)‖2] ≥ 0.
Now we bound each of the terms. Since a(k) and si(k) are bounded by finite
constants, we have
Eq
[‖a(k) − s(k)‖2] ≤ N max{Amax, Smax}2.
Also, if we let qmin = mini∈[n] qi we have
Eq [〈q(k), a(k) − s(k)〉] (a)= qminN(1 − N−α) −
N∑
i=1
qi
= −qminN1−α +
N∑
i=1
(qmin − qi)
(b)
= −N−α
N∑
i=1
qi + (1 − N−α)
N∑
i=1
(qmin − qi)
where (a) holds by JSQ routing policy, because Eq
[
a(N)(1)] = N(1 − N−α)
and Eq [s(k)] = 1, and because arrival and potential service processes are
independent of the queue lengths; and (b) holds after rearranging terms.
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Also, notice that for any N there exists δ ∈ (0, 1) such that
(1 − N−α)
N∑
i=1
(qmin − qi) ≤ −δ
N∑
i=1
|qmin − qi |
(a)≤ −δ‖q − qmin1‖
(b)≤ −δ‖q⊥‖
where (a) holds because norm-1 upper bounds Euclidean norm; and (b) holds
because q ‖ is the minimizer of the function f (x) = ‖q − x‖ by definition of
projection, and q⊥ = q − q ‖ . Then,
Eq [∆V(q)] ≤ N max{Amax, Smax}2 − 2N−α
N∑
i=1
qi − 2δ‖q⊥‖ (7)
Now we bound Eq
[
∆V‖(q)
]
. In the computation of this bound we follow
similar steps to [10] and [23] in their proof of SSC, but we present them for
completeness. We have
Eq
[
∆V‖(q)
]
= Eq
[‖q ‖(k + 1)‖2 − ‖q ‖(k)‖2]
= Eq
[〈q ‖(k + 1) + q ‖(k), q ‖(k + 1) − q ‖(k)〉]
(a)
= Eq
[‖q ‖(k + 1) − q ‖(k)‖2] + 2Eq [〈q ‖(k), q ‖(k + 1) − q ‖(k)〉]
(b)≥ 2Eq
[〈q ‖(k), q ‖(k + 1) − q ‖(k)〉]
(c)
= 2Eq
[〈q ‖(k), q(k + 1) − q(k)〉]
(d)≥ 2Eq
[〈q ‖(k), a(k) − s(k)〉]
(e)
= −2
(
N∑
i=1
qi
N
)
N1−α
= −2N−α
N∑
i=1
qi, (8)
where (a) holds by definition of Euclidean norm; (b) holds because the norm
of any vector is nonnegative; (c) holds because q ‖(k) is orthogonal to q⊥(k +1)
and to q⊥(k) by definition; (d) holds by the dynamics of the queues presented
in (2) and because, by definition, q ‖(k) ≥ 0 and u(k) ≥ 0 so their dot product
is nonnegative; and (e) holds because, by definition, q ‖i = 1N
∑N
j=1 q j for all
i ∈ [N] and because the arrival and service processes are independent of the
queue lengths.
Then, using (7) and (8) in (6) we obtain
Eq [W⊥(q)] ≤ 1
2‖q⊥‖
(
N max{Amax, Smax}2 − 2δ‖q⊥‖
)
11
= −δ + N max{Amax, Smax}
2
2‖q⊥‖
.
Let η = δ2 . Then, condition (C1) is satisfied with
κ = N
max{Amax, Smax}2
δ
Let M = max{Amax, Smax}. Hence, from Lemma 5 we obtain that for each
r = 1, 2, . . . we have
E [‖q⊥‖r ] ≤
(
6M2N
δ
)r
+
(
8M
√
N
)r (4M√N + δ
δ
)r
r!
(a)≤ Cr r!Nr
(b)≤ Crrr+ 12 e1−rNr
where (a) holds for a constant C which only depends on M and δ (and it is
independent of r and N); and (b) holds by Stirling’s approximation. ⊓⊔
4 Proof of Theorem 1 using transform methods
The first proof we present is motivated by the transform method introduced
in [19]. In fact, Theorem 1 is a consequence of Theorem 2, presented below.
Theorem 2 Consider a set of load balancing systems operating under JSQ,
parametrized by N as described in Section 2. Assume α > 2. Then, the MGF
of N−α
∑N
i=1 q
(N)
i
exists, and it converges to the MGF of Υ as N → ∞, where
Υ is an exponential random variable with mean
σ2a+σ
2
s
2 . Formally, there exists
a finite constant Θmax > 0 such that for all θ ∈ [−Θmax,Θmax],
lim
N→∞
E
[
exp
(
θN−α
∑N
i=1 q
(N )
i
) ]
= E [exp (θΥ)]
It is known that convergence in MGF implies convergence in distribution
and in expected value [16, Theorem 9.5 in Section 5]. Then, Theorem 1 is a
direct consequence of Theorem 2. Additionally, Corollary 1 is also a direct
consequence of Theorem 2.
Corollary 1 Consider a set of load balancing systems operating under JSQ,
as described in Theorem 2. Then, if α > 2 we have
lim
N→∞
N−αE
[
N∑
i=1
q
(N)
i
]
=
σ2a + σ
2
s
2
.
Corollary 1 can be also proved using the Drift Method with test function
V(q) =
(∑N
i=1 qi
)2
, similarly to the proof of Proposition 3 in [10]. Now we
prove Theorem 2.
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Proof (of Theorem 2) For ease of exposition, in this proof we omit the depen-
dence on N of the variables. The first step is to prove existence of this MGF,
which we state formally in the following Lemma.
Lemma 2 Consider a load balancing system operating under JSQ, as de-
scribed in Theorem 2. Then, for each N ≥ 1 there exists Θ > 0 such that
E
[
exp
(
θN−α
∑N
i=1 q
(N )
i
) ]
< ∞ for all θ ∈ [−Θ,Θ].
We prove Lemma 2 in Appendix B.1. The next step is to prove ‘exponential
version’ of (3).
Lemma 3 Consider a load balancing system operating under JSQ, parametrized
by N as described in Section 2. Let θ˜
△
= θ
(
σ2a+σ
2
s
2
)
, where θ ∈ R is a finite pa-
rameter. Then, there exists Θ˜ > 0 such that for all |θ˜ | < Θ˜ we haveE [(exp (θ˜N−α ∑Ni=1 (q(N )i )+) − 1) (exp (−θ˜N−α ∑Ni=1 u(N )i ) − 1) ] is o (N1−2α)
We present the proof of Lemma 3 in Appendix B.2. Rearranging terms in
the expression of Lemma 3 we obtain
E [exp (θ˜N−α ∑Ni=1 q+i )] − E [exp (θ˜N−α ∑Ni=1 qi)]E [exp (θ˜N−α(a−∑Ni=1 si))]
= 1 − E [exp (−θ˜N−α ∑Ni=1 ui)] + o (N1−2α) ,
where we used the dynamics of the queues (2), the fact that a =
∑N
i=1 ai, and
that the arrival process to the system and the potential service processes are
independent of the queue lengths.
We know E [exp (θ˜N−α ∑Ni=1 qi)] = E [exp (θ˜N−α ∑Ni=1 q+i )] if θ˜ is small (according
to Lemma 2). Then, rearranging terms we obtain
E [exp (θ˜N−α ∑Ni=1 qi)] = 1 − E [exp (−θ˜N−α ∑Ni=1 ui)] + o
(
N1−2α
)
1 − E [exp (θ˜N−α(a−∑Ni=1 si)) ] (9)
Now we take the limit. Observe that the right hand side of (9) yields a
0
0 form in the limit. Then, we take Taylor expansion with respect to θ˜ of the
numerator and denominator. For the numerator we obtain
1 − E [exp (−θ˜N−α ∑Ni=1 ui)] = θ˜N−αE
[
N∑
i=1
ui
]
+ o
(
N1−2α
)
= θ˜N1−2α + o
(
N1−2α
)
,
where the last equality holds by Lemma 1. The o
(
N1−2α
)
terms holds because
for all r ≥ 2 we have θ˜r N−rαr! E
[(
N∑
i=1
ui
)r ] (a)= |θ˜ |r N−rαr! E
[(
N∑
i=1
ui
)r ]
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(b)≤ |θ˜ |
rSr−1max
r!
Nr(1−α)−1E
[
N∑
i=1
ui
]
(c)
=
|θ˜ |rSr−1max
r!
Nr−α(r+1)
where (a) holds because ui ≥ 0 with probability 1 for all i ∈ [N] by definition of
unused service; (b) holds because 0 ≤ ui ≤ si ≤ Smax; and (c) holds by Lemma
1. Also, r − α(r + 1) − (1 − 2α) = (r − 1)(1 − α), which is negative for all α > 2.
For the denominator we obtain
1 − E [exp (θ˜N−α(a−∑Ni=1 si))]
= −θ˜N−αE
[
a −
N∑
i=1
si
]
− θ˜
2N−2α
2
E

(
a −
N∑
i=1
si
)2 + o
(
N1−2α
)
(a)
= θ˜N1−2α − θ˜
2N1−2α
2
(
σ2a + σ
2
s
)
− θ˜
2N2−4α
2
+ o
(
N1−2α
)
,
where (a) holds by definition of variance and because E [∑Ni=1 si − a] = N1−α.
The o
(
N1−2α
)
arises similarly to the case of the numerator. We omit the details
for brevity.
Putting everything together and canceling θ˜N1−2α from the numerator and
the denominator we obtain
E [exp (θ˜N−α ∑Ni=1 qi)] = 1 + o(1)
1 − θ˜
(
σ2a + σ
2
s
2
)
+ o(1)
=
1 + o(1)
1 − θ + o(1),
where the last equality holds because θ˜ = 2θ
σ2a+σ
2
s
. Therefore,
lim
N→∞
E [exp (θ˜N−α ∑Ni=1 qi)] = 11 − θ ,
which is the MGF of an exponential random variable with mean 1. ⊓⊔
5 Proof of Theorem 1 using Stein’s method
The proof we provide in this section is based on Wasserstein’s distance, so we
start with the definition of this metric. We present the definition as in [28].
Definition 1 For two probability measures ν1 and ν2, the Wasserstein dis-
tance between them is
dW (ν1, ν2) △= sup
h∈Lip(1)
∫ h(x) dν1(x) − ∫ h(x) dν2(x) ,
where Lip(1) = {h : R→ R such that |h(x) − h(y)| ≤ |x − y |} is the set of Lips-
chitz functions with constant 1.
14 Daniela Hurtado-Lange, Siva Theja Maguluri
For random variables X and Y with laws ν1 and ν2, respectively, we write
dW (X,Y ) instead of dW (ν1, ν2), and when the measures are clear from the con-
text we write
dW (X,Y) = sup
h∈Lip(1)
|E [h(X)] − E [h(Y)]| . (10)
It is well-known that, if {Xn : n ≥ 1} is a sequence of random variables,
and X is another random variable, then dW (Xn, X) converging to zero as n →
∞ implies that Xn ⇒ X [28]. We use this result to prove Theorem 1 as a
consequence of Theorem 3 presented below.
Theorem 3 Consider a load balancing system operating under JSQ routing
policy, parametrized by N as described in Section 2. Let Z be an exponential
random variable with mean 1. Then, for any integer r ≥ 2 we have
dW
(
2N−α
σ2a + σ
2
s
N∑
i=1
q
(N)
i
, Z
)
≤ 1
σ2a + σ
2
s
(
5SmaxN
1−α
+ +N1−2α + 2C⌈α − 1⌉N2−α ⌈log (N)⌉
) (11)
where C
△
= CSmaxe
1
2e
+1 and C is the constant from Proposition 1.
Theorem 1 holds as an immediate consequence of Theorem 3, since when α > 2
(which is one of the assumptions of Theorem 1), the right hand side of (11)
converges to zero as N → ∞.
Now we prove Theorem 3. In our proof we use the following result [28,
Theorem 5.4 part 2.].
Lemma 4 Let W ≥ 0 be a random variable with E [W] < ∞, and let Z be an
exponential random variable with mean 1. Define
FW △= {g : R→ R such that g(0) = 0, ‖g′‖ ≤ 1, ‖g′′‖ ≤ 2} . (12)
Then,
dW (W, Z) ≤ sup
g∈FW
|E [g′(W) − g(W)]| .
Now we prove Theorem 3 using Stein’s method.
Proof (of Theorem 3) For ease of exposition, we omit the dependence on N of
the variables. We use Lemma 4 with
W = q
(N)
Σ
△
=
2N−α
σ2a + σ
2
s
N∑
i=1
qi .
Let g = f ′ ∈ FW . Observe that f ′ ∈ FW implies f ∈ Lip(1) and, hence, f is
integrable. Therefore, if f ′ ∈ FW , then f is differentiable and well defined [34,
Theorem 7.2].
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Let q+
Σ
△
=
(
2N−α
σ2a+σ
2
s
) ∑N
i=1 q
+
i . We start expanding f
(
q+
Σ
)
in Taylor series
around qΣ. Let ξ be a number between q
+
Σ
and qΣ. Then,
f
(
q+
Σ
)
= f (q
Σ
) + 2N
−α
σ2a + σ
2
s
(
a −
n∑
i=1
si +
N∑
i=1
ui
)
f ′ (q
Σ
)
+
2N−2α(
σ2a + σ
2
s
)2 (a − N∑
i=1
si +
N∑
i=1
ui
)2
f ′′ (ξ) ,
(13)
where we used that, by definition of q+ and because a =
∑N
i=1 ai,
q+
Σ
− qΣ =
2N−α
σ2a + σ
2
s
(
a −
N∑
i=1
si +
N∑
i=1
ui
)
.
Taking expectation of (13), using that a and s are independent of q, and that
E
[∑N
i=1 si − a
]
= N1−α, and reorganizing terms we obtain
E [ f ′ (qΣ)] = Nα−1E
[(
N∑
i=1
ui
)
f ′ (qΣ)
]
+
(
1 +
N1−2α
σ2a + σ
2
s
)
E [ f ′′(ξ)]
+
1
N
(
σ2a + σ
2
s
) E 
(
N∑
i=1
ui
)2
f ′′(ξ)

+
2
N
(
σ2a + σ
2
s
) E [(a − N∑
i=1
si
) (
N∑
i=1
ui
)
f ′′(ξ)
] (14)
Then, using (14), and by triangle inequality we have
|E [ f ′ (qΣ) − f ′′ (qΣ)]|
≤ Nα−1
E
[(
N∑
i=1
ui
)
f ′ (q
Σ
)
] + N1−2ασ2a + σ2s |E [ f ′′(ξ)]|
+
1
N
(
σ2a + σ
2
s
) E

(
N∑
i=1
ui
)2
f ′′ (ξ)


+
2
N
(
σ2a + σ
2
s
) E
[(
a −
N∑
i=1
si
) (
N∑
i=1
ui
)
f ′′(ξ)
]  .
(15)
We bound (15) term by term. For the first term, we first expand f ′(qΣ) in
Taylor series around 0. Let ζ be a number between 0 and q
Σ
. Then, we have
f ′ (q
Σ
) (a)= q
Σ
f ′′(ζ) (b)≤ q
Σ
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where (a) holds because f ′(0) = 0 since f ′ ∈ FW ; and (b) holds because f ′′(ζ) ≤
1 and qΣ is nonnegative. Then, we have
Nα−1
E
[(
N∑
i=1
ui
)
f ′ (qΣ)
]  ≤ Nα−1E
[(
N∑
i=1
ui
)
| f ′ (qΣ)|
]
≤ Nα−1E
[(
N∑
i=1
ui
)
qΣ
]
(a)
=
2
N
(
σ2a + σ
2
s
) E [( N∑
i=1
ui
) (
N∑
i=1
qi
)]
(b)
=
2
σ2a + σ
2
s
E
[〈q ‖, u ‖〉]
(c)≤ 2
σ2a + σ
2
s
(
SmaxN
1−α
+ C ⌈α − 1⌉N2−α ⌈log (N)⌉
)
where (a) holds by definition of qΣ; (b) holds by definition of q ‖ and u ‖ ac-
cording to (5); and (c) holds by the claim below.
Claim Consider a load balancing system as described in Theorem 3. Then,
E
[〈q ‖, u ‖〉] ≤ SmaxN1−α + C ⌈α − 1⌉N2−α ⌈log (N)⌉ . (16)
We prove the claim in Appendix C.1. For the second term in (15) we have
N1−2α
σ2a + σ
2
s
|E [ f ′′(ξ)]| ≤ N
1−2α
σ2a + σ
2
s
,
because f ′ ∈ FW and, therefore, | f ′(ξ)| ≤ 1 with probability 1.
For the third term we use that f ′ ∈ FW , that ui ≤ Smax for all i ∈ [N] and
Lemma 1. We obtain,
1
N
(
σ2a + σ
2
s
) E

(
N∑
i=1
ui
)2
f ′′ (ξ)

 ≤ SmaxN1−ασ2a + σ2s .
Similarly, for the last term we obtain
2
N
(
σ2a + σ
2
s
) E
[(
a −
N∑
i=1
si
) (
N∑
i=1
ui
)
f ′′(ξ)
] ≤ 2SmaxN1−ασ2a + σ2s
Putting everything together, we obtain
|E [ f ′ (qΣ) − f ′′ (qΣ)]|
≤ 1
σ2a + σ
2
s
(
5SmaxN
1−α
+ N1−2α + 2C⌈α − 1⌉N2−α ⌈log (N)⌉
)
,
which proves the theorem. ⊓⊔
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Appendix
A Moment bounds based on drift arguments
In [23, Lemma 3], the following result is proved based on the results from [17] and [4].
Lemma 5 Consider an irreducible and aperiodic Markov chain {X(k) : k ≥ 1} over a count-
able state space X. Let Z : X → R+ be a nonnegative valued Lyapunov function, and suppose
its drift satisfies the following conditions
(C1) There exists η > 0 and κ < ∞ such that for any k ≥ 1 and for all x ∈ X that satisfies
Z(x) ≥ κ,
E [∆Z(x) | X(k) = x] ≤ −η
(C2) There exists D < ∞ such that for all x ∈ X,
P [ |∆Z(x) | ≤ D] = 1.
Further, assume that the Markov chain {X(k) : k ≥ 1} converges in distribution to a random
variable X. Then, for any r = 1, 2, . . .,
E
[
Z(X)r
]
≤ (2κ)r + (4D)r
(
D + η
η
)r
r !.
B Details of proofs of Section 4
B.1 Proof of Lemma 2.
We first state Foster-Lyapunov theorem [29, Theorem 3.3.7], for completeness.
Theorem 4 (Foster-Lyapunov theorem) Let {X(k) : k ≥ 1} be an irreducible Markov
chain with state space S. Suppose there exists a function V : S → R+ and a finite set B ⊆ S
satisfying the following conditions
(C1) E [V (X(k + 1)) −V (x) |X(k) = x] ≤ −η if x ∈ S \ B for some η > 0
(C2) E [V (X(k + 1)) −V (x) |X(k) = x] ≤ A if x ∈ B for some A < ∞
Then, the Markov chain {X(k) : k ≥ 1} is positive recurrent.
Now we prove the lemma.
Proof (of Lemma 2) This is proof similar to the proof of existence of MGF in [19], but we
present it for completeness. For ease of exposition, in this proof we omit the dependence on
N of the variables.
First observe that if θ ≤ 0 the result holds trivially, because qi ≥ 0 for all i ∈ [N ] and
N ≥ 0. Then, if θ ≤ 0 we have E [exp (θN−α ∑N
i=1
qi
) ] ≤ 1.
Now assume θ > 0. The function f (x) = ex is convex. Then, by Jensen’s inequality we
have
exp
(
θN−α ∑N
i=1
qi
) ≤ 1
N
N∑
i=1
exp (θN1−αqi ) .
Thus, it suffices to show that E
[∑N
i=1
exp (θN1−αqi )
]
< ∞. We use Theorem 4 with Lyapunov
function Vexp(q) =
∑N
i=1 exp (θN1−αqi). Before bounding the drift of Vexp(q) observe that (3)
is equivalent to
(exp (θN1−αqi (k+1)) − 1) (exp (−θN1−αui (k)) − 1) = 0.
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Reorganizing terms and using (2) we obtain
exp (θN1−αqi (k+1)) = 1 − exp (−θN1−αui (k)) + exp (θN1−α (qi (k)+ai (k)−si(k))) . (17)
Now we bound the drift of Vexp(q). We obtain
Eq
[
Vexp(q(k + 1)) −Vexp(q(k))
]
= Eq
[
N∑
i=1
exp (θN1−αqi (k+1)) − exp (θN1−αqi (k))
]
(a)
= N −
N∑
i=1
Eq [exp (−θN1−αui (k))] +
N∑
i=1
exp (θN1−αqi )
(
Eq [exp (θN1−α (ai (k)−si(k)))] − 1
)
(b)≤ N +
N∑
i=1
exp (θN1−αqi)
(
Eq [exp (θN1−α(ai (k)−si(k)))] − 1
)
(18)
where (a) holds by (17); and (b) holds because Eq [exp (−θN1−αui (k))] ≥ 0 for all i ∈ [N ].
Now we bound the second term in (18). To do that we introduce the following notation.
Given q(k) = q, let i∗ ∈ argmini∈[N ] qi be the queue where arrivals are routed in time slot
k. Also, for a bounded random variable X ≥ 0 let MX (θ) = E [exp (θX)]. Then, we have
N∑
i=1
exp (θN1−αqi)
(
Eq [exp (θN1−α(ai (k)−si(k)))] − 1
)
(a)
= exp (θN1−αqi∗ )
(
E
[
exp
(
θN1−α(a(k)−si∗ (k))
) ] − 1) + N∑
i=1
i,i∗
exp (θN1−αqi) (E [exp (−θN1−αsi (k))] − 1)
(b)
= exp (θN1−αqi∗ ) θM′a−si∗ (ξi∗ ) +
N∑
i=1
i,i∗
exp (θN1−αqi)
(
−θM′si (ξi )
)
(19)
where ξi is a number between 0 and θ for all i ∈ [N ]. Here, (a) holds because routing occurs
according to JSQ and by definition of i∗; and (b) holds after taking Taylor series up to first
order, around θ = 0. Now, observe
M′a−si∗ (0) = E [a(k) − si∗ (k)] = λ − 1 and M
′
si
(0) = E [si (k)] = 1.
Also, it is known that the MGF is continuously differentiable [27, p.78]. Then, for each
i ∈ [N ] there exists Θ˜i > 0 such that for all θ < Θ˜i we have
|M′a−si∗ (ξi∗ ) | ≤
λ − 12  and M′si (ξi ) ≥ 12 .
Using this result in (19) we obtain that for any θ ≤ Θ˜ △= mini∈[N ] Θ˜i
N∑
i=1
exp (θN1−αqi )
(
Eq [exp (θN1−α (ai (k)−si(k)))] − 1
)
≤ exp (θN1−αqi∗ )
θ(λ − 1)N1−α
2
−
N∑
i=1
i,i∗
exp (θN1−αqi)
θN1−α
2
(a)
= −
N∑
i=1
exp (θN1−αqi)
θN2−2α
2
+
N∑
i=1
θN1−α (1 − N1−α)
2
(exp (θN1−αqi∗ ) − exp (θN1−αqi ))
(b)≤ −
N∑
i=1
exp (θN1−αqi)
θN2−2α
2
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where (a) holds by adding and subtracting ∑N
i=1
exp (θN1−αqi ) θN
2−2α
2
, and because λ =
N (1 − N−α); and (b) holds because, by definition of i∗, qi∗ = mini∈[N ] qi and because θ > 0.
Putting everything together in (18) we obtain
Eq [V (q(k + 1)) −V (q(k))] ≤ N −
N∑
i=1
exp (θN1−αqi)
θN2−2α
2
,
which proves the conditions of Foster-Lyapunov theorem. ⊓⊔
B.2 Proof of Lemma 3
We use the following Lemma, which was proved in [19, Lemma 12]. We state it here for
completeness.
Lemma 6 Consider a load balancing system operating under JSQ, parametrized by N as
described in Section 2. Then, for any ζ ∈ R and k ≥ 1 we have
N∑
i=1
u
(N )
i
(k)
(
exp
(
ζ
N
∑N
j=1
q
(N )
j
(k+1)
)
− 1
)
=
N∑
i=1
u
(N )
i
(k)
(
exp
(
−ζq(N )⊥i (k+1)
)
− 1
)
,
where q
(N )
⊥i (k + 1) is the ith element of q
(N )
⊥ (k + 1).
Now we prove Lemma 3.
Proof (of Lemma 3) First observe that if θ˜ = 0 the statement holds trivially. Now assume
θ˜ , 0. We haveE [(exp ( θ˜N−α ∑N
i=1
q+
i
) − 1) (exp (−θ˜N−α ∑N
i=1
ui
) − 1) ] 
≤ E [(exp ( θ˜N−α ∑N
i=1
q+
i
) − 1) (exp (−θ˜N−α ∑N
i=1
ui
) − 1) ]
(a)
= |θ˜ |N−αE
[(
N∑
i=1
ui
) exp ( θ˜N−α ∑N
i=1
q+
i
) − 1 ( exp (−θ˜N−α ∑Ni=1 ui ) − 1
−θ˜N−α ∑N
i=1
ui
)
1
{∑N
i=1
ui,0
} ] (20)
(b)≤ |θ˜ |N−α
(
exp (−θ˜N−αSmax) − 1
−θ˜N−αSmax
)
E
[
N∑
i=1
ui
exp ( θ˜N−α ∑Nj=1 q+j ) − 1]
(c)≤ |θ˜ |N−α
(
exp (−θ˜N−αSmax) − 1
−θ˜N−αSmax
)
E
[
N∑
i=1
ui |exp (−θ˜N1−αq⊥i ) − 1 |
]
(d)≤ |θ˜ |N−α
(
exp (−θ˜N−αSmax) − 1
−θ˜N−αSmax
)
E
[
N∑
i=1
u
p
i
] 1
p
E
[
N∑
i=1
|exp (−θ˜N1−αq⊥i ) − 1 |
p
p−1
] p−1
p
(21)
where p > 1 is an integer number. Here (a) holds after multiplying and dividing by |θ˜ |N−α ∑N
i=1
ui ,
because if
∑N
i=1
ui = 0 then exp
(
θ˜N−α ∑N
i=1
ui
) − 1 = 0, and because the function f (x) = ex−1
x
is nonnegative; (b) holds because the function f (x) = ex−1
x
is nonnegative and increasing,
and because 0 ≤ ui ≤ Smax with probability 1 for all i ∈ [N ]; (c) holds by Lemma 6 and
triangle inequality; and (d) holds by Hlder’s inequality.
We analyze each expression in (21) separately. First observe that
lim
N→∞
exp (−θ˜N−αSmax) − 1
−θ˜N−αSmax
= 1.
Unused service is nonnegative by definition, then
0 ≤ E
[
N∑
i=1
u
p
i
]
(a)≤ Sp−1max E
[
N∑
i=1
ui
]
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(b)
= S
p−1
maxN
1−α
where (a) holds because ui ≤ Smax with probability 1 for all i ∈ [N ]; and (b) holds by
Lemma 1.
For the last term we use Hlder’s inequality again. Let r > 1. Then, for each i ∈ [N ] we
have
E
[
|exp (−θ˜N1−αq⊥i ) − 1 |
p
p−1
]
= |θ˜ |
p
p−1 N
p
p−1 (1−α)E
[(
exp (−θ˜N1−αq⊥i ) − 1
−θ˜N1−αq⊥i
) p
p−1
|q⊥i |
p
p−1
1{q⊥i,0}
]
(a)≤ θ˜
p
p−1 N
p
p−1 (1−α) ©­­«E

 exp (−θ˜N1−αq⊥i ) − 1−θ˜N1−αq⊥i

(
p
p−1
)
( rr−1 )
1{q⊥i,0}

ª®®¬
r−1
r (
E
[
|q⊥i |
p
p−1 r
]) 1
r
where (a) holds by Hlder’s inequality. We bound each of these terms.
Claim Consider a load balancing system as described in Lemma 3. Then, there exists N0 > 0
and a constant K such that for all N ≥ N0 we have
©­­«E

 exp (θ˜N1−αq⊥i ) − 1θ˜N1−αq⊥i

(
p
p−1
)
( rr−1 )
1{q⊥i,0}

ª®®¬
r−1
r
≤ K (22)
We prove the claim at the end of this section. Using Proposition 1 for the last term we
obtain
0 ≤ E
[
|q⊥i |
p
p−1 r
] (a)≤ E [ ‖q⊥ ‖ pp−1 r ] ≤ K ( pp−1r ) N pp−1 r ,
where (a) holds if p
p−1r ≥ 2, by the inequalities between norms. Putting everything together
in (21) we obtainE [(exp ( θ˜N−α ∑N
i=1
q+
i
) − 1) (exp (−θ˜N−α ∑N
i=1
ui
) − 1) ]  ≤ L(N ) N3−α (2+ 1p ),
where L(N ) is O(1). Finally, observe that 3−α
(
2 + 1
p
)
< 1 − 2α if and only if α > 2p, and p
can be taken as close to one as desired. Therefore, the lemma holds for all α > 2. ⊓⊔
Now we prove the claim.
Proof (of (22)) By Proposition 1 we know
N1−αE [‖q⊥ ‖] ≤ K(2)N2−α .
Then, since α > 2 we have N1−α ‖q⊥ ‖ ⇒ 1 as N → ∞. Then, by the continuous mapping
theorem [16, Theorem 10.4 in Section 5] we have exp
(
θ˜
(
p
p−1
)
( rr−1 )‖q⊥ ‖
)
⇒ 1. Additionally,
we have
0 ≤ E
[
exp
(
θ˜
(
p
p−1
)
( rr−1 )‖q⊥ ‖
)]
(a)≤ E
[
exp
(
θ˜
(
p
p−1
)
( rr−1 )‖q‖
)]
(b)≤ E
[
exp
(
θ˜
(
p
p−1
)
( rr−1 )‖q‖1
)]
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(c)
= E
[
exp
(
θ˜
(
p
p−1
)
( rr−1 )
∑N
i=1
qi
) ]
where (a) holds because projection is nonexpansive; (b) holds by inequality between norms;
and (c) holds by definition of norm-1. Then, E
[
exp
(
θ˜
(
p
p−1
)
( rr−1 )‖q⊥ ‖
) ]
is finite for θ˜ small,
by Lemma 2.
Thus, since e
x−1
x
≤ ex we have
0 ≤ E

 exp (−θ˜N1−αq⊥i ) − 1−θ˜N1−α |q⊥i |

(
p
p−1
)
( rr−1 )
1{q⊥i,0}

≤ E
[
exp
(
−θ˜
(
p
p−1
)
( rr−1 )|q⊥i |
)
1{q⊥i,0}
]
≤ E
[
exp
(
−θ˜
(
p
p−1
)
( rr−1 )|q⊥i |
)]
and the last expression is bounded, by the argument above. This proves the claim. ⊓⊔
C Details of proofs in Section 5.
C.1 Proof of (16)
Proof (of (16)) We need to find an upper bound for E
[ 〈q‖, u‖ 〉] . By definition of q‖ and u‖
we have
〈q‖, u‖ 〉
(a)
= 〈q‖, u〉
(b)
= 〈q, u 〉 − 〈q⊥, u〉 (23)
where (a) holds because q‖ is orthogonal to u⊥; and (b) by the definition of q⊥ according to
(5). We analyze each term separately. Observe that, by definition of dot product, we have
E [〈q, u〉] = E
[
N∑
i=1
qiui
]
(a)≤ SmaxE
[
N∑
i=1
ui
]
,
(b)
= SmaxN
1−α . (24)
where (a) holds because if ui = υ > 0, then by (2) we have q+i = 0, which implies qi =
si − ai − υ ≤ si ≤ Smax ; and (b) holds by Lemma 1.
To bound the second term we use SSC as proved in Proposition 1. By Ho¨lder’s inequality,
we obtain
|E [〈q⊥, u 〉] | ≤ E
[‖q⊥ ‖rr ] 1r E [ ‖u ‖r ∗r ∗ ] 1r ∗ ,
where r, r∗ > 1 and 1
r
+
1
r ∗ = 1. On one hand, for r ≥ 2 we have
E
[‖q⊥ ‖rr ] ≤ E [‖q⊥ ‖r ] ≤ K(r)N r,
where the last inequality holds by Proposition 1. On the other hand, since r∗ > 1 we have
E
[
‖u ‖r ∗r ∗
]
= E
[
N∑
i=1
ur
∗
i
]
22 Daniela Hurtado-Lange, Siva Theja Maguluri
(a)≤ S
1
r−1
maxE
[
N∑
i=1
ui
]
(b)
= S
1
r−1
maxN
1−α,
where (a) holds because ui ≤ si ≤ Smax for all i ∈ [N ] by definition of unused service and
because 1
r
+
1
r ∗ = 1; and (b) holds by Lemma 1. Therefore, we have
|E [〈q⊥, u〉] | ≤ S
1
r−1
maxK(r)
1
r .N (2−α)−
1−α
r
(a)
= Cr1+
1
2r e
1
r −1S
1
r−1
maxN
2−α−1−αr
(b)≤ CSmaxe
1
2e N2−αrN
α−1
r (25)
where (a) holds by definition of K(r) in Proposition 1; (b) holds because S
1
r−1
max ≤ Smax and
e
1
r −1 ≤ e1−1 = 1 for all r ≥ 2. Additionally, the function ℓ(x) = x 12x with x ≥ 2 is maximized
at x = e. Therefore, ℓ(x) ≤ e
1
2e .
Then, we minimize the upper bound (25) with respect to r and we obtain that the
minimizer is r = log
(
Nα−1
)
. However, the value of r must be integer. Therefore, we use
r =
⌈
log
(
Nα−1
)⌉
. Replacing this result in (25) we obtain
|E [〈q⊥, u 〉] | ≤ CSmaxe
1
2e
+1N2−α
⌈
log
(
Nα−1
)⌉
(26)
≤ CSmaxe
1
2e +1 ⌈α − 1⌉N2−α ⌈log (N )⌉ (27)
Putting (24) and (26) together we obtain the result. ⊓⊔
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