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ABSTRACT 
A new characterization of the dispersion matrix in a general, balanced-data, 
variance-component model is given. This characterization also extends to all the 
rational powers of the dispersion matrix. 
I. INTRODUCTION 
In an interesting paper, Searle and Henderson (1979) derived the spectral 
decomposition of the error dispersion (variance-covariance) matrix V in a 
balanced errorcomponent model with a p-way classification of data. Their 
results also imply that all the rational powers Vq of a nonsingular V can be 
expressed as Vq = Cf_@iQNj, where X:_0 represents summation over the 2P 
binary numbers from 00.. .O to 11.. . 1, Ni is a Kronecker product of p 
matrices each of which is either the identity or a matrix of ones, and 
8Q = (6p) is a linear, nonsingular transform of X4, the vector of the eigenval- 
ues of Vq (when 9 = 1, 84 is the vector of variance components). In this 
sense, it may be said that BQ and Aq are isomorphic characterizations of Vq. 
This note extends the previous result by deriving a third isomorphic 
characterization of Vq, in terms of its elements. More precisely, it will be 
shown that the elements of Vq can take at most 2p distinct values, forming a 
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2P x 1 vector pQ = Ktlq = LAq with K and L nonsingular. This provides the 
key to parametrizing the likelihood function of the error-component models 
in terms of the error covariances, which are more easily interpreted than the 
variance components, and may be, for instance, useful in Bayesian contexts. 
II. THE ERROR SPECIFICATION 
We define S = { 1,. . . , p } and B= {blbcS}. Welet i(S)=(i, ... ip) 
be a vector of indices, and define similarly i(b) as the vector with elements i, 
for (Y E b. We consider compound disturbances of the following form: 
u@(S)) = 1 u&(b)) 
bsB 
(1) 
with Db(i(b))=O if b=0. For instance, if S= {1,2} and i(S)=(i,j), we 
have with an obvious change of notation u(i, j) = vi(i) + ua( j) + ~s(i, j). For 
all nonempty b and b*, the following assumptions are made: 
= 0, 
=0 if b/b*, 
= B(b) if i(b)= j(b), 




where E denotes expectation. For convenience, we also define e( 0) = 0. 
This specification is equivalent to the one in Searle and Henderson (1979). 
III. A CHARACTERIZATION OF THE DISPERSION MATRIX 
We associate with every b E B a pdigit binary number k(b) whose ath 
digit k,(b) is unity if (Y E b, zero otherwise. For instance if p = 2, then 
k(0) = 00, k((2)) = 01, k({l}) = 10, and k({1,2}) = 11. 
The numbers k(b) will serve to order the variance components B(b) in 
(4). Specifically, we let 8, = B(b) if k = k(b), and define 8 as the 2P x 1 
vector with components 8, arranged in lexicographic order. We similarly let 
b, = b if k = k(b). We are now ready to prove the result. 
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THEOREM I. Under the assumptions of Section II, the variances and 
covariances Eu(i(S))u( j(S)) take at most 2P distinct values, which are the 
elements of p = K( p)e, where K(p) is the p th Kronecker power of 
1 0 
[ 1 1 1’ 
Proof. 
(a) We first show that 
Eu(i(S))u(j(S)) = c h 
b, G b, 
(5) 
where b, = { a ( i,(S) = j,(S)}. Indeed, our assumptions imply that 
Eu(i(S))u( j(S)) is a partial sum of the 8,. Assume that this sum contains Br 
with b,g b,, and let fi E b, nb,. Since p G b,, is(S) # j,(S). Since p E b,, 
i( b,) # j(b,). Then (4) implies that 8, = B(b,) does not appear in the sum, a 
contradiction. 
00) We now construct a 2” X2p matrix K*(p) with elements 
K;(P) = 
1 if bjGbi, 
0 othetise. 
Note that i and j are binary numbers. Clearly (5) and (6) imply p = K*(p)B, 
where the elements of p are the error variances and covariances. 
(c) It remains to show that K*(p) = K(p). Clearly if p = 1, we have 
bO=O and b,= (1); hence 
K*(l) = [; ;] = K(l). (7) 
For convenience, write 
K*(P)= [“c ;], 
where A, B, C, and D are 2P-’ x~P-l. Ob serve that if KG(p) is an element 
of B, the first digit of the binary number j is one and the first digit of i is 
zero; hence bj cannot be a subset of bi and K,;(p) = 0 by (6). We conclude 
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that B is null. But since the first digit of i and j imposes no such constraints 
whenever K,;(p) is an element of A, C, or D, we have A = C = D = 
K*(p - 1). Collecting results, we have 
K*(p)= [: !+*(p-11, 
and combining (7) and (8) completes the proof. n 
IV. CONCLUSIONS 
When the error dispersion matrix V is nonsingular, we know from Searle 
and Henderson (1979) that all the rational powers VQ of V are linear 
combinations of the same matrices Ni, with coefficients eiq. Since Vq has the 
same structure as V, it follows from Theorem I that the elements of Vq can 
take at most 2P distinct values given by pQ = K( p)BQ. Since K(p) is obviously 
nonsingular, we have obtained a third isomorphic characterization of Vq. 
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