In this paper we present an efficient particle filtering method to perform optimal estimation in Jump Markov (Nonlinear) Systems (JMS). Such processes consist of a mixture of heterogeneous models and possess a natural hierarchical structure. We take advantage of these specificities in order to develop a generic filtering methodology for these models. The method relies on an original and non trivial combination of techniques that have have been presented recently in the filtering literature, namely the Auxiliary Particle Filter [16] and the Unscented Transform [11] . This algorithm is applied to the complex problem of timevarying autoregressive estimation with an unknown time-varying model order. More precisely, we develop an attractive and original probabilistic model which relies on a flexible pole representation that easily lends itself to interpretations. We show that this problem can be formulated as a JMS and that the associated filtering problem can be efficiently addressed using the generic methodology developed in this paper. Simulations demonstrate the performance of our method compared to standard particle filtering techniques.
Jump Markov Systems (JMS) are a very important class of models appearing in signal processing, target tracking and econometrics among others [2] , [14] . Different from standard (continuous state space) hidden Markov models, JMS combine hierarchically discrete/continuous state spaces in the following way. Let {r t } (t ≥ 1) be a stationary, finite, discrete, first order homogeneous Markov chain taking its values in a set S, with transition probabilities π ij Pr{r t+1 = j|r t = i}, (i, j ∈ S).
(
We define s the finite number of elements of S. Now consider a family of s 2 densities {f ij ( x | x)} where x ∈ R nx and x ∈ R n x , and define the state transition conditional densities, p ( x t | x 0:t−1 , r 1:t ) = f r t−1 rt ( x t | x t−1 ) .
where, for a set of variables l t , we denote l a:b {l a , l a+1 , . . . , l b }. The initial state x 0 is distributed according to a distribution p 0 . Note that the dimension, or nature, of x t might be a function of the sequence {r t }, but we do not make this dependence explicit in order to alleviate notation. Neither the process {r t } nor {x t } are observed. Instead, we observe {y t } (t ≥ 1) where p ( y t | x 0:t , r 1:t , y 1:t−1 ) = g rt ( y t | y 1:t−1 , x t ) ,
with y t ∈ R ny t (the number of observations can vary over time). It is possible to add exogenous variables {u t } in the equations, i.e. {f ij } and {g j } can also depend on u t , but we omit them to simplify notation. Note that the above model could be written as a standard hidden Markov model with mixed continuous/discrete state (x t , r t ), but we prefer this presentation as it emphasises on the hierarchical structure of the model, and motivates our methodology.
The class of processes under study here is a generalization of the Jump Markov Linear Models (JMLS) considered in [5] , [14] . In the JMLS case, f r t−1 rt ( x t | x t−1 ) (resp. g rt ( y t | x t , y 1:t−1 )) are
Gaussian and linear in x t−1 (resp. in x t ); i.e. one has x t = A (r t ) x t−1 + B (r t ) v t , x 0 ∼ N (m 0 , P 0 ) , ∼ N (0, I nε ) are mutually independent sequences of independent and identically distributed (i.i.d.) Gaussian random variables. In this context, Monte Carlo methods combined with Kalman filtering techniques can be used [5] . However, it is of great practical interest to relax these linearity and Gaussianity assumptions which are unrealistic in many realworld applications. As we shall see in Section 3, Time-Varying Autoregressions (TVAR) with time-varying model order enter the class of JMS, but other examples include bearings-only tracking for a maneuvering source [2] where the state x t consists of the location and velocity of the target and where {r t } is a given maneuver and multitarget tracking in clutter noise [2] where r t is the time-varying number of targets and the state x t = (x 1,t , . . . , x rt,t ) consists of the aggregation of each state target x i,t , i = 1, . . . , r t .
Estimation Objectives
The aim of optimal filtering is to estimate sequentially in time the unknown "hidden" states {x t , r t } and more precisely the series of posterior distributions p ( x 0:t , r 1:t | y 1:t ). Their marginals, and in particular the filtering densities p ( x t , r t | y 1:t ), are of interest in practice. A simple application of Bayes' rule allows for an easy formulation of the recursion that updates p ( x 0:t−1 , r 1:t−1 | y 1:t−1 )
to p ( x 0:t , r 1:t | y 1:t ):
There is no closed form solution to this recursion and for state estimates of the form whenever it is convenient.
Resolution and Organization of the Paper
We propose here to approximate p ( x 0:t , r 1:t | y 1:t ) using particle filtering methods. The key idea of particle filtering is to use an adaptive stochastic grid approximation of the posterior distribution of the state vector with N 1 weighted particles (values of the grid) evolving randomly in time according to a simulation-based rule; that is the density is approximated by a weighted mixture of points,
so that for example
1:t . We will further denote δ x 0 ,r 0 (dx, r) = I {r 0 } (r) δ x 0 (dx) where I r 0 (r) is the indicator function such that I r 0 (r) = 1 if r = r 0 and I r 0 (r) = 0 otherwise. The adaptive algorithm is designed such that the concentration of particles in a given region of the state space, say A, represents the probability of A under the posterior distribution, i.e. A p ( x 0:t , r 1:t | y 1:t ) dx 0:t dr 1:t . Therefore computational efforts focus on different zones of the state space according to their importance, resulting in efficient algorithms. The particles evolve with time in a series of growing spaces, and can either give birth to offspring particles or die, depending on their ability to represent the different characteristics of interest of the posterior distributions, which are dictated by the observation process and the dynamics of the underlying system.
We propose here to develop a generic approach in order to design efficient particle filtering techniques adapted to the class of JMS described earlier. Our approach is an original and non trivial combination of several methods that have been recently proposed in the literature, mainly the Auxiliary Particle Filter (APF) [16] and a suboptimal deterministic filtering method, the Unscented Kalman Filter (UKF), which is a particular instance of the Unscented Transform (UT) [11] , [12] .
Our work essentially differs from other works on APF in that we propose an original implementation of the APF idea which relies on the UKF. As opposed to previous works, our combination enables both the derivation of an efficient importance sampling density and an accurate estimation of the auxiliary weights without additional computational load.
We apply our methodology to nonstationary signal detection and estimation, using flexible TimeVarying Autoregressions (TVAR). We adopt here a pole representation of the autoregressive process which allows for the specification of intuitive priors (e.g. smoothness or abrupt changes of frequency components) and natural interpretations. Furthermore, a direct and naive change of the number of AR coefficients can cause unpredicatble and unwanted changes on the existing spectral components.
Our approach, on the other hand, allows for additions or removals of spectral components which have limited effect on existing components, as opposed to the models considered in e.g. [17] , [19] .
In particular, increasing or decreasing the TVAR model order results in small modifications of the poles whereas it causes unpredictable changes of the TVAR coefficients. A pole modeling is thus more adapted to TVAR models with time-varying order. However, this choice of parameterization introduces many non-linearities and is made complex by the fact that the number of poles is unknown, and might evolve with time.
The paper is organized as follows. In Section 2 we briefly review the basic principles of particle filtering techniques, essential for understanding the further developments that lead to our generic algorithm that take advantage of the JMS structure. In Section 3 we introduce the TVAR problem and performance of the procedure is demonstrated on synthetic signals. A discussion is given in Section 4.
Particle Filtering for JMS

Sequential Importance Sampling and Resampling
We briefly describe here how to apply the Sequential Importance Sampling Resampling (SISR) method in order to approximately sample from p ( x 0:t , r 1:t | y 1:t ); see [6] for further details.
At time t−1, assume we have, say, N weighted particles x
1:t−1 associated to the weights w
We want to obtain N particles x and p ( x 0:t , r 1:t | y 1:t ), we use importance sampling so that p ( x 0:t , r 1:t | y 1:t ) is approximated by the empirical distribution
where the importance weights satisfy
The performance of the algorithm depends on the importance density q ( x t , r t | x 0:t−1 , r 1:t−1 , y 1:t ).
The "optimal" importance density, that is the density minimizing the conditional variance of the weights conditional upon y 1:t−1 , is [4] p ( x t , r t | x 0:t−1 , r 1:
and the associated importance weight is proportional to the predictive likelihood
where
This scenario is referred to as "full adaption" in [16] .
Finally, one obtains N particles x
1:t approximately distributed according to p ( x 0:t , r 1:t | y 1:t ) by resampling/selection from the weighted empirical distribution given in Eq. (5) . There are several resampling procedures available in the literature. We adopt here the stratified sampling scheme described in [15] .
This "optimal" importance sampling case deserves special attention. Indeed, the importance weights w t given by Eq. (7) do not actually depend on (x t , r t ). This means that resampling/selection can be performed before extending trajectories, thus selecting the most promising trajectories before extension. However, in most practical cases, it is impossible to use the "optimal" importance sampling density as the predictive likelihoods of particles -Eq. (7) -do not admit a closed form expression. However this scenario motivates an alternative particle filtering method known as APF [16] , see Subsection 2.2.1, where one analytically approximates the predictive likelihoods, or its behavior, whenever necessary.
Strategies for Efficient Particle Filtering
Auxiliary Particle Filter
The idea behind APF is, at time t, to extend existing trajectories x However the analytical computation of these predictive likelihoods might prove to be intractable and approximation is needed. Recall that
In [16] , the authors propose (in the non switching case) simple approximations where
t−1 . In many applications, especially if g rt ( y t | y 1:t−1 , x t ) varies significantly over the significant regions of f r
t−1 , then the approximation of the predictive likelihood can be very poor and lead to performance far below that of the SISR algorithm. Indeed, one ends up biasing the exploration of the space towards uninteresting regions. It is thus fundamental to be able to approximate properly the predictive likelihood. An obvious solution would consist of using a second-stage Monte Carlo method for each particle. It is however too computationally intensive and introduces further Monte Carlo variation. Both the inaccuracy and computational problems have been overlooked in previous studies involving APF. In order to overcome these problems, we propose here an efficient solution based on a deterministic approximation of the predictive likelihood integral with
t−1 is a deterministic mapping/integration technique (we omit the observations y 1:t in ψ rt (·) to simplify notation). The interest of our approach is that it does not require additional computations since it will also be used to form the importance distribution q(x t , r t |x (i)
The SISR extends each particle x (6), and can be rewritten as follows
The interest of this decomposition is that the term w 1:t−1 , y 1:t . Contrary to the full adaption case, it is however necessary to re-weight the particles by The problem of constructing an efficient deterministic mapping ψ r for our problem is the subject of the following subsection.
The Unscented Transform
The Unscented Kalman Filter (UKF) is an alternative to the Extended Kalman Filter (EKF) which possesses many advantages. Both approaches are motivated by the fact that in most cases a
where {v t } and {ε t } are typically mutually independent zero-mean i.i.d. sequences, ϕ and γ are non-linearities (similarly we will introduce ϕ ij and γ ij for JMS). Both the EKF and UKF rely on approximations of the system defined in Eq. (10), but are of different nature. Nevertheless, for both scenarios the result of such approximations is that the series of predictive and filtering densities {p ( x t | y 1:t−1 )} and {p ( x t | y 1:t )} are replaced with series of Gaussian distributions N x t ; m t|t−1 , P t|t−1 and N x t ; m t|t , P t|t .
The EKF relies on linearizations of the evolution and observation Eq. (10), followed with a direct application of the Kalman recursions on the first and second order moments. The solution adopted by the UKF is a second order truncation of the statistics of the posterior distributions at hand, followed by the Kalman recursions. More precisely, assume that a set of n points x (i) t−1 , the "sigma points" [12] , possess the correct mean equal to m t−1|t−1 and covariance P t−1|t−1 . Then the sample mean and autocovariance of the set ϕ x cov (x t , y t |y 1:t−1 ) can also be computed. Given these quantities it is then possible to take into account the new observation y t , and calculate m t|t and P t|t with the Kalman filter. Given values for m t|t and P t|t , various methods have been proposed in order to generate a new set x (i) t
[11], [13] .
In the context of JMS, the quantity ψ rt x
t−1 used to approximate the predictive likelihood for the APF step (see Subsection 2.2.1) is computed for every possible new state r t using the unscented approximation:
In addition to yielding accurate auxiliary weights, the approximation of the predictive likelihood of Eq.'s (8) and (11) also provides an efficient importance distribution for r t , namely q r t | y 1:t , x 
With this importance distribution, states r t with high predictive distribution (independently on the future state x t ) are proposed with high probability whereas unlikely states r t are rarely selected.
Algorithm
Based on the elements presented above, it is possible to propose the following generic particle filtering algorithm for JMS, where the notations m
t|t (r t ) ; r t ∈ S) are introduced to emphasize that these quantities are computed for each possible transition of r t .
Particle Filter for JMS
At time t = 0, Step 0: Initialization
0 ∼ p (x 0 ) and set the weights w
Step 1: Auxiliary variable resampling step
where ψ rt x
t−1 is computed as in Eq. (11). The same sigma points {x
t−1 } are used to compute m t|t (r t ) , P t|t (r t ) for all r t in S.
• Multiply/Discard particles x 
t|t (r t ) ; r t ∈ S with respect to high/low importance weights λ 
Step 2: Importance sampling step • For i = 1, ..., N , extend the trajectories with x
• Compute the importance weights as
• Rename the particles { x Note that this algorithm could be extended by introducing Markov Chain Monte Carlo (MCMC) steps in order to rejuvenate the path of the particles [8] . In the context of JMS, dependent upon r 1:t , the state x t may lie in subspaces of different dimensions thus reversible jump MCMC should be considered [1] , [9] .
Many applications such as satellite vibration monitoring, gearbox fault detection or music processing require the development of tools for the analysis of spectral trajectories in the time-frequency plane. Generally, the number of such spectral trajectories is unknown and evolves in time. More importantly, no precise model for the evolution of such trajectories is available. Standard timefrequency techniques [7] Time Varying autoregressive (TVAR) frequency estimation is useful in the present context since it is both flexible and parsimonious. Indeed, the relevant information about the spectral content of the signal being analysed is summarised with a reduced number of frequency parameters at each time instant as opposed to classical time-frequency representations which compute energy levels in the entire time-frequency plane. As we shall see, this general modeling allows for rather natural and intuitive definitions of trajectories in the time-frequency plane, and leads in practice to excellent estimation accuracy compared to alternative techniques such as the spectrogram.
Problem description
We are interested in TVAR models, with on-line estimation of both the model order (denoted K t ) at time t and the TVAR coefficients (denoted a Kt,t = (a 1,t , a 2,t , . . . , a Kt,t )
T at time t). The observed signal evolution is then described as:
where v t is a centered Gaussian noise. Eq. (13) can be written in vector form as:
For modeling and practical reasons we prefer to parameterize the TVAR in terms of its "instantaneous" poles which are the zeros of the polynomial associated with the autoregressive process at
Model and state space representation
Here the state vector x t contains the moduli and instantaneous frequencies of the poles, but also possible hyperparameters α t . The dimension of x t is therefore time-varying as the number of poles is allowed to evolve with time. The Markov chain {r t } will represent here the number of real and imaginary poles, and therefore takes its values in
We assume that the transition matrix of this Markov chain is such that
or |j − j | > 1. This means that the process is allowed to add/remove no more than one real pole or pair of conjugate poles at each time instant. Some further restrictions are needed for the "boundary" values of i and j: when either number of poles is zero then no such pole can be removed, and similarly when either maximum number of poles is reached then no such poles can be added.
There is an infinite number of possible specifications for the transition probabilities {f ij (x |x)}, that depend on the application at hand. Here we will assume that the processes are linear Gaussian, and aim at introducing some smoothness prior. The observation equation consists of the non-linear transformation from the pole representation to the coefficients of the polynomial χ t (x) combined with past observations, more precisely
When the dimension of the AR process is fixed, we assume linear models for the evolution of the different poles, and more precisely order M , moving average (MA) processes
which ensure smooth trajectories for these parameters. For λ ∈ {ν, ρ, η} we assume that u λ i ,t are centered white Gaussian noises, independent for different i and different λ, with variances σ 2 λ i ,t . These variances are generally unknown, and we therefore include them as part of the inference problem. In order to accommodate for possible non-stationarities we assume the following evolution model for these hyperparameters. For λ ∈ {ν, ρ, η} we introduce the notation α λ i,t = log(σ 2 λ i ,t−1 ), and similarly α y i,t = log(σ 2 y,t−1 ). Now the evolution models for these variances are, for λ ∈ {ν, ρ, η},
where the w λ i ,t are centered white Gaussian noises, independent for different i and λ, with variances δ 2 λ,t . Similarly we assume that the variance of the observation noise follows the following law
where w y,t is a centered white Gaussian noise with variance δ 2 y,t , independent of all other dynamic noises. The four hyperparameters δ 2 ν,t , δ 2 ρ,t , δ 2 η,t and δ 2 y,t are fixed. The hyperparameters k z t and k η t may be unknown and vary over time. We assume the probabilities π (i,j),(i,j) = 10/22 (no dimension change), π (i,j),(i+1,j) = 1/22 (add a complex pole), π (i,j),(i−1,j) = 5/22 (remove a complex pole), π (i,j),(i,j+1) = 1/22 (add a real pole), π (i,j),(i,j−1) = 5/22 (remove a real pole), see Subsection 3.2 for the "boundary cases". Of course, many other prior probabilities are possible, but different settings do not much influence the results. Here we have favoured parsimonious models, and thus limited the addition of poles. Now we describe the model on the different transitions. The mechanism for adding a real pole differs from that of the complex pole case only by the fact that the frequency is set to zero. We therefore focus on the complex case.
• Addition of a pole: a new frequency is drawn uniformly in (0, π) and a modulus is proposed from the uniform distribution on (0, 1). The other existing pole characteristics are updated according to Eq. (17).
• Removal of a pole: draw uniformly at random a pole to be deleted and simply remove it. is compared to the standard SIR algorithm 4 in the case where k z t , k η t and δ 2 λ,t , λ ∈ {ν, ρ, η, y} were estimated on-line. Estimated number of spectral components. The hyperparameters δ 2 λ,t = 0.01, λ ∈ {ν, ρ, η, y} are also estimated but not plotted since they are very similar to those in Fig. 3 (b) .
Moreover, 100 simulations were run for the three scenarios N Improved algo. = 500, N SIR algo. = 1800 and N SIR algo. = 500. Out of 100 simulations, our filter, with N Improved algo. = 500, failed 5 eight times, with no case of major failure. For the SIR algorithm with N SIR algo. = 1800, 24 simulations failed, including 17 major failures, whereas 74 simulations failed (including 53 major failures) when N SIR algo. = 500. These results demonstrate the superiority, expected by the careful design of the algorithm, in terms of robustness: it is always capable of converging again towards the trajectories after losing them, which is not the case for the SIR algorithm (even with more than 3 times as many particles).
Finally, simulations were run with N Improved algo. = 10000. In this case, our algorithm has a deterministic behavior since all the simulations provided the same results. These simulations show that it is possible to track an unknown number of spectral trajectories in the time-frequency plane. Our simulations were much successful than, e.g., those presented in [3] in a similar context, and many real applications are possible, such as music transcription which will shortly be investigated.
Conclusion
In this paper we develop efficient particle filtering techniques especially tailored for Jump Markov systems. We apply our strategy to the estimation of time varying autoregressive processes in the scenarios where the number of poles is unknown and evolves with time. Application of our algorithm to synthetic signals demonstrates the interest of our modeling and the superior efficiency of the algorithm over standard particle filtering techniques. Application of our methodology to complex multitarget tracking scenarios is currently being investigated. 
