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National syndromic surveillance systems require optimal anomaly detection methods. For method per-
formance comparison, we injected multi-day signals stochastically drawn from lognormal distributions
into time series of aggregated daily visit counts from the U.S. Centers for Disease Control and
Prevention’s BioSense syndromic surveillance system. The time series corresponded to three different
syndrome groups: rash, upper respiratory infection, and gastrointestinal illness. We included a sample
of facilities with data reported every day and with median daily syndromic counts P1 over the entire
study period. We compared anomaly detection methods of five control chart adaptations, a linear regres-
sion model and a Poisson regression model. We assessed sensitivity and timeliness of these methods for
detection of multi-day signals. At a daily background alert rate of 1% and 2%, the sensitivities and time-
liness ranged from 24 to 77% and 3.3 to 6.1 days, respectively. The overall sensitivity and timeliness
increased substantially after stratification by weekday versus weekend and holiday. Adjusting the base-
line syndromic count by the total number of facility visits gave consistently improved sensitivity and
timeliness without stratification, but it provided better performance when combined with stratification.
The daily syndrome/total-visit proportion method did not improve the performance. In general, alerting
based on linear regression outperformed control chart based methods. A Poisson regression model
obtained the best sensitivity in the series with high-count data.
Published by Elsevier Inc.1. Introduction
Syndromic surveillance systems have been widely introduced
since the year 2000 to enhance public health situational awareness
and for detecting and tracking disease outbreaks [1]. One of the
major challenges for these systems is to identify events of interest
from substantial ‘‘background noise” in surveillance data http://
www.cdc.gov/mmwr/preview/mmwrhtml/su5301a3.htm. Auto-
mated surveillance systems use statistical aberration detection
methods to identify increases above predetermined thresholds in
monitored medical encounters or other healthcare-seeking data
classified into broad clinical categories, denoted as syndromes. Typ-
ically, systems form time series by aggregating healthcare visit
counts for each day for each syndrome of interest [2]. Analysts then
apply statistical methods to test these series prospectively for
anomalies that might be indicators of health concerns. It is criticalto select the optimal aberrancy-detection algorithms to detect dis-
ease outbreaks and public health threats.
For more than a decade, the statistical methods C1–C3 of the
Early Aberration Reporting System (EARS) of the Centers for Dis-
ease Control and Prevention (CDC) have been among the most
widely used globally because of their simplicity and ease of use
[3]. In their original form, these methods were designed strictly
for count data. They employed sliding baselines for some seasonal-
ity adjustment but made no other adjustment for systematic data
behavior. Later modifications extended the applicability of the C2
method [4]. Although sliding baselines for some seasonality adjust-
ment have been employed, both known sources of biases (e.g.,
weekly patterns and holidays) and unknown or difficult-to-catch
biases (e.g., reporting delay/error and weather) may still exist. Var-
ious adjustments to reduce bias have been suggested in the aber-
ration detection practice. C2 can be used on proportion, i.e., daily
syndrome count/daily total visits. However, previous studies have
indicated no advantage of proportion method on aberration detec-
tion [4]. Thus, total visits baseline adjustment (e.g., 28 days) has
been used for enhancing the EARS C2 algorithms [4]. In addition,
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adjust for weekday/weekend effect [4]. In regression modeling,
total visits and (or) day-of-week and (or) seasonal terms have also
been used as covariates or offset in models [5,6]. The advantage of
stratification adding upon the total visit adjustment is unclear,
however.
A critical limitation for assessing different statistical methods in
detecting and tracking disease outbreaks is the lack of detailed
information about target signals, i.e. of time series labeled accord-
ing to the effects of known outbreaks. Most studies used simulated
background data [5] which may not represent the real situations of
time series for various syndromes. In addition, many studies [4,6]
looked at detection performance using single day injected signals
that may not represent real epidemic curves. Ideally, authentic
background data from daily surveillance should be used with real-
istic multiday signals in comparison of aberration detection
method.
Hospital/clinic facilities are the frontline invaluable sources for
outbreak detection since outbreaks usually start at local level [7].
Previous studies mainly have focused on populations at the large
metropolitan area, county, or greater [6,8]. Localized clusters of
interest (e.g., within a facility or a group of facilities) could have
insufficient size to be detected in analyses when data were avail-
able only at a large region, such as a county or even state level.
In addition, lack of specific localized information might make the
targeted investigation, prevention, and intervention difficult. CDC’s
national biosurveillance system, originally known as BioSense, has
evolved significantly since first becoming operational in 2005. Data
from the U.S. Department of Veterans Affairs’ Veterans Health
Administration (VHA) provide a unique source of actual time series
at the facility level to the CDC BioSense surveillance system. We
compared five control chart based methods, a linear regression
model and a Poisson regression model on the performance of aber-
ration detection. Objectives of this study are to answer the follow-
ing practical questions: (1) which methods yield the best detection
performance, in terms of sensitivity and alerting timeliness? (2)
How effective are the techniques of weekday/weekend stratifica-
tion and total-visit adjustment? (3) Can the total-visit adjustment
eliminate the need to stratify, or should these techniques be com-
bined? (4) Do advantages persist for smaller facilities whose aggre-
gated records have diminished time series structure? So far,
simultaneous comparisons of detection performance of various
control chart methods and regression modelings with different
stratification and adjustment strategies applying to the same time
series are lacking. It is important to answer the above four ques-
tions in more practical situations through detecting aberrations
by simulating realistic signals in authentic data streams of multiple
scales of activities.2. Methods
We used daily syndrome counts of several syndromic time ser-
ies in outpatient VHA facilities as baseline data and added multi-
day data effects of simulating events of disease outbreaks.2.1. Baseline data
Currently, hospitals, outpatient clinics, and public health
departments across the United States provide data to BioSense
[http://www.cdc.gov/nssp/biosense/index.html]. The number of
participating jurisdictions and facilities has varied. In 2008, Bio-
Sense received daily data streams from up to 532 civilian hospitals,
333 hospitals and clinics from the U.S. Department of Defense, and
more than 770 facilities of the U.S. Department of Veterans Affairs’
Veterans Health Administration (VHA) [9]. All these facilities aremonitoring an evolving collection of syndromes and subsyn-
dromes. The number of involved facilities has increased over time.
We used daily syndrome counts of outpatient visits at the VHA
healthcare facility level as baseline data. The daily counts were
derived by classifying patient records into syndrome groups
according to diagnosis codes based on the International Classifica-
tion of Diseases, 9th Revision [9]. We included records from facili-
ties that reported every day from January 2010 through May 2011
with median daily syndromic countsP1 over the entire study per-
iod. To examine the algorithm detection performances over a vari-
ety of data scales and seasonal behaviors, we selected three
BioSense syndromes: rash, upper respiratory infection (URI), and
gastrointestinal (GI) [4]. The rash and GI syndromes were chosen
for typical small and large counts of records from most facilities,
while the URI syndrome counts represented counts with a strong
seasonal pattern. Many VHA facilities had few outpatient visits
on holidays as well as weekends. Therefore, the 14 federal holidays
during the report period were recoded as Sundays for purposes of
stratified algorithm calculations and for testing the day-of-week
effect in the regression models.
We used data from a 56-day baseline period for the comparison
methods. The baseline period for the first test day began on
1/1/2010; hence, the test period was from 2/28/2010 through
5/31/2011. We used a ‘‘sliding” baseline to reflect the recent data
behavior, so that each baseline period ended two days before the
date of concern. The purpose of the two-day buffer was to avoid
contamination of the baseline data with a potential early phase
of an outbreak [6].
With these restrictions of consistent and non-sparse reporting,
the data for this studywere from 62 facilities in 39 states.We calcu-
lated median daily count during the study period for each facility
syndrome. Based on experience and on published literature [6,10]
on alerting algorithm performance for algorithm assessment and
comparison, we categorized facilities into three median daily count
categories (1–4, 5–9, and at least 10) for each syndrome. We
assessed five control chart-based algorithms (C2 Count, C2 Propor-
tion, CuSUMCount, C2 Count Adjusted, and CuSUMCount Adjusted)
and two regression models (Linear Reg and Poisson Reg) (Supple-
mentaryMaterial). Themethodswere applied to these separate cat-
egories to compare the sensitivity and timeliness of aberration
detection by these methods at different levels of sparseness in
authentic data.
We stratified the baseline days used into weekdays and week-
end days to calculate l (Et) and SD (SD0). The 56-weekday/
weekend-stratified baseline days contained 40 weekdays and
16 weekends. Each of the five control chart-based algorithms
was tested with and without this stratification. Tokars et al. [4]
enhanced the performance of EARS C2 algorithms by lengthening
the baseline periods from seven days to 14 and 28 days. We chose
56 baseline days to ensure an accurate and stable calculation of l
and SD after the stratification.
The two regression models were run separately for each facility
and syndrome, with the expected value for each index day pre-
dicted from the regression model applied to the 56 days of data
preceding the index day with a two-day buffer. The standard devi-
ation (SD) of the expected value was calculated by using the
equation
SD ¼
P56
i¼1jni  Eij
56
where ni is the observed syndrome count and Ei is the model-
expected syndromic count for baseline day i. The regression test
statistic was computed by using the equation
Reg ¼ ðXt  EtÞ
SD
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on index day t.
The SD for normalization and the resultant test statistic were
computed in two ways: by taking the SD of the entire baseline
interval and by using stratified weekday and weekend SD.
To avoid division by numbers near zero and thus unreasonably
high statistic values, we used a minimum SD of 1.0 as tested in pre-
vious a study [4] for all methods except C2 Proportion, where
SD = 0.2 was used for percentages.
2.2. Outbreak signal simulation
In our study, we used the term alert to denote a single algorithm
anomaly, i.e., one instance of an algorithm value crossing a statis-
tical threshold. We used the term signal to denote a set of consec-
utive values representing the data effect of an authentic or
simulated health event. We used realistic but simulated signals
as data effects of health events for comparison of the detection per-
formance of alerting methods. We used lognormal signals because
that incubation period lengths of many infectious diseases are log-
normally distributed [11,12], the incubation period is often practi-
cally defined as the interval between pathogen exposure and
symptom onset, and it seems reasonable that care-seeking behav-
ior affecting surveillance data will reflect symptom onset. Mea-
sured symptom onset times of single-exposure, common-vehicle
outbreaks have shown a lognormal distribution for incubation
scales ranging from hours to months [12]. True epidemic curves
and resultant time series of care-seeking behavior are complicated
by contact patterns among infectious and susceptible individuals
and by secondary infections, but the lognormal distribution was
seen as a plausible model for generating outbreak effects in daily
visit count series.
Our signal simulation process was to form short series of daily
counts of visits attributable to an event of interest. Each day’s
count was calculated as the sum of that day’s attributable visits,
roughly the number of outbreak-related cases with symptoms
appearing on that day. To obtain detectable signals to challenge
the alerting methods, we set the number of attributable cases on
the peak outbreak day to peak injection count
M ¼ 2  SD;
where SD is the standard deviation of the syndrome-specific back-
ground counts for each facility. For a two-parameter lognormal dis-
tribution, we used location and shape parameters f = 1.5 and d = 0.3
calculated experimentally using literature on infectious disease
incubation [13]. With these two parameters and M, we calculated
the total number of attributable cases for each outbreak signal as
N ¼ M=pdfð‘lognormal’; expðf d2Þ; f; dÞ
where pdf(‘lognormal’, exp(f  d2), f, d) is the probability density
function of the lognormal modal value [14]. We then drew NTable 1
Summary of selected data used in algorithms comparison study grouped by syndrome an
Syndrome Median level Number of facilities Mean
Rash 1–4 62 (13)a 1.8 (2
URI All URI 62 (44) 2.9 (3
1–4 56 (38) 2.5 (2
5–9 6 (6) 6.0 (6
GI All GI 62 (59) 12.4 (
1–4 4 (1) 3.0 (3
5–9 17 (17) 7.0 (7
P10 41 (41) 15.6 (
URI = upper respiratory infection; GI = gastrointestinal.
a Parenthetical values are restricted to facilities with sufficient data for convergent Polognormal values, rounded up each value to the nearest integer
day and summed the number assigned to each day after the start
of the signal to obtain the number of injected visits, i.e., the number
to add to that day’s background count. For each syndrome and each
facility, this procedure was used to generate injected signals begin-
ning at each chosen target date.
2.3. Method evaluation
We created evaluation datasets with a series of consecutive
injected signals, beginning the first signal with random incubation
period draws assuming a theoretical onset date of March 1, 2010.
Starting dates of each subsequent signal varied according to exact
lengths of previous signals, which ranged from 2 to 10 days. The
start date of these signals could fall on any day of the week. How-
ever, all baseline statistics were derived from the original data with
no injects. The number of signals tested for each syndrome/facility
could be different because the durations of the signals were differ-
ent. We applied the test alerting algorithms of the previous section
to the evaluation datasets for each syndrome and facility and cal-
culated the sensitivity and timeliness for detecting injected signals
using the following four steps: (1) running each algorithm to esti-
mate expected value, standard deviation, and test statistic without
injection for each syndrome facility day; (2) Identifying the 99th
and 98th percentile cutoff value as alerting thresholds (for a back-
ground alert rate of 1% and 2%) for the test statistic; (3) calculating
the test statistics for the index day using observed count plus
injected counts and identifying days on which the test statistic
exceeded the threshold values; and (4) computing sensitivity and
alerting timeliness.
We compared the sensitivity and timeliness at the same cutoff
values (1% and 2%). We defined the cutoff values as a background
alert rate rather than a false alert rate (=1  specificity) because
we didn’t attempt to identify and exclude real outbreaks from
the data [4]. The calculation of specificity needs the assumption
that true outbreaks do not occur at baseline. This assumption
might not be accurate since unknown or minor outbreaks could
be present in real data.
In our study, sensitivity was defined as the proportion of num-
ber of signals detected before the distribution peak to the total
number of injected signals. Alerting timeliness was calculated as
the number of days from the start of injection to the first algorithm
alert occurring not later than the peak day of the injected signal. If
there was no alert or an alert occurred after the peak day, the time-
liness was set as mean of duration of signals injected in the syn-
drome/facility. For example, if the mean of duration of injected
signals for a syndrome/facility is 6 and the peak day of a specific
signal is on day 2, a method alerts this signal on the second day,
its alerting timeliness is 2; but, if it alerts after the second day or
does not alert at all, its alerting timeliness is 6. We calculated the
means of sensitivity and timeliness and their 95% confidenced facility median daily level.
of daily syndromic count medians Mean of daily total visit medians
.7)a 1268 (1994)a
.3) 1268 (1410)
.8) 1137 (1240)
.0) 2485 (2485)
12.9) 1268 (1305)
.0) 577 (719)
.0) 794 (794)
15.6) 1531 (1531)
isson regression.
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facilities in each syndrome and data category. SAS 9.3 was used
to perform all analyses.3. Results
3.1. Descriptive analysis
The data from 62 (out of 944) VHA care facilities met the study
inclusion criteria of consistent reporting through the study period
with median daily count at least 1 for rash, URI, and GI syndromes.
These facilities, with mean daily total visits ranging from 468 to
3417, represented 23% of daily total visits in VHA. Table 1 summa-
rizes this classification by showing the number of facilities and
time series in each category for each syndrome and the stratified
means for the syndromic and total visit median counts. The Pois-
son regression model did not converge for every time series; the
parenthetical table values are restricted to series for which the
Poisson model converged, including all series with medians P5.
Rash and URI syndromes were mainly in the median 1–4 category,
GI series were mainly in the medianP10 category, and there were
23 syndromic series (6 for URI, 17 for GI) in the median 5–9
category.
The weekly pattern behavior of the VHA outpatient visit count
data series in BioSense showed systematic variation for all three
syndromes. Fig. 1 illustrates day-of-week variation by visit count
(upper plot) and by proportion (100 ⁄ syndrome counts/total visits,
lower plot). Counts for the larger-scale GI series were distinctly
and uniformly higher on weekdays than on weekends, with means
above 12 Monday through Friday and below 3 on weekends. The
gradual drop from Monday/Tuesday to Friday was consistent. The
upper plot shows the same behavior on a smaller scale for URI
and rash. The proportion bars in the lower plot are helpful for guid-
ance in adjustment by total visits. The proportion of total visits0.0
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Fig. 1. Distribution of syndrome outpatient visit counts and proportion (100 ⁄ counts/tot
were treated as Sundays.represented by GI, URI, and rash syndromes are approximately
1.2%, 0.4%, and 0.2%, respectively, on weekdays. However, these
proportions are multiplied by 2 or more on weekends. This obser-
vation is a first indication that monitoring unstratified visit propor-
tions can weaken detection performance.3.2. Characteristics of Injected Signals
As discussed above, we conducted meaningful comparison of
the methods tested by designing injected signals that were neither
too easy nor too difficult to detect. The signals formed for this pur-
pose had peak-day counts at approximately twice the standard
deviation of daily counts, and the results separated the methods
compared according to the sensitivity and timeliness criteria. For
the adopted lognormal signal shape, this variation gave longer tar-
get signals for syndromes with higher mean counts. Therefore, the
number of generated target signals varied by syndrome in the
sequential injection procedure, with 4846; 4555; and 4044 simu-
lated signals for rash, URI, and GI syndrome, respectively. The
mean duration of the outbreak signal was 6.0, 6.5, and 7.4 days
with a mean peak day of 2.0, 2.3, and 2.6 days for rash, URI, and
GI, respectively. The mean peak day values of syndrome counts
for injected signals were 3.7, 5.3, and 9.3 cases for rash, URI, and
GI, respectively.
Fig. 2 illustrates the injection procedure for evaluation of three
methods (C2 Count, C2 Count Adjusted, and Poisson Reg) applied to
a month of GI syndrome data from one facility beginning on April
3, 2010. Panel A shows a sample injected signal with duration of
8 days. The injection peaks on the third day with 21 added cases.
In Panels B, C, and D, the signal is added onto the background data
starting on April 25. On the peak signal day of April 27, GI visit
counts are increased from 48 to 69 with the injected cases. From
comparison of plotted predictions to observed counts, this example
shows the prediction advantage of the Poisson Reg model (Panel D)Wed Thu Fri
Rash
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GI
Wed Thu Fri
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Fig. 2. Comparison of selected methods for detecting multiday signals injected onto GI syndrome data in an example facility, April 3 to May 2, 2010. (A shows a sample of
injected signal representing the plausible effect of an outbreak on GI syndromic time series. B–D show the count predictions for the three compared methods (B C2Count, C
C2Count Adjusted, D Poisson Reg) based on 56-day (plus 2-day buffer) sliding baseline data with weekday and weekend stratification. The solid curve indicates observed
counts, the small triangle symbols indictate predicted count, and the X-symbols indicated observed plus injected counts. Large red dots indicate alerts based on an empirical
99% threshold.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
450 H. Zhou et al. / Journal of Biomedical Informatics 57 (2015) 446–455for the GI syndrome data. The Poisson Reg model followed the pat-
tern of background data more closely and gave one day earlier
alerting than C2 Count (Panel B) and C2 Count Adjusted (Panel C)
methods.
3.3. Signal sensitivity
Using the data from the 62 VHA facilities, sensitivity to the
injected signals was compared among different statistical methods
by the use of 1% or 2% background alert rate for each facility/
syndrome combination. For each such combination, empirical
thresholds were derived for both alert rates from the outputs ofalgorithms applied to historical data. The mean sensitivities and
their 95% confidence intervals (CI) are presented in Table 2. They
are stratified according to the three data scale categories above:
1–4, 5–9, and over 10 median visits per day. Sensitivity values of
each method for each syndrome and data category are presented
with and without weekend/weekday stratification. From these
results, the linear regression model outperformed the other meth-
ods for most situations, though its advantage over the total visits-
adjusted C2 and CuSUM methods was generally less than 5%.
Weekday/weekend stratification substantially increased sensitivity
for all six methods. C2 Count Adjusted algorithm usually had
higher sensitivity than C2 Proportion.
Table 2
Sensitivities⁄ (%) stratified by syndrome and by facilities’ median level.
URI = upper respiratory infection; GI = gastrointestinal.
⁄ Sensitivities, in descending order, are highlighted as green, light green, orange, and red.
⁄⁄ Including 1 facility with median level 1–4.
H. Zhou et al. / Journal of Biomedical Informatics 57 (2015) 446–455 451Without weekday/weekend stratification, algorithms with
adjustment for total visits for the entire baseline had higher sensi-
tivities than those using only counts. C2 Proportion with simple
adjustment of daily total visits seemed not to increase the sensitiv-
ity much. For the target signals tested, the CuSUM methods with
and without adjustment did not give better sensitivity than the
C2 methods.
Weekday/weekend stratification substantially increased sensi-
tivity for all six methods, especially for C2 Count and CuSUM Count.Table 3
Sensitivities⁄ (%) restricted to facilities with sufficient data for convergent Poisson regress
URI = upper respiratory infection; GI = gastrointestinal.
⁄ Sensitivities, in descending order, are highlighted as green, light green, orange, and re
⁄⁄ Including 1 facility with median level 1–4.C2 Count Adjusted had good performance in general, while Linear
Reg worked even better for facilities with higher median daily syn-
dromic counts (median daily count level P5). C2 Count worked
well when data were sparse, i.e., median daily count level of 1–4.
C2 Proportion had the lowest sensitivities for all three median daily
count level categories. Sensitivity increased with the facility med-
ian level of syndrome counts whenweekend/weekday stratification
was applied, but the dependence of sensitivity on data scale was
less clear without the weekend/weekday stratification.ion, stratified by syndrome and by facilities’ median level.
d.
Table 4
Alerting timeliness⁄ measured as mean number of days until signal, stratified by syndrome and by facilities’ median level.
URI = upper respiratory infection; GI = gastrointestinal.
⁄ Timeliness, in ascending order, are highlighted as green, light green, orange, and red.
⁄⁄ Including 1 facility with median level 1–4.
452 H. Zhou et al. / Journal of Biomedical Informatics 57 (2015) 446–455We performed a similar comparison of Poisson Reg by the use of
the above six methods and restricted to those time series for which
the Poisson regression converged, as indicated earlier by the paren-
thetical values in Table 1. The resulting sensitivity findings are
shown in Table 3. These results mainly agree with the preceding
paragraph, which describes the other methods. In general, the Pois-
son regression method gives higher sensitivity, especially withTable 5
Alerting timeliness⁄ measured as mean number of days until signal, restricted to facilities
facilities’ median level.
URI = upper respiratory infection; GI = gastrointestinal.
⁄ Timeliness, in ascending order, are highlighted as green, light green, orange, and red.
⁄⁄ Including 1 facility with median level 1–4.weekend/weekday stratification. However, as Table 1 shows, this
method was applicable mainly for median daily count P5.
3.4. Alerting timeliness
We compared the algorithms for alerting timeliness using the
study data series from the 62 VHA facilities. Table 4 shows thewith sufficient data for convergent Poisson regression, stratified by syndrome and by
H. Zhou et al. / Journal of Biomedical Informatics 57 (2015) 446–455 453mean number of days after the start of signal injection until the
threshold of the corresponding algorithm is crossed and the 95%
CI. The tabulated delays range only from 3.3 days to 6.1 days. The
linear regression model and CuSUM Count Adjusted method had
better timeliness than the other methods for most situations.
Weekday/weekend stratification substantially increased timeliness
for all six methods. C2 Count Adjusted algorithm usually gave ear-
lier mean detection than C2 Proportion.
Comparing the timeliness of methods with and without total-
visit adjustment, the adjustment gave earlier mean detection.
Weekday/weekend stratification improved timeliness consistently
for all six methods. Consistent with the usual application of the
CuSUM method for early detection of small changes, the adjusted
CuSUM gave the minimum detection delays overall, though mean
differences were less than a day compared to other methods. For
the GI syndrome series with higher baseline syndrome visit counts,
the regression and adjusted CuSUM delays were nearly the same.
As for the sensitivity comparison, we repeated the timeliness
comparison restricted to facilities for which the Poisson regression
methods converged. Mean detection delays are shown in Table 5.
From these results, the Poisson-based method was one of the most
timely, but not consistently superior to other methods. For the GI
syndrome series, this method gave the earliest detection with
and without weekend/weekday stratification at both empirical
alert levels. For smaller-scale data series, the adjusted CuSUM
showed the best overall timeliness. Again, the magnitude of mean
detection delay differences was small.4. Discussion
In complement with the previous finding of regression models’
advantage applied at city level data and above, regression-based
alerting methods outperformed control chart-based methods for
monitoring good-quality syndrome count data at the facility level
in general. Weekday/weekend stratification and baseline total visit
adjustment provide better sensitivity and timeliness for all meth-
ods. Baseline total visit adjustment may not be sufficient to remove
day-of-week effects, adjustment gives better performance when
combined with stratification. The daily syndrome/total-visit pro-
portion method did not improve performance. The regression-
based alerting gave a slight sensitivity and timeliness advantage
that increased with the daily median count. A Poisson regression
model gave the best overall sensitivity. However, in the situation
of low-count data series for which the Poisson model did not con-
verge, alerting based on linear regression was still helpful. The
adaptive, adjusted control charts are easy to implement, but the
user who wants to maximize sensitivity should adopt a statistic
based on regression residuals.
Real-time data collection of electronic medical records at hospi-
tals and large clinics can be useful for frontline community-level
surveillance because these facilities’ catchment areas and patient
volumes typically support statistical monitoring of syndromic visit
counts. The 62 chosen facilities from 39 states represent a practical
level of data aggregation below the city or regional level. Our
results extend previous studies and investigate the performance
of the tested alerting methods at the facility level. Our study com-
pared several methods of incorporating the total visit count at the
facility level, including the naïve monitoring of proportions instead
of baseline adjustment, and show a consistent advantage for base-
line adjustment, especially combined with weekend/weekday
stratification. We also applied the regression models to facility
level data. However, for sparse syndromes, there is likely no advan-
tage to using regression over control chart methods unless meth-
ods incorporate more than two years of historical data and the
series are stable over time [4,15,16]. The Poisson model [6,8,17]is theoretically a good choice when data are robust enough for this
model to converge. A linear regression model could be applied to
syndromic series where convergence may be questionable [6,18],
if other assumptions appropriate for such modeling are met.
We examined use of total outpatient visit counts as a denomi-
nator surrogate on which to base syndromic alerting decisions,
rather than basing alerting on pure counts. As seen in results for
the C2 Proportion method, adaptive control charts applied directly
to time series of proportions of syndromic to total visit counts did
not yield good sensitivity or detection timeliness, likely as a result
of the proportion bias shown in Fig.1. Weekday/weekend stratifica-
tion lessened but did not eliminate this problem. By contrast, both
the baseline total visit adjustment [4] and the use of total visits as a
regression covariate [6] gave improvements in both sensitivity and
timeliness. Without the weekday/weekend stratification, the sensi-
tivity improvements were large, sometimes >10%, and with the
stratification, the total-visit adjustment improvement was smaller
but still consistent.
The sensitivity comparisons show that adjustment by total vis-
its may not be not sufficient to remove day-of-week effects. Sepa-
rate application for weekends and weekdays yielded sensitivity
and timeliness improvements for each method, including regres-
sion. A plausible explanation for these improvements concerns
the standard deviations used to normalize residuals (observed–
expected values) to obtain a detection statistic. The weekday- or
weekend-specific normalizer may reduce bias for the alerting
decision. However, the advantage of the weekend/weekday strati-
fication depends on the commonly observed patterns shown in
Fig. 2. A different strategy would be required for other weekly pat-
terns or for situations such as early clinic closure every Friday. A
general strategy to manage any weekly pattern is to treat data sep-
arately for each day-of-week, but such a strategy could cost sensi-
tivity by ignoring increases from adjacent weekdays, and longer
baseline history would be needed to ensure a stable baseline for
each day.
A key finding in our study is that for alerting sensitivity and
timeliness, the regression-based methods perform at least as well
as adaptive control-chart-based methods for most of the series in
the study. For many of the time series with mean daily counts
below 5, the Poisson regression model did not converge, but the
linear regression model yielded sensitivity and timeliness that
were favorable relative to the other methods. For richer time series
(Table 1) such as most of those derived from the GI syndrome
group, the Poisson regression model converged and yielded the
best sensitivity among tested methods.
Further detection improvements are achievable with regression
if data requirements for model fitting are met. One of the basic
assumptions of standard control charts is that the input data are
normally distributed [19]. The usage of regression residuals relaxes
traditional control chart implementation in that the mean and
standard deviation may vary with time; both these quantities
may be estimated from a longer period of historical data; and the
distribution of counts may not be normal [19]. When data are
sparse, the standard linear regression model assuming normally
distributed errors may be inappropriate [19]. Although data trans-
formations (e.g., log-transform) may normalize count data, some
researchers [20] have found that transformations performed
poorly, except when the dispersion was small and the mean counts
were large, which were often not the case for our facility level syn-
drome data. Poisson models have been frequently used in surveil-
lance time series data including the current study [6,8]. However,
the issue of overdispersion, i.e., input data variance greater than
the mean, may limit appropriate application of these models
[15]. Two approaches have been applied to improve modeling in
these situations: quasi-Poisson regression [17] and negative bino-
mial regression [16]. Both approaches have been shown to
454 H. Zhou et al. / Journal of Biomedical Informatics 57 (2015) 446–455decrease the standard error of regression used to normalize resid-
uals for alerting decisions for overdispersed input data. We per-
formed additional analyses using these two approaches.
Detection based on the quasi-Poisson model generated similar sen-
sitivities and timeliness to those based on the Poisson model. The
negative binomial regression model had convergence problems for
more time series from our study, consistent with a prior report
[21]. Nevertheless, these and other more advanced regression
models are candidates for further improvement and have been
adopted in other systems [16].
The basis for the algorithm comparisons and consequent rec-
ommendations in this study are the sensitivity and timeliness
measures. The differences of sensitivity among the tested methods
were above 10%. For the timeliness measure, our use of multi-day
injected signals allowed us to evaluate relative detection delays,
but most timeliness differences between algorithms were less than
a day, so this measure did not separate algorithms well for the sim-
ulated signals. For detection/response protocols on the scale of
hours or different signal shapes, the timeliness measure might give
larger differences, but the measure should reflect realistic signals
and the capability of public health to investigate and respond.
We did not employ other measures of practical interest such as
positive predictive value (PPV) or false positive rates per day
because these measures require calculations of false positives, or
incorrect alerting, and a disadvantage of using authentic data is
that they could contain effects of unknown outbreaks so that true
and false positives may be impossible to distinguish.
For alerting calculations, we set threshold values for each algo-
rithm empirically, based on daily background alert rates of 1% and
2%. Higher alert rates would not be practical for public health mon-
itoring, especially when applied to multiple time series. Thresholds
based on much lower alert rates would be difficult to confirm. For
example, a threshold based on an alert rate of 0.1% implies an
expected interval of nearly three years between alerts, and avail-
able, stable data history is often limited.
There were several limitations of this study. First, our results
cannot be generalized to region-level data or to very sparse time
series. Second, all input time series were composed of daily VHA
hospital outpatient visit counts filtered and aggregated by
BioSense. This means the time series reflect the coding and classi-
fication conventions at those VHA facilities using BioSense
syndromic surveillance definitions and conventions. Series charac-
teristics that could affect algorithm performance, may differ in data
from other medical systems [4]; for example, VHA diagnosis coding
tends to be less syndromic and more diagnostic than DoD coding
[22]. Third, the three commonly monitored syndrome groups used
for the study data do not represent all practical classifications. Data
derived for other syndromes may differ in seasonality and other
systematic behaviors from the study series. Fourth, the sensitivity
and timeliness results are a function of the target signals used for
the algorithms compared. As discussed, the lognormal distribu-
tions stochastically sampled to obtain the study signals were seen
as plausible, with a basis in epidemiological literature. However,
authors have used other distributions [23] that are scaled versions
of observed outbreak effects that may or may not be representative
[8]; or simpler signals such as single spikes [6] or persistent, slight
increases in the data mean such as in traditional statistical process
control [24]. Our results are not representative of algorithm perfor-
mance on all signal shapes or on all time series. Ideally, a health
department or other institution should consider its own surveil-
lance objectives, investigation resources, and available data
streams when choosing statistical alerting methods. For the many
institutions without such capability, the current study demon-
strates how to select methods for data with commonly encoun-
tered features with or without the need for substantial model
fitting. To enable the maximum meaningful use of available dataand to enhance the aberration detection for public health at all
levels, many authors have called for increasing data sharing and
accessibility, as well as greater collaboration within the biosurveil-
lance research community [25,26].
Sensitive and timely aberration detection methods are needed
on a day-to-day basis for time series derived from automated
national biosurveillance systems such as BioSense, as well as for
series generated at local health departments. Broadly applicable
detection methods are required to obtain sensible results given
changing and sometimes ad hoc case definitions that may produce
time series with limited history for modeling and analysis. In
blending the methods of statistical quality control and time series
modeling, judicious compromises are needed to obtain broad, reli-
able detection capability. For various levels of public health prac-
tice, it is optimal to select and adjust detections methods using
local data, but many monitoring institutions lack the resources to
design, develop, and maintain this capability. Our work is intended
to provide sensible alerting for a large class of time series as seen in
BioSense. The same comparison and evaluation procedures may be
applied to other statistical methods and other data sources.
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