Abstract
Introduction
A common procedure for obtaining device independent color information from a digital camera is to characterize the camera in terms of CIE tristimulus values [1, 2, 3, 4, 5, 6] . Ideally, the spectral sensitivities of a digital camera with three color channels would satisfy the Luther condition, in which it is assumed that they are linear transformation of the CIE color matching function [7] . However, real cameras do not follow the Luther condition because of manufacturing constraints and limitations in design. Because of this issue, device metamerism may occur, where two surfaces with different spectral behavior produce identical camera response when imaged under the same illumination and hence provide the same XYZ values. Such metamerism limits the colorimetric application of the imaging device.
With advances in sensor technology, the use of multispectral imaging for indoor scene acquisition under controlled conditions have also increased. The advantage of multispectral imaging is the ability to acquire more spectral information from a scene, which can be used for spectral reflectance reconstruction [8, 9] of the object's surfaces. Most of the natural objects and surfaces have smooth spectral properties which are helpful for multispectral imaging [10] . With an effective spectral reconstruction from the multispectral data, the device can be used as imaging spectrophotometer and can enable the measurement of device-independent and illuminant-independent image data [11] . Use of multispectral imaging techniques have been proposed for the characterization of imaging devices [5, 12, 13] . The use of digital three channel color cameras as colorimetric devices has been investigated extensively in last decades [14] , while multispectral cameras are mostly used for extraction of spectral information. We are interested to also use the multispectral camera as a colorimetric device and obtain the colorimetric information through camera characterization.
Camera characterization involves finding a transform between the camera input space and CIE XYZ color space. Ideally, this transform should be linear and invertible. Such a transform can be found by imaging the surfaces with known spectral reflectance and colorimetric values.
One method for device characterization is to recover the spectral properties of the surfaces being imaged and then compute the tristimulus values from the reconstructed spectral reflectances [5] . There are many methods proposed in the literature for spectral reconstruction. Low dimensional linear models are used in spectral reconstruction from multispectral data with the assumption of smoothness of spectra [8] . The efficiency of a spectral reconstruction system is dependent on the training data and performs well if the test data consist of similar spectral properties. In this work, we investigate the role of training dataset for spectral reconstruction by using non-linear methods. The rest of paper is organized as follows; In Section 2, we provide a brief review of the multispectral imaging system and spectral reconstruction. In Section 3, we explain the experimental framework, discussion of results in Section 4, and followed by conclusions and future aspects.
In a simplified noiseless imaging model, formation of an image depends on the spectral sensitivity of the imaging sensor m(λ), the spectral reflectance of the surface r(λ) and the spectral power distribution of the illuminant e(λ). This formation for the visible wavelength spectrum ω is defined as
In practice, we can formulate an extended and discrete version of Eq. 1 as F = REM. Considering the spectral sampling of 10nm within the wavelength spectrum of 400nm to 720nm and K number of spectral channels, F is S × N matrix (S is the number of spectral samples being acquired across N wavelengths), R is S × N matrix of surface reflectance, E is the diagonal matrix (N × N ) of the scene illuminant and M is N × K matrix, consisting of the spectral sensitivities of the channels. Spectral reconstruction aims at estimating R from F. If the term EM is known and invertible, then the solution is a simple inverse asR = WF, where W = E −1 M −1 and R is the estimated spectra. Such a transformation does not produce efficient results for spectral reconstruction and the calibration matrix W is created through a set of measured training spectra. There are many methods for creating W by using linear methods. One of the methods is through the pseudo inverse, proposed by Maloney and Wandell [10] , as;
Here the subscript t represents training data, while the superscript T represents the transpose of a matrix.
In most of the spectral reconstruction work, a linear mapping is considered sufficient. There are many methods for determining a linear transform. The idea for using such a transformation is that a few basis functions are helpful in representing the spectral reflectance [10] [15] . To determine the basis functions, Principal Component Analysis (PCA) and Karhunen-Loeve transformation is mostly used over a set of measured spectral samples. Imai and Berns [16] proposed the use of principal component analysis over the training data, before using it in Eq. 2. In the pseudo inverse methods proposed in [10, 16] , the dimensionality of the reflectance model is equal to or less than the number of camera channels [17] . Shi and Healey [13] proposed the use of the first three basis functions separately from the remaining basis functions and trained the calibration matrix W. Wiener estimation [18] is also an efficient linear method for spectral reconstruction. It is defined as;
Here, R t R T t and G are the autocorrelation matrices of training spectra and additive noise, respectively. G is in the form of a diagonal matrix consisting of the variance of noise σ 2 .
Linear mapping method is computationally efficient and has been used successfully for color camera characterization. As in the analysis provided at [19] , three sets of training data were used separately in the training phase and the characterization error is measured after transformation of input data. The three spectral datasets being used for training were ISO-17321-2 [20] , Image Engineering dataset and GretagMacbeth ColorChecker. The ISO 17321 data was used to test the characterization. As expected, the error is smallest when the representative data for the test scene was used in the training phase. This suggests that domain specific training data should be used for specific applications. We use the same concept for characterization of a multispectral camera and train the system with different reflectance datasets for comparison of performance and effect of training dataset. If X is the CIE XYZ representation of a known spectra R, then the image F can be transformed into its corresponding colorimetric values through at transformation matrix Wx as;
By using known reflectance spectra and their corresponding colorimetric values, Eq. 4 can be used to find the transformation matrix Wx through the pseudo inverse of F as;
In this work, we also use non-linear mapping for modelling the mapping between the reflectance spectra and the camera's response. Non-linear methods have been used for spectral reconstruction in previous literature. Ribés and Schmitt [21] used mixture density networks and genetic algorithms for the estimation of spectral reflectance reconstruction of fine art paintings. Artificial neural network is used by Mansouri et al. [22] , where the authors formulated the problem of spectral reflectance reconstruction using hetro-associative memories. Yang and Stark [23] proposed the projection onto convex sets, which is an iterative algorithm that projects onto a sequence of constraint sets and eventually produces a solution that satisfies the a-priori constraints. Gómez et al. [24] used a feed-forward back propagation neural network for estimation of spectra in oil paintings. Chane et al. [25] used a neural network, which is trained by using the 15-band multispectral luminescence acquisitions and the corresponding spot spectroscopy luminescence data. Kandi [26] used a neural network to estimate the spectral information of printed samples from camera response data under two illuminants and to investigate the colorimetric characterization of camera. Recently, Hajipour and Nateri [27] used tristimulous values as input to a neural network for recovery of spectral reconstruction. Radial basis functions (RBF) are also used for spectral reconstruction [28, 29] . RBF is used to model the spectral response of camera for the known spectra. In the training phase, M number of clusters are formed by RBF which aims at minimizing the distance between the similar spectra through the linear least square method [30] and weights ω i is assigned to each center c i . The distance being used is Euclidean distance and denoted by ||.||. A dataset of measured spectra and the same samples being captured by the given camera are used to train the model M as;
Once the model is trained, it is used to estimate the spectral reflectance of a surfacer from the camera input f as;
In ISO 17321-2, a procedure for characterization of digital cameras is defined which is achieved through spectral measurements. Sensor spectral sensitivity of the camera and a training set, comprising of measured spectral radiances are used to compute a linear transform. This transform is used to map the input data at the testing stage. In our work, we use a linear method, and also RBF to create a reflection model for a given camera and the training spectra. The reflectance model is used to estimate the reflectance of input camera data and this reflectance is utilized in the measurement of colorimetric characteristics of the camera. Details of the procedure are explained in the following Section.
Experiments
In the experiments, we use the following spectral datasets;
• ISO 17321 [20] -spectral radiance measurements of 14 natural objects.
• SFU reflectance data [31] The data being used is in the range of 400 nm to 700 nm, with 10 nm spectral sampling. For camera data acquisition, we use spectral sensitivities of two multispectral cameras. One camera is the spectral filter array (SFA) camera [34] and the other is filter wheel multispectral camera from pixelteq [35] . Originally both SFA and pixelteq multispectral cameras are of 8 channels, but since the reflectance data that we have is limited in the spectral range of 400 nm to 700 nm, we omit the filters in ultra-violet and infra-red wavelength regions. The sensor sensitivities of the simulated filters are shown in Fig. 1 . Illuminant D65 is used for creation of radiance data for both training and testing.
In the training phase, we use the simulated multispectral cameras to acquire data from a particular reflectance dataset, which is to be used as training data for camera characterization. As mentioned in Section 2, we use two methods for camera characterization; one is through a linear transform (Eq. 5) and other method is through nonlinear method (RBF). RBF is used to create the reflectance Fig.) and output is the reconstructed spectrum, consisting of 31 elements. The weights of the hidden layer at input side are adjusted in the training phase till the minimum mean square error is achieved, or maximum number of epochs (300 in our experiments) is reached. The hidden layer at output side consists of 31 nodes and provide the estimation of spectrum for the input camera data.
model for a given set of training spectra and the camera response over that spectra. In the training phase, the weights of hidden layers are adjusted according to the output, until the minimum mean square error is reached. The maximum iterations (epochs) are set to 300 in our experiments. Theoretically, the RBF network create clusters for the input data and the training data by adjusting the weights of the hidden layers. When the test data is given as the input to already trained reflectance model, the output nodes are assigned to the closest matching cluster. There are 31 output nodes which collectively form the output as reflectance spectra from 400nm to 700nm, with 10nm sampling. The structure of RBF is shown in Fig. 2 .
Evaluation
To measure the performance of camera characterization, estimated colorimetric values from camera data are compared with the ground truth data. In the linear transform, the output is CIE XYZ values while for the output from RBF, the reconstructed spectra is transformed into XYZ by using the CIE 1931 2
• Standard Observer and then the XYZ values are converted into CIELAB color space values. For measurement of color difference, we use the CIEDE2000 [36] error metric (also denoted by ∆E 00 ). We use the white point of illuminant D65 in the calculation of XYZ and CIELAB values from the spectra. For each result of ∆E 00 , the mean, median, maximum and 95 th percentile of error is provided. Results are discussed in the following Section. Tables 1-10 provide the colorimetric error in terms of ∆E 00 . Each Table consist of results obtained by using 2 simulated multispectral cameras and a particular reflectance data for training. For each training reflectance dataset, two methods of camera characterization are used; one is the linear method and other is RFB. The odd numbered tables show results from the linear method while even numbered tables contain results obtained from the RBF method.
The ISO 17321 reflectance data consists of 14 spectral reflectances, and the result of using this spectra as a training set is shown in Tables 1 and 2 . When the linear method is used, the mean colorimetric error is below one for the skin reflectance dataset and the ISO 17321 reflectance itself, but the performance with SFU reflectance is significantly reduced. The performance of SFA is better than the filter wheel camera in terms of ∆E 00 . In the case of RBF, Table 2 shows that when the same reflectance data is used as testdata, the error is almost zero, however, when the test data being used is different, then the error values are large. The high values of ∆E 00 shows that RBF is not a good choice for camera characterization when the ISO 17321 reflectance data is used for training.
In Tables 3 and 4 , SFU reflectance data is used for training. By using the linear method, the mean of ∆E 00 is below 2 for both simulated multispectral cameras. However, it can be seen that the maximum value of error is significantly higher when the same SFU dataset is used as test data. Nonetheless, system trained with the SFU dataset is able to keep the ∆E 00 fairly low for all the reflectance datasets being used for testing. Using RBF, ∆E 00 for SFU data as test is reduced compared to the linear method and mean error values for Munsell data as test are also below 2. The reason for the lower error values for Munsell dataset while using SFU reflectances as training is the presence of Munsnell reflectances within the SFU dataset. This can also be seen with the lower error values from ColorChecker reflectances as they are also present in the SFU dataset. However, the results are significantly degraded when ISO 17321 data is used for testing and error values are higher with the RBF technique. The same trend can be seen when skin reflectance data is used for training. Tables 5 and 6 show that with the linear method, there is a lower error of the test spectra while ∆E 00 is significantly reduced when the same skin reflectance data is used for training and testing in RBF. However, the error is high in the RBF technique when the test data is not related to training data. Tables 7-8 consist of ∆E 00 obtained when Munsell reflectance data is used for training. These results also follow the same trend and the linear method provides smaller errors compared to RBF. The result from RBF is the best only when the same data is used for training and testing. Tables 9 and 10 consist of results obtained by using ColorChecker reflectance data for training. Once again we see that RBF does not perform better than the linear method, unless the same data is used for training and testing. This trend indicates that when the training data is small, the ∆E 00 is near to zero when adequate training data is used.
However, this is a case of over-fitting and does not apply to generic real world scenarios. Also, such small datasets perform the worst when tested with different spectra. This indicates that the training data should have more samples. However, the training samples should have enough relevance to the test spectra and simply increasing the number of training samples do not provide an advantage.
The best result in terms of ∆E 00 was obtained when the SFU reflectance dataset was used for training. However, it should be noted that the SFU dataset already consists of the 24 Macbeth color checker patches and 1269 Munsell chips. Additionally, it include reflectance spectra of 120 Dupont paint chips , 170 natural objects , the 350 surfaces in Krinov data set and 57 additional measured surface reflectances. Such a generalized reflectance data is expected to perform well, compared to other datasets. The model trained with SFU dataset is also able to get good results for the ISO 17321 and skin reflectances. This low error indicates that the linear method along with SFU dataset being used for training provides efficient performance, when tested with a simulated multispectral camera.
The results being obtained by using different training spectra provide interesting information about the behavior of a reflectance estimation system. When the training data is highly correlated with the surfaces being tested, the colorimetric characterization can be performed efficiently. This suggests that we can create reflectance data with as many samples as are available. This can avoid the problem of overfitting and underfitting. It is yet to be investigated how much accuracy is required for computer vision applications, which rely on the combination of spectral and colorimetric information.
In order to investigate the camera characterization results on natural scenes, we use SFA for simulation of multispectral image capture on the Foster hyperspectral dataset of natural scenes [37] . These hyperspectral images consist of eight natural scenes from 400 to 720 nm, but we use the data from 400 to 700 nm since reflectance data for training is available in this region. The reason for using the SFA multispectral camera in simulations is that it is able to provide better results for ∆E 00 compared to the filter wheel camera, except in a few cases. Also, we note that since the SFU reflectance data provide better results compared to the other five datasets used for training, we use the SFU data for training the linear model. This model is used to obtain colorimetric information from the multispectral images taken with simulated SFA camera. D65 illumination is used in the simulations. Table 11 show ∆E 00 for each image in the Foster dataset. Although mean ∆E 00 for these images is relatively low, except for image 1, the maximum and 95 percentile error values are high. The reason for this error is the absence of relevant spectra in the training dataset. Therefore, if the training spectra consists of a representative spectra and as close to the test images as possible, the error in ∆E 00 can be reduced significantly. Nonetheless, the results from Table 11 shows that using linear methods, a multispectral camera can be efficiently characterized for obtaining colorimetric information. One of the limitations of the proposed spectral reconstruction framework is that the camera data should be taken in the same illumination under which the system is trained. This condition can be fulfilled when the data acquisition is performed in controlled conditions and the illumination is measured during the experiments. However, measurement of illumination by a telespectroradiometer in outdoor scenes is not always feasible. In the case of a change in illumination, the system should be trained again with the new illumination, and it must be made sure that the same illumination was present during the test image acquisition as well. To overcome this limitation, the concept of multispectral constancy was recently proposed [38] . In this method, the estimation of illumination in multispectral images [39] is performed after the acquisition, and the effect of illumination is removed from the multispectral data. The spectral reconstruction system is trained/calibrated with the training data acquired with the same camera under a canonical illuminant. The acquired image is also transformed into a canonical representation and then is provided as input to the spectral reconstruction system. With an efficient multispectral constancy and spectral reconstruction system, use of the multispectral camera can be increased widely for imaging in uncontrolled environments.
Conclusion
In this paper, we analyse the role of training data for obtaining colorimetric information from two simulated multispectral cameras. We use a linear method for direct conversion from multispectral data into colorimetric data, and a spectral reconstruction method whereby the spectral estimation is performed first and this information is subsequently used to obtain colorimetric data. For spectral reconstruction, a Radial basis function based network is trained to create a model of reflectance and the input data from the multispectral camera is used to obtain the spectral reconstruction. The training data plays an important role in defining the efficiency of the camera characterization. We investigated the reflectance models created with reflectance spectra from ISO 17321, GretagMacbeth ColorChecker, Skin reflectance, Munsell chips and SFU dataset. The SFU dataset consists of reflectance spectra from a number of objects including paints, natural objects, color patches and dyes. The generic nature of this dataset makes it a good training data for the spectral reflectance reconstruction system. We found that by using a linear method, efficient colorimetric information can be obtained and the results outperform the non-linear method being tested. The results obtained are promising and now further work is required to validate these findings by using the real camera and imaging environment. 
