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Abstract
To generalize convolution neural networks (CNN) used for image classification and object recogni-
tion, several approaches based on spectral graph signal processing have been proposed. In this paper, we
develop a novel approach using parallel flow decomposition of graphs. The essential idea is to decompose
a graph into families of non-intersecting one dimensional (1D) paths, after which, we may apply a 1D
CNN along each family of paths. We demonstrate that the our method, which we call GFCN (graph
flow convolutional network), is able to transfer CNN architectures to general graphs directly, unlike the
spectral graph methods. By incorporating skip mechanisms, we show that GFCN recovers some of the
spectral graph methods. In addition, GFCN can be used in conjunction with attention mechanisms similar
to those in graph attention networks, which have shown better performance than spectral graph methods.
To show the effectiveness of our approach, we test our method on the information source identification
problem, a news article classification dataset and several vertex-wise classification datasets, achieving
better performance than the current state-of-the-art benchmarks based on spectral graph methods and
graph attention networks.
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Graph neural network, graph convolutional network, graph-structured data, parallel flow, graph
decomposition, convolutional neural network
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2I. INTRODUCTION
Suppose G is a graph, which can be weighted and directed. A graph signal on G is a function
that assigns a number to each vertex of G. The graph describes the relationships amongst the
vertex signals, e.g., the relative physical positioning of the vertices or the correlations between
the vertex signals. Graph signals An important example of a graph signal an image. In this case,
the graph is just a two dimensional (2D) lattice, while the graph signals are either RGB values
or gray scale values.
In recent years, convolution neural networks (CNNs) have been used extensively in a large
array of applications (e.g., [1]–[4]) with notable success in image processing. There are attempts
to extend the CNN architecture to general graphs (e.g., [5]–[14]). Most of these approaches
are based on graph signal processing [15]–[20] using spectral graph theory and graph Fourier
transforms. We would like to recall the main principle of such an approach. For the convolution
layer, a polynomial (e.g., a Chebyshev polynomial) of a chosen graph shift operator, such as
the graph Laplacian or adjacency matrix, is used as the convolution operator [6]. The graph
downsampling, as analogous to pooling, usually involves graph clustering. For convenience,
we call such an approach a graph convolutional network (GCN). However, the convolution
is not analogous to traditional CNN for lattice graphs, and the downsampling step is usually
complicated and less canonical. In this paper, we propose a completely different approach that
exploits the geometric structure of a graph. To motivate the proposed work, we briefly review
some key ingredients of CNN. For convenience, we regard each pixel of an image as a vertex
in the graph (shown in Fig. 1). Each vertex is connected to the neighboring pixels (including
the neighbors on the diagonals). A convolution filter (Fig. 1(b)) can be viewed as a signal on
a smaller lattice. The convolution operation is performed by taking the Euclidean dot product
of the filter placed at various vertices of the image lattice. The filter is used to examine local
properties of the image signal, such as existence of edges in different directions. We shall make
a comparison of our approach with GCN in Section III-D.
An important feature of this approach is that the filter is shared at different places of the image,
as the 2D lattice (for convenience, throughout this paper, when we refer to a 2D lattice, we mean
a grid graph with diagonal connections added as shown in Fig. 1) is homogeneous and most of
the vertices (except those at the image boundary) have the same local structure. However, an
attempt to generalize this approach to general graph-structured data faces the immediate difficulty
3that different vertices may have different number of neighbors and local neighborhoods of each
vertex may differ greatly. Such inhomogeneity renders filter sharing difficult to achieve.
Fig. 1. In this example, an image is represented by a 2D lattice with diagonal connections as shown in (a). The entire graph
has four directions, highlighted in different colors. In (b), we show a typical 3 × 3 filter. It can be decomposed into four 1D
filters, each corresponding to a direction of the lattice in (a).
In this paper, we take the point of view that a small filter, such as a 3 × 3 filter, can be
viewed as the superposition or addition of four 1D filters, each of size 3 × 1 (cf. Fig. 1(b)).
Each filter operates in a direction of the 2D lattice. On the other hand, each direction of the
2D lattice consists of non-crossing paths, or parallel paths. Moreover, each edge of the lattice
belongs to one among the four directions. This filtering scheme with shared 1D filters is readily
generalizable to general graphs, as long as we find the correct notion of “directions" (called
parallel flows below) with the properties discussed above. In Fig. 2, we show some examples,
none of which is a lattice. We demonstrate how we can decompose each graph into different
“directions”. Therefore, to design filters, we only need to design a single 1D filter for each
direction. We call our approach the graph flow convolutional network (GFCN).
For a concrete example, a traffic network can usually be represented by a graph (an illustration
is shown in Fig. 3) that is non-homogeneous, i.e., there are a lot of different local structures in the
graph. However, as suggested in the paper, we can use very few “directions" to decompose the
graph. By restricting to 1D “directions”, one can systematically perform convolution operations
with ease.
Suppose each vertex of the graph is associated with a feature vector. An important complement
to graph convolution is the graph attention mechanism (GAT) [22] learns the pairwise interac-
tions between vertices by re-weighting edges in an existing graph and reconstructing vertex
feature vectors by using the existing feature vectors. A single GAT layer takes into account the
4Fig. 2. In (a), we have two “directions” for the tree, highlighted in blue and red. In (b), we can also cover the tree by two
“directions”, with purple edges common to both directions. In (c), we have a more general graph, and we use three “directions”.
Of course, we may have different ways to give “directions” to the same graph, as shown in the simple example in (d).
Fig. 3. A part of a road network modified from Figure 1 in [21]. The two directions are marked in blue and red.
correlations with immediate neighbors of each vertex. By combining both the graph attention
mechanism with our proposed GFCN layer(s), we can achieve long spatial correlations over the
5graph vertex domain and retain the benefits of both graph attention and convolution mechanisms.
On the other hand, the GFCN framework allows us to build models by taking analogy from CNN
models. An example worth mentioning is the skip layer mechanism in the residual neural network
(ResNet) [23], which allows us one to build and train deep networks. Furthermore, GFCN can
deal with cases where the number of features associated with each vertex is very small or the
features are categorical. For example, if each vertex feature is a scalar, GAT is not expected to
perform well. We shall discuss how to adopt the attention mechanism as well as the skip layer
mechanism for GFCN in Section III-C.
The rest of the paper is organized as follows. In Section II, we introduce the notion of parallel
flows and establish the theoretical foundation for the paper. In Section III, we explain the building
blocks of a graph CNN model using parallel flows and discuss how to build a GFCN model. In
addition, we also indicate how to include more sophisticated mechanisms, and relate GFCN with
the popular GCN model. We present experimental results on different applications in Section IV
and conclude in Section V.
II. PARALLEL FLOWS
In this section, we introduce the concept of parallel flows and show that a graph can be
decomposed into 1D parallel flows, the number of which is bounded by a function only of the
maximal degree of the graph. Therefore, the number of flows does not scale with the size of the
graph.
A. 1D parallel flows
We assume that G = (V,E) is a connected, undirected, unweighted simple graph. We shall
describe how to remove such restrictions in building up a graph CNN model in the next section.
We assume that a subset of vertices V ′ ⊂ V is fixed. An intuitive interpretation is that V ′
serves as a choice of the boundary of V . Moreover, V ′ can be the empty set. Examples of V ′
are as follows.
Example 1.
(a) A typical example is when G is a tree and V ′ consists of the degree 1 vertices or leaves of
G.
(b) If G is a finite 2D lattice like an image, then there is a natural choice of the boundary V ′
as the vertices with degree less than 8.
6Definition 1.
(a) A path P of G is a connected subgraph of G such that each vertex of P has degree not
more than 2 in P . In particular, a single vertex or a closed loop is a path.
(b) A path P is non-extendable if either P is a single vertex, a closed loop or the ends of P
belong to the set V ′. We allow the interior of P to contain vertices of V ′.
(c) Two paths P1 and P2 are said to be parallel to each other if they do not have common
vertices and edges in G.
The following key concepts allow us to generalize the notion of “directions" in 2D lattices
(as discussed in the introduction).
Definition 2. A set of paths P = {P1, . . . , Pn} is called a parallel flow if:
(a) P1, . . . , Pn are non-extendable, and
(b) P1, . . . , Pn are pairwise parallel.
Definition 3. Given an  ∈ (0, 1], a set of parallel flows P1, . . . ,Pm is an -cover of G if the
union of all the paths in all the parallel flows contains  fraction of all the edges of G. If  = 1,
we simply call any 1-cover a cover. The smallest m such that there is an -cover consisting of
m parallel flows is denoted as µ(G, V ′, ). We abbreviate µ(G, V ′, 1) as µ(G, V ′).
It is sometimes of practical use to have  < 1. For example, in Fig. 2(d), if we allow  = 0.9,
then we only need to use one parallel flow (the two red horizontal paths) to obtain a 0.9-cover.
We next show some general properties regarding -covers. Let d(·, ·) be the metric of the graph
G and (u, v) be the shortest path in G between vertices u and v, excluding the end vertices.
Lemma 1.
(a) If V ′ ⊂ V ′′, then µ(G, V ′′, ) ≤ µ(G, V ′, ).
(b) Suppose G1 = (V1, E1) is a subtree of a tree G2 = (V2, E2) and V ′i ⊂ Vi, for i = 1, 2.
Moreover, for each v ∈ V ′2 , the vertex in V1 closest to v belongs to V ′1 . Then µ(G1, V ′1) ≤
µ(G2, V
′
2).
(c) Suppose G = G1 ∪G2 and V ′1 ∪ V ′2 ⊂ V ′. Then µ(G, V ′) ≤ µ(G1, V ′1) + µ(G2, V ′2).
Proof:
7(a) Since V ′ ⊂ V ′′, any non-extendable path with respect to (w.r.t.) V ′ is also not extendable
w.r.t. V ′′. Therefore any -cover of G w.r.t. V ′ is also an -cover w.r.t. V ′′, hence the claim
follows.
(b) Let P be a non-extendable path of G2. Since G2 is a tree, P is not a closed loop. Consider
P ′ = P ∩G1, a sub-path of P . We claim that P ′ is a non-extendable path of G1. If P ′ is
empty, the claim follows trivially. Suppose P ′ is non-empty. Let u ∈ P ′ be an end vertex
of P ′. If u ∈ V ′2 , then since u ∈ V1, the vertex u ∈ V ′1 by our assumption. On the other
hand, suppose u /∈ V ′2 . Let v ∈ P be the end vertex of P such that the path (u, v) /∈ P ′.
If there exists a u′ ∈ V1 with u′ 6= u such that d(u′, v) < d(u, v), then since G1 is a tree,
there exists a path in G1 connecting u′ and u and hence u cannot be an end vertex. This
shows that u is closest to v in V1 and by our assumption, it belongs to V ′1 . Therefore, P
′ is
non-extendable. It is clear that being parallel is preserved by taking intersection with G1.
Therefore, by taking intersection, a cover of G2 by parallel flows yields a cover of G1. The
inequality now follows.
(c) Given two collections of parallel flows {P1, . . . ,Pm} and {Q1, . . . ,Qn}, define their union
to be the collection of parallel flows {P1, . . . ,Pm,Q1, . . . ,Qn}. Any union of covers of
Gi, i = 1, 2, by parallel flows is also a cover of G by parallel flows, under the assumption
that V ′1 ∪ V ′2 ⊂ V ′. Hence µ(G, V ′) ≤ µ(G1, V ′1) + µ(G2, V ′2).
Theorem 1. Suppose G = (V,E) is a tree. Let dmax be the maximal degree of G and V ′ consist
of vertices with degree strictly smaller than dmax. Then µ(G, V ′) = b(dmax + 1)/2c.
Proof: See Appendix A.
As an immediate consequence, we have that if G = (V,E) is a tree, then µ(G, V ) =
b(dmax + 1)/2c by Lemma 1(a) as V clearly contains all vertices with degree degree strictly
smaller than dmax.
Now for a general graph G, we can always find a spanning subtree G1 of G (for example a
breadth-first-search spanning tree from any non-isolated vertex). The maximal degree of G1 is
clearly no greater than dmax. Moreover, if we let G2 be the (possibly disconnected) subgraph of
G by first removing those edges contained in G1 and then isolated vertices, the maximal degree
of G2 is strictly smaller than dmax. Therefore, a simple induction yields the following estimation
for a general graph.
8Corollary 1. For any graph G = (V,E) (which can be disconnected), let dmax be the maximal
degree of G. Then µ(G, V ) ≤ (b(dmax + 1)/2c+ 1) b(dmax + 1)/2c.
B. Product graph and high dimensional generalization
Although in this paper we mainly focus on 1D parallel flows, as they are omnipresent in any
graph, we still briefly discuss its high dimensional generalization. Recall that given two graphs
G1 = (V1, E1) and G2 = (V2, E2), their product G = G1×G2 is defined as follows: the vertices
of G consists of pairs (v1, v2) with v1 ∈ V1, v2 ∈ V2. Two pairs (v1, v2) and (v′1, v′2) are connected
by an edge if v1 = v′1, (v2, v
′
2) ∈ E2 or v2 = v′2, (v1, v′1) ∈ E1.
If Pi is a path on Gi for i = 1, 2, then P1 × P2 is a 2D lattice in G. Therefore, on G, we
may construct collections of non-intersecting 2D lattices as 2D analogy to 1D parallel flows, or
2D “parallel flows". Notions such as cover and -cover have obvious 2D counterparts. A simple
yet useful example is any 2D lattice can be taken as the product of two paths. It has an obvious
cover by a single 2D “parallel flow", which is the entire graph itself.
The construction can be repeated if a graph G is an iterated product of subgraphs, yielding
higher dimensional counterparts.
Example 2. As an example (illustrated by Fig. 4), suppose the graph G is a surveillance network
consisting of 5 cameras as in (a). A parallel flow decomposition results in two flows containing a
single path each, colored in blue (P1) and red (P2) respectively. If each camera takes a picture,
which is represented by a grid H , the aggregated data can be viewed as signals on the product
graph G × H . As discussed in this subsection, we may analyze the data using two 3D flows
consisting of P1 ×H and P2 ×H respectively (as shown in Fig. 4(b)). To perform convolution,
one needs to apply 3D convolution filters, with 2 coordinates for the image and 1 coordinate
for the graph component.
III. GFCN: A PARALLEL FLOW BASED GRAPH CONVOLUTIONAL NETWORK
In this section, we propose a convolutional network framework for graph-structured data based
on the concept of parallel flow decomposition of a graph introduced in the previous section. For
a graph, recall that a graph signal or a graph label is a function that assigns a (real) number to
each vertex v ∈ V [15]–[20]. On each vertex v of a path in a parallel flow, it retains the signal
of the corresponding vertex in the original graph.
9Fig. 4. Illustration of Example 2.
A. Architectural components
For a fixed 0 <  ≤ 1, let {P1, . . . ,Pm} be an -cover of the graph G = (V,E) by parallel
flows w.r.t. V ′ = V . To build up a GFCN (exemplified in Fig. 5), we have the following
components:
Output
Convolution layer
(3× 1 filters) Pooling layer
Fully connected layers
Fig. 5. An illustration of a GFCN model with a convolution layer, a pooling layer and fully connected layers.
(a) Convolution layers: As each parallel flow Pi is the union of linear paths, we may apply a
common set of standard 1D filters for each path in the flow. We briefly recall that a filter
is specified by the parameters: p as the padding size, n as the filter size, s as the stride
number and c as the number of channels. It is preferable that n is an odd number such that
there is a unique center.
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(b) Pooling layers: Similar to the convolution layers, the pooling layer is the standard 1D
pooling specified: by n (preferably being odd) the pooling size, and s the stride number.
We usually use max pooling, though average pooling is also a viable option.
(c) Fusion layers: This is a new type of architectural component to establish communication
among different parallel flows. We fix an ordering of the vertices of G, and each vertex has
a unique index. For each vertex of the linear paths in the parallel flows, we record the index
of the vertex in the graph G. A vertex in G might appear in different parallel flows, and
all of them have the same index. Each convolution or pooling operation centered at vertex
v makes v retain its index. In the fusion layer, we apply a fusion function f across all the
vertices with the same index in all the parallel flows (see Fig. 6 for an example). Preferred
choices of f include the max function, the average function and the sum function.
Fig. 6. In (a), both the central vertex of the horizontal and vertical paths are indexed by i with signals x and y respectively.
After the fusion layer with max fusion function f , they both have the common signal max(x, y).
We remark that the the fusion layer is designed so that we are able to formally recover a
2D pooling layer as a concatenation of a 1D pooling layer and a fusion layer. However,
experiments suggest that the usage of 1D pooling layers alone might be sufficient, and the
additional involvement of fusion layers does not add much to the performance.
(d) Fully connected layers: These layers are again standard. They are the last few layers of a
architectural pipeline when the dimension of the feature vector is sufficiently small.
For certain graphs, -covers can be obtained by inspection. For example, for the 2D lattice,
we may use the canonical cover {P1,P2}, where P1 and P2 consist of horizontal and vertical
paths respectively. If G is obtained from the 2D lattice by connecting vertices that are diagonally
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adjacent, we may further include parallel flows P3 and P4 consisting of the paths in the two
diagonal directions respectively.
In the cases where a parallel flow decomposition cannot be obtained by inspection, the
discussions in Section II (for example, the proof of Corollary 1) tell us how we may proceed.
More precisely, let S be an operation that take G and v ∈ V as inputs and a spanning tree T of
G as an output. Examples of S include the breadth-first-search (BFS) and the depth-first-search
(DFS) algorithms. W may choose a vertex v ∈ V and generate a spanning tree T = S(G, v). By
removing the edges belonging to T from G, we obtain a (possibly disconnected) subgraph G′ of
G with strictly smaller number of edges. On the other hand, the steps in the proof of Theorem 1
can be used to decompose a tree into parallel flows. To be more precise, we may label the
edges using numbers in the set {1, . . . , b(dmax + 1)/2c} such that for each node v, every label
is used at most twice for edges connected to v. Subsequently, the edges with the same label are
collected to form one parallel flow. This procedure can be repeated until a sufficient number of
edges are included in the parallel flows.
Once an -cover of G by parallel flows is obtained, there is an option to regularize the size
of the parallel flows by removing short paths and sub-dividing long paths into shorter ones.
The rest of the steps can be derived by modifying any CNN model. For the applications of
this paper, we mainly use variations of the following simple model: input layer → convolution
layer → pooling layer → fusion layer → convolution layer → pooling layer → fusion layer →
fully connected layers → output layer.
If the operation S in the parallel flow decomposition can be applied to directed graphs, so
can GFCN be adapted to such graphs. Moreover, GFCN can be applied to weighted graphs as
well, as we only need to form the weighted dot product with edge weights in the convolution
layers.
B. Comparison between GFCN and CNN
We make a comparison between GFCN and CNN. To emphasize the similarities between
them, we compare them side-by-side in the following table, which also serves as a dictionary
between these two frameworks.
From Table I, we see that GFCN bears much resemblance to CNN, while GFCN has the
advantage of being generalizable to arbitrary graphs. Moreover, we expect that more sophisticated
CNN models can be “translated" into GFCN models using Table I.
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TABLE I
COMPARISON BETWEEN CNN AND GFCN.
Components CNN GFCN
Convolution 2D filters Multiple 1D filters
Down sampling 2D pooling 1D pooling & fusion
Striding 2D striding 1D striding
We perform a simple demonstration using the MNIST dataset.1 The parallel flow decomposi-
tion can be obtained by inspection, namely, the parallel flows consist of horizontal paths, vertical
paths and paths in the two diagonal directions. We build a model with two convolution layers
each with 16 channels of size 3 1D filters, with stride 1. Immediately after each convolution
layer, there is a 1D pooling layer of size 3, with stride 2. The last two layers are fully connected
layers. In summary, we have: input layer → convolution layer → pooling layer → convolution
layer → pooling layer → 2 fully connected layers → output layer. This very simple model
is able to achieve a 98.7% accuracy, which is comparable with accuracy achievable by CNN
architectures such as 98.3% by LeNet-1 and 98.9% by LeNet-4 [3].
C. Advanced mechanisms
In this subsection, we describe how the skip layer mechanism and attention mechanism can
be added to GFCN.
By using Table I, we may translate a CNN architecture, with minor modifications, to obtain
a GFCN architecture. First, we describe the skip layer mechanism, which is the key component
of residual network (ResNet) [23], [24]. The skip layer mechanism allows one to train a deep
network as in the traditional CNN. Similar to the ResNet, the skip layer mechanism allows a
direct connection from a layer to another layer that is not the immediate next (see Fig. 7 for
an illustration). We may take a direct summation between source and target layers along the
connection that skips layers. Backward propagation learning follows the exact same formula as
ResNet. Moreover, there can be multiple skip layer connections emanating from the same source
or terminating at the same target.
1http://yann.lecun.com/exdb/mnist/
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layer 1
layer 2
layer 3
+
Fig. 7. An illustration of the skip layer mechanism: there is a direct connection from layer 1 to layer 3 that skips layer 2. The
output of layer 2 and layer 1 are summed up to give the input of layer 3.
In certain problems with unweighted graph, each edge captures correlation between two
vertices. To give a quantitative reconstruction, one may need to learn an edge weight for each
edge of the graph. This can be achieved using the attention mechanism. We now explain how it
can be welded into the GFCN framework (see Fig. 8 for an illustration).
Fig. 8. An illustration of the attention mechanism.
We assume that for vertex i, there is an associated feature vector fi (of dimension independent
of i). In the attention layer, there is a function F (fi, fj, a) parametrized by a vector a, taking
a pair of features fi and fj as inputs. The vertices i and j are a priori connected by an edge.
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In a parallel flow, the parameters a are shared and hence independent of vertices i and j. A
particularly important example of F is the output of a neural network, while a are the weights and
biases of the neural network. In the subsequent GFCN convolution layer, wij = F (fi, fj, a) are
used as new edge weights. The parameters a are usually trained together with parameters such as
convolution coefficients and parameters in the fully connected layers through backpropagation.
Effectively, F re-evaluates edge weights of the paths in flows and hence does not change the
size of flows.
D. GCN revisited
One of the most popular graph CNN architectures is based on spectral graph signal processing
(e.g., [5]–[7], [9]–[15]), abbreviated by GCN for convenience. Both GCN and GFCN can be
useful in different applications. We briefly recall that a GCN convolution filter is usually a
polynomial of a chosen graph shift operator. For a single convolution layer of GFCN, a filter
assigns different weights to the neighbors of the central vertex in the convolution operation. On
the other hand, if the graph adjacency or Laplacian matrix is used as the graph shift operator
for GCN, then a filter assigns a common weight to all the neighbors of the central vertex and
vertices receive different weights only when their distances to the central vertex are different.
In this respect, GFCN is a closer relative to CNN.
In addition, if multiple layers and the skip mechanism are used, one may use a GFCN model
to produce any convolution layer in GCN. To formalize this statement, we use S to denote a
fixed graph shift operator, which is the graph adjacency matrix, the graph Laplacian matrix or
their normalized versions. Let p be a polynomial and hence p(S) is graph convolution filter,
i.e., if X is a graph signal, the convolution layer with p gives p(S)X as the output (before any
nonlinearity).
Proposition 1. Suppose no edge is contained in different flows inside a given set of parallel
flows. If n is the degree of the polynomial p, then there is a GFCN model with 2(n− 1) hidden
layers producing the exact same output as the GCN convolution filter p(S) for any input graph
signal.
Proof: See Appendix B.
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IV. NUMERICAL EXPERIMENTS
In this section, we apply the GFCN model to a few learning problems involving graph-
structured data. We present results on a synthetic information source identification dataset, the
20news dataset [25], three widely used citation network datasets Citeseer, Cora and Pubmed [7],
[22], [26], and the protein-protein interaction (PPI) dataset [27]. We compare the performance
of GFCN with various state-of-the-art classifiers proposed in the literature for each of these
datasets.
A. Information source identification
In this section, we study the information source identification problem with snapshot observa-
tions [28]–[32] using synthetic data. A piece of information or rumor is spread over a network,
represented as a graph, from a source vertex. Any vertex that acquires the information is called
infected. It has a positive probability pi to infect any of its neighbors. Moreover, each infected
vertex has a positive probability pr to recover from the infected status. The model is called the
SIRI model.
A snapshot observation of the infection status of all the vertices are made (usually when not
all the vertices are infected). For each vertex, only whether the vertex is infected or un-infected
is known. Our goal is to identify the source from the snapshot observation.
For the simulation, we consider the Enron email network with 500 vertices.2 For each sample,
we randomly choose a source and generate a spreading with random, unknown pi and pr. A
snapshot observation is made with about 20% of the total population being infected. We use
8000 samples for training and 1000 samples for testing.
We perform BFS based flow decomposition and run GFCN with two convolutional layers.
The output of GFCN gives each vertex a score indicating its likelihood of being the source.
The performance is evaluated using x% accuracy, i.e., the source belongs to the set of vertices
with top x% likelihood scores. We compare the performance of GFCN with the Jordan center
method [33], which is effectively a feature engineering approach. Briefly, the method finds a
Jordan center s of the infected vertices I as the source, i.e.,
s = argmin
v∈G
max
u∈I
d(u, v),
2https://snap.stanford.edu/data/email-Enron.html
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where d(·, ·) is the distance function on the graph G and I is the set of infected vertices. In this
example, each vertex signal is a categorical variable indicating whether the vertex is infected or
not. The GAT approach cannot be readily applied in this situation.
The results are summarized in Table II. From the results, we see the potential of GFCN as
compared with the Jordan center method. However, the Jordan center method is unsupervised
and does not require any training samples.
TABLE II
PERFORMANCE OF GFCN AND JORDAN CENTER.
Method 1%-accuracy 5%-accuracy 10%-accuracy
Jordan center 9.79% 20.73% 33.26%
GFCN 44.87% 74.26% 85.42%
B. News article classification
We next apply GFCN to news article classification on the publicly available 20news dataset
[25]. The graph signals are constructed as in [6]: each document x is represented by a normalized
bag-of-words model and the underlying graph G (of size 1000) is constructed using a 16-NN
(nearest neighbor) graph on the word2vec embedding [34] with the 1000 most common words
(instead of 10, 000 keywords as in [6]). There are 16, 617 texts with each label from one amongst
20 categories.
The decomposition of G into parallel flows makes use of both BFS and DFS based heuristics.
We remove all paths with length smaller than 6. There are 43 parallel flows that remain, and
they form a 0.91-cover of G. In the model, for the pooling layer, size 2 max pooling is used
with stride 1.
Along with the test accuracy of GFCN, we also include the performance of a few classification
methods from [6], including:
• GC32: GCN model with 32 feature maps for a convolution layer, and the convolution filter
is a polynomials of the normalized graph Laplacian;
• FC2500: a neural network with a single hidden layer with 2500 hidden units;
• FC2500-FC500: the neural network with two hidden layers with 2500 and 500 hidden units
respectively.
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• Softmax: the neural network with a single softmax layer.
Readers are referred to [6] for the detailed model architectures. The results are show in Table III
middle column. We see that GFCN outperforms all the other methods.
TABLE III
PERFORMANCE OF GFCN AND OTHER MODELS.
Method
Accuracy
(full)
Accuracy
(non-sparse)
GFCN 64.5% 70.0%
GC32 62.8% 67.1%
FC2500 63.2% 66.5%
FC2500-FC500 63.3% 67.7%
Softmax 61.0% 67.3%
For the results, we notice that many errors occur for those texts with sparse graph signals,
i.e., most of the components are 0. On the other hand, some of the class labels are similar
and hard to distinguish for texts with sparse graph signals, e.g., “soc.religion.Christian" and
“talk.religion.misc". Therefore, we perform another test on the sub-dataset with 12000 texts by
removing those texts whose graph signals has less than 13 nonzero components. The results are
summarized in Table III (right column). Again, GFCN performs the best.
C. Vertex-wise labeling
In the previous experiment on news article classification, each document is represented by a
single graph assigned with a single overall label. In this subsection, we consider the problem
of vertex-wise labeling. We use the citation network datasets: Citeseer, Cora and Pubmed [7],
[22], [26]. We briefly recall that each dataset contains bag-of-words representation of documents,
which are used as feature vectors. The documents are connected by citations links, forming the
citation networks. The documents are divided into a few categories, while a small percentage
of them are labeled. The task is to label all the documents. The details of the datasets can be
found in [26]. This is known as transductive learning as the training and testing graphs are the
same.
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We also test on the PPI dataset [27] that consists of graphs corresponding to different human
tissues. The dataset is inductive, which means that training and testing graphs are different and
testing graphs are unobserved during training.
As the problems considered in this subsection are semi-supervised and the graph of each
dataset is disconnected, we need to modify the flow decomposition scheme. Fix a number l
(preferably 5 or 7). The flows are formed by taking paths of length l centered at vertices with
labels. For each layer, a single set of filters are used with multiple channels. In addition, to make
use of the feature vector of each vertex effectively, we deploy the attention mechanism. More
precisely, after the input layer, we insert two attention layers before each of two 1D convolution
layers, followed by fully connected layers.
We compare the performance of GFCN with effective state-of-the-art methods, including:
• Planetoid [35]: semi-supervised classification algorithm based on graph embedding;
• ICA [36]: an iterative classification algorithm using link features and statistics;
• GCN [7]: multi-layer graph convolutional network with polynomial filters of the normalized
graph Laplacian;
• GAT [22]: graph attention network with two attention layers and each attention layer
evaluates edge weights with pairs of vertex features;
• (GAT-)GRevNet [37]: a reversible graph neural network model and GAT-GRevNet is GRevNet
implemented with attention mechanism.3
Readers are referred to the above mentioned papers for the detailed model architectures. The
results (accuracy for Citeseer, Cora and Pubmed, and F1 score for PPI) are summarized in
Table IV.4 We observe that GFCN has the best performance.
V. CONCLUSION
In this paper, we introduced a new convolution neural network framework called GFCN for
general graph-structured data, based on the idea of decomposing a graph into parallel flows. This
approach allows us to mimic CNN architectures already developed for 2D lattices. We presented
a few applications to demonstrate the effectiveness of the approach. For future work, we shall
explore more systematic ways for flow decomposition and design deeper GFCN models.
3As reported in [37], the results for Cora and Pubmed are using GAT-GRevNet, and the result for PPI is using GRevNet.
4Some fields in Table IV are missing either because the result is not reported in the literature or the method is not applicable
to the dataset.
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TABLE IV
PERFORMANCE OF GFCN AND OTHER MODELS.
Method
Citeseer
(Accuracy)
Cora
(Accuracy)
Pubmed
(Accuracy)
PPI
(F1)
GFCN 73.7% 83.7% 79.1% 97.5%
Planetoid 64.7% 75.7% 77.2% –
ICA 69.1% 75.1% 73.9% –
GCN 70.3% 81.5% 79.0% 78.0%
GAT 72.5% 83.0% 79.0% 96.0%
(GAT-)GRevNet – 82.7% 78.6% 76.0%
APPENDIX A
PROOF OF THEOREM 1
The inequality µ(G, V ′) ≥ b(dmax + 1)/2c is clear. This is because at any vertex v with
maximal degree, at least b(dmax + 1)/2c paths are required to cover all the neighboring edges.
Moreover, none of them are parallel, and hence µ(G, V ′) ≥ b(dmax + 1)/2c. We next prove
µ(G, V ′) ≤ b(dmax + 1)/2c by starting with some special cases.
Lemma A.1. Suppose that the tree G is regular, i.e., every vertex except the leaves have the
same degree dmax. If V ′ is the set of leaves of G, then µ(G, V ′) = b(dmax + 1)/2c.
Proof: We proceed by considering the cases where dmax is either even or odd.
Case 1: dmax is even. The case dmax = 2 is trivial. We assume dmax ≥ 4. Starting from a
fixed vertex v0 with degree dmax, we color its adjacent edges in pairs using distinct colors
from {1, . . . , dmax/2}. For each neighbor v of v0, we arbitrarily choose an edge adjacent
to v that is not the edge (v0, v) and color it the same color as (v0, v). We can again color
the remaining adjacent edges of v in pairs using distinct colors different from (v0, v). This
procedure can be continued for all the vertices without any conflict as G is a tree. For each
color k, the union Pk of edges with the same color forms a parallel flow (see Fig. 9 for an
example) because of the following:
20
(a) For each vertex, there are at most two adjacent edges with the same color. Hence any
two distinct paths of Pk do not intersect.
(b) Moreover, if v has degree dmax, then it is of degree 2 in a path in Pk. Hence each path
of Pk is non-extendable w.r.t. V ′.
The union of Pk, 1 ≤ k ≤ dmax/2 clearly covers G. This proves that µ(G, V ′) ≤ dmax/2 as
we have presented one such cover.
Fig. 9. In this example, we have dmax = 4. We label the tree using two colors and obtain a cover with two parallel flows.
Case 2: dmax = 3. We want to show that µ(G, V ′) = 2. We prove this by induction on |V |.
The base case |V | = 4 is trivial. For |V | > 4, we are able to find a subtree G1 = (V1, E1)
(see Fig. 10) of G such that the following holds:
(a) G1 also belongs to Case 2 with |V1| = |V | − 2 and |V ′1 | = |V | − 1.
(b) There is a vertex v of G1 of degree 1 such that G is obtained from G1 by attaching two
edges e1 = (v1, v) and e2 = (v2, v). Furthermore, V ′1 = V
′\{v1, v2} ∪ {v}.
By the induction hypothesis, two parallel flows P1,P2 cover G1. Without loss of generality,
we assume that there is a nontrivial path P1 ∈ P1 that contains v as an end point. Then we
can first extend P1 by attaching e1 to form P ′1.
Suppose P2 does not contain any nontrivial path that ends at v. We add the path e1 ∪ e2 to
P2 to form P ′2. Clearly, both P ′1 and P ′2 are parallel flows and they cover G.
On the other hand, if P2 contains a path P2 that also ends at v. Then we extend P2 by
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Fig. 10. Illustration of the proof of Case 2.
attaching e2 to form P ′2. Again, both P ′1 and P ′2 are parallel flows and they cover G.
Case 3: dmax is odd. In this case, we apply induction to dmax. The base case dmax = 3 is
proven in Case 2 and we now consider dmax ≥ 5. We first claim that there is a parallel
flow P such that for each v ∈ V , there is a path P ∈ P containing v. To construct such
a parallel flow, one can first include any non-extendable path P . Then for each neighbor v
of any path already in P with degree dmax, we include in P a non-extendable path parallel
to P . This procedure can be repeated until each v with degree dmax is contained in a path
in P .
We construct a (possibly disconnected) new graph G1 by removing the edges in P from
G and then isolated vertices (see Fig. 11). Each component of G1 has maximal degree
dmax−2. Moreover, as we assume dmax ≥ 5, the vertices with degree 1 in G1 are of degree
1 in G as well. Therefore, by the induction hypothesis, we are able to find a cover of G1
with b(dmax − 1)/2c parallel flows. Taking union with P , we obtain a cover of G with
b(dmax − 1)/2c+ 1 = b(dmax + 1)/2c parallel flows.
Finally, we prove the general case. Given G, we construct a tree G1 containing G as follows:
For each v with degree dG(v) satisfying 1 < dG(v) < dmax, we add dmax − dG(v) edges to v
(and new vertices) so that the degree of v in G1 is dmax. Let V ′1 be the vertices of G1 with
degree 1. Then, the condition in Lemma 1(b) holds true for V1 and V ′1 . From Lemma 1(b) and
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Fig. 11. This is an example with dmax = 5 of Case 3. The dashed red paths form the parallel flow P . When we remove P ,
we obtain G1, which is a union of 3 trees each with maximal degree 3.
Lemma A.1, µ(G, V ′) ≤ µ(G1, V ′1) = b(dmax + 1)/2c. The proof is now complete.
APPENDIX B
PROOF OF PROPOSITION 1
We prove the result for S = A the graph adjacency matrix, and indicate at the end of the
proof modification required for othe choices of S.
Suppose the polynomial for the GCN convolution layer is p(x) =
∑
1≤i≤m anix
ni such that
0 ≤ ni < ni+1 and ani 6= 0, 1 ≤ i ≤ m.
To construct the corresponding GFCN model, we concatenate a convolution layer followed by
a fusion layer with sum as the fusion function, repeated nm times. For each convolution layer,
same padding is used and the same 3× 1 filter is applied to every parallel flow. In addition, the
input layer has a direct skip layer connection to the (nm−ni+1)-th convolution layer, for each
i = 1, . . . ,m, where the (nm + 1)-th convolution layer is understood to be the output layer.
To specify the 3 × 1 filters, we consider different cases. If the layer does not have a direct
connection from the input layer, the filter (1, 0, 1) is used. If a layer is the j-th layer receiving
a direct connection from the input layer that is not the output layer, then the 3 × 1 filter
(anm−j+1/anm−j , 0, anm−j+1/anm−j) is applied. If the output layer receives a direct connection
from the input layer, then n1 = 0 and we multiply an1 at the output layer. An explicit example
is shown in Fig. 12.
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It suffices to prove the following claim: if there is no skip layer connection, the output is the
same the output of the convolution filter by p(A) with p being the monomial anmxnm . This is
because the skip layer connection corresponds to summation of monomials in a general p(x).
For the claim, after each pair of convolution layer and fusion by taking summation, each
node receive contribution from all of its neighbors in the original graph, weighted either by 1
or anm−j+1/anm−j , exactly once (as we assume that no edge is repeated). This corresponds to
applying A once with the same weight. The concatenation of all these pairs of layers thus gives
a monomial of degree am. The coefficient is the same as the product of all the weights, which
is exactly anm .
Input layer
Conv. layer:
(a2/a1, 0, a2/a1)
Conv. layer:
(a1/a0, 0, a1/a0)
Fusion by sum
Fusion by sum
Output: ×a0
+
+
Fig. 12. The diagram illustrates how to use GFCN to model the polynomial filter p(A) = a2A2 + a1A+ a0, where A is the
adjacency matrix.
A similar argument works for the other choices of S: L the graph Laplacian, A˜ the normalized
adjacency matrix and L˜ the normalized Laplacian. We summarize the changes to be made for
the construction of the GFCN model in each case in Table V, where “Conv. filter (skip)" means
the convolution filter to apply when receiving a direct connection from the input.
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TABLE V
GFCN MODELS FOR DIFFERENT S .
Conv. filter (skip) Conv. filter Fusion function
A
anm−j+1
anm−j
(1, 0, 1) (1, 0, 1) sum
A˜
anm−j+1
anm−j
(1, 0, 1) (1, 0, 1) average
L
anm−j+1
anm−j
(−1, 1,−1) (−1, 1,−1) sum
L˜
anm−j+1
anm−j
(−1, 1,−1) (−1, 1,−1) average
REFERENCES
[1] S. Lawrence, C. L. Giles, and A. D. Back, “Face recognition: a convolutional neural-network approach,” IEEE Trans.
Neural Netw., vol. 8, no. 1, pp. 98–113, Jan 1997.
[2] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to document recognition,” Proc. of the
IEEE, vol. 86, no. 11, pp. 2278–2324, Nov 1998.
[3] Y. LeCun, K. Kavukcuoglu, and C. Farabet, “Convolutional networks and applications in vision,” in IEEE Int. Symp.
Circuits. Systems., May 2010, pp. 253–256.
[4] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, pp. 436–444, 2015.
[5] M. Henaff, J. Bruna, and Y. LeCun, “Deep convolutional networks on graph-structured data,” arXiv preprint
arXiv:1506.05163, 2015.
[6] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with fast localized spectral
filtering,” in NeurIPS, 2016, pp. 3844–3852.
[7] T. N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in ICLR, 2017.
[8] M. Niepert, M. Ahmed, and K. Kutzkov, “Learning convolutional neural networks for graphs,” in CVPR, 2016, pp. 2014–
2023.
[9] M. Edwards and X. Xie, “Graph based convolutional neural network,” arXiv preprint arXiv:1609.08965, 2016.
[10] J. Du, S. Zhang, G. Wu, J. M. F. Moura, and S. Kar, “Topology adaptive graph convolutional networks,” arXiv preprint
arXiv:1710.10370, 2017.
[11] F. Monti, M. Bronstein, and X. Bresson, “Geometric matrix completion with recurrent multi-graph neural networks,” in
NeurIPS, 2017, pp. 3697–3707.
[12] H. E. Egilmez, E. Pavez, and A. Ortega, “Graph learning from data under Laplacian and structural constraints,” IEEE J.
Sel. Topics Signal Process., vol. 11, no. 6, pp. 825–841, Sept 2017.
[13] F. P. Such, S. Sah, M. A. Dominguez, S. Pillai, C. Zhang, A. Michael, N. D. Cahill, and R. Ptucha, “Robust spatial filtering
with graph convolutional neural networks,” IEEE J. Sel. Topics Signal Process., vol. 11, no. 6, pp. 884–896, Sept 2017.
[14] R. Li, S. Wang, F. Zhu, and J. Huang, “Adaptive Graph Convolutional Neural Networks,” arXiv preprint arXiv:1801.03226,
2018.
[15] D. Shuman, S. Narang, P. Frossard, A. Ortega, and P. Vandergheynst, “The emerging field of signal processing on graphs:
Extending high-dimensional data analysis to networks and other irregular domains,” IEEE Signal Processing Mag., vol. 30,
no. 3, pp. 83–98, Apr. 2013.
25
[16] A. Sandryhaila and J. M. F. Moura, “Discrete signal processing on graphs,” IEEE Trans. Signal Process., vol. 61, no. 7,
pp. 1644–1656, April 2013.
[17] ——, “Big data analysis with signal processing on graphs: Representation and processing of massive data sets with irregular
structure,” IEEE Signal Process. Mag., vol. 31, no. 5, pp. 80–90, Sept 2014.
[18] A. Gadde, A. Anis, and A. Ortega, “Active semi-supervised learning using sampling theory for graph signals,” in Proc.
ACM SIGKDD Int. Conf. on Knowledge Discovery and Data Mining, New York, NY, USA, 2014, pp. 492–501.
[19] A. Ortega, P. Frossard, J. Kovacˇevic´, J. M. F. Moura, and P. Vandergheynst, “Graph signal processing: Overview, challenges,
and applications,” Proc. IEEE, vol. 106, no. 5, pp. 808–828, May 2018.
[20] F. Ji and W. P. Tay, “A Hilbert space theory of generalized graph signal processing,” IEEE Trans. Signal Process., 2019,
accepted.
[21] T. Wu, L. Xiang, and J. Gong, “Updating road networks by local renewal from gps trajectories,” ISPRS Int. J. Geo-Inf,
vol. 5, no. 9, p. 163, Sep. 2016.
[22] P. Velickovic, G. Cucurull, A. Casanova, A. Romero, P. Lio, and Y. Bengio, “Graph attention networks,” in ICLR, 2018.
[23] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in CVPR, 2016.
[24] R. Srivastava, K. Greff, and J. Schmidhuber, “Highway networks,” arXiv preprint arXiv:1505.00387, 2015.
[25] T. Joachims, “A probabilistic analysis of the Rocchio algorithm with TFIDF for text categorization,” in ICML, 1997, pp.
143–151.
[26] P. Sen, G. Namata, M. Bilgic, L. Getoor, B. Galligher, and T. Eliassi-Rad, “Collective classification in network data,” AI
mag., vol. 29, no. 3, p. 93, 2008.
[27] M. Zitnik and J. Leskovec, “Predicting multicellular function through multi-layer tissue networks,” Bioinformatics, vol. 33,
no. 14, pp. 190 – 198, 2017.
[28] D. Shah and T. Zaman, “Rumors in a network: Who’s the culprit?” IEEE Trans. Inf. Theory, vol. 57, no. 8, pp. 5163–5181,
2011.
[29] W. Luo, W. P. Tay, and M. Leng, “Identifying infection sources and regions in large networks,” IEEE Trans. Signal Process.,
vol. 61, no. 11, pp. 2850–2865, 2013.
[30] W. Luo and W. P. Tay, “Finding an infection source under the SIS model,” in IEEE Int. Conf. Acoustics, Speech and Signal
Process., 2013, pp. 2930–2934.
[31] K. Zhu and L. Ying, “Information source detection in the SIR model: A sample-path-based approach,” IEEE Trans.
Networking, vol. 24, no. 1, pp. 408–421, Feb 2016.
[32] F. Ji, W. P. Tay, and L. Varshney, “An algorithmic framework for estimating rumor sources with different start times,”
IEEE Trans. Signal Process., vol. 65, no. 10, pp. 2517–2530, May 2019.
[33] W. Luo, W. P. Tay, and M. Leng, “On the universality of Jordan centers for estimating infection sources in tree networks,”
IEEE Trans. Inf. Theory, vol. 63, no. 7, pp. 4634 – 4657, Jul. 2017.
[34] T. Mikolov, G. Corrado, K. Chen, and J. Dean, “Efficient estimation of word representations in vector space,” in ICLR,
May 2013, pp. 1–12.
[35] Z. Yang, W. Cohen, and R. Salakhutdinov, “Revisiting semi-supervised learning with graph embeddings,” in ICML, 2016.
[36] Q. Lu and L. Getoor, “Link-based classification,” in ICML, 2003.
[37] J. Liu, A. Kumar, K. Ba, K. Kiros, and K. Swersky, “Graph normalizing flows,” in NeurIPS, 2019.
