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Abstract
We study the asymptotic behavior of the ν-symmetric Riemman sums for functionals of a self-
similar centered Gaussian process X with increment exponent 0 < α < 1. We prove that, under mild
assumptions on the covariance of X, the law of the weak ν-symmetric Riemman sums converge in
the Skorohod topology when α = (2ℓ+1)−1, where ℓ denotes the smallest positive integer satisfying∫
1
0
x2jν(dx) = (2j + 1)−1 for all j = 0, . . . , ℓ − 1. In the case α > (2ℓ + 1)−1, we prove that the
convergence holds in probability.
1 Introduction
Consider a centered self-similar Gaussian process X := {Xt}t≥0 with self-similarity exponent β ∈
(0, 1) defined on a probability space (Ω,F ,P). That is, X is a centered Gaussian process such that
{c−βXct}t≥0 has the same law as X , for every c > 0. We also assume that X0 = 0. The covariance of
X is characterized by the values of the function φ : [1,∞)→ R, defined by
φ(x) := E [X1Xx] . (1.1)
Indeed, for 0 < s ≤ t,
R(s, t) := E [XsXt] = s
2βφ(t/s). (1.2)
The idea of describing a self-similar Guassian process in terms of the function φ was first used by
Harnett and Nualart in [10], and the concept was further developed in [12].
The purpose of this paper is to study the behavior as n → ∞ of ν-symmetric Riemann sums with
respect to X , defined by
Sνn(g, t) :=
⌊nt⌋−1∑
j=0
∫ 1
0
g(X j
n
+ y∆X j
n
)∆X j
n
ν(dy), (1.3)
where ∆X j
n
= X j+1
n
−X j
n
, g : R→ R is a sufficiently smooth function and ν is a symmetric probability
measure on [0, 1], meaning that ν(A) = ν(1 −A) for any Borel set A ⊂ [0, 1].
The best known self-similar centered Gaussian process is the fractional Brownian motion (fBm) of
Hurst parameter H ∈ (0, 1), whose covariance is given by
R(s, t) =
1
2
(
t2H + s2H − |t− s|2H
)
. (1.4)
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1
2The ν-symmetric Riemann sums Sνn(g, t) given in (1.3) were investigated in the seminal paper by
Gradinaru, Nourdin, Russo and Vallois [8], when X is a fBm with Hurst parameter H . In this case, if
g is a function of the form g = f ′ with f ∈ C4ℓ(ν)+2(R) and ℓ = ℓ(ν) ≥ 1 denotes the largest integer
such that ∫ 1
0
α2jν(dα) =
1
2j + 1
, for j = 1, . . . , ℓ− 1,
then, provided that H > 14ℓ+2 , there exists a random variable
∫ t
0
g(Xs)d
νXs such that
Sνn(g, t)
P−→
∫ t
0
g(Xs)d
νXs as n→∞.
The limit in the right-hand side is called the ν-symmetric integral of g with respect to X , and satisfies
the chain rule
f(Xt) = f(0) +
∫ t
0
f ′(Xs)d
νXs.
The results from [8] provided a method for constructing Stratonovich-type integrals in the rough-path
case where H < 1/2. Some well-known examples of measures ν and their corresponding ν-symmetric
Riemann sums are:
1. Trapezoidal rule (ℓ = 1): ν = 12 (δ0 + δ1),
2. Simpson’s rule (ℓ = 2): ν = 16 (δ0 + 4δ1/2 + δ1),
3. Milne’s rule (ℓ = 3): ν = 190 (7δ0 + 32δ1/4 + 12δ1/2 + 32δ3/4 + 7δ1),
where δx is the Dirac function. For example, if ν =
1
2 (δ0 + δ1), then (1.3) is the sum
Sνn(g, t) =
⌊nt⌋−1∑
j=0
g(X j
n
) + g(X j+1
n
)
2
∆X j
n
,
which is the standard Trapezoidal rule from elementary Calculus. If X is fBm with Hurst parameter
H > 16 , then the Trapezoidal rule sum converges in probability as n tends to infinity (see [5, 8]), but in
general the limit does not exist if H ≤ 16 .
More generally, it is known that Sνn(g, t) does not necessarily converge in probability if H ≤ 14ℓ+2 .
Nevertheless, in certain instances of the case H = 14ℓ+2 , it has been found that S
ν
n(g, t) converges in
law to a random variable with a conditional Gaussian distribution. Cases ℓ = 1 and ℓ = 2 were studied
in [19] and [11], respectively. More recently, Binotto, Nourdin and Nualart have obtained the following
general result for H = 14ℓ+2 :
Theorem 1.1 ([2]). Assume X is a fBm of Hurst parameter H = 14ℓ+4 . Consider a function f ∈
C20ℓ+5(R) such that f and its derivatives up to the order 20ℓ + 5 have moderate growth (they are
bounded by AeB|x|
α
, with α < 2). Then,
Sνn(f
′, t)
L→ f(Xt)− f(0)− cν
∫ t
0
f (2ℓ+1)(Xs)dWs as n→∞, (1.5)
where cν is some positive constant, W is a Brownian motion independent of X and the convergence
holds in the topology of the Skorohod space D[0,∞).
3The previous convergence can be written as the following change of variables formula in law:
f(Xt) = f(0) +
∫ t
0
f ′(Xs)d
νXs + cν
∫ t
0
f (2ℓ+1)(Xs)dWs.
When extending these results to self-similar processes, surprisingly the critical value is not the scaling
parameter β but the increment exponent α which controls the variance of the increments of X and is
defined below.
Definition 1.2. We say that α is the increment exponent for X if for any 0 < ǫ < T < ∞ there are
positive constants 0 < c1 ≤ c2 and δ > 0, such that
c1s
α ≤ E [(Xt+s −Xt)2] ≤ c2sα, (1.6)
for every t ∈ [ǫ, T ] and s ∈ [0, δ).
The extension of stochastic integration to nonstationary Gaussian processes has been studied in the
papers [26, 9, 10]. Each of these papers considered critical values of α, for which particular ν-symmetric
Riemann sums Sνn(g, t) converge in distribution (but not necessarily in probability) to a limit which
has a Gaussian distribution given the process X . For the fBm, α = 2H and the critical value for α
coincides with H = 14ℓ+2 . Papers [26, 10] were both based on the Midpoint integral, and show that
the corresponding critical value is α = 12 . Because of the structure of the measure ν, the Midpoint
rule integral is not covered in our present paper. Harnett and Nualart considered in [9] a Trapezoidal
integral with α = 13 and the results in this paper can be expressed as a special case of Theorem 1.5
below.
1.1 Main results
Our goal for this paper is to extend the results of [2] and [8] to a general class of self-similar Gaussian
processes X , and a wider class of functions g. In the particular case where X is a fBm, we extend
Theorem 1.1 to the class of functions f with continuous derivatives up to order 8ℓ + 2. The idea of
the proof is similar to the one presented in [2], but there are technical challenges that arise because in
general X is not a stationary process.
Our analysis of the asymptotic distribution of Sνn(f
′, t) relies heavily on a central limit theorem
for the odd variations of X , which we establish in Theorem 1.4. The study of the fluctuations of the
variations of X has an interest on its own, and has been extensively studied for the case where X is a
fBm (see for instance [18] and [6]). Nevertheless, Theorem 1.4 is the first one to prove a result of this
type for an extended class of self-similar Gaussian process that are not necessarily stationary.
For most of the stochastic processes that we consider, such as the fBm and its variants, the self-
similarity exponent β and the increment exponent α satisfy α = 2β, but there are examples where
α < 2β. In the sequel, we will assume that the parameters α and β satisfy 0 < α < 1, β ≤ 1/2 and
α ≤ 2β. Following [12], we assume as well that the function φ introduced in (1.1), satisfies the following
conditions:
(H.1) φ is twice continuously differentiable in (1,∞) and for some λ > 0 and α ∈ (0, 1), the function
ψ(x) = φ(x) + λ(x − 1)α (1.7)
has a bounded derivative in (1, 2].
(H.2) There are constants C1, C2 > 0 and 1 < ν ≤ 2 such that
|φ′′(x)| ≤ C11(1,2](x)(x − 1)α−2 + C21(2,∞)(x)x−ν−1. (1.8)
4Although the formulation is slightly different, these hypotheses are equivalent to conditions (H.1) and
(H.2) in [12], with the restrictions α < 1 and 2β ≤ 1. In particular, they imply that
|φ′(x)| ≤ C′11(1,2](x)(x − 1)α−1 + C′21(2,∞)(x)x−ν , (1.9)
for some constants C′1 and C
′
2. Notice that by Lemma 5.1 in the Appendix, Hypothesis (H.1) implies
that α is the increment exponent of X . Moreover the upper bound in (1.6) holds for any t ∈ [0, T ].
The following are examples of self-similar processes satisfying the above hypotheses (see [12]):
(i) Fractional Brownian motion. This is a centered Gaussian process with covariance function given
by (1.4). Here (H.1) and (H.2) hold if H < 12 . In this case,
φ(x) =
1
2
(1 + x2H − (x− 1)2H),
α = 2β = 2H and ν = 2− 2H .
(ii) Bifractional Brownian motion. This is a generalization of the fBm, with covariance given by
R(s, t) =
1
2K
(
(t2H + s2H)K − |t− s|2HK)
for constants H ∈ (0, 1) and K ∈ (0, 1]. See [13, 15, 24] for properties, and note that K = 1 gives
the classic fBm case. Here (H.1) and (H.2) hold if HK < 1. For this process we have
φ(x) =
1
2K
(
(1 + x2H)K − (x − 1)2HK)
with λ = 2−K , α = 2β = 2HK and ν = (2 + 2H − 2HK) ∧ (3− 2HK)− 1.
(iii) Subfractional Brownian motion. This Gaussian process has been studied in [3, 4] and it has a
covariance given by
R(s, t) = s2H + t2H − 1
2
(
(s+ t)2H + |s− t|2H) ,
with parameter H ∈ (0, 1). Here (H.1) and (H.2) hold if H < 12 , in which case λ = 1/2,
α = 2β = 2H , and
φ(x) = 1 + x2H − 1
2
(
(x+ 1)2H + (x− 1)2H) .
(iv) Two processes in a recent paper by Durieu and Wang. For 0 < α < 1, we consider the centered
Gaussian processes Z1(t), Z2(t), with covariances given by:
E [Z1(s)Z1(t)] = Γ(1− α) ((s+ t)α −max(s, t)α)
E [Z2(s)Z2(t)] = Γ(1− α) (sα + tα − (s+ t)α) ,
where Γ(y) denotes the Gamma function. These processes are discussed in a recent paper by
Durieu and Wang [7], where it is shown that the process Z = Z1+Z2 (where Z1, Z2 are indepen-
dent) is the limit in law of a discrete process studied by Karlin. The process Z2, with a different
scaling constant, was first described in Lei and Nualart [15]. The corresponding functions φ of
these self-similar processes are:
φ1(x) = −Γ(1− α)(x − 1)α + Γ(1− α) ((x− 1)α + (x+ 1)α − xα)
and
φ2(x) = Γ(1− α)(1 + xα − (x + 1)α)
= −Γ(1− α)(x − 1)α + Γ(1− α) (1 + xα + (x− 1)α − (x + 1)α) .
It is shown in [12] that both φ1 and φ2 satisfy (H.1) and (H.2), with 2β = α and ν = 2− α.
5(v) Gaussian process in a paper by Swanson. This process was introduced in [25], and arises as
the limit of normalized empirical quantiles of a system of independent Brownian motions. The
covariance is given by
R(s, t) =
√
st sin−1
(
s ∧ t√
st
)
,
and the corresponding function φ is given by
φ(x) =
√
x sin−1
(
1√
x
)
.
This process has α = β = 1/2 and ν = 2, so is an example of the case α < 2β.
It is interesting to remark the differences on the asymptotic behavior of both the power variations
and the ν-symmetric integrals of X , depending on whether α = 2β or α < 2β. As we show in Theorem
1.4, the process of variations of X satisfies an asymptotic nonstationarity property when α < 2β, which
differs from the case α = 2β, where the limit process is a scalar multiple of a Brownian motion. To
better describe this phenomena, we denote by Y = {Yt}t≥0 a continuous centered Gaussian process
independent of X , with covariance function
E [YsYt] = Σ(s, t) := (t ∧ s)
2β
α , (1.10)
defined on an enlarged probability space (Ω,G,P). The process Y is characterized by the property of
independent increments, and
E
[
(Yt+s − Ys)2
]
= t
2β
α − s 2βα for 0 ≤ s ≤ t.
Notice that for α < 2β, the increments of Y are not stationary and when α = 2β, Y is a standard
Brownian motion. We need the following definition of stable convergence.
Definition 1.3. Assume ξn is a sequence random variables defined on (Ω,F ,P) with values on a
complete and separable metric space S and ξ is an S-valued random variable defined on the enlarged
probability space (Ω,G,P). We say that ξn converges stably to ξ as n → ∞, if for any continuous and
bounded function f : S → R and any R-valued, F -measurable bounded random variable M , we have
lim
n→∞
E [f(ξn)M ] = E [f(ξ)M ] .
Next we present a central limit theorem for the odd power variations of X , which is a key ingredient
for proving Theorem 1.5 and illustrates the asymptotic nonstationarity property that we mentioned
before.
Theorem 1.4. Fix an integer ℓ ≥ 1. Define the functional
Vn(t) =
⌊nt⌋−1∑
j=0
∆X2ℓ+1j
n
, t ≥ 0. (1.11)
If α = 12ℓ+1 and the process X satisfies (H.1) and (H.2), then for every 0 ≤ t1, . . . , tm <∞, m ≥ 1, the
vector (Vn(t1), . . . , Vn(tm)) converges stably to σℓ(Yt1 , . . . , Ytm), where
σ2ℓ =
α
2β
ℓ−1∑
r=0
Kr,ℓ
∑
p∈Z
(|p+ 1|α + |p− 1|α − 2|p|α)2(ℓ−r)+1 , (1.12)
and Kr,ℓ = c
2
r,ℓ2
2rλ2ℓ+1(2(ℓ − r) + 1)!, where λ is the constant appearing in Hypothesis (H.1) and cr,ℓ
are the coefficients introduced in (2.2).
6Our main results are Theorems 1.5 and 1.6 below.
Theorem 1.5. Assume f ∈ C8ℓ+2(R). For a given symmetric probability measure ν and associated
integer ℓ(ν), assume the process X satisfies (H.1) and (H.2) with 2β ≥ α = 12ℓ+1 . Then, as n tends to
infinity,
{Sνn(f ′, t)}t≥0
Stably−→ {f(Xt)− f(0)− κν,ℓσℓ
∫ t
0
f (2ℓ+1)(Xs) dYs}t≥0,
where σℓ and κν,ℓ are the constants given by (1.12) and (4.2), respectively, and the convergence is in
the Skorohod space D[0,∞). Consequently, we have the Itoˆ-like formula in law
f(Xt)
L
= f(0) +
∫ t
0
f ′(Xs) d
νXs + κν,ℓσℓ
∫ t
0
f (2ℓ+1)(Xs) dYs.
The proof of Theorem 1.5 follows the same path as the proof of Theorem 1.1 of Binotto, Nourdin
and Nualart [2], but there are technical challenges that arise because in general X is not stationary.
The next generalization of the result in [8] easily follows from the proof of Theorem 1.5.
Theorem 1.6. Under the assumptions of Theorem 1.5, if α > 12ℓ+1 , then the ν-symmetric integral∫ t
0
f ′(Xs) d
νXs exists as the limit in probability of the ν-symmetric Riemann sums S
ν
n(f
′, t) and for all
t ≥ 0, we have
f(Xt) = f(0) +
∫ t
0
f ′(Xs) d
νXs.
The important new developments compared to previous work are:
• A system for constructing stochastic integrals with respect to rough-path processes, originally
developed in [2, 8, 11, 19] for the fBm, is now extended to a wider class of processes that are not
necessarily stationary.
• We prove a central limit theorem for the power variations of general self-similar Gaussian processes.
• We present a more efficient proof of tightness, which allows for less restrictions on the integrand
function f compared with [2].
The paper is organized as follows. In Section 2 we present some Malliavin calculus preliminaries.
In Section 3 we prove the convergence of the variations of the process X. Section 4 is devoted to the
proofs of Theorems 1.5 and Theorem 1.6. Finally, in Section 5 we prove some technical lemmas.
2 Preliminaries
In the sequel, X will denote a self-similar Gaussian process of self-similarity exponent β, satisfying as-
sumptions (H.1) and (H.2), defined on a probability space (Ω,F ,P), where F is the σ-algebra generated
by X . This implies that X has the increment exponent α and we assume 0 < α < 1, 0 < α ≤ 2β
and β ≤ 1/2. Let Y be the continuous Gaussian process with covariance function (1.10) introduced in
Section 1.1 and let Y i, i ≥ 1, be independent copies of Y . We will assume that Y and Y i, i ≥ 1, are
defined on an enlarged probability space (Ω,G,P), with F ⊂ G, and they are independent of X .
2.1 Elements of Malliavin Calculus
Following are descriptions of some of the identities and methods to be used in this paper. The reader
should refer to the texts [20] or [17] for details. We will denote by H the Hilbert space obtained by
taking the completion of the space of step functions endowed with the inner product〈
1[0,a],1[0,b]
〉
H
:= E [XaXb] ,
7a, b ≥ 0, where 1B is the indicator function of a Borel set B. The mapping 1[0,t] 7→ Xt can be extended
to a linear isometry between H and a Gaussian subspace of L2(Ω,F ,P). We will denote by X(h) the
image of h ∈ H by this isometry. For any integer q ∈ N, we denote by H⊗q and H⊙q the qth tensor
product of H, and the qth symmetric tensor product of H, respectively. The qth Wiener chaos of
L2(Ω,F ,P), denoted by Hq, is the closed subspace of L2(Ω,F ,P) generated by the random variables
{Hq(X(h)), h ∈ H, ‖h‖H = 1}, where Hq is the qth Hermite polynomal, defined by
Hq(x) := (−1)qe x
2
2
dq
dxq
e−
x2
2 . (2.1)
We observe that any monomial of the form x2ℓ+1, for ℓ ∈ N, can be expressed as a linear combination
of odd Hermite polynomials with integer coefficients cj,r, namely,
x2r+1 =
r∑
j=0
cj,rH2(r−j)+1(x). (2.2)
We will denote by Jq the projection over the space Hq. The mapping
Iq(h
⊗q) := Hq(X(h)), (2.3)
defined first for h ∈ H such that ‖h‖
H
= 1 and then extended by linearity, provides a linear isometry
between H⊙q (equipped with the norm
√
q! ‖·‖
H⊗q
) and Hq (equipped with the L2-norm). The random
variable Iq(·) denotes the generalized Wiener-Itoˆ stochastic integral.
Let {en}n≥1 be a complete orthonormal system in H. Given f ∈ H⊙p, g ∈ H⊙q and r ∈ {0, . . . , p∧q},
the rth-order contraction of f and g is the element of H⊗(p+q−2r) defined by
f ⊗r g =
∞∑
i1,...,ir=1
〈f, ei1 ⊗ · · · ⊗ eir 〉H⊗r ⊗ 〈g, ei1 ⊗ · · · ⊗ eir 〉H⊗r ,
where f ⊗0 g = f ⊗ g, and for p = q, f ⊗q g = 〈f, g〉H⊗q . Let S denote the set of all cylindrical random
variables of the form
F = g(X(h1), . . . , X(hn)),
where g : Rn → R is an infinitely differentiable function with compact support, and hj ∈ H. The
Malliavin derivative of F is the element of L2(Ω;H), defined by
DF =
n∑
i=1
∂g
∂xi
(X(h1), . . . , X(hn))hi.
By iteration, one can define the rth derivative Dr for every r ≥ 2, which is an element of L2(Ω;H⊙r).
For p ≥ 1 and r ≥ 1, the set Dr,p denotes the closure of S with respect to the norm ‖·‖
Dr,p
, defined by
‖F‖
Dr,p
:=
(
E [|F |p] +
r∑
i=1
E
[∥∥DiF∥∥p
H⊗i
]) 1p
.
The operator Dr can be consistently extended to the space Dr,p. We denote by δ the adjoint of the
operator D, also called the divergence operator. A random element u ∈ L2(Ω;H) belongs to the domain
of δ in L2(Ω), denoted by Dom δ, if and only if satisfies∣∣E [〈DF, u〉
H
]∣∣ ≤ CuE [F 2] 12 , for every F ∈ D1,2,
8where Cu is a constant only depending on u. If u ∈ Dom δ, then the random variable δ(u) is defined by
the duality relationship
E [Fδ(u)] = E
[〈DF, u〉
H
]
,
which holds for every F ∈ D1,2. The previous relation extends to the multiple Skorohod integral δq,
and we have
E [Fδq(u)] = E
[〈DqF, u〉
H⊗q
]
,
for any element u in the domain of δq, denoted by Dom δq, and any random variable F ∈ Dq,2. Moreover,
δq(h) = Iq(h) for every h ∈ H⊙q. For any Hilbert space V , we denote by Dk,p(V ) the corresponding
Sobolev space of V -valued random variables (see [20, page 31]). The operator δq is continuous from
D
k,p(H⊗q) to Dk−q,p, for any p > 1 and any integers k ≥ q ≥ 1, that is, we have
‖δq(u)‖
Dk−q,p
≤ ck,p ‖u‖Dk,p(H⊗q) (2.4)
for all u ∈ Dk,p(H⊗q), and some constant ck,p > 0. These estimates are consequences of Meyer inequali-
ties (see [20, Proposition 1.5.7]). In particular, these estimates imply that Dq,2(H⊗q) ⊂ Dom δq for any
integer q ≥ 1. The following lemma has been proved in [16, Lemma 2.1]:
Lemma 2.1. Let q ≥ 1 be an integer. Suppose that F ∈ Dq,2, and let u be a symmetric element in
Dom δq. Assume that, for any 0 ≤ r + j ≤ q, 〈DrF, δj(u)〉
H⊗r
∈ L2(Ω;H⊗q−r−j). Then, for any
r = 0, . . . , q − 1, 〈DrF, u〉
H⊗r
belongs to the domain of δq−r and we have
Fδq(u) :=
q∑
r=0
(
q
r
)
δq−r(〈DrF, u〉
H⊗r
).
2.2 Central limit theorems for multiple stochastic integrals
In the seminal paper [21], Nualart and Peccati established a central limit theorem for sequences of
multiple stochastic integrals of fixed order. In this context, assuming that the variances converge,
convergence in distribution to a Gaussian law is actually equivalent to the convergence of just the
fourth moment. Shortly afterwards, in [23], Peccati and Tudor proved a multidimensional version of
this result. More recent developments of these type of results have been addressed by using Stein’s
method and Malliavin calculus (see the monograph by Nourdin and Peccati [17]).
The following result is a version of the multidimensional limit central theorem for multiple stochastic
integrals, obtained by Peccati and Tudor in [23].
Theorem 2.2 (Peccati-Tudor criterion). Let d ≥ 2 and let q1, . . . , qd ≥ 1 be some fixed integers.
Consider vectors
Fn = (F
1
n , . . . , F
d
n) = (Iq1 (h
1
n), . . . , Iqd(h
d
n)), n ≥ 1,
with hin ∈ H⊗qi . Let C = {Ci,j}1≤i,j≤d be a d × d symmetric non-negative definite matrix. Assume
that, as n→∞, the following conditions hold:
(i) For every i, j = 1, . . . , d,
lim
n→∞
E
[
F inF
j
n
]
= Ci,j .
(ii) For all 1 ≤ i ≤ d such that qi > 1 and 1 ≤ ℓ ≤ qi − 1,∥∥hin ⊗ℓ hin∥∥H⊗2(qi−ℓ) → 0, as n→∞.
9Then Fn converges in law to a centered Gaussian law with covariance C.
We will need the following modification of the Peccati-Tudor criterion, in which we will make use of
the notation introduced in Sections 1 and 2.
Theorem 2.3. Let 1 < q1 < q2 < · · · < qd be positive integers. Consider a sequence of stochastic
processes F in = {F in(t)}t≥0 of the form F in(t) = Iqi(hin(t)), where each hin(t) is an element of H⊗qi and
1 ≤ i ≤ d. Suppose in addition, that the following conditions hold for every t ≥ 0 and 1 ≤ i ≤ d:
(i) There exist c1, . . . , cd > 0, such that for every s, t ≥ 0
lim
n→∞
〈
hin(s), h
i
n(t)
〉
H⊗qi
=
c2i
qi!
Σ(s, t). (2.5)
(ii) For all i = 1, . . . , d and r = 1, . . . , qi − 1,
lim
n→∞
∥∥hin(t)⊗r hin(t)∥∥H⊗2(qi−r) = 0. (2.6)
Then the finite dimensional distributions of the process
∑d
i=1 F
i
n converge stably to those of
∑d
i=1
√
qi!ciY
i.
Proof. Let t1, . . . , tm ≥ 0 be fixed and consider the sequence of random vectors
Fn = (F
i
n(tj); 1 ≤ i ≤ d, 1 ≤ j ≤ m).
It suffices to show that for any f1, . . . , fN ∈ H, the random vectors
ξn = (Fn, X(f1), . . . , X(fN))
converge in distribution to the Gaussian vector
ξ = (F,X(f1), . . . X(fN)),
where X(h), for h ∈ H, is defined as in Section 2.1, F is given by
F = (
√
qi!ciY
i(tj); 1 ≤ i ≤ d, 1 ≤ j ≤ m),
and Y 1, . . . , Y d are the Gaussian processes defined in Section 1.1. Notice that in particular X(fi)
belongs to the chaos of order 1.
To prove the result we will verify the conditions of Theorem 2.2, for C defined as the covariance
matrix of ξ. Condition (ii) follows from (2.6). To prove the convergence of the covariances we proceed
as follows. By (2.5), the covariance matrix of Fn converges to the covariance of (
√
qiciY
i(tj); 1 ≤ i ≤
d, 1 ≤ j ≤ m). In addition, since qi > 1 for all 1 ≤ i ≤ d, we have that for every 1 ≤ j ≤ m and
1 ≤ l ≤ N ,
lim
n→∞
E
[
F in(tj)X(fl)
]
= E
[
Y i(tj)X(fl)
]
= 0.
From here, it follows that the covariance of ξn converges to the covariance of ξ, as required. The proof
is now complete.
2.3 Notation
For n ≥ 2 we consider the discretization of [0,∞) by the points { jn , j ≥ 0}. For t ≥ 0, j ≥ 0 and n ≥ 2,
we define:
εt = 1[0,t), ε˜ j
n
=
1
2
(
ε j
n
+ ε j+1
n
)
and ∂ j
n
= 1[ j
n
, j+1
n
).
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For the process X , we introduce the notation:
∆X t
n
= X t+1
n
−X t
n
; X˜ t
n
=
1
2
(
X t+1
n
+X t
n
)
and ξt,n = ‖∆X t
n
‖L2(Ω).
When not otherwise defined, the symbol C denotes a generic positive constant, which may change
from line to line. The value of C may depend on the parameters of the process X and the length of the
time interval [0, t] or [0, T ] we are considering.
3 Asymptotic behavior of the power variations of X
This section is devoted to the proof of Theorem 1.4. Define Vn(t) by (1.11) and recall that α =
1
2ℓ+1 .
By the Hermite polynomial expansion of x2ℓ+1 (see (2.2)) and (2.3), we can write
∆X2ℓ+1j
n
ξ2ℓ+1j,n
=
ℓ∑
r=0
cr,ℓ H2(ℓ−r)+1
(
∆X j
n
ξj,n
)
=
ℓ∑
r=0
cr,ℓ I2(ℓ−r)+1
∂⊗2(ℓ−r)+1jn
ξ
2(ℓ−r)+1
j,n
 ,
where each cr,ℓ is an integer with c0,ℓ = 1. It follows that
∆X2ℓ+1j
n
=
ℓ∑
r=0
cr,ℓ ξ
2r
j,nI2(ℓ−r)+1
(
∂
⊗2(ℓ−r)+1
j
n
)
.
Define qr = 2(ℓ− r)+1 and notice that qℓ = 1 and 3 = qℓ−1 < · · · < q0 = 2ℓ+1. We can write for t ≥ 0
Vn(t) =
ℓ∑
r=0
cr,ℓV
r
n (t), (3.1)
where
V rn (t) =
⌊nt⌋−1∑
j=0
ξ2rj,nIqr (∂
⊗qr
j
n
) = Iqr (h
r
n(t)),
and
hrn(t) =
⌊nt⌋−1∑
j=0
ξ2rj,n∂
⊗qr
j
n
.
In the next lemma, we show that the term V ℓn (t) does not contribute to the limit of Vn(t) as n tends to
infinity.
Lemma 3.1. The term
V ℓn (t) =
⌊nt⌋−1∑
j=0
ξ2ℓj,nI1(∂ j
n
) =
⌊nt⌋−1∑
j=0
ξ2ℓj,n∆X j
n
tends to zero in L2(Ω) as n tends to infinity.
Proof. Recalling that X0 = 0 and ∆Xj/n = X(j+1)/n −Xj/n, we can rewrite the sum as
V ℓn(t) = X ⌊nt⌋
n
ξ2ℓ⌊nt⌋−1,n −X 1n
(
ξ2ℓ1,n − ξ2ℓ0,n
)− ⌊nt⌋−1∑
j=2
X j
n
(
ξ2ℓj,n − ξ2ℓj−1,n
)
.
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We have, for any integer j ≥ 1,
ξ2j,n =
(
j + 1
n
)2β
φ(1) +
(
j
n
)2β
φ(1)− 2
(
j
n
)2β
φ(
j + 1
j
)
=
φ(1)
n2β
(
(j + 1)2β − j2β)− 2j2β
n2β
(
φ(1 +
1
j
)− φ(1)
)
.
By (H.1), we can write this as
ξ2j,n =
2βφ(1)
n2β
∫ 1
0
(j + y)2β−1dy − 2j
2β
n2β
(
−λj−α + ψ(1 + 1
j
)− ψ(1)
)
:= an(j).
By the previous formula, we can extend the function an to all reals x ≥ 1. Using the fact that ψ(x) has
a bounded derivative in (1, 2], we can find positive constants C,C′ such that for all x ≥ 1,
|a′n(x)| ≤ Cn−2β
(
x2β−2 + x2β−α−1
) ≤ C′n−2βx2β−α−1.
Hence, by (5.2), it follows that for integers 2 ≤ j ≤ ⌊nt⌋,∣∣aℓn(j)− aℓn(j − 1)∣∣ ≤ C sup
2≤j≤⌊nt⌋
|an(j)|ℓ−1
×
∫ 1
0
|a′n(j − 1 + y)| dy ≤ Cn−(ℓ−1)α−2β(j − 1)2β−α−1.
As a consequence, using again inequality (5.2), we can write
E

X ⌊nt⌋
n
ξ2ℓ⌊nt⌋−1,n −X 1n
(
ξ2ℓ1,n − ξ2ℓ0,n
)− ⌊nt⌋−1∑
j=2
X j
n
(
ξ2ℓj,n − ξ2ℓj−1,n
)2

1
2
≤ Cn−ℓα + C
⌊nt⌋−1∑
j=2
∣∣aℓn(j)− aℓn(j − 1)∣∣ ≤ Cn−ℓα,
which tends to zero as n tends to infinity.
Then, Theorem 1.4 will be a consequence of Theorem 2.3, if we show that the remaining terms hrn(t),
0 ≤ r ≤ ℓ− 1, t ≥ 0, satisfy conditions (2.5) and (2.6). This will be done in the next two lemmas.
Lemma 3.2. Let 1 ≤ p ≤ qr − 1 be an integer. Then,
lim
n→∞
‖hrn(t)⊗p hrn(t)‖2H⊗(2qr−2p) = 0.
Proof. We have for each n ≥ 2
‖hrn(t)⊗p hrn(t)‖2H⊗(2qr−2p)
=
⌊nt⌋−1∑
j1,j2,k1,k2=0
ξ2rj1,nξ
2r
j2,nξ
2r
k1,nξ
2r
k2,n
〈
∂ j1
n
, ∂ j2
n
〉p
H
〈
∂ k1
n
, ∂ k2
n
〉p
H
〈
∂ j1
n
, ∂ k1
n
〉qr−p
H
〈
∂ j2
n
, ∂ k2
n
〉qr−p
H
.
Note that for applicable values of qr and p we always have p ≥ 1 and qr − p ≥ 1. By (5.2) and
Cauchy-Schwarz inequality, we have
sup
0≤j,k≤⌊nt⌋−1
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ ≤ Cn−α.
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As a consequence,
‖hrn(t)⊗p hrn(t)‖2H⊗(2qr−2p) ≤
(
sup
0≤j≤⌊nt⌋−1
∣∣ξ2rj,n∣∣
)4
sup
0≤j,k≤⌊nt⌋−1
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣2qr−3
×
⌊nt⌋−1∑
j1,j2,k1,k2=0
∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
〈
∂ j1
n
, ∂ k1
n
〉
H
〈
∂ j2
n
, ∂ k2
n
〉
H
∣∣∣
≤ Cn−α(4r+2qr−3)+1
 sup
0≤j≤⌊nt⌋−1
⌊nt⌋−1∑
k=0
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣
3 .
We now apply Lemma 5.4 and noting that 4r + 2qr = 4ℓ+ 2 =
2
α , we have up to a constant C,
‖hrn(t)⊗p hrn(t)‖2H⊗(2qr−2p) ≤ Cn−1,
which tends to zero as n tends to infinity. This completes the proof of the lemma.
In the next lemma we show that the functions hrn, 0 ≤ r ≤ ℓ− 1, satisfy condition (2.5) of Theorem
2.3, with some constants cr to be defined below.
Lemma 3.3. Under above notation, let s, t ≥ 0. Then for each integer 0 ≤ r ≤ ℓ− 1,
lim
n→∞
〈hrn(t), hrn(s)〉H⊗qr =
α
2β
(s ∧ t) 2βα 22rλ2ℓ+1
∑
m∈Z
(ρα(m))
qr , (3.2)
where ρα(m) = |m+ 1|α + |m− 1|α − 2|m|α.
Proof. We can easily check that
〈hrn(t), hrn(s)〉H⊗qr =
⌊nt⌋−1∑
j=0
⌊ns⌋−1∑
k=0
Gn(j, k),
where the function Gn(j, k) is defined by
Gn(j, k) = ξ
2r
j,nξ
2r
k,n
〈
∂ j
n
, ∂ k
n
〉qr
H
. (3.3)
Then the convergence (3.2) will be a consequence of the following two facts:
(i) For every 0 < s1 < t1 < s2 < t2,
lim
n→∞
⌊nt1⌋−1∑
j=⌊ns1⌋
⌊nt2⌋−1∑
k=⌊ns2⌋
|Gn(j, k)| = 0. (3.4)
(ii) For every t > 0,
lim
n→∞
⌊nt⌋−1∑
j,k=0
Gn(j, k) =
α
2β
t
2β
α 22rλ2ℓ+1
∑
m∈Z
(ρα(m))
qr . (3.5)
First we prove (3.4). We can assume that n ≥ 6, ⌊ns1⌋ ≥ 1 and ⌊nt1⌋+ 2 < ⌊ns2⌋, which is true if
n is large enough. This implies that j + 3 ≤ k for each k and j such that ⌊ns1⌋ ≤ j ≤ ⌊nt1⌋ − 1 and
⌊ns2⌋ ≤ k ≤ ⌊nt2⌋ − 1. As a consequence, applying inequalities (5.1) and (5.3), we obtain the estimate
⌊nt1⌋−1∑
j=⌊ns1⌋
(2j+2)∧(⌊nt2⌋−1)∑
k=⌊ns2⌋
|Gn(j, k)| ≤ C
⌊nt1⌋−1∑
j=⌊ns1⌋
⌊nt2⌋−1∑
k=⌊ns2⌋
n−4βrk(2β−α)rj(2β−α)rn−2βqrj(2β−α)qrk(α−2)qr
≤ Cn2−2(αr+qr),
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which converges to zero as n tends to infinity due to the fact that α > 0 and qr ≥ 1. On the other hand,
applying inequalities (5.1) and (5.4) we obtain the estimate
⌊nt1⌋−1∑
j=⌊ns1⌋
⌊nt2⌋−1∑
k=(2j+2)∨⌊ns2⌋
|Gn(j, k)| ≤ C
⌊nt1⌋−1∑
j=⌊ns1⌋
⌊nt2⌋−1∑
k=⌊ns2⌋
n−4βrj(2β−α)rk(2β−α)rn−2βqrj(2β+ν−2)qrk−νqr
≤ Cn2−2(αr+qr).
The exponent of n is the above estimate is always negative, so this term converges to zero as n tends
to infinity.
Next we prove (3.5). We can write
⌊nt⌋−1∑
j,k=0
Gn(j, k) =
⌊nt⌋−1∑
x=0
⌊nt⌋−1−x∑
j=0
(2− δx,0)Gn(j, j + x), (3.6)
where δx,0 denotes the Kronecker delta. First we will show that there exist constants C, δ > 0, such
that for 3 ≤ x ≤ ⌊nt⌋ − 1,
⌊nt⌋−1−x∑
j=0
(2− δx,0)|Gn(j, j + x)| ≤ Cx−1−δ. (3.7)
To show (3.7) we consider three cases:
Case 1: For j = 0, we have, using (5.1) and (1.9),
|G(0, x)| ≤ Cn−4βrx(2β−α)r|n−2β(φ(x + 1)− φ(x))|qr ≤ Cn−2β(2ℓ+1)x(2β−α)r−νqr
≤ Cx−2β(2ℓ+1)+(2β−α)r−νqr (3.8)
which provides the desired estimate, because the largest value of the exponent −2β(2ℓ + 1) + (2β −
α)r − νqr is obtained for r = ℓ− 1, and in this case this exponent becomes
−2β(ℓ+ 2)− (ℓ− 1)α− 3ν ≤ −α(2ℓ+ 1)− 3ν = −1− 3ν.
Case 2: Applying (5.3), yields
⌊nt⌋−1−x∑
j=x−2
|Gn(j, j + x)| ≤ C
⌊nt⌋−1−x∑
j=x−2
n−2β(2ℓ+1)j(2β−α)(r+qr)(j + x)(2β−α)r+(α−2)qr
≤ C
⌊nt⌋−1−x∑
j=x−2
n−2β(2ℓ+1)(j + x)(2β−α)(2ℓ+1)+(α−2)qr
≤ C′
⌊nt⌋−1−x∑
j=x−2
(j + x)−α(2ℓ+1)+(α−2)qr .
Hence, using the bound (j + x)(α−2)qr ≤ j(α−2)(qr−1)xα−2, and the condition α = 12ℓ+1 , we get
⌊nt⌋−1−x∑
j=x−2
|Gn(j, j + x)| ≤ Cxα−2
∞∑
j=1
j−1+(α−2)(qr−1). (3.9)
The sum in the right hand side is finite due to the fact that qr ≥ 3 and α < 1.
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Case 3: By (5.4),
x−2∑
j=0
|Gn(j, j + x)| ≤ C
x−2∑
j=0
n−2β(2ℓ+1)j2β(r+qr)−αr+(ν−2)qr (j + x)(2β−α)r−νqr . (3.10)
Notice that
n−2β(2ℓ+1)j2β(r+qr)(j + x)2βr ≤ n−2β(2ℓ+1)(j + x)2β(2ℓ+1) ≤ C
and
(j + x)−νqr ≤ j−ν(qr−1)x−ν .
Hence, by (3.10),
x−2∑
j=0
|Gn(j, j + x)| ≤
x−2∑
j=0
j−αr+(ν−2)qr(j + x)−αr−νqr ≤ x−ν
x−2∑
j=0
j−αr−2qr+ν(j + x)−αr
≤ Cx−ν
x−2∑
j=0
j−2αr−2qr+ν . (3.11)
The sum in the right hand side is finite due to the conditions qr ≥ 3 and ν ≤ 2.
Relation (3.7) follows from (3.8), (3.9) and (3.11). As a consequence, provided that we prove the
pointwise convergence
lim
n→∞
⌊nt⌋−1−x∑
j=0
Gn(j, j + x) =
α
2β
22ℓ+1−qrλ2ℓ+1t
2β
α (ρα(x))
qr , (3.12)
for any x ≥ 0, by applying the dominated convergence theorem in (3.6), we obtain (3.5). The proof of
(3.12) will be done in three steps.
Step 1. Since φ(y) = −λ(y − 1)α + ψ(y), for every x ≥ 1 we can write
E [(Xj+1 −Xj)(Xj+x+1 −Xj+x)]
= (j + 1)2β(φ(1 +
x
j + 1
)− φ(1 + x− 1
j + 1
)) + j2β(φ(1 +
x
j
)− φ(1 + x+ 1
j
))
= −λ(j + 1)2β−α(xα − (x− 1)α)− λj2β−α(xα − (x+ 1)α)
+ (j + 1)2β(ψ(1 +
x
j + 1
)− ψ(1 + x− 1
j + 1
)) + j2β(ψ(1 +
x
j
)− ψ(1 + x+ 1
j
)).
Hence, using the Mean Value Theorem for ψ, as well as (H.1), we deduce that for every x ≥ 1, there
exist constants γ1 and γ2 > 0, such that
E [(Xj+1 −Xj)(Xj+x+1 −Xj+x)]
= −λ(j + 1)2β−α(xα − (x − 1)α)− λj2β−α(xα − (x + 1)α)
+ (j + 1)2β−1ψ′(1 + γ1)− j2β−1ψ′(1 + γ2).
As a consequence, taking into account that ψ′ is bounded and α < 1,
lim
j→∞
(j + 1)α−2βE [(Xj+1 −Xj)(Xj+x+1 −Xj+x)] = −λ(2xα − (x− 1)α − (x+ 1)α). (3.13)
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In addition, from Lemma 5.1, it follows that
lim
j→∞
(j + 1)α−2βE
[
(Xj+1 −Xj)2
]
= lim
j→∞
(j + 1)α−2βE
[
(Xj+x+1 −Xj+x)2
]
= 2λ. (3.14)
Using (3.13) and (3.14), we get
lim
j→∞
ξ−1j,1 ξ
−1
j+x,1E [(Xj+1 −Xj)(Xj+x+1 −Xj+x)] =
1
2
(|x− 1|α + |x+ 1|α − 2 |x|α). (3.15)
Notice that the previous relation is also true for x = 0. Therefore, we deduce that for every ε > 0, there
exists M > 0, such that for every j ≥M ,∣∣∣∣ξ−qrj,1 ξ−qrj+x,1E [(Xj+1 −Xj)(Xj+x+1 −Xj+x)]qr − 2−qr(ρα(x))qr ∣∣∣∣ < ε. (3.16)
Step 2. Provided that we prove that
lim
n→∞
n−
2β
α
⌊nt⌋−1−x∑
j=0
ξ2ℓ+1j,1 ξ
2ℓ+1
j+x,1 =
α
2β
(2λ)2ℓ+1t
2β
α , (3.17)
taking into account the self-similarity of the process X , and the fact that α = 12ℓ+1 , the proof of (3.12)
will follow from
lim
n→∞
⌊nt⌋−1−x∑
j=0
∣∣∣ξ2ℓ+1−qrj,n ξ2ℓ+1−qrj+x,n 〈∂ j
n
, ∂ j+x
n
〉qr
H
− 2−qrξ2ℓ+1j,n ξ2ℓ+1j+x,n(ρα(x))qr
∣∣∣ = 0. (3.18)
Using (5.2) we can easily prove that
lim sup
n→∞
M∑
j=0
∣∣∣ξ2ℓ+1−qrj,n ξ2ℓ+1−qrj+x,n 〈∂ j
n
, ∂ j+x
n
〉qr
H
− 2−qrξ2ℓ+1j,n ξ2ℓ+1j+x,n(ρα(x))qr
∣∣∣ = 0. (3.19)
Applying the estimate (3.16) and the limit (3.17), we obtain
lim sup
n→∞
⌊nt⌋−1−x∑
j=M
∣∣∣ξ2ℓ+1−qrj,n ξ2ℓ+1−qrj+x,n 〈∂ j
n
, ∂ j+x
n
〉qr
H
− 2−qrξ2ℓ+1j,n ξ2ℓ+1j+x,n(ρα(x))qr
∣∣∣
= lim sup
n→∞
n−
2β
α
⌊nt⌋−1−x∑
j=M
ξ2ℓ+1j,1 ξ
2ℓ+1
j+x,1
×
∣∣ξ−qrj,1 ξ−qrj+x,1E [(Xj+1 −Xj)(Xj+x+1 −Xj+x)]qr − 2−qr (ρα(x))qr ∣∣
≤ ε α
2β
(2λ)2ℓ+1t
2β
α . (3.20)
Therefore, (3.19) and (3.20) imply (3.18).
Step 3. In order to prove (3.17) we proceed as follows. Using Lemma 5.1, as well as the condition α < 1,
we deduce that for every ε > 0, there exists M ∈ N, such that for every j ≥M ,∣∣∣(j−(2β−α)ξj,1ξj+x,1)2ℓ+1 − (2λ)2ℓ+1∣∣∣ < ε,
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and hence, since α = (2ℓ+ 1)−1,
n−
2β
α
⌊nt⌋−1−x∑
j=M
∣∣∣ξ2ℓ+1j,1 ξ2ℓ+1j+x,1 − (2λ)2ℓ+1j(2β−α)(2ℓ+1)∣∣∣
= n−
2β
α
⌊nt⌋−1−x∑
j=M
j(2β−α)(2ℓ+1)
∣∣∣ξ2ℓ+1j,1 ξ2ℓ+1j+x,1j−(2β−α)(2ℓ+1) − (2λ)2ℓ+1∣∣∣
≤ εn− 2βα
⌊nt⌋−1−x∑
j=M
j
2β−α
α .
Therefore, since
lim
n→∞
n−
2β
α
⌊nt⌋−1−x∑
j=0
j
2β−α
α =
α
2β
t
2β
α , (3.21)
we conclude that there exists a constant C > 0 depending on t and x, such that
lim sup
n→∞
n−
2β
α
⌊nt⌋−1−x∑
j=M
∣∣∣ξ2ℓ+1j,1 ξ2ℓ+1j+x,1 − (2λ)2ℓ+1j((2β−α)(2l+1)∣∣∣ < Cε,
and hence, by relation (3.21) and condition α = (2ℓ+ 1)−1, we conclude that
lim
n→∞
n−2β(2ℓ+1)
⌊nt⌋−1−x∑
j=0
ξ2ℓ+1j,1 ξ
2ℓ+1
j+x,1
= (2λ)2ℓ+1 lim
n→∞
n−2β(2ℓ+1)
⌊nt⌋−1−x∑
j=0
j(2β−α)(2ℓ+1) =
α
2β
(2λ)2ℓ+1t
2β
α ,
as required. The proof of Lemma 3.3 is now complete.
4 Asymptotic behavior of Sνn(f
′, t)
In this section we prove the main results, Theorems 1.5 and 1.6. We follow arguments similar to those
used in the proof of Theorem 1.1 of Binotto, Nourdin and Nualart [2], which was originally used in
[8]. For f ∈ C8ℓ+2(R) and a < b, we consider the approximation (4.1) below, which was proved in [8,
Theorem 3.6] using Taylor’s formula and the properties of ν
f(b) = f(a) + (b− a)
∫ 1
0
f ′(a+ y(b− a)) ν(dy) +
2ℓ∑
h=ℓ
κν,hf
(2h+1)
(
a+ b
2
)
(b − a)2h+1
+C(a, b)(b− a)4ℓ+2, (4.1)
where C(a, b) is a continuous function with C(a, a) = 0, and the κν,h are the constants given in [8,
Theorem 3.6]. In particular,
κν,ℓ =
1
(2ℓ)!
(
1
(2ℓ+ 1)22ℓ
−
∫ 1
0
(
y − 1
2
)2ℓ
ν(dy)
)
.
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Recall the notation X˜ t
n
and ∆X t
n
introduced in Section 2.3. From (4.1), it follows that for n ≥ 2,
f(Xt)− f(0) = Sνn(f ′, t) +
2ℓ∑
h=ℓ
⌊nt⌋−1∑
j=0
κν,hf
(2h+1)(X˜ j
n
)(∆X j
n
)2h+1 +Rn(t), (4.3)
where
Rn(t) =
⌊nt⌋−1∑
j=0
C(X j
n
, X j+1
n
)(∆X j
n
)4ℓ+2.
Then, we can write
f(Xt)− f(0) = Sνn(f ′, t) +
2ℓ∑
h=ℓ
Φhn(t) +Rn(t), (4.4)
where
Φhn(t) = κν,h
⌊nt⌋−1∑
j=0
f (2h+1)(X˜ j
n
)(∆X j
n
)2h+1. (4.5)
The term Rn converges to zero in probability, uniformly in compact sets. Indeed, for every T,K, ε > 0,
we can write
P
[
sup
0≤t≤T
|Rn(t)| > ε
]
≤ P
 sup
s,t∈[0,T ]
|t−s|≤ 1
n
|C(Xs, Xt)| > 1
K
+ P
⌊nT⌋−1∑
j=0
(∆X j
n
)4ℓ+2 > Kε
 . (4.6)
Since ∆X j
n
is a centered Gaussian variable, by (5.2), for all even integer r
sup
1≤j≤⌊nT⌋−1
E
[∣∣∣∆X j
n
∣∣∣r] ≤ (r − 1)!! sup
1≤j≤⌊nT⌋−1
E
[∣∣∣∆X j
n
∣∣∣2] r2 ≤ C(r − 1)!!n− rα2 ,
where (r − 1)!! denotes the double factorial (r − 1)!! =∏r−1k=0(r − 1− 2k). As a consequence, using the
Chebychev inequality and the condition α = 12ℓ+1 , we get
P
⌊nT⌋−1∑
j=0
(∆X j
n
)4ℓ+2 > Kε
 ≤ C
Kε
⌊nT ⌋
n
≤ C
Kε
. (4.7)
The convergence to zero in probability, uniformly in compact sets, of Rn(t) is obtained from (4.6) and
(4.7), by letting first n→∞, and then K →∞.
The previous analysis shows that the term Rn appearing in right hand side (4.4), does not contribute
to the limit as n goes to infinity, so the asymptotic behavior of Sνn(f
′, t) is completely determined by∑2ℓ
h=ℓΦ
h
n(t). The study of the stochastic process
∑2ℓ
h=ℓ Φ
h
n can be decomposed in the following steps:
first, we reduce the problem of proving Theorems 1.5 and 1.6, to the case where f is compactly supported,
by means of a localization argument. Then we prove that the processes Φhn(t), with h = ℓ, . . . , 2ℓ are
tight in the Skorohod topology, and only contribute to the limit as n goes to infinity, when h = ℓ.
Finally, we determine the behavior of Φℓn by splitting into the cases α =
1
2ℓ+1 and α >
1
2ℓ+1 . In the
case α > 12ℓ+1 , we show that Φ
ℓ
n → 0 in probability, which proves Theorem 1.6. For the case α = 12ℓ+1 ,
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we use the small blocks-big blocks methodology (see [2] and [6]) and Theorem 1.4, to prove that Φℓn
converges stably to {κν,ℓσℓ
∫ t
0
f (2ℓ+1)(Xs)dYs}t≥0, which proves Theorem 1.5.
We start reducing the problem of proving Theorems 1.5 and 1.6, to the case where f is compactly
supported. Define the process Z = {Zt}t≥0, by
Zt = κν,ℓσℓ
∫ t
0
f (2ℓ+1)(Xs)dYs. (4.8)
By (4.4), it suffices to show that for all f ∈ C8ℓ+2(R), the following claims hold:
1. If α = 12ℓ+1 ,
{
2ℓ∑
h=ℓ
Φhn(t)}t≥0
stably→ {Zt}t≥0 as n→∞, (4.9)
in the topology of D[0,∞).
2. If α > 12ℓ+1 , then for every t ≥ 0
2ℓ∑
h=ℓ
Φhn(t)
P→ 0, as n→∞. (4.10)
Notice that the convergences (4.9) and (4.10) hold, provided that:
1. If α = 12ℓ+1 , then,
a) For every h = ℓ, . . . , 2ℓ, the sequence Φhn is tight in D[0,∞).
b) The finite dimensional distributions of Φℓn converge stably to those of Z.
c) For every h = ℓ+ 1, . . . , 2ℓ and t ≥ 0, the sequence Φhn(t) converges to zero in probability.
2. If α > 12ℓ+1 , then Φ
h
n(t) converges to zero in probability for every h = ℓ, . . . , 2ℓ and t > 0.
In turn, these conditions are a consequence of the following claims:
(i) For every ε, T > 0 and h = ℓ, . . . , 2ℓ, there is a compact set K ⊂ D[0, T ], such that
sup
n≥1
P
[
Φhn ∈ Kc
]
< ε.
(ii) For every ε, δ > 0, t ≥ 0 and h = ℓ+ 1, . . . , 2ℓ, there exists N ∈ N, such that for every n ≥ N ,
P
[∣∣Φhn(t)∣∣ > δ] < ε.
(iii) Let ε > 0 and 0 ≤ t1 ≤ · · · ≤ td ≤ T be fixed. If α = 12ℓ+1 , then for every compactly supported
function φ ∈ C1(Rd,R), and every event B ∈ σ(X), there exists N ∈ N, such that for n ≥ N ,∣∣E [(φ(Φℓn(t1), . . . ,Φℓn(td))− φ(Zt1 , . . . , Ztd))1B]∣∣ < ε. (4.11)
(iv) If α > 12ℓ+1 , then for every ε, δ > 0, t ≥ 0 there exists N ∈ N, such that for every n ≥ N ,
P
[∣∣Φℓn(t)∣∣ > δ] < ε.
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Recall that Φhn depends on f via (4.5). We claim that it suffices to show conditions (i)-(iv) for f
compactly supported. Suppose that (i)-(iv) hold for every function in C8ℓ+2(R) with compact support,
and take a general element g ∈ C8ℓ+2(R). Fix L ≥ 1 and let gL : R → R be a compactly supported
function, with derivatives up to order 8ℓ+ 2, such that gL(x) = g(x) for every x ∈ [−L,L], and define
the processes Φ˜h,Ln = {Φ˜h,Ln (t)}t≥0, h = ℓ, . . . , 2ℓ and Z˜L = {Z˜Lt }t≥0, by
Φ˜h,Ln = kν,h
⌊nt⌋−1∑
j=0
g
(2h+1)
L (X˜ j
n
)(∆X j
n
)2h+1,
and
Z˜Lt = κν,ℓσℓ
∫ t
0
g
(2ℓ+1)
L (Xs)dYs.
Fix T > 0 and define as well the events AL,T = {sup0≤s≤T |Xs| ≤ L}. Then, for every ε > 0, there
exists a compact set KL ⊂ D[0, T ] such that for all h = ℓ, . . . , 2ℓ
sup
n≥1
P
[
Φ˜h,Ln ∈ KcL
]
<
ε
2
. (4.12)
Since Φhn = Φ˜
h,L
n in AL,T , we have
P
[
Φhn ∈ KcL
] ≤ P [Φhn ∈ KcL, AL,T ]+ P [AcL,T ] = P [Φ˜h,Ln ∈ KcL, AL,T ]+ P [AcL,T ]
≤ ε
2
+ P
[
AcL,T
] ≤ ε,
if L is large enough. This proves property (i) for g.
Given t ∈ [0, T ], for every ε > 0 there exists a constant NL > 0, such that for every n ≥ NL and for
every h = ℓ+ 1, . . . , 2ℓ,
sup
n≥1
P
[∣∣∣Φ˜h,Ln (t)∣∣∣ > δ] < ε2 . (4.13)
Again, this implies that
P
[∣∣Φhn(t)∣∣ > δ] ≤ P [∣∣Φhn(t)∣∣ > δ,AL,T ]+ P [AcL,T ] = P [∣∣∣Φ˜h,Ln (t)∣∣∣ > δ,AL,T ]+ P [AcL,T ]
≤ ε
2
+ P
[
AcL,T
] ≤ ε,
if L is large enough, which proves property (ii) for g.
Moreover, if α = 12ℓ+1 , then for every 0 ≤ t1 ≤ · · · ≤ td ≤ T there exists ML ∈ N, such that for all
n ≥ML, ∣∣∣E [(φ(Φ˜ℓ,Ln (t1), . . . , Φ˜ℓ,Ln (td))− φ(Z˜Lt1 , . . . , Z˜Ltd))1B∩AL,T ]∣∣∣ < ε2 , (4.14)
and if t ∈ [0, T ] and α > 12ℓ+1 , there exists RL ∈ N, such that for all n ≥ RL,
sup
n≥1
P
[∣∣∣Φ˜ℓ,Ln (t)∣∣∣ > δ] < ε2 . (4.15)
Similarly, we have∣∣E [(φ(Φℓn(t1), . . . ,Φℓn(td))− φ(Zt1 , . . . , Ztd))1B]∣∣
≤
∣∣∣E [(φ(Φ˜ℓ,Ln (t1), . . . , Φ˜ℓ,Ln (td))− φ(Z˜Lt1 , . . . , Z˜Ltd))1B1AL,T ]∣∣∣+ 2 sup
x∈Rd
|φ(x)|P [AcL,T ]
≤ ε
2
+ 2 sup
x∈Rd
|φ(x)|P [AcL,T ]
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and
P
[∣∣Φhn(t)∣∣ > δ] ≤ P [∣∣Φhn(t)∣∣ > δ,AL,T ]+ P [AcL,T ] = P [∣∣∣Φ˜h,Ln (t)∣∣∣ > δ,AL]+ P [AcL,T ]
≤ ε
2
+ P
[
AcL,T
]
.
Taking L large enough we conclude that properties (iii) and (iv) hold for g.
Therefore, we can assume without loss of generality that f has compact support. Relations (i), (ii)
and (iv), for f compactly supported follow from Lemma 4.1, while relation (iii) follows from Lemma
4.2. Modulo these two lemmas, which we state below, the proof of Theorem 1.5 is now complete.
Lemma 4.1. Assume that α ≥ 12h+1 . Consider the process Φhn, h = ℓ, . . . , 2ℓ defined in (4.5), for
f ∈ C8ℓ+2(R) with compact support. Then,
1. The sequence of processes {Φhn}n≥1, is tight in D[0,∞), for h = ℓ, . . . , 2ℓ.
2. If h ≥ ℓ+ 1, then Φhn P→ 0, in the topology of D[0,∞), as n→∞.
3. If α > 12ℓ+1 , then Φ
ℓ
n
P→ 0, in the topology of D[0,∞), as n→∞.
Proof. Fix h, ℓ ≤ h ≤ 2ℓ. As in Section 3, c0,h, . . . , ch,h will denote the coefficients of the Hermite
expansion of x2h+1, namely,
x2h+1 =
h∑
u=0
cu,hH2(h−u)+1(x).
Then, by (2.3), we can write
∆X2h+1j
n
ξ2h+1j,n
=
h∑
u=0
cu,h H2(h−u)+1
(
∆X j
n
ξj,n
)
=
h∑
u=0
cu,h δ
∂⊗2(h−u)+1jn
ξ
2(h−u)+1
j,n
 .
To prove the result, we use the above relation to write the process Φhn as a sum of multiple Skorohod
integrals plus a remainder term that converges uniformly to zero on compact intervals. Indeed, we can
write, for h = ℓ, . . . , 2ℓ,
Φhn(t) = κν,h
⌊nt⌋−1∑
j=0
h∑
u=0
cu,hξ
2u
j,nf
(2h+1)(X˜ j
n
)δ2h+1−2u(∂⊗2h+1−2uj
n
).
Hence, applying Lemma 2.1 with F = f (2h+1)(X˜ j
n
), q = 2h+ 1− 2u and u = ∂⊗2h+1−2uj
n
, we obtain
Φhn(t) = κν,h
h∑
u=0
2h+1−2u∑
r=0
(
2h+ 1− 2u
r
)
cu,hΘ
n
u,r(t), (4.16)
where the random variable Θnu,r(t), for h = ℓ, . . . , 2ℓ fixed, is defined by
Θnu,r(t) = δ
2h+1−2u−r
( ⌊nt⌋−1∑
j=0
ξ2uj,nf
(2h+1+r)(X˜ j
n
)∂⊗2h+1−2u−rj
n
〈
ε˜ j
n
, ∂ j
n
〉r
H
)
.
By (4.16), we can decompose the process Φhn(t), as
Φhn(t) = Ψ
h
n(t) +R
h
n(t), (4.17)
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where
Ψhn(t) = κν,h
h∑
u=0
2h−2u∑
r=0
(
2h+ 1− 2u
r
)
cu,hΘ
n
u,r(t), (4.18)
and
Rhn(t) = κν,h
h∑
u=0
cu,h
⌊nt⌋−1∑
j=0
ξ2uj,nf
(4h+2−2u)(X˜ j
n
)
〈
ε˜ j
n
, ∂ j
n
〉2h+1−2u
H
.
Therefore, to prove the lemma, it suffices to show the following four claims:
(a) The process Rhn = {Rhn(t)}t≥0 converges uniformly to zero in L1(Ω) on compact intervals, namely,
for each T > 0,
E
[
sup
t∈[0,T ]
∣∣Rhn(t)∣∣
]
→ 0
(b) The process Ψhn = {Ψhn(t)}t≥0 is tight in D[0,∞) for all ℓ ≤ h ≤ 2ℓ.
(c) The process Ψhn = {Ψhn(t)}t≥0 converges to zero in D[0,∞) for ℓ+ 1 ≤ h ≤ 2ℓ.
(d) If α > 12ℓ+1 , then the process Ψ
ℓ
n = {Ψℓn(t)}t≥0 converges to zero in probability in D[0,∞).
Proof of claim (a): Using inequality (5.2), as well as the fact that f has compact support, we deduce
that
E
[
sup
t∈[0,T ]
∣∣Rhn(t)∣∣
]
≤ C
h∑
u=0
⌊nT⌋−1∑
j=0
E
[∣∣∣f (4h+2−2u)(X˜ j
n
)
∣∣∣] ξ2uj,n ∣∣∣〈ε˜ j
n
, ∂ j
n
〉
H
∣∣∣2h+1−2u
≤ C
h∑
u=0
⌊nT⌋−1∑
j=0
n−αu
∣∣∣〈ε˜ j
n
, ∂ j
n
〉
H
∣∣∣2h+1−2u .
Hence, by inequality (5.6), there exists a constant C > 0, such that
E
[
sup
t∈[0,T ]
∣∣Rh,mn (t)∣∣
]
≤ C
h∑
u=0
n−αu−4β(h−u)
= C(n−αh +
h−1∑
u=0
n−αun−4β(h−u)) ≤ C(n−αh + hn−4β), (4.19)
which implies that supt∈[0,T ]R
h
n converges to zero in L
1(Ω), as required.
Proof of claims (b), (c) and (d): Since h ≥ ℓ and α ≥ (2ℓ+ 1)−1, by the ‘Billingsley criterion’ (see [1,
Theorem 13.5]), it suffices to show that for every 0 ≤ s ≤ t ≤ T , and p > 2, there exists a constant
C > 0, such that
E
[∣∣Ψhn(t)−Ψhn(s)∣∣p] ≤ Cn p2 (1−α(2h+1)) ∣∣∣∣⌊nt⌋ − ⌊ns⌋n
∣∣∣∣
p
2
. (4.20)
Indeed, relation (4.20) implies that
E
[∣∣Ψhn(t)−Ψhn(s)∣∣p] ≤ C ∣∣∣∣⌊nt⌋ − ⌊ns⌋n
∣∣∣∣
p
2
,
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so that Ψhn is tight. Moreover, if ℓ + 1 ≥ h or α > 12ℓ+1 , then E
[∣∣Ψhn(t)−Ψhn(w)∣∣p] → 0 as n → ∞,
which implies conditions (c) and (d).
To prove (4.20) we proceed as follows. By (4.18), there exists a constant C > 0, only depending on
h, ν and T , such that∥∥Ψhn(t)−Ψhn(s)∥∥Lp(Ω) ≤ C max0≤u≤h
0≤r≤2h−2u
∥∥Θnu,r(t)−Θnu,r(s)∥∥Lp(Ω) . (4.21)
For 0 ≤ u ≤ h and 0 ≤ r ≤ 2h− 2u, define the constant w = 2h+1− 2u− r ≥ 1. By Meyer’s inequality
(2.4), we have the following bound for the Lp-norm appearing in the right-hand side of (4.21).∥∥Θnu,r(t)−Θnu,r(s)∥∥2Lp(Ω)
=
∥∥∥∥∥∥δw
⌊nt⌋−1∑
j=⌊ns⌋
ξ2uj,nf
(2h+1+r)(X˜ j
n
)∂⊗wj
n
〈
ε˜ j
n
, ∂ j
n
〉r
H
∥∥∥∥∥∥
2
Lp(Ω)
≤ C
w∑
i=0
∥∥∥∥ ⌊nt⌋−1∑
j=⌊ns⌋
ξ2uj,nf
(2h+1+r+i)(X˜ j
n
)∂⊗wj
n
⊗ ε˜⊗ij
n
〈
ε˜ j
n
, ∂ j
n
〉r
H
∥∥∥∥2
Lp(Ω,H⊗(w+i))
= C
w∑
i=0
∥∥∥∥∥∥∥
∥∥∥∥∥∥
⌊nt⌋−1∑
j=⌊ns⌋
ξ2uj,nf
(2h+1+r+i)(X˜ j
n
)∂⊗wj
n
⊗ ε˜⊗ij
n
〈
ε˜ j
n
, ∂ j
n
〉r
H
∥∥∥∥∥∥
2
H⊗(w+i)
∥∥∥∥∥∥∥
L
p
2 (Ω)
.
(4.22)
From the previous relation, it follows that there exists a constant C > 0, such that
∥∥Θnu,r(t)−Θnu,r(s)∥∥2Lp(Ω) ≤ C w∑
i=0
∥∥∥∥ ⌊nt⌋−1∑
j,k=⌊ns⌋
ξ2uj,nξ
2u
k,nf
(2h+1+r+i)(X˜ j
n
)f (2h+1+r+i)(X˜ k
n
)
×
〈
∂ j
n
, ∂ k
n
〉w
H
〈
ε˜ j
n
, ε˜ k
n
〉i
H
〈
ε˜ j
n
, ∂ j
n
〉r
H
〈
ε˜ k
n
, ∂ k
n
〉r
H
∥∥∥∥
L
p
2 (Ω)
. (4.23)
Since f has compact support, by applying Minkowski inequality and Cauchy-Schwarz inequality in
(4.23), we deduce that
∥∥Θnu,r(t)−Θnu,r(s)∥∥2Lp(Ω) ≤ C w∑
i=0
⌊nt⌋−1∑
j,k=⌊ns⌋
ξ2u+rj,n ξ
2u+r
k,n
∥∥∥ε˜ j
n
∥∥∥i+r
H
∥∥∥ε˜ k
n
∥∥∥i+r
H
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣w .
From here, using the Cauchy Schwarz inequality, it follows that
∥∥Θnu,r(t)−Θnu,r(s)∥∥2Lp(Ω) ≤ C ⌊nt⌋−1∑
j,k=⌊ns⌋
ξ2u+rj,n ξ
2u+r
k,n
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣w
≤ C
⌊nt⌋−1∑
j,k=⌊ns⌋
ξ2hj,nξ
2h
k,n
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ .
Consequently, we get
∥∥Θnu,r(t)−Θnu,r(s)∥∥2Lp(Ω) ≤ C ⌊nt⌋−⌊ns⌋−1∑
x=0
⌊nt⌋−1−x∑
j=⌊ns⌋
ξ2hj,nξ
2h
j+x,n
∣∣∣〈∂ j
n
, ∂ j+x
n
〉
H
∣∣∣ . (4.24)
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Then the estimate (4.20) will follow from
ξ2hj,nξ
2h
j+x,n
∣∣∣〈∂ j
n
, ∂ j+x
n
〉
H
∣∣∣ ≤ Cn−α(2h+1)x−1−δ, (4.25)
for some δ > 0 and for all x ≥ 3 and ⌊ns⌋ ≤ j ≤ ⌊nt⌋ − 1. Set
Ĝ(j, j + x) = ξ2hj,nξ
2h
j+x,n|
〈
∂ j
n
, ∂ j+x
n
〉
H
|.
By considering the cases j = 0, j ≥ x+2 and 1 ≤ j ≤ x+2, for x ≥ 3, we obtain the following bounds:
Case j = 0: Using (1.9) and (5.2), we get
Ĝ(0, x) ≤ Cn−(2αh+2β)|φ(x + 1)− φ(x)|
≤ Cn−α(2h+1)x−ν .
Case j ≥ x+ 2: Using (5.3), we deduce that for every j ≥ x− 2,
Ĝ(j, x) ≤ Cn−2β(2h+1)j(2β−α)(h+1)(j + x)(2β−α)h+α−2
≤ Cn−2β(2h+1)j(2β−α)(h+1)(j + x)(2β−α)hxα−2
≤ Cn−2β(2h+1)(j + x)(2β−α)(2h+1)xα−2 = Cn−α(2h+1)xα−2.
Case j ≤ x+ 2 : Using (5.4), we deduce that for all j ≤ x− 2,
Ĝ(j, x) ≤ Cn−2β(2h+1)j(2β−α)h+2β+ν−2(j + x)(2β−α)h−ν . (4.26)
If ν ≥ 2− α, then
(j + x)−ν = (j + x)α−2(j + x)2−α−ν ≤ xα−2j2−α−ν ,
and thus, by (4.26),
Gˆ(j, x) ≤ Cn−2β(2h+1)j(2β−α)(h+1)(j + x)(2β−α)hxα−2 ≤ Cn−α(2h+1)xα−2. (4.27)
On the other hand, if ν ≤ 2− α, then by (4.26),
Gˆ(j, x) ≤ Cn−2β(2h+1)j(2β−α)h+2β−α(j + x)(2β−α)h−ν
≤ Cn−2β(2h+1)j(2β−α)(h+1)(j + x)(2β−α)hx−ν
≤ Cn−α(2h+1)x−ν . (4.28)
The proof of the lemma is now complete.
Lemma 4.2. Assume that α = 12ℓ+1 and let 0 ≤ t1 ≤ · · · ≤ td ≤ T be fixed. Define Φℓn and Z by (4.5)
and (4.8) respectively, for some function f with compact support. Then,
(Φℓn(t1), . . . ,Φ
ℓ
n(td))
stably→ (Zt1 , . . . , Ztd). (4.29)
Proof. We follow the small blocks-big blocks methodology (see [2] and [6]). Let 2 ≤ p < n. For k ≥ 0,
define the set
Ik = {j ∈ {0, . . . , ⌊nt⌋ − 1} | k
p
≤ j
n
<
k + 1
p
}.
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The basic idea of the proof of (4.29), consists on approximating (Φℓn(t1), . . . ,Φ
ℓ
n(td)) by the random
vector (Φ˜n,p(t1), . . . , Φ˜n,p(td)), where
Φ˜n,p(t) = κν,ℓ
⌊pt⌋∑
k=0
∑
j∈Ik
f (2ℓ+1)(X k
p
)(∆X j
n
)2ℓ+1.
By Proposition 1.4, for everyF -measurable and bounded random variable η, the vector (Φ˜n,p(t1), . . . , Φ˜n,p(td), η)
converges in law, as n tends to infinity, to the vector (Ξ1p, . . . ,Ξ
d
p, η), where
Ξip = κν,ℓσℓ
⌊pti⌋∑
k=0
f (2ℓ+1)(X k
p
)(Y k+1
p
− Y k
p
), for i = 1, . . . , d.
In turn, when p → ∞, the random vector (Ξ1p, . . . ,Ξdp, η) converges in probability to a random vector
with the same law as (Zt1 , . . . , Ztd , η), which implies (4.29), provided that
lim
p→∞
lim sup
n→∞
d∑
i=0
∥∥∥Φℓn(ti)− Φ˜n,p(ti)∥∥∥
L2(Ω)
= 0. (4.30)
Indeed, if (4.30) holds, then for all g : Rd+1 → R differentiable with compact support, and every p ≥ 1,
lim sup
n→∞
∣∣E [g(Φℓn(t1), . . . ,Φℓn(td), η)− g(Zt1 , . . . , Ztd , η)]∣∣
≤ lim sup
n→∞
∣∣∣E [g(Φℓn(t1), . . . ,Φℓn(td), η)− g(Φ˜n,p(t1), . . . , Φ˜n,p(td), η)]∣∣∣
+ lim sup
n→∞
∣∣∣E [g(Φ˜n,p(t1), . . . , Φ˜n,p(td), η)− g(Zt1 , . . . , Ztd , η)]∣∣∣
= lim sup
n→∞
∣∣∣E [g(Φℓn(t1), . . . ,Φℓn(td), η)− g(Φ˜n,p(t1), . . . , Φ˜n,p(td), η)]∣∣∣
+
∣∣E [g(Ξ1p, . . . ,Ξdp, η)− g(Zt1 , . . . , Ztd , η)]∣∣ .
Then, taking p→∞, we get
lim
n→∞
∣∣E [g(Φℓn(t1), . . . ,Φℓn(td), η)]− E [g(zt1 , . . . , Ztd , η)]∣∣ = 0,
as required.
In order to prove (4.30) we proceed as follows. Following the proof of (4.16), we can show that
Φℓn(ti) = κν,ℓ
ℓ∑
u=0
2ℓ+1−2u∑
r=0
(
2ℓ+ 1− 2u
r
)
cu,ℓΘ
n
u,r(ti), (4.31)
Φ˜n,p(ti) = κν,ℓ
ℓ∑
u=0
2ℓ+1−2u∑
r=0
(
2ℓ+ 1− 2u
r
)
cu,ℓΘ˜
n,p
u,r(ti), (4.32)
where Θnu,r(t) and Θ˜
n,p
u,r(t) are defined, for 0 ≤ u ≤ ℓ and 0 ≤ r ≤ 2ℓ+ 1− 2u, by
Θnu,r(t) = δ
2ℓ+1−2u−r
( ⌊pti⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(2ℓ+1+r)(X˜ j
n
)∂⊗2ℓ+1−2u−rj
n
〈
ε˜ j
n
, ∂ j
n
〉r )
,
Θ˜n,pu,r(t) = δ
2ℓ+1−2u−r
( ⌊pti⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(2ℓ+1+r)(X k
p
)∂⊗2ℓ+1−2u−rj
n
〈
ε k
p
, ∂ j
n
〉r )
.
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In view of (4.31) and (4.32), relation (4.30) holds true, provided that we show that for every t ≥ 0
lim
p→∞
lim sup
n→∞
∥∥∥Θnu,r(t)− Θ˜n,pu,r(t)∥∥∥
L2(Ω)
= 0. (4.33)
We divide the proof of (4.33) in several steps.
Step 1. First we prove (4.33) in the case r = 2ℓ+ 1− 2u. To this end, it suffices to show that for every
p fixed,
lim
n→∞
∥∥∥∥∥∥
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(4ℓ+2−2u)(X k
p
)
〈
ε k
p
, ∂ j
n
〉2ℓ+1−2u
H
∥∥∥∥∥∥
L2(Ω)
= 0, (4.34)
and
lim
n→∞
∥∥∥∥∥∥
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(4ℓ+2−2u)(X˜ j
n
)
〈
ε˜ j
n
, ∂ j
n
〉2ℓ+1−2u
H
∥∥∥∥∥∥
L2(Ω)
= 0. (4.35)
Relation (4.35) was already proved in Lemma 4.1 (see inequality (4.19)). In order to prove (4.34) we
proceed as follows. Since f has compact support, there exists a constant C > 0, such that for every
u = 0, . . . , ℓ, we have∥∥∥∥∥∥
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(4ℓ+2−2u)(X k
p
)
〈
ε k
p
, ∂ j
n
〉2ℓ+1−2u
H
∥∥∥∥∥∥
L2(Ω)
≤ C
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,n
∣∣∣〈ε k
p
, ∂ j
n
〉
H
∣∣∣2ℓ+1−2u
≤ C
(
k
p
)2β(ℓ−u)
φ(1)ℓ−u
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2ℓj,n
∣∣∣〈ε k
p
, ∂ j
n
〉
H
∣∣∣ ,
where the last inequality follows from Cauchy-Schwarz inequality and (1.2). Therefore, by relation (5.2)
there exist a constant Ck,p > 0, such that∥∥∥∥∥∥
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nf
(4ℓ+2−2u)(X k
p
)
〈
ε k
p
, ∂ j
n
〉2ℓ+1−2u
H
∥∥∥∥∥∥
L2(Ω)
≤ Ck,pn−αℓ
⌊pt⌋∑
k=1
∑
j∈Ik
(
k
p
)2β ∣∣∣∣φ( (j + 1)pnk
)
− φ
(
jp
nk
)∣∣∣∣ .
Using the decomposition (1.7) we get∣∣∣∣φ( (j + 1)pnk
)
− φ
(
jp
nk
)∣∣∣∣ ≤ λ [( (j + 1)pnk − 1
)α
−
(
jp
nk
− 1
)α]
+
∣∣∣∣ψ( (j + 1)pnk
)
− ψ
(
jp
nk
)∣∣∣∣
≤ λ
[(
(j + 1)p
nk
− 1
)α
−
(
jp
nk
− 1
)α]
+ sup
x≥1
|ψ′(x)| p
nk
.
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The sum in j ∈ Ik of this expression is bounded by a constant not depending on n because the first term
produces a telescopic sum and the second term is bounded by a constant times 1/n. This completes
the proof of the convergence (4.34).
Step 2. Next we show (4.33) for 0 ≤ r ≤ 2ℓ− 2u. To this end, define the variables
Fn,pk,j,r = f
(2ℓ+1+r)(X˜ j
n
)
〈
ε˜ j
n
, ∂ j
n
〉r
− f (2ℓ+1+r)(X k
p
)
〈
ε k
p
, ∂ j
n
〉r
.
We aim to show that for every u = 0, . . . , ℓ, and 0 ≤ r ≤ 2ℓ− 2u,
lim
p→∞
lim sup
n→∞
∥∥∥∥∥∥δ2ℓ+1−2u−r
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗2ℓ+1−2u−r
j
n
∥∥∥∥∥∥
L2(Ω)
= 0. (4.36)
Define w = 2ℓ+ 1− 2u− r. By Meyer’s inequality (2.4), we have
∥∥∥∥∥∥δw
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗w
j
n
∥∥∥∥∥∥
2
L2(Ω)
≤ C
w∑
i=0
∥∥∥∥∥∥
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nD
iFn,pk,j,r ⊗ ∂⊗wj
n
∥∥∥∥∥∥
2
L2(Ω;H⊗(w+i))
= C
w∑
i=0
⌊pt⌋∑
k1,k2=0
∑
j1∈Ik1
j2∈Ik2
ξ2uj1,nξ
2u
j2,nE
[〈
DiFn,pk1,j1,r, D
iFn,pk2,j2,r
〉
H⊗i
] 〈
∂ j1
n
, ∂ j2
n
〉w
H
.
(4.37)
By the Cauchy-Schwarz inequality, we have
∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣ ≤ ξj1,nξj2,n, and hence,∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣w ≤ (ξj1,nξj2,n)2ℓ−2u−r ∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣ ,
which, by (4.37), implies that
∥∥∥∥∥∥δw
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗q
j
n
∥∥∥∥∥∥
2
L2(Ω)
≤
w∑
i=0
⌊pt⌋∑
k1,k2=0
∑
j1∈Ik1
j2∈Ik2
ξ2ℓ−rj1,n ξ
2ℓ−r
j2,n
∥∥∥DiFn,pk1,j1,r∥∥∥L2(Ω,H⊗i)
∥∥∥DiFn,pk2,j2,r∥∥∥L2(Ω,H⊗i)
∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣
≤
w∑
i=0
max
(k,j)∈Jn,p
∥∥∥DiFn,pk,j,r∥∥∥2
L2(Ω,H⊗i)
⌊pt⌋∑
k1,k2=0
∑
j1∈Ik1
j2∈Ik2
ξ2ℓ−rj1,n ξ
2ℓ−r
j2,n
∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣ ,
(4.38)
where Jn,p denotes the set of indices
Jn,p = {(k, j) ∈ N | 0 ≤ k ≤ ⌊pt⌋+ 1 and k
p
≤ j
n
≤ k + 1
p
}.
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We can easily check that
Fn,pk,j,r = f
(2ℓ+1+r)(X˜ j
n
)
〈
ε˜⊗rj
n
− ε⊗rk
p
, ∂⊗rj
n
〉
H⊗r
+
(
f (2ℓ+1+r)(X˜ j
n
)− f (2ℓ+1+r)(X k
p
)
)〈
ε k
p
, ∂ j
n
〉r
H
,
and hence, we have
DiFn,pk,j,r = f
(2ℓ+1+r+i)(X˜ j
n
)ε˜⊗ij
n
〈
ε˜⊗rj
n
− ε⊗rk
p
, ∂⊗rj
n
〉
H⊗r
+ f (2ℓ+1+r+i)(X˜ j
n
)
(
ε˜⊗ij
n
− ε⊗ik
p
)〈
ε k
p
, ∂ j
n
〉r
H
+
(
f (2ℓ+1+r+i)(X˜ j
n
)− f (2ℓ+1+r+i)(X k
p
)
)
ε⊗ik
p
〈
ε k
p
, ∂ j
n
〉r
H
.
From the previous equality, and the compact support condition of f , we deduce that there exists a
constant C > 0, such that∥∥∥DiFn,pk,j,r∥∥∥
L2(Ω,H⊗i)
≤ C
∥∥∥ε˜⊗ij
n
∥∥∥
H⊗i
∣∣∣∣〈ε˜⊗rj
n
− ε⊗rk
p
, ∂⊗rj
n
〉
H⊗r
∣∣∣∣+ C ∥∥∥∥ε˜⊗ij
n
− ε⊗ik
p
∥∥∥∥
H⊗i
∣∣∣〈ε k
p
, ∂ j
n
〉r
H
∣∣∣
+
∥∥∥f (2ℓ+1+r+i)(X˜ j
n
)− f (2ℓ+1+r+i)(X k
p
)
∥∥∥
L2(Ω)
∥∥∥∥ε⊗ik
p
∥∥∥∥
H⊗i
∣∣∣〈ε k
p
, ∂ j
n
〉r
H
∣∣∣ ,
and hence,∥∥∥DiFn,pk,j,r∥∥∥
L2(Ω,H⊗i)
≤ C
∥∥∥ε˜ j
n
∥∥∥i
H
∥∥∥∥ε˜⊗rj
n
− ε⊗rk
p
∥∥∥∥
H⊗r
∥∥∥∂ j
n
∥∥∥r
H
(4.39)
+ C
∥∥∥∥ε˜⊗ij
n
− ε⊗ik
p
∥∥∥∥
H⊗i
∥∥∥ε k
p
∥∥∥r
H
∥∥∥∂ j
n
∥∥∥r
H
+
∥∥∥f (2ℓ+1+r+i)(X˜ j
n
)− f (2ℓ+1+r+i)(X k
p
)
∥∥∥
L2(Ω)
∥∥∥ε k
p
∥∥∥r+i
H
∥∥∥∂ j
n
∥∥∥r
H
.
Using the Cauchy-Schwarz inequality, as well as (1.2), we have that for every γ ∈ N, γ ≥ 1, there exists
a constant C > 0 such that∥∥∥∥ε˜⊗γj
n
− ε⊗γk
p
∥∥∥∥
H⊗γ
≤
∥∥∥ε˜ j
n
− ε k
p
∥∥∥
H
γ−1∑
i=0
∥∥∥ε˜ j
n
∥∥∥i
H
∥∥∥ε k
p
∥∥∥γ−1−i
H
≤ C
∥∥∥ε˜ j
n
− ε k
p
∥∥∥
H
.
As a consequence, by (4.39), there exists a constant C > 0 such that∥∥∥DiFn,pk,j,r∥∥∥
L2(Ω,H⊗i)
≤ Cξrj,n
(∥∥∥ε˜ j
n
− ε k
p
∥∥∥
H
+
∥∥∥f (2ℓ+1+r+i)(X˜ j
n
)− f (2ℓ+1+r+i)(X k
p
)
∥∥∥
L2(Ω)
)
≤ Cξrj,n
(
E
[
sup
|t−s|≤ 1
p
∣∣∣X˜t −Xs∣∣∣2
] 1
2
+ E
[
sup
|t−s|≤ 1
p
∣∣∣f (2ℓ+1+r+i)(X˜t)− f (2ℓ+1+r+i)(Xs)∣∣∣2
] 1
2 )
.
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From the previous inequality, we deduce that the function
Qp = sup
n≥1
ξ−2rj,n
q∑
i=0
max
(k,j)∈Jn,p
∥∥∥DiFn,pk,j,r∥∥∥2
L2(Ω,H⊗i)
,
satisfies limp→∞Qp = 0. Hence, by (5.2) and (4.38),∥∥∥∥∥∥δq
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗q
j
n
∥∥∥∥∥∥
2
L2(Ω)
≤ CQp
⌊pt⌋∑
k1,k2=0
∑
j1∈Ik1
j2∈Ik2
ξ2ℓj1,nξ
2ℓ
j2,n
∣∣∣〈∂ j1
n
, ∂ j2
n
〉
H
∣∣∣
= CQp
⌊nt⌋∑
i1,i2=0
ξ2ℓi1,nξ
2ℓ
i2,n
∣∣∣〈∂ i1
n
, ∂ i2
n
〉
H
∣∣∣
≤ CQp
⌊nt⌋−1∑
x=0
⌊nt⌋−1−x∑
j=0
ξ2ℓj,nξ
2ℓ
j+x,n
∣∣∣〈∂ j
n
, ∂ j+x
n
〉
H
∣∣∣ . (4.40)
Using the previous inequality, as well as (4.25), we deduce that∥∥∥∥∥∥δq
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗q
j
n
∥∥∥∥∥∥
2
L2(Ω)
≤ CtQp
∞∑
x=0
n1−α(2ℓ+1)(1 + x)−1−δ, (4.41)
for some δ > 0. Since, α = 12ℓ+1 , relation (4.41) implies that
∥∥∥∥∥∥δq
⌊pt⌋∑
k=0
∑
j∈Ik
ξ2uj,nF
n,p
k,j,r∂
⊗q
j
n
∥∥∥∥∥∥
2
L2(Ω)
≤ CtQp. (4.42)
Relation (4.36) then follows from (4.42) since limp→∞Qp = 0. The proof is now complete.
5 Appendix
The following lemmas are estimations on the covariances of increments of X . The proof of these results
relies on some technical lemmas proved by Nualart and Harnett in [12]. In what follows C is a generic
constant depending only on the covariance of the process X .
Lemma 5.1. Under (H.1), for 0 < s ≤ t we have
E
[
(Xt+s −Xt)2
]
= 2λt2β−αsα + g1(t, s),
where |g1(t, s)| ≤ Cst2β−1.
Proof. See [12, Lemma 3.1] and notice that the proof only uses that |ψ′| is bounded in (1, 2].
Remark 5.2. Notice that g1(t, s) satisfies |g1(t, s)| ≤ Csαt2β−α, because α < 1 and α ≤ 2β. Therefore,
for any 0 < s ≤ t, we obtain
E
[
(Xt+s −Xt)2
] ≤ Csαt2β−α.
With the notation of Section 2.3, this implies
ξ2j,n ≤ Cn−2βj2β−α. (5.1)
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On the other hand, we deduce that for every T > 0, there exists C > 0, which depends on T and the
covariance of X , such that
sup
0≤t≤⌊nT⌋
E
[
∆X2t
n
]
≤ Cn−α. (5.2)
Lemma 5.3. Let j, k, n be integers with n ≥ 6 and 1 ≤ j ≤ k. Under (H.1)-(H.2), we have the following
estimates:
(a) If j + 3 ≤ k ≤ 2j + 2, then ∣∣∣E [∆X j
n
∆X k
n
]∣∣∣ ≤ Cn−2βj2β−αkα−2. (5.3)
(b) If k ≥ 2j + 2, then ∣∣∣E [∆X j
n
∆X k
n
]∣∣∣ ≤ Cn−2βj2β+ν−2k−ν . (5.4)
Proof. We have
E
[
∆X k
n
∆X j
n
]
= n−2β(j + 1)2β
(
φ
(
k + 1
j + 1
)
− φ
(
k
j + 1
))
− n−2βj2β
(
φ
(
k + 1
j
)
− φ
(
k
j
))
= n−2β
(
(j + 1)2β − j2β)(φ(k + 1
j + 1
)
− φ
(
k
j + 1
))
+ n−2βj2β
[
φ
(
k + 1
j + 1
)
− φ
(
k
j + 1
)
− φ
(
k + 1
j
)
+ φ
(
k
j
)]
.
We first show (5.3). Condition j + 3 ≤ k ≤ 2j + 2 implies that the interval
[
k
j+1 ,
k+1
j
]
is included in
the interval [1, 5]. Therefore, using (1.8) and (1.9), we deduce that there exists a constant C > 0 such
that for all x ∈
[
k
j+1 ,
k+1
j
]
,
|φ′ (x)| ≤ C(k/j)α−1.
and
|φ′′ (x)| ≤ C(k/j)α−2.
The estimate (5.3) follows easily from the Mean Value Theorem.
On the other hand k ≥ 2j + 2 implies that the interval
[
k
j+1 ,
k+1
j
]
is included in the interval
[2,∞]. Therefore, using (1.8) and (1.9), we deduce that there exists a constant C > 0 such that for all
x ∈
[
k
j+1 ,
k+1
j
]
,
|φ′ (x)| ≤ C(k/j)−ν .
and
|φ′′ (x)| ≤ C(k/j)−ν−1.
Therefore, estimate (5.4) follows easily from the Mean Value Theorem. The proof of the lemma is now
complete.
Last, we have two technical results that have been used in the proofs of Theorems 1.5 and 1.6. For
a fixed integer n and nonnegative real t1, t2, note that the notation of Section 2.3 gives
E[∆X t1
n
∆X t2
n
] =
〈
∂ t1
n
, ∂ t2
n
〉
H
.
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Lemma 5.4. Assume X satisfies (H.1) and (H.2). Then for any integer n ≥ 2 and real T > 0, there
is a constant C is a constant which depends on T and the covariance of X, such that
sup
0≤k≤⌊nT⌋−1
⌊nT⌋−1∑
j=0
∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ ≤ Cn−α. (5.5)
Proof. In view of the estimate (5.2), we can assume that n ≥ 6 and 4 ≤ j + 3 ≤ k or 4 ≤ k + 3 ≤ j. If
4 ≤ j + 3 ≤ k, from the estimates (5.3) and (5.4), we deduce∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ ≤ Cn−2βj2β−2.
Summing in the index j we get the desired result, because 2β − 1 ≤ 0 and 2β ≥ α. On the other hand,
if 4 ≤ k + 3 ≤ j ≤ 2k + 2, the estimates (5.3) yields∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ ≤ Cn−2βk2β−αjα−2 ≤ Cn−αjα−2,
which gives the desired estimate. Finally, if 4 ≤ k + 3 and 2k + 2 ≤ j, the estimate (5.4) yields∣∣∣〈∂ j
n
, ∂ k
n
〉
H
∣∣∣ ≤ Cn−2βk2β+ν−2j−ν .
If α+ ν − 2 ≤ 0, then summing the above estimate in j we obtain the bound
Cn−2βk2β−α+(α+ν−2) ≤ Cn−α.
On the other hand, if α+ ν − 2 > 0, then
Cn−2βk2β+ν−2j−ν ≤ Cn−2βk2β−α
(
k
j
)α+ν−2
jα−2 ≤ Cn−αjα−2
and summing in j we get the desired bound.
Lemma 5.5. Assume that 0 < α < 1 and let n ≥ 1 be an integer. Then, for every r ∈ N and T ≥ 0,
⌊nT⌋−1∑
j=0
∣∣∣〈∂ j
n
, ε˜ j
n
〉
H
∣∣∣r ≤ Cn−2β(r−1). (5.6)
Proof. By (1.2),〈
∂ j
n
, ε˜ j
n
〉
H
=
1
2
E
[
(X j+1
n
−X j
n
)(X j+1
n
+X j
n
)
]
=
1
2
E
[
X2j+1
n
−X2j
n
]
= φ(1)Ψn(j),
where
Ψn(j) =
((
j + 1
n
)2β
−
(
j
n
)2β)
.
We can easily show that Ψn(j) ≤ Cn−2β, and hence,
⌊nT⌋−1∑
j=0
∣∣∣〈∂ j
n
, ε˜ j
n
〉
H
∣∣∣r = φ(1)r ⌊nT⌋−1∑
j=0
Ψn(j)
r ≤ Cn−2β(r−1)
⌊nT⌋−1∑
j=0
Ψn(j).
Since the right-hand side of the last inequality is a telescopic sum, we get
⌊nT⌋−1∑
j=0
∣∣∣〈∂ j
n
, ε˜ j
n
〉
H
∣∣∣r ≤ Cn−2β(r−1)(⌊nT ⌋
n
)2β
.
Relation (5.6) follows from the previous inequality.
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