We carried out large-scale molecular-dynamics simulations of the classical Rayleigh-Taylor ͑RT͒ phenomenon in a Lennard-Jones molecular liquid. We have observed from these simulations, involving 10 6 -10 7 particles, the development of hydrodynamic instabilities from two different kinds of interacting particles. A free surface is introduced by deploying an overlying void. For a box with a dimension up to about 1 m and two layers having different particle sizes, the fingering type of instability is observed as a result of oscillations caused by the gravitational field. In this gridless scheme, surface waves can be captured self-consistently. For equally sized particles, a spontaneous ''fluctuation driven'' mixing with a long start-up time is observed. These moleculardynamics results suggest the possibilities of upscaling the RT phenomenon. For conducting these numerical experiments, which require at least ϳ10 5 time steps, a single simulation would require 100-200 Tflops of massively parallel computer power.
INTRODUCTION
Let us consider a model consisting of interacting particles for describing the dynamics of physical systems. The maximum number of particles that can be simulated by the most powerful computers is 10 Ϫ15 of the Avogadro number, N A .
One can hardly assume that it will ever reach N A . However, in the last 30 years the number of particles in molecular dynamics has increased from 10 3 to 10 9 , a realistic number for some types of situations. One way to enlarge the simulation scale is by increasing the number of particles while still being able to complete calculations within a reasonable period of time. This involves a simplification of the rules for both the interactions and motion. This approach has been applied in lattice-gas ͑for example, in Ref. 1͒ and lattice-Boltzmann-gas 2 models. Another way to extend to the macroscopic level upward is to treat particles not as atoms but as mesoscopic objects, ''droplets'' of fluid, interacting with somewhat artificial interactions. There are two principal methods using this idea: ͑1͒ dissipative particle dynamics ͑DPD͒ introduced recently for simulation of complex fluids 3 and ͑2͒ smoothed particle hydrodynamics ͑SPH͒, first applied for astrophysical simulations 4 and adopted subsequently to hydrodynamic problems. 5 It was recently shown that DPD and SPH are conceptually almost identical. 6 The purpose of this article is to demonstrate that wellknown hydrodynamic instabilities can emerge spontaneously in microscopic particle systems. These phenomena are relatively difficult to obtain, since they require large particle ensembles and/or long simulation runs. We have used a microscopic molecular-dynamics ͑MD͒ system with rare-gas-like atoms interacting via a Lennard-Jones potential. Because of the large number of particles, the system itself may be regarded as mesoscale, covering the spacetime domain of micrometers and nanoseconds. We emphasize here that we do not treat the atomic parameters rigorously but, rather, adjust them to observe their influence on the dynamics of the system.
Earlier MD results by Rapaport, 7-9 Holian and Ravello, 10 Cui and Evans, 11 and the authors of Refs. 12-15 employed much smaller numbers of particles-typically around 10 4 . Those results show phenomena such as the formation of eddies behind an obstacle, hydrodynamic instabilities, fracture formation, and penetration mechanics, which are usually observed in macroscale, can also be detectable in the mesoscale. Due to this self-similarity, one may expect that some correlation and distribution functions can be scale-invariant, as they are in power-law fractal distributions. 16 This is the reason why in Ref.
12 the au-thors have proposed MD as the method to be used for mesoscopic simulations of phenomena, which cannot be described by solving partial differential equations ͑PDEs͒ due to the discontinuous changes in the density, material properties, momenta, and energy.
I. PARTICLE MODEL: IN SEARCH OF THE SOURCE OF MICROSCALE HYDRODYNAMIC INSTABILITIES
These simulations have been carried out in a twodimensional ͑2D͒ box configuration. The particles interact with each other via a Lennard-Jones potential and move in accordance with Newtonian laws. In this model two different types of particles, A and B, are employed, i.e., particles with different masses and different interaction potentials, U AA , U AB , and U BB . Each two-body interaction employed is the two-range Lennard-Jones potential in the standard form with three parameters:
where ␣ and ␤ denote particle types, ⑀ is the well depth of the potential, can be roughly treated as a nearest distance between particles, and r i j is the actual distance between particles i and j. We assume that there are two kinds of particles: the heavier have mass equal to 40 amu ͑the mass of argon atoms͒ or greater, while the lighter have mass of half this size. The well depth ⑀ is set to 119.8k B joules for all interactions, which also is a valid value for argon. The parameter has been set in a somewhat arbitrary way. Lighter particles always have equal to 3.4 Å, whereas heavier particles can be of the same size or be shrunk to ϭ2.8 Å. By making the parameter of heavy particles smaller, the development of instability is considerably accelerated.
The particles all move according to Newton's equations of motion, which are second-order ordinary differential equations ͑ODEs͒ solved numerically in subsequent time steps using a leapfrog algorithm:
where v i and r i are, respectively, the velocity and coordinate of particle i, m l is the mass of the l-kind of particle, f i j is a force between particles i and j, and G is the external gravitational force acting downward. Time step ⌬t varies between 1ϫ10 Ϫ14 and 2ϫ10 Ϫ14 s, which for up to 5 ϫ10 5 time steps in Rayleigh-Taylor simulations yields a total simulation time of up to 10 ns.
The particles are initially confined to the lower half of the domain, leaving a free surface together with an empty computational void ͑i.e., no particles initially͒. The total number of simulated particles varies from 0.72ϫ10 6 up to 1.1ϫ10 6 , which enables us to simulate the particle fluid samples covering, initially, a rectangle of about 0.57 mm in length by a height of 0.14-0.21 mm. This number seems to be somewhat optimal ͑for the applied short-range potential͒ because simulations for greater numbers of particles ͑up to 10 million on a 3.45ϫ0.36 mm rectangle͒ have not yielded qualitative changes in the patterns. On the other hand, for smaller numbers of particles (ϳ10 4 ) these complex mixing patterns cannot be captured with such coarse resolution. For fewer particles (2ϫ10 4 ), as was shown in Refs. 17 and 18, we have obtained only one pair of eddies because the heavier fluid replaced the lighter as a single splashing bubble.
With the classical Navier-Stokes fluid-dynamical equations, 19 one can compute both the critical wavelength crit ͑perturbations of wavelength less than crit are damped by surface tension and viscous forces͒ and the most unstable wavelength m of disturbances, which will develop subsequently. Let us assume that the system with no initial perturbation allowed be kept at constant temperature. As discussed above, the macroscopic model fails to predict the evolution of such a system due to the lack of driving forces. On the contrary, in MD simulation, thermal fluctuations can spontaneously initiate these instabilities.
In order to observe more complex structures, we have restricted ourselves to 2D systems only. Otherwise, for three-dimensional ͑3D͒ instabilities we would need at least 10 8 -10 9 particles. In spite of this, the simulations in 2D space of 1 million particle ensembles in 5ϫ10 5 time steps for a broad set of parameters would, today, need peak supercomputer power. The largest simulation that has been made involved more than 100 Tflop. Therefore the computations, using a highly parallelized MD code, were run on up to 128 processors ͑actually the optimal number for a 10-million-particle simulation͒ on a Cray T3E with a 500-MHz clock at the Minnesota Supercomputing Institute. The results were postprocessed on 16 processors of Convex Exemplar SPP1600 in the Academic Computer Center, Kraków, Poland.
II. MODELING OF MICROSCALE HYDRODYNAMIC INSTABILITIES
Rayleigh-Taylor ͑RT͒ instability, observed in the laboratory, is a fingering instability involving an interface between two different fluids, which occurs when the light fluid, initially in the lower layer, protrudes through the heavy top fluid ͑Fig. 1͒. We can distinguish two kinds of instability: one when fluids are accelerated towards each other ͑Rayleigh-Taylor instability͒ and one when shock waves pass through an interface of fluids with vastly different physical properties ͑Richtmyer-Meshkov instability͒. Despite these differences, both types of instabilities have similar characteristics and often occur simultaneously. RT instabilities are difficult to model because they easily become chaotic. Thus they have an intrinsic appeal and one can hardly overestimate their importance. 20 The RT instability patterns produced during the mixing process vary in time: initially, rolls and eddies are observed, and then, they evolve into more and more chaotic structures. 21 As shown in Ref. 22 , also in microscale, they comprise the RayleighBénard and Kelvin-Helmholtz instability patterns. The latter accompanies all the processes connected with the counterflow motion of fluid portions, while the former occurs at the beginning of mixing. Due to the energy dissipated by RT instability, the vigor decreases and the system undergoes transformation to the chaotic system. Eventually thermal equilibrium is reached.
The continuum approach does not allow for the simulation of the transition from the equilibrium to nonequilibrium state with a single model. As was shown first by Rapaport for the Rayleigh-Bérnard convection case, 7, 8 both the equilibrium state ͑with heat advection and diffusion͒ and the transition to rolls can be obtained by the MD technique with a large number of interacting particles (ϳ10 4 ). As mentioned above, the RT system is initially unstable. Vibrations of the particles cause an instability with a microscopic origin. From the point of view of the macroscopic model, such a process could not occur and can be modeled only by introducing an artificial perturbation on the fluid boundary. The Kelvin-Helmholtz instability, which occurs on the border of spikes ͑jets͒, produces smaller and smaller irregularities. This leads to the qualitatively different results for the various particle resolutions. Existing macroscopic models of RT suffer from several limitations.
͑1͒ Initial perturbations must be imposed artificially.
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͑2͒ There are intrinsic difficulties in determining the role of statistical heterogeneities. ͑3͒ With the classical methods, the density discontinuity at the interface between light and heavy fluids poses serious theoretical and computational problems 20 due to the built-in assumptions as to the continuity of matter, momenta, energy, and the surface capillary forces.
The particle paradigm can be very useful for several reasons that follow.
͑1͒
The ''crossing-length-scale'' computer experiments, i.e., from micro to meso and from meso to macro, can justify the usage of the combined SPH/DPD ''quasiparticle'' approach and MD. ͑2͒ Due to the self-similarity of the phenomena observed at the micro-and macroscale, some of the results are expected to be scale-invariant.
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͑3͒ The effects occurring in small scales, such as droplet formation, plume bursting, the influence of statistically distributed inhomogeneities, and eddy formation, can be investigated. ͑4͒ We expect that the MD model via the scaling principle can produce informative quantitative results on the RT processes, which cannot be modeled classically, e.g., by mixing of inhomogeneous fluids, convection driven by sedimentation, 17, 18 systems in complicated geometries, discontinuous processes, etc. ͑5͒ MD can produce spontaneous formation of hydrodynamic instabilities, which can provide input into the mesoscopic and macroscopic models in the sense of upscaling.
III. RESULTS
Compared to infinite fluid layers, which is often assumed, 25 a finite thickness of particle layers results in a several-fold decrease of the most unstable wavelength m . This is a useful property by which to select the wavelength ''sensitivity'' of the mixing process. On the other hand, the growth rate of an optional perturbation wavelength drops considerably. 25 This may be the reason why we cannot observe RT instability patterns for only a few particles. To obtain mixing patterns in the microscale, faster growth rates are needed.
Various computer simulations of Rayleigh-Taylor instability by means of MD were presented in Ref. 22 . It has been observed that the difference in the size of superposed fluid particles ͑smaller one for the heavier upper fluid͒ is the strongest factor accelerating the mixing process in comparison with the varying temperature, Atwood number, the parameters of the Lennard-Jones potential, and the shape of computational box. The second reason for enhancing the mixing process and one tightly coupled to the previous one, is due to an initial ''shaking'' of the particle system, caused by the acceleration field G being switched on. The thin layer resulting from the collision of the two layers causes the shock wave. Particles are reflected back by the hard walls at the bottom. This results in oscillations of the entire system, which are damped out eventually.
In these simulations we have introduced a free surface with an overlying void, which enhances the vigor of instability by introducing buoyant bubbles on the surface. In Fig. 2 we observe in the subsequent images from two simulations that thickness of the upper layer exerts a very strong influence on the mixing. One can detect two concurrent processes: a periodic compression and decompression of the entire system and instabilities appearing on the interface between the two layers. Due to the smaller size of the particles from the upper layer, their numerical density is higher. The decompressional phase can be seen in the image at 0.75 ns, where the numerical density is lower in the whole system. In the simulation with the thin heavy layer ͑0.036 m͒ light particles can move up easily forming tiny sharp spikes and small bubbles ͑0.45 ns͒. The ''shaking'' causes the lighter particles to move upwards and the instability patterns ͑mushrooms͒ to develop. Bubbles and ''mushrooms'' expand quickly diminishing the density ͑0.75 ns͒ locally. Big bubbles form cavities, while heavy particles start to penetrate downwards ͑0.9 ns͒. Eventually after 1 ns, the bubbles tend to blow up on the surface, generating surface waves. With the thicker heavy layer ͑0.072 m͒ the process is much smoother. Due to the presence of more particles in the upper layer, light particles cannot move upward so fast. The whole process starts with a downward penetration and the surface is scarcely deformed.
The patterns formed are not as regular as they are for macroscopic simulations, but their qualitative behavior is similar. The mushrooms collide with each other and then undergo fragmentation. The irregularities are mainly due to the statistical inhomogeneities introduced by the fluctuations. The initial oscillations of the particle system, which set as a driving force for instabilities, are not introduced artificially and represent physically justified processes. The small fluctuations on the fluid interface are agitated up and down by the oscillations. Once the light fluid pushes the heavy one, it is followed by the reverse situation. Due to the thermal fluctuations, larger ͑lighter͒ particles can penetrate the upper layer. Smaller particles ͑of the same mass or heavier͒ begin to penetrate the nearby bottom layer. They accumulate between the two neighboring mushrooms formed by the larger particles. The smaller particles replace the larger ones and push the light fluid upward. The oscillations and chaotic thermal motion amplify this strong time-dependent process.
For a free-surface system, we have observed three stages of transition from the open thermodynamic system to equilibrium. First, the gravitational energy is accumulated by yielding a critical state, then it is dissipated via a rolling structure formation ͑Rayleigh-Bénard type of instabilitymaximum dissipation͒, followed by a counterflow with two different fluids ͑Kelvin-Helmholtz instability, the saddle point of the energy-dissipation curve͒ and finally by surface waves, which are close to equilibrium with a minimum amount of dissipation.
On the other hand, for particles with the same size, the oscillations do not initiate the mixing. This occurs after the oscillations stop. In Fig. 3 , in contrast to the situation presented in Fig. 2 , the numerical particle density is higher in the bottom layer ͑due to the pressure exerted by the upper layer͒. Therefore, heavy particles cannot penetrate as easily as for the previous case. Mixing starts only after 4 ns and has a completely different character than before. Previously, the process was initiated by the acceleration field being turned on. At this time the dynamics have a spontaneous and critical character. For quite a long time the sys- tem seemed to be stable. Meanwhile, the potential and kinetic energies increased almost linearly. The ''phase transition'' appears after 4 ns, i.e., 2ϫ10 5 time steps. As can be observed in Fig. 4 , it begins, in fact, slightly earlier.
The cause of the mixing was due to stochastic fluctuations, shown in the center of the second ͑small͒ picture. The development becomes apparent just after the accumulation of sufficient energy. The start-up time of such a process is not allowed by classical fluid-dynamics theories. This can only be obtained from the stochastic character of the particles method. When the fluids exchange their positions ͑about 6 ns after the initial stage͒, they move in opposite directions and Kelvin-Helmholtz patterns can then be observed ͑see Ref. 22͒ .
Development of the instability depends very strongly on the different sizes of the particles, but also on the mass ratio of light to heavy particles and the thicknesses of the respective layers. Due to the collective influence of these parameters, the process of mixing can be accelerated for certain combinations of them. In Fig. 5 we can see the growth of mixing layer for three different mass ratios. The fastest growth is for the 100:20 mass ratio because of constructive vibrational interference of the entire system with the interface layer.
IV. CONCLUDING REMARKS
The unstable initial conditions endow the RT mixing process with excess energy. This energy is distributed in the form of RT mixing patterns. The combined effect of different particle sizes ͑the parameter in the Lennard-Jones potential͒ and oscillations caused by the gravitational field can considerably accelerate the mixing. Because of this fact, RT patterns can be observed in the microscale. When the size of the particles is the same for both fluids, differing only in mass, and the critical wavelength is comparable to the computational box size and greater than the fluid-layer thickness, the mixing phenomenon is quite different from that observed for macroscopic fluids of infinite or thick fluid layers. The mixing is delayed, and the process observed subsequently becomes critical. This result, i.e., a long accumulation of energy and rapid mixing, may be somehow related in the macroscale to the longer-timescale processes investigated in other fields by, e.g., geophysicists ͑motion of lithospheric layers, 26 earthquakes, etc.͒ and astrophysicists ͑the processes accompanied with stellar evolution and supernovae explosions͒. 27 Our results have provided the following conclusions.
͑1͒
Initial perturbations produced at the microscale can also be propagated into the macroscale. This upscaling phenomenon would also apply to the nature of statistical heterogeneities, which can be directly investigated by the MD model. ͑2͒ The MD approach, when applied to a RT phenomenon, can be used for investigations of the transition from unstable to stable equilibrium for open thermodynamic systems. This can yield information on the nature of dissipative systems and self-organized critical structures.
This paradigm based on particles 28 can be used not only in statistical physics but also in other areas as well. Therefore, we feel that the particle-based method will become more popular with ever-increasing computer power. A lack of new ideas for solving very large-scale problems with sharply varying properties by standard partial-differential equation techniques will also spur progress along this direction of upscaling. 
