Abstract. This paper gives a new proof for the approximation theorem and the characterisation of normalisability using intersection types. The technique applied is to define reduction on derivations and to show a strong normalisation result for this reduction. From this result, the characterisation of strong normalisation and the approximation result will follow easily; the latter, in its turn, will lead to the characterisation of (head-)normalisability.
Intersection type assignment
In this section, the essential type assignment system of [2] is presented, a restricted version of the system presented in [7] , together with some of its properties. The major feature of this restricted system is, compared to the BCD-system, a restricted version of the derivation rules and the use of strict types. It also forms a slight extension of the strict type assignment system that was presented in [1] ; the main difference is that the strict system is not closed for η-reduction, whereas the essential system is. Definition 1. 1. T s , the set of strict types, and T , the set of strict intersection types, are defined through mutual induction by:
A statement is an expression of the form M : σ. M is the subject and σ the predicate of M : σ. 3. A basis is a set of statements with only distinct variables as subjects. Notice that T s is a proper subset of T .
We define ω as the empty intersection: if n = 0, then σ 1 ∩ · · · ∩σ n = ∩ n σ i ≡ ω, so ω does not occur in an intersection subtype. Notice that intersection type schemes (so also ω) occur in strict types only as subtypes at the left-hand side of an arrow type scheme. Unless stated otherwise, if ∩ n σ i is used to denote a type, then all σ i (i ∈ n) are assumed to be strict.
Definition 2 (Relations on types).
1. The relation ≤ is defined as the least pre-order (i.e. reflexive and transitive relation) on T such that:
The equivalence relation ∼ on types is defined by: σ ∼ τ ⇐ ⇒ σ ≤ τ ≤ σ, and we will work with types modulo ∼ . 3. We write B ≤ B ′ if and only if for every x:σ ′ ∈ B ′ there is an x:σ ∈ B such that σ ≤ σ ′ , and
Notice that T may be considered modulo ∼; then ≤ becomes a partial order. In this paper, however, in order to get a strong relation between the structure of types and derivations, types will not be considered modulo ∼ .
The (essential) intersection type assignment system is constructed from the set of strict types and the following derivation rules. In this way a syntax directed system is obtained, that satisfies the main properties of the BCD-system (see [2] ; the presentation of the derivation rules in that paper differs from that one used here). Definition 3. 1. Type assignment and derivations are defined by the following natural deduction system (where all types displayed are strict, except σ in the derivation rules (→I), (→E), and (Ax)):
We write B ⊢ M : σ if this statement is derivable using an intersection derivation, and write D :: B ⊢ M : σ when it was obtained through the derivation D. Notice that B ⊢ M : ω, for all B and M , as a special case of rule (∩I).
We should emphasise the difference between this notion of type assignment and the strict one of [3] ; instead of the rule (Ax) given above, it contained the rule
Notice, that this rule is a special case of rule (Ax) in that ∩ n σ i ≤ σ i , for all i ∈ n. This is, in fact, the only difference between strict and non-strict type assignment. As for the difference in derivable statements, in the essential system it is possible to derive ⊢ ⊥ λx.x : (α→β)→(α∩γ)→β, which is not possible in '⊢ S '.
Some of the properties of this system, proved in [2] , are:
We will use the following short-hand notation for derivations. We will identify derivations that have the same structure in that they have the same rules applied in the same order (so are derivations involving the same term); the types derived need not be the same.
We now extend the relation ≤ to derivations in ⊢ ⊥ ; this notion is pivotal in the proof of strong normalisation of derivation reduction.
Notice that ≤ is contra-variant in (→E); this is especially important in the proof of Lem. 11.
Derivation reduction
In this section, we will define a notion of reduction on derivations D :: B ⊢ M : σ. This will follow ordinary reduction, by contracting typed redexes that occur in D. We will prove in Section 3 that this notion of reduction is terminating, i.e. strongly normalisable. We first define substitution on derivations:
Definition 7 (Derivation substitution). For D :: B, x:σ ⊢ M : τ , and D 0 ::
τ is inductively defined by: 
Before coming to the definition of derivation-reduction, we need to define the concept of 'position of a subderivation in a derivation'. 
We now can give a clear definition of reductions on derivations; notice that this reduction corresponds to contracting a redex (λx.M )N in the term involved only if that redex appears in the derivation in a sub-derivation with type different from ω. 
Strong normalisation of derivation reduction
In this subsection, we will prove a strong normalisation result for derivation reduction..
In order to prove that each derivation in '⊢' is strongly normalisable with respect to → D , a notion of computable derivations is introduced (based on the technique of computability predicates [12, 10] ). We will show that all computable derivations are strongly normalisable with respect to derivation reduction, and then that all derivations in '⊢' contain a computable component.
The following lemma formulates the relation between the computability predicate and the relation ≤ on derivations, and is crucial for the proof of Theorem 14. The main difference between the solution of [3] and the one presented here lies in the fact that here we need to prove this lemma, whereas in [3] , it is not needed at all. Proof. By induction on the structure of types. Notice that We will now prove that Comp satisfies the standard properties of computability predicates, being that computability implies strong normalisation, and that, for the socalled neutral objects, also the converse holds.
The following theorem (14) shows that, if the instances of rule (Ax) are to be replaced by computable derivations, then the result itself will be computable. Before coming to this result, first two auxiliary lemmas are proved.
The first lemma shows that the predicate is closed for subject-expansion. We now come to the Replacement Theorem, i.e. the proof that for every derivation, if the instances of rule (Ax) in the derivation are to be replaced by computable derivations, then the result itself will be computable. Theorem 14. Assume B = x 1 :µ 1 , . . . , x n :µ n , D :: B ⊢ M : σ, and, for every i ∈ n, there are
Proof. By induction on the structure of derivations. and
Cases (∩I) and (→E) follow by induction.
Using this, we prove a strong normalisation result for derivation reduction. 
Approximate normal forms
We will now show that the above strong normalisation result leads to the approximation theorem, for which we will prepare the ground by introducing the necessary concepts. The notion of approximant for lambda terms was first presented in [13] , and is defined using the notion of terms in λ⊥-normal form (like in [6] , ⊥ is used, instead of ω; also, the symbol ⊑ is used as a relation on λ⊥-terms, inspired by a similar relation defined on Böhm-trees in [6] ).
