In this paper some new Hadamard-type inequalities for functions whose derivatives in absolute values are convex are established. Some applications to special means of real numbers are given. Finally, we also give some applications of our obtained results to get new error bounds for the sum of the midpoint and trapezoidal formulae.
Introduction
The following de…nition for convex functions is well known in the mathematical literature:
A Many inequalities have been established for convex functions but the most famous is the Hermite-Hadamar's inequality, due to its rich geometrical signi…cance and applications, which is stated as follow:
Let f : I R ! R be a convex mapping and a; b 2 I with a < b. Then
Both the inequalities hold in reversed direction if f is concave. Since its discovery in 1883, Hermite-Hadamard's inequality [4] has been considered the most useful inequality in mathematical analysis. Some of the classical inequalities for means can be derived from (1.1) for particular choices of the function f . A number of papers have been written on this inequality providing new proofs, noteworthy extensions, generalizations and numerous applications, see [1] - [13] and the references therein.
The main aim of this paper is to establish some new Hermite-Hadamard type inequalities for functions whose derivatives in absolute value are convex.
Main Results
To prove our results we need the following lemma:
Lemma 1. Let f : I R ! R be a di¤ erentiable function on I , the interior of I, where a; b 2 I with a < b. If f 0 2 L[a; b], then the following equality holds:
inequality holds:
Proof. Using Lemma 1 and taking the modulus, we have
Using the convexity of jf 0 j on [a; b], we get from the inequality (2.7) that
Evaluating each integral on right side of the inequality (2.8), we get (2.6). This completes the proof of the theorem.
Corollary 1.
In Theorem 1, if we choose x = a+b 2 and then using the convexity of jf 0 j, we get the following inequality:
(2.9)
Theorem 2. Let f : I R ! R be a di¤ erentiable function on I such that f 0 2 L[a; b], where a; b 2 I with a < b. If jf 0 j q is convex on [a; b] for some …xed q > 1, then the following inequality holds:
; (2.10)
for all x 2 [a; b] and 1 p + 1 q = 1.
Proof. From Lemma 1 and using the well-known Hölder integral inequality, we have
Similarly,
;
and
Using the last four inequalities in (2.11), we get the inequality (2.10), which completes the proof of the theorem.
Corollary 2. In Theorem 2, if we choose x = a+b 2 and then using the convexity of jf 0 j q , we get the following inequality:
The second inequality is obtained by using the fact that
for some …xed q 1, then the following inequality holds:
Proof. Suppose that q 1. From Lemma 1 and using the well-known power-mean inequality, we have
By making use of the last four inequalities in (2.14), we get (2.13). Hence the proof of the theorem is complete.
Corollary 3. In Theorem 2, if we choose x = a+b 2 and using similar arguments as in Corollary 2, we get the following inequality:
for some …xed q > 1, then the following inequality holds:
Proof. From Lemma 1 and using the well-known Hölder integral inequality for q > 1 and p =1 , we have
Since jf 0 j q is concave on [a; b], we can use the Jensen's integral inequality to obtain:
Analogously, we have that the following inequalities:
Using the last four inequalities in (2.17), we get (2.16). This completes the proof of the theorem.
Corollary 4. If in Theorem 4, we choose x = a+b 2 and assume that jf 0 j is a linear map, then we get the following inequality: 
Proof. First, by the concavity of jf 0 j q on [a; b] and the power-mean inequality, we note that
for all 2 [0; 1] and x, y 2 [a; b]. This shows that jf 0 j is also concave on [a; b]. Accordingly, using Lemma 1 and the Jensens's integral inequality, we have
for all x 2 [a; b], which is equivalent to (2.19 ) and the proof of the theorem is complete.
Corollary 5. If in Theorem 5, we choose x = a+b 2 and assume that jf 0 j is a linear map, then we have the following inequality:
(2.20)
Applications to Special Means
Now, we consider the applications of our Theorems to the special means. We consider the means for arbitrary real numbers a, b 2 R. We take (1) The arithmetic mean:
(2) The harmonic mean:
; a; b 2 Rn f0g :
(3) The logarithmic mean:
L (a; b) = ln jbj ln jaj b a ; a; b 2 R; jaj 6 = jbj ; a; b 6 = 0:
(4) Generalized log-mean:
Now using the results of Section 2, we give some applications to special means of real numbers. Proof. The assertion follows from Corollary 1 when applied to the function f (x) = x n , x 2 R, n 2 Z, jnj 2:
and n 2 Z, jnj 2. Then for p; q > 1 with 1 p + 1 q = 1, we have jA n (a; b) + A (a n ; b n ) 2L n n (a; b)j
Proof. The assertion follows from Corollary 2 when applied to the function f (x) = x n , x 2 R, n 2 Z, jnj 2:
and n 2 Z, jnj 2. Then q 1, we have jA n (a; b) + A (a n ; b n ) 2L n n (a; b)j Proof. The assertion follows from Corollary 3 when applied to the function f (x) = x n , x 2 R, n 2 Z, jnj 2:
Then
Proof. It is a direct consequence of Corollary 1 when applied to the function,
, then for all p > 1, we have
Proof. It follows directly from Corollary 2 for the function,
Then for all q 1, we have the inequality
Proof. It follows directly from Corollary 3 for the function, f (x) = 1
x , x 2 [a; b]. Remark 1. We can get several inequalities for means from Corollary 4 and Corollary 5 for a particular choice of the concave function f but we omit the details for the interested reader. and
where
are the midpoint and trapezoidal versions and E(f; d) and E 0 (f; d) are the associated errors respectively. Here, we derive some error estimates for the sum of midpoint and trapezoidal formulae. 
Proof. The proof is similar to that of Proposition 7 and it follows from Corollary 4.
Proposition 11. Let f : I R ! R be a di¤ erentiable function on I such that f 0 2 L[a; b], where a; b 2 I with a < b. If jf 0 j q is concave on [a; b] for some …xed q 1 and jf 0 j q is a linear map, then for every division d of [a; b], then the following inequality holds:
Proof. The proof is similar to that of Proposition 7 and it follows from Corollary 5.
