D
uring the last few years, a considerable amount of research on agricultural fi eld experiments has focused on the possibility of taking spatial correlations into account. It is generally accepted that more or less strong correlations exist between the yield data of neighboring plots. Wiebe (1935) already reported on the existence of covariances that decrease with increasing distance between plots. Th e consideration of these covariances raised the possibility of estimating treatment diff erences more precisely than with classical statistical approaches. Th is, in turn, may increase the probability of detecting diff erences. Th is fact has motivated scientifi c and practical interest in geostatistical models that use the information included in correlations. Th is study investigated some issues in the implementation of geostatistical methods in experimental practice, concentrating on designed on-station trials where several treatments are compared. Despite some specifi cs, basic questions likewise arise in on-farm trials (Piepho et al., 2011) .
Since Fisher (1935) , randomization in conjunction with replication of treatments and blocking of experimental units have been the basic principles of planning and analyzing fi eld experiments. In the case of randomized complete block designs, the classical analysis model assumes fi xed treatment and block eff ects and error terms that are normally distributed with an expectation value equal to zero and a constant variance. Th e covariances of the error terms are assumed to be equal to zero both within blocks and between blocks. We call this model the basic model (B) . Th e ANOVA with the classical F test and subsequent multiple treatment comparisons are based on this model. Due to the existing correlations, analyses using the basic model and all consequential statistical inferences are justifi ed solely in the mean of all randomizations (Brownie et al., 1993) . Randomization serves as the classical approach to overcome (Yates, 1938) or neutralize (Zimmerman and Harville, 1991) but not to eliminate (Grondona and Cressie, 1991) spatial correlations.
Starting with Papadakis (1937) and Bartlett (1938) , nearest neighbor methods were established to take spatial correlation between adjacent plots into account. Although revived and modifi ed in the 1960s and aft er, these methods have only partially been accepted for a variety of reasons. Zimmerman and Harville (1991) and Grondona and Cressie (1991) have investigated the idea of integrating geostatistical methods into the analysis of fi eld experiments. Whereas nearest neighbor methods indirectly take spatial dependencies between neighboring plots into account, geostatistical methods model the covariance function directly (Stroup, 2002; Richter and Kroschewski, 2006a) . Piepho et al. (2008) demonstrated the existence of specifi c relations between these two approaches.
Compared with classical analysis, spatial analysis changes from a model-driven to a data-driven approach related to the covariance structure. Th is means that the analysis model is no longer known a priori. It has to be selected from a set of covariance models by using a criterion that measures the goodness-of-fi t of diff erent models to a given data set (Burnham and Anderson, 1998; Spilke and Richter, 2007) . Due to this selection procedure, the analysis eff ort is much greater for the geostatistical than for the classical approach. Th e fi t of geostatistical models requires an iterative procedure. Th is iteration is oft en connected with numerical convergence problems, which further complicates the analysis.
To gain general acceptance of this change, extensive research on the advantages, disadvantages, and issues related to the implementation of geostatistical approaches has been done, and further research is necessary for the theoretical foundations as well as questions of the practical relevance and consequences.
Th e practical benefi t of using geostatistical models is oft en studied for trials that have already been conducted with several treatments and a given layout or by means of uniformity trials (Zimmerman and Harville, 1991; Grondona and Cressie, 1991; Brownie et al., 1993; Wu et al., 1998; Wu and Dutilleul, 1999; Stroup, 2002; Richter and Kroschewski, 2006b; Pilarczyk, 2007; Richter et al., 2007) . While trials that have already been conducted provide only the opportunity to analyze the data using diff erent models, the consequences of several designs and their layouts on model preference can also be studied by using uniformity trials. Th e investigations of Zimmerman and Harville (1991) , Wu et al. (1998) , and Wu and Dutilleul (1999) were based on uniformity trials. Th ey projected one or several designs with repeatedly randomized dummy treatments onto the whole uniformity trial and used diff erent spatial analysis models to analyze the data. Th e consideration of diff erent randomization plans enabled them to compare the observed and estimated variances of the treatment diff erences. Th e resulting bias was used to evaluate the analysis models.
Many of the studies mentioned above have shown that consideration of spatial dependency leads to a better model fi t and to a greater precision of treatment comparisons than the basic model; however, the model best suited to describe plot dependency oft en varies from study to study. Of course, this is not surprising because the experiments have been conducted under diff erent environmental conditions (soil and climate) and with diff erent crops. Furthermore, the researchers have partially selected the best-fi t model from diff erent candidate models.
Th is leads to a question of practical interest: whether, for diff erent trials conducted on a given fi eld, the same spatial model consistently shows the best fi t. If this proves to be true, the increased analysis eff ort connected with geostatistical approaches could be reduced in such cases where stationary experimental fi elds exist. To investigate whether this can be expected, we analyzed fi ve uniformity trials conducted on the same fi eld with four diff erent crops. We investigated the infl uence of diff erent possible determinants on the model decision: the crop, diff erent layouts of randomized complete block designs, the position on the fi eld, and the chosen randomized plan. Zimmerman and Harville (1991) , Wu et al. (1998) , and Wu and Dutilleul (1999) studied neither the role of position nor the role of randomization because the whole uniformity trial was regarded as one trial and the randomization was only used to calculate the bias for the model evaluation. To answer the questions raised above, we modifi ed their procedure. Th e modifi cation is explained below.
Th e additional analysis eff ort has to be considered in relation to the benefi t. Th erefore, we analyzed the observed and estimated standard errors of treatment diff erences for selected designs and all analysis models. Th e increased statistical power of the t-test and F test could not be demonstrated because we did not simulate treatment eff ects in this study. Th e coincidence of their empirical Type I errors and given nominal values is a necessary precondition, however, to obtain reliable statistical conclusions and valid estimations of the power. We checked the coincidence for the selected designs. Th e chosen strategy of our investigations enabled us to discuss the role of the trials layout as well as the roles of blocking and randomization in cases where geostatistical models are used.
MATERIALS AND METHODS
Th e uniformity trials under investigation here were laid out on the same fi eld at Blumberg, a former experimental station of the Humboldt-Universität Berlin, between 1954 and 1958 (Bätz, 1968 . Bätz (1968) For all years, the plot size was 2 by 2 m and the coordinates of the plots remained the same. Due to this fact, we have a situation where the infl uence of diff erent crops (combined with diff erent weather conditions) on the results of the analysis can be assessed. Th e plots were harvested by hand. Th e grain yield of the cereals, the beet root mass, and the whole plant mass of the hemp were recorded.
For our study, we used a 40-by 48-m subarea of the original 40-by 50-m trial. To control the infl uence of the design parameters on the analysis results, a total of 13 diff erent designs were constructed in the following way:
1. Plot size and plot shape: We used the original 2-by 2-m plots and created 2-by 8-and 8-by 2-m plots by combining neighboring original plots to more closely resemble commonly used plot sizes.
2. Block size and block shape: Four or 10 neighboring plots were investigated as complete blocks and each design consisted of four blocks. Th e plots were combined in diff erent ways so that diff erent block shapes existed for one plot size. Th e same was done to the diff erent block shapes so that diff erent design shapes resulted. All investigated designs were characterized by blocks where the plots were side by side in one row or in one column within the block (Table 1) .
To evaluate whether and to what extent the position in the fi eld and the randomized plan infl uenced the results, the following procedure was chosen:
3. Each design was shift ed across the fi eld so that diff erent positions resulted. Each shift involved one plot. Using this procedure, the data for each position diff ered by at least one plot. To get diff erent positions, the design dimensions could not be too large.
4. Four or 10 dummy treatments were assigned to the plots corresponding to the randomization strategy of a randomized complete block design. For each number of treatments, 1000 randomized plans were generated by PROC PLAN of SAS version 9.2 (SAS Institute, Cary, NC). Th e 1000 plans were projected onto each position. For Design 1, for example, 357 positions existed and on each position, 1000 plans were projected, resulting in 357,000 combinations of position and plan. Table 1 shows all investigated designs and their characteristics.
Statistical Analysis
To get a fi rst impression of the covariance structure, the covariograms of the data for the 2-by 2-, 2-by 8-, and 8-by 2-m plots were calculated. Because evaluating the covariograms for each position and design would have been too extensive, we calculated them for the whole fi eld. Of course, the empirical variances and covariances varied by position.
For each crop, each design, and each combination of position and plan, the data were analyzed by eight or nine models. In general, treatment and block eff ects were assumed to be fi xed eff ects. Th e eight or nine models refl ect a specifi c spatial dependency between plots and are summarized in Table 2 .
Th e spherical, power, and Gaussian isotropic models assume that the covariance between two plots can be described by . Th e fi rst-order random-walk model (r) uses the fact that the plots lie side by side in one row or in one column within a block. It assumes that all plots have the same dimension and that the plots within blocks are indexed in fi eld order.
Th is model has been investigated only in combination with the second option. It yields the same results as a linear variance model with fi xed block eff ects or the model of fi rst diff erences (Piepho et al., 2008) . We used the random-walk approach due to its good convergence behavior. In addition, for cases in which not all plots of the design lay side by side, the anisotropic power model (A) was tested in combination with a covariance over the whole experiment.
Attention should be paid to the diff erent defi nitions of the power model in the literature and likewise in the procedures of SAS. Th e above description corresponds to that of Littell et al. (2006) and the procedure PROC MIXED of SAS version 9.2, which was used for the data analysis. In this form, P and p are equivalent to the well-known exponential model; they are only diff erently parameterized (Littell et al., 2006) . Furthermore, p corresponds to the autoregressive model AR(1) assuming an autoregressive structure only within blocks. For Designs 2, 3, 4, and 9, P is equivalent to AR(1) assuming the autoregressive structure for the whole trial. Th ese equivalences arise due to the chosen layout of plots within blocks and of the blocks within the designs, respectively. Model A corresponds to AR(1) × AR(1) due to the lattice structure of the investigated designs. Table 1 includes the number of analysis models for each design. Richter and Kroschewski (2006b) analyzed the spatial structure of these trials. Th ey used all plots of the whole fi eld without projecting any design structure on the fi eld, however, and fi tted models that had up to six parameters. For these more complex models, the convergence has oft en been achieved only by using well-chosen initial parameter values. For this study, this procedure proved too cumbersome because of the very large number of runs, and the default of position-independent parameters did not lead to satisfying convergence behavior.
Th e data analysis was performed on the basis of the linear mixed model as implemented in the procedure PROC MIXED of SAS 9.2 using the restricted maximum-likelihood algorithm (Schabenberger and Pierce, 2002) . In this procedure, we specifi ed the model by fi xed treatment and fi xed block eff ects as class 
variables. Th e variance-covariance matrix of the error eff ects was chosen corresponding to the basic model or the spatial models.
Initially, we also analyzed all these models in combination with a nugget variance. Th e runs converged very rarely, however, so in the end we decided to exclude the nugget.
For each crop, design, and combination of position and plan, we evaluated the model fi t using the small-sample corrected version of Akaike's information criterion (AICC; Hurvich and Tsai, 1989) . Th e value of this criterion is the sum of -2 times the maximized restricted likelihood function (-2l R ) plus a penalty term. Th is term depends on the number of variance-covariance parameters, on the number of treatments, and on the number of replications. It ensures that models with a simpler variance-covariance structure are preferred. Burnham and Anderson (1998) suggested the use of AICC if the ratio of the total number of plots and the number of parameters is <40. In our study it was ≤40, so we followed their recommendation. To evaluate which sources caused variations in the AICC values among the combinations of plan and position, we split the total variance of the AICC values into the variance components for the positions, the plans, and the residuals. Th e latter corresponds to the variance component of the interaction between position and plan. Th e variance components were calculated per crop, design, and model, so that they are equivalent to the variance components calculated with the -2l R values. Setting the total variance equal to 100%, the proportions of the variance components were determined. On this basis, an overall assessment of crops, designs, and models with respect to the diff erent sources of variation is possible.
We ranked the models corresponding to the AICC for each combination of position and plan to assess the model preference by crop and design. Th e best model received the rank of 1 and the model with the worst fi t received a rank of 8 or 9 (depending on the number of fi tted models). In case of ties, the mid-rank method was used. If a model did not converge for one combination, the highest rank was given. Th us, the highest rank means either the worst fi t or no fi t. No convergence appeared frequently for P, p, and A. To evaluate the model preference for the positions in the mean of all plans, the mean rank of each model for each position was calculated and the same was done for each plan in the mean for all positions. We counted how oft en each model had the smallest rank for all combinations of position and plan and the smallest mean rank for the positions as well as for the plans. Especially for the designs with only four treatments, a spatial model sometimes reduced to the basic model. In such a situation, it was counted as the basic model. To evaluate the variability of the model preference and its variation sources, the total variance of the ranks was split into its components as was done for the AICC values above.
Designs 4, 9, 12, and 13 were analyzed in more detail to investigate the infl uence of the layout on the desired positive eff ect expected from using geostatistical approaches. For these designs, each crop, and each model, the mean observed and estimated standard errors of diff erences SED ( SED ]100 as well as the empirical Type I error for the t-test and the F test, using a nominal Type I error of 5%, were determined. To investigate the consequences of the model selection, we also calculated these quantities for each design and crop in the mean for the results of the best-fi tting models per combination. Generally, in the framework of linear mixed models with a variance-covariance matrix that has to be estimated, the bias of the SED follows from the use of estimated variance-covariances as if they would be known parameters; the variance of the estimators would not be taken into account. Th erefore, the SED of S, P, G, A, s, p and g is typically underestimated by est SED and the test statistics of the t-and F tests do not exactly follow the t-and F distributions, respectively. To overcome this problem, the following methods are useful:
1. Th e Satterthwaite method (Satterthwaite, 1941; Giesbrecht and Burns, 1985; Fai and Cornelius, 1996) corrects (downward) the degrees of freedom of 
For the whole trial Only within blocks the t-test and the denominator degrees of freedom of the F test.
2. Th e Kenward-Roger method Roger, 1997, 2009 ) corrects (downward) the degrees of freedom and also works with an asymptotic correction of the variance-covariances (Kackar and Harville, 1984) . In the following, we refer to the improved Kenward-Roger method for nonlinear covariance structures (Kenward and Roger, 2009 ) implemented in SAS version 9.2 PROC MIXED by the option ddfm = KR(fi rstorder).
Th rough simulations, we found that for the P model, the Kenward-Roger method extremely overestimates the SED, whereas the Satterthwaite method worked rather well. For the G model, the simulations continuously showed a smaller bias with the Kenward-Roger method; for the S model, the situation was not unique. Based on these results, the est SED and consequential quantities were calculated using the Satterthwaite method for P and p, and the Kenward-Roger method for G and g. For the models S and s, we found that the Satterthwaite method worked better for cereals in this study; for the non-cereals, we decided to use results based on the Kenward-Roger method. Figure 1 shows the yield maps and Fig. 2 the covariograms of the 2-by 2-m plots across the whole fi eld. Both fi gures demonstrate that covariances existed for all crops and that they were larger within columns than within rows, except for rye in the fi rst 6 m and for hemp in 1958 in the fi rst 8 m. Th e covariograms of the 2-by 8-and 8-by 2-m plots confi rm this impression (not presented). Based on these fi gures, normally the blocks would be laid out in the direction of columns and the plots at a right angle to this direction. In this case, the conditions within the blocks would be as homogenous as possible and most existing heterogeneity within the blocks would act in all plots in nearly the same manner. All designs that followed this recommendation are marked in Table 1 with R (recommended). Designs 6 and 7 are extremely inappropriate situations because the directions of the blocks and plots are not perpendicular to one another. Th e ranges of the omnidirectional covariograms lay approximately between 12 and 20 m. Within rows, these ranges are nearly the same for hemp in 1954, beet, and hemp in 1958; for rye and oat, they are a little larger. Except for hemp in 1958, the covariances within columns do not reach a value of zero up to 40 m. Th ese range parameters and the given recommendation, however, are the consequences of an average statement across the whole fi eld. For individual positions and when potentially existing block eff ects are taken into account, modifi cations do exist.
RESULTS
In Table 3 , the descriptive measures show that variances between the plots decrease as plot sizes increase. Due to existing covariances, the variances of the 2-by 8-and 8-by 2-m plots are larger than a quarter of the variance of the 2-by 2-m plots. Except for rye, the variation of the 8-by 2-m plots is smaller than that of the 2-by 8-m plots because the 8-by 2-m plots soak up more variation than the plots in the other direction. Th is exception for rye could mean that the directions of blocks and plots do not play such an important role as for the other crops. It is conspicuous that the relative reduction in variation for rye and oat is much smaller than that for the other crops; this was caused by their higher correlation between the 2-by 2-m plots. Th e coeffi cient of variation is the smallest for rye at 11.97% and the highest for oat at 41.83%. Th is relation between the coeffi cients conforms to the known fact that summer cereals react more sensitively than winter cereals in central Europe (Chmielewski and Köhn, 1999) . Th e higher yield variability of oat results from the oft en observed limited water supply during their short growing period. Th is implies that oat serves as a good soil marker and constitutes a favorable crop in uniformity trials. Figure 2 gives the impression that covariogram models with nugget variance would be appropriate for hemp in 1954 and beet-at least for designs with 2-by 2-m plots (Designs 1-3 and 10). Th is could not be confi rmed by the position-specifi c data analysis, however, and for larger plots, this impression vanished.
Th e mean AICC values of the diff erent crops could not be compared because they were infl uenced to a great extent by the diff erent variations in the yield data. Th e variances of the AICC values show a rather heterogeneous behavior, which is mainly characterized by diff erent crop reactions to the designs. Th e only consistent result is the more sensitive reaction of oat. In contrast, the relative proportions of the variance components of the AICC values (or of the -2l R values) are more or less homogeneous. In the mean of all crops, designs, and models, the relative proportion for the position is 78.1%, for the plans 1.3%, and for the interaction 20.6%. Th e position-dependent proportion shows certain diff erences among crops, designs, and models. Th e values for the crops (averaged across designs and models) are between 86.1% for oat and 72.7% for beet. For the designs (averaged across crops and models), the largest value is 83.8% (Design 1) and the smallest 68.3% (Design 13). Finally, the models (averaged across designs and crops) yield values between 82.5% for B and 71.5% for G. In particular, position determines the AICC variation for oat analyzed by B to be 90%. A small interaction between crops and designs exists; however, it does not substantially infl uence the interpretation. To determine which model is the best one for any given crop and design, we ranked the models according to the AICC on each combination of position and plan, as mentioned above. If one model was the best one (or the worst one) for all combinations, then the mean rank would be equal to 1 (or 8 or 9), with a total variance equal to 0 in both cases. Th e maximum total variance of 12.25 (or 16) would arise if a model was the best for half the combinations and the worst for the other half, with a mean rank of 4.5 (or 5). None of the analyzed situations yielded such extreme results. Table 4 provides the mean ranks and the total variances for Design 12 and two crops as an example. Due to these variances, the mean ranks are not good indicators to predict which model fi ts best in which situation. For both crops, it can be noticed that B is rather bad. For rye, S is oft en among the best models because of a small mean (1.74) and a small variance (0.91). Th e mean ranks and the variances for beet do not diff er among the spatial models in such a pronounced way as they do for rye. Here, r has the smallest mean rank (3.10); however, it does not have the smallest variance. Th erefore, it cannot be expected that this model dominates all situations as S does for rye. Furthermore, this table shows the variance components of the ranks for the positions (in the mean of plans) and for the plans (in the mean of positions). Here already it can be observed that the variance proportion caused by the plans is extremely small.
Because the information from the mean ranks and the variances was not appropriate to obtain a diff erentiated insight, we counted which model for which design and crop occurred most frequently as the best-fi tting one. Table 5 features only models with a relative frequency >10% and distinguishes among the following three cases: the best models for all combinations of position and plan, for the positions in the mean of plans, and for the plans in the mean across all positions. Th e bold type and underlines provide additional information on the amount of the frequency. Th e results for Design 12 and beet are explained as an example: For all 33,000 combinations of the 33 positions and 1000 plans, r had the best fi t most oft en (the smallest AICC and therefore the smallest rank). Models P and A follow with decreasing frequency (exactly 38.3, 18.8, and 11.7%). Th e remaining 31.2% results from several other models with frequencies <10%. For the 33 positions, P has the smallest mean rank (averaged across the plans) 12 times, the mean rank of r is the smallest 11 times, and s has the smallest mean rank for fi ve positions (exactly 36.4, 33.3, 15 .2, and several other models combined at 15.1%). For the mean of the positions, r has the smallest rank for 577 plans (57.7%), P for 405 plans (40.5%), and other models for the remaining 18 plans (1.8%).
It is obvious that in many cases B and r are preferred for Designs 1 to 5, 8, and 9. Th ese designs with only four treatments are relatively small. Th ey belong to the recommended designs or to the designs where plots and blocks lay at right angles to each other. For the majority of these cases, it is not necessary to take any correlation into account or a linear correlation function is appropriate for the short distances within a block (Design 1 constitutes an exception for rye). Designs 6 and 7 have four treatments as well; however, plots and blocks are not at a right angle to each other. For these cases, the spatial models dominate. For the larger Designs 10 to 13, the correlations exist across larger distances and the majority of the best models have a nonlinear or even a nonlinear anisotropic structure. In many cases, the number of best models in the mean across the positions reduces to only one or two models. In most cases, these models are exactly those ones that have the smallest mean rank across all combinations. Th is follows from the very small variation among the ranks caused by the plans. For example, in Design 12, r and P are the two models with the smallest mean rank for beet, and S prevails for rye (compare Tables 4 and 5) . Table 4 provides the variances of the ranked AICC values and the relative proportions of their components only for Design 12 and two crops. Th ese values were calculated for all designs and crops to get an overall assessment. Considering the total variances and the absolute values of their components, we found no results that could be generalized. Th e relative proportions do show more consistent properties, however, as we also have found for the variance components of the AICC values. On average for all crops, designs, and models, the variation of the ranks depends 36.5% on position, 0.9% on the plan, and 62.6% on individual reactions to a combination of position and plan. Th e models cause the largest diff erences in the reaction on position (averaged across designs and crops). Th e most positiondependent models were r (49.7%) and B (47.6%). Th e values of the other models were consistently smaller. Th e diff erences among the designs and crops were not as pronounced. Selected analysis results for Designs 4, 9, 12, and 13 were compared. Designs 4 and 9 have the same number of treatments, as do Designs 12 and 13, but they diff er from each other in layout: Designs 9 and 13 correspond to our recommendation, whereas the plots and blocks of Designs 4 and 12 have the opposite direction. Table 6 shows the eff ect of the diff erent layouts and the diff erent models on the estimated and observed precision of the treatment diff erences. In this table and in Fig. 3 and 4, the "best" model (indicated by b*) summarizes the results of the best models per combination (position × plan). Th at the results of the best model do not correspond to the smallest value in each row follows from the variances discussed above.
Aside from some exceptions for beet, the basic model yields the largest obs SED and est SED . For almost all crops plan r r /S s/p S/r S † B, basic; r, random walk; P and p, power; S and s, spherical; G and g, Gaussian; A, anisotropic power model. ‡ (A) indicates that the anisotropic model was analyzed. § Bold type indicates 50% ≤ frequency ≤ 90%; bold type and underline indicates 90% < frequency; nearly the same frequency is indicated by =. Table 6 . Mean standard errors of differences (SED) (est = estimated SED and obs = observed SED) for Designs 4, 9, 12, and 13 and all analysis models, as well as for the best model for each combination of position and plan. The smallest SED in each row is indicated in bold type; the largest SED in each row is indicated by bold italic type. For the spatial models, these two designs also yield mostly higher values than the others. Figures 3 and 4 show the SED bias (based on Table 6 ) as well as the empirical Type I errors for Designs 4, 9, 12, and 13.
For B, the SED bias is about zero in all instances, which reflects the fact that the error mean square is an unbiased estimator of the error variance. For this model, the empirical Type I errors of the t-test lies between 3.8 and 4.9% and of the F test between 3.0 and 4.8%; larger differences with the chosen nominal error can be seen for the cereals. For the F and t-test of the spatial models (except r), a moderate underestimation of the SED is acceptable due to the following downward correction of the degrees of freedom by the Satterthwaite or Kenward-Roger method. For the noncereals, most spatial models show a negative bias. Obviously, the negative bias cannot be completely corrected so that the empirical Type I errors mostly tend to values that are a little larger than 5%. The values of the t-test lie between 4.3 and 8.3% and of the F test between 2.9 and 15.3%, with the minimum and maximum resulting from Design 13. The cereals give a completely different impression. Models G and g mostly display a negative bias. Model p shows the same effect for Designs 4 and 9. All other spatial models have a positive SED bias, which means that their empirical errors are much too small and this causes conservative test decisions. For these models, the values of the t-test are between 1.6 and 5.0% and for the F test between 0.2 and 4.7%. Models G and g represent extreme opposites, especially for Designs 12 and 13. For rye, the empirical errors of the F test and t-test increase to 46.7 and 15.8%, respectively. Often, the empirical error of the F test has larger differences with the nominal error than does the t-test.
Th e results for the best-fi tting and selected models are much more interesting than the results for the individual models. For these models, empirical Type I errors are between 5.6 and 9.9% for the t-test and, for the F test, between 5.1 and 22.1%. Th e upper values come from rye in Design 13.
DISCUSSION
Th e geostatistical models analyzed here are rather popular and are implemented in SAS 9.2. Piepho et al. (2008) supplied the program code for analyzing the random-walk model. Th e fi t of anisotropic models was only possible for some designs. Geometrically anisotropic models and the anisotropic exponential model with fi ve parameters were not analyzed because Fig. 4 . Bias of the standard error of difference (SED) and empirical Type I errors of the t-test and F test for a nominal error of 5% for the rye and oat crops using Designs 4, 9, 12, and 13 and all analyzed models: : B, basic; r, random walk; P and p, power; S and s, spherical; G and g, Gaussian; A, anisotropic power model; b* indicates the best model. they commonly converged only by using reasonable initial parameters. Th e exclusion of a nugget variance conforms to Schabenberger and Pierce (2002) and Zimmerman and Harville (1991) , who referred to Besag and Kempton (1986) . Th ey stated that the nugget variance is unnecessary in many fi eld experiments. Other researchers have reported on other converse experiences so that a general recommendation to omit the nugget variance is not possible.
Model Fit and Model Preference Depending on the Position and the Randomized Plan
Th e analysis of the variance components of the AICC confi rmed our expectation that the position in the fi eld determines the highest proportion of variation in the model fi t. We also expected a stronger dependency on position for oat than for the other crops. Th e fi t of B showed a stronger infl uence of the position as it applied to the spatial models. Due to existing covariances, which are more or less pronounced at the diff erent positions, the spatial models have the ability to react more fl exibly to the characteristics of the diff erent positions than does the basic model. For all cases, the plans played a very small role in the mean across all the positions.
Th e variance components of the ranked AICC values give an impression of the variation in the model preference. Th e ranking of B and r was more infl uenced by position than the other spatial models. About 50% of the variation of their ranks depended on the position and 50% on the individual combination of position and plan. For the other models, about 67% of the variation depended on the individual combination. Practically, these results mean that the preference of a model for a given position and for a chosen plan is not predictable. In any case, one is bound to make an individual decision and this refers back to the choice of the selection criterion. We also performed all these analyses using Akaike's information criterion (Akaike, 1973) . Th e variance components of the AICC values are identical to those of the -2l R values and of any other information criterion; for the ranked values of the criteria, we obtained almost identical results.
Role of a Proper Layout: Blocking and Large-Scale Heterogeneity
Th e role of the layout of plots and blocks according to the classical recommendations was demonstrated by the results of Designs 4 and 12 compared with those of Designs 9 and 13, as well as for Designs 6 and 7 compared with Designs 4, 5, 8, and 9. From the discussion of the SED (observed and estimated), it follows that a proper layout still provides the best guarantee for obtaining precise estimations when using the basic model as well as spatial models. Th e results could lead to the mistaken impression that the precision of a badly planned design can be considerably improved by spatial analysis. Such trials involve the danger of biased treatment estimations, however, and the unbiasedness of the estimations cannot be checked for a single experiment.
One of the repeatedly discussed problems of analyses by using geostatistical models is the separation of large-scale and small-scale heterogeneity. Th e use of geostatistical models, which describe small-scale heterogeneity, assumes second-order stationarity. Th is stationarity is violated if large-scale heterogeneity exists and is not taken into account by an appropriate experimental design. In general, blocking aims to turn known disturbance factors into planning factors to get accurate and precise estimations of treatment diff erences. It should furthermore guarantee second-order stationarity when performing an analysis using spatial models. Depending on the experimental conditions, this may be achieved by designs with complete blocks, incomplete blocks, or by row-column designs (John and Williams, 1995) . In our study, for S, P, G, and A, this stationarity should be fulfi lled across the whole design aft er the subtraction of block eff ects, and within blocks for s, p, g, and r. Tamura et al. (1988) , Brownie et al. (1993) , and Richter et al. (2007) used polynomial functions of the plot coordinates to generate trend models for the description of large-scale heterogeneity that was not captured by blocks. In these studies, the selection of the polynomial degree played an important role in avoiding overfi tting. Based on Tamura et al. (1988) , Brownie et al. (1993) used a signifi cance level of 0.01 to decide whether a polynomial term should be included. Alternatively, the decision about the relevance of trend components can be made by using the information criteria, as Richter et al. (2007) and Spilke et al. (2010) have described. In doing so, it should be taken into account that only the information criteria of the maximum likelihood method can penalize the number of fi xed as well as the number of variance-covariance parameters. Besides these methods to describe large-scale variation, more sophisticated approaches have been suggested (Piepho et al., 2008) . Gilmour et al. (1997) suggested the addition of random eff ects for the large-scale trends, Verbyla et al. (1999) used smoothing splines, and Besag and Higdon (1999) worked with Bayesian methods to describe the fertility of a fi eld.
In our uniformity trials, we knew that large-scale heterogeneity existed for the whole fi eld. When searching for reasons for the stronger bias found for cereals in Designs 12 and 13, we proved whether such trend components described by polynomials of the coordinates should be taken into consideration for the individual positions. Finally, we did not fi nd serious changes in the results, and moreover, this could not really have been expected because Design 13 was a recommended design for which stationarity should have been a given.
In general, the existence of large-scale heterogeneity plays a more important role in on-farm trials (Piepho et al., 2011) . For on-station trials, however, appropriate block designs should be used to control these disturbance factors. Beyond this, the blocks provide the opportunity to capture management eff ects (e.g., temporal and staff eff ects) arising during the experiment.
The Role of Randomization in Spatial Models
Th e small variance components for the plans calculated from the AICC values as well as from their ranks should under no circumstances create the impression that randomization in the experiments is dispensable. Rather, its aim is to equalize potentially existing and, during the planning phase, unknown random disturbance infl uences on an experiment so that a bias of the estimated treatment means and their diff erences can be avoided in the mean of all randomizations. For the basic model, as well as for the spatial models, these estimations were unbiased in our study. For the basic model, randomization has the further function of justifying the use of this model for the analysis. Although covariances existed in the analyzed uniformity trials, the results of the basic model showed no SED bias and largely coincidental values of nominal and empirical Type I errors. Th is is the consequence of the large number of randomizations. Generally, this does not apply to analysis using spatial models. As mentioned above, the correlation structure will be neutralized in the mean of all randomizations. Th us it cannot be expected that the bias vanishes for the spatial models for one or only a few positions in the mean of the randomizations. In the studies of Zimmerman and Harville (1991) , Wu et al. (1998), and Dutilleul (1999) , diff erent positions did not exist because the whole uniformity trial was regarded as one design. Th ey calculated the bias of the estimated variances of treatment diff erences to evaluate the models by referring to Besag (1983) . Besag (1983) explicitly emphasized that this criterion is valid "in a randomization framework"; however, geostatistical models do not operate in such a framework. Generally, inference statements are valid conditionally on the correctness of the model; however, the correctness of a spatial model, and the inferences based on it, cannot be justifi ed in the mean of all randomizations as given for the basic model. Whether a correct spatial model has been chosen can only be proven in the mean of all (a large number of) realizations of a random fi eld and not in the mean of randomizations. In any case, if only one realization of a random fi eld exists, it can be expected that the observed and estimated variances of the differences are not equal.
Th ese remarks can be analogously applied to the bias of the standard deviations used in our study. In contrast to the above researchers, we had diff erent positions. Whether they can be considered as realizations of the same random fi eld cannot be answered. Th e fact that diff erent models showed the best fi t at diff erent positions is not necessarily caused by diff erent underlying random fi elds, as simulations have shown (Spilke and Richter, 2007) . Due to the chosen shift of the designs across the uniformity trials, the data for the diff erent positions are partially dependent. Whether and to what extent this procedure impacted the results cannot be assessed.
Questions That Have To Be Answered by Simulations
Th e question remains where the stronger bias for rye and oat comes from in the larger designs for the individual models as well as for the best selected models. Apparently, this was not caused by an inappropriate design but it was rather a question of the characteristics of the crops in combination with the soil. Generally, a bias may arise if an inappropriate model has been chosen or the model is correct but the number of realizations of the random fi eld is not large enough so that the bias would vanish in the mean. We noticed in our own simulations that considerable over-and underestimations for an individual realization of a random fi eld (averaged across the randomizations) were more likely in cases of strong correlations than in cases of weak correlations. Th is even applied if the true model was equivalent to the analysis model. So, the stronger correlations of the cereals in contrast to the weaker ones of the non-cereals may be the reason for the diff erently pronounced biases for the crops (cf. Table 3 ). Whereas the relatively small number of positions was insuffi cient for the cereals, the non-cereals showed better results even though they were not satisfactory either. Currently, we tend to this explanation for the observed bias.
For all cases with 10 treatments, the geostatistical models were better fi tted, and their analysis gave rise to a considerable gain in effi ciency compared with the basic model, from which a larger test power can be expected. Th e main problem that remains is compliance with the nominal Type I errors. Hu et al. (2006) and Spilke et al. (2010) have shown that the bias of the Type I error of the t-test more or less vanishes in the mean of a large number of realizations of a random fi eld. Hu et al. (2006) remarked, however, that the parameters of the simulation models infl uence the results. Th e role of the randomization has not been considered. Both studies used a pairwise consideration: one simulation model and one (the same or another) analysis model, where the latter was not selected by any information criterion. For practical situations, however, the results for the best-fi tting models are of interest. To clarify whether the general tendency toward too-liberal test decisions in the means of the best models is due to our special fi eld situation, simulations with a suffi cient number of realizations of a random fi eld and randomizations will be essential. Concerning the variance components of the model fi t and of the ranked information criteria, a few simulations we have conducted show an astonishing congruence with the results presented here.
Comparison of the Results of Different Crops and Potential Advantages of Analysis Using Spatial Models
We observed some similarities and some diff erences when comparing the results for the crops. Th e existence of covariances, their pronounced directions, and ranges are very similar. Due to the diff erent variances of the yield data, however, the correlations are diff erently pronounced. Th e model selections tend toward similar decisions insofar as the basic or randomwalk model is better suited to the small designs and nonlinear spatial models are better suited to the larger designs. Th ere are other experimental situations in which the linear model (r) is also appropriate for experiments with higher treatment numbers, however, as Pilarczyk (2007) and Müller et al. (2010) have reported. Th e idea that a particular covariance model is better suited than another for all subareas of the fi eld or for a specifi c crop has been proven to be untenable.
Whether a scientist is willing to spend an additional analysis eff ort certainly depends on the precision gain that can be expected. Because of the SED bias, the gain by using spatial models compared with using the basic model was evaluated on the basis of the observed SED (Table 6) . Th e quotient [SED obs (basic model)/SED obs (best model)]100 may serve as an appropriate measure. Gain was only not reached with smaller designs for beet. Th is corresponds to Table 5 , which shows that the basic model turned out to be the best one for most situations. For the other crops, the values of the smaller designs (Design 4 and 9) lay between 104.7% (hemp in 1958, Design 4) and 146.4% (rye, Design 9). Th e gain was higher for the larger designs (Designs 12 and 13), in the range from 120.1% (beet, Design 13) to 250.0% (rye, Design 12). Th e larger the one-lag omnidirectional correlation (Table 3) , the larger the gain. Th e pairwise comparison of the models P with p, S with s, and G with g shows that P, S, and G have in most cases a smaller mean SED. Th ese models use the existing correlations across the whole trial, where the others use only the correlation within blocks. It can be expected from this precision gain that the power for the treatment comparisons by using spatial models is higher than that of the basic model. Such analyses could not be conducted in this study because we did not simulate treatment eff ects.
Final Remarks
Schabenberger and Pierce (2002, p. 628) described three schools of data handling in fi eld experiments: Th e fi rst school fully relies on the randomization theory and solely uses the basic model for the analysis. Th e second one does not take care of the randomization distribution and goes from the modeldriven to a complete data-driven approach. Th e third school is a mixture of the two. Th is approach considers randomization and blocking as the basic principles in the planning phase. Th erefore analysis using the basic model is justifi ed. Th e geostatistical models are handled as an add-on component to the basic model so that the model-driven approach changes to a data-driven approach, related, however, only to the covariance structure. We prefer the third approach as a possibility to compare treatments more precisely for on-station trials. Th is approach was demonstrated in this study. For on-farm trials with mostly larger plots and blocks, however, we suppose that blocking will not be able to capture the large-scale heterogeneity in each case. In such a situation, it may be necessary to include covariates in the analysis model to get unbiased estimates and to fulfi ll stationarity as a precondition for fi tting spatial covariance models.
CONCLUSIONS
Th is study showed that blocking and randomization should be the basic principles of planning of experiments regardless of whether the analysis is planned by the basic model or by geostatistical models as an add-on component. Provided that blocks and plots are well adapted to the characteristics of the experimental fi eld, this strategy ensures that treatment diff erences are precisely estimated and without bias in the mean of all randomizations. Compared with the basic model, the blocking procedure for the spatial models has the further function of fulfi lling the required second-order stationarity. In this study, the recommended layout of blocks and plots based on classical principles of block and plot construction accounted for the large-scale heterogeneity of the whole fi eld. Th e large-scale heterogeneity was characterized by a relatively consistent pattern for all crops. In the mean of all combinations of positions and randomized plans, the recommendation worked well. Th is was shown by comparing the mean SED values for each crop; the same conclusion can be drawn by comparing the mean AICC values. For the basic model, for most spatial models, and especially for the best-fi t models, the recommended designs show more precise estimations and smaller mean AICC values than the other designs. On the investigated fi eld, nonlinear spatial models were better adapted to designs with 10 treatments; for smaller designs with four treatments, the linear spatial or the basic model was better fi tted. Th e number of treatments per block was relatively small in both cases, in the same range as is also typical for randomized incomplete block designs. Th is implies that spatial analysis may be even a useful add-on component for designs with incomplete blocks. Compared with the basic model, remarkable reductions of the SED were achieved especially for larger designs. Th e larger the spatial correlations, the larger was the precision gain. Th e precision gain can only be evaluated if analysis by the basic model is justifi ed. Statistical inferences based on the basic model are only correct in the mean of all randomizations. For spatial models, the randomization has lost this function; however, it has still to ensure the desired unbiasedness of estimates.
Th e variation in the fi t of all models was mainly caused by the position in the fi eld. In contrast, the variation of the model preference resulted predominantly from the interaction of position and randomized plan. Hence, the best-fi t model for a single trial is not predictable-diff erent candidate models have to be checked. Th is leads to increased eff ort for data analysis, and the question arises which models should be taken into account as candidate models. A simplifi cation of the search procedure would be desirable; however, this aim cannot be supported by this study. Th e same model did not even show the best fi t for all randomizations and a given design, crop, and position. Consequently, the same model cannot be expected for the same position in diff erent years or for the same crop at all positions. An individual decision for each single trial seems to be inevitable. It is not surprising that the best-fi t models vary from study to study, especially because the results depend on the candidate models considered. Th e decision of which models should be taken into account is a fundamental problem in datadriven approaches. Th is problem is still more apparent in cases were covariates have to be included as oft en arises in on-farm trials. Th e directional and omnidirectional covariograms of the residuals of the basic model may give a hint whether and which spatial models are worth considering. Likewise, the decision on the inclusion of covariates can be supported by graphical representations. Th is is not practical, however, for routine analyses with large numbers of trials. Th e only way remaining in this case is the fi t of diff erent models-with and without a nugget, with and without anisotropy-as was done in this study. Further investigations with simulated data are necessary to clarify the reasons for partially observed noncompliance with the nominal Type I error.
Many of the questions discussed here also arise in on-farm experiments. Th is concerns the problem of blocking and randomization when geostatistical models are used as well as the diffi culties connected with the model fi t and with the inclusion of covariates. We refer to Piepho et al. (2011) for a detailed discussion and further specifi cs.
