We study the orbital instability of solitary waves for a generalized derivative nonlinear Schrödinger equation. We give sufficient conditions for instability of a two-parameter family of solitary waves in a degenerate case.
Introduction
In this paper, we consider the following generalized derivative nonlinear Schrödinger equation
where u is a complex-valued function of (t, x) ∈ R × R and σ ≥ 1. Eq.
(1) appears in plasma physics, nonlinear optics, and so on (see, e.g., [13, 14] ). It is known that (1) has a two-parameter family of solitary waves
where ω = (ω 0 , ω 1 ) ∈ Ω := { (ω 0 , ω 1 ) ∈ R 2 | ω . We note that φ ω is a solution of
We regard L 2 (R) = L 2 (R, C) and H 1 (R) = H 1 (R, C) as real Hilbert spaces with inner products
Recently, Hayashi and Ozawa [7] proved that the Cauchy problem for (1) is locally well-posed in the energy space H 1 (R) for all σ ≥ 1 (see also [9, 8, 10] ). Moreover, (1) has three conserved quantities
Note that (1) can be written in Hamiltonian form i∂ t u(t) = E ′ (u(t)). For ω ∈ Ω and u ∈ H 1 (R), we define
Then (3) is equivalent to S ′ ω (φ) = 0. For ω ∈ Ω, let d(ω) = S ω (φ ω ). Then,
The stability of solitary waves is defined as follows.
Definition 1.
The solitary wave e iω 0 t φ ω (· − ω 1 t) is said to be stable if for each ε > 0 there exists δ > 0 with the following property. If u 0 ∈ H 1 (R) and u 0 − φ ω H 1 < δ, then the solution u(t) of (1) with u(0) = u 0 exists for all t ≥ 0, and u(t) ∈ U ε (φ ω ) for all t ≥ 0, where
Otherwise, T (ωt)φ is said to be unstable.
For the case σ = 1, Guo and Wu [6] showed that the solitary wave e iω 0 t φ ω (· − ω 1 t) is stable for ω ∈ Ω with ω 1 < 0, and Colin and Ohta [2] proved that the solitary wave e iω 0 t φ ω (· − ω 1 t) is stable for all ω ∈ Ω. For general exponents σ > 1, Liu, Simpson and Sulem [11] proved that for all σ ≥ 2 and ω ∈ Ω, the solitary wave e iω 0 t φ ω (· − ω 1 t) is unstable. In [11] , they also proved for 1 < σ < 2 the solitary wave
We note that det[d ′′ (ω)] has the same sign as F σ (ω 1 /2 √ ω 0 ) (see [11, Lemma 4.2] ). In [11] , it is showed by numerical computation that for 1 < σ < 2, the function F σ is monotonically increasing, F σ (−1) < 0 and lim z↑1 F σ (z) = +∞, and that F σ has exactly one root z 0 in the interval (−1, 1). The proof in [11] is based on the spectral analysis of the linearized operator S ′′ ω (φ ω ) and the Hessian matrix d ′′ (ω), and the general theory of Grillakis, Shatah and Strauss [5] . However, the stability problem in the case ω 1 = 2z 0 √ ω 0 is open because the Hessian matrix d ′′ (ω) is degenerate. While there are several papers treating the stability and instability of a one-parameter family of solitary waves in degenerate cases (see [1, 15, 3, 12, 18] ), to the best of our knowledge, there are none for a two-parameter family of solitary waves.
In this paper, we consider the borderline case ω 1 = 2z 0 √ ω 0 and prove the following.
The proof of Theorem 1 is based on similar arguments of Ohta [15, 16] and Maeda [12] . In our case ω 1 = 2z 0 √ ω 0 , it can be proved that if ξ ∈ R 2 is an eigenvector of d ′′ (ω) corresponding to the zero eigenvalue, then
Hence, we can prove instability by the Lyapunov functional methods like [15, 12, 16] .
The rest of this paper is organized as follows. In section 2, we give a sufficient condition for instability in degenerate cases and show that this condition holds in our cases. In section 3, we prove this condition implies instability of the solitary wave e iω 0 t φ ω (· − ω 1 t).
Sufficient condition for instability
For s = (s 0 , s 1 ) ∈ R 2 and v ∈ H 1 (R), we define
Then, the generator T
We define the bounded linear operator
Note that E and Q j are invariant under T , that is,
These and S
In this section, we prove the following.
be an eigenvector of the Hessian matrix d ′′ (ω) corresponding to the zero eigenvalue. Then there exists ψ ∈ H 1 (R) with the following properties.
(ii) There exists
To prove Proposition 1 (i), we establish the following.
be an eigenvector of the Hessian matrix d ′′ (ω) corresponding to the zero eigenvalue. Then
The proof of Lemma 1 is given in Appendix A. To prove Proposition 1 (ii), we use the spectral condition of the linearized operator S
The following result is due to [11] .
Remark 2. By Lemma 2, it is impossible that for σ ≥ 1 and ω ∈ Ω, the Hessian matrix d ′′ (ω) has two nonnegative eigenvalues (see [5, Section 3] ).
Now, we verify Proposition 1. We define
Proof of Proposition 1. (i) By differentiating S
′ ω+λξ (φ ω+λξ ) = 0 with respect to λ, we have
Then, since ξ is a zero eigenvector of d ′′ (ω), we deduce
Moreover, it follows from
Then we see that
Thus, we have the conclusion.
(ii) First, we show that S
On the other hand, by S (5), we see that there exist positive constants c and C such that
for all v ∈ H 1 (R). This and first claim imply the conclusion.
Proof of Theorem 1
In this section, we prove Theorem 1 by using Proposition 1. Throughout this section, let
be an eigenvector of the Hessian matrix d ′′ (ω) corresponding to the zero eigenvalue.
Lemma 3.
There exist λ 0 > 0 and a
for all λ ∈ (−λ 0 , λ 0 ), and
as λ → 0.
Proof. We define
Then we have F (0, 0) = 0 and
By the implicit function theorem, there exist λ 0 > 0 and a C ∞ -mapping ρ : (−λ 0 , λ 0 ) → R such that F (λ, ρ(λ)) = 0 for all λ ∈ (−λ 0 , λ 0 ).
Moreover, by differentiating F (λ, ρ(λ)) = 0 with respect to λ, we obtain
This completes the proof.
We define
Lemma 4.
There exist ε 0 > 0 and
Proof. We define 
Then, we have the conclusion.
Remark 3.
By the uniqueness of the solution of G = 0, we have
Proof. By differentiating G(u, α(u), Λ(u), β(u)) = 0 with respect to u, we have
Similarly, we also see that α ′′ j (u)v ∈ H 1 (R). Moreover, by substituting φ ω for u in (10), we obtain (9).
Lemma 6. For
This finishes the proof.
By Lemma 5, we see that
Since M and A are invariant under T , it follows that
For u ∈ U ε 0 (φ ω ), we define
Then by (13), we have
Moreover, by (12) and (9), we deduce
We note that P is invariant under T .
Lemma 7.
Let I be an interval of R. Let u ∈ C(I, H 1 (R))∩C 1 (I, H −1 (R)) be a solution of (1) , and assume that u(t) ∈ U ε 0 (φ ω ) for all t ∈ I. Then,
for all t ∈ I.
Proof. By Lemma 4.6 of [4] , we see that t → A(u(t)) is C 1 on I, and
for all t ∈ I. This completes the proof.
, by Taylor's expansion and (7), we have
On the other hand, by (7), (14) and (15), we have
Proof. By Lemmas 4, 6 and (16), we have
On the other hand, by Lemmas 4, 6 and (17), we deduce
Proof of Theorem 1. Without loss of generality, we may assume that ν > 0. Note that by (16) , there exists λ 1 ∈ (0, λ 0 ) such that S ω (φ ω ) − S ω (Ψ(λ)) > 0 for all λ ∈ (−λ 1 , 0). By Lemma 9 and Proposition 1 (ii), we see that there exist ε 1 ∈ (0, ε 0 ) and c > 0 such that
Suppose that T (ωt)φ ω is stable. Let u λ (t) be the solution of (1) with u λ (0) = Ψ(λ). Since T (ωt)φ ω is stable, there exists λ 2 ∈ (0, λ 1 ) such that u λ (t) ∈ U ε 1 (φ ω ) for all λ ∈ (−λ 2 , λ 2 ) and t ≥ 0. Let λ ∈ (−λ 2 , 0). Then by the conservation of S ω and (20), we have
for all t ≥ 0. By this inequality, Λ(u λ (0)) = λ < 0 and continuity of t → Λ(u λ (t)), we see that Λ(u λ (t)) < 0 for all t ≥ 0. Thus, we have δ λ < λ 0 P (u λ (t)) for all t ≥ 0. Moreover, by Lemma 7, we have
Therefore, we see that A(u λ (t)) → ∞ as t → +∞. This contradicts the fact that there
Hence, T (ωt)φ ω is unstable.
A. Proof of Lemma 1
In this section, we prove Lemma 1. Throughout this section, let 1 < σ < 2 and z 0 = z 0 (σ) ∈ (−1, 1) satisfy F σ (z 0 ) = 0. For ω ∈ Ω, we define κ ω = 4ω 0 − ω 
Then we have
For ω ∈ Ω and n ∈ Z + , we define
Then we obtain the conclusion. 
