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力 xから出力 yˆを予測する問題として定式化できる．入力 xに対する出力 yの「良さ」をスコア
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ン，ニューラルネットワークなどの手法を用い，訓練データから自動的に導出することが多い．
言語は構造を持つので，出力にも単語列や木などの構造を持たせることにすると，さらに多く
のタスクが予測問題として定式化される．例えば，M 個の単語の列 x = (x1, x2, . . . , xM )からM
個の品詞ラベルの列 y = (y1, y2, . . . , yM )を予測すると，品詞タグ付け（part-of-speech tagging）
が実現する．予測するラベルの種類を B-NP, I-NP, B-VPなどのチャンクタグに変更すると，浅















線形二値分類器（linear binary classiﬁer）は，入力 xに対してスコア s(x) ∈ Rを計算し，その








ただし，φ(x) ∈ Rd は xを素性ベクトル（feature vector）で表現したものである（dは素性空間の






















る．入力 xに対して素性関数 φk(x)が 0以外の値を返すとき，入力 xに対して素性 φkが「発火」
したと呼ぶ．
先ほど，「単語がMarという綴りで始まるか」という素性を説明したが，「単語が ieという綴り
で終わるか（Stephanie, Marie, Julie）」や「単語が ardという綴りで終わるか（Richardや Edward）」















通らない分離平面を表現することができる．例えば，入力 xによらず常に φ1(x) = 1を返すよ
うな素性を定義すると，y = +1と予測する条件は次式で表される（説明のため，素性ベクトル
の 1次元目を用いたが，次元のインデックス番号は任意である）．
wᵀφ(x) = w1 +
K∑
k=2
























y ∈ {+1,−1}の条件付き確率 p(y|x)を，シグモイド関数 σ（sigmoid function）でスコア s(x)を
確率値に変換することにより計算する．
p(y|x) = σ(ys(x)) = 1
1 + exp (−ywᵀφ(x))(2.6)
シグモイド関数 σ(a) = 1
1+exp(−a) は，(−∞,+∞) → (0, 1)の単調増加関数で，図 1のような
形状をしている．p(+1|x) = σ(s(x))であるから，入力の素性ベクトルと重みベクトルの内積値
s(x)を図 1の横軸にとり，y = +1と予測する確率 p(+1|x)を縦軸から求めていることに相当す


















p(−1|x) = σ(−s(x)) = 1− σ(s(x)) = 1− p(+1|x)(2.8)
が成り立つ．式（2.8）より，y = +1と予測する確率と，y = −1と予測する確率の和が 1になる
ことが確認できる．
なお，入力 xを y = +1と予測する確率が 0.5を上回る条件を求めると，式（2.2）と整合する
ことが確認できる．
p(+1|x) ≥ 0.5 ⇔ 1




入力 x(i) に対して正解の二値ラベル y(i) を付与した N 件の訓練事例 D = (x(i), y(i))Ni=1 があ
る．ロジスティック回帰モデルの学習とは，学習データの各訓練事例の入力 x(i) に対して，そ
の正解ラベル y(i) を再現（正しく予測）できるように，重みベクトル wを調整することである．































漸化式を t = 1, 2, . . . , T に関して適用し，式（2.12）の解を求める．
w(t+1) = w(t) − η(t) ∂E
LR(w)
∂w(t)







t, 1/(t0 + t)など，反復が進むにつれて減衰していくように設定する（t0 > 0はハイパー・
パラメータ）．式（2.13）は，t回目の反復においてw(t)を LLRの最急方向（steepest direction）に
向け，幅 η(t)だけ動かすという更新式を表している．反復を終了する回数 T は，ハイパー・パ
ラメータとして予め設定したり，収束判定などで漸化式の適用時に自動的に決定する．例えば，
反復において重みベクトルの変化量の 2-ノルムが初めて  > 0を下回った時を収束と判定する
には，次式を用いる．
‖w(T+1) −w(T )‖2 < (2.14)
ところで，訓練事例ごとの対数尤度
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w(t+1) = w(t) + η(t)
∂l(x(i), y(i))
∂w(t)
, i = t mod N(2.17)
なお，t mod N は tを訓練事例数 N で割ったときの余りである．
















∂p(y|x) log p(y|x) =
1
p(y|x) .(2.19)












= (−1) · 1
(1 + e−ys)2
· e−ys · (−y)


















p(y|x) · y · p(y|x) {1− p(y|x)} · φ(x) = y {1− p(y|x)}φ(x).(2.22)
最終的に，式（2.17）の更新式は次式で表される．







t, 1/(t0 + t)などに変更してもよい．
Algorithm 1: 確率的勾配降下法によるロジスティック回帰モデルの学習




for epoch ← 1 to T do
for i ← 1 to N do
η ← 1/t（※他の計算方法でも可）;
q ← 1− p(y(i)|x(i))（※現在の重みベクトル wを用いて）;
w ← w + ηy(i)(1− q)φ(x(i));
t ← t+ 1;
end
end




（2）重みベクトル wを次式で更新する: wnew ← wold + y(i)(1− q)φ(x(i))．
y(i) = +1のとき，更新後の重みベクトル wnew は次式で与えられる．
wnew = w + (1− q)φ(x(i))(2.24)
基本的に，重みベクトル wに訓練事例の素性ベクトルを φ(x(i))を足し込むことになり，その
量は (1 − q)で調整される．ここで，(1 − q)は予測の外れ度合いを表すので，予測が大幅に外
れているときは重みベクトルの更新幅が大きくなり，予測がそれほど外れていないときは，重
みベクトルの更新幅が小さくなる．
更新後の重みベクトル wnew を使ってスコア snew(x(i))を再計算する．
snew(x(i)) = (w + (1− q)φ(x(i)))ᵀφ(x(i))(2.25)
= wᵀφ(x(i)) + (1− q)(φ(x(i)))ᵀφ(x(i)) ≥ s(x(i))
したがって，訓練事例 (x(i), y(i))に関して重みベクトルを更新することで，スコア s(x(i))が上
昇するので，この事例のラベルを +1と予測しやすくなることが分かる．
y(i) = −1のときも同様に，
snew(x(i)) = (w − (1− q)φ(x(i)))ᵀφ(x(i))(2.26)
= wᵀφ(x(i))− (1− q)(φ(x(i)))ᵀφ(x(i)) ≤ s(x(i))
であるから，スコア s(x(i))を減少させる作用があり，この事例のラベルを −1と予測しやすく





から明らかなように，ロジスティック回帰モデルで p(y|x) = 1となるのは，s(x) → ±∞の時だ














log p(y(i)|x(i)) + 1
2
C‖w‖22(2.27)










また，目的関数に重みベクトル w の 1-ノルムをペナルティ項として加えた L1-正則化（l1-
regularization）もよく用いられる．
EL1LR(w) = −LLR + C|w| = −
N∑
i=1
log p(y(i)|x(i)) + C|w|(2.29)






近い流れの擬似コードで重みベクトルを学習できる（Duchi and Singer, 2009）．
3. 線形多クラス分類器
本節では，入力 xに対して，L個のラベル Y = {1, 2, . . . , L}の中から 1つのラベル y ∈ Y を
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推定する線形多クラス分類器（linear multi-class classiﬁer）を説明する．説明を簡単にするため，
ラベル yは正の整数を取ることにするが，y = 1は「人名」，y = 2は「組織名」など，ラベルの番
号に任意の分類カテゴリを割り当ててよい．線形二値分類器では単一の重みベクトル w ∈ Rd
を用いたが，線形多クラス分類器では L個のラベルに対応する重みベクトルw1, . . . ,wLを用い
る．線形二値分類器と同様に，入力素性ベクトル φ(x) ∈ Rdと重みベクトルwy ∈ Rdとの内積
を，入力 xをラベル yに分類するスコア s(x, y)と定義する．




s(x, y) = argmax
y∈Y
wᵀyφ(x)(3.2)











s(x, y) = argmax
y∈Y
λᵀf(x, y)(3.4)









⎩1 (xが大文字で始まる ∧ y = 1)0 (それ以外の場合)(3.5)
f2 は，xが大文字で始まり，かつラベルを y = 1と予測する場合に発火する素性である．さら
に，「xが大文字で始まる」という特徴に関して，予測するラベル y = 1, 2, . . . , L毎に素性関数を
f2, f3, . . . , fL+1 などと定義する．すると，λ2, λ3, . . . , λL+1 は「xが大文字で始まる」という特徴
から，それぞれラベル y = 1, 2, . . . , Lを予測するときの重みを表すようになる．
式（3.3）と（3.4）の定式化は，f(x, y)と λを次のように定義すると，式（3.1）と（3.2）の定式化と
等価になる．
f(x, y) = 0⊕ · · · ⊕ 0⊕︸ ︷︷ ︸
y−1
φ(x)⊕0⊕ · · · ⊕ 0︸ ︷︷ ︸
L−y
(3.6)
λ = w1 ⊕w2 ⊕ · · · ⊕wL(3.7)
ただし，0 ∈ Rd，⊕はベクトルの連結を表す．すなわち，素性空間を d次元ずつ L個のグルー
プに分け，素性空間の各グループをラベル y ∈ Y に対応付ける（K = dL）．重みベクトル λは
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各ラベルに対応した重みベクトル w1, . . . ,wL を並べたものである．素性関数 f(x, y)は，ラベ
ル yに対応する素性空間グループで入力 xの素性ベクトル φ(x)を展開し，その他のグループで









⎩1 (xが大文字で始まる ∧ (y = 1 ∨ y = 2))0 (それ以外の場合)(3.8)





スティック回帰では，ラベル y 毎に計算されるスコア s(x, y)にソフトマックス関数（softmax
function）を適用し，入力 xに対してラベル yが予測される条件付き確率を求める．
p(y|x) = exp s(x, y)∑





















ある．ここでは，最尤推定について説明する．学習データD = (x(i), y(i))Ni=1の各事例 (x(i), y(i))


















l(x, y) = log p(y|x)(3.13)











































































⎭ , i = t mod N(3.16)
式（3.15）および（3.16）の解釈を考えてみたい．簡単のため，素性 fk はどれか 1 つのラベル
に関してのみ発火し（1 を返す），それ以外のラベルに関しては発火しない（0 を返す）ことと
する．もし，訓練事例 (x(i), y(i)) に関して素性 fk が発火する場合，fk(x(i), y(i)) = 1 かつ
∀y′ = y(i) : fk(x(i), y′) = 0であるから，
∂l(x(i), y(i))
∂λk
= 1− p(y(i)|x(i)) ≥ 0.(3.17)
式（3.16）に当てはめて考えると，予測誤差に応じて素性 fk の重みが増加する．これは，fk が訓
練事例に関して発火しているため，その信頼度を増やそうとしていると解釈できる．
一方，訓練事例 (x(i), y(i))に関して素性 fkは発火しないものの，正解のラベル y(i)を別のラベ
ル y˜に置き換えると発火する場合を考える．これは，素性 fkは入力 x(i)の特徴を捉えようとす
るが，正解とは異なるラベル y˜ = y(i)を予測しようとする状況である．このとき，fk(x(i), y˜) = 1
かつ ∀y′ = y˜ : fk(x(i), y′) = 0，よって fk(x(i), y(i)) = 0であるから，
∂l(x(i), y(i))
∂λk
= 0− p(y˜|x(i)) ≤ 0(3.18)
訓練事例 (x(i), y(i))は，入力 x(i) に対してラベル y˜を予測することは間違いであることを示唆
しているため，p(y˜|x(i))は予測誤差を表す．式（3.16）に当てはめて考えると，予測誤差に応じて
素性 fk の重みが減少する．これは，fk が訓練事例に関して発火せず，正解とは異なるラベル
で発火してしまうため，その信頼度を下げようとしていると解釈できる．
なお，訓練事例 (x(i), y(i))の入力 x(i)に対して，どのようなラベル y′ ∈ Y に関しても素性 fk
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入力: 学習データ D = (x(i), y(i))Ni=1
出力: 重みベクトル λ ∈ RK
t ← 1;
λ = 0;
for epoch ← 1 to T do
for i ← 1 to N do
η ← 1/t（※他の計算方法でも可）;
for k ← 1 to K do
λk ← λk + η
{
fk(x
(i), y(i))−∑y′∈Y p(y′|x(i))fk(x(i), y′)};
end













本稿では，条件付き確率場の代表例として，系列 x = x1, . . . , xM が与えられた時，ラベル
列 y = y1, . . . , yM を予測する系列ラベリング（sequential labeling）問題を扱う（M は系列の要素
数）．先ほどの品詞タグ付けの例では，入力 xが単語列，ラベル列 yが品詞ラベル列となる．こ




条件付き確率場の予測モデルは，多クラス線形分類器の入力 xを系列 xに，ラベル yをラベ
ル列 yに置き換えたものになる．線形多クラス分類器（式（3.3））と同様に，入力系列 xのラベル
系列 yを予測するスコア s(x,y)を，素性ベクトル f(x,y) ∈ RK と重みベクトル λ ∈ RK の内
積で計算する．素性関数 f(x,y)は，系列 xとラベル列 yの全体から素性ベクトルを取り出す
関数である．
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ここで，各ラベル ym ∈ yが取りうるラベルの集合をYとすると，ラベル列の候補集合はY = YM
である．
式（3.2）で考慮すべきラベルの候補数は |Y|であったが，式（4.2）ではラベル列の候補は |Y|M
通りである．例えば，ラベルの種類数 |Y| = 9とし，長さM = |x| = 10のラベル列を予測する
場合でも，ラベル列の候補数は 3, 486, 784, 401に膨れ上がる．したがって，式（4.1）をラベル列









































λ(t+1) = λ(t) + η(t)
∂l(x(i),y(i))
∂λ(t)










式（4.7）の第 2項は，ラベル列の全候補 y′ ∈ Y において現在の確率モデルが素性関数 fk を発火
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させる期待値である．ラベル列の全候補 y′ ∈ Y が必要であることに加えて，素性関数 fk が発
火するかどうかが y′ に依存しているため，この値を求めることも容易ではない．
まとめると，条件付き確率場は多クラスロジスティック回帰の入力 xを入力系列 xに，ラベ














k (xm, ym−1, ym) =
⎧⎨
⎩1 (xm が “Ltd” ∧ ym−1 が I-ORG ∧ ym が I-ORG)0 (それ以外の場合)(4.8)






k (xm, ym) =
⎧⎨




k (ym−1, ym) =
⎧⎨














さて，式（4.8）の形の素性関数を K1 個定義し，その全ての素性関数の値を K1 次元ベクトル
で返す素性関数ベクトルを π(xyy)(xm, ym−1, ym) ∈ RK1 と書く．同様に，式（4.9）と式（4.10）の
素性関数をそれぞれ，K2 個，K3 個定義し，素性関数ベクトルで表現したものを，それぞれ，
π(xy)(xm, ym) ∈ RK2，π(yy)(ym−1, ym) ∈ RK3 と書く（ただし，K = K1 +K2 +K3）．線形連鎖
一次マルコフ素性は，式（4.8），式（4.9），式（4.10）のいずれかで表されるので，時刻mにおける
素性関数ベクトル π(xm, ym−1, ym) ∈ RK は次式で表される．
π(xm, ym−1, ym) = π












rx(m, i, j) = λ
ᵀπ(xm, i, j)(4.13)
rx(m, i, j)は，入力系列 xが与えられた時，ym−1 = iかつ ym = j の時に発火する素性関数の
重みの和である．
式（4.11），式（4.12），式（4.13）より，式（4.1）は次のように展開できる．
s(x,y) = λᵀf(x,y) = λᵀ
M∑
m=1










図 2は，式（4.14）の計算をラティスとして図示したものである．横軸は時刻 m = 1, 2, 3，縦
軸はラベル y を表し，図中の各ノード (m, j)は時刻 mのラベル ym = j である事象を表して
いる．また，各点をつなぐ線（エッジ）は，rx(m, ym−1, ym)の値を示している．この図を用いる
と，m = 1からm = 3に至る任意の経路がラベル列 yを表し，その経路上の重みの和がスコア





⎩rx(1,EOS, j) (m = 1のとき)maxi∈Y {ψx(m− 1, i) + rx(m, i, j)} (m > 1のとき)(4.15)
ここで，ψx(m, j)は図 2の左端からノード (m, j)に至る経路の中で，最大のスコアを記録した
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図 2．ラティスで表現した素性の重み．エッジの数字は rx(m, i, j) の値を表す．
図 3．ビタビ・アルゴリズムの動作例．ノードは各時点 m におけるラベル ym を表す．エッ
ジの数字は rx(m, i, j)の値を表す．ノードの左上の青色の数字は ψx(m, j)を，赤色の
エッジはその値がどこに由来するのかを示している．
ものである．式（4.15）は，ノード (m− 1, i)を経由してノード (m, j)に至る経路のスコアの最大
値は，ψx(m− 1, i) + rx(m, i, j)で与えられることを利用し，経路のスコアを最大にする経由地
(m− 1, i)を選ぶことで，ノード (m, j)に至る経路のスコアの最大値を求めている．
式（4.15）の漸化式を使い，ψx(m, j)の値をm = 1からm = M まで求めたとき，スコアが最





すなわち，m = M − 1からm = 1まで，以下の漸化式を適用していけばよい．
yˆm = argmax
i∈Y
{ψx(m, i) + rx(m+ 1, i, yˆm+1)}(4.17)
実際には，式（4.17）を計算しなくても，式（4.15）の漸化式を適用する際に選ばれた経由地への
逆向きのリンクを保持しておけば，終点 (M, yˆM )から逆向きのリンクを辿っていくだけでよい．
この計算過程を示したのが図 3である．図中のノード (m, i)の上に ψx(m, i)の値を示し，その
値がどのノードから来たのか，赤色の矢印で示してある．式（4.16）に従い，m = 3のラベルを
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図 4．前向き・後ろ向きアルゴリズムの計算例．ノードは各時点mにおけるラベル ym を表す．
エッジの数字は rˇx(m, i, j)の値を表す．ノードの左上の青色の数字は αx(m, j)を，右








た関数 rˇx(m, i, j)を定義する．
rˇx(m, i, j) = exp rx(m, i, j)(4.18)
























rˇx(M, yM−1, yM )(4.20)
ここで，式（4.20）の形に着目すると，右側（m = M）から左側（m = 1）に向かって，rˇx(m, i, j)の
和を求め，その値を左側に伝播させながら，和の計算を進めればよいことが分かる．
この計算過程を図示したのが図 4である．あるノード (m, i)の右側から終端（m = M）に至る





1 (m = M のとき)
L∑
j=1
rˇx(m, i, j)βx(m+ 1, j) (m < M のとき)
(4.21)






















rˇx(1,BOS, j) (m = 1のとき)
L∑
i=1

































たとき，時刻m− 1のラベルが iで，時刻mのラベルが jと予測される確率（周辺確率）を表す．
したがって，任意のm, i, j に関して，p(i, j|x,m)が計算できればよい．
ここで，αx(m, i)が左端（m = 1）からノード (m, i)に至る経路のスコアの和，βx(m, i)がノー
ド (m, i)から右端（m = M）に至るスコアの和であることを利用すると，p(i, j|x,m)を次式で求
めることができる．




αx(m− 1, i)rˇx(m− 1, i, j)βx(m, j)
Z(x)





て，浅い句構造解析（Sha and Pereira, 2003），固有表現抽出（McCallum and Li, 2003），形態
素解析（Kudo et al., 2004），情報抽出（Sarawagi and Cohen, 2005），構文解析（Finkel et al.,
2008），ゾーニング（Hirohata et al., 2008）などがある．条件付き確率場を実装したツールとし


























2007）（Sun et al., 2008）．なお，CRFsuiteの実装を拡張して，高次のマルコフ性，セミ・マル
コフ性，木構造予測などを実現した実装5)も公開されている．
最近では，Recurrent Neural Network（RNN）や Long Short-Term Memory（LSTM）などの深層
ニューラルネットワークに条件付き確率場のアイディアを導入し，品詞タグ付けや固有表現抽
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Theory and Practice of Conditional Random Fields
Naoaki Okazaki
Graduate School of Information Sciences, Tohoku University
Most tasks of Natural Language Processing are formalized as a prediction problem of
an output for a given input. Assuming that an input and output have a structure such as
a sequence and tree, which is a natural assumption for a language, we can formalize more
tasks as the prediction problem. This paper explains Conditional Random Fields (CRF)
where an input and output are in the form of a sequence. In order to apply the multi-class
logistic regression to the sequential labeling problem, CRF introduces feature functions
that assume the Markov property for a label sequence and facilitates an eﬃcient inference
and parameter estimation by using dynamic programming. Therefore, this paper reviews
the fundamental theories of logistic regression, feature functions, training with stochastic
gradient descent, regularization, etc., and describes the overall theory of CRF. In addition,
it covers recent research topics and practices including active learning for CRF, learning
from partially-annotated supervision data, and models with deep neural networks.
Key words: Conditional Random Fields, logistic regression, stochastic gradient descent.
