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En la literatura econométrica más reciente se ha producido un fuerte impulso de 
las estimaciones basadas en datos de panel, en parte como consecuencia de la mayor 
disponibilidad de programas informáticos que consideran este tipo d e  análisis. Sin 
embargo, la mayoría de aplicaciones se desarrollan en el ámbito uniecuacional. El 
propósito de este artículo es exponer brevemente los procedimientos más básicos de 
estimación de sistemas de ecuaciones simultáneas con datos de panel, ofreciendo una 
aplicación en el ámbito de la demanda de energía. 
El término de datos de panel hace referencia a la agrupación de observaciones 
sobre un corte transversal de individuos (familias, empresas) a lo largo de varios pen- 
odos de tiempo. El empleo de datos de panel en el trabajo aplicado supone varias ven- 
tajas. La primera es la de poder disponer de un número mayor de observaciones, 
mejorando la eficiencia de las estimaciones. En segundo lugar, permite controlar en la 
estimación los efectos individuales y temporales no observables. La disponibilidad de 
técnicas econométricas para este tipo de datos hace posible, además, la estimación de 
modelos microeconómicos a partir de encuestas de corte transversal, evitando el aná- 
lisis del comportamiento individual en base a series temporaleq agregadas. Las espe- 
cificaciones dinámicas son de especial interés en la modelización de datos de panel; 
no obstante, éstas no se van a considerar en este trabajo. En Baltagi y Raj (1992) el 
lector interesado puede encontrar un completo resumen sobre los desarrollos más 
recientes en la econometría de datos de panel. 
Baltagi (1981) ha extendido la literatura sobre la estimación de datos panel en el 
caso uniecuacional -los estudios, entre otros, de Balestra y Nerlove (1966), Wallace 
y Hussain (1969). Amemiya (1971), ~ a d d a i a  (1971), Nerlove (1971), Swamy y 
Arora (1972) y Fuller y Battese (1974)- al modelo de ecuaciones simultáneas. Pre- 
viamente, Avery (1977) y Baltagi (1980) han estudiado el modelo de componentes 
del error en el caso de un sistema de ecuaciones aparentemente no relacionadas 
(SEANR). Pmcha (1984) demuestra la equivalencia asintótica de vanos de los esti- 
madores por mínimos cuadrados generalizados (MCG) del modelo SEANR. En Hsiao 
(1986) se resumen algunas de las propuestas de estimación del modelo de ecuaciones 
simultáneas, tanto en su forma estructural como en su forma reducida, bajo el supues- 
to de que no hay restricciones en la matriz de varianzas y covarianzas y se cumple la 
condición de rango para la identificación. 
Magnus (1982) y Magnus y Woodland (1988) analizan la estimación máximo 
verosímil de un modelo SEARN, lineal o no lineal, bajo distintos supuestos sobre los 
errores. En Sickles (1985) puede encontrarse un ejemplo de tal estimación máximo 
verosímil. Prucha (1985), bajo el supuesto de normalidad, deriva el estimador máxi- 
mo verosímil con información completa (MVIC) para los parámetros de la regresión y 
las covarianzas de un modelo lineal de ecuaciones simultáneas, con componentes en 
el error. Prucha (1985) generaliza el resultado de Hausman (1974, 1975) para el 
modelo clásico de ecuaciones simultáneas, demostrando que el estimador MVIC tiene 
una representación como estimador de variables instrumentales. Estos estimadores 
pueden concebirse como aproximaciones numéricas al MVIC. Revankar (1992) pme- 
ba la equivalencia exacta de varios estimadores por variables instrumentales en un sis- 
tema general de ecuaciones simultáneas. 
El modelo de ecuaciones simultáneas con componentes del error en su forma 
estructural puede expresarse de la siguiente manera: 
Yit = P + r Yit + Bxit 
i = 1, ..., N 
t = 1, ..., T 
donde r y B son matrices de coeficientes de orden GxG y GxK, respectivamente, 
siendo los elementos de la diagonal de r iguales a cero; yi, es el vector de Gxl varia- 
bles endógenas; xi, es el vector Kxl de variables exógenas; j~ es el vector Gxl de tér- 
minos independientes; ui, de orden Gxl es el vector de perturbaciones, que en este 
modelo se define como: 
siendo a,, T,, vi, vectores aleatonos de orden Gxl, con media cero e independientes 
entre sí, y: 
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1 7 = ( o ~ ~ , , ~ ) ,  si i=j y t=s 
E [vi,, v>~]= 
, en otro caso 
La matriz de varianzas y covarianzas del modelo de ecuaciones simultáneas, para 
dos de las ecuaciones del sistema (Cjl) puede escribirse como: 
donde A = 1, €3 e, e; y B = e, e,' €3 1, siendo 1 matrices identidad y e vectores 
unitarios, del orden indicado en el subíndice; el signo €3 indica el producto de Kroe- 
necker. xjl puede reescribirse (véase Nerlove, 197 1) como: 
donde 
d,. = dVj1 + N 0 2 ~  + T , J 1 J 1 
o2Ijl = o ~ ~ ~ ,  + T 02ajl 9 
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los valores oZ3, 02,, oZ2, 02", son las distintas raíces caractensticas de xjl de multi- 
plicidad 1, N- 1, T- 1, y (N-1) (T- 1). respectivamente. Los vectores caractensticos aso- 
ciados a los anteriores valores son, en el mismo orden, e,/ dNT, Ql', 42' y Q3'. que 
cumplen: 
A J Q'lQl=-- - 
T N T '  
B J Q'2Q2=-- - 
N NT' 
II. - ESTIMACIÓN POR MÍNIMOS CUADRADOS EN DOS Y TRES ETAPAS EN EL 
MODELO DE COMPONENTES DEL ERROR. 
Baltagi (1981). fue quien extendió los métodos de mínimos cuadrados en dos eta- 
pas (MC2E) y los mínimos cuadrados en tres etapas (MC3E) al modelo con compo- 
nentes en el error (ECMC2E, ECMC3E). 
Tomemos la ecuación g del sistema: yg = Zg Sg + ug, donde Zg = [X Y ] y 
g g 6 = [y, 81, Zg es una matriz con Kg variables exógenas y Mg endógnas (y bajo el 
supuesto de que se cumple la condición de rango). Multiplicando la ecuación por la 
matriz de transformación Q,,' para h=1,2,3, según se han definido anteriormente, el 
sistema puede reescribirse: 
cumpliéndose: 
02(h)gg InOi, . si h=h* 
E(u$h) ug(h*Y) = 
10 , si h#h* 
siendo o2(l) = 02,, 02(2) = o*?, = 02,, y n(1) = N-1, n(2) = T-1, 
n(3) = (N-1) (T-1). 
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Las perturbaciones transformadas, por tanto, son ortogonales, con matriz de 
varianzas y covarianzas proporcional a la matriz identidad. Si se tiene además en 
cuenta, que el vector de parárnetms ag aparece en las ecuaciones correspondientes a 
las tres variables transformadas, se puede emplear Q(h)' X=X(h), como matriz de 
variables instmmentales y aplicar el estimador de Aitken al siguiente sistema: 
La estimación de ag en el anterior sistema será más eficiente que la estimación 
aislada en cada una de las ecuaciones. El estimador resultante es: 
donde PX(h) = X(h) [Xmy ~ @ ) ] - l  Xm)'. Los valores de 02(h) pueden estimarse emple- 
ando los residuos obtenidos a partir de las estimaciones por MC2E de cada una de las 
ecuaciones: 
El anterior estimador se conoce como el estimador MC2E con componentes en el 
error (ECMC2E), (Baltagi, 1981). Como en el caso de la estimación univariante 
(véase Maddala, 1971) la expresión del estimador puede interpretarse como la combi- 
nación ponderada de los estimadores por MC2E. que recogen la variación entre los 
grupos, períodos de tiempo y residual. 
La estimación del sistema ecuación a ecuación ignora las restricciones que pue- 
dan darse entre las mismas, así como las correlaciones entre los términos de perturba- 
ción de las distintas ecuaciones. Como en el caso en el que la estimación del sistema 
se realiza en un modelo con términos de perturbación no compuestos, una posible 
mejora en la eficiencia de la estimación, puede obtenerse si ésta se realiza simultáne- 
amente en todas las ecuaciones. Baltagi (1981) deduce el equivalente al estimador 
MC3E para el caso de perturbaciones compuestas (ECMC3E). El sistema de G ecua- 
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ciones se nota: 
De la misma manera que en la estimación ECMC2E se puede utilizar la descom- 
posición de x en sus componentes para realizar una estimación más eficiente. La 
matriz 1 se puede descomponer: 
Las matrices xh son todas ellas de orden GxG con elementos 02fi)ji. Premultipli- 
cando las ecuaciones del sistema por 1, €3 Q@), para h=1,2,3, se obtiene: 
con E [ u(h) u(hy ] = C(h) @ I,(h, 
Baltagi (1981) señala que un estimador de 6 puede obtenerse estimando por 
MC3E cada uno de los sistemas obtenidos para los distintos valores de h=1,2,3. Dado 
que entre las variables explicativas aparecen variables endógenas, el estimador de 6 
se obtendría aplicando MCG al modelo premultiplicado por (Ig C3 X(h))'. Una esti- 
mación más eficiente de los parámetros se obtiene estimando simultáneamente los 
tres sistemas (h=1,2,3): 
El estimador MCG, denominado por Baltagi (1981) MCG del sistema (MCGS) 
es: 
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Los valores de Cm) pueden estimarse desde los residuos de la estimación previa 
por MC2E de cada sistema aisladamente, obteniéndose el denominado estimador por 
MC3E con componentes en el error (ECMC3E).1 
El estimador ECMC3E de 6 puede expresarse como combinación de las estima- 
ciones de 6 que se obtienen aisladamente en cada sistema (h=1,2,3). La expresión de 
&,, como combinación ponderada de los estimadores que recogen la variación 
entre los gmpos, períodos de tiempo y residual (estimador de covarianza) es la 
siguiente: 
donde 
El procedimiento de estimación propuesto por Baltagi (1981) consiste por lo tanto 
en: 
(i) Transformar el sistema de ecuaciones mediante las matrices de vectores pro- 
pios QI, Q2.43. 
(ii) Estimar aisladamente las ecuaciones de cada sistema empleando MC2E. 
(iii) Obtener los residuos de la estimación para construir un estimador de 02(h)jl 
mediante: 
1. Baltagi (1981) señala cuáles son las condiciones en las que el anterior estimador ECMC3E es equi- 
valente al estimador ECMC2E. Si 1 es diagonal en bloques, ambos estimadores son identicos. resultado 
equivalente al que ocurre en el modelo clásico de ecuaciones simultáneas. Sin embargo, no sucede lo 
mismo cuando cada ecuación estructural está exactamente identificada, lo que le aleja del caso clásico. 
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(iv) Una vez estimados los jl elementos de z ( h )  se aplica el estimador de 6 sobre 
los tres sistemas de ecuaciones: 
Baltagi (1981) demuestra que el estimador es consistente, y que los tres estimado- 
res de 6, para h=1,2,3 proporcionan estimadores de la matriz de covarianzas menor 
que la de MC3E, en una matriz semidefinida positiva. 
h c h a  (1985) obtiene los estimadores máximo verosímiles del sistema de ecua- 
ciones simultáneas; bajo el supuesto de que u es N(O,C), resuelve el sistema de ecua- 
ciones normales (véanse las ecuaciones 9.a-9.e. en h c h a  para la expresión detallada 
del sistema). Los estimadores máximo verosímiles de p (término independiente), 6 
,Cm, L, &. cumplen, entre otras, las siguientes igualdades: 
donde Z supra A indica la predicción en Z de las variables endógenas, a partir de la 
expresión de la forma reducida. 
La estimación máximo verosímil resuelve el sistema de ecuaciones normales en 
forma iterativa. hucha define la clase de estimadores que aproximan la estimación 
máximo verosímil de información completa, a partir de expresar 6 en términos de 
cualquier estimador de la forma reducida de los parámetros y de los componentes de 
covarianza. 
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Todos los estimadores de 6 con la forma anterior pueden interpretarse como esti- 
madores de variables instrumentales, siendo la matriz de instrumentos: 
El estimador ECMC3E de Baltagi (1981) pertenece a esta clase de estimadores 
que aproximan la estimación MVIC. Prucha (1985) demuestra asimismo que el esti- 
mador con variables ficticias del sistema es un estimador consistente. 
111. - ECUACIONES APARENTEMENTE NO RELACIONADAS. 
La estimación del modelo de ecuaciones simultáneas en el caso de ecuaciones 
aparentemente no relacionadas (SEANR) simplifica el proceso de estimación, aunque 
debe mantenerse la consideración especial sobre la estructura del término de perturba- 
ción. Al contrario del caso ordinario, el estimador MCG no es igual al estimador unie- 
cuacional cuando cada ecuación tiene el mismo número de variables explicativas. 
Avery (1977) y Baltagi (1980), presentan el estimador específico de en el caso 
SEANR con una estructura del término de perturbación compuesto. Magnus (1982) y 
Magnus y Woodland (1988) analizan la estimación máximo verosímil del modelo 
SEANR, lineal o no lineal, bajo distintos supuestos sobre los errores. Prucha (1984) 
demuestra la equivalencia asintótica de varios de los estimadores MCG del SEANR. 
Dado que todas las variables explicativas del sistema son exógenas (Z = X), es 
posible aplicar la estimación de MCG a todo el sistema utilizando la expresión habi- 
tual: A 
S , c G =  EC- '  Xl-' [X'C-' y1 
sustituyendo la expresión de C por la descomposición basada en sus valores y vecto- 
res propios. O bien, directamente, sustituyendo la expresión de E-'. La inversa de esta 
matriz, dado que J,/NT, { (A/T) - (Jm/NT) 1, ( (B/N) - ( J m  1 Y Q son matrices 
simétricas, idempotentes y con suma igual a la mamz identidad 1,. es igual (Baltagi, 
1980) a: 
Bajo el supuesto simplificador (aunque no restrictivo) de que las variables están 
medidas en desviaciones, el estimador MCG (ECMCG) del sistema puede escribirse: 
Para calcular los diferentes estimadores de x,, x2, & Baltagi (1980) a partir de 
los trabajos de Wallace y Hussain (1969) y Arnemiya (1971) propone los siguientes, 
que cumplen la propiedad de ser asintóticamente insesgados y consistentes: 
siendo u= (ui u2, . . . k), una mamz de orden NTxG de las perturbaciones. Dado 
que el valor de dicha matriz es desconocido, es preciso estimarlos; la consistencia del 
estimador queda garantizada, por ejemplo, si los residuos se obtienen de la estima- 
ción de 6: 
es decir, el estimador que se obtiene de aplicar m.c.0 en cada ecuación, pero inclu- 
yendo como variables explicativas variables ficticias, que recojan la pertenencia de la 
observación a un p p o  y momento del tiempo específico. 
En Avery (1977) el procedimiento de estimación es el mismo, con la diferencia de 
que su notación y algoritmos de cálculo se aproximan más a las expresiones clásicas 
de la solución univariante de Amemiya (1971) y Wallace y Hussain (1969). Avery 
(1977) propone como estimador de los residuos en la última etapa, los que se obtie- 
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nen de aplicar m.c.0 en cada ecuación, sin incluir, sin embargo, variables ficticias. 
Prucha (1984) demuestra que ambos estimadores son asintóticamente eficientes. 
Magnus (1982) y Magnus y W d l a n d  (1988) analizan la estimación máximo 
verosímil del modelo SEARN. No se trata con detalle esta alternativa. aunque debe 
señalarse que es la opción formalmente más correcta, aunque su coste es excesivo en 
términos de implementación. Magnus (1982) considera un modelo que puede ser 
lineal o no lineal en los parámetros, con dos componentes del error: uit = T~ + vit. 
Define la función de verosimilitud del sistema y las condiciones bajo las que puede 
considerarse la función de verosimilitud concentrada, respecto a las matrices de cova- 
rianza. Las condiciones de máxima verosimilitud conducen a una expresión explícita 
para maximizar la función en dos etapas: Se puede minimizar una parte de la función, 
respecto a los parámetros de la regresión, condicionada a los valores de las matrices 
de varianzas del error. Condicionado a los valores de los parámetros, se obtienen esti- 
madores máximo verosímiles de las matrices de varianzas. El problema de este pro- 
cedimiento es que no garantiza, como también ocum'a en el procedimiento anterior 
ECMC3E, que la matriz de vananzas del componente temporal sea semidefinida 
positiva. La propuesta de Magnus es el empleo de procesos iterativos en los que se 
impone esta condición en las matices de covarianzas del error. Facilita, además, la 
incorporación adicional de las restricciones no lineales necesarias en los modelos de 
producción o consumo. 
IV. - ESTIMACIÓN DE UN SISTEMA DE ECUACIONES DE DEMANDA. 
4.1. Definición del modelo. 
El objetivo de la modelización es obtener estimaciones de las elasticidades de sus- 
titución entre inputs energéticos, para la industria española. Para ello se ha empleado 
la información disponible en la Encuesta Industrial del INE, se han considerado los 
8 1 sectores manufactureros (excluyendo los sectores de Energía y Agua) en el perío- 
do 1978-1986. Los resultados aquí presentados forman parte de un trabajo más 
amplio, en el que se han estimado tres formas funcionales distintas (translog, Genera- 
lizada de Leontief y Minflex-Laurent) contrastando en todas ellas, tanto las condicio- 
nes de estabilidad temporal, como las restricciones impuestas por la teoría. Sólo una 
parte reducida de los resultados correspondientes a la especificación translog se 
reproducen aquí. 
Manteniendo como hipótesis la separabilidad débil y homotética entre inputs, las 
características de las sustituciones entre energías pueden analizarse -si se cumplen 
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determinadas condiciones de regularidad en la estructura de producción2- a partir 
de una función de costes unitarios. Para una forma funcional translog, la anterior fun- 
ción se define, para los cinco inputs energéticos considerados, como: 
donde i=l, ..., 5 se refiere a las cinco categorías siguientes: electricidad, carbón, fuel, 
gasóleo/gasolina y gas natural y licuado. Se supone que los precios energéticos se 
determinan de manera exógena a los sectores industriales. Se considera también que 
la función cumple las siguientes condiciones: (i) función real definita positiva y fini- 
ta; (ii) no decreciente; (iii) linealmente homogénea; (iv) cóncava. 
El supuesto de minirnización de costes implica (lema de Shephard) que las fun- 
ciones de demanda de las energías individuales, en términos de las proporciones de 
gasto sobre el agregado energía, defina el siguiente sistema de ecuaciones: 
Las hipótesis de la teoría de producción neoclásica y el requisito de que xSi=l, 
implican que los parámetros deben cumplir las siguientes restricciones: 
Las restricciones de simem'a reducen el número de parámetros libres del sistema a 
15. El requisito de simem'a supone imponer la estimación del modelo con restriccio- 
nes entre las ecuaciones, por lo que el sistema debe estimarse simultáneamente. La 
restricción global de concavidad puede imponerse sobre los parámetros directamente 
a partir del procedimiento definido en Jorgenson y Laffon (1984) y Jorgenson (1986). 
El término de perturbación, en cada una de las ecuaciones del sistema de propor- 
ciones de demanda, se define como un error compuesto. La incorporación de un efec- 
to temporal, debe interpretarse como la influencia que medidas concretas de política 
2. Véanse entre otros Shephard, 1953; Fuss. McFadden y Mundlak, 1978: Diewert, 1971, 1973, 1974: 
Blackorby et al.. 1978 
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económica general tienen en las proporciones demandadas de inputs. El efecto indivi- 
dual recoge las diferentes estructuras tecnológicas de cada sector, pudiendo recoger 
también la influencia de políticas energéticas sectoriales. 
El método de estimación emplea una modificación del procedimiento propuesto 
por Baltagi (1980; 1981), en los sistemas de ecuaciones de demanda de inputs. El sis- 
tema se estima por el método de covarianza (supuesto de efectos fijos) y por ECMCG 
(efectos aleatorios). La estimación por ECMCG se obtiene como combinación lineal 
de las estimaciones por MCG en los sistemas de variación temporal, sectorial y de 
covarianza (h=l, 2, 3). Esto representa estimar separadamente cada sistema. Para 
obtener los sistemas de ecuaciones basados en las transformaciones Q1, Q2 y Q3 se ha 
empleado el lenguaje matricial de SAS/iML, dadas las características de estas matri- 
ces, en términos de la estimación final, una transformación equivalente, se basa en los 
productos Q1' Q l  Q i  Q2 y Q3' Q3; premultiplicar por estas matrices equivale a 
escribi los datos en desviaciones: de los valores medios de los sectores Xi - X, de 
cada año x, - X y residual x, - Xi - x, + x. 
Para subsanar el problema de singularidad de la matriz de covarianzas, típico de 
estos sistemas de demanda, se sigue la propuesta usual de suprimir una ecuación (en 
nuestro caso la correspondiente al gas). Los resultados no dependen de la ecuación 
suprimida bajo determinadas condiciones (Molinas, 1984). Las estimaciones de cada 
sistema se realizan utilizando el método de estimación Zellner iterativo (ITSUR), 
mediante el procedimiento SYSNLIN del programa SAS. Tanto en los modelos linea- 
les, como no lineales, el procedimiento supone minimizar una suma generalizada de 
cuadrados (que en los resultados aparece referenciada como 'Objetivo') definida 
como: 
donde r es el vector NTGxl de residuos, para las G ecuaciones del sistema; S es la 
matriz GxG que estima la matriz de varianzas y covarianzas de las pemirbaciones 
entre las ecuaciones; W = (Z' Z)-1 Z' o W = I,, es una matriz NTxNT compuesta 
por la matriz de proyección de las variables instrumentales o la matriz identidad y n 
es el número de observaciones (NT). Las desviaciones estándar de las estimaciones 
se obtienen de la diagonal de C = (F (S-' 60 W))-1, donde F es la matriz jacobiana, 
NTGxK, de derivadas parciales del error respecto a los parámetros. 
Una vez obtenidas las matrices de covarianzas SI ,  S2, S,, el estimador de MCG se 
obtiene como combinación lineal de las estimaciones. El estimador de covarianza se 
obtiene directamente en el tercer sistema. 
4.2. Resultados de la estimación. 
Los principales resultados de la estimación del sistema translog se comentan a 
continuación.3 En el cuadro 1 se ofrecen las estimaciones obtenidas imponiendo las 
hipótesis de homogeneidad lineal y simetría de los modelos transformados, con Q1, 
Q2, Q3, y la estimación ECMCG. Las estimaciones se realizan en desviaciones (care- 
cen, por tanto de término independiente). Los contrastes realizados de homogeneidad 
lineal y simem'a se presentan en el cuadro 2. Los cálculos de los contrastes para las 
estimaciones sectorial y temporal se presentan únicamente como un valor de referen- 
cia. Ninguna de las dos hipótesis se rechazan en el modelo de covarianza, al 1%; 
rechazándose al 5% la hipótesis de simem'a.Esta también se rechaza en la estimación 
de ECMCG. La condición de concavidad restringe la matriz de elasticidades de susti- 
tución a ser negativa semidefinida. En la estimación del modelo por ECMCG 158 
sobre las 729 observaciones de la muestra cumplen la condición de concavidad local, 
verificándose en el valor medio de la muestra. En la estimación de covarianza son 
sólo 64 las observaciones en las que se cumple la concavidad local, cumpliéndose, 
sin embargo en el valor medio muestral. Jorgenson (1986) muestra que se puede 
imponer la concavidad global, representando la matriz de coeficientes del sistema, 
BKK en términos de su factorización de Cholesky (BKK = TDT', siendo T una matriz 
singular inferior y D una matriz diagonal. Véase también Lau, 1978). El contraste de 
concavidad se realiza estimando el modelo en su expresión factorizada de Cholesky, 
imponiendo homogeneidad y simem'a, sin ninguna restricción adicional e imponien- 
do, posteriormente, la condición de no positividad en los elementos de D. Aunque el 
contraste de esta hipótesis no puede realizarse en la estimación ECMCG, en la esti- 
mación de covarianza4 no se rechaza la hipótesis de concavidad de la función. 
Una medida habitual de las relaciones entre inputs la proporciona la elasticidad de 
sustitución de Allen-Uzawa y la elasticidad precio. En el modelo translog, las prime- 
ras se definen 
3. Como un análisis previo a la estimación debe verificarse la permanencia estructural de los paráme- 
tros. El contraste de cambio estructural realizado se basa en el propuesto por Roy (1957) y Zellner (1962). 
no rechazfindose la hipótesis de permanencia estructural. 
4. Gallant y Jorgenson (1979) demuestran que el cambio en la función criterio puede emplearse como 
un contraste asintótico $ . El contraste estadístico se realiza como analogía al contraste de razón de v e n  
similtud. Se calcula en primer lugar el vector de parárnetros que minimiza la función objetivo. A continua- 
ción se obtiene el valor de la función objetivo, condicionada a la matriz de covarianzas del sistema obteni- 
da en la estimación sin restricciones. Él contraste estadístico se obtiene mediante la diferencia entre el 
valor de la función objetivo restringida y la no restringida las expresiones desarrolladas por Andenon y 
Thunby, 1986). 
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Bij + Si Sj (Si - 1) 
(T.. = 
'J , i#j S? 
En los cuadros 3 a 7 se ofrecen las elasticidades de sustitución y precio, tanto de 
las estimaciones de covarianza como de ECMCG, así como de la estimación de cova- 
rianza imponiendo concavidad. Entre paréntesis se ofrecen las desviaciones estándar 
asintóticas (Klein, 1953), en primer lugar, y muestrales (según las expresiones desa- 
rrolladas por Anderson y Thursby, 1986). 
4.3. Selección del método de estimación correcto. 
El principal inconveniente del procedimiento de estimación es que puede producir 
matrices de varianzas de los efectos temporal y sectorial con elementos en la diagonal 
principal negativos (véase Baltagi, 1984). Sólo la estimación directa, 6ajo restricción, 
de estas matrices (como en Magnus, 1982) resuelve esta cuestión. 
Las matrices estimadas presentan valores correctos en el caso del componente 
sectorial. No es así para el componente temporal, donde las varianzas de las cuatro 
ecuaciones son negativas, aunque con valores muy cercanos al cero. Se debería con- 
trastar la hipótesis nula: & = O. Magnus (1982) elabora un contraste de Wald para 
esta hipótesis nula en un modelo de ecuaciones simultáneas con un sólo componente 
en el error. La aplicación del contraste -extensible al modelo con dos efectos- no 
puede realizarse, puesto que es necesario que las varianzas sean positivas (hecho que 
su propuesta de estimación sí garantiza). Como una alternativa, se ha verificado la 
hipótesis o, = 0, ecuación a ecuación, empleando para ello el contraste de multiplica- 
dores de Lagrange propuesto por Breusch y Pagan (1980). 
El contraste de LM se define: 
donde los residuos se obtienen de la estimación por MCO de cada una de las ecuacio- 
nes del sistema. El estadístico LM se comporta como una Xi2 con 2 grados de liber- 
tad, bajo la Ho. Los valores de los contrastes5, para cada una de las ecuaciones, son 
3.1948, 2.6787, 4.1 187, 0.192 1; el valor en tablas para un nivel del 5% es de 5.991. 
No se rechaza, por tanto, la hipótesis nula. 
5. Tanto estos contrates como los contrastes de Hausman, se llevan a cabo imponiendo en el modelo 
las hipótesis de homogeneidad lineal y simeiría. 
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El contraste, se ha realizado adicionalmente sobre la varianza del efecto sectorial, 
proporcionando valores muy alejados del punto crítico. La correcta especificación del 
efecto sectorial depende ahora de si se considera este efecto como fijo o aleatorio. 
La estimación de covarianza si los efectos individual o temporal están correlacio- 
nados con las variables explicativas, proporciona estimadores consistentes. Si los 
efectos no están correlacionados, el estimador ECMCG proporciona estimadores con- 
sistentes y eficientes. La selección entre ambos procedimientos de estimación puede 
realizarse por medio del contraste de Hausman-Kang (Hausman, 1978; Kang, 1985). 
Los cinco contrastes propuestos por Kang (véase Kang, 1985, pág. 200) apoyan la 
estimación de covarianza. 
V. - CONCLUSIONES. 
El artículo ha realizado una revisión de la estimación de un sistema de ecuaciones 
simultáneas de carácter estático. Los métodos de estimación de más fácil implemen- 
tación informática combinan los procedimientos de MC2E y MC3E de los modelos 
clásicos, con las propuestas de estimación uniecuacional en modelo de error com- 
puesto. Su aplicación en un sistema de ecuaciones derivado de una forma funcional 
translog -para caracterizar las relaciones de sustitución entre inputs energéticos- 
resuelve uno de los principales problemas de este tipo de estimaciones: la no conside- 
ración de la estructura tecnológica o el efecto de medidas de política energética. 
La estimación indirecta de los parámetros, como en el modelo de regresión unie- 
cuacional con componentes en el error, puede derivar en varianzas negativas de los 
efectos individual o temporal; aunque ello pueda ser síntoma de una errónea especifi- 
cación de los efectos, la estimación bajo restricciones se presenta como la alternativa 
más adecuada. 
Por otra parte, la imposición de las restricciones teóricas presenta también una 
cierta dificultad. Al definir el estimador de ECM3E o ECMCG como combinación de 
los estimadores basados en la variación sectorial, temporal y de covarianza, no siem- 
pre es posible obtener un estimador que garanatice, por ejemplo, la condición de con- 
cavidad de la función. 
La ausencia de estimaciones de modelos dinámicos de ecuaciones simultáneas es 
una de los principales omisiones de la investigación actual. Es en la especificación 
dinámica en donde se obtienen las principales ventajas del empleo de los datos de 
panel. Aunque pueden aplicarse los procedimientos de Anderson y Hsiao (198 1) para 
estimar por MC2E ecuación a ecuación, no existe una equivalencia directa entre los 
métodos aquí expuestos y los adecuados en una modelización dinámica. 
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Cuadro 1 
Función Translog 
(homogeneidad lineal y simetría). 
Parám Sectorial 
b l l  0.170712 
b22 0.002089 
(O. 12) 
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Cuadro 2. 
Contrastes de Homogeneidad lineal y simetría. 
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Cuadro 3. 
Elasticidades de sustitución (Estimación de covarianza) 
E l e c t r i c i d a d  
















Elasticidades precio (Estimación de covarianza) 
Electricidad Carbón Fue1 Gasóleo/gasolina Gas 
-036929 0.01565 0.15225 0.15040 0.050911 
(0.0 175) (0.0078) (0.0165) (0.01 25) (0.007 1) 
(0.0251) (0.0102) (0.0172) (0.0139) (0,0095) 
0.73716 -0.49912 -0.48239 0.11673 0.12763 
(0.3695) (0.3305) (0.5075) (0.3361 ) (0.2 124) 
(0.4961 ) (0.3381) (0.5298) (0.3414) (0.2136) 
038349 -0.02581 -0.60302 032123 0.0241 O 
(0.0415) (0.027 1 ) (0.068) (0.036 1 ) (0.0232) 
(0.0448) (0.0282) (0.0725) (0.0372) (0.0243) 
056431 0.00930 032955 -0.98793 0.011477 
(0.0468) (0.0268) (0.0538) (0.0552) (0.0278) 
(0.0555) (0.0272) (O.OS56) (0.0639) (0.0283) 
0.59719 0.03175 0.11207 0.26463 -1.00565 
(0.0830) (0.05284) (0.1078) (0.0867) (0.0682) 
(O. 1 177) (0.05297) (O. 1 134) (0.0890) (0.0854) 
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Cuadro 5. 
Elasticidades de sustitución (Estimación de MCG). 
Electricidad Carbón Fue1 Gasóleo/gasolina Gas 
-057751 -1.45643 0.68052 0.99672 0.85047 
(0.0272) (0.4545) (0.0672) (0.0795) (O. 1087) 
(0.0305) (0.9289) (0.0688) (0.0915) (O. 1599) 
-84.79000 6.40584 2.65293 0.08238 
(12.640) (0.7444) (1.8142) (2.1231) 
(69.493) (3.9450) (2.0825) (2.1239) 
-336007 1.49380 139730 
(0.240 1) (0.2164) (0.2484) 









Elasticidades precio (Estimación de MCG). 














































ESTIMACION DE SISTEMAS DE ECUACIONES SIMULTÁNEAS CON DATOS DE PANEL: 
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Cuadro 7. 
Elasticidades de sustitución y precio 
(Estimación de covarianza, imponiendo concavidad). 
Electricidad Carbón Fuel Gasóleolgasolina Gas- 
-0.82344 0.95105 1.40349 1.18509 087089 
-135.8335 350541 1.47235 1.75440 
-4.53200 1.99295 1.79574 
-7.70277 053173 
-20.64813 
-0.46518 0.01141 0.23333 0.17843 0.04200 
0.53727 -1.62978 0.78621 0.22169 0.08461 
0.58772 0.04206 -101645 030007 0.08661 
0.66948 0.01767 0.44699 -1.15978 0.02564 
0.49198 0.02105 0.40276 0.08006 -0.99585 
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