Direct training based spiking neural networks (SNNs) have been paid a lot of attention recently because of its high energy efficiency on emerging neuromorphic hardware. However, due to the non-differentiability of the spiking activity, most of the related SNNs still cannot achieve high object recognition accuracy for the complicated dataset, such as CIFAR-10. Even though some of them can reach the accuracy of 90%, the energy consumption in those networks is very high. Considering this, we propose a direct supervised learning based spiking convolutional neural networks (SCNNs) using temporal coding scheme in this study, aiming to exploit minimum trainable parameters to recognize the object in the image with high accuracy. The MNIST and CIFAR-10 datasets are used to evaluate the performance of the proposed networks. For the MNIST dataset, the proposed networks with noise input are able to reach the high recognition accuracy (99.13%) as the other state-of-art models but use the much less trainable parameters than them. For CIFAR-10 dataset, the proposed networks with data augmentation step can reach the recognition accuracy of 80.49%., which is the state-of-art high accuracy in the field of direct training based SNNs using temporal coding manner. In addition, the number of trainable parameters used in such networks is much less than that in the conversion based SCNNs reported in the literature.
Introduction
Artificial neural networks (ANNs) are primarily built by computing neurons with continuous actions and a set of weighted inputs. With the rapid development of artificial intelligence, ANNs as a powerful technique have enjoyed the great success in the field of learning complex nonlinear transformations, such as image recognition (Krizhevsky et al. 2012 ), object detection (Long et al. 2015) , speech recognition , temporal data processing (Venna 2018) , etc. However, most deep ANN, which use analog-valued neurons, lack time dynamics and totally ignore the actual neural processing and learning mechanism in the cortex (Kheradpisheh et al. 2018 ). In the brain, the communication between neurons is done by spike trains to downstream neurons, i.e., a spike activates a trace of synaptic current in the target neuron which integrates synaptic current over time until a threshold is reached, and then emits a spike and resets (Maass 1997) . Following this mechanism, spiking neural networks (SNNs) is proposed, in which, individual spikes are sparse in time and each spike is conveyed by spike timing, including latencies, and spike rates (Gerstner et al. 2014) .
As summarized in Tavanaei et al. (2018) , SNNs provide a special opportunity in energy efficiency on neuromorphic architecture. In addition, SNNs can encode more spatio-temporal information with spike pattern flows (Wu et al. 2018) . With these two advantages, numerous researches in the field of object recognition have been conducted (e.g., Wu et al. 2018 , Kheradpisheh et al. 2018 , Cao et al. 2015 . In a nutshell, the existing training approaches for SNNs can be categorized into three types: unsupervised learning (e.g., Kheradpisheh et al. 2018, Diehl and , indirect supervised learning (e.g., Peter et al. 2013, Neil and Liu 2016) and direct supervised learning (e.g., Wu et al. 2018 , Mostafa 2018 . In unsupervised learning, spiking-timing-dependent plasticity (STDP) is often involved with the feature that the weight connecting a pre-and post-synaptic neuron is adjusted based on their relative spike times within an interval of roughly tens of milliseconds in length (Caporale and Dan 2008) . Even though unsupervised learning in SNNs has achieved some success (e.g., Kheradpisheh et al. 2018 , Huang et al. 2014 , as commented in Wu et al. (2018) , this type is stemmed from its primary dependency on the local neuronal activities without global supervisor so that it is difficult to effectuate high performance. As to the second type, it converts an offline trained ANNs to a neuromorphic spiking platform for specifically hardware implementation (Querlioz et al. 2013 ). However, the inevitable shortcomings of such spike-rate coding are needed for many spikes per image and the long processing time (e.g., Rueckauer et al. 2017 , O'Connor et al. 2013 ). In addition, as pointed by Kheradpisheh et al. (2018) , in the second type, the use of having both excitatory and inhibitory output synapses in a neuron is not plausible from the biological perspective. As to the direct supervised learning, they are mainly based on the conventional gradient descent; various approaches thus have been proposed, e.g., Wu et al. (2019) and . However, direct training based approaches are still generally short of high efficiency and stability in addressing the complicated datasets such as CIFAR-10. The reasons are 1) it is challenging to implement backpropagation algorithm to train SNNs because of the non-differentiable spike activity; 2) it is difficult and time-consuming to simulate the complex kinetic behaviors of SNNs on computer software (Wu et al. 2018) . Nevertheless, compared to the other two types, direct supervised learning is more straightforward and is possible to reduce more power consumption in the networks. Therefore, in this study, we focus on the development of a new supervised learning based network, which is targeted to improve the performance of the existing direct training based SNNs. The related literature is presented below.
As stated in Ito (2000) , supervised learning based on error signals has achieved the most documented evidence in the literature of neuroscience. SpikeProp (Bohte et al. 2002) is the first supervised learning algorithm to train SNNs using backpropagation errors. Specifically, SpikeProp minimizes the loss between the true firing time and the single desired firing time with gradient descent rule. Based on SpikeProp, Xu et al. (2013) developed a new algorithm which allows multiple spikes to be emitted. Such algorithms, SpikeProp and its variant, train multi-layer spiking networks to generate output spikes at specific times; however, they depend on the combination of pre-specified delay elements to transform input spikes to output spike times. Unlike them, Mostafa (2018) proposed a direct training approach using spiking backpropagation error with temporal coding, which only relies on deterministic neural and synaptic dynamics to optimize the spike times. The advantages of the approach (Mostafa 2018) are 1) the proposed networks can be directly trained using temporal coding, which improve a lot of efficacies on neuromorphic architectures, compared to the rate-coding methods used in Wu et al. (2019) and ; 2) the proposed method is able to extend to multi-layer networks naturally. However, this approach (Mostafa 2018) still needs some improvement. For example, Mostafa (2018) used standard stochastic gradient descent (SGD) to train the networks without parameter optimization technique such as Adam (adaptive moment estimation, Kingma and Ba 2017) . Besides that, Mostafa (2018) binarized the grayscale MNIST dataset to two intensity values so that pixels with high intensity generate a spike while pixels with low intensity generate a spike. However, such rough binarization is not a good way to deal with the complicated dataset with chromatic images, such as CIFAR-10. To the best of our knowledge, few works so far have presented the results on CIFAR-10 for the direct training based SNNs. One exception is shown in Wu et al. (2018) , who applied their developed spatio-temporal network to CIFAR-10 dataset. Considering these factors, we propose a new network by adding convolutional layers in the SNNs developed by Mostafa (2018) , and it is termed as spiking convolutional neural networks (SCNNs) in this study.
To evaluate the performance of the proposed SCNNs, we use MNIST and CIFAR-10 datasets. The results are competitive compared to the existing ones in the literature. For the MNIST dataset, after 50 epochs, the proposed SCNNs can achieve the accuracy of 99.13% with noise input and of 98.5% without noise input, respectively. Especially, after one epoch, the accuracy can already reach 95.16% and 94.02% for the networks with and without noise input, separately, which indicates the high efficiency of the proposed network. In addition, we only use 21720 trainable parameters, which are lower than 25488 trainable parameters reported in Lee et al. (2018) ; however, the recognition accuracy of MNIST dataset only reaches 91.1% in Lee et al. (2018) . As to the CIFAR-10 dataset, without the preprocessing step of data augmentation, the proposed networks can reach the accuracy of 62.24% via 86000 trainable parameters. In comparison, the networks of Wu et al. (2018) can only achieve the recognition accuracy with 50.7%, using 510630 trainable parameters. In addition, with data augmentation, the recognition accuracy of the proposed networks can be improved to 80.49% using 14864768 trainable parameters after 320 epochs. Even though 80.49% is not competitive to the results obtained by conversion based SCNNs in Hunsberger and Eliasmith (2015) (82.95%) and Rueckauer et al. (2017) (90.85%), this is still an outstanding and promising result in the field of direct training based SNNs with temporal coding. Moreover, the number of trainable parameters in the proposed network using data augmentation procedure is much less than those in Hunsberger and Eliasmith (2015) and Rueckauer et al. (2017) .
The structure of the article is as follows. In Section 2, we present our proposed spiking convolutional neural networks. In Section 3, we conduct some experiments to explore the performance of the method and provide the discussion of the simulated results. In Section 4, we draw the conclusions.
Proposed spiking convolutional neural network
Deep convolutional neural networks are mostly applied to the image recognition. They consist of a sequence of convolution and pooling layers, which have been used in the SCNN related research, such as in Kheradpisheh et al. (2018) and Lee et al. (2018) . However, both max-pooling and average-pooling have some drawbacks as pointed in Yu et al. (2014) . Therefore, we do not include the pooling layers in the proposed networks. A sample architecture of the proposed SCNN with two convolutional layers and one fully-connected layer is presented in Fig. 1 . As noted, for a specific recognition task, the number of convolutional and fully-connected layers should be optimized. As observed, the architecture is quite simple as the others; however, the inherent mechanisms are different and are presented as follows. In this study, we do not work with the discrete spike counts or spike rates; instead, we use spike times as the information-carrying quantities, which is a continuous representation that is amenable to gradient descent training. The target of this study is the static image; therefore, the pixel values of each image will be represented as the spike time. Temporal rank-order spike encoding scheme is exploited, where pixel intensity is represented by the ascending order of incoming spikes in a network of non-leaky integrate-and-fire neurons. In order to avoid temporal separation decreasing below to the threshold (we use 1 as threshold in the rest of the paper), Mostafa (2018) made use of binarization method on gray-scale MNIST database; however, this method cannot distinguish the specific difference between the same group data such as 0.3 and 0.4, which will be defined as 0 after preprocessing. In addition, such rough binarization is not suitable to deal the chromatic datasets, and the difference between the similar data such as 0.3 and 0.4 should not be ignored in order for the recognition of a complex image. Considering this, we first normalize the input spike time to the range [0, 1], and then multiply the normalized input spike time with a scaling parameter α, as shown below:
where notation i is the i th input spike time. As noted, this is a general preprocessing step. For a specific task, it may have some changes. For example, for the MNIST dataset, we use the following equation to preprocess the input data:
2.2. The mechanism of neurons in the networks Mostafa (2018) relates the time of any spike differentiable to the times of all spikes that have a causal influence on its generation so that this approach can impose any differentiable cost function on the spike times of the network and minimize the cost function directly via gradient descent. Following Mostafa (2018) , in the whole network, we use non-leaky integrate and fire neurons as well with exponentially decaying synaptic current kernels. The neuron's membrane dynamics are described by:
Where ( ) is the membrane potential of neuron j. The right hand side of the equation is the synaptic current.
is the weight of the synaptic connection from neuron to neuron and is the time of the spike from neuron . is the synaptic current kernel given by
Synaptic current jumps immediately once the arrival of an input spike, then decays exponentially with time constant , which is set it to 1 in the rest of the paper since it is the only time constant in the model. To be noted, the neuron spikes when its membrane potential surpasses a firing threshold which is set to 1; after a spike, the membrane potential is reset to 0. The membrane potential is allowed to go below zero when the integral of the synaptic current is negative. Assume a neuron receives N spikes at times { , … , } with weights { , … , } from N source neurons. Each weight can be positive or negative. If the neuron spikes at time , the membrane potential for < can be represented by:
From Eq. (5), is then defined as
Where ={i: < } and the "1" indicates the threshold. Eq. (6) denotes that if the right-hand side is greater than 1, the neuron will spike. Hence,
As observed, when is enlarged by , will thus be enlarged significantly so that the temporal separation of two consecutive output spike times will be enlarged finally. Note that is set to 3 in this research.
Convolutional layers
The objective of the convolutional operation is to extract the features from the input image. Conventionally, the first convolutional layer is in charge of capturing the low-level features such as color, edges, etc. With added layers, the architecture adapts to the high-level features as well. Convolution preserves the spatial relationship between pixels by learning image features with small squares of input data. A matrix named "kernel" or "filter" is used to multiply the square matrix of input data to get the final value which forms a single element of the output matrix, which is called as feature mapping. After mapping, ReLU is used mostly as an additional operation by replaces all negative pixel values in the feature map by zero. Compared to this process, we introduce a new convolutional operation as follows, in order to incorporate convolutional layer to the SNNs.
In the convolutional operation of this study, before matrix multiplication, we sort the pixel values in the small square of the input data from small to large as a vector T, and the elements in the kernel matrix will also be re-ordered to generate a vector W, according to the changed position of pixel values. For example, if 5 in the square window corresponds to 3 in the kernel matrix, after sorting, 5 still corresponds to 3. In regard to Eq. (7), ∈ and ∈ , dot product computation is conducted between and ( ) until the neuron fires. As noted, neurons in all convolutional layers gather input spikes from presynaptic neurons and emit a spike when their internal potentials reach the threshold. Once the threshold is crossed, the value of the mapping element will be output based on Eq.
(2), and the rest elements in T will not be further considered. When i equals to N, but the neuron still does not fire a spike, the output of the will be 0. Within this way, we do not need the additional operation like ReLU. In addition, the other advantage of this way is it does not need all the elements in T and W to conduct dot product; instead, once the threshold is crossed, the square window will move to the next stride. As noted, within this way, neurons are not allowed to fire more than once, which provides a sparse but highly informative coding manner so that the number of total required trainable parameters will be reduced significantly.
Direct-training based learning
In this study, feedforward process is considered in the proposed SCNNs, where neural and synaptic dynamics are described in Eqs. (8) and (9). As described above, both the convolutional layer and fully-connected layer have the same mechanism that the input spike times will be sorted first and then increasingly larger sets of the early input spikes are considered until it finds a set of input spikes that is able to cause the neuron to fire a spike. The output neuron must be allowed to spike at most once. If there is no such set exists, the neuron will not spike. According to Mostafa (2018) , the derivative of a neuron's first spike time with respect to synaptice weights and input spike times are given by:
A differentiable cost function can be incorporated on the spike times which are produced anywhere in the network. With standard backpropagation technique, we can use the backpropagation errors through the layers to evaluate the gradient of the cost function with respect to the weights in lower layers, using Eqs. (8) and (9). In order to enable the network to learn, we also add a term to the cost function that will strongly penalize neurons' input weight vectors whose sum is below 1, which makes sure that a neuron spikes if all its input neurons spike in the process of training. The cost term can be written as:
where the summation over i runs over all the neurons that project to neuron j and the summation over j runs over all neurons. K is a hyper-parameter, which is chosen to be more than 1 in order to strictly impose the constraint that the incoming weight vector to each neuron sums to greater than 1. To prevent weights from becoming too large, L2 weight regularization is used in this study. Another issue is that, during training, the gradients could become very large, which is harmful to the learning process since it would result in the weights to jump largely. Therefore, before conducting the gradient descent step, when the Frobenius norm of the gradient of a weight matrix surpasses a threshold, the gradient matrix will be scaled to make the Frobenius norm equal to the threshold. As the learning of the specific layer proceeds, its neurons will gradually converge to different visual features which are frequent in the input images. As noted, learning in the subsequent layer starts whenever the learning in the current layer is finished. The evolving pattern of the weighted sum cost in Eq. (10) is used to measure whether the training of the SCNNs is converged or not. Note that Adam is used in this study to accelerate the convergence speed of gradient descent.
Results

MNIST dataset
MNIST (LeCun et al. 1998 ) is a benchmark dataset for SNNs related researches, and it has been widely used in the literature (e.g., O 'Connor et al. 2013 , Mostafa 2018 . Following this line, we also evaluate our proposed SCNN on the MNIST dataset which consists of 60000 training and 10000 testing handwritten single-digit images. The size of each image is 28×28 pixels and contains one of the digits 0-9. To train the networks, for this specific case, we use two convolutional layers and one fully-connected layer. In the first convolutional layer, the kernel uses a 5×5 convolutional window. The number of kernels is 32 and the stride is 2. In the second convolutional layer, it also uses a 5×5 convolutional window. The number of kernels is 16 with the stride equal to 2. As noted, the activation function used in this study is the same, no matter convolutional layer or fully-connected layer, and the firing threshold is set to 1 for all neurons in the networks. In the fully-connected network, the input layer has 784 neurons and the output layer has 10 neurons. The other parameters used for the network are presented in Table 1 . The network topology is trained twice: one with non-noisy input spike times and the other with noise-corrupted input spike times. As commented by Mostafa (2018) , the accuracy suffers if the temporal separation between the two consecutive output spiking times is decreased below the synaptic time constant. We use Eq. (2) for MNIST dataset to preprocess the input image, which is illustrated in Fig. 2(a) . On the output layer, 10 neurons are labeled from 0 to 9. As shown in Fig. 2(b) , 7 th neuron fires first with color "pink", therefore, the image is recognized as 6. In regard to the recognition accuracy, the performance of the proposed SCNNs and some recent SNNs/SCNNs on the MNIST dataset are provided in Table  1 . Compared to the existing ones, the proposed network with noisy input has the highest accuracy (99.13%). Nonetheless, the proposed network with non-noise input also achieves the accuracy with 98.50%. Both of them outperform the networks developed by Mostafa (2018) . Fig. 3 shows the training errors with the epoch increasing for the two developed SCNNs. The errors in both networks are almost annihilated within several epochs. Specifically, after only the first epoch, the recognition accuracy of the network without noise input can reach 95.16% while the network with noise input can reach the accuracy of 94.02%. In addition, after 10 epochs, noisy and non-noisy networks can already reach the accuracy of 98.01% and 98.33%, respectively, which indicates the high efficiency of the proposed SCNNs.
In terms of the energy efficiency, we use trainable parameters in the whole networks to examine it. As reported in Lee et al. (2018) , the total trainable parameters used for MNIST dataset is 25488 which is 3 to 20 times less than the ones in the literature. However, the recognition accuracy of Lee et al. (2018) only reaches 91.10%, which is the lowest one compared to the others presented in Table 2 . For our proposed networks, both of them use 21720 trainable parameters, which is lower than that in Lee et al. (2018) . All in all, our proposed spiking networks not only achieve the state-of-art recognition accuracy but also use the lowest trainable parameters among the recent SNN/SCNN related works, which implies the high promise of the proposed networks for the practical application. 3.2. CIFAR-10 dataset CIFAR-10 dataset is a complicated chromatic dataset with 50000 images for training and 10000 images for testing. As Wu et al. (2018) commented, complex dynamics and non-differentiable spike activity stem the direct training based methods using backpropagation algorithm from achieving the high-quality performance in CIFAR-10 dataset. Even though the networks of Wu et al. (2018) achieved very good results in MNIST dataset, the recognition accuracy of CIFAR-10 dataset only has 50.7%, which is much lower than using the conversion based SCNNs (e.g., Hunsberger and Eliasmith 2015, Rueckauer et al. 2017) . To the best of our knowledge, except Wu et al. (2018) , few works have reported their results on CIFAR-10 dataset, using direct training based spiking networks, especially with temporal coding scheme. In order to further evaluate the performance of the method, we apply our proposed SCNNs to CIFAR-10 dataset. In the preprocessing of the input data, we only make use of Eq. (1). Within this way, the temporal separation can be enlarged a lot and all pixel values can be used accordingly, which is quite different from Mostafa (2018) . In addition, since the size of CIFAR-10 dataset is not large, we exploit data augmentation to considerably increase the diversity of data available for training models without actually collecting new data. Subsequently, to better demonstrate the necessity of this step, we build two networks: one is with data augmentation and the other without. Note that the architectures of these two developed networks are different. For the network without using data augmentation, it contains three convolutional layers and two fully-connected layers. The size of each input chromatic image is 32×32×3. In the all convolutional layers, the kernel uses a 5×5 convolutional window and stride is 2. The difference is the numbers of kernels are 64, 32 and 16 for the first three convolutional layers. As to the fourth fully-connected layers, the numbers of the input and output neurons are 256 and 64, separately; for the fifth fully-connected layer, the numbers of the input neurons and output neurons are 64 and 10, respectively. The other parameters, such as mini-batch size, K, L2 regularization and maximum allowed row-normalized Frobenius norm of the gradient of a weight matrix are the same as shown in Table 1 . However, the starting learning rate from the first epoch is 0.001 and ending learning rate at 100 th epoch is 0.00001. After observing the Fig.  3(a) , the training errors tends to level off after 75 epochs, and the recognition accuracies are around 60%. Therefore, we determine to use the result at 20 th epoch since the testing accuracy does not have any improvements after that. Specifically, the recognition accuracy of such networks reaches 62.24%, which is higher than 50.7% reported in Wu et al. (2018) . In addition, the proposed networks only require 86000 trainable parameters, which is 6 times less than 510630 trainable parameters used in Wu et al. (2018) . Nonetheless, such accuracy is still much lower than those using the conversion based SCNNs (e.g., Hunsberger and Eliasmith 2015, Rueckauer et al. 2017) , as presented in Table 3 . For the network using the data augmentation step that includes cropping, flipping and whitening, it contains four convolutional layers and three fully-connected layers. For the first four convolutional layers, the kernel size is 3 × 3 for all of them; the numbers of kernels are 64, 128, 256 and 256, respectively; the strides are 1, 2, 1 and 2, respectively. For the three following fully-connected layers, the numbers of input neurons are 12544, 1024 and 1024, separately; the number of output neurons are 1024, 1024 and 10, separately. The other parameters are the same as presented in Table 1 , except that the starting learning rate is 0.001 and the ending learning rate is 0.00001. As mentioned above, the activation function used is Eq. (7) with the threshold equal to 1. For this specific case, we run 320 epochs and the evolving training errors are shown in Fig. 4(b) . As seen, after 240 epochs, the training errors tend to converge. In Fig. 5 , after preprocessing, the spiking activity of the convolutional layers, accumulates over all the time steps. For each layer, the preferred features of some neuronal maps with color are demonstrated. Each colored point in each subfigure of Fig. 5 indicates the neuronal map of the neuron which has fired in that location at a time step. Similar to MNIST dataset, the ten neurons are labeled on last fully-connected layer, corresponding to the 10 items. For instances, if the neuron labeled as "frog" fires the first spike as shown in Fig. 5 , the image is classified as "frog".
As observed in Table 3 , the recognition accuracy is improved significantly compared to the proposed network without using data augmentation. Furthermore, such accuracy is close to the one (82.95%) reported in Hunsberger and Eliasmith (2015) . Even though it is still relatively less than 90.85% reported in Rueckauer et al. (2017) , the total trainable parameters used is much less than those in Hunsberger and Eliasmith (2015) and Rueckauer et al. (2017) . Note that the numbers of trainable parameters presented in Table 2 for Hunsberger and Eliasmith (2015) and Rueckauer et al. (2017) are for the neural networks before conversion. All in nutshell, in the direct-training based SNN field, the proposed network using data augmentation step reaches the new highest recognition accuracy with much fewer trainable parameters, which indicates the high efficacy of the proposed network. 
Conclusion
Recently, SNNs have been paid a lot of attention because of its high energy efficiency on the neuromorphic architecture hardware. Nevertheless, the energy consumption of the networks should not be ignored. From practical perspective, the networks with higher recognition accuracy but with a lot of energy consumption are not plausible. However, so far, most of researches developing SNNs or SCNNs have only focused on reaching the higher recognition accuracy without considering the energy consumption. Therefore, in this study, we make use of the number of trainable parameters to indicate the energy consumption-the less, the better. Meanwhile, we also pursue to build the networks with the higher object recognition accuracy compared to the state-of-art networks in the literature. Supervised learning based SNNs using temporal coding scheme is a good way to decrease the energy consumption, compared to the rate-coding method; however, the non-differentiable spiking activities stems its development. Mostafa (2018) proposed a direct training based method via backpropagation error and his networks have achieved very high accuracy of MNIST as the other unsupervised learning or conversion based SNNs. Nevertheless, so far, his networks have not been applied to the more complicated dataset, such as CIFAR-10. The reasons are convolutional layers are not included in his networks and the preprocessing method is not general. In order to realize the objective of this research that uses the minimum energy consumption to reach the high object recognition accuracy, we incorporate convolutional layers into the SNNs proposed by Mostafa (2018) . In addition, we propose a new way to preprocess the input data and develop a new kernel operation process without using ReLU procedure. With these three steps, our SCNNs achieve the state-of-art object recognition accuracy in MNIST and CIFAR-10 datasets; besides, the networks proposed use much less the trainable parameters than the others in the literature. Specifically, for the MNIST dataset, the network with noise input reach the accuracy of 99.13%, which is very competitive to the performance of the other networks presented in the literature. In addition, as to the energy consumption, our networks use only 21270 trainable parameters, which is much less than those reported in the literature. It is noted that even though our networks are based on Mostafa (2018) ; however, the performance of ours is much better than Mostafa (2018) in terms of both recognition accuracy and energy consumption. As to the CIFAR-10 dataset, it is much more complicated dataset than MNIST dataset but the size of this dataset is not large. Therefore, we exploit data augmentation step to enlarge the training dataset. The results are promising: for the network without using data augmentation, the accuracy is 62.4% with 86000 trainable parameters while Wu et al. (2018) only reach 50.7% with 510630 parameters; for the network using data augmentation, the recognition accuracy is significantly improved to 80.49% with 14864768 trainable parameters. Compared to the performance of the conversion based networks, the recognition accuracy so far is still not that competitive but our networks cost much less energy than them. Nonetheless, the accuracy is still a state-of-art one in the field of direct training based SNN/SCNN using temporal coding scheme.
In the future, the research can be conducted in two directions. First, even though the current network is promising in practical application, the energy consumption is still relatively high and the determination of the number of neurons in each layer is still based on "trial and error" process, therefore, the future research can focus on the optimization of the number of neurons in each layer to decrease the energy consumption of the network. Second, the recognition accuracy on the CIFAR-10 dataset should be improved further based on temporal coding scheme.
