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Full-text search and metadata-enabled search have weakness in the precision of the searched article. This research offers
weighted tree similarity algorithm combined with cosine similarity method to count similarity in semantic search. In
this method metadata is constructed based on the tree of labelled node, labelled and weighted branch. The structure of
tree metadata is constructed based on semantic information like taxonomi, ontologi, preference, synonim, homonym and
stemming. From testing result, the precision of search using weighted tree similarity algorithm is better that full-text search
and metadata-enabled search.
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1 PENDAHULUAN
Pencarian full-text (full-text search) adalah tipe pencarian
dokumen yang dilakukan komputer dengan menelusuri ke-
seluruhan isi sebuah dokumen [1]. Cara kerjanya adalah
mencari dokumen yang mengandung kata query pengguna.
Hasil query diurutkan sesuai dengan tingkat kandungan
kata, umumnya frekuensi kandungan kata diurutkan dari
tinggi ke rendah. Penelusuran dokumen hanya menggu-
nakan operasi dasar pencocokan kata (string matching) tan-
pa tambahan operasi algoritma lainnya [2]. Dengan meto-
da ini pengguna mengoperasikan dengan mudah, cukup
memasukkan kata kunci yang diinginkan. Tampilan an-
tarmuka relatif lebih sederhana tanpa memasukkan banyak
pilihan.
Kekurangan dari metode pencarian full-text [1] ada-
lah kelemahan linguistik, antara lain tidak dapat menge-
nali sinonim atau membedakan homonim, juga terjadi ope-
rasi perbandingan kata yang besar antara kata query peng-
guna dengan kata di dalam dokumen. Hasil pencarian full-
text bisa berupa list yang sangat panjang. Ini terjadi bila
di banyak dokumen mengandung kata yang dicari peng-
guna. Untuk mencari dokumen yang relevan pengguna
harus melihat satu-persatu.
Pencarian dengan metadata biasa (metadata enabled
search) adalah tipe pencarian dokumen yang dilakukan kom-
puter dengan menelusuri metadata dokumen [3]. Pada me-
toda ini operasi pembandingan kata jauh lebih sedikit diban-
dingkan pencarian full-text. Tiap-tiap dokumen diindex
dengan dibuat metadata-nya. Metadata merupakan ’data
dari data’ [2], yaitu sekumpulan term terstruktur yang teror-
ganisasi dengan logika AND, OR, sehingga nilai kemiri-
pannya dihitung berdasarkan aritmatika sum of products
atau product of sums sesuai dengan susunan logika AND
dan OR yang dipergunakan. Representasi metadata da-
pat berupa meta tag HTML, file XML atau data dalam
field khusus di database. Metadata ini berfungsi semacam
katalog dalam sebuah perpustakaan dan dokumen adalah
bukunya. Pada metoda ini query pengguna dapat dilakukan
secara lebih spesifik berdasarkan batasan-batasan tertentu.
Batasan tersebut seperti pencarian berdasar nama pengarang
tertentu, berdasar penerbit tertentu, atau berdasar tahun ter-
bit tertentu. Hasil query menjadi lebih sedikit dibandingkan
pencarian full-text karena pencarian lebih spesifik, yang di-
harapkan lebih relevan.
Pencarian dengan metadata biasa juga memiliki kelema-
han linguistik sebagaimana pencarian full-text [1]. Kelema-
han lainnya ada pada tambahan operasi pembangkitan meta-
data yang dapat dilakukan secara manual atau otomatik
[3]. Pada dasarnya pencarian dengan metadata memfilter
dokumen yang relevan dengan menggunakan logika AND,
OR dan pemilihan kata yang tepat. Hal ini menyulitkan
karena mencari kata yang tepat terdapat masalah linguis-
tik, antara lain: stemming, prefix, sufix, infix, homonim,
dan sinonim.
Dalam pencarian semantik yang menggunakan algo-
ritma weighted tree similarity, metadata disusun berdasar-
kan tree yang memiliki node berlabel, cabang berlabel serta
berbobot. Struktur metadata tree disusun berdasarkan in-
formasi semantik semacam taksonomi, ontologi, prefer-
ence, sinonim, homonim, dan stemming. Sehingga meta-
data yang digunakan dapat lebih merepresentasikan isi se-
buah artikel, serta hasil pencarian dapat lebih tepat (preci-
sion).
Algoritma weighted tree similarity memiliki keunikan
karena memiliki representasi tree yang berbeda dengan yang
lain. Tree yang dipergunakan memiliki node berlabel, ca-
bang berlabel serta berbobot. Untuk merepresentasikan
tree dalam algoritma ini secara serial dipergunakan standar
Weighted Object Oriented RuleML (WOORuleML) yang
sesuai dengan standar Extended Markup Language (XML).
Representasi ini dapat berfungsi sebagai metadata doku-
men yang terindeks. Cabang yang berlabel memberikan
pemahaman lebih kepada label nodenya. Begitu pula bobot
cabang memungkinkan memberikan tingkat kecenderung-
an kepada cabang tertentu lebih dari yang lain.
Pencarian semantik dengan algoritma weighted tree sim-
ilarity menggunakan algoritma penghitung kemiripan se-
mantik antara dua tree berbobot. Algoritma ini telah dite-
rapkan untuk mencocokkan transaksi e-business [4], pen-
carian obyek pembelajaran [5], virtual market untuk je-
jaring listrik [6], transaksi kendaran roda empat [7], esti-
masi biaya proyek [8], pencarian informasi yang tepat un-
tuk handheld device [9], dan audit otomatik dokumen the
International Organization for Standardization (ISO) [10].
Pengembangan algoritma yang diusulkan dalam ma-
kalah ini adalah pencocokan khusus untuk subtree khusus
term dengan metode cosine similarity. Subtree khusus ini
diberi nama subtree keywords. Pengembangan ini mengem-
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Gambar 1: Contoh representasi tree
bangkan makalah sebelumnya [11] yang memperbaiki per-
forma algoritma dalam pencocokan leaf node tree.
Struktur makalah ini terdiri atas 6 bagian. Bagian per-
tama berisi pendahuluan. Bagian kedua berisi dasar teori
weighted tree similarity. Bagian ketiga berisi penjelasan
pencarian semantik. Bagian keempat berisi studi komputasi.
Bagian kelima berisi Pengujian dan bagian keenam kesim-
pulan dan saran.
2 WEIGHTED TREE SIMILARITY
2.1 Representasi Tree
Dokumen yang akan dihitung kemiripannya direpresentasi-
kan dalam sebuah tree yang memiliki karakteristik node
berlabel, cabang berlabel dan cabang berbobot. Contoh
representasi tree bisa dilihat pada Gambar 1.
Gambar 1 menggambarkan representasi query peng-
guna terhadap sebuah artikel Wikipedia [12]. Di dalam
representasi artikel tersebut, pengguna mencari sebuah ar-
tikel dengan kategori country, nama halaman Indonesia,
subjudul agenda dan latar belakang. Artikel memiliki 3
gambar, 5 link dan 8 subbagian. Keunikan dari weighted
tree ini adalah cabang yang berlabel dan berbobot. Pada
contoh Gambar 1 pengguna lebih menekankan pencari un-
tuk menemukan ketepatan pencarian berdasarkan cabang
content (berbobot 0,8) dibandingkan strukturnya (berbobot
0,2). Penentuan tingkat kepentingan cabang ini terdapat
dalam representasi weighted tree. Representasi tree dalam
suatu weighted tree mengikuti aturan sebagai berikut [13]:
1. Nodenya berlabel
2. Cabang berlabel
3. Cabang berbobot
4. Label dan bobot ternormalkan. Label terurut sesuai
abjad dari kiri ke kanan. Jumlah bobot dalam cabang
setingkat subtree yang sama adalah 1.
Untuk merepresentasikan tree tersebut digunakan Rule-
ML versi Object Oriented Modelling, yang disebut Weighted
Object Oriented RuleML (WOORuleML)-yang mengacu
Gambar 2: Representasi tree dalam WOORuleML
pada standarisasi XML. Contohnya bisa dilihat pada Gam-
bar 2.
Pada Gambar 2 terdapat beberapa simbol, adapun kete-
rangan dari simbol-simbol ini antara lain:
1. <cterm> = keseluruhan tree
2. <opc> = root dari tree
3. <ctor> = node label dari root
4. <_r> = role dari setiap arch/edge dan memiliki be-
berapa atribut yaitu n mewakili label dan w yang
mewakili bobot/weight
5. <ind> = label untuk role
Subtree dari sebuah role memiliki struktur yang sama
atau indentik yang diawali dengan <cterm> dan seterusnya
seperti pada Gambar 2.
2.2 Penghitungan Kemiripan
Algoritma penghitungan kemiripan antara dua weighted tree
ini terdapat di dalam makalah [4], [13]. Gambar 3 me-
nunjukkan contoh dua buah tree T1 dan T2 yang dihitung
kemiripannya. Nilai kemiripan tiap pasangan subtree be-
rada diantara interval [0,1]. Nilai 0 bermakna berbeda sama
sekali sedangkan 1 bermakna identik. Kedalaman (depth)
dan lebar (breadth) tree tidak dibatasi. Algoritma penghi-
tung kemiripan tree secara rekursif menjelajahi tiap pasang
tree dari atas ke bawah mulai dari kiri ke kanan. Algoritma
mulai menghitung kemiripan dari bawah ke atas ketika men-
capai leaf node. Nilai kemiripan tiap pasang subtree di
level atas dihitung berdasar kepada kemiripan subtree di
level bawahnya.
Sewaktu penghitungan, kontribusi bobot cabang juga
diperhitungkan. Bobot dirata-rata menggunakan rata-rata
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Gambar 3: Contoh kemiripan penghitungan dasar
aritmatika (wi + w
′
i)/2. Nilai rata-rata bobot sebuah ca-
bang dikalikan dengan kemiripan Si yang diperoleh secara
rekursif. Nilai Si pertama diperoleh berdasar kemiripan
leaf node dan dapat diatur nilainya menggunakan fungsi
A(Si). Pada awalnya algoritma weighted tree similarity
hanya memberi nilai 1 bila leaf node-nya sama dan 0 bila
berbeda [4]. Perumusan penghitungan kemiripan tree ini
terdapat di dalam persamaan berikut:∑
(A(Si)(wi + w
′
i)/2) (1)
dengan A(Si) adalah nilai kemiripan leaf node, wi dan w
′
i
adalah bobot pasangan arc weighted tree. Penilaian A(Si)
analog dengan logika AND sedangkan penilaian bobot pa-
sangan analog dengan logika OR.
Di dalam contoh pada Gambar 3 perilaku algoritma
dapat dijelaskan sebagai berikut. Pada awalnya dihitung
kemiripan node cabang activity yang diperoleh 1. Kemiri-
pan ini dikalikan rata-rata bobot cabang activity (0,4+0,4)/2
menghasilkan kemiripan cabang. Algoritma kemudian men-
cari kemiripan node cabang berikutnya, place. Karena node
ini bukan leaf maka algoritma akan turun ke bawah menghi-
tung kemiripan cabang name. Algoritma kemudian menghi-
tung kemiripan cabang type dan diakumulasi dengan kemiri-
pan cabang name. Akumulasi ini merupakan nilai kemiri-
pan subtree restaurant. Algoritma bergerak ke cabang tool
dan akumulasi kemiripan dengan cabang lain yang setingkat
menghasilkan kemiripan total.
3 PENCARIAN SEMANTIK
Merujuk pada makalah [5] pencarian semantik dengan al-
goritma weighted tree similarity diuraikan dalam Gambar
4. Sistem terdiri atas dua proses, proses indexing dan proses
retrieval. Proses indexing terdiri atas pembangkit meta-
data dan penyimpan metadata. Sedangkan proses retrieval
berintikan algoritma weighted tree similarity. Pembahasan
pembangkitan metadata weighted tree akan diuraikan lebih
lanjut di dalam Bagian 3.1, sedangkan pembahasan peng-
gabungan penghitungan weighted tree similarity dengan
cosine similarity akan diuraikan di dalam Bagian 3.2.
3.1 PembangkitanMetadata Tree
Pembangkitan metadata sangat bergantung bentuk repre-
sentasi tree yang ditetapkan dan ini bersifat kasuistik. Re-
presentasi tree yang cocok untuk jual beli mobil akan ber-
beda dengan representasi tree untuk berita online ataupun
Gambar 4: Pencarian semantik dengan algoritma weighted
tree similarity
artikel Wikipedia. Sebagai contoh, dalam makalah [12]
representasi weighted tree sebuah artikel ditetapkan seba-
gaimana dalam Gambar 5. Nilai-nilai node dan cabang
weighted tree diperoleh dengan mengakses field-field ter-
tentu dalam database Mediawiki.
Pencarian semantik dengan algoritma weighted tree si-
milarity dapat diterapkan pada pencarian dokumen, pen-
carian halaman web, atau pencarian artikel. Makalah ini
mengusulkan pengindeksan koleksi dokumen dengan mem-
bangkitan metadatanya sebelum pengguna melakukan query.
Ketika pengguna melakukan query operasi penghitungan
kemiripan dilakukan dengan metadata tidak dengan teks
dokumen secara langsung. Dalam pembangkitan metadata
ini diusulkan perlunya penelusuran teks secara menyeluruh
untuk menemukan sekumpulan term representasi konten
sebuah dokumen. Dengan kata lain dokumen direpresen-
tasikan sebagai sebuah vektor term.
Dalam Gambar 5, representasi tree sebuah artikel Wiki-
pedia memiliki sebuah subtree keyword dimana sekumpu-
lan term mewakili konten sebuah dokumen. Sekumpulan
term yang mewakili sebuah dokumen ini pada umumnya
direpresentasikan sebagai vektor term. Di dalam makalah
ini vektor term sebuah dokumen direpresentasikan pula se-
bagai tree berbobot agar metadata sebuah dokumen men-
jadi satu kesatuan file WOORuleML. Hal ini dilakukan
karena standar metadata WOORuleML digunakan dalam
makalah ini untuk merepresentasikan sebuah tree berbobot.
Tree berbobot vektor term ini diberi nama subtree keywords.
Uraian lebih lanjut subtree keyword terdapat dalam Bagian
3.1.1.
3.1.1 Subtree Keywords
Dalam makalah ini konten dokumen direpresentasikan se-
bagai term vectors [14] dalam bentuk:
d = (d0, d1, ..., dn) (2)
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Gambar 5: Representasi tree sebuah artikel Wikipedia
Dimana setiap dk mengidentifikasikan term yang terdapat
dalam dokumen d. Demikian juga pada query (informa-
tion request) dari pengguna direpresentasikan dalam term
vectors, sehingga dirumuskan:
q = (q0, q1, ..., qn) (3)
Dimana setiap qk menidentifikasikan term yang terdapat
pada query q.
Sehingga apabila ditentukan bobot (weight) pada se-
tiap term untuk membedakan diantara term yang terdapat
dalam dokumen maupun query dapat dituliskan:
wd = (wd0, wd1, ..., wdn) (4)
dan
wq = (wq0, wq1, ..., wqn) (5)
Dimana wdk merupakan bobot dari term tk dalam doku-
men d, sedangkan wqk merupakan bobot term tk dalam
dokumen q.
Dengan demikian subtree keyword query pengguna dan
subtree keyword dokumen digambarkan sebagai berikut:
Tampak dalam Gambar 6 weighted tree yang dibangun
tidak memiliki label cabang. Penjelasan tentang ini ada
dalam Bagian 3.2. Untuk membentuk subtree keywords
terdapat dua proses utama yang dilakukan, menentukan
term nilai leaf node subtree dan menentukan bobot term
untuk nilai arc subtree.
Untuk menentukan term dilakukan proses tokenizing,
stoplist/wordlist, stemming, dan penghitungan term frequ-
ency (TF). Dalam proses tokenizing terjadi proses pemo-
tongan dokumen menjadi daftar kata yang berdiri sendiri.
Gambar 6: Representasi tree dokumen (d) dan query peng-
guna (q)
Di dalam proses stoplist terjadi penyaringan kata-kata yang
tidak layak untuk dijadikan kata kunci. Kata-kata yang
tidak layak tersebut antara lain kata sambung, kata depan,
kata ganti, kata sifat, dan lainnya. Di dalam proses stem-
ming kata dikembalikan ke dalam bentuk dasarnya dengan
menghilangkan imbuhan-imbuhan pada kata. Di dalam
penghitungan TF dilakukan penghitungan frekuensi kemun-
culan kata. Pembobotan dilakukan dengan memperhatikan
TF dalam sebuah dokumen. Penghitungan nilai bobot di-
lakukan berdasarkan persamaan sebagai berikut:
w = TF/TFtotal (6)
Dengan TFtotal adalah jumlah total TF.
Jumlah term dalam subtree keywords dokumen diten-
tukan berdasar jumlah bobot term. Bobot term diperoleh
mengikuti proses sebagaimana pada Gambar 7. Setelah
melalui proses tokenizing, stoplist/word-list, stemming, dan
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Gambar 7: Proses pembentukan subtree keywords
TF bobot tiap term ditentukan. Term kemudian diurutkan
sesuai bobot kemudian diakumulasikan. Term dipergunakan
dan berhenti bila akumulasi bobot term ≥ 0,9. Nilai bobot
total term yang tidak digunakan ± 0,1, cukup kecil dan
bisa ditolerir. Dengan demikian jumlah anak cabang sub-
tree keywords dokumen dapat berubah-ubah tergantung do-
kumennya. Demikian pula pada subtree keywords query
pengguna. Jumlah term dapat berubah-ubah tergantung
term yang diinputkan oleh pengguna.
Contoh dari proses pembentukan Subtree keywords do-
kumen sebagai berikut. Setelah melalui proses tokenizing,
stoplist, stemming, TF dan sorting, tiap-tiap term dihitung
bobotnya dan dihasilkan Tabel 1.
Berdasarkan Tabel 1 tampak term yang dipergunakan
adalah cat, mouse, tom, dan Jerry karena jumlah akumulasi
bobot berada di bawah batas 0,9. Term lainnya tidak diper-
gunakan untuk merepresentasikan dokumen lebih lanjut.
Bobot ini kemudian dinormalkan agar jumlah bobot dalam
subtree ini sama dengan 1. Tabel normalisasi terdapat dalam
Tabel 2. Pada contoh ini nilai TFtotal normalisasi sama
dengan 50. Representasi tree pada contoh ini digambarkan
dalam Gambar 8.
Tabel 1: Contoh penentuan node dan penghitungan bobot
subtree keywords dokumen
Term TF Bobot Akumulasi Bobot
Cat 20 0.350877 0.350877
Mouse 15 0.263158 0.614035
Tom 10 0.175439 0.789474
Jerry 5 0.087719 0.877193
Silvester 2 0.035088 0.912281
Tweety 1 0.017544 0.929825
Doraemon 1 0.017544 0.947368
Miky 1 0.017544 0.964912
Goofy 1 0.017544 0.982456
Donald 1 0.017544 1
Total 57
Tabel 2: Normalisasi bobot
Term TF Bobot Normal
Cat 20 0.4
Mouse 15 0.3
Tom 10 0.2
Jerry 5 0.1
Total 50
Gambar 8: Subtree keywords dokumen contoh
3.2 Penghitungan Kemiripan Gabungan
Algoritma weighted tree similarity pada awalnya bersifat
string matching di bagian leaf node-nya. Dengan demikian
apabila leaf node-nya sama menghasilkan nilai 1, sedang-
kan bila berbeda menghasilkan nilai 0. Misalkan terdapat
dua buah nilai 70 dan 85, algoritma ini tidak menganggap
adanya kemiripan antara dua nilai ini, sehingga similarity-
nya 0, walaupun secara intuitif kita dapat menilai kemiri-
pan antara dua nlai tersebut.
Pada makalah [11] telah diusulkan penggunaan pena-
nganan khusus local similarity untuk leaf node tertentu.
Penghitungan kemiripan leaf node-nya dilakukan berdasar-
kan karakteristik leaf node tersebut. Apakah ia merupakan
bilangan, kata, tanggal, atau lainnya. Peningkatan ini mem-
buat nilai kemiripan leaf node dapat bernilai kontinyu an-
tara 0 sampai dengan 1 yang berarti meningkatkan unjuk
kerja algoritma secara umum. Sebagaimana telah diusulkan
penelitian [15] dengan menggunakan fuzzy, diusulkan pe-
nelitian [8] dengan menggunakan rasio, diusulkan makalah
[7] untuk dua buah image, dan juga penelitian [10] untuk
dua buah dokumen.
Sebagaimana dipaparkan dalam Bagian 3.1.1, dalam
makalah ini konten dokumen direpresentasikan sebagai vek-
tor term. Makalah ini menggunakan penghitungan kemiri-
pan dua vektor yang telah mapan yaitu cosine similarity
[2]. Dimana kemiripan dua buah vektor diwakilkan ke
dalam besar sudut antara dua vektor tersebut.
Cosine(q, d) =
q.d
‖ q ‖‖ d ‖ (7)
Bila dipaparkan lebih lanjut bisa dirumuskan sebagai berikut:
Cosine(q, d) =
∑m
k=1 wqk × wdk√∑m
k=1(wqk)2.
√∑t
k=1(wdk)2
(8)
Dengan:
Wij : bobot term j terhadap dokumen i
q : vektor dokumen Q
d : vektor dokumen D
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Gambar 9: Subtree contoh T1 dan T2
m : dimensi vektor Q dan D
Dalam Gambar 8 tampak bahwa subtree keywords tidak
memiliki label cabang. Hal ini dilakukan untuk memberi
fleksibilitas pada tiap term berpindah posisi cabang dalam
penghitungan kemiripan. Hal ini mengantisipasi kemung-
kinan adanya term yang sama pada posisi cabang yang
berbeda. Karena kondisi ini berbeda dengan aturan stan-
dar weighted tree [5] maka pengembangan yang diajukan
pada penelitian ini agar algoritma weighted tree similar-
ity memiliki penanganan khusus untuk subtree keywords.
Sedangkan pada penelitian [11] baru diajukan penamba-
han penanganan khusus penghitungan local similarity leaf
node. Subtree ini bersifat khusus baik dari pembentukan-
nya yang tidak memiliki label arc maupun penghitungan
kemiripannya yang menggunakan cosine similarity.
Langkah pertama penghitungan adalah penghitungan
kemiripan term yang paling tinggi. Operasi perbanding-
an term ini masih menggunakan operasi string matching,
oleh karenanya hanya menghasilkan nilai 1 atau 0 tidak di-
antaranya. Setelah diketahui pasangan cabang yang memi-
liki kemiripan 1 kemudian dilakukan perhitungan kemiri-
pan dengan cosine similarity.
Komputasi similarity dua weighted tree yang mengan-
dung subtree keywords dipaparkan sebagai berikut. Terda-
pat penanganan khusus di dalam algoritma untuk subtree
keywords. Khusus subtree keywords dipergunakan penghi-
tungan cosine similarity berdasarkan Persamaan 8 sedang-
kan kemiripan gabungan dihitung dengan perhitungan we-
ighted tree similarity berdasarkan Persamaan 1.
Contoh penghitungan kemiripan dua subtree keywords
dan penghitungan weighted tree yang mengandung subtree
keywords dijelaskan pada Bagian 4.
4 CONTOH KOMPUTASI
Contoh komputasi kemiripan weighted tree diterangkan di
dalam bagian ini. Pada awalnya diterangkan komputasi
kemiripan dua subtree keywords di bagian 4.1. Kemudian
baru baru komputasi kemiripan dua weighted tree yang
mengandung subtree keywords dengan weighted tree simi-
larity dipaparkan di bagian 4.2.
4.1 Subtree Keywords
Terdapat contoh weighted tree query pengguna (T2) dan
weighted tree dokumen (T1) sebagaimana Gambar 9. T1
ingin dihitung kemiripannya dengan T2.
Komputasi kemiripan cabang menghasilkan Tabel 3 se-
bagai berikut: Berdasar Tabel 3 dapat diketahui terdapat
Gambar 10: Contoh perhitungan total
dua term yang terkandung baik dalam subtree T1 dan T2.
Term tersebut adalah tom dan mouse. Dari proses ini dapat
dilakukan komputasi kemiripan subtree keywords berdasar-
kan Persamaan 8 sebagai berikut:
Cosine(q, d)
= (0,4.0)+(0,3.0,3)+(0,2.0,4)+(0,1.0)√
0,42+0,32+0,22+0,12.
√
0,42+0,32+0,32
= 0.532 (9)
4.2 Kemiripan Gabungan
Terdapat contoh weighted tree query pengguna (T2) dan
weighted tree dokumen (T1) sebagaimana Gambar 10. T1
ingin dihitung kemiripannya dengan T2. Pada contoh ini
subtree keywords sama dengan Gambar 9. Perhitungan
subtree ini telah dilakukan pada Bagian 4.1 dan meng-
hasilkan nilai 0,532. Dengan demikian, kemiripan T1 dan
T2 di dalam Gambar 9 adalah Sim(T1,T2)=0.78706.
5 UJI COBA DAN EVALUASI
Uji coba dilakukan pada Kiwix, versi portabel Wikipedia
bahasa Inggris (dapat didownload di http://www.kiwix.org).
Kiwix berisi 1964 artikel Wikipedia. Pengukuran kinerja
pencarian ditentukan dengan suatu perhitungan Precision
dengan rumusan sebagai berikut [2]:
Precision =
| Ra |
| A | (10)
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Tabel 3: Penghitungan kemiripan cabang
T1 T2 S
Cat Tom 0
Mouse Tom 0
Tom Tom 1
Jerry Tom 0
Cat Doraemon 0
Mouse Doraemon 0
Tom Doraemon 0
Jerry Doraemon 0
Cat Mouse 0
Mouse Mouse 1
Tom Mouse 0
Jerry Mouse 0
Gambar 11: Weighted tree pengujian
Dengan Ra adalah jumlah artikel yang relevan dari hasil
pencarian, sedangkan A adalah jumlah seluruh artikel hasil
pencarian. Nilai precision 1 mengindikasikan kinerja yang
tertinggi dan nilai precision 0 terendah.
Pengujian pertama dilakukan pada pencarian full-text
dengan relasi OR antara term. Sebagai contoh pada Tabel
4 query pertama bermakna query term house OR living.
Pengujian kedua dilakukan pada pencarian menggunakan
metadata. Relasi antara term tetap OR dengan tambahan
filter AND untuk pemilihan kategori secara spesifik. Se-
bagai contoh pada Tabel 4 query pertama bermakna query
term house OR living AND kategori:arts. Nilai-nilai hasil
pengujian terdapat di dalam Tabel 4. Tampak dari Tabel
4 dengan lima kali pengujian, pencarian dengan metadata
menggunakan tambahan filter AND kategori memberikan
rata-rata nilai precision yang lebih tinggi dibandingkan pen-
carian full-text. Hal ini tidak berlaku pada pemilihan kate-
gori yang keliru.
Pengujian ketiga dilakukan dengan pencarian meng-
gunakan algoritma weighted tree similarity. Struktur tree
yang dipergunakan terdapat pada Gambar 11 sebagai con-
toh bentuk tree untuk query pertama (Q1) Tabel 5. Pada
query selanjutnya (Q2 s/d Q5) nilai term house dan living
digantikan oleh term yang lain sedangkan nilai arts digan-
tikan nilai kategori yang lain mengikuti data dalam Tabel 4.
Nilai bobot cabang subtree keywords adalah 1/n dengan n
menunjukkan banyaknya query term. Tree artikel dibang-
kitkan pula dengan bentuk pada Gambar 11. Pembangki-
tan subtree keywords mengikuti langkah-langkah pada Ba-
gian 3.1.1. Penghitungan kemiripan gabungan mengikuti
langkah-langkah pada Bagian 3.2.
Tabel 5 mencatat nilai precision antara tree query peng-
guna (Q1 s/d Q5) dengan tree artikel pada pencarian meng-
gunakan algoritma weighted tree similarity. Batas suatu
artikel dianggap relevan jika precision ≥ 0,8. Nilai x/y
Tabel 4: Hasil pengujian Full-text dan metadata
No Query terms Kategori Precision
Full-text Metadata
1 House living Arts 0.04 0.35
2 Animal kingdom Biology and 0.04 0.5
Medicine
3 Animal song Biology and 0.08 0.29
Medicine
4 Car Transport 0.23 0.4
5 Book Literature 0.25 0.67
Rata-rata 0.13 0.44
Tabel 5: Hasil pengujian dengan weighted tree similarity
No Query Precision dengan nilai kemiripan ≥ 0,8
1 Q1 1/1
2 Q2 1/1
3 Q3 1/2
4 Q4 2/2
5 Q5 2/2
Rata-rata 0.9
dalam kolom precision menunjukkan x adalah jumlah ar-
tikel yang relevan dari hasil pencarian, sedangkan y adalah
jumlah seluruh artikel hasil pencarian. Hasil pada Tabel
5 dan Tabel 4 menunjukkan secara empirik dengan lima
kali pengujian, pencarian semantik dengan weighted tree
similarity menghasilkan nilai rata-rata precision yang lebih
baik (0,9) dibandingkan dengan pencarian full-text (0,13)
dan metadata biasa (0,44).
6 KESIMPULAN DAN SARAN
Dalam makalah ini telah ditunjukkan bahwa penggabung-
an algoritma weighted tree similarity dengan cosine similar-
ity efektif diimplementasikan untuk pencarian semantik.
Struktur metadata tree disusun berdasarkan informasi se-
mantik semacam taksonomi, ontologi, preference, sinonim,
homonim dan stemming. Hasil uji coba pada artikel Wiki-
pedia menunjukkan bahwa ketepatan (precision) pencari-
an menggunakan algoritma weighted tree similarity lebih
tinggi daripada pencarian full-text maupun pencarian de-
ngan metadata biasa.
Penelitian dapat dikembangkan lebih lanjut dengan peng-
gunaan metoda word similarity untuk pencocokan term pada
leaf node subtree keywords.
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