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le présente un système de modules pourla Programmation Logique par Contraintes. Ce systèmesimple et relativement indépendant du langage préisd'utilisation (il a été onçu à l'origine pour GNU-Prolog)a la partiularité d'être fermé. Par fermé nous entendons,le fait qu'il est apable de prévenir tout appel à desparties privées d'un module depuis l'extérieur de elui-i. Bien qu'il puisse être vu omme une simple ouhede sure syntaxique, e système ore une disipline denommage des prédiats permettant de développer desbibliothèques et de failiter la réutilisation du ode. Deplus, en ajoutant au langage une forme de fermeture in-spirée de la programmation onurrente linéaire par on-traintes, nous montrons omment on résout le problèmebien onnu de l'utilisation de la méta-programmation àtravers le système de modules, en distinguant l'exéu-tion d'un terme (prédiat all) de l'appliation d'unefermeture (ordre supérieur).AbstratThis artile presents a module system for the LogiConstraint Programming. This system simple and prettyindependent a preise language (it was reated at the ori-gin for GNU-Prolog) has the partiularity to be losed. By losed we meen the fat that the system is ableto prevent any all to private parts of a module fromthe exterior of this one. Although it an be seen likea simple layer of syntati sugar, this system oers adisipline of prediates naming, making possible the de-veloppement of libraries and failitating the re-use of theode. Morevoer, by adding a form of losures inspired byLinear Conurrent Constraint programming to the lan-guage, we show how the well-known problem of usingmeta-programming through the module system an besolved by distinguishing the exeution of a term (predi-ate all) from the sending of a losure (higher order).
1 IntrodutionIl est souvent plus faile de travailler ave un nombrerestreint de onepts à l'esprit. Ainsi pour être éritproprement, les programmes de grande taille doiventêtre divisés en blo de taille plus limitée. Bien queela puisse être fait dans n'importe quel langage, unsystème de modules approprié failite la segmentationdes programmes en obligeant le programmeur à dénirlairement la limite et l'interfae de haun de esblos. Beauoup d'erreurs peuvent être alors évitées,le ompilateur étant en harge de vérier que les ap-pels entre modules respetent les interfaes délarées.Une telle segmentation du ode favorise aussi la om-préhension d'un programme par des personnes ex-térieures et améliorent ainsi sa réutilisation.Un des objetifs de notre équipe1 est de onevoirune implémentation de la Programmation LinéaireConurrente par Contraintes (LCC) [12℄ basée sur latehnologie de ompilation en ode natif de GNU-Prolog [8℄. Avant de ommener à proprement parléle développement de e système, que nous avons ap-pelé SiLCC pour SiLCC is Linear Conurrent Con-straint programming, il a été néessaire de onevoirun système de modules2. L'objetif de et artile estde présenter les hoix théoriques et pratiques que nousavons faits. Pour des raisons de simpliité et pare quenous pensons, omme Leroy [18℄ que la programmationmodulaire a peu à voir ave les partiularités de n'im-porte quel langage de programmation nous présen-terons notre système de modules dans le ontexte dela Programmation Logique par Contraintes (PLC) [17℄plutt que dans le ontexte plus général de LCC.1Projet Contraintes, INRIA http://ontraintes.inria.fr2puisque GNU-Prolog n'a pas de système de modules.
1.1 ObjetifsNous ommençons en présentant ii les objetifsprinipaux qu'un système de modules doit remplir :Protetion du Code. Un programmeur doit pou-voir protéger son ode ontre des intrusions faitespar du ode étranger. Cela signie qu'il doit êtrepossible de limiter l'aès à un module depuis l'ex-térieur de elui-i. Par la suite, nous dirons qu'unsystème de modules qui assure une protetion deode est un système fermé, dans le as ontrairenous le qualierons d'ouvert.Séparation de l'espae des noms. Dans les sys-tèmes sans module, les onits de noms sontfréquents et perturbants. En eet, pour être sûrd'éviter de tels problèmes, le programmeur estsouvent ontraint de préxer systématiquement lenom de tous ses prédiats. Un système de modulespermet d'éviter de façon transparente les onitsde noms.Compilation séparée. Il doit être possible de om-piler indépendamment haque module d'un pro-gramme. En partiulier les bibliothèques stan-dards seront ompilées une fois pour toutes.Boostrap de SiLCC. Un trait partiulièrementoriginal de SiLCC est la réalisation d'un lan-gage de programmation par ontraintes entière-ment bootstrappé à partir d'un petit noyau (LCCave ontraintes de graphes étiquetés). Le systèmede modules est fondamental au bootstrap.Par ailleurs le système de modules doit satisfaired'autres ritères :Simpliité. Nous ne voulons pas que le systèmede modules limite les failités de Prolog pour ledéveloppement rapide. En partiulier : La onision des programmes Prolog doit êtrepréservée, nous souhaitons éviter notammentd'introduire trop de délarations obligatoires. Le système doit permettre la méta-program-mation (.à.d. fournir le prédiat all), quinous semble partiulièrement utile pour érireun top-level ou des meta-interpréteurs. Nous voulons éviter l'introdution de trop denouveaux onepts qui pourraient perturber leshabitudes des programmeurs.Considérations sémantiques. Notre système ainsique ses propriétés doivent avoir une dénitionformelle.Implémentation faile. Le système de modulesdoit être faile à oder et à porter au-dessus dediérents langages logiques. En eet puisque laoneption de SiLCC n'est pas terminée, nousvoulons éviter la réériture omplète du système
haque fois qu'un nouveau trait sera ajouté auprototype.1.2 Travaux antérieursLa modularité dans le ontexte de la programma-tion logique a été onsidérablement étudiée. An derendre ompte des notions importantes de modular-ité, telles que le masquage d'informations ou les re-lations d'import/export, ertaines approhes utilisentdes extensions de la programmation logique lassique.Nous pouvons iter par exemple les extensions par desimpliations imbriquées [19℄, en méta logique [3℄ ouen logique du seond ordre [7℄. D'autres approhes,omme la programmation logique ontextuelle [20℄ oul'extension orientée objet [21℄ vont plus loin en pré-onisant l'adoption de onepts plus puissants qu'unsystème de modules statiques.Plusieurs autres propositions ajoutent des onstru-tions permettant de délarer et de manipuler des mod-ules. D'un oté il y a les aluls de modules de O'Keefe[22℄ ou de Sannella et Wallen [24℄ inspirés de la pro-grammation fontionnelle. De l'autre il y a les systèmesdits syntaxiques (pare qu'ils ne s'oupent que de latable des symboles) utilisés par la plupart des systèmesProlog ourants (par exemple SICStus [26℄, SWI [28℄,ECLiPSe [1℄, XSB [23℄, Ciao [4, 5℄). Néanmoins au-un d'entre eux ne respete tous les objetifs que nousavons présentés préédemment. Par exemple, le sys-tème SICStus ne fournit auune protetion du ode.Bien que les systèmes syntaxiques aient été ritiqués(par exemple dans [22, 24℄), nous avons déidé, ommeCabeza et Hermenegildo [6℄, d'adopter e hoix. Lesraisons prinipales en sont sa simpliité et la ompat-ibilité oerte ave les bibliothèques existantes ommeCLP(q, r) de Holzbaur [14℄ ou CHR de Shrijvers [25℄,que nous projetons d'employer.1.3 PlanLe papier est organisé omme suit. La setion 2propose une sémantique formelle pour les systèmessyntaxiques dans le ontexte formel de la PLC aveméta-programmation. Nous montrons également quee système garantit la protetion du ode. Dans lasetion 3 nous donnons un méthode formelle pourtraduire des programmes modulaires ontenant desméta-appels en programmes PLC purs (omme dé-nis dans [17℄). Puis, à la setion 4, nous présentonsl'utilisation pragmatique de notre système. La setion5 présente le problème que pose l'utilisation de l'ordresupérieur à travers un système de modules, et les dif-ultés que ela posent dans les systèmes syntatiquesexistants. Finalement nous introduisons une forme de
fermeture, inspirée de LCC, qui permet de résoudrees problèmes.2 PLC ModulaireNous présentons ii une sémantique formelle pourla Programmation Logique par Contraintes Mod-ulaire (PLCM), et son extension pour la méta-programmation.2.1 Syntaxe et dénitionsDans la suite on suppose que : V est un ensemble de variables dénombrable ; ΣF est l'ensemble des symboles de fontions ; ΣC est un ensemble de symboles de prédiats(l'ensemble des ontraintes ) ; ΣP est l'ensemble des symboles de prédiats (dis-joint de SC) ; ΣM est l'ensemble des identiants de modules.Pour des raisons de simpliité, nous supposons iique tout atome est qualié and ne dérivons pas lesonventions standard utilisées pour préxer automa-tiquement les atomes donnés sans identiant de mod-ule.Dénition 2.1 (Clause) Une lause PLCM est uneformule
A0 ← c1, . . . , cn|µ1 :A1, . . . µm :Am.où les ci sont des ontraintes atomiques, les Ai sontdes atomes et les µi's sont des identiants de modules.Dans la suite, nous appellerons atomes qualiés les
(µi :Ai) et une lause sera notée de façon onise par
A← c|α.Dénition 2.2 (Module) Un module est un n-uplet
(µ,Dµ, Iµ) où µ ∈ ΣM est le nom du module, Dµun ensemble de lauses est appelé implémentation dumodule et Iµ ⊂ ΣP est l'interfae du module. Si unsymbole p appartient à l'interfae d'un module µ, nousdirons que p est publi dans µ.Dénition 2.3 (Programme) Un programmePLCM P est un ensemble de modules dont les nomssont distints.Dénition 2.4 (But) Un but PLCM est une for-mule
c1, . . . , cn| 〈ν1 − µ1 :A1〉 , . . . , 〈νm − µm :An〉où les ci sont des ontraintes atomiques, les (µj : Aj)sont des atomes qualiés et les νj sont des identi-ants de modules appelés dans e as ontexte d'appel.
〈νj − µj :Aj〉 sera appelé atome ave ontexte.
Dans la suite 〈ν − (µ1 :A1, . . . , µn :An)〉 sera une no-tation simpliée pour représenter la séquene d'atomesave ontexte (〈ν − µ1 :A1〉 , . . . , 〈ν − µn :An〉).Example 1. Pour illustrer le problème de l'utilisationdu all, étudions la dénition lassique du prediatfindall/3 :findall(X,G,_) :- all(G),asserta(found(X)),fail.findall(_,_,L) :- ollet([℄,L).ollet(S,L) :- retrat(found(X)),ollet([X|S℄,L).ollet(L,L).L'utilisation du all dans es délarations, n'empêhepas l'intrusion d'un autre module par un appel ommefindall(X,retrat(found(X)),L). Pour e prému-nir de e genre de omportement, nous proposons lasémantique qui suit2.2 Sémantique OpérationnelleDénition 2.5 (Transition) Soit P un programmePLCM. La relation de réériture −→ sur les butsest dénie par la plus petite relation satisfaisant leprinipe résolution CSLD modulaire suivant.
(µ,Dµ, Iµ) ∈ P (ν =µ) ∨ (p ∈ Iµ)




ν − µ :p(~t)
〉
, γ′) −→ (c, ~s=~t, c′|γ, 〈µ− β〉 , γ′)Ii le prinipe de résolution CSLD lassique [11℄ estrestreint par la ondition (ν = µ) ∨ (p ∈ Iµ). Celle itraduit le fait que µ : p(~t) ne peut être exéuté quesi l'appel est fait à partir du ontexte µ ou que si leprédiat p est publi dans le module µ.Lemme 2.6 Si (c|γ) −→ (d|γ′, 〈ν −A〉 , γ′′) est unetransition alors il existe un atome ave ontexte
〈
µ− µ′ :p(~t)
〉 dans la séquene γ tel que : soit ν = µ = µ′, soit ν = µ′ et p est publi dans ν.Proposition 2.7 (Masquage de l'implémenta-tion) Soit (c0|γ0) −→ . . . −→ (cn|γn) une dérivation.Si l'atome 〈µ−A〉 appartient à la séquene γn alors : Soit il existe un atome 〈µ−B〉 dans γ0, Soit il existe un atome 〈ν − µ :p(~t)〉 dans uneséquene γi telle que 0 ≤ i ≤ n et p soit publidans ν.Nous verrons à la n de la setion suivante que −→préserve l'indépendane de la stratégie de séletion desatomes [11℄.
2.3 Méta-ProgrammationOn suppose que call/2 6∈ ΣP et que M!: ΣF × ΣMet P!: ΣF × (ΣP ∪ {call/2}) sont 2 relations appeléesde onversion. Comme ΣF , ΣP et ΣM sont supposésêtre distints les deux relations P! et M! seront utilespour interpréter les symboles de fontion omme dessymboles de prédiat et des identiants de module lorsd'un méta-appel. Nous étendons maintenant la notionde programmes PLCM, en autorisant l'utilisation de
call/2 omme symbole de prédiat dans un but et dansle oté droit d'un lause. Nous notons la nouvelle lassede langage obtenue PLCM+.Dénition 2.8 (Méta-Transition) Soit P un pro-gramme PLCM+. La relation de réériture −→+ surles buts est dénie omme la plus petite relation on-tenant −→ et satisfaisant la règle suivante :
S |= ∃(c ∧ t=g ∧ s=f(~x)) f P! p g M! µ
(c|γ, 〈ν − ν :call(t, s)〉 , γ′) −→+
(c, t=g, s=f(~x)|γ, 〈ν − µ :p(~x)〉 , γ′)Faisons quelques remarques : −→+ préserve l'indépendane de la stratégie deséletion. Comme un méta-appel ne hange pas le ontexted'appel, −→+ préserve aussi le masquage de l'im-plémentation. Par soui de simpliité, la dénition formelle de
call/2 n'autorise pas le méta-appel d'une onjon-tion d'atomes ni le méta-appel d'une ontrainte.Cependant, an d'émuler les méta-appels de on-jontions, on pourrait supposer (','/2 P! and/2)et ajouter à l'implémentation de tout module µ duprogramme la lause (and(x, y) ← µ : call(x), µ :
call(y)). Les méta-appels de ontraintes peuventse traiter de manière analogue. Suivant la sémantique donnée, le but
(c| 〈µ− ν :call(t, s)〉) réussit même si les ar-guments du call sont des variables libres. Ce astraduit une erreur du programmeur et souleverune exeption est le plus approprié. Cependantnotre sémantique ne prenant pas en omptela notion d'exeption, le hoix du suès sansinstaniation, plutt que l'éhe, est préférablear il permet de préserver l'indépendane dela stratégie de séletion. Cela peut être illustrépar le but suivant : (X=true, all(X)). Ensupposant que le méta-appel d'une variable libreéhoue, l'emploi d'une stratégie de séletiongauhe-à-droite mène à la réponse aluléeX=true tandis qu'une stratégie droite-à-gauhene mène à auune réponse.
3 Compilation FormelleNous avons l'intention d'exéuter les programmesmodulaires sur une mahine abstraite prohe de ellede Warren [2℄. Pour montrer que ela est réalisable,nous proposons ii une tradution formelle des pro-grammes de PLCM(S) vers des programmes PLC(S)pures.3.1 Compilation des Programmes PLCMDans ette setion, nous supposons que π : (ΣM ×
ΣP × B) → Σ
′
P est une une fontion injetive telleque Σ′P soit disjoint de ΣC . Ainsi à haque ouple
(µ, p) nous serons apable de faire orrespondre 2symboles de prédiats appartenant à Σ′P . Le premier,
q′=π(µ, p,0), représentera la version privée de p dans
µ, alors que le deuxième, q′′= π(µ, p,1), représenterala version publique de p dans µ. Nous dénissons i-dessous, une fontion de tradution Π des programmesPLCM(S) vers les programmes PLC(S).
Π:µ(ν :p(~t)) = (π(µ, p, (µ 6=ν ∨ p ∈ Iµ))) (~t).
Π'µ(A1, . . . , An) = Π:µ(A1), . . . , Π:µ(An)















Π〈〉 (〈µ−A〉) = Π'µ (A)











)Lemme 3.2 La fontion de tradution Π est inje-tive.Proposition 3.3 (Complétude) Soit P et (c|γ) unprogramme et un but PLCM.si ((c|Π〈〉(γ)) Π(P)−−−−→ (d|α))) alors
∃γ′.
(





))Corollaire 3.4 −→ sur les programmes PLCMpréserve l'indépendane par rapport à la stratégie deséletion des atomes.











}3.3 Remarques La méthode de ompilation présentée préédem-ment permet une ompilation totalement séparée.En d'autres termes, il est possible de ompiler unmodule sans avoir à ompiler (ou préproesser)le ode d'un autre module. En eet la fontion
Πµ est dénie sans utiliser la moindre donnée ex-térieure au module µ La ompilation des programmes PLCM pures pro-duit du ode eae. En eet la lause produitepar la tradution Π est plus simple que son an-téédente : haque ouple (symbole de prédiat identiant de module) d'un atome qualié estremplaé par un unique symbole de fontion de
Σ′P . On peut aussi remarquer qu'il n'est pas nées-saire de se rappeler du ontexte d'appel, évitantainsi tout test dynamique de permission. D'un point de vue pratique la propriété du lemme3.2 est intéressante dans le ontexte de l'analysede bogues. Puisque Π est une injetion, nous pou-vons aluler son inverse et par onséquent, sansajouter la moindre information de ompilation, ilest possible, de retrouver la position préise dansle programme original où une erreur a été déte-tée pendant la ompilation (ou l'exéution) de satradution.4 Le Système de Modules d'un point devue PragmatiqueEn pratique on dispose d'un ensemble d'atomesomme déni dans ISO Prolog [10℄ . Comme danstout système Prolog nous utilisons es atomes pourreprésenter les symboles de prédiat et de fontionainsi que les identiants de module, la position desatomes dans les lauses permettant de déterminer àquel ouple fonteur/arité ils orrespondent. Ainsi lesdeux relations de onversion M! et P! seront les bi-jetions triviales.
4.1 Création de ModulesUn module est un ensemble de lauses et de dire-tives ontenues dans un unique hier, dont le nom estidentique à l'identiant du module, suivi de l'exten-sion '.pl'. Ce hier doit ommener par la diretivemodule/2 indiquant le nom du module et son inter-fae. Le nom du module est un atome tandis que soninterfae doit être une liste de spéiation de prédi-at sous la forme [Fonteur/Arité|. . .℄ représentantl'ensemble des prédiats publis du module. L'inter-fae peut être remplaée par _, e qui impose que tousles prédiats du module soient publis.4.2 Utilisation de ModulesUn module peut être utilisé par un autre module, enimportant un ertains nombre de prédiats publis etde diretives. Le programmeur peut utiliser un moduleau moyen de la diretive use_module/2 où, le premierargument doit être le nom du module utilisé.4.2.1 Import de PrédiatsLe deuxième argument de la diretive m:use_moduleest une liste de la forme [Fonteur/Arité|. . .℄ indi-quant quels prédiats doivent être importés. Par le bi-ais de ette diretive le programmeur stipule que toutprédiat importé doit être onsidéré omme un prédi-at du module ourant. Par onséquent il est possi-ble de délarer omme publi (à l'aide de la dire-tive module/2) un prédiat importé. An de garantirle masquage de l'implémentation d'un module utilisé,seuls les prédiats publis peuvent être importés. Deplus, on interdit l'import de prédiats ayant le mêmefonteur et la même arité qu'un prédiat loal ou qu'unprédiat préédemment importé.Si le programmeur veut utiliser plusieurs prédiatsayant le même nom et la même arité et dénis dansdiérents modules, il doit vérier au préalable qu'auplus un est importé et utiliser un appel orretementqualié de la forme Module:p(Arg_1, ..., Arg_n)pour les autres. Il est également possible d'omettrele deuxième argument de la diretive use_module, auquel as le système suppose que tous les prédiats dumodule utilisé doivent être importés.4.2.2 Import de DiretivesL'utilisation de la diretive use_module/2, imposeque ertaines diretives soient importées. C'est notam-ment le as des délarations de syntaxes. On peutnoter que, au ontraire de l'import de prédiats, l'im-port de diretives ne peut être paramétré.
4.3 VisibilitéEn e qui onerne les appels lassiques et les méta-appels, les sémantiques proposées dans la setion 2dénissent lairement les règles de visibilité de prédi-ats. Les seuls prédiats qui peuvent être appelésà partir du module sont les prédiats dénis dansle module lui même, plus tous les prédiats publisdu programme. Un appel peut être soit un prédiatqualié de la forme module:p(X_1..., X_n) soit unprédiat non qualié, le ompilateur supposant alorsque et appel est impliitement fait à l'intérieur dumodule ourant. En d'autres termes, dans le mod-ule Module le prédiat p(X_1..., X_n) représenteModule:p(X_1..., X_n). Dans le même esprit, leprédiat all(X) est vue omme un raouri pourle prédiat all(Module, X).Pour d'autres traits non modélisés dans notre sé-mantique (telles que les aès aux variables globales[9℄, la manipulation d'attributs [13℄, les assertions dy-namiques de lauses et..), nous proposons une solu-tion simple mais radiale : par défaut seul l'espae detravail loal (l'espae de travail du module ourant)est visible. En d'autres mots, l'emploi de telles fon-tionnalités ne peut être fait qu'à l'intérieur même d'unmodule. Par onséquent pour permettre l'aès (ande onsulter ou modier) aux variables globales, auxattributs ou aux lauses dynamiques depuis l'extérieurd'un module, le programmeur doit réer des prédiatsaesseurs délarés publis.Néanmoins, an de failiter la programmation, onautorise de rendre aessible l'espae de travail den'importe quel module en le délarant publi (aumoyen de la diretive publi/0). Le programmeurutilisera la qualiation an d'aéder à l'espae detravail d'un module partiulier. Par exemple pourajouter dynamiquement une lause dans un modulepubli m1 à partir d'un module m2, il emploiera unappel sous la forme m1:assertz(p(T_1..., T_n).4.4 Module par DéfautNotre système de modules ontient un module pardéfaut qui permet la ompilation de hiers Prologlassiques (.à.d. sans délarations relatives aux mod-ules). Le ode de tels hiers est onsidéré omme ap-partenant au module spéial user. Ce module est on-sidéré omme publi, .à.d. qu'auun aès à e mod-ule n'est ontrlé par le système. Ainsi le système peutexéuter des programmes ISO-Prolog. Ce module estaussi le ontexte par défaut de haque appel fait àpartir du top-level.
4.5 Les PaquetagesBien que le système de modules que nous avonsdéni jusqu'à maintenant limite grandement les on-its de noms de prédiat, son utilisation distribuéeaboutit rapidement à de nouveaux problèmes de on-its dérangeant eux aussi : les onits de nom de mod-ules. Pour éviter ela, une notion de paquetage simi-laire au langage Java est introduite. Un paquetage estdéni omme une séquene d'atomes séparés par desslashs. La notion d'identiants de module est étendueà soit des atomes, soit des paires (paquetage, atome)séparés par un slash. Pour des raisons de onision,la diretive import/1 a été ajoutée au système. Graeà ette dernière il est possible d'importer des nomsde module. Par exemple, l'utilisation de la la dire-tive :-import(Oefai/lpr) indique au système quel'atome lpr fait référene au module lpr du paque-tage Oefai. De même, par l'intermédiaire du paterne:-import(Oefai/_) l'utilisateur pourra importer tousles noms de module ontenus dans le paquetage Oefai.Pour éviter tout problème d'identiation, l'import dedeux modules de même nom est interdit par le sys-tème.4.6 A propos de l'ImplémentationL'implémentation de notre prototype de système demodules, onsiste en une ouhe ajoutée au dessus deGNU Prolog RH [9℄, version de GNU Prolog éten-due par la gestion des oroutines et des variables at-tribuées.Cette ouhe, érite en Prolog, est omposée : d'un préproesseur qui onvertit le ode modu-laire en ode non mondulaire ; d'une bibliothèque pour la gestion des appels dy-namiques ; d'un nouveau top-level, qui interprète de façontransparente les programmes modulaires et quiest apable de ompiler et harger dynamique-ment des modules et leurs dépendanes.5 Le Problème de l'Ordre SupérieurLes prinipes de visibilité des prédiats dans lesmodules empêhent la manipulation des prédiats entant que données d'un module à un autre, et inter-disent don l'utilisation de la méta-programmation àtravers le système de modules. Suivant la terminologiede la littérature, appelons méta-prédiats les prédiatsqui manipulent desméta-données, 'est-à-dire des don-nées d'ordre supérieur évaluables omme des prédiats.
5.1 ExempleSoit le prediat forall/2 déni dans le modulelists et vériant que tous les éléments d'une listerespetent une ertaine propriété passée en argument.forall([℄, P).forall([H| T℄, P):- G=..[P, H℄,all(G),forall(T, P).Maintenant prenons un prediat toto/1, supposéêtre privé dans un autre module. Dans es ondi-tions l'appel forall([1,2,3℄,toto) éhouera systé-matiquement et e même si le but G est orretementqualié.5.2 Solutions ExistantesDans ette sous-setion, nous proposons un brefaperçu des systèmes de modules syntaxiques existantet présentons omment ils traitent le problème de l'or-dre supérieur. Nous expliquons, à haque fois pourquoinous n'avons pas hoisi les solutions qu'ils préonisent.5.2.1 Solution NaïvePour ontourner le problème présenté préédem-ment, le programmeur peut délarer omme pub-li tout prédiat qu'il emploie omme méta-donnée.D'autre part le méta-prédiat a besoin d'un argu-ment supplémentaire pour permettre au programmeurd'indiquer dans quel ontexte l'appel à la méta-donnéedoit être fait. Cette méthode réduit néanmoins la pro-tetion du ode, le système n'étant plus apable debloquer les appels aux prédiats utilisés en tant queméta-donnée.5.2.2 SICStus PrologDans SICStus [26℄ tout prédiat est publi (formelle-ment ∀(µ,Dµ, Iµ)∈P Iµ =ΣP ). Ainsi le programmeurpeut employer la solution naïve proposée i-dessussans avoir a délarer de prédiat publi ; en ontrepar-tie, e système ne fournit auune sorte de protetiondu ode. Grâe à la diretive meta_prediate, quipermet de délarer expliitement les méta-prédiats,le système est apable d'ajouter impliitement le on-texte d'appel aux méta-données. Le prinipal défautde ette approhe est ependant l'abandon de touteforme de protetion des aès aux prédiats.5.2.3 ECLiPSeECLiPSe [1℄ propose une solution intermédiaire. Eneet il fournit deux prédiats diérents pour invoquer
des méta-appels. Le premier :/2 se omporte ommeall/2 (déni à la setion 2.3) alors que le deux-ième /2 ne fait auun test de permission. Il fournit,aussi, une diretive tool/1, (analogue à la diretivemeta_prediate de SICStus) qui permet d'ajouterimpliitement le ontexte d'appel omme argumentsupplémentaire du méta-prédiat. Ainsi pour une util-isation ourante, le programmeur emploie :/2, tandisqu'il utilise /2 quand il onçoit des méta-prédiats.Cette solution a l'avantage de limiter les appels nonautorisés, faits de manière inonsiente. Néanmoins,omme dans le as préédent, il est impossible d'as-surer le masquage d'un prédiat. Il est à noter que lasolution employée par ECLiPSe est très prohe de laproposition ISO [16℄.5.2.4 SWI PrologPour la méta-programmation SWI-Prolog [28℄,utilise une sémantique quelque peu diérente de elleque nous avons proposée à la setion 2. En fait SWImanipule deux ontextes d'appel distints. Le pre-mier, que nous appelons ontexte statique joue lerle de ontexte d'appel dans la règle dénie à lala setion 2.2. Le deuxième que nous appelons on-texte dynamique joue le rle de ontexte d'appel dansla règle de méta-transition dénie à la setion 2.3.Par défaut le ontexte dynamique est le même quele ontexte statique. Pour un méta-prédiat epen-dant, le ontexte dynamique est le ontexte dynamiquedu but qui l'a appelé. Dans SWI-Prolog, les prédi-ats ayant un tel omportement sont appelés moduletransparent et sont délarés à l'aide de la diretivemodule_transparent/1. Ave un tel omportement,et en délarant forall/2 omme un prédiat moduletransparent, SWI-Prolog exéute l'exemple préédantomme on le souhaite.Néanmoins un appel dynamique ne se omportepas omme un appel statique. Par exemple, dans unprédiat module transparent, les deux buts p(X) et(G=p(X), all(G)) n'appellent pas p/1 dans le mêmemodule (le premier fait l'appel dans le ontexte sta-tique tandis que le deuxième le fait dans le ontextedynamique). De plus, il ne fournit pas une prote-tion du ode aussi importante que nous le souhaitons.Par exemple, la dénition de findall/2 de la setion2.1 ne fontionne pas mieux en SWI, toutes les as-sertions/rétrations étant faites ette fois i dans lemodule appelant au lieu du module appelé.5.2.5 CIAO PrologConeptuellement, CIAO Prolog [4℄ adopte, un sys-tème de modules fermé. Pour permettre la manipu-lation de méta-données à travers le système de mod-
ules, le système en question fournit une version évoluéede la diretive meta-prediate/1. Avant l'appel auxméta-prédiats, le système ompile à la volée, la méta-donnée en utilisant une méthode analogue à elledénie à la setion 3.1. Puisque ette ompilation estfaite avant l'appel au méta-prédiat, le système estapable sans problème de onnaître le ontexte d'ap-pel dans le quel doit être appelé la méta-donnée, pourobtenir un résultat analogue à elui qui est souhaité.Le méta-prédiat manipule alors une version ompiléede la méta-données qu'il est possible d'exéuter à l'aidedu prédiat all/1. Comme le système ne fournit au-un prédiat (hormis all/1) apable de manipuler ouréer une version ompilée de méta-donnée, il préservele masquage de l'implémentation.Bien que ela ne soit pas lairement énoné dansson manuel, pour ontourner le problème de l'ordresupérieur, CIAO Prolog fait don une distintion en-tre les termes et les objets d'ordre supérieur (les ver-sions ompilées de but). Cependant es objets d'or-dre supérieur ne sont pas expliitement des itoyensde première lasse du langage. Nous préférerons uneautre solution qui ne ahe pas es objets derrière unediretive.5.2.6 XSBLe système XSB [23℄, qui est lui aussi onsidéréomme un système syntaxique, suit une approhe as-sez diérentes des systèmes préédents. En eet, il faitpartie de la lasses des systèmes fondés sur les atomes,au ontraire des préédents qui sont eux fondés sur lesprédiats. La prinipale diérene est que XSB mod-ularise aussi les symboles de fontion. Ainsi deux ter-mes struturés onstruits dans deux modules diérentsne pourront pas, par défaut, être uniés. Il est toute-fois possible d'importer, dans un module, des sym-boles publis d'un autre module, le système onsid-érant alors que les modules partagent es symboles.La sémantique du all est alors très simple, le méta-appel d'un terme orrespond à l'appel au prédiat demême symbole et même arité, du module où le termea été réé.Cette solution ne fait ependant que déplaer leproblème sur la onstrution dynamique de termes.En eet, dans XSB les termes onstruits à l'aide de=../2, funtor/3 et read/1 sont tous supposés ap-partenir au module spéial user. Le système ne re-spete alors pas l'indépendane de la stratégie de séle-tion (par exemple, dans un module distint de user,(funtor(X,toto,1), X=toto(_)) éhoue alors que(X=toto(_), funtor(X,toto,1)) réussi).
5.3 Notre Solution  Les FermeturesNous introduisons dans le langage des objets d'ordresupérieur, que nous appelons fermetures. An de réeret manipuler de telles données, nous avons ajouté deuxnouveaux opérateurs losure/3 et apply/2. L'expres-sion losure(X, G, C) unie C ave la fermeture on-struite à partir du but G dans lequel la variable X a étéabstraite, tandis que apply(C, T) substitue dans lafermeture C la variable d'abstration par le terme T etexéute le but obtenu.Il faut noter qu'une fermeture ne peut être uniéequ'ave des variables libres. De plus il est important debien omprendre que losure/3 est un nouvel opéra-teur et pas simplement un prédiat, notamment parequ'il suppose d'une part que G soit un but (et pas unevariable) à la ompilation, et d'autre part que la vari-able d'abstration soit libre dans le reste de la lause.Ce n'est pas le as d'apply/2 qui peut être vu ommeun prédiat prédéni.Exemple 2. Pour illustrer l'utilisation des ferme-tures, réérivons l'exemple préédent :forall([℄, C).forall([H| T℄, C):- apply(C, H),forall(T, P).Cette fois-i, même si toto/1 est un prediat privéd'un autre module, l'appel à losure(X,toto(X),Z),forall([1,2,3℄,Z) se omportera omme attendu.Exemple 3. De plus les fermetures nous permet-tent de dénir un nouvelle implémentation du findallgarantissant la protetion du ode.findall(C, _) :- apply(C, X),asserta(found(X)),fail.findall(C, L) :- ollet([℄, L)Par exemple les lauses retirées par l'appellosure(X,retrat(found(X)),Z), findall(C,L)seront retirées proprement dans le module appellant,et non pas dans le module de dénition du findall.Cette solution présente plusieurs avantages : Dans une fermeture, il n'y a auun test de per-mission dynamique a eetuer, ar le prédiat estonnu à la ompilation les fermetures peuvent être ompilées de façon ef-ae, ar le système sait à la ompilation que ledeuxième argument de l'opérateur losure est unprédiat.
 La valeur du méta-paramètre est la même entrel'entrée et la sortie de l'appel (.à.d. qu'il n'y apas de onversion dynamique de données avantl'invoation d'un méta-prédiat). Comme le montre l'annexe A, losure/3 etapply/2 ont une implantation simple en program-mation onurrente linéaire ave ontraintes.Parmi toutes les fermetures qui peuvent être rééesà partir du langage, on peut en distinguer une parti-ulièrement intéressante dans le ontexte d'un systèmede modules fermé. Cette fermeture, que nous appelonsdélégation, est l'abstration de all/1, .à.d. la ferme-ture Delegation obtenue par appliation de l'opéra-tion losure(X, all(X), Delegation). Grâe àette onstrution un module peut rendre aessible,de façon expliite, son espae de travail à un moduletiers. Par exemple en réant dans un module m1 unedélégation Delegation et en la passant à un modulem2 (par l'intermédiaire d'un prédiat publi de m2), lemodule m2 est apable d'exéuter n'importe quel butG dans l'espae de travail de m1 à l'aide de l'appelapply(Delegation, G).Ainsi grâe à la ombinaison de la méta-programmation et des fermetures, le langage obtenuest assez expressif pour permettre au programmeur demettre en plae diérentes politiques de modules. Ilpeut hoisir : Une politique ouverte, à la SICStus, où l'espaede travail du module sera visible de l'extérieur :pour ela il sut de délarer le module publi. Une politique fermée, où le module sera vu del'extérieur omme une boîte noire : en n'utilisantauune fermeture. Une politique intermédiaire, où ertains modulesauront aès à l'espae de travail et ertains autresnon : en passant, expliitement une délégation auxmodules que qui pourront aéder à l'espae detravail.6 ConlusionDans son artile [27℄, Warren ritiquait les exten-sions de Prolog par des méanismes d'ordre supérieur(et notamment les fermetures). Il montre, en eet, quele langage obtenu, n'est pas réellement plus expressifqu'un Prolog ave méta-programmation seule. Mêmesi nous ne remettons pas en ause ette argumentationdans le adre d'un système sans module, nous avonsmontré que e n'était plus le as dans le adre d'unsystème modulaire fermé.Le système de modules que nous avons proposé estprohe de elui de CIAO Prolog, dans son implanta-tion, mais présente l'avantage de dégager le onept de
fermeture et de le positionner par rapport aux prédi-ats de méta-programmation dans le adre d'un sé-mantique formelle.Comme preuve du onept, le système de modulesa été implanté en GNU-Prolog et plusieurs développe-ments de bibliothèques ont été réalisés dans l'équipeà partir de la version modulaire de GNU Prolog RH,pour le développement de SiLCC. On peut iter, entreautres, un lexeur-analyseur syntaxique onçu par DeRauglaudre permettant des extensions de syntaxe plusgénérales que la traditionnelle diretive op/3, et rela-tives aux modules. Cette bibliothèque fait partie dubootstrap du langage SiLCC. Par ailleurs, le portagepar Bouissou de la librairie CHR de S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i une dé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apply/3 dans la programmation onurrente linéaireave ontraintes (LCC). En fait es deux onstrutionpeuvent être vu simplement omme du sure syntax-ique :
closure(x, A, z) ≡ !∀x.((arg(z, x))→ A)
apply(t, z) ≡ arg(z, t)Dans la LCC, par dénition le oté doit de l'opérateurask (.à.d. →) doit être un agent (la notion d'agentest équivalent à elle de but dans la LCC), ainsi A doittoujours être instanié à la ompilation.
