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ABSTRACT
This paper investigates the problem of utilizing network topology
and partial timestamps to detect the information source in a net-
work. The problem incurs prohibitive cost under canonical max-
imum likelihood estimation (MLE) of the source due to the expo-
nential number of possible infection paths. Ourmain idea of source
detection, however, is to approximate the MLE by an alternative
infection path based estimator, the essence of which is to iden-
tify the most likely infection path that is consistent with observed
timestamps. The source node associated with that infection path
is viewed as the estimated source vˆ . We first study the case of tree
topology, where by transforming the infection path based estima-
tor into a linear integer programming, we find a reduced search
region that remarkably improves the time efficiency. Within this
reduced search region, the estimator vˆ is provably always on a
path which we term as candidate path. This notion enables us to
analyze the distribution of d(v∗, vˆ), the error distance between vˆ
and the true sourcev∗, on arbitrary tree, which allows us to obtain
for the first time, in the literature provable performance guaran-
tee of the estimator under limited timestamps. Specifically, on the
infinite д-regular tree with uniform sampled timestamps, we get a
refined performance guarantee in the sense of a constant bounded
d(v∗, vˆ). By virtue of time labeled BFS tree, the estimator still per-
forms fairly well when extended to more general graphs. Experi-
ments on both synthetic and real datasets further demonstrate the
superior performance of our proposed algorithms.
CCS CONCEPTS
•Computingmethodologies→Learning in probabilistic graph-
ical models; •Mathematics of computing→ Probabilistic infer-
ence problems; • Theory of computation → Sample complexity
and generalization bounds.
KEYWORDS
Complex networks, detection algorithms, graph theory, inference
algorithms, probability.
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1 INTRODUCTION
Many phenomenon can be modeled as information propagation in
networks over time. Prevalent examples include spread of a dis-
ease through a population, transmission of information through
a distributed network, and the diffusion of scientific discovery in
academic network. In all these scenarios, it is disastrous once an
isolated risk is amplified through diffusion in networks. Source de-
tection therefore is critical for preventing the spreading of mali-
cious information, and reducing the potential damages incurred.
In this paper, we study the source inference problem: given that
a message has been diffused in networkG, can we tell which node
is the source of diffusion given some observationsOt at time t? The
solution to this problem can help us answer many questions of a
common theme: Which computer is the first one infected by com-
puter virus? Who first spreads out the fake news in online social
networks? Where is the origin of an epidemic? and which paper
is the first scientific rumor on a specific topic in academic citation
networks?
While finding the source node has these important applications,
it is known that this problem is highly challenging, especially in
complex networks. The prior studies mainly focus on topology of
infected subgraph. Under the assumption that a full or partial snap-
shot of the infected nodes is observed at some time, some topology
based estimators (such as rumor centrality, Jordan center, etc.) are
proposed under various diffusion models [3, 7, 8, 10, 12–14, 19–22].
These estimators, unfortunately, often suffer from poor source de-
tection accuracy and high cost for obtaining the snapshot. Later on,
metadata such as timestamps of infected nodes and the direction
fromwhich a node gets infected is exploited in the hope of improv-
ing the localization precision [11, 15, 18]. However, they typically
assume a Gaussian-distributed transmission delay for each edge,
which may be impractical for many applications such as Bitcoin
P2P network[6] and mobile phone network[16], etc. In these net-
works, the transmission delay for each edge has been verified to
follow Geometric distribution.
In this paper, we adopt the discrete-time susceptible-infected (SI)
model. The network is assumed to be an undirected graph. Initially,
only one node is infected at some unknown time. The infection
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then begins to diffuse in the network via random interaction be-
tween neighboring nodes. Now, we wish to locate the source node
using some observation Ot . We assume that Ot contains some set
S of nodes with first infection timestamps {ts }s ∈S . The nodes inS
is sampled uniformly at random. Given partial timestamps {ts }s ∈S ,
the question is which node is the information source.
In order to infer the information source using limited times-
tamps {ts }s ∈S , onemay seek for the solution via aML estimator, as
is widely adopted in many prior arts. However, such an estimator
incurs exponential complexity. Instead, here we develop an infec-
tion path based estimator where the source is the root node of the
most likely time labeled cascading tree consistent with observed
timestamps {ts }s ∈S . In a tree graph, by establishing an equiva-
lence between infection path based estimator and a linear integer
programming, the infection path based estimator can be efficiently
resolved via message passing. In a general graph, to overcome the
difficulty of searching exponential number of infection paths, we
incorporate a time labeled BFS heuristic to approximate the infec-
tion path based estimator using linear integer programming.
We remark that in our problem of interest, only limited times-
tamps {ts }s ∈S and the location of nodesS are considered as obser-
vation Ot . This setting has many practical advantages over those
using snapshot and direction information [8, 13, 22]. First, it is time
consuming, and sometimes impossible, to collect the full snapshot
of the infected nodes at some time. For example, Twitter’s stream-
ing API only allows a small percentage (1%) of the full stream of
tweets to be crawled. Second, sometimes the direction from which
a susceptible node gets infected is hard to obtain. For example, in a
flu outbreak a person often cannot tell with certainty who infected
him/her. The same also goes for anonymous social networks [4, 5],
where the direction information is hidden. Finally, sampled nodes
S with timestamps {ts }s ∈S contains more information than par-
tial snapshot, and is easy to access inmost scenarios (such as online
social network, etc.).
The primary contributions are summarized as follows:
• We propose an infection path based estimator to approxi-
mate the maximum likelihood estimator in detecting the in-
formation source. In a tree graph, this estimator is equiva-
lent to a linear integer programming that can be efficiently
solved via message passing approaches. By exploiting the
property of linear integer programming, we find a reduced
search region that remarkably improves the time efficiency.
In a general graph, a time labeled BFS heuristic is incorpo-
rated to approximate the infection path based estimator.
• We define a novel concept called candidate path to assist the
analysis of error distance d(v∗, vˆ) between the true source
v∗ and the estimated source vˆ on an arbitrary tree. Under
the assumption that the limited timestamps are sampled uni-
formly at random, we provide a lower bound on cumulative
distribution function of d(v∗, vˆ) by utilizing the conditional
independence property on infinite д-regular trees. To our
best knowledge, this is the first estimator with provable per-
formance guarantee under limited timestamps.
• Extensive simulations over various networks are performed
to verify the performance of the infection path based es-
timator. The error distance d(v∗, vˆ) over д-regular trees is
found to be within a constant and decreases when д be-
comes larger.
The rest of this paper is organized as follows: We describe the
system model in Section 2. The algorithm for computing the esti-
mator is presented in Section 3. We discuss the performance of the
estimator in Section 4. Simulations and experiments are shown in
Section 5, and we conclude in Section 6.
2 SYSTEM MODEL
2.1 Infection Diffusion Model
Consider an undirected graphG(V ,E) where V is the set of nodes
and E is the set of edges of the form (i, j) for some node i and
j in V . We use the susceptible-infected SI model in epidemiology
to characterize the infection diffusion process. Suppose that time
is slotted. Let I[t] denote the set of infected nodes at the end of
time-slot t ∈ Z. Initially only one node v∗ ∈ V gets infected at
the beginning of some time-slot t0 ∈ Z. Thus I[t0] = {v
∗} and
I[t] =  for t < t0. At the beginning of each time-slot t > t0, each
infected node attempts independently to infect each of its suscep-
tible neighbors with success probability p ∈ (0, 1]. We define the
first infection timestamp of node u as the time-slot tu in which the
state of node u changes from susceptible to infected. Formally, tu
is given by
tu , min{t |u ∈ I[t]}.
2.2 The Source Inference Problem
Under the above SI-based infection diffusion model, we would like
to locate the source node v∗ using some observations of the in-
fection diffusion process. We denote the observations until some
time-slot t as Ot , the detailed specification of which will be given
in Section 2.3. The source inference problem can be formulated as
the maximum-a-posteriori (MAP) estimation problem as
vˆ ∈ argmax
v ∈V
P(v |Ot ),
where vˆ is the inferred source node. Since we do not know a priori
from which source the diffusion started, it is natural to assume a
uniform prior probability of the source node among all nodes V .
Following this set up, the MAP estimation is equivalent to maxi-
mum likelihood (ML) estimation problem given by
vˆ ∈ argmax
v ∈V
P(Ot |v).
2.3 Detection Model
At some time-slot t > t0, we realized that an infection has been dif-
fused in network G. In order to estimate source node v∗, we first
sample some nodes S ⊂ V and obtained their first infection times-
tamps {ts }s ∈S . Then we use some source localization algorithm
A to infer the source node. Thus, the source inference consists of
two stages: 1) sampling S and 2) estimating source using A.
In this paper we do not talk about the sampling of nodes S, but
focus on the source detection given S and {ts }s ∈S . Using the ob-
servations Ot = {ts }s ∈S , the ML estimator could be written as
vˆ = vˆ(S) ∈ argmax
v ∈V
P({ts }s ∈S |S,v
∗
= v) (1)
However, the likelihood in Eq.(1) is difficult to compute in general.
To see this, we first give definitions of cascading tree and labeled
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Figure 1: Illustration of (labeled) cascading tree.
cascading tree, which explain the diffusion path from a source node
to any other destination nodes.
Definition 2.1 (Cascading Tree). Given a source nodev and a set
of destination nodesS in graphG(V ,E), the cascading treeT (v,S)
is a directed subtree inG rooted at v satisfying
(1) T (v,S) spans nodes S, i.e., S ⊂ V (T (v,S));
(2) For any u ∈ V (T (v,S)), if dout(u) = 0 then u ∈ S;
(3) din(v) = 0 and din(u) = 1 for any u ∈ V (T (v,S))\{v}.
where dout(u) and din(u) are the out-degree and in-degree respec-
tively in directed subtree T (v,S), respectively. The set of cascad-
ing trees for source node v and destination nodes S is denoted as
T (v,S).
Definition 2.2 (LabeledCascading Tree). Given any cascading tree
T (v,S) ∈ T (v,S), consider any mapping t : V (T (v,S)) → Z from
its nodes to time domains where t(u) denotes the first infection
timestamp of nodeu .We call t a permitted timestamp for cascading
tree T (v,S) if t(u) ≥ t(parent(u)) + 1 for each node u ∈ V (T )\{v}.
The cascading tree T (v,S) associated with permitted timestamps
t is called labeled cascading tree T (v,S, t). The set of labeled cas-
cading tree for source node v and destination nodes S is denoted
as T (v,S, t).
To understand the above two definitions in the context of dif-
fusion process, as shown in Figure 1 we consider a grid graph in
which two possible cascading trees T1(v,S) and T2(v,S) are high-
lighted. The nodev refers to the root node 1 of the cascading trees,
and sampled nodes S = {5, 9}. In each cascading tree, the parent
node of u represents the node fromwhich u first gets infected. The
cascading tree with permitted timestamps t recovers the infection
process starting from node 1.
Based on labeled cascading tree, the likelihood in Eq.(1) could
be decomposed as
P({ts }s ∈S |S,v
∗
= v) =
∑
T (v,S, t)∈T1
P(T (v,S, t)|S,v∗ = v)
=
∑
T (v,S, t)∈T1
P(T (v,S, t)|t(v),S,v∗ = v)P(t(v)|S,v∗ = v)
(2)
where T1 , {T |T ∈ T (v,S, t), t(s) = ts∀s ∈ S}. It is challenging to
compute the likelihood in Eq.(2) because the summation is taken
over all labeled cascading trees and even counting the number of
permitted labeled cascading trees |T1 | has been shown to be #P-
hard [2].
As an alternative, in Section 3 we will propose an approximate
solution that jointly estimates v∗ and labeled cascading tree to-
gether. This approach, as will be further demonstrated in Section
4, leads to provably good performance for tree topologies.
3 INFECTION PATH BASED SOURCE
LOCALIZATION
In our approximate solution, we shall treat both the infection start-
ing time t0 and the labeled cascading tree as variables to be jointly
estimated with source node. After sampling nodes S, in second
stage, we want to identify the infection path that most likely leads
to {ts }s ∈S , i.e.,
Tˆ (v,S, t) ∈ arg max
T (v,S, t)∈T
P(T (v,S, t)|t(v),S,v∗ = v) (3)
where T ,
⋃
v ∈V {T (v,S, t)|t(s) = ts∀s ∈ S} denotes the set
of all permitted labeled cascading trees which are consistent with
observed timestamps {ts }s ∈S . The source node associated with
Tˆ (v,S, t) is then viewed as the source node. We call the estimated
source node vˆ infection path based estimator because it is the source
node of the most likely time labeled cascading tree that explains
the observed limited timestamps.
However, the optimization problem in Eq.(3) is still not easy to
solve due to a large number of possible cascading trees involved.
Below, we propose a two-step solution. First we fix the cascading
tree T (v,S) ∈ T (v,S) rooted at node v ∈ V , and maximize the
likelihood of infection path over all permitted timestamps t to find
the most likely time labeled cascading tree. Second, we maximize
the likelihood of infection path over all possible cascading trees
T (v,S) to find the most likely infection path Tˆ (v,S, t). This gives
exact solution for general trees, and heuristic for general graphs.
3.1 Infection Path Likelihood Computation in
General Trees
In this section we solve the first step, i.e., compute the most likely
permitted timestamps t∗ associated with the cascading treeT (v,S)
that are consistent with the observations {tv }v ∈S , given by
t
∗ ∈ argmax
t
P(T (v,S, t)|S,v∗ = v) (4)
Let w(e) denote the transmission delay for edge e ∈ E under
the infection diffusion model. It is obvious that {w(e)}e ∈E is a col-
lection of i.i.d. random variables following geometric distribution,
i.e., P(w(e) = k) = (1 − p)k−1p for k = 1, 2, . . .. The logarithm of
likelihood P(T (v,S, t)|v∗ = v) could be decomposed in terms of
{w(e)}e ∈E in general tree as follows
logP(T (v,S, t)|S,v∗ = v)
= log
∏
e=(i, j)∈E(T (v,S))
P(w(e) = t(j) − t(i))
=
∑
e=(i, j)∈E(T (v,S))
log
(
(1 − p)t(j)−t(i )−1p
)
= log(1 − p) ·
∑
(i, j)∈E(T (v,S))
(t(j) − t(i))
+ log((1 − p)−1p) · |E(T (v,S))|
(5)
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where e = (i, j) ∈ E(T (v,S)) is a directed edge in T (v,S) from
i to j. Given the cascading tree T (v,S), both p and |E(T (v,S))|
are fixed for all permitted timestamps t. By combining Eq.(4) and
Eq.(5) we can easily verify that the optimization problem in Eq.(4)
is equivalent to following linear integer programming (LIP):
minimize (over t)
∑
(i, j)∈E(T (v,S)) t(j) − t(i)
subject to t(u) = tu ∀u ∈ S
t(j) − t(i) ≥ 1 ∀(i, j) ∈ E(T (v,S))
t(u) ∈ Z ∀u ∈ V (T (v,S))
(6)
where t = {t(u)}u ∈V (T ) is a collection of timestamps for nodes in
V (T ). Note that the LIP(6) may be infeasible, in which case there is
no permitted timestamps for the cascading tree T (v,S) under the
constraints of partial timestamps {tv }v ∈S . In other words, the in-
feasibility of LIP(6) indicates that the probability P(T (v,S, t)|v∗ =
v) for any timestamps t is 0 given partial timestamps {tv }v ∈S .
Note that the objective function of LIP(6) is the sum of trans-
mission delays over all edges ofT (v,S). The intuition of LIP(6) is
to minimize the total transmission delays over all edges ofT (v,S)
under the constraints of limited timestamps {ts }s ∈S . If we plug the
constraints t(u) = tu∀u ∈ S into the objective function of LIP(6),
then ∑
(i, j)∈E(T (v,S))
t(j) − t(i) =
∑
u ∈V (T (v,S))
t(u)(din(u) − dout(u))
=
∑
s ∈S
ts (din(s) − dout(s)) +
∑
u ∈V (T (v,S))\S
t(u)(din(u) − dout(u))
(7)
where din(u),dout(u) are the in-degree and out-degree of node u ,
respectively, on cascading tree T (v,S). Note that for any node
u ∈ V (T (v,S))\S, dout(u) ≥ 1 since u is non-leaf node. According
to the definition of the cascading tree, we must have din(u) ≤ 1.
It implies that din(u) − dout(u) ≤ 0. Therefore, to minimize the
objective function of LIP(6), we shall assign the largest possible
timestamps to nodes in V (T (v,S))\S.
This can be done by having each node u ∈ V (T (v,S))\{v} pass
twomessages up to its parent. The firstmessage is the virtual times-
tamp of nodeu , which we denote as τu . The second message is the
aggregate of the transmission delays of the edges E(Tvu ), which we
denote as au . HereT
v
u refers to the directed subtree ofT (v,S) that
is rooted at u and points away fromv . The details of message pass-
ing are included in Algorithm 1, the time complexity of which is
O(|V (T (v,S))|). And the optimality of message passing in solving
LIP(6) is established in Proposition 3.1.
Proposition 3.1 (Optimality of Algorithm 1). Algorithm 1
returns empty if and only if LIP(6) is infeasible. If LIP(6) is feasible,
the aggregate delays av at the source node v is the optimal value of
LIP(6), and the virtual timestamp of node u ∈ V (T (v,S)) is
τu = min
s ∈S∩V (Tvu )
{ts − d(s,u)}
whereTvu denotes the subtree ofT (v,S) that is rooted at u and points
away from v .
The proof is included in Appendix A.
Note that after solving LIP(6) for cascading tree T (v,S), the
maximum likelihood ofT (v,S) with respect to t is
max
t
P(T (v,S, t)|S,v∗ = v) = (1 − p)av−|E(T (v,S)) |p |E(T (v,S)) |
(8)
if the output of Algorithm 1 is not empty.
Algorithm 1Message-passing to solve LIP(6)
Input: Cascading treeT (v,S) with partial timestamps {tv }v ∈S .
Output: The aggregate delays av , and virtual timestamps {τu }.
1: for u in T (v,S) do
2: if u is a leaf then
3: τu ← tu , au ← 0;
4: else
5: τu ← minj∈child(u){τj } − 1;
6: if u ∈ S then
7: if τu < tu then
8: return None.
9: else
10: τu ← tu ;
11: end if
12: end if
13: au ←
∑
j∈child(u)(aj + τj − τu );
14: end if
15: end for
16: return av .
3.2 Source Localization on a Tree
After computing the most likely timestamp for a fixed cascading
tree, according to infection path based estimator in Eq.(3) we need
to search over all cascading trees to find the most likely labeled cas-
cading tree Tˆ (v,S, t). When the underlying graph is a tree, there
is only one cascading tree rooted at node v since no cycle exists.
Then the estimator is simply
vˆ ∈ argmax
v ∈V
max
t
P(T (v,S, t)|S,v∗ = v) (9)
where the inner maximization over t is to find the most likely la-
beled cascading tree T (v,S, t) given T (v,S), and the outer maxi-
mization over v is to identify the source with most likely infection
path.
To reduce the search region, we partition the underlying tree
according to the infection path likelihoodmaxt P(T (v,S, t)|S,v
∗
=
v). As shown in Figure 2, the underlying tree is partitioned into
four disjoint regions: R1, R2, R3, and V − R1 − R2 − R3. In the
following we will show in three steps that
max
u ∈R1
max
t
P(T (u,S, t)|S,v∗ = u)
> max
u ∈V \R1
max
t
P(T (u,S, t)|S,v∗ = u)
(10)
The first step is to show maxu ∈
⋃3
i=1 Ri
maxt P(T (v,S, t)|S,v
∗
=
u) ≥ maxu ∈V−
⋃3
i=1 Ri
maxt P(T (v,S, t)|S,v
∗
= u). Observe that
R1 ∪ R2 ∪ R3 = V (Tste(S)) in Figure 2, where Tste(S) is the mini-
mum Steiner tree spanning S in the underlying tree.
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Figure 2: Partition of underlying tree graph according to in-
fection path likelihood.
Lemma 3.2. When the underlying graph is a tree, for any true
sourcev∗ ∈ V , any infection probabilityp ∈ (0, 1], and any observed
partial timestamps {ts }s ∈S , we have
max
t
P(T (u,S, t)|S,v∗ = u)
≤ max
u′∈V (Tste(S))
max
t
P(T (u ′,S, t)|S,v∗ = u ′)
(11)
for any node u ∈ V −V (Tste(S)).
Proof. Apparently Eq.(11) holds when
max
t
P(T (u,S, t)|S,v∗ = u) = 0,
in which case the LIP(6) for cascading tree T (u,S) is infeasible.
Nowwe assume that LIP(6) for cascading treeT (u,S) is feasible,
and its optimal value is given by
au =
∑
(i, j)∈E(T (u,S))
(τj − τi )
where τi is the virtual timestamp of node i ∈ V (T (u,S)). According
to the definition of the cascading tree,Tste(S) ⊂ T (u,S). Since u <
V (Tste(S)) and T (u,S) is a directed tree without cycle, there must
be a node u ′ ∈ V (Tste(S)) connecting node u with other node in
V (Tste(S)). Such nodeu
′ can be found byu ′ ∈ argminv ∈V (Tste(S)) d(v,u).
And thenT (u,S) = P(u,u ′)∪Tste(S) and E(P(u,u
′))∩E(Tste(S)) =
. Note that cascading treeT (u ′,S) is minimumSteiner treeTste(S)
whose edges are directed. And T (u ′,S) = Tu
u′
where Tu
u′
denotes
the subtree of T (u,S) that is rooted at u ′ and points away from
u . According to Appendix A.1, we have τw = τ
′
w for any node
w ∈ V (Tste(S)) where τ
′
w is the virtual timestamp of nodew when
running Algorithm 1 for cascading treeT (u ′,S). Then
log
maxt P(T (u,S, t)|S,v
∗
= u)
maxt P(T (u ′,S, t)|S,v∗ = u ′)
= log(1 − p) · (au − au′) + log((1 − p)
−1p) · |P(u,u ′)|
= log(1 − p) · (au − au′ − d(u,u
′)) + logp · d(u,u ′)
≤ logp · d(u,u ′) ≤ logp ≤ 0 ∀p ∈ (0, 1]
(12)

The second step is to show that maxt P(T (u,S, t)|S,v
∗
= u) = 0
for any nodeu ∈ R3. We first give some definitions that could help
characterize R1, R2, and R3.
Definition 3.3. When the underlying graph is a tree, for each
node v ∈ V , we define the distance dS(u,v) between u and v with
respect to sampled nodes S to be the number of sampled nodes on
path P(u,v), i.e.,
dS(u,v) , |S ∩V (P(u,v))| (13)
Note that for any node u ∈ R3, we have dS(v
∗
,v) ≥ 2 as shown
in Figure 2. To prove maxt P(T (u,S, t)|S,v
∗
= u) = 0 for any node
u ∈ R3, it suffices to argue Lemma 3.4.
Lemma 3.4. When the underlying graph is a tree, for any node
v ∈ V , we have
max
t
P(T (v,S, t)|S,v∗ = v) = 0 (14)
if dS(v
∗
,v) ≥ 2.
Proof. If dS(v
∗
,v) ≥ 2, there are at least two distinct nodes
s1, s2 ∈ S such that P(v
∗
,v) = P(v∗, s1) ∪ P(s1, s2) ∪ P(s2,v). It
implies that ts1 < ts2 . Now consider the LIP(6) for cascading tree
T (v,S). Assume that t is one permitted timestamps satisfying all
the constraints of LIP(6) for cascading tree T (v,S). For node s1
and s2 we have t(s1) = ts1 and t(s2) = ts2 . Note that
t(s1) − t(s2) =
∑
(i, j)∈P(s1,s2)
(t(i) − t(j)) ≥
∑
(i, j)∈P(s1,s2)
1 = d(s1, s2)
which violates the fact that t(s1) − t(s2) = ts1 − ts2 < 0. This contra-
diction indicates that LIP(6) for cascading treeT (v,S) is infeasible
which means that
max
t
P(T (v,S, t)|S,v∗ = v) = 0

The third step is to show thatmaxu ∈R1 maxt P(T (u,S, t)|S,v
∗
=
u) > maxu ∈R2 maxt P(T (u,S, t)|S,v
∗
= u) ≥ 0. It suffices to ar-
gue that for any node u ∈ R2, there is a node v ∈ R1 such that
maxt P(T (u,S, t)|S,v
∗
= u) ≤ maxt P(T (v,S, t)|S,v
∗
= v). Note
that for any node u ∈ R2, dS(v
∗
,u) = 1 and u < S. It suffices to
argue Lemma 3.5.
Lemma 3.5. When the underlying graph is a tree, for any node
u ∈ V , if dS(v
∗
,u) = 1 and u < S we have
max
t
P(T (u,S, t)|S,v∗ = u) ≤ max
t
P(T (s,S, t)|S,v∗ = s) (15)
where s is the unique sampled node on path P(v∗,u).
We defer the proof of Lemma 3.5 to Appendix B. Then combin-
ing Lemma 3.2, 3.4, and 3.5, we can draw the conclusion that the
likelihood of the time labeled cascading tree rooted at those nodes
around the true source is larger, as stated in Proposition 3.6.
Proposition 3.6. When the underlying graph is a tree, we have
max
u ∈C
max
t
P(T (u,S, t)|S,v∗ = u)
≥ max
u ∈V \C
max
t
P(T (u,S, t)|S,v∗ = u)
(16)
where C , {u ∈ V (Tste(S))|dS(v
∗
,u) = 0} ∪ {s ∈ S|d(v∗, s) = 1}.
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When revisiting Figure 2, it is easy to observe that R1 is exactly
C in Proposition 3.6 which proves the inequality (10).
According to Proposition 3.6, we could reduce the search region
from V to C for infection path based estimator. However, it seems
to be impractical due to lack of prior knowledge of where the true
source v∗ is. Therefore, we seek for another region C′ such that
C ⊂ C′ ⊂ V (Tste(S)) ⊂ V and could be obtained from partial
timestamps {ts }s ∈S , the sampled set S, and topology of underly-
ing tree graph. Intuitively, the region C should be close to the sam-
pled node with the minimum timestamp. We verify this intuition
in Lemma 3.7 and define the region C′ in Proposition 3.8.
Lemma 3.7. Let s0 ∈ argmins ∈S {ts } denote any sampled node
with minimum observed timestamp (ties broken arbitrarily), then
s0 ∈ C.
Proof. Since s0 is a sampled nodewithminimumobserved times-
tamp, there cannot be any other sampled node on the pathP(v∗, s0).
Therefore, dS(v
∗
, s0) = 1 which implies that s0 ∈ C. 
Proposition 3.8. Let s0 be the sampled node with minimum ob-
served timestamp. Let S , {s ∈ S|dS(s, s0) ≤ 2}, then
C ⊂ V
(⋃
s ∈S
P(s0, s)
)
⊂ V (Tste(S)) ⊂ V (17)
Proof. It sufficies to prove that C ⊂ V (
⋃
s ∈S P(s0, s)). We con-
sider two cases.
(1) Consider the case where v∗ ∈ S, then s0 = v
∗ and C = {v∗}.
Apparently C ⊂ V (
⋃
s ∈S P(s0, s)).
(2) Consider the case where v∗ < S. For any node u ∈ C,
if dS(v
∗
,u) = 1 then u ∈ S therefore dS(u, s0) = dS(u,v
∗) +
dS(v
∗
, s0) = 2 which implies that u ∈ S ⊂ V (
⋃
s ∈S P(s0, s)). If
dS(v
∗
,u) = 0, then theremust exists at least one sampled node s ′ ∈
S such that nodeu is on the pathP(s ′,v∗). Note that s ′ ∈ S and u ∈
V (P(s ′, s0)), therefore u ∈ V (P(s0, s
′)) ⊂ V (
⋃
s ∈S P(s0, s)). 
Note that theV (
⋃
s ∈S P(s0, s)) in Proposition 3.8 could be com-
puted via breadth-first search starting from s0. The details are given
in Algorithm 2. Note that the most time consuming part is breadth-
first search starting from node s0, therefore the time complexity of
Algorithm 2 isO(|V |). GivenV ′ ,
⋃
s ∈S P(s0, s), we could find the
infection path based estimator
vˆ ∈ arg max
v ∈V ′
max
t
P(T (v,S, t)|S,v∗ = v) (18)
using message-passing algorithm. The details are shown in Algo-
rithm 3, the time complexity of which is O(|V | + |V ′ |2).
3.3 Source Localization on General Graphs
Locating the source on general graph is challenging because there
are exponential number of possible cascading trees for each node.
To avoid such a combinatorial explosion we follow a time labeled
BFS heuristic. The algorithm in presented in Algorithm 4. Starting
from a nodeu ∈ V , we do a breadth-first search to construct a time
labeled BFS tree. Specifically, we assign each node a time label σ ∈
Z. Initially if the starting node u ∈ S, we set σu = tu . Otherwise,
σu = −∞which represents an extremely small value. When a node
v is explored from a directed edge (w,v), if v ∈ S and σw < tv we
add directed edge (w,v) to BFS tree and set σv = tv . If v < S we
Algorithm 2 Find Reduced Search Space V ′
Input: Underlying tree G, sampled nodes S with partial times-
tamps {ts }s ∈S .
Output: Reduced search space V ′.
1: s0 ← argmins ∈S{ts }, ties broken arbitrarily;
2: Construct cascading treeT (s0,S) via breadth-first search;
3: T ′ ← {(s0,v)}v ∈child(s0), put children of s0 on cascading tree
T (s0,S) into an empty queue Q ;
4: while Q is not empty do
5: u ← Q .pop()
6: if u < S then
7: T ′ ← {(u,v)}v ∈child(u), put children of u on cascading
tree T (s0,S) into Q ;
8: end if
9: end while
10: return V ′ = V (T ′).
Algorithm 3 Source Localization on General Tree
Input: Underlying tree G, sampled nodes S with partial times-
tamps {ts }s ∈S .
Output: The estimated source node vˆ .
1: Construct reduced search space V ′ using Algorithm 2;
2: V ← V ′;
3: for u in V ′ do
4: Construct cascading tree T (u,S ∩V ′) via BFS.
5: RunAlgorithm1 for cascading treeT (u,S∩V ′). If the output
is empty,V ←V − {u};
6: end for
7: vˆ = argminv ∈V {av } where av is the output of Alg.1
8: return vˆ
still add directed edge (w,v) to BFS tree and set σv = σw + 1. The
whole process terminates either when all the edges E are explored
or when S are included in the BFS tree. Note that the resulting BFS
tree may not contain all the sampled nodes S, intuitively it is less
likely for u to be source if Tbfs(u) contains fewer sampled nodes.
Therefore we use a threshold θ ∈ (0, 1) to rule out those “unlikely”
nodes. In practice the threshold θ needs to be tuned to avoid the
extreme case where all nodes are ruled out. Since a breadth-first
search is executed for each node, the time complexity isO(|V |(|E |+
|V |)).
Information Source Detection with Limited Time Knowledge WOODSTOCK’97, July 1997, El Paso, Texas USA
Algorithm 4 Source Localization on General Graph
Input: Underlying graph G, sampled nodes S with partial times-
tamps {ts }s ∈S , a threshold θ to be tuned.
Output: The estimated source node vˆ .
1: Initialize search spaceV ← V ;
2: for u in V do
3: Construct a time labeled BFS tree Tbfs(u) rooted at node u .
4: if |S ∩V (T (u))| < θ · |S| then
5: V ← V\{u}
6: else
7: Compute aggregate delays of nodeu on treeTbfs(u) using
message passing Algorithm 1.
8: end if
9: end for
10: vˆ = argminv ∈V {av }.
11: return vˆ .
4 PERFORMANCE GUARANTEE
Although the infection path based estimator in Eq.(3) is only an
approximation of the original ML estimator, we will prove in this
section that it can still achieve provably good performance under
certain topologies. Specifically, in this section we assume the un-
derlying graph is treeT , and we will present the performance guar-
antee for source localization algorithm on treeT in terms of distri-
bution of d(v∗, vˆ), which is the distance between true source v∗
and estimated source vˆ on tree T . Assuming that the true source
v∗ is given, we introduce a topological concept called candidate
path and show that the infection path based estimator is always on
that path. By means of candidate path, we are able to analyze the
distribution of d(v∗, vˆ) under the assumption that S is uniformly
sampled.
4.1 Candidate Path
According to Proposition 3.6, the infection path based estimator is
vˆ ∈ argmax
v ∈V
max
t
P(T (v,S, t)|S,v∗ = v)
= argmax
v ∈C
max
t
P(T (v,S, t)|S,v∗ = v)
(19)
therefore, the estimated source vˆ ∈ C even thoughwe do not know
v∗ in prior. If we look at the definition of C
C , {u ∈ V (Tste(S))|dS(v
∗
,u) = 0} ∪ {s ∈ S|d(v∗, s) = 1},
it is easy to find that C only depends on the topology ofv∗,S, and
Tste(S). If we could utilize the observed timestamps {ts }s ∈S , it is
possible to define a tighter region R ⊂ C that could help us analyze
the distribution of d(v∗, vˆ). Especially, if v∗ ∈ S we have
Proposition 4.1. When the underlying graph is a tree, ifv∗ ∈ S,
we have vˆ = v∗.
Proof. If v∗ ∈ S, then dS(v
∗
,v∗) = 1, it implies that v∗ ∈ C.
For any node u ∈ C\{v∗}, dS(v
∗
,u) = 1, then by Lemma 3.5
max
t
P(T (v∗,S, t)|S,v∗ = v∗) > max
t
P(T (u,S, t)|S,v∗ = u).

From now on we assume that v∗ < S.
9
8
7
6
5
4
3
2
5
Figure 3: Illustration of candidate path. The orange nodes
with timestamps are sampled nodes.
Figure 4: Pictorial description of candidate path P∗.
Lemma 4.2. When the underlying graph is a tree, if v∗ < S, the
infection path based estimator is
vˆ ∈ V (Tste(S)) ∩V
( ⋃
s ∈U
P(v∗, s)
)
(20)
whereU , {s ∈ S|dS(v
∗
, s) = 1}.
Proof. It suffices to prove that
C ⊂ V (Tste(S)) ∩V
( ⋃
s ∈U
P(v∗, s)
)
.
For any node u ∈ C, if u ∈ {s ∈ S|d(v∗, s) = 1} then u ∈ U. If
u ∈ {u ∈ V (Tste(S))|dS(v
∗
,u) = 0}, then there must be a node
s ∈ U such that u ∈ V (P(v∗, s)). Therefore, for any node u ∈ C,
we have u ∈ V (Tste(S)) ∩V (
⋃
s ∈U P(v
∗
, s)). 
Definition 4.3 (Anchor Node of v∗). For true source node v∗, we
define its anchor node as
u∗ , arg max
u ∈
⋂
s∈U P(v
∗,s)
d(v∗,u) (21)
Definition 4.4 (Candidate Path). The candidate path P∗ is de-
fined as the intersection of paths from anchor node u∗ to sampled
node s ∈ U∗, i.e.,
P∗ ,
⋂
s ∈U∗
P(u∗, s). (22)
whereU∗ is given by
U∗ ,
{
s ∈ U
ts − d(u∗, s) = minv ∈U {tv − d(u∗,v)}} (23)
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A concrete example is given in Figure 3, in which the candidate
path is marked with red color. Now we are going to show that the
infection path based estimator vˆ is always on that path. Before that,
we first give a more specific representation of P∗ and prove some
important properties of P∗ in Lemma 4.5.
As shown in Figure 4, we represent candidate path P∗ explicitly
as u∗(u0) → u1 → · · · → um wherem = |P
∗ | is the length of path
P∗. As shown in Figure 4, we denote the partial subtree rooted
at node ui as T
ui for i = 0, . . . ,m. We denote the children of ui
in partial subtree Tui as u1i ,u
2
i , . . . ,u
ki
i where ki is the number of
children of ui . We call the subtree rooted at child u
j
i of ui a branch
B
j
i of ui . In addition, we denoteUi , U∩V (T
ui ) for i = 0, . . . ,m,
andU
j
i , U ∩V (B
j
i ) for i = 0, . . . ,m, j = 1, . . . ,ki .
Lemma 4.5. For the candidate path P∗, we have
(1) U∗ ⊂ Um ;
(2) {ui }
m−1
i=0 ∩ S = ;
(3) If um ∈ S, V (T
um ) = {um};
(4) If um < S, |V (T
um ) ∩ U∗ | ≥ 2;
(5) When running message passing algorithm on cascading tree
T (u0,S), the virtual timestamp of ui is
min
s ∈Um
{ts − d(s,ui )} = i + min
v ∈U
{tv − d(u
∗
,v)}
(6) mins ∈Um {ts − d(s,ui )} < mins ∈Ui {ts − d(s,ui )} for i =
0, . . . ,m − 1.
Proof. Note that by the definition of the candidate path, we
have
V (P∗) ⊂ V (Tste(S)) ∩V
( ⋃
s ∈U
P(v∗, s)
)
.
(1) According to the definition of candidate path, it is obvious
thatU∗ ⊂ Um .
(2) Assume that there is some i ∈ {0, 1, . . . ,m − 1} such that
ui ∈ S, then ui ∈ U
∗. By the definition of the candidate path,
P∗ =
⋂
s ∈U∗
P(u∗, s) ⊂ P(u∗,ui )
violating the fact thatP∗ = P(u∗,ui )∪P(ui ,um) ) P(u
∗
,ui ). This
contradiction indicates that ui < S for any i ∈ {0, 1, . . . ,m − 1}.
(3) It suffices to argue that there is no other sampled nodes in
V (Tum ). Suppose that there exists another node u ′ ∈ S such that
u ′ ∈ V (Tum ). Then dS(u
′
,u∗) = dS(u
′
,um) + dS(um ,u
∗) − 1 ≥ 2
which means u ′ < V (
⋃
s ∈U P(v
∗
, s)). This contradiction indicates
that V (Tum ) = {um}.
(4) There must exist at least two sampled nodes in different
branch of node um , then |V (T
um ) ∩ U∗ | ≥ 2.
(5) and (6): From Appendix A.1 we know that when running
message passing algorithm on cascading tree T (u0,S), the virtual
timestamp of um is
τum = min
s ∈Um
{ts − d(s,um)} = min
s ∈U∗
{ts − d(s,um)}
the virtual timestamp of um−1 is
τum−1 = min
{
τum − 1, min
s ∈Um−1
{ts − d(s,um−1)}
}
= τum − 1
Continue this way, finally τui = τu0 + i for i = 0, . . . ,m and
τu0 = min
s ∈U
{ts − d(s,u0)} = min
s ∈U∗
{ts − d(s,u0)}.

As a central tool in our proof of localization precision in Section
4.2, Theorem 4.6 presents the relationship between vˆ and P∗.
Theorem 4.6. When the underlying graph is a tree, the infection
path based estimator is vˆ ∈ P∗.
Proof. To prove vˆ ∈ P∗, it suffices to prove for i = 0, . . . ,m
max
t
P(T (ui ,S, t)|S,v
∗
= ui ) > max
t
P(T (v,S, t)|S,v∗ = v)
for any node v ∈ V (Tui )\{ui }. The idea is similar to the proof of
Lemma 3.5. We run message passing algorithm on both T (ui ,S)
and T (v,S), and compare the aggregate delays τui and τ
′
v .
(1) First, consider any i = 0, . . . ,m−1. If we runmessage passing
algorithm on T (ui ,S), the virtual timestamp of ui is
τui
(a)
= min
s ∈U
{ts − d(s,ui )}
= min
{
min
s ∈U\Ui
{ts − d(s,ui )}, min
s ∈Ui
{ts − d(s,ui )}
}
(b )
= min
s ∈U\Ui
{ts − d(s,ui )}
(24)
where step (a) is due to Proposition 3.1, and step (b) is due to
min
s ∈U\Ui
{ts − d(s,ui )} ≤ min
s ∈Um
{ts − d(s,ui )} < min
s ∈Ui
{ts − d(s,ui )}
Suppose that v ∈ B
j
i for some j ∈ [ki ]. If we run message passing
algorithm on cascading treeT (v,S), the virtual timestamp of ui is
τ ′ui = min
s ∈U\U
j
i
{ts − d(s,ui )}
= min
{
min
s ∈U\Ui
{ts − d(s,ui )}, min
s ∈Ui \U
j
i
{ts − d(s,ui )}
}
= min
s ∈U\Ui
{ts − d(s,ui )}
(25)
From Eq.(24) and Eq.(25) we can see that τui = τ
′
ui . Note that simi-
lar to the case in Lemma 3.5, there is no sampled node on the path
P(ui ,v) between ui and v , we could view node ui as a sampled
node with timestamp tui = τui and the statement in Lemma 3.5
still holds.
(2) Then consider node um . From Lemma 4.5, when um ∈ S
there is no other node in Tum . We suppose that um < S. If we run
message passing algorithm on T (um ,S), the virtual timestamp of
um is
τum = min
s ∈U
{ts − d(s,um)}
= min
{
min
s ∈U\Um
{ts − d(s,um)}, min
s ∈Um
{ts − d(s,um)}
}
= min
{
min
s ∈U\Um
{ts − d(s,um)},m + min
v ∈U
{tv − d(u
∗
,v)}
}
From Lemma 4.5 we know that |V (Tum ) ∩ U∗ | ≥ 2. Let us now
arbitrarily choose two sampled nodes s1 and s2 from U
∗ without
replacement. It is easy to verify that s1 ∈ U
j1
m and s2 ∈ U
j2
m for
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some j1 , j2. Suppose that v ∈ B
j
m for some j ∈ [km] and j , j1.
If we run message passing algorithm onT (v,S), the virtual times-
tamp of um is
τ ′um = min
s ∈U\U
j
m
{ts − d(s,um)}
= min
{
min
s ∈U\Um
{ts − d(s,um)}, min
s ∈Um\U
j
m
{ts − d(s,um)}
}
(c)
= min
{
min
s ∈U\Um
{ts − d(s,um)},m + min
v ∈U
{tv − d(u
∗
,v)}
}
where step (c) is follows from the fact that min
s ∈Um\U
j
m
{ts −
d(s,um)} = ts1 −d(s1,um) =m+minv ∈U {tv −d(u
∗
,v)}. Therefore
τum = τ
′
um and the same argument as in (1) follows. 
4.2 Localization Precision
Note that the source inference contains two stages: sampling nodes
S and estimation according to infection path. Given that a diffu-
sion process has already happened, both two stages would affect
the estimated source vˆ . To characterize the localization precision,
we analyze the distribution of d(v∗, vˆ) under the assumption that
each node s ∈ S is sampled uniformly at random fromV with prob-
ability q. For line graph and д-regular tree, we have the following
results.
Theorem 4.7. In infinite line graphwhere the degree of each node
is 2, when the sampled nodes S are sampled uniformly at random
with probability q, the correct detection probability under the infec-
tion diffusion model is
P(vˆ = v∗) = q + (1 − q)
pq(pq + 3 − 3p)
(pq + 2 − 2p)(pq + 1 − p)
. (26)
and the expected distance between vˆ and v∗ is upper bounded by
E[d(vˆ,v∗)] ≤ (1 − q)min
{
1
q
,
2(1 − p + pq)(1 − p)2
pq(2 − 2p + pq)2
}
. (27)
The proof is contained in Appendix C
Theorem 4.8. In infinite д-regular tree where the degree of each
node is д ≥ 3, when the sampled nodes S are sampled uniformly at
random with probability q, we have
P(d(v∗, vˆ) ≤ D) ≥ 1 − (1 − q)(1 − p + p(1 − q)x1)
д (28)
where x1 is given by function iteration xD = 1 and xi = h(xi+1) =
(1 − p + p(1 − q)xi+1)
д−1 for i = 1, 2, . . . ,D − 1. Denote the fixed
point of h(x) on [0, 1] as x∗ , then limD→∞ x1(D) = x
∗ and x1(D) is
strictly decreasing with respect to D.
The readers can see Appendix D for its proof. As a comparison,
we show in Proposition 4.9 that the infection path based estimator
always outperforms naive minimum timestamp estimator.
Proposition 4.9. In infinite line graph where the degree of each
node is 2, when the sampled nodes S are sampled uniformly at ran-
dom with probability q, the infection path based estimator always
outperforms naive minimum timestamp estimator in the sense that
d(vˆi,v
∗) ≤ d(vˆn,v
∗) for any true source nodev∗ and sampled nodes
S, where vˆi denotes the infection path based estimator and vˆn de-
notes the naive minimum timestamp estimator. Moreover, the correct
detection probability is
P(vˆn = v
∗) = q (29)
and the expected distance between vˆ and v∗ is
E[d(vˆn,v
∗)] =
1 − q
q
(30)
The proof is presented in the Appendix E.
Note that when q → 0, we have
P(vˆi = v
∗)
P(vˆn = v∗)
= 1 +
(1 − q)p(pq + 3 − 3p)
(pq + 2 − 2p)(pq + 1 − p)
→ 1 +
3p
2(1 − p)
implying that infection path based estimator is much better than
naive minimum timestamp estimator in infinite line graph.
5 SIMULATIONS AND EXPERIMENTS
In this section, we evaluate the performance of the infection path
based estimator on different networks. We compare the infection
path based estimator (INF) with the naive minimum timestamp
estimator (MIN) and GAU estimator proposed in [11]. The GAU
estimator utilizes partial timestamps to find the source under the
assumption that transmission delay follows Gaussian distribution
N(µ,σ2) for each edge.
5.1 Tree Networks
We first provide simulation results for д-regular trees to corrob-
orate the theoretical results in Section 4. Each regular tree con-
tains 1024 non-leaf nodes. For each simulation, we select the source
node uniformly at random and synthesize cascades using Geomet-
ric distribution with success probability p in
{
1
2 ,
1
4 ,
1
8
}
. The partial
timestamps are sampled uniformly at random with probability q
in {0.1, 0.2, . . . , 0.9}. We perform 500 simulation runs for each set-
ting on each network. The results are plotted in Figure 5(a)(b)(c),
where the upper bound is provided by Eq.(27). We observe that as
the degree д increases, the error distance becomes smaller, which
means the source node v∗ with larger degree is more likely to be
detected using limited timestamps. Moreover, we test INF, GAU,
and MIN estimator on an academic citation tree extracted from
academic citation network [17] that contains citation relationship
between different papers on a similar topic. The infection proba-
bility p is set to be 1/2. For the GAU estimator, we set µ = 1/p = 2
and σ2 = (1 − p)/p2 = 2. The results are plotted in Figure 5(d),
from which we can observe that INF outperforms GAU and MIN
for each sampling probability q in {0.1, . . . , 0.9}. The reason may
be that GAU is optimized for Gaussian distribution whereas INF is
suitable for Geometric distribution.
5.2 Graph Networks
We further perform experiments on Erdös-Rényi networks, scale-
free networks [1], Facebook networks [9] and US power grid (PG)
networks [1]. The Erdös-Rényi network contains 1024 nodes and
10487 edges. The scale-free network is generated by preferential at-
tachment and contains 1024 nodes and 4080 edges. The Facebook
social network contains 4039 nodes and 88234 edges, and is used to
study the online friendship patterns. The PG network is a network
of Western States Power Grid of United States, and contains 4941
nodes and 6594 edges. We set the infection probability p = 1/2,
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Figure 5: Simulation results on tree networks
the threshold θ = 0.95 in Algorithm 4 and run each simulation 300
times for sampling probability q in 0.1, . . . , 0.5. The plots in Figure
6 indicate that INF performs noworse thanGAU andMIN in almost
all cases. This improvement is more obvious in PG network and
scale free network than in Erdös-Rényi network and Facebook net-
work. For the PG network and scale free network, the average ratio
of edges to nodes is 1.33 and 3.98 respectively, whereas for Erdös-
Rényi network and Facebook network the average ratio is 10.24
and 21.84 respectively. Thus, the PG network and scale-free net-
work is more tree-like, which may explain why INF outperforms
GAU and MIN clearly on these networks.
6 CONCLUSIONS
In this paper, we proposed an infection path based estimator to
approximate the optimal ML estimator for detecting the informa-
tion source in networks. Through transforming the infection path
based estimator into a linear integer programming, we proved that
a message passing algorithm could optimally solve infection path
based estimator on arbitrary trees. We also define a new concept
called candidate path to enable the analysis of error distanced(v∗,v)
on arbitrary tree. Under the assumption that limited timestamps
are uniformly sampled, we provided theoretical guarantees on in-
finite д-regular tree in terms of d(v∗, vˆ). By incorporating time la-
beled BFS heuristic, experiments showed that the infection path
based estimator exhibits a good performance in general graphs as
well.
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A PROOF OF PROPOSITION 3.1
We will prove Proposition 3.1 in this section following three steps.
First, we discuss the virtual timestamps computed by Algorithm 1.
Second, we connect the feasibility of LIP(6) with the output of Al-
gorithm 1. Third, we show that the output of Algorithm 1 is exactly
the optimal value of LIP(6) given that LIP(6) is feasible.
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(a) Erdös-Rényi network
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Figure 6: Simulation results on graph networks
A.1 Virtual Timestamps
The intuition comes from the recursive relation between the vir-
tual timestamp τu and the virtual timestamps of its immediate chil-
dren’s virtual timestamp τw with w ∈ child(u). The virtual times-
tamp of node u can be computed only if the virtual timestamps of
any nodew ∈ V (Tvu )\{u} is known. Suppose that Algorithm1 have
not returned empty when computing τu in line 5. In the following
we will prove that
τw = min
s ∈S∩V (Tvw )
{ts − d(s,w)}
for any nodew ∈ V (Tvu )\{u} by induction.
(1) For any leaf nodew ∈ V (Tvu )\{u}, we havew ∈ S according
to the definition of cascading tree. It follows that
τw = tw = min
s ∈S∩V (Tvw )
{ts − d(s,w)}
(2) Assume that for any non-leaf nodew ∈ V (Tvu )\{u}, the vir-
tual timestamp of its any child j ∈ child(w) is
τj = min
s ∈S∩V (Tvj )
{ts − d(s, j)}
(3) If w < S, according to line 5 in Algorithm 1, the virtual
timestamp of nodew is given by
τw = min
j∈child(w )
{τj } − 1
= min
j∈child(w )
{
min
s ∈S∩V (Tvj )
{ts − d(s, j)} − 1
}
(∗)
= min
j∈child(w )
{
min
s ∈S∩V (Tv
j
)
{ts − d(s,w)}
}
= min
s ∈S∩(V (Tvw )\{w })
{ts − d(s,w)}
= min
s ∈S∩V (Tvw )
{ts − d(s,w)}
(31)
where step(∗) is due to d(s,w) = d(s, j)+d(j,w) = d(s, j)+ 1.
Ifw ∈ S, the virtual timestamp of nodew is given by
τw = tw = min
s ∈S∩V (Tvw )
{ts − d(s,w)}
since tw ≤ mins ∈S∩(V (Tvw )\{w }){ts − d(s,w)}.
A.2 Feasibility of LIP(6)
We will prove that LIP(6) is infeasible if and only if the message
passing algorithm returns empty.
For the sufficiency, assume that Algorithm 1 returns empty. It
implies that there must exists a node u ∈ S such that
tu > τu = min
s ∈S∩(V (Tvu )\{u })
{ts − d(s,u)}
according to line 6-8 in Algorithm 1. Let
u ′ ∈ arg min
s ∈S∩(V (Tvu )\{u })
{ts − d(s,u)},
then τu = tu′ − d(u
′
,u), therefore tu′ − tu < d(u
′
,u). Suppose that
there exists a collection of timestamps t satisfying the constraints
of LIP(6), then t(u ′) = tu′ , t(u) = tu , and
t(u ′) − t(u) =
∑
(i, j)∈P(u′,u)
t(i) − t(j) ≥
∑
(i, j)∈P(u′,u)
1 = d(u ′,u)
which violates the inequality that tu′ − tu < d(u
′
,u). This con-
tradiction indicates that if the message passing algorithm returns
empty, then LIP(6) is infeasible.
For the necessity, it suffices to prove the contrapositive state-
ment, which is if Algorithm 1 returns the aggregate delays av of
root node v , then LIP(6) is feasible. Note that the virtual times-
tamp τs for each node s ∈ S is τs = ts , and for any directed edge
(i, j) ∈ E(T (v,S)) we have τi ≤ minw ∈child(i ){τw } − 1 ≤ τj − 1.
Therefore, virtual timestamps {τu }u ∈V (T (v,S)) satisfy all the con-
straints of LIP(6) which implies that LIP(6) is feasible.
A.3 Optimality of Algorithm 1
Wewill prove that the aggregate delays av of root nodev is the op-
timal value of LIP(6) given that LIP(6) is feasible. Before that, we
analyze the relationship between aggregate delays {au }u ∈V (T (v,S))
and virtual timestamps {τu }u ∈V (T (v,S)) in Lemma A.1.
Lemma A.1. Given that LIP(6) is feasible, the aggregate delays of
node u ∈ V (T (v,S)) is au =
∑
(i, j)∈E(Tvu )
(τj − τi ).
Proof. We prove that au =
∑
(i, j)∈E(Tvu )
(τj − τi ) by induction.
(1) For any leaf nodew ∈ V (T (v,S)), aw = 0;
(2) Assume that for any node u ∈ child(w)
au =
∑
(i, j)∈E(Tvu )
(τj − τi )
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(3) The aggregate delays of nodew is
aw =
∑
u ∈child(w )
(au + τu − τw )
=
∑
u ∈child(w )
(τu − τw ) +
∑
u ∈child(w )
∑
(i, j)∈E(Tvu )
(τj − τi )
=
∑
(i, j)∈E(Tvw )
(τj − τi )

From Appendix A.2 we know that the virtual timestamps {τu }
satisfy all the constraints of LIP(6). And from Lemma A.1 we know
that av =
∑
(i, j)∈E(T (v,S))(τj − τi ). Therefore, av is the value of
objective function in LIP(6) when the optimization variable t is
virtual timestamps {τu }u ∈V (T (v,S)).
To prove that av is optimal value of LIP(6), it suffices to argue
that for any other permitted timestamps t, the value of objective
function is at least av . We prove it by contradiction.
Assume that there exists other permitted timestamps t such that∑
(i, j)∈E(T (v,S))(t(j) − t(i)) < av . According to Eq.(7), there must
exist some node u ∈ V (T (v,S))\S such that dout(u) > din(u) and
t(u) > τu . Note that τu = mins ∈S∩V (Tvu ){ts − d(s,u)}, let
s ′ ∈ arg min
s ∈S∩V (Tvu )
{ts − d(s,u)}
then τu = τs ′ − d(s
′
,u) = ts ′ − d(s
′
,u). Therefore
t(u) − t(s ′) = t(u) − ts ′ > τu − ts ′ = −d(s
′
,u)
which violates the inequality that
t(s ′) − t(u) =
∑
(i, j)∈P(s ′,u)
(t(i) − t(j)) ≥
∑
(i, j)∈P(s ′,u)
1 = d(s ′,u)
This contradiction indicates that av is the optimal value of LIP(6)
and {τu }u ∈V (T (v,S)) is a solution of LIP(6).
B PROOF OF LEMMA 3.5
Figure 7: Message passing for T (u,S) andT (s,S).
If maxt P(T (u,S, t)|S,v
∗
= u) = 0, then the statement is appar-
ently correct. Now suppose that maxt P(T (u,S, t)|S,v
∗
= u) > 0,
which means that the LIP(6) is feasible for cascading tree T (u,S).
So if we runmessage passing Algorithm1 on cascading treeT (u,S)
we will obtain the aggregate delays au at root node u and the cor-
responding virtual timestamps {τv }v ∈V (T (u,S)).
Since dS(v
∗
,u) = 1 and u < S, there is only one sampled node
s on the path P(v∗,u) from v∗ to u . We denote the path P(s,u) as
v0(s) → v1 → · · · → vk−1 → vk (u) as shown in Figure 7. Since s
is a sampled node with timestamp ts , the virtual timestamp of s is
τs = ts on cascading treeT (u,S). And the other virtual timestamps
satisfy τs > τv1 > τv2 > · · · > τvk−1 > τu . Finally according to
Eq.(7),
au =
∑
v ∈V (T (u,S))
τv (din(v) − dout(v))
= τs (2 − ds ) − τudu +
k−1∑
i=1
τvi (2 − dvi ) +
∑
v ∈V ′
τv (2 − dv )
(32)
where V ′ = V (Tste(S)) − {vi }
k
i=0, and din(v),dout(v) are in-degree
and out-degree of node v respectively on cascading tree T (u,S),
ds is the degree of node s on tree Tste(S)
Consider the cascading tree T (s,S) rooted at sampled node s .
As shown in Figure 7, observe that the only difference between
T (u,S) and T (s,S) is the direction of edges {(vi ,vi+1)}
k−1
i=0 . If we
run message passing Algorithm 1 on cascading tree T (s,S), the
virtual timestamp of node s is still τ ′s = ts . And the other virtual
timestamps satisfy τ ′s < τ
′
v1 < τ
′
v2 < · · · < τ
′
vk−1
< τ ′u . As for
other node v ∈ V \{vi }
k
i=0, its virtual timestamp satisfy τv = τ
′
v .
According to Eq.(7), the aggregate delays a′s at root node s is
a′s =
∑
v ∈V (T (s,S))
τ ′v (d
′
in(v) − d
′
out(v))
= τ ′u (2 − du ) − τ
′
sds +
k−1∑
i=1
τ ′vi (2 − dvi ) +
∑
v ∈V ′
τ ′v (2 − dv )
(33)
where d ′in(v),d
′
out(v) are in-degree and out-degree of node v re-
spectively on cascading tree T (s,S). Compare Eq.(32) and Eq.(33),
we have
a′s − au
= (τs − τ
′
s )ds − 2τs + (τu − τ
′
u )du + 2τ
′
u
+
k−1∑
i=1
(τ ′vi − τvi )(2 − dvi ) +
∑
v ∈V ′
(τ ′v − τv )(2 − dv )
= 2(τu − τs ) + (τu − τ
′
u )(du − 2) +
k−1∑
i=1
(τ ′vi − τvi )(2 − dvi )
(b )
≤ 2(τu − τs ) < 0
(34)
where step (b) is due to du ≥ 2 and dvi ≥ 2 for i = 1, . . . ,k − 1.
Inequality in Eq.(15) holds due to the relationship between LIP(6)
and infection path likelihood in Eq.(8).
C PROOF OF THEOREM 4.7
Ifv∗ ∈ S, then vˆ = v∗ by Proposition 4.1. Now suppose thatv∗ < S.
Since there are infinite number of nodes on the left/right side ofv∗,
with probability 1 there are two sampled nodes s1 and s2 which
are closest to v∗ from the left and right side of v∗, respectively. As
shown in Figure 8, we denote the distance betweenv∗ and s1 as L1
and the distance between v∗ and s2 as L2. The distribution of L1
and L2 is given by
P(L1 = l) = (1 − q)
l−1q, l = 1, 2, . . . (35)
P(L2 = l) = (1 − q)
l−1q, l = 1, 2, . . . (36)
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Let t1 and t2 denote the timestamp of sampled nodes s1 and s2,
respectively, then
t1 = t0 +
L1∑
i=1
ζi , t2 = t0 +
L2∑
i=1
ζ ′i (37)
where t0 is unknown starting time of diffusion process and {ζi },
{ζ ′i } are collections of independent random variables with identi-
cal geometric distribution Geo(p).
Let σ1 = t1 − L1 and σ2 = t2 − L2. Note that U = {s1, s2}.
According to definition of candidate path, we have
P∗ =
⋂
s ∈U∗
P(v∗, s), (38)
whereU∗ is given by
U∗ = {s ∈ U|ts − d(s,v
∗) = min
s ∈U
{ts − d(s,v
∗)}}
=

{s1}, if ts1 − L1 < ts2 − L2(σ1 < σ2)
{s2}, if ts1 − L1 > ts2 − L2(σ1 > σ2)
{s1, s2}, if ts1 − L1 = ts2 − L2(σ1 = σ2)
(39)
From Eq.(38) and Eq.(39), the candidate path P∗ is given by
P∗ =

{v∗}, if σ1 = σ2
P(v∗, s1), if σ1 < σ2
P(v∗, s2), if σ1 > σ2
(40)
Due to symmetry between left and right side ofv∗, we assume that
σ1 < σ2 and represent P(v
∗
, s1) as v
∗(u0) → u1 → · · · → s1(um).
We have the following lemma:
LemmaC.1. The estimated source vˆ = uk where the index number
k is given by
k = min
{⌊σ2 − σ1
2
⌋
,m
}
(41)
Proof. When running the message passing algorithm on cas-
cading tree T (ui ,S), the virtual timestamp of ui is
τui = min{t1 − (m − i), t2 − L2 − i} = min{σ1 + i,σ2 − i}
=
{
σ1 + i, if i <
σ2−σ1
2
σ2 − i, if i ≥
σ2−σ1
2
which is strictly increasing w.r.t. i when i < σ2−σ12 and strictly
decreasing w.r.t. i when i ≥ σ2−σ12 . And the aggregate delays at
node ui is given by
aui = as1 + as2 + t1 + t2 − 2τui
So the index number k of the estimated source is
k ∈ arg min
i ∈{0, ...,m }
aui
= arg max
i ∈{0, ...,m }
τui = min
{⌊σ2 − σ1
2
⌋
,m
}
.

From Lemma C.1, the distance between v∗ and vˆ can be ex-
pressed as
d(v∗, vˆ) = min
{⌊
|σ1 − σ2 |
2
⌋
,m˜
}
(42)
where m˜ = L1I(σ1 < σ2) + L2I(σ1 > σ2) is the length of candidate
path P∗.
Now we study the distribution of σ1 − σ2 using probability gen-
erating function. Notice that σ1 and σ2 are independent and have
hops hops
Figure 8: Source localization on infinite line graph.
identical distribution. For ease of analysis we assume t0 = 0 and
write σ1 as σ1 =
∑L1
i=1(ζi − 1). The PGFG1(z) of ζi − 1 is given by
G1(z) = Ez
ζi−1
=
∞∑
j=1
z j−1(1 − p)j−1p =
p
1 − z(1 − p)
. (43)
The PGF G2(z) of L1 is given by
G2(z) = Ez
L1
=
∞∑
j=1
z j (1 − q)j−1q =
qz
1 − z(1 − q)
. (44)
Then we calculate the PGF G3(z) of σ1 using G1(z) and G2(z)
G3(z) = G2(G1(z)) =
a
b − cz
(45)
where a = pq, b = 1 − p + pq, and c = 1 − p. The PGF G4(z) of
σ1 − σ2 is given by
G4(z) = G3(z)G3(z
−1) =
a
b − cz
a
b − cz−1
=
a2z
(b − cz)(bz − c)
=
a2
b2 − c2
(
b
b − cz
+
c
bz − c
)
=
a2
b2 − c2
(
1
1 − c
b
z
+
1
1 − c
b
z−1
− 1
)
=
a2
b2 − c2
(
∞∑
i=0
( c
b
z
)i
+
∞∑
i=0
( c
b
z−1
)i
− 1
)
=
a2
b2 − c2
∞∑
n=−∞
( c
b
) |n |
zn
(46)
FromG4(z), we obtain the distribution of σ1 − σ2
P(σ1 − σ2 = n) =
a2
b2 − c2
( c
b
) |n |
, n ∈ Z. (47)
The correct detection probability is
P(vˆ = v∗) = P(vˆ = v∗,v∗ ∈ S) + P(vˆ = v∗,v∗ < S)
= q + (1 − q)P(d(vˆ,v∗) = 0|v∗ < S)
= q + (1 − q)P
( ⌊
|σ1 − σ2 |
2
⌋
= 0
)
= q + (1 − q)P(−1 ≤ σ1 − σ2 ≤ 1)
= q + (1 − q)
a2
b2 − c2
(
1 + 2
c
b
)
= q + (1 − q)
pq(pq + 3 − 3p)
(pq + 2 − 2p)(pq + 1 − p)
(48)
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Further, for the expected distance between vˆ and v∗ we have
E[d(vˆ,v∗)|v∗ < S]
≤ E
⌊
|σ1 − σ2 |
2
⌋
=
∞∑
n=−∞
⌊
|n |
2
⌋
P(σ1 − σ2 = n)
=
∞∑
n=1
2
⌊n
2
⌋ a2
b2 − c2
( c
b
)n
=
∞∑
m=1
2m
a2
b2 − c2
(( c
b
)2m
+
( c
b
)2m+1)
=
2a2
b(b − c)
∞∑
m=1
m
( c
b
)2m
=
2a2bc2
(b − c)3(b + c)2
=
2(1 − p + pq)(1 − p)2
pq(2 − 2p + pq)2
(49)
and
E[d(vˆ,v∗)|v∗ < S] ≤ Em˜
= E[L1I(σ1 < σ2) + L2I(σ1 > σ2)]
= E[L1I(σ1 < σ2)] + E[L2I(σ1 > σ2)]
(⋆)
= E[L1]P(σ1 < σ2) + E[L2]P(σ1 > σ2)
≤ E[L1] =
1
q
(50)
step (⋆) is due to
E[L1I(σ1 < σ2)] = E[E[L1I(σ1 < σ2)|I(σ1 < σ2)]]
= E[E[L1]I(σ1 < σ2)]
= E[L1]EI(σ1 < σ2)
= E[L1]P(σ1 < σ2)
Therefore,
Ed(vˆ,v∗)
= E[E[d(vˆ,v∗)|I(v∗ < S)]]
= E[d(vˆ,v∗)|v∗ ∈ S]P(v∗ ∈ S) + E[d(vˆ,v∗)|v∗ < S]P(v∗ < S)
= (1 − q)E[d(vˆ,v∗)|v∗ < S]
≤ (1 − q)min
{
1
q
,
2(1 − p + pq)(1 − p)2
pq(2 − 2p + pq)2
}
.
(51)
D PROOF OF THEOREM 4.8
Ifv∗ ∈ S, then vˆ = v∗ by Proposition 4.1. Now suppose thatv∗ < S.
Since there are infinite number of nodes on each branch ofv∗, with
probability 1 we have two sampled nodes on two different branch
resulting in
⋂
s ∈U P(v
∗
, s) = v∗whereU = {s ∈ S|dS(v
∗
, s) = 1}.
Therefore the anchor node u∗ ∈ argmaxu ∈
⋂
s∈U P(v
∗,s) d(v
∗
,u) =
v∗. According to Theorem 4.6, the estimated source vˆ ∈ P∗. So if
|P∗ | ≤ D then d(vˆ,v∗) ≤ |P∗ | ≤ D. Therefore,
P(d(vˆ,v∗) ≤ D) ≥ P(|P∗ | ≤ D)
We are going to find the sufficient conditions for |P∗ | ≤ D.
Lemma D.1. Suppose that the diffusion process starts at time t0
from source node v∗. If there exists a sampled node s ∈ S such that
d(v∗, s) = D and ts = t0 + D, then |P
∗ | ≤ D.
Proof. We represent the pathP(v∗, s) asv∗(u0) → u1 → · · · →
uD−1 → s(uD). Since the transmission delay for each edge is at
least 1, we have ts − t0 =
∑D
i=1 tui − tui−1 ≥ D where the equal-
ity holds if and only if tui − tui−1 = 1 for all i ∈ [D]. From the
assumption that ts − t0 = D, we have tui = t0 + i for all i ∈ [D]. Let
s ′ denote the sampled node in P(v∗, s) which is closest to v∗, i.e.,
s ′ = uk where index number k is given by k = min{i |ui ∈ S, i ∈
{0, 1, . . . ,D}}. The timestamp of sampled node uk is tuk = t0 + k .
Since
tuk − d(v
∗
,uk ) = t0 ≤ tu − d(u,v
∗) ∀u ∈ U
we have uk ∈ U
∗ and then P∗ =
⋂
u ∈U∗ P(v
∗
,u) ⊂ P(v∗,uk )
yielding |P∗ | ≤ |P(v∗,uk )| = k ≤ D. 
Let FD denote the event that givenv
∗
< S there exists a sampled
node s ∈ S such that d(v∗, s) = D and ts = t0 + D, then
P(|P∗ | ≤ D |v∗ < S) ≥ P
(
D⋃
i=1
Fi
)
= 1 − P
(
D⋂
i=1
F ci
)
Denote the subtree rooted at node u as Tv
∗
u . Let Eu denote the
event that given v∗ < S there exists no nodev ∈ Tv
∗
u such thatv ∈
S, d(v∗,v) ≤ D and tv = t0 + d(v
∗
,v). Without loss of generality
we assume that t0 = 0.
P
(
D⋂
i=1
F ci
)
= P(Ev∗ ) = P
©­«
⋂
u ∈child(v∗)
Eu
ª®¬ =
∏
u ∈child(v∗)
P(Eu )
= (P(Eu1 ))
д
=
(
P(Eu1 |tu1 = 1)P(tu1 = 1) + P(Eu1 |tu1 > 1)P(tu1 > 1)
)д
= (pP(Eu1 |tu1 = 1) + 1 − p)
д
= (1 − p + pP(Eu1 |u1 ∈ S, tu1 = 1)P(u1 ∈ S|tu1 = 1)
+ pP(Eu1 |u1 < S, tu1 = 1)P(u1 < S|tu1 = 1))
д
= (1 − p + p(1 − q)P(Eu1 |u1 < S, tu1 = 1))
д
where u1 ∈ child(v
∗) is an arbitrary child of v∗. And
P(Eu1 |u1 < S, tu1 = 1) = P
©­«
⋂
u ∈child(u1)
Eu
u1 < S, tu1 = 1ª®¬
=
∏
u ∈child(u1)
P
(
Eu
u1 < S, tu1 = 1)
= (P(Eu2 |u1 < S, tu1 = 1))
д−1
= (P(Eu2 |tu2 = 2,u1 < S, tu1 = 1)P(tu2 = 2|u1 < S, tu1 = 1)
+ P(Eu2 |tu2 > 2,u1 < S, tu1 = 1)P(tu2 > 2|u1 < S, tu1 = 1))
д−1
= (pP(Eu2 |tu2 = 2) + 1 − p)
д−1
= (1 − p + pP(Eu2 |u2 ∈ S, tu2 = 2)P(u2 ∈ S|tu2 = 2)
+ pP(Eu2 |u2 < S, tu2 = 2)P(u2 < S|tu2 = 2))
д−1
= (1 − p + p(1 − q)P(Eu2 |u2 < S, tu2 = 2))
д−1
where u2 ∈ child(u1) is an arbitrary child of u1. Continue this way,
we could contruct a path v∗ → u1 → u2 → · · · → uD−1 → uD
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such that
P(Eui |ui < S, tui = i)
= (1 − p + p(1 − q)P(Eui+1 |ui+1 < S, tui+1 = i + 1))
д−1
for i = 1, 2, . . . ,D−1. And for i = D we have P(EuD |uD < S, tuD =
D) = 1. Abbreviate P(Eui |ui < S, tui = i) as xi , then xD = 1 and
xi = h(xi+1) = (1 − p + p(1 − q)xi+1)
д−1
, i = 1, 2, . . . ,D − 1
whereh(x) = (1−p+p(1−q)x)д−1 is an increasing convex function
on [0, 1] since h′(x) = p(1 − q)(д − 1)(1 − p + p(1 − q)x)д−2 > 0
and h′′(x) = p2(1 − q)2(д − 1)(д − 2)(1 − p + p(1 − q)x)д−3 > 0.
Denote the fixed point of h(x) on [0, 1] as x∗, then xi < xi+1 for
i = 1, . . . ,D − 1 and x1 → x
∗ as D →∞.
Finally, we have
P(d(v∗, vˆ) ≤ D)
= P(d(v∗, vˆ) ≤ D,v∗ ∈ S) + P(d(v∗, vˆ) ≤ D,v∗ < S)
= q + (1 − q)P(d(v∗, vˆ) ≤ D |v∗ < S)
≥ q + (1 − q)P(|P∗ | ≤ D |v∗ < S)
≥ q + (1 − q)
(
1 − P
(
D⋂
i=1
F ci
))
= q + (1 − q)(1 − (1 − p + p(1 − q)x1)
д)
= 1 − (1 − q)(1 − p + p(1 − q)x1)
д
where x1 is given by function iteration xD = 1 and xi = h(xi+1) =
(1 − p + p(1 − q)xi+1)
д−1 for i = 1, 2, . . . ,D − 1.
E PROOF OF PROPOSITION 4.9
If the true sourcev∗ ∈ S, it is certain that timestamp tv∗ = mins ∈S {ts }
and is unique. Using naive minimum timestamp estimator, the es-
timated node vˆ ∈ argmins ∈S{ts } = v
∗.
If the true source v∗ < S, following the setup in Appendix C,
the estimated node is
vˆ ∈ argmin
s ∈S
{ts } = arg min
s ∈{s1,s2 }
{t1, t2}
then
vˆ =

s1, if t1 < t2
s2, if t1 > t2
s1 or s2, if t1 = t2
(52)
From Eq.(52) we could write the distance between v∗ and vˆ as
d(vˆ,v∗)
= L1I(t1 < t2) + L2I(t1 > t2) + (L1IΘ(1) + L2IΘ(0))I(t1 = t2)
where Θ is Bernoulli random variable with success probability 12
and IΘ(·) is its indicator function. Note that Θ is independent from
all other random variables. From now on, we denote the distance
between v∗ and vˆ obtained from naive minimum timestamp es-
timator as d(vˆn,v
∗), and denote the distance between v∗ and vˆ
obtained from infection path based estimator as d(vˆi,v
∗). Notice
that both d(vˆn,v
∗) and d(vˆi,v
∗) are random variables depending
on σ1,σ2, L1, and L2, then
d(vˆn,v
∗) ≥ L1I(σ1 < σ2) + L2I(σ1 > σ2)
= m˜
≥ min
{⌊
|σ1 − σ2 |
2
⌋
,m˜
}
= d(vˆi,v
∗)
(53)
which means that for any realization of σ1,σ2,L1, and L2, we have
d(vˆn,v
∗) ≥ d(vˆi,v
∗). This conclusion is stronger than stochastic
ordering d(vˆn ,v
∗) ≥st d(vˆi,v
∗).
The correct detection probability for naive minimum timestamp
estimator is
P(vˆn = v
∗) = P(vˆn = v
∗
,v∗ ∈ S) + P(vˆn = v
∗
,v∗ < S)
= q + (1 − q)P(d(vˆn,v
∗) = 0|v∗ < S)
= q
(54)
and the expected distance between vˆn and v
∗ is
E[d(vˆn,v
∗)|v∗ < S]
= E [L1I(t1 < t2) + L2I(t1 > t2) + (L1IΘ(1) + L2IΘ(0))I(t1 = t2)]
= E[L1I(t1 < t2)] + E[L2I(t1 > t2)]
+ E[L1IΘ(1)I(t1 = t2)] + E[L2IΘ(0)I(t1 = t2)]
= E[L1]
(
P(t1 < t2) +
1
2
P(t1 = t2)
)
+ E[L2]
(
P(t1 > t2) +
1
2
P(t1 = t2)
)
= E[L1] =
1
q
(55)
therefore
Ed(vˆn,v
∗)
= E[E[d(vˆn,v
∗)|I(v∗ < S)]]
= E[d(vˆn,v
∗)|v∗ ∈ S]P(v∗ ∈ S) + E[d(vˆn,v
∗)|v∗ < S]P(v∗ < S)
= (1 − q)E[d(vˆn,v
∗)|v∗ < S] =
1 − q
q
.
(56)
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