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Abstract
It is well-known that the univariate generalized Pareto distributions (GPD) are characterized by their
peaks-over-threshold (POT) stability. We extend this result to multivariate GPDs.
It is also shown that this POT stability is asymptotically shared by distributions which are in a certain
neighborhood of a multivariate GPD. A multivariate extreme value distribution is a typical example.
The usefulness of the results is demonstrated by various applications.We immediately obtain, for example,
that the excess distribution of a linear portfolio
∑
id aiUi with positive weights ai , id, is independent
of the weights, if (U1, . . . , Ud) follows a multivariate GPD with identical univariate polynomial or Pareto
margins, which was established by Macke [On the distribution of linear combinations of multivariate EVD
and GPD distributed random vectors with an application to the expected shortfall of portfolios, Diploma
Thesis, University of Würzburg, 2004, (in German)] and Falk and Michel [Testing for tail independence
in extreme value models. Ann. Inst. Statist. Math. 58 (2006) 261–290]. This implies, for instance, that the
expected shortfall as a measure of risk fails in this case.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The distribution function (df) of a univariate generalized Pareto distribution (GPD) is given by
W(x) = 1 + log{G(x)}, where G is a univariate extreme value df (EVD). This deﬁnition is set
for all x ∈ R such that log{G(x)} ∈ [−1, 0].
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A univariate EVD is, with arbitrary  > 0 and up to a scale and location parameter, any member
of one of the three families
F(x) :=
⎧⎪⎨
⎪⎩
exp
{−(−x)} , x0 ((reverse) Weibull EVDs),
exp
(−x−) , x > 0 (Fréchet EVDs),
exp
(−e−x) , x ∈ R (Gumbel EVD),
see, for example Galambos [13]. A univariate GPD is, consequently, in its standard form any
member of
W(x) :=
⎧⎪⎨
⎪⎩
1 − (−x), −1x0 (polynomial GPDs),
1 − x−, x1 (Pareto GPDs),
1 − exp(−x), x0 (exponential GPD).
(1)
Starting with work by Pickands [21] and Balkema and de Haan [4], univariate GPDs have been
extensively investigated in the literature and are by now well understood. We refer to Section 2
of Falk et al. [9] for an account of properties of univariate GPDs.
The situation is different in the multivariate setup. The general structure of multivariate EVDs
was explored by de Haan and Resnick [14] and multivariate extreme value theory has become a
rapidly developing ﬁeld; for reviews we refer to Resnick [23], Kotz and Nadarajah [17], Coles
[6], Falk et al. [9], Fougères [12] and Beirlant et al. [5].
The deﬁnition of multivariate GPDs is presently under discussion as well and there are various
approaches ([15,16,8, p. 128, 9,25,24]), see e.g. Eq. (12).All different deﬁnitions of a multivariate
df to be that of a GPD coincide, however, in the upper tail of the df, i.e., let G be a d-dimensional
EVD and choose x0 ∈ Rd with log(G(x0)) − 1 close to 0. Then each approach requires
W(x) = 1 + log{G(x)} (2)
for all xx0. Inequalities between vectors as well as operations are meant componentwise
throughout this paper. As a consequence, we call a d-dimensional df W a GPD (with corre-
sponding EVD G), if its upper tail satisﬁes Eq. (2). This is abbreviated by W = 1+ log(G), if no
confusion can arise. The results obtained in this paper hold for all different GPD speciﬁcations
agreeing in the upper tail.An up-to-date review of multivariate GPDs is provided by Michel [19].
A univariate GPD is characterized by its peaks-over-threshold (POT) stability: Let U be a
random variable (rv) which follows a univariate GPD W as in (1). Then we obtain for any x0 with
W(x0) ∈ (0, 1)
P (U > tx0 | U > x0) = t, t ∈ [0, 1], (3)
for a polynomial GPD
P (U > tx0 | U > x0) = t−, t1, (4)
for a Pareto GPD and
P (U > x0 + t | U > x0) = exp(−t), t0, (5)
for the exponentialGPD.ByPOTstabilitywemean that the above excess distributions are invariant
to the choice of x0.
The main contribution of this paper is the multivariate extension of this result. It is, how-
ever, not obvious how to deﬁne a multivariate exceedance. Put, therefore, for any of the above
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three univariate cases A := (x0,∞). Then A satisﬁes the condition
x ∈ A ⇒
⎧⎪⎨
⎪⎩
t1/x ∈ A, t ∈ (0, 1] in the polynomial case,
t1/x ∈ A, t1 in the Pareto case,
x + t ∈ A, t0 in the exponential case.
(6)
The preceding equations (3)–(5) can, therefore, be written as
P
(
t−1/U ∈ A | U ∈ A
)
= t, t ∈ (0, 1] in the polynomial case, (7)
P
(
t−1/U ∈ A | U ∈ A
)
= t−1, t1 in the Pareto case, (8)
P (U − t ∈ A | U ∈ A) = exp(−t), t0 in the exponential case. (9)
This POT stability of a univariate GPD will be extended to an arbitrary dimension in this pa-
per. Suppose that U := (U1, . . . , Ud) follows a multivariate GPD with a smooth corresponding
Pickands dependence function as in (11). We will establish invariance of the excess distribution
to an exceedance set A:
P
((
t−1/1U1, . . . , t−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= t, t ∈ (0, 1],
in the case of polynomial margins,
P
((
t−1/1U1, . . . , t−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= t−1, t1,
in the case of Pareto margins and
P ((U1 − t, . . . , Ud − t) ∈ A | (U1, . . . , Ud) ∈ A) = exp(−t), t0,
in the case of exponential margins, where A satisﬁes a multivariate version of (6).
One could unify the preceding results as
P
(
U − b(t)
a(t)
∈ A | U ∈ A
)
= t, t ∈ (0, 1],
where the component functions bi , ai , id , of b, a are given by
bi(t)=
{
log(1/t) in case of an exponential margin,
0 elsewhere,
ai(t)=
⎧⎪⎨
⎪⎩
1 in case of an exponential margin,
t1/i in the polynomial case,
t−1/i in case of a Pareto margin.
This might improve the mathematical elegance of the formulation but affects the readability of
the results as well.
Amultivariate POT stability is not uniquely determined as discussed in [9, Section 5.2]. Rootzén
and Tajvidi [24, Theorem 2.3] establish the following characterization of a GPD that is deﬁned
according to (12) in terms of a POT stability.The randomvectorUwith nondegeneratemargins fol-
lows aGPD as in (12) if and only if there exists an increasing continuous d-dimensional curveu(t),
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t ∈ [∞), starting at u(1) = 0, with P(Uu(t)) →t→∞ 1, and a function (u) = (u(t)) > 0
such that
P
(
U − u
(u)
x
∣∣∣∣ U − u(u) 0
)
= P(Ux),
for all t ∈ [1,∞) and all x > 0.
A further POT stability is provided, for example, by a set of independent and identically uni-
formly on (−1, 0], say, distributed rvs U1, . . . , Ud . Then we have for x0 ∈ (−1, 0)d
P (U tx0 | Ux0) = td , t ∈ [0, 1].
Note that each Ui follows the univariate GPD W(x) = 1 + x, x ∈ [−1, 0], but the distribution of
U = (U1, . . . , Ud) is not a multivariate GPD: there is no multivariate EVD G with polynomial
margins of order 1 = · · · = d = 1 such that
P(Ux) =
∏
id
(1 + xi) = 1 + log{G(x)}, x0 < x < 0.
This argument, actually, implies that the class of multivariate GPDs contains no distribution with
independent margins.
As the deﬁnition of an exceedance set A corresponding to a rv U depends on the margins, we
will consider in this paper the case of polynomial, Pareto and exponential margins separately. In
Section 6 we extend the results to multivariate distributions that are in a certain neighborhood of
that of aGPD.AnEVDwill be a typical example.We obtain known results as simple consequences
by a proper choice of the exceedance set A.
By specifying the exceedance set A we obtain as an immediate consequence of the POT sta-
bility established in this paper, for example, the excess distribution of the sums
∑
id aiUi , where
a1, . . . , ad are arbitrary positive constants and (U1, . . . , Ud) follows a multivariate
GPD. It turns out that this excess distribution is in the case of identical polynomial or Pareto
margins independent of the constants a1, . . . , ad , see Corollaries 5 and 11. This result was
established in [10].
We can interpret
∑
id aiUi as a linear portfolio with weights a1, . . . , ad . A risk measure of
a portfolio such as the expected shortfall [1–3] i.e., the expectation of ∑id aiUi given that
the sum exceeds a high threshold, fails in a multivariate GPD model, as it is independent of the
weights ai . In the case of bivariate EVDs and an increasing threshold this is true in the limit
as observed in Macke [18] and Falk [7]. It turns out, however, that the excess distribution of∑
id aiUi depends on the weights in case of exponential margins. A separate investigation of
the different cases, therefore, seems appropriate.
2. Pickands representation of a GPD
Different to the univariate case, the family of multivariate EVDs is a nonparametric one. A
d-dimensional EVD G can be represented as
G(x1, . . . , xd) = exp
⎧⎨
⎩
⎛
⎝∑
id
i (xi)
⎞
⎠D
(
1(x1)∑
id i (xi)
, . . . ,
d−1(xd−1)∑
id i (xi)
)⎫⎬
⎭ , (10)
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where i (x) := log(Gi(x)) and Gi is the ith marginal df of G, id. The above representation
holds for all (x1, . . . , xd) ∈ Rd such thatGi(xi) ∈ (0, 1], id. Note thatGi is a one-dimensional
EVD and, hence, each one-dimensional margin of W coincides in its upper tails with that of a
univariate GPD as well. The function
D : Rd−1 :=
⎧⎨
⎩z ∈ [0, 1]d−1 :
∑
id−1
zi1
⎫⎬
⎭ → [d−1, 1]
is a Pickands dependence function [22]. It can be characterized by the representation
D(z) =
∫
Sd
max
⎧⎨
⎩u1z1, . . . , ud−1zd−1, ud
⎛
⎝1 − ∑
id−1
zi
⎞
⎠
⎫⎬
⎭ d(u),
where  is an arbitrary measure on the d-variate unit simplex Sd =
{
u0 : ∑id ui = 1} with
the properties (Sd) = d ,
∫
Sd
ui d(u) = 1, id . The function D is obviously continuous and
satisﬁes D(ei ) = 1, where ei is the ith unit vector in Rd−1, id. Moreover, D(0) = 1 as well.
For further details we refer to Section 4.3 of Falk et al. [9]. Note that D is not deﬁned on the unit
simplex Sd but on the set Rd−1 ⊂ [0, 1]d−1 and, hence, partial derivatives of D, if they exist, are
deﬁned in the usual way.
From the above representation of a multivariate EVD we obtain that a d-dimensional GPD is
characterized by the representation
W(x) = 1 +
⎛
⎝∑
id
i (xi)
⎞
⎠D
(
1(x1)∑
id i (xi)
, . . . ,
d−1(xd−1)∑
id i (xi)
)
(11)
for all xx0 with G(x) < 1.
Note that lower-dimensional projections of a GPD are again GPDs, which is an immediate
consequence of the fact that this is true for an EVD. Let the random vector X = (X1, . . . , Xd)
follow an EVD G as in (10) and choose K different indices 1 i1 < i2 < · · · < iKd. Then we
have for arbitrary
(
xi1 , . . . , xiK
) ∈ RK
P
(
Xi1xi1 , . . . , XiK xiK
)
= exp
⎧⎨
⎩
⎛
⎝∑
jK
ij (xij )
⎞
⎠D
(
x˜1∑
jK ij (xij )
, . . . ,
x˜d−1∑
jK ij (xij )
)⎫⎬
⎭
=: exp
⎧⎨
⎩
⎛
⎝∑
jK
ij (xij )
⎞
⎠ D˜
(
i1(xi1)∑
jK ij (xij )
, . . . ,
iK−1(xiK−1)∑
jK ij (xij )
)⎫⎬
⎭ ,
where x˜k := ij (xij ) if k = ij for some 1jK , and x˜k := 0 elsewhere. As a consequence, a
lower-dimensional projection of a GPD is again a GPD, and the corresponding lower-dimensional
dependence function D˜ is obtained from D by equating its remaining arguments to zero.
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The property that a lower-dimensional projection of a GPD is again a GPD is not shared, for
example, by a GPD H as deﬁned in Rootzén and Tajvidi [24]:
H(x) := 1− log{G(0)} log
{
G(x)
G
(
minid{xi, 0}
)
}
, x ∈ Rd , (12)
for some d-variate EVD G with nondegenerate margins and with 0 < G(0) < 1, see
[24, Section 4].
3. Polynomial margins
Throughout this sectionwe require that the random vector U = (U1, . . . , Ud) follows on [x0, 0)
a GPD W(x) = 1 + log{G(x)} with polynomial margins P(Uix) = 1 − (−x)i , x ∈ [x0,i , 0],
i > 0, id, for some x0 =
(
x0,1, . . . , x0,d
)
< 0. We also require throughout this section that
the Pickands dependence function D pertaining to the EVD G has continuous partial derivatives
of order d2.We do not know whether the POT stability of a GPD for an arbitrary exceedance set
A as established in Theorem 2 is valid without this assumption of a smooth dependence function.
The following representation of the Lebesgue density of a GPD will be crucial for our further
investigations.
Lemma 1. There exists a function g : (−∞, 0)d → [0,∞) such that for any t ∈ (0, 1] the rv(
t−1/1U1, . . . , t−1/dUd
)
has on the set
{
x < 0 : xi > t−1/i x0,i , id
}
the Lebesgue density
ht (x) = tg(x).
Proof. We can assume (U1, . . . , Ud) =
(− (−X1)1/1 , . . . ,− (−Xd)1/d ), where (X1, . . . , Xd)
follows a GPD:
W(x) = 1 +
⎛
⎝∑
id
xi
⎞
⎠D
(
x1∑
id xi
, . . . ,
xd−1∑
id xi
)
for 0xx′0 =
(−(−x0,1)1 , . . . ,−(−x0,d )d ).
From the proof of Lemma 5.2 in Falk and Reiss [11] we obtain the representation
d
x1 · · · xd W(x) =
1(∑
id xi
)d−1
(
x1∑
id xi
, . . . ,
xd−1∑
id xi
)
=: p(x)
for all 0 > xx′0, where
 :
⎧⎨
⎩z ∈ [0, 1]d−1 :
∑
id−1
zi1
⎫⎬
⎭ →
{ [0,∞) if d is odd,
(−∞, 0] if d is even
is a continuous function.
Consequently, with 0 < t1,(
U1
t1/1
, . . . ,
Ud
t1/d
)
=
(
−
(−X1
t
)1/1
, . . . ,−
(−Xd
t
)1/d)
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has for 0 > x >
(
x0,1/t1/1 , . . . , x0,d/t1/d
)
the density
ht (x) = p
(−t (−x1)1 , . . . ,−t (−xd)d ) td ∏
id
i (−xi)i−1
= t
d
∏
id i (−xi)i−1(−∑id t (−xi)i )d−1
(
(−x1)1∑
id (−xi)i
, . . . ,
(−xd−1)d−1∑
id (−xi)i
)
= t
∏
id i (−xi)i−1(−∑id (−xi)i )d−1
(
(−x1)1∑
id (−xi)i
, . . . ,
(−xd−1)d−1∑
id (−xi)i
)
=: tg(x),
where the function g : (−∞, 0)d → [0,∞) does not depend on t. This completes the proof of
Lemma 1. 
The following result is the multivariate analogue of Eq. (7).
Theorem 2 (Polynomial margins). Let A ⊂ (x0, 0] be a Borel set with the property
(x1, . . . , xd) ∈ A ⇒
(
t1/1x1, . . . , t
1/d xd
)
∈ A, t ∈ (0, 1]. (13)
If P ((U1, . . . , Ud) ∈ A) > 0, then we have
P
((
t−1/1U1, . . . , t−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= t, t ∈ (0, 1].
Proof. From Condition (13) and Lemma 1 we obtain for t ∈ (0, 1]
P
((
t−1/1U1, . . . , t−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= P
((
t−1/1U1, . . . , t−1/dUd
) ∈ A)
P((U1, . . . , Ud) ∈ A)
=
∫
A
ht (x) dx∫
A
h1(x) dx
= t. 
Choose, for example, c = (c1, . . . , cd) ∈ (x0, 0) and putAc := (c, 0], which obviously satisﬁes
condition (13). If P ((U1, . . . , Ud) ∈ Ac) > 0, then we obtain from Theorem 2
P
(
Ui > t
1/i ci , id | Ui > ci, id
)
= t, t ∈ [0, 1].
Note that condition (13) implies that each univariate projection i (A) = {x ∈ R : ∃ x ∈ A
with xi = x} of the exceedance set A onto its ith component is a nonempty interval, whose right
endpoint is 0, id. But A is not necessarily a (multivariate) interval itself; take, for example,
A = {x < 0 : ∑id xi > −1}, or see the proof of Corollary 4.
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The following consequence of Theorem 2 is obvious.
Corollary 3. Choose K indices 1 i1 < i2 < · · · < iKd and denote by x0,i1,...,iK :=
(x0,i1 , . . . , x0,iK ) the projection of x0 onto the coordinates (i1, . . . , iK). Let A ⊂ (x0,i1,...,iK , 0] ⊂
RK be an arbitrary Borel set with the property
(x1, . . . , xK) ∈ A ⇒
(
t1/i1 x1, . . . , t
1/iK xK
)
∈ A, t ∈ (0, 1]. (14)
Then we have
P
((
t−1/i1Ui1 , . . . , t−1/iK UiK
)
∈ A
)
= tP ((Ui1 , . . . , UiK ) ∈ A) , t ∈ (0, 1]. (15)
We obtain from Theorem 2 in particular the excess distribution of the sums of the margins of a
GPD with polynomial margins.
Corollary 4. Let a1, . . ., ad>0 be arbitrary positive constants. If we have P
(∑
id aiUi > c
)
> 0 for all c < 0 close to 0, then
P
⎛
⎝∑
id
ai |tc|−1/i Ui > −1
∣∣∣∣∣∣
∑
id
ai |c|−1/i Ui > −1
⎞
⎠ = t, t ∈ (0, 1],
for all c < 0 in a neighborhood of 0.
Proof. Put Ac :=
{
u < 0 : ∑id ai |c|−1/i ui > −1}. Then Ac is a Borel subset of [x0, 0],
which satisﬁes condition (13). The assertion is, thus, a consequence of Theorem 2. 
The following consequence of Corollary 4 in the case d = 2 and a1 = a2 was obtained by Falk
and Michel [10].
Corollary 5 (Identical polynomial margins). Suppose in addition to the conditions of Corollary
4 that 1 = 2 = · · · = d =: . Then we obtain for c < 0 close to 0
P
⎛
⎝∑
id
aiUi > tc
∣∣∣∣∣∣
∑
id
aiUi > c
⎞
⎠ = t, t ∈ [0, 1].
We can interpret
∑
id aiUi as a linear portfolio with weights a1, . . . , ad . A risk measure of a
portfolio such as the expected shortfall [1–3] i.e., the expectation of∑id aiUi given that the sum
exceeds a high threshold, fails by Corollary 5 in this multivariate GPD model, as it is independent
of the weights ai . In the case of bivariate EVDs and an increasing threshold this is true in the limit
as observed in Macke [18] and Falk [7], see Section 6 for a general approach.
Choose a set A as in Theorem 2 with positive probability p := P (U ∈ A) > 0 and put
t := sp, s ∈ (0, 1]. Then we obtain from Theorem 2 and Lemma 1 the following variant of a
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POT stability:
P
((
(sp)−1/1U1, . . . , (sp)−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= sp
= s
∫
A
h1(x) dx
=
∫
A
hs(x) dx
= P
((
s−1/1U1, . . . , s−1/dUd
)
∈ A
)
.
In the case where A = (c, 0] is an interval, this POT stability can be computed directly from the
df of (U1, . . . , Ud), see Section 5.2 in Falk et al. [9].
Next we show that the converse implication of Corollary 3 is also true: let (U1, . . . , Ud) be a
rv with the property
P
((
t−1/i1Ui1 , . . . , t−1/iK UiK
)
∈ A
)
= tP ((Ui1 , . . . , UiK ) ∈ A) , t ∈ [0, 1],
for arbitrary indices 1 i1 < i2 < · · · < iKd and an arbitrary exceedance set A ⊂
(x0,i1,...,iK , 0] ⊂ RK satisfying (14). Then (U1, . . . , Ud) follows aGPDwith polynomial margins.
This is achieved in the following result under the additional condition P(Ui > x0,i ) > 0, id,
which, obviously, cannot be dropped. It is, actually, sufﬁcient to consider exceedance setsA, which
are intervals.
Proposition 6. Let (U1, . . . , Ud) be an arbitrary rv. Suppose that there exists x0 < 0 in Rd such
that for an arbitrary set of indices 1 i1 < i2 < · · · < iKd
P
(
Uij > t
1/ij xj , jK
)
= tP (Uij > xj , jK) , t ∈ [0, 1], (16)
for any 0 > xx0,i1,...,iK=(x0,i1 , . . . , x0,iK ). If P(Ui > x0,i ) > 0, id, then U:=(U1, . . . , Ud)
follows up to positive scaling factors a GPD with polynomial margins of order 1, . . . , d .
Proof. We can assume that 1 = 2 = · · · = d = 1. Consider, otherwise, U˜i := −(−Ui)i ,
id, and x˜0 :=
(− (−x0,1)1 , . . . ,−(−x0,d )d ). From the representation of a multivariate df in
terms of the lower dimensional survivor functions (4.7) in Falk et al. [9] and condition (16) we
obtain for t ∈ [0, 1] and 0xx0
P(U tx) = 1 − t{1 − P(Ux)}. (17)
Without loss of generality we can assume that  := minid
∣∣x0,i∣∣ 1; consider, otherwise, U˜ :=
U/ and x˜0 := x0/. Then the negative unit simplex−Sd :=
{
u0 : ∑id ui = −1} is a subset
of [x0, 0] and, hence, we obtain from Eq. (17) for z := (z1, . . . , zd−1)0 with ∑id−1 zi1
and c ∈ [−1, 0]
P(Uc(z1, . . . , zd−1, zd)) = 1 + c{1 − P(U(z1, . . . , zd−1, zd))}
=: 1 + cg(z), (18)
where zd := 1 − ∑id−1 zi . From the condition P(Ui > x0,i ) > 0, id, and Eq. (16) we
obtain P(Ui > −1) > 0, P(Ui > 0) = 0, id , and, hence, g(ei ) > 0 for the ith unit vector
ei = (0, . . . , 0, 1, 0, . . . , 0) in Rd−1, id − 1, and g(0) = P(Ud > −1) > 0 as well.
724 M. Falk, A. Guillou / Journal of Multivariate Analysis 99 (2008) 715–734
If g(ei ) = 1 = g(0), id − 1, then g(z) =: D(z) is a Pickands dependence function by
Theorem 3.1 in Falk and Reiss [11], and Eq. (18) shows via the Pickands coordinates c, z that the
df of U is a GPD with uniform margins.
Put, otherwise, ai := 1/g(ei ) for 1 id − 1, ad := 1/g(0) and U˜ := (U1/a1, . . . , Ud/ad).
Then we obtain from Eq. (18)
P(U˜c(z1, . . . , zd)) = P(Uicaizi, id)
= P
⎛
⎝Ui
⎧⎨
⎩c
∑
jd
aj zj
⎫⎬
⎭ aizi∑
jd aj zj
, id
⎞
⎠
= 1 + c
⎧⎨
⎩
∑
jd
aj zj
⎫⎬
⎭ g
(
a1z1∑
jd aj zj
, . . . ,
ad−1zd−1∑
jd aj zj
)
=: 1 + cg˜(z)
for arbitrary z = (z1, . . . , zd−1)0with∑jd−1 zj 1 and 0c max (−1,−1/maxjd aj ).
Note that g˜(ei ) = aig(ei ) = 1 = g˜(0), id − 1, and, hence, D(z) := g˜(z) is a Pickands
dependence function by Theorem 3.1 in Falk and Reiss [11] and, thus, U˜ follows a GPD with
uniform margins. 
4. Pareto margins
Throughout this section we require that the random vector (U1, . . . , Ud) follows on [x0,∞) a
GPD W(x) = 1 + log{G(x)} with Pareto margins P(Uix) = 1 − xi , xx0,i , i > 0, id,
for some x0 =
(
x0,1, . . . , x0,d
)
> 1 = (1, . . . , 1). We also require throughout this section that
the Pickands dependence function D pertaining to the EVD G has continuous partial derivatives
of order d2.
Repeating the arguments in the proof of Lemma 1 one obtains the following result.
Lemma 7. There exists a function g : (0,∞) → [0,∞) such that for any t1 the rv(
t−1/1U1, . . . , t−1/dUd
)
has on the set
{
x > 0 : xi > t−1/i x0,i , id
}
the density ht (x) =
t−1g(x).
The following result is the multivariate analogue of Eq. (8). Its proof follows the lines of the
proof of Theorem 2.
Theorem 8 (Pareto margins). Let A ⊂ (x0,∞) be a Borel set with the property
(x1, . . . , xd) ∈ A ⇒
(
t1/1x1, . . . , t
1/d xd
)
∈ A, t1. (19)
If P ((U1, . . . , Ud) ∈ A) > 0, then we have
P
((
t−1/1U1, . . . , t−1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= t−1, t1.
The following consequence of Theorem 8 is an analogue of Corollary 3 in case of Pareto
margins.
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Corollary 9. ChooseK indices1 i1 < i2 < · · · < iKd and letA ⊂ ((x0,i1 , . . . , x0,iK ),∞) ⊂
RK be an arbitrary Borel set with the property
(x1, . . . , xK) ∈ A ⇒
(
t1/i1 x1, . . . , t
1/iK xK
)
∈ A, t1.
Then we have
P
((
t−1/i1Ui1 , . . . , t−1/iK UiK
)
∈ A
)
= 1
t
P
((
Ui1 , . . . , UiK
) ∈ A) , t1.
By specifying the set A = Ac :=
{
u > x0 : ∑id aic−1/i ui > 1} with c > 0 we obtain
from Theorem 8, for example, the excess distribution of the sums of the margins of a GPD with
Pareto margins.
Corollary 10. Let a1, . . . , ad>0 be arbitrary positive constants. If we have P
(∑
id aiUi>c,
(U1, . . . , Ud) > x0
)
> 0 for all large c > 0, then
P
⎛
⎝∑
id
ai(tc)
−1/i Ui > 1, t−1/i Ui > x0,i , id
∣∣∣∣∣∣
∑
id
aic
−1/i Ui > 1, (U1, . . . , Ud) > x0
⎞
⎠
= t−1, t1,
for all large c > 0.
The following consequence is the analogue of Corollary 5 in case of Pareto margins. Again,
the excess distribution of
∑
id aiUi does not depend on the positive weights a1, . . . , ad .
Corollary 11 (Identical pareto margins). Suppose in addition to the conditions of Corollary 10
that 1 = 2 = · · · = d =: . Then we obtain for c > 0 large enough
P
⎛
⎝∑
id
aiUi > tc, (U1, . . . , Ud) > tx0
∣∣∣∣∣∣
∑
id
aiUi > c, (U1, . . . , Ud) > x0
⎞
⎠
= t−, t1.
Choose a set A as in Theorem 8 with positive probability p := P ((U1, . . . , Ud) ∈ A) > 0 and
put t := s/p, s1. Then we obtain from Theorem 8 and Lemma 7
P
((
(p/s)1/1U1, . . . , (p/s)
1/dUd
)
∈ A | (U1, . . . , Ud) ∈ A
)
= p/s
= 1
s
∫
A
h1(x) dx
=
∫
A
hs(x) dx
= P
((
s−1/1U1, . . . , s−1/dUd
)
∈ A
)
.
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Next we show that the converse of Corollary 9 is also true. It is, again, sufﬁcient to consider
intervals as exceedance sets.
Proposition 12. Let (U1, . . . , Ud) be an arbitrary rv. Suppose that there exists x0 = (x0,1, . . . ,
x0,d ) > 0 such that for an arbitrary set of indices 1 i1 < i2 < · · · < iKd
P
(
Uij > t
1/ij xj , jK
)
= 1
t
P
(
Uij > xj , jK
)
, t1, (20)
for any (x1, . . . , xK)(x0,i1 , . . . , x0,iK ). If P(Ui > x0,i ) > 0, id, then (U1, . . . , Ud) follows
up to positive scaling factors a GPD with Pareto margins of order 1, . . . , d .
Proof. Put U˜i := −1/Ui if Ui > 0 and equal to c0/x0,i elsewhere, where c0 is an arbitrary
number strictly less than −1. Condition (20) implies with an arbitrary set of indices 1 i1 <
i2 < · · · < iKd
P
(
U˜ij > t
1/ij xj , jK
)
= P
(
Uij >
(
1
t
)1/ij (− 1
xj
)
, jK
)
= tP
(
Uij > −
1
xj
, jK
)
= tP
(
U˜ij > xj , jK
)
for t ∈ [0, 1] and any x = (x1, . . . , xK) < 0 with x(−1/x0,i1 , . . . ,−1/x0,iK ). Proposition
6 now implies that (U˜1, . . . , U˜d) follows up to positive scaling factors a GPD with polynomial
margins of order 1, . . . , d and, thus, (U1, . . . , Ud) follows a GPD with Pareto margins of
corresponding order. 
5. Exponential margins
Throughout this section we require that the random vector (U1, . . . , Ud) follows on [x0,∞) a
GPDW(x) = 1+ log(G(x))with exponential margins P(Uix) = 1−exp(−x), x ∈ [x0,i ,∞),
id, for some x0 = (x0,1, . . . , x0,d ) > 0. We also require throughout this section that the
Pickands dependence function D pertaining to the EVD G has continuous partial derivatives of
order d2. By t = (t, . . . , t) we denote the vector with identical entries t0.
Repeating again the arguments in the proof of Lemma 1 one obtains the following result.
Lemma 13. There exists a function g : Rd → [0,∞) such that for any t0 the rv (U1 −
t, . . . , Ud − t) has on the set (x0 − t,∞) the density ht (x) = exp(−t)g(x).
The following result is the multivariate analogue of Eq. (9). Its proof is analogous to that of
Theorem 2.
Theorem 14 (Exponential margins). Let A ⊂ (x0,∞) be a Borel set with the property
x ∈ A ⇒ x + t ∈ A, t0. (21)
If P ((U1, . . . , Ud) ∈ A) > 0, then we have
P ((U1 − t, . . . , Ud − t) ∈ A | (U1, . . . , Ud) ∈ A) = exp(−t), t0.
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Due to the factor
∑
id ai of t in the displayed probability below, the following consequence of
Theorem 14 shows that different to the case of polynomial margins in Corollary 5 and Pareto mar-
gins in Corollary 11, the excess distribution of
∑
id aiUi does depend on the weights a1, . . . , ad
in case of exponential margins. By putting A = Ac :=
{
u > x0 : ∑id aiui > c} with c > 0,
the following result is an immediate consequence of Theorem 14,
Corollary 15. Choose positive constants a1, . . . , ad . If we have P
(∑
id aiUi > c, (U1, . . . ,
Ud) > x0
)
> 0 for all large c > 0, then
P
⎛
⎝∑
id
aiUi > c + t
∑
id
ai, (U1, . . . , Ud) > x0 + t
∣∣∣∣∣∣
∑
id
aiUi > c, (U1, . . . , Ud) > x0
⎞
⎠
= exp(−t), t0,
for all large c > 0.
The following result is an analogue of Corollary 3 and Corollary 9 in case of exponential
margins.
Corollary 16. Choose K indices 1 i1 < i2 < · · · < iKd and let A ⊂ ((x0,i1 , . . . , x0,iK ),∞)
⊂ RK be an arbitrary Borel set with the property
x ∈ A ⇒ x + t ∈ A, t0. (22)
Then we have
P
((
Ui1 − t, . . . , UiK − t
) ∈ A) = exp(−t)P ((Ui1 , . . . , UiK ) ∈ A) , t0. (23)
Choose a set A as in Theorem 14 with probability p := P ((U1, . . . , Ud) ∈ A) > 0 and put
t := s − log(p), s0. Then we obtain from Theorem 14 and Lemma 13 the following variant of
POT stability in the case of exponential margins:
P((U1 − (s − log(p)), . . . , Ud − (s − log(p))) ∈ A | (U1, . . . , Ud) ∈ A)
= exp(−s)p
= exp(−s)
∫
A
h0(x) dx
=
∫
A
hs(x) dx
= P ((U1 − s, . . . , Ud − s) ∈ A) .
Next we show that the converse of Corollary 16 is also true. It is, again, sufﬁcient to consider
intervals as exceedance sets.
Proposition 17. Let (U1, . . . , Ud) be an arbitrary rv. Suppose that there exists x0 = (x0,1, . . . ,
x0,d ) > 0 such that for an arbitrary set of indices 1 i1 < i2 < · · · < iKd
P
(
Uij > xj + t, jK
) = exp(−t)P (Uij > xj , jK) , t0, (24)
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for any (x1, . . . , xK)(x0,i1 , . . . , x0,iK ). If P(Ui > x0,i ) > 0, id, then (U1, . . . , Ud) follows
up to possible locations shifts a GPD with exponential margins.
Proof. Put U˜i := − exp(−Ui), id . Condition (24) implies with an arbitrary set of indices
1 i1 < i2 < · · · < iKd
P
(
U˜ij > txj , jK
)
= P (Uij > − log(−txj ), jK)
= tP (Uij > − log(−xj ), jK)
= tP
(
U˜ij > xj , jK
)
for t ∈ [0, 1] and arbitrary x = (x1, . . . , xK) < 0 with the property that x(− exp(−x0,i1), . . . ,
− exp(−x0,iK )). Proposition 6 now implies that (U˜1, . . . , U˜d) follows up to positive scaling factors
aGPDwith polynomialmargins of order1 = 2 = · · · = d = 1 and, thus, (U1, . . . , Ud) follows
up to location shifts a GPD with exponential margins. 
6. Differentiable -neighborhoods of GPD
In this section we extend the results of the preceding sections in an asymptotic sense to distri-
butions, which lie in a certain neighborhood of a GPD.An EVD is a typical example. Throughout
we assume that W = 1 + log(G) is a d-variate GPD with ultimately uniform margins and a
dependence function D having continuous partial derivatives of order d2, i.e., we suppose that
W(x)= 1 +
⎛
⎝∑
id
xi
⎞
⎠D
(
x1∑
id xi
, . . . ,
xd−1∑
id xi
)
= 1 + cD(z) (25)
for x = (x1, . . . , xd)0 close to 0, with a smooth dependence function D. By
c :=
∑
id
xi0, z =
(
x1∑
id xi
, . . . ,
xd−1∑
id xi
)
∈ Rd−1
with Rd−1 =
{
u ∈ [0, 1]d−1 : ∑id−1 ui1} we denote the radial and the angular component
of the Pickands coordinates of x. Note that x0 can be represented by its Pickands coordinates
c and z = (z1, . . . , zd−1) as
x =
⎛
⎝∑
id
xi
⎞
⎠( x1∑
id xi
, . . . ,
xd−1∑
id xi
, 1 −
∑
id−1 xi∑
id xi
)
= c
⎛
⎝z1, . . . , zd−1, 1 − ∑
id−1
zi
⎞
⎠
=: cz∗. (26)
These are essentially the Polar coordinates of x with respect to the L1-norm ‖x‖ = ∑id |xi |.
The vector z represents the angle and the number c0 the distance of x from 0. Therefore, they
are also termed angular and pseudo-radial component [20]. For an account of the usefulness
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of Pickands coordinates for the investigation of multivariate EVD and GPD models we refer to
Sections 5.2–5.4 in Falk et al. [9]. The following result is taken from Falk and Reiss [11].
Lemma 18. Let U = (U1, . . . , Ud) be a rv with df W. The Pickands transform
T (U) =
⎛
⎝∑
id
Ui,
(
U1∑
id Ui
, . . . ,
Ud−1∑
id Ui
)⎞
⎠ =: (C,Z),
which is the mapping of the rv U onto its (random) Pickands coordinates (C,Z), has on (c0, 0)×
Rd−1, with c0 < 0 close to 0, a density f (c, z) that is independent of c:
f (c, z) = (z), z ∈ Rd−1, c ∈ (c0, 0).
As a consequence one obtains from this result for example that the angular component Z and
the radial component C are independent in case of an underlying GPD W, conditional on C > c0.
Moreover, C is on (c0, 0) uniformly distributed and, conditional on C > c0, Z has the density
f (z) = (z)/ ∫
Rd−1 (u) du on Rd−1, provided that
∫
Rd−1 (u) du > 0.
Let now U = (U1, . . . , Ud) be an arbitrary rv with values in (−∞, 0] such that the corre-
sponding Pickands transform (C,Z) has for some c0 < 0 a density f (c, z) on (c0, 0)×Rd−1. We
suppose that this density satisﬁes for some  > 0 the expansion
f (c, z) = (z) + O
(
|c|
)
(27)
uniformly for z ∈ Rd−1 and 0 > c > c0. We require that P(U = 0) = 0 as well. Then we say
that the df H of U is in the differentiable -neighborhood of the GPD W.
The EVD G is, for example, in the differentiable -neighborhood of W = 1 + log(G) with
 = 1 (see [11]). If ∫
Rd−1 (u) du > 0, then Z and C/c0 are asymptotically for c0 ↑ 0 inde-
pendent, conditional on C > c0. The angular component Z has in the limit the density f (z) =
(z)/
∫
Rd−1 (u) du and C/c0 is uniformly on (0, 1) distributed (see [11]). For various conse-
quences of the -neighborhood condition (27) we refer to Section 5.4 of Falk et al. [9].
We consider in what follows an arbitrary exceedance set A ⊂ (−∞, 0]d with the property
(Fig. 1)
x ∈ A ⇒ tx ∈ A, 0 < t1. (28)
We require thatA satisﬁes the following condition as well: put SA := {z ∈ Sd : ∃	 > 0,−	z ∈ A}
and, for z ∈ SA
	z := sup {	 > 0 : −	z ∈ A} > 0.
We require that
A := inf
z∈SA
	z > 0. (29)
Lemma 19. Put S−d := −Sd = {−z : z ∈ Sd}. We have
c1A ∩ S−d = c2A ∩ S−d
for any c1, c2 > 1/A.
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Fig. 1. Example of an exceedance set A satisfying condition (28) and (29), set cA with c > 1/A.
Proof. Since A satisﬁes condition (28) we have for 0 < c1c2
c2A ⊂ c2 c1
c2
A = c1A
and, thus,
c2A ∩ S−d ⊂ c1A ∩ S−d ,
in particular for c2c1 > 1/.We establish the converse implication by a contradiction. Suppose
that there exists u ∈ c1A ∩ S−d but u ∈ c2A ∩ S−d for some c2 > c1 > 1/A. This implies−z ∈ c1A, −z /∈ c2A for some z = −u ∈ Sd , and, therefore,
A >
1
c2
	z
1
c1
.
But this contradicts the deﬁnition of A. 
Now we are ready to establish the ﬁrst main result of this section.
Theorem 20. Let U = (U1, . . . , Ud) be an arbitrary rv in (−∞, 0]d , whose df is in the differ-
entiable -neighborhood of a GPD for some  > 0. Choose a nonempty set A ⊂ (−∞, 0]d
satisfying (28), and for which A > 0. We require that
∫
A′	0
(z) dz > 0 for 	0 > 1/A,
where A′	0 :=
{
z ∈ Rd−1 : −z∗ ∈ 	0A
}
and z∗ is deﬁned in (26). Note that the set A′	0 is by
Lemma 19 independent of the particular choice 	0 > 1/A. Then we have uniformly for c0 < 0
close to 0
P
⎛
⎝(U1
t
, . . . ,
Ud
t
)
∈ A,
∑
id
Ui
t
c0
∣∣∣∣∣∣(U1, . . . , Ud) ∈ A,
∑
id
Uic0
⎞
⎠
= t
(
1 + O
(
|c0|
))
,
uniformly for t ∈ (0, 1].
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Proof. Put C := ∑id Ui and
Z∗ :=
(
U1
C
, . . . ,
Ud
C
)
,
which are, essentially, the Pickands coordinates of U = CZ∗. From condition (28) we obtain for
t ∈ (0, 1]
P
⎛
⎝(U1
t
, . . . ,
Ud
t
)
∈ A,
∑
id
Ui
t
c0
∣∣∣∣∣∣(U1, . . . , Ud) ∈ A,
∑
id
Uic0
⎞
⎠
=
P
((
U1
t
, . . . ,
Ud
t
)
∈ A,∑id Uit c0
)
P
(
(U1, . . . , Ud) ∈ A,∑id Uic0)
= P
(
CZ∗ ∈ tA, C tc0
)
P
(
CZ∗ ∈ A,Cc0
) .
From Lemma 19 we derive for |c0| < A and t ∈ [0, 1]
P
(
CZ∗ ∈ tA, C tc0
)= P (−Z∗ ∈ t|C|A,C tc0
)
= P (−Z∗ ∈ 	0A,C tc0)
with some arbitrary ﬁxed 	0 > 1/A. We, thus, obtain from the -neighborhood condition (27)
P
(
CZ∗ ∈ tA, C tc0
)= P (Z ∈ A′	0 , C tc0
)
=
∫
A′	0
∫ 0
tc0
f (c, z) dc dz
=
∫
A′	0
∫ 0
tc0
{
(z) + O
(
|tc0|
)}
dc dz
= |tc0|
{∫
A′	0
(z) dz + O
(
|tc0|
)}
uniformly for t ∈ [0, 1]. Since ∫
A′	0
(z) dz ∈ (0,∞), the assertion of Theorem 20 follows. 
Suppose, for example, that (U1, . . . , Ud) follows a d-variate EVD G with negative exponential
margins, i.e. P(Uix) = exp(x), x0, id . In this case we have the representation
G(x) = exp
⎧⎨
⎩
⎛
⎝∑
id
xi
⎞
⎠D
(
x1∑
id xi
, . . . ,
xd−1∑
id xi
)⎫⎬
⎭ , x0.
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Then G is in the differentiable -neighborhood ofW = 1+ log(G)with  = 1, see Falk and Reiss
[11]. Choose arbitrary constants a1, . . . , ad1 and deﬁne for an arbitrary c0 < 0 the exceedance
set
Ac0 :=
⎧⎨
⎩u < 0 :
∑
id
aiuic0
⎫⎬
⎭ .
The set Ac0 satisﬁes condition (28) and (29), with 	z = |c0| /
∑
id aizi for z ∈ Sd = SAc0 , and|c0| /maxid aiAc0  |c0|.
We obtain, hence, from Theorem 20 in the case
∫
Rd−1 (z) dz > 0 uniformly for c0 < 0
P
⎛
⎝∑
id
aiUi tc0
∣∣∣∣∣∣
∑
id
aiUic0
⎞
⎠
= P
⎛
⎝(U1
t
, . . . ,
Ud
t
)
∈ Ac0 ,
∑
id
Ui
t
c0
∣∣∣∣∣∣ (U1, . . . , Ud) ∈ Ac0 ,
∑
id
Uic0
⎞
⎠
= t (1 + O (|c0|)) .
This immediately implies, for instance, that in this case the expected shortfall is, for c0 ↑ 0,
independent of the weights a1, . . . , ad . Precisely, we have
E
⎛
⎝∑
id
aiUi
∣∣∣∣∣∣
∑
id
aiUic0
⎞
⎠ = c0
2
+ O
(
|c0|2
)
.
This result was established by Macke [18], Corollary 3.8. The case of general margins was
investigated in [7].
Theorem 20 can readily be extended to -neighborhoods of a general GPD as in (11). Note
that if U = (U1, . . . , Ud) follows the GPD
W(x) = 1 +
⎛
⎝∑
id
i (xi)
⎞
⎠D
(
1(x1)∑
id i (xi)
, . . . ,
d−1(xd−1)∑
id i (xi)
)
, (30)
then the transformed rv
(U) := (1(U1), . . . ,d(Ud))
follows a GPD as in (25) with ultimately uniform margins.
Let U = (U1, . . . , Ud) be an arbitrary rv such that the transformed rv (U) satisﬁes the dif-
ferentiable -neighborhood condition (27) for some  > 0 and suitable transformations i (x) =
log(Gi(x)), whereGi is a univariate EVD, id . Thenwe say that the df ofU is in the differentiable
-neighborhood of the GPD W as given in (30).
The following result is now an immediate consequence of Theorem 20.
Corollary 21. Let U = (U1, . . . , Ud) be an arbitrary rv, which is in the differentiable -
neighborhood of a GPD W as given in (30). Suppose that (U) satisﬁes the conditions of
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Theorem 20. Then we obtain for an arbitrary exceedance set A as in Theorem 20
P
⎛
⎝(1(U1)
t
, . . . ,
d(Ud)
t
)
∈ A,
∑
id
i (Ui)
t
c0
×
∣∣∣∣∣∣(1(U1), . . . ,d(Ud)) ∈ A,
∑
id
i (Ui)c0
⎞
⎠ = t {1 + O (|c0|)}
uniformly for c0 < 0 close to 0 and t ∈ (0, 1].
By specifying i , id , analogous results of Theorems 2, 8 and 14 in the asymptotic sense of
Theorem 20 can now be derived from Corollary 21.
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