Additive regression models have turned out to be a useful statistical tool in analyses of high-dimensional data sets. Recently, an estimator of additive components has been introduced by Linton and Nielsen which is based on marginal integration. The explicit definition of this estimator makes possible a fast computation and allows an asymptotic distribution theory. In this paper an asymptotic treatment of this estimate is offered for several models. A modification of this procedure is introduced. We consider weighted marginal integration for local linear fits and we show that this estimate has the following advantages.
The main conclusion of this paper is somewhat surprising: The component g j can be estimated with the same asymptotic bias and variance as the one-dimensional smoother, as if the other components were known. This kind of adaptivity result appears to be new in the literature. It provides foundational insights into additive modeling: Unknown components in the additive model, although increasing the effective number of parameters, do not add any extra difficulty of estimation, at least asymptotically.
In most papers, for the calculation of the additive components, algorithms have been proposed which are based on iterative procedures using backfitting. Recently, asymptotic properties of backfitting estimates have been Ž . Ž . analyzed in Opsomer and Ruppert 1997 , Opsomer 1997 The present paper extends this idea in two directions:
i It introduces a weighting scheme W, which leads to efficient estimation wfor another proposal for efficient estimation based on marginal integration, Ž .x see Linton 1997 .
Ž .
ii It allows a more flexible model, which can be incorporated with discrete data.
Ž .
Our asymptotic analysis can be extended to the case that model 1.1 does Ž . Ž . not hold see Remark 3 . Then in the case of the additive model 1.2 the marginal integration estimate gives a consistent estimate of g u s EW U , . . . , U , U , . . . , U m U , . . . , U , u , U , . . . , U .

Ž
.Ž .
This can be interpreted as an average effect of the jth component and is the w Ž .x best additive approximation under some specific L -norm see Fan 1997 . 2 The backfitting estimate behaves quite differently. Under appropriate condi-U U Ž .
U Ž . tions it is a consistent estimate of g where q g u q иии qg u is the are not essential to our estimation problem.
REMARK 2. Under the additional assumptions that X has compact sup-1 w port X X and that Condition A holds uniformly for x g X X i.e., the infimum in
A iii is uniformly bounded from below and the derivatives considered in Ž .
Ž . x A iii and A iv are uniformly bounded , it is easy to show that
Ä 4 Ž .
Note that the ''additional bias'' term b can be dropped in the preceding Ž . expression if a different bandwidth smaller than h is used to construct f . If one can only assume that Condition A holds uniformly over a subset X X X of
Ž . is a consistent estimate of f x y E␥ X f X rE␥ X and its asymptotic Ž . We now consider the optimal weight function W и . This is equivalent to minimizing
We first state a simple lemma. 
Ž .
The constraint HWh s 1 gives
This completes the proof. I Ž . Applying Lemma 1 to problem 3.4 , we obtain the optimal solution not known. A theoretically satisfactory way out consists of dividing our sample into a relatively small first subsample and a relatively large second subsample. Then, under our smoothness assumptions, the design densities can be consistently estimated by the first subsample. The regression functions can be estimated in a second step using the other subsample. This shows that the optimal variance can be achieved, at least theoretically. The practically more relevant procedure, using the full data set for the estimation of the design densities and of the regression function, is not covered by our theory. Ž . other words, our direct estimator 2.6 shares the same optimality as this ideal estimator and has the same ability of estimating the additive component even if f is unknown.
2 REMARK 8. In the case that X is independent of X , X and x ' , 1 23
Ž . w one can directly smooth Y on X to obtain an estimate of f x cf. Hardlë 1 1 1 Ž .x and Tsybakov 1995 . This estimator has the asymptotic variance
Ž . which is larger than our direct estimator 2.6 with the optimal weight 3.5 .
To summarize, we have Ž . THEOREM 2. Under the assumptions of Theorem 1, if the ideal weight 3.5 is used, we have
' Ä 4 Ž .
where b x was defined in 3.2 . 
Ž . where g и , . . . , g и are univariate functions satisfying the identifiability
and U , . . . , U are continuous variables having a joint density p. Now, for 1 p U Ž . each variable U , we can form directly g as in 2.6 , using now h s h and 
' Ä 4 Ž . . . .
where is analogous to that defined in 2.1 and
is its joint density.
REMARK 9. When W ' 1, the variance matrix ⌺ is the same as that Ž . obtained by Chen, Hardle, Linton and Severance-Lossin 1996 . However, since we employ the local linear fit, our bias has a nicer expression. Put Ž . another way, the local linear fit 2.6 uses one extra local parameter without Ž . increasing the variance. See Fan and Gijbels 1996 for further discussion on the advantages of using local polynomial fits.
REMARK 10. Under the standard assumption that all components are only Ž . two times continuously differentiable i.e., d s 2 and smoothing of opti-Ž y1 r5 . mal order is done for ␣ i.e., h is of order n , then the conditions
However, this condition can be weakened; see Remark 1. So for p G 5 two times differentiable component rates of order n y2 r5 cannot be achieved by the marginal integration estimate. However, with a modifica-Ž . tion given by Hengartner 1996 , the marginal integration estimate can still achieve the optimal rate of convergence.
Ž . If the ideal weight scheme 3.5 is applied to each additive component, the weight function should be Ž .
Then g U q иии qg U overestimates g q иии qg by an amount of . Sincê1 p 1 p Ž . model 1.3 involves an intercept term, this will only affect the estimate of , not the slope ␤. Since the grand mean s EY y EX T ␤ can be estimated as
the actual value of is not a concern to us. The quality of the estimator g U is not high at the region where the datâ ␣ are sparse. To eliminate such deficiencies used in the parametric estimation,
pq r prescribed set usually a rectangle in ‫ޒ‬ . Now consider the following least-squares problem:
and Z s Z , . . . , Z be the design matrix.
asymptotic normality of ␤ , we use the notation introduced in Section 4.1. Additionally, we need the following notation.
Ž . Ž . Let p и be the marginal density of U and let p и be the marginal
Otherwise, the root-n of ␤ holds, but the covariance is
Ž . 
Ž . When X contains quite a few binary variables, the estimator 2.6 can be 
being the densities of U , X and U ; X , respectively,
REMARK 11. If we apply the estimating procedure to each additive compo-Ž . nent of model 1.3 , then the resulting estimators are asymptotically independent and normal. x . The parallelism of the plot suggests the additivity contributions of x and 2 1
x . This provides a quick and informal model diagnostic tool. 
Simulations and an application.
In a small simulation study we w Ž .x have compared the ''indicator method'' see 2.4 and the ''linear approach'' where the linear parametric part has been incorporated in the local linear w Ž .x smoothing see 4.7 . In our simulation and in the following data example we have not studied estimation of the optimal weight function W. First experience suggests that a practically working adaptation of this idea needs some further research.
We have generated 100 samples of 200 normal observations Y. Four covariates have been generated: U and U are normal with mean 0, variance have been used for the smoothing of the estimated or the nuisance nonpara-Ž metric component, respectively. Table 1 shows the simulated MASE i.e., the . squared error averaged over the design points . The values in parentheses are the MASE for the nonparametric components with the summation region truncated by the 2.5% and 97.5% quantiles of the covariates. These values have been added because they reflect better the behavior of the curve estimates in the middle region.
In this simulation the ''indicator method'' clearly shows a better performance. We conjecture that the ''indicator method'' may be outperformed by the ''linear method'' only in cases where the discrete variables take on a rather large number of different values. In the following data example we used the ''indicator method.'' Figure 1 contains the resulting plots from a study on the female labor supply in East Germany. A sample of 607 women with a job who live together with a partner were asked their weekly number Y of working hours. Furthermore, the following information was recorded: if the woman has children less Ž . than 16 years old Z , the unemployment rate Z in the ''land'' of the pointwise confidence intervals based on this estimate are of similar size but of rougher shape. They are not shown here. In each plot of Figure 1 the covariable has been plotted against the estimated function plus the logarithm w Ž . Ž . < < of the residual i.e., f U q sgn log ; the logarithmic transform has been␣ ␣ x used to show all data . The right frames show the density estimates of the covariates.
The plots show some clear nonlinearities. In particular, one sees a flat part in the lower range for rent and prestige index and in the middle range of hourly earnings, whereas the relation is monotone elsewhere. The results quantify the extent to which each variable affects the female labor supply. Using the dynamic ranges of the plots as a criterion to assess the practical importance of a variable, the key factors that affect the labor supply are hourly earnings U and monthly net income of husbands U . Slightly less 2 6
influential covariates are age of the woman U and prestige of the job U . between the parametric and the semiparametric analysis. Clearly, the piecewise linear shape of g , g , and g cannot be recovered in the parametric between the parametric analysis and the semiparametric analysis. Clearly, the boundary behavior of the nonparametric estimates depends on a relatively small fraction of the observations. For example, the monotone decreasing part at the beginning of g , is caused by only 15 women with 9 years of 4 education and an introduction of a covariate U 2 in the parametric analysis is 4 not significant. It seems to be difficult to verify the data analytic findings of a semiparametric analysis. A first step is to consider test statistics which are based on the comparison of parametric and nonparametric fits; see, for instance, with respect to x .
2
Ž .
ii The kernel functions K and L are symmetric and have bounded supports. Furthermore, L is an order-d kernel.
iii The support of the discrete variable X is finite and
Ž . Ž . Ž .
vi nh h rlog n ª ϱ and h log nrh ª 0. Ž . iii inf p u , . . . , u ) 0, where the infimum runs over u g x " ␦ and
For u in a neighborhood of x and for vi nh h rlog n ª ϱ and h log nrh ª 0.
and let E denote the
Then, by 2.1 and Condition A i , we have
X y x and let r be the resulting n = 1î 
by the conditions on the bandwidths. Furthermore, by calculation of the first two moments one can show that
Ž . In other words, the approximation error from 6.4 is negligible.
Note that, for j / i,
Let r s A x r y E A x r for j / i and r s 0 for j s i. Thus, by 6.2 ,ˆˆĩ
where y p X p X N X ⌫ X , X .
Ž . Ž . Ž .
3 3j 2 N 3 2j 3 j 2 j 3 j Thus,
Ž . Ž .
2 j 3 j 2 N 3 2j 3 j Ž . Note also that the difference between the left-hand side of 6.6 and the main Ž . term on the right-hand side of 6.6 can be expressed as
Ž . To prove 6.6 , it suffices to show 
Therefore, the asymptotic covariance should be 0.
PROOF OF THEOREM 4. We only outline the key steps of the proof. Proceeding as in the proof of Theorem 1, one shows first that Ž .
Ý Ý
i h ␣ j ␣ i 1 ␣ n n is1 j/k =L U y U I X s X Ž .Ž . h y␣ j y␣ k 3 j 3 k 2 ␣ j = m X y m U , U , X Ž . Ž . ␣ i y␣ k 3 k X yg U U y U q Ž .Ž . ␣ ␣ i ␣ j ␣ i k 1 2 y1r2 = q O c q o n ,
