Abstract-The research literature on metaheuristic and evolutionary computation has proposed a large number of algorithms for the solution of challenging real-world optimization problems. It is often not possible to study theoretically the performance of these algorithms unless significant assumptions are made on either the algorithm itself or the problems to which it is applied, or both. As a consequence, metaheuristics are typically evaluated empirically using a set of test problems. Unfortunately, relatively little attention has been given to the development of methodologies and tools for the large-scale empirical evaluation and/or comparison of metaheuristics.
I. INTRODUCTION
O NE of the primary goals in the fields of metaheuristic algorithms (MHAs) and evolutionary computation is the development of powerful and practical problem-solving algorithms. Nature-inspired and other heuristic and modeling approaches to problem solving often result in algorithms that are relatively simple from an implementation point of view, as well as being applicable to a wide range of problems. As a consequence, hundreds of individual algorithms have been proposed in the literature. Even if we restrict the discussion to continuous, simple bound-constrained optimization problems, many algorithms (and variants of algorithms) exist and continue to appear regularly in conference proceedings and journal issues. To illustrate this point and give some examples of well-known algorithms in this class, we mention evolution strategies, evolutionary programming, real-coded genetic algorithms, continuous estimation of distribution algorithms (EDAs), particle swarm optimizers, differential evolution, continuous Tabu search and continuous memetic algorithms. In continuous EDAs alone (a relatively new class of methods), at least 15 algorithmic variants have been proposed.
While theoretical research in the analysis of MHAs is ongoing (see, e.g., [18] and [54] ), it is typically not possible to study theoretically the performance of such an algorithm unless significant assumptions are made on either the algorithm itself, the problems to which it is applied, or both. In addition, researchers are often interested in the successful application of their algorithms when applied to real-world problem instances. For these reasons, newly developed algorithms are primarily evaluated empirically, using either artificial benchmark test problems or problems derived from real-world domains.
In comparison to the amount of research on algorithm development in MHAs, only a small amount of work has been focused on developing good methodology and practice in experimental analysis of such algorithms [3] . It has, however, been acknowledged that the standard of experimental research methodology has much room for improvement [12] , [49] .
In this paper, we aim to contribute to the improvement of experimental research in MHAs. The main contribution is to propose a test landscape generator (i.e., a randomized generator of instances of optimization problems). The landscape generator is based on a problem class that is defined by a parameterized generative model, based on a mixture of Gaussians (see Section III-C). We argue that this is useful for conducting experiments that provide more insight into the behavior and performance of MHAs. This is because experiments can be conducted in specific directions in the landscape/problem space, to allow for the exploration of trends in how performance changes when we move along these directions. Importantly, these directions correspond to geometrical landscape features that are appropriate for thinking about optimization, as well as already being commonly used in the literature to describe problems. This leads to the possibility of making more generalizable conclusions from the results, in terms of these landscape features.
The outline for this paper is as follows. In the following section, we provide a review of experimental algorithmics and experimental methodology and practice in the MHA and evolutionary computation literature. Section III introduces notation and terminology for describing experiments with MHAs, and discusses the idea of an "experimental space" for the description of experiments or sets of experiments over MHAs for continuous, bound-constrained optimization problems. The landscape generator proposed in this paper, based on a mixture of Gaussian functions, is described in Section IV. Experimental results are presented in Section V to illustrate the usage of the landscape generator. In particular, the landscape generator is used to gain new insight into the behavior of some simple continuous EDAs. Section VI provides a conclusion and suggestions for future work. 
II. CURRENT PRACTICE IN EXPERIMENTAL MHA RESEARCH
Experimental work in the analysis of algorithms is important to many areas of computer science [9] , [25] , [31] . Apart from the obvious practical reason (algorithms are engineered to solve real-world problems), the evaluation and development of algorithms is driven as much by insight gained from experimentation as it is by theoretical analysis. This is especially true in heuristic and metaheuristic algorithms, where theoretical analysis has proven difficult. Several researchers have noted that the standard of experimental work in publications on algorithmic research in general is a serious concern [13] , [21] , [25] , and the development of the experimental methodologies is an ongoing and active area of research.
Previous research has discussed principles for conducting empirical research on algorithms. The paper by McGeoch [31] (with discussion) surveys a significant amount of literature and the principles discussed are applicable to many kinds of algorithms. In [32] , McGeoch provides a recent survey of literature on experimental research practice that specifically addresses optimization algorithms. Rardin and Uzsoy [40] discuss experimental issues of specific relevance for heuristic and metaheuristic optimization algorithms. While their paper is focused on combinatorial and discrete problems, many of the ideas can be applied equally to continuous optimization. In the following, we adopt terminology from [31] and [40] regarding the description of experiments with algorithms.
Experimental results have always played a major role in the development of MHAs, partly because, by their nature, MHAs are typically easy to specify and implement, but notoriously difficult to analyze theoretically. While experimental results are easily generated, some authors have noted that the methodologies applied in the experimental evaluation and comparison of MHAs often have serious shortcomings. Whitley et al. [49] discuss problems with commonly used test functions and suggest several guidelines for the design of test suites for evolutionary algorithms (see Section III-C). Eiben and Jelasity [12] discuss the generalizability, reproducibility, and presentation of experimental results, as well as performance measures and defining experimental objectives.
The fields of evolutionary computation and metaheuristics continue to produce an extraordinary number of algorithms. Typically, an algorithm is introduced in a paper, with the main mechanisms (e.g., operators) and ideas discussed. The algorithmic parameters are also described, where sometimes the role of a parameter is intuitive (e.g., a learning rate or population size), while in other cases its meaning is less obvious. The range of feasible values for each parameter is also given, although this may in some cases be unbounded (e.g., population size).
To implement a newly developed algorithm class, appropriate values for the parameters need to be determined. It is normally not obvious a priori how to choose such values in order to obtain reasonable performance. The behavior of an algorithm is dependent on the combined values of all of its parameters, implying that the parameters values are not independent and that selecting their values is likely to be a nontrivial task. Typically, researchers mention that preliminary trials (not reported in the paper) are conducted on an ad hoc basis to determine a set of parameter values that seem to work reasonably well on some of the problems in the experimental suite. This test suite usually consists of a small number of specified problems (often less than ten or even five). The resulting experiments consist of a single set of parameter values for the algorithm, each of which will be run on each problem for some number of trials (often 10 or 20). An alternative scenario is when some attempt is made to examine the performance of the algorithm class as its parameter values are varied. Conducting experimental studies over more than a few algorithm parameters and/or problems typically leads to a very large number of experiments to cover all combinations (see Section III-D). Consequently, researchers may select a small number of experiments and conduct these in isolation, or vary the value of a single parameter at a time while fixing all other parameters.
Despite their shortcomings, test functions such as the DeJong suite (see, e.g., [49] ) are still commonly used in the literature when evaluating new algorithms. This may be due in part to the fact that they are well known, easy to describe, and easy to implement. Alternatively, experimental studies may be primarily concerned with the solution of a specific real-world problem (or class of problems). In this case, it can be difficult to generalize about the performance of the algorithm(s) used, since they have likely been highly tuned to solving the particular problem(s) in question.
There are numerous possible performance measures for assessing the experimental performance of MHAs, most of which are equally applicable to other types of optimization or mathematical programming algorithms [23] , [24] . Common approaches in experimental results on MHAs include the following [12] .
• Running all trials for a prespecified number of generations (or objective function evaluations) and reporting on the distribution of fitness function values obtained (e.g., the average of the best fitness value found over a set of random restarts of a specified algorithm).
• Setting a termination criterion based on a desired level of fitness to be obtained and reporting on the distribution of the number of generations required to meet the criterion.
A maximum number of generations is also usually specified, so that all experiments will be terminated after a certain amount of time.
• With reference to the previous point, the success of a trial can be defined in terms of whether the termination criteria was met (e.g., desired fitness value obtained) or not (maximum number of generations exceeded).
• For test problems (typically artificial) where the location and/or the objective function value of the global optimum are known, it is possible to measure performance using a distance metric on the best search point found so far to the global optimum (e.g., ) or on the objective function values (e.g.,
). This clearly permits a more informative assessment of the performance of an algorithm, where available. These are measures involving what have been termed algorithm efficiency [23] , [24] or accuracy. Other possibilities include reliability (i.e., how successful is an algorithm at solving a wide class or set of problems) or ease of use [23] .
It is very important that the performance measurement used in a set of experiments be well matched to the aims of the experiments. For example, researchers are often more interested in the ability of an MHA to find the "basin of attraction" of the global optimum than the final rate of convergence to the exact optimal point. Renders and Flasse refer to this as "reliability" [42] . For simplicity, in this paper, we assume that performance is measured by a scalar, real-valued number.
III. COMPUTATIONAL EXPERIMENTS, EAS, AND MHAS
In this section, we view the conducting of experiments involving MHAs as the exploration and evaluation of points in a space over algorithm instantiations and optimization problems, both of which we assume to be parameterized. While this is a common scenario in the evaluation of MHAs, this discussion does not cover all possible scenarios. Notably, the algorithmic parameters in question are assumed to be fixed constant values.
A. Definitions and Notation
We consider the following multivariate continuous optimization problem:
where defines our search space as a feasible region of . A (candidate) solution to the problem is given as an -dimensional vector . It is assumed that is given as a simple symmetric boundary constraint such that for every component of a solution vector
We are interested in algorithms that can be applied to solving an optimization problem of this form. Note, however, that we do not place any assumptions on the objective (or fitness) function other than the ability to evaluate it at any point within (e.g., need not be differentiable or continuous). Furthermore, the problems under consideration may be multimodal and high-dimensional (large ). MHAs and evolutionary algorithms are often applied to such problems. Evolution strategies [45] and evolutionary programming [15] are traditionally formulated for continuous optimization; however, numerous real-valued genetic algorithms have also been developed [19] along with many other approaches such as particle swarm optimization [28] , differential evolution [46] , and continuous Tabu search [8] .
B. Experiments on Parameterized Algorithms
When conducting computational experiments with algorithms, it is useful to consider the adjustable parameters of the algorithm as experimental "factors." The values of some or all of these factors can be varied to define a set of experiments (see, e.g., [2] ). MHAs inevitably include one or more adjustable parameters that must be specified by the user before an algorithm can be applied to any problem. In this paper, we will make a distinction between an algorithm class and an algorithm specification. A specified algorithm can be expressed as a tuple where
. Each different specification of the algorithm class will have one or more different values for each of its parameters . For example, the simplest possible form of an evolution strategy (ES) consists only of a mutation operator, where each component or variable of an individual is mutated by the addition of a single sample drawn from a Gaussian distribution (see, e.g., [45] ). To specify an algorithm of this class (i.e., a -ES), settings are required for the size of the parent and offspring populations, as well as the value of the standard deviation of the mutation distribution . Thus, a specified algorithm includes all the parameterized information needed to run the metaheuristic on a given optimization problem. 1 Different algorithm classes will, of course, have different numbers of parameters that need to be specified. As mentioned earlier, in this context the literature has proposed a large number (at least hundreds) of algorithm classes.
Assume that a single optimization problem is to be solved. A performance measurement of an experimental trial is typically a scalar value such as the best objective function value found by an algorithm. The parameters of a specified algorithm are numerical, typically continuous or integer-valued, and may have defined bounds on the range of sensible values that they can take. We can imagine a configuration space of feasible algorithm parameter values, or a landscape over this space, with the height of the landscape at any point determined by the performance value obtained at that point. The performance of an algorithm on a problem fundamentally depends on the values of its parameters. Researchers and practitioners are therefore interested in how the value of performance changes along a particular direction in this space (e.g., increasing the size of the population). Alternatively, we might hope that the performance of an algorithm is not highly sensitive to the parameter values (e.g., if the "recommended" parameter settings are perturbed slightly, this should not cause a large change in the algorithm performance).
For an experiment where multiple trials are conducted (e.g., random restarts), the picture is more complex, since these multiple trials define a random variable over performance at each point in the experimental space, rather than a single value. The empirical distribution of this random variable could be summarized most simply by a mean value, or if more information about the distribution of the variable is desirable, by error bars, box-whiskers plot, or a histogram.
Thinking about computational experiments with MHAs in the context of algorithm specifications is a simple but useful means of ensuring that the details of experiments are clearly and systematically stated.
C. Experiments on Parameterized Problems
Problem factors can also be considered in the design of experiments on algorithms. Consider a similar notation to the above. In general, the functional form of is unknown. If we assume that problems can be distinguished from each other (so that we can label them), then we can form tuples based on the problem, its feasible region, and the dimensionality of the solution space. Following the above terminology, let this refer to a problem specification belonging to a problem class . The most general example of a problem class in a real-valued space corresponds to the set of all possible mappings . Under the practical constraint that any computer implementation of continuous optimization is ultimately represented discretely (due to finite precision), the "no free lunch" theorems were originally formulated across this space of all possible functions [50] (but see also [22] ). Other problem spaces can easily be conceived by imposing a bound on the maximum value of or imposing a smoothness or neighborhood constraint on (see, e.g., [22] ).
Given a specified algorithm and problem , we will refer to the execution of this algorithm on this problem as an experiment. A specified algorithm is usually subject to some initialization (often random) and the algorithm itself typically contains stochastic components. This means that the measured outcome of an experiment is often a random variable. Hence, a series of trials are often conducted for an experiment, where the initialization and stochastic nature of the algorithm are the only factors that contribute to make the outcome of one trial different from any other trial.
We describe experiments over a set of test problems (see Section III-A) in a similar way to experiments over algorithm parameters. Assume that a specified algorithm is given. Dimensions of the problem subspace would correspond to problem-parameters, with the value of a point given by the performance 2 obtained by executing the algorithm on that specific problem.
One approach to the experimental analysis of algorithms is to produce problem instances that are generated through a parameterization of some class of problems [2] , [40] .
There have been a number of attempts to develop test problem generators as a tool for the evaluation of optimization algorithms. It is possible to make a distinction between what we will refer to as problem and landscape generators. Problem generators can be used to generate a set of instances of a specific class of (usually combinatorial) optimization problem [20] , [39] . The control parameters of these problem generators are usually specific to the problem in question; for example, in Boolean satisfiability the number of variables and the number of disjunctive clauses [34] .
Previous research has identified a number of properties that are considered to be desirable for optimization test problems when evaluating EAs [17] , [49] . Good test functions may be: P1) difficult to solve using simple methods such as hillclimbing algorithms; P2) nonlinear, nonseparable, and nonsymmetric; P3) scalable in terms of problem dimensionality; P4) scalable in terms of time to evaluate the objective function; P5) tunable by a small number of user parameters; P6) able to be generated at random and are difficult to reverse engineer; P7) exhibit an array of landscape-like features. 2 Or for multiple trials, a distribution of performance values.
Landscape generators do not focus on a specific class of problem, but rather aim to produce instances that have certain structural features. Stuckman [47] produces randomized continuous problems based on combinations of "square" sinc functions. The resulting landscapes have multiple optima and are not everywhere differentiable.
The NK landscape generator [10] , [26] generates random landscapes over a binary search space, where N is the length of the binary string and K is the number of correlations that each bit has to other bits in a solution. The N and K parameters provide a coarse level of control over the complexity of the landscapes generated.
Whitley et al. [48] , [49] propose a methodology for generating landscapes based on compositions of known analytical functions (e.g., the DeJong test function suite) such that the resultant functions have some of the properties listed above. In particular, the functions are nonlinear and nonseparable. Whitley et al. also show how to construct functions that are invariant to a binary/gray code representation, when using a binary EA to encode a floating-point solution to a continuous optimization problem. Analytical functions have also been used as the basis for generating test problem sets for multiobjective [11] and dynamic multiobjective problems [14] .
The bit-string multimodal landscape generator [29] selects a number of -bit individuals (bit-strings) as peaks in the landscape. The fitness values of these peaks are set to 1.0. The fitness of a string is then determined by its Hamming distance to the nearest peak. This is a minimization problem with the lowest possible fitness value of zero. A continuous landscape generator was proposed [27] as an extension of this bit-string landscape generator. A landscape is generated by defining peaks in an -dimensional space, with each variable restricted to the interval [0,1] by applying a sigmoid function to the variable values. Again, the fitness value is determined by the (this time Euclidean) distance between an individual (point) and the nearest peak.
A landscape generator for dynamic optimization problems is proposed in [35] . A landscape is created using cones, where the th cone is parameterized by its position, height and slope . The fitness value of each point on the two-dimensional (2-D) landscape is determined by the parameters of the cones where denotes the center of the base of the th cone. Finally, a continuous landscape generator is given in [33] . This landscape generator is concerned specifically with constrained optimization problems and has parameters to control features such as the ratio of the feasible region to the total search space, the connectedness of the feasible region, and the number of constraints. The idea used is to divide the landscape up into a number of disjoint subspaces ( -dimensional hypercubes) and to define a unimodal function for each cube
In the above, and are, respectively, the upper and lower bounds of the th dimension of the th subspace and is a specified positive constant. The optimum of each subspace is located in its center. The landscape generator employs a set of constraints by further dividing each subspace into feasible and infeasible regions.
In Section IV, we discuss a landscape generator that is well suited to the experimental evaluation of continuous MHAs with simple boundary constraints.
D. Experimental Design and Statistical and Large-Scale Experimental Analysis of EAs
It is important to note that randomized test problem generators represent only one possible way of producing a suite of problems for use in large-scale experimental studies and that, generally speaking, each approach has its problems and limitations [40] . We refer the reader to the papers mentioned in this section.
As mentioned above, much of the research in MHAs has focused on the development of new algorithms and the application of these algorithms to solving practical problems. Consequently, methods of experimental design have not seen much application in the evaluation of MHAs. Recently, however, a number of papers have appeared, suggesting that this situation is beginning to change.
The obvious approach is to conduct a full factorial design (each specified algorithm is executed on each specified problem). Time constraints evidently result in a small selected set of algorithm/problem instantiations, or full factorial designs over a very small number of parameters, where these parameters are varied over only a few values. One well-known example of a more large-scale experimental study is by Schaffer et al. [44] . With some assumptions and with specific goals in mind (e.g., to find the best performing specified algorithm from a large set), it is also possible to use statistical techniques to reduce the number of experiments required in a design [53] .
Bartz-Beielstein [3] surveys techniques of experimental design and illustrates the application of a number of these techniques to the evaluation of evolution strategies. These techniques are generally applicable to a wide range of MHAs: a subsequent paper [4] provides an evaluation of particle swarm optimization and the Nelder-Mead simplex algorithm. A more directed approach is taken by François and Lavergne [16] in the use of statistical modeling techniques to determine suitable parameter values for EAs via experimental studies. Assuming a functional relationship between the algorithm parameters and performance, a model is constructed using the data resulting from experimentation. Myers and Hancock [36] take a similar approach for parameter tuning in GAs, using experimental design and logistic regression.
E. Discussion
In the following section of this paper, we propose a new parameterized landscape generator based on a sum of Gaussian functions. While the previous work discussed above has proposed a number of test landscape and problem generators with specific features, none of them appear to satisfy all of the desirable properties [P1)-P7)] given above, while at the same time being applicable to continuous optimization problems/algorithms with simple boundary constraints. A preliminary version of this landscape generator can be found in [51] .
IV. THE MAX-SET OF GAUSSIANS LANDSCAPE GENERATOR

A. The Basic Model
The fundamental component of the landscape generator proposed here is based on an -dimensional Gaussian function (1) where is an -dimensional vector of means and is an covariance matrix. Intuitively, a Gaussian function forms an -dimensional "bump" or hill. A set of Gaussians can be combined as a weighted sum in a function (2) as is commonly done in kernel density estimators and Gaussian mixture models (see, e.g., [5] ). The Gaussian components combine to form a more complex function. The influence of each component is determined by its associated weight value . In density estimation, the weights of the mixture are constrained to sum to one to ensure that the volume under the estimator is always one. This is not important for our purposes so the weights can be used to control the amplitude of each component in the sum, allowing each hill to be scaled up or down independently.
Gaussian mixture models are known to be extremely flexible in terms of the shapes of densities that they are able to represent, if the number of components in the mixture can be large. In general, it is a difficult problem to locate the modes of a Gaussian mixture because of the potentially complex ways in which the components can interact [7] . However, for test optimization problems, it is desirable to know the values and locations of the optima of the objective function. To enforce this property, we propose to generate landscapes where the value of a point is given by the maximum value of any of the Gaussian components at that point
An example 2-D landscape of this form is shown in Fig. 1 . For such landscapes, the mean of each Gaussian corresponds to an optimum on the landscape, with one exception. If location of the mean of any weighted component is dominated by another component (i.e., , then the peak value of will never be determined by . Hence, the location of all optima in the landscape generated is known, with the global optimum being the one with the greatest value. Note also that the landscape produced by this max-set will no longer be everywhere continuous and differentiable; ridges are formed along intersections of Gaussian components (see Fig. 1 ). For our purposes, this is not a concern because MHAs do not typically assume or require such properties in the objective function. In addition, the probability of an algorithm evaluating points exactly (to machine precision) along these ridges is vanishingly small in a continuous space, so this feature of the landscape is unlikely to influence the performance of any algorithm. In this paper, we refer to a landscape generator based on the general form described here as a max-set of Gaussians (MSG) landscape generator.
B. Parameterizations of a Max-Set of Gaussians Landscape
There are many possibilities for the parameterization of the max-sum of Gaussians landscape defined above. In particular, we make choices that allow the landscape to be tunable according to certain geometrical features, as well as being probabilistic (i.e., for a given specification of the parameters of the landscape generator, an arbitrary number of random landscapes can be generated that have similar properties). In this paper, we discuss a basic set of landscape parameters.
• The number of Gaussian components . Clearly, results in a unimodal landscape. As increases, the number of peaks and hence local optima in the landscapes also increases. As mentioned above, the actual number of local optima will be at most (but likely less than) because of the possibility of the peaks of components overlapping.
• The mean vector of each component. There are at least two obvious possibilities for the specification of the mean vectors of each component. First, if the experimenter wishes to manually construct a landscape with specific features then these vectors can be predetermined and fixed. An example is given in [52] where a two-peaked landscape is used to analyze the behavior of a continuous population-based incremental learning algorithm [1] . Fig. 2(a) shows a landscape formed by three components positioned in the feasible region of the (2-D) search space, where a narrow, globally optimal peak lies between two broader basins containing local optima. Alternatively, mean vectors can be generated from a suitable probability distribution, provided that the samples are constrained to lie within the feasible search space. Possibilities include generating each variable value in a mean vector independently from a uniform distribution (as for the landscape shown in Fig. 1) or from a Gaussian distribution over the search space. As shown in Fig. 2(b) , using a mean-zero Gaussian distribution to generate the component mean vectors results in a high concentration of mean vectors (and hence hills) around the origin, with fewer hills as the distance to the origin is increased. Note that this naturally gives rise to a "big valley" [6] or "Massif Central" [26] landscape structure, which has been found in the analysis of a number of artificial and combinatorial optimization landscapes (see, e.g., [6] and [41] ).
• The covariance matrix of each component. The covariance determines the dependence between variables in each Gaussian component. The contours of constant height for a single Gaussian are hyperellipsoids. The principal axes of these hyperellipsoids are given by the eigenvectors of , and the corresponding eigenvalues give the variances along the principal axes. For a diagonal covariance matrix, the principal axes are parallel to the coordinate axes. Off-diagonal terms indicate that the variables are correlated, or are linearly dependent.
For our landscape generator, the covariance matrices could also be specified manually by the experimenter if desired. In Fig. 2(a) , the Gaussian component that produces the global optimum has a large positive covariance, produced by rotating a component with and by 45 . Alternatively, it would be desirable to specify a parameter to control the "degree of dependence" typically seen in a landscape component (together these factors determine the amount of dependence structure seen on the overall landscape). A convenient way to generate arbitrary valid covariance structures (i.e., symmetric positive definite matrices) is via a series of rotations of the coordinate system given an initially diagonal matrix. A simple approach used in the adaptation of the mutation distribution in ESs [43] (and adopted here) is to generate a random rotation matrix for each Gaussian component, so that each hill will have a random orientation. An alternative would be to use a different distribution for rotation angle generation. Figs. 1 and 2(b) show examples of landscapes generated with Gaussian components of random covariance structure. Note that the overlaps of components can effectively create more complex dependency structures in the landscape. and the local optima are (G(f5; 5g) = 0:8) and (G(f05; 05g) = 0:4). (b) A randomly generated 2-D landscape with 100 Gaussian components. Each element of the component mean vectors is generated from a Gaussian distribution, N(0;2).
• Component weights and global optimum hill selection/threshold. As mentioned above, the component weight values allow for the scaling of each component. A generating probability distribution (e.g., uniform) and an appropriate range must be specified. One useful feature of scaling is that it allows us to make the peak of any particular component the global optimum by scaling this peak to be higher than all other peaks by some factor. The global optima of the landscapes shown in Figs. 1 and 2 are at least 25% higher than the next best local optimum. Having knowledge of the location of the global optimum and control of its height is very useful in experiments, as demonstrated in Section V. One method of producing weights (described in Section V-B) is to specify a maximum (threshold) value for local optima and the fitness value of the global optimum. A MSG landscape generator with the above parameters can be specified by extending the problem tuples in Section III-C. The general form is where we specify in turn the form of the problem generator, the boundary constraints of , the dimensionality of the search space, the number of Gaussian components, the distribution used to generate mean vectors of components, the distribution/procedures used to generate covariances of components, the threshold for local optima, and the fitness value of the global optimum. The landscape shown in Fig. 1 is then specified as while the landscape shown in Fig. 2(b) is specified as A designed landscape such as that in Fig. 2(a) would require a somewhat different specification.
C. Comparison of Max-Sum of Gaussians Landscape Generator With Previous Approaches
It would seem that other existing problem and landscape generators all have some useful features for different classes of optimization problems. It is unfortunate that they have not seen more extensive use and evaluation in the literature. We do not claim that the properties of the MSG generator proposed here cannot be found in other generators. Nevertheless, we believe that the MSG generator offers a novel combination of features that make it both generally applicable and useful as a tool in experimental research on optimization algorithms. Specifically, the MSG generator is applicable to continuous optimization problems with bound constraints. It uses a Gaussian as a basis or kernel function; sums of Gaussian functions are widely used in statistics and machine learning and are flexible in the kinds of functions they can approximate. It is randomized, allowing for large sets of landscapes with given features to be easily produced. Finally, it is parameterizable in such a way that makes it easy to apply and easy to relate the parameters to the geometrical properties of the landscape. Varying the values of these parameters causes the landscape to vary in a relatively smooth, predictable way.
With reference to the list of desirable properties of test problems given in Section III-C above, the parameterization of the MSG generator described here satisfies all properties P1-7, with the exception of P4. Although this is no guarantee of the effectiveness of the MSG generator, it at least provides some suggestion that it is well aligned with practical requirements.
V. EXPERIMENTAL RESULTS
In this section, we provide illustrations of the usage of the MSG landscape generator. The primary aim of these experiments is to evaluate the properties of the landscape generator itself, through the application of a number of specified algorithms. We aim to show that the landscapes generated can be discriminative in terms of an appropriate performance criterion (i.e., a range of different results are produced) and that the generator can be used to explore specific properties of algorithms. This is seen with respect to a single specified algorithm, or in comparing the performance of more than one algorithm. 
A. Illustration: An Idealized Hill-Climbing Algorithm
In order to demonstrate the nature of the results produced by the landscape generator, we consider a simple "algorithm" which represents a kind of idealized hill-climber. Specifically, we assume the existence of a greedy sequentially searching algorithm that starts from a random point in the search space and follows the gradient of the landscape until it reaches the nearest local optimum, where it terminates. Repeating the execution of this algorithm from many random starting positions, the terminating points of these experimental trials will produce a sample of the optima of the landscape. In reality, optima would appear in this sample with a frequency proportional to the size of their basin of attraction in the landscape. Here, we neglect this, effectively assuming that all basin sizes are equal.
First, consider a landscape specified as That is, a 2-D landscape with 100 Gaussian components, the mean vector of each Gaussian generated uniformly in the feasible search space. The variance of each variable in each Gaussian component is generated uniformly in the range [0.1,2.1], while each component is rotated times at a random angle between 45 and 45 . In addition, one optimum is selected at random to be the global optima, scaled to have fitness equal to 1.0, while all other optima are restricted to have values in the range [0,0.8]. Fig. 3(a) shows a histogram produced by counting the optima of this landscape (i.e., approximating the hill-climbing algorithm as described above). Apart from a spike at the global optimum, this histogram reveals a tendency for relatively higher values to dominate the landscape. This is because, although the height of each Gaussian is determined uniformly, higher components will "dominate" lower components when their volume covers the peak of a lower component. This effect increases as the ratio of the number of components to the dimensionality of the landscape increases, as illustrated in Fig. 3(b) for a 2-D landscape with 1000 Gaussian components As a result, the landscape tends toward a roughly flat landscape as this ratio increases. On the other hand, if this ratio decreases, the components will tend to be well-separated from each other on the landscape. This leads to a more uniform distribution of performance for the idealized hill-climber [as shown in Fig. 3(c) for a ten-dimensional (10-D) 1000-component landscape]
It is important to produce results of this kind as a "baseline" for experimental data resulting from the usage of the landscape generator. The reason is that the distributions observed in Fig. 3 are a direct result of the structure of the generated landscapes (i.e., the max-sum of Gaussian functions).
B. Evaluating a Continuous EDA Using the MSG Landscape Generator
In this section, we present the results of experiments where a continuous EDA termed real-coded estimation of distribution algorithm (RECEDA) [38] was applied to a number of generated problems. In this algorithm, a full multivariate Gaussian distribution is the model used to guide the search process. This model is reestimated based on selected individuals at each generation of the algorithm. Sampling from the model is achieved via a Cholesky decomposition of the covariance matrix. The algorithm can be simply parameterized as where is the size of the population and is a value between zero and one, specifying the fraction of the population selected by truncation selection to construct the model. Truncation selection is also used to create the new population from the previous population and the new points generated from the model. The RECEDA algorithm was tested on several sets of landscapes which, roughly speaking, have a global big valley structure [such as that shown in Fig. 2(b) ]; in other words, the mean vectors of each component were themselves generated from a Gaussian distribution. The specifications for each set of problems were the following.
• Set 1 A rough big valley structure is implied. As the global optimum is randomly selected as the mean of one component, it can be located far from the origin (the center of the big valley). In this sense, the global structure can be deceptive. The weight value for each component is calculated based on its original peak value and its assigned fitness value (i.e., for the global peak , while other fitness values are normalized in the range [0,0.8]).
• Set 2
The landscapes in this set are similar to those in Set 1, except that the mean values of the component that determines the global optimum are generated from . This means that the global optimum will typically be much closer to the origin, so the global structure of the landscape tends to give a better indication of the location of the global optimum.
• Set 3
The landscapes in this set are the same as those in Set 1, except that the mean values of the component that determines the global optimum are set equal to zero (i.e., the global optimum is at the origin). In these landscapes, the global structure is even more indicative of the location of the global optimum than those in Set 2.
• Set 4
The landscapes in this set are the same as those in Set 3, except that the fitness values of the local optima are generated proportionally according to the closeness of the component to the origin. The peak values are generated from a symmetric Gaussian-shaped function with mean at the origin and a standard deviation value , i.e.,
This means that the closer the peaks are to the origin (and the global optimum), the higher their fitness values. These sets of experiments attempt to capture a global big valley structure, with this structure becoming stronger from Set 1 through to Set 4.
Twenty different landscapes were generated in each set of experiments. The algorithm used is specified as and 5 are arranged in the same order. Apart from the differences mentioned above (i.e., the global optimum in Sets 2 and 3, and the peak values in Set 4), the landscapes are the same. Therefore, "landscape " in Fig. 4(a) can be qualitatively compared with "landscape " in the other plots. Fig. 4(a) shows a wide range of performance for the algorithm across these landscapes. This indicates that the landscape generator is able to produce landscapes of varying difficulty. As we compare the results across Figs. 4 and 5, it is clear that the performance of the algorithm improves as we move from Set 1 to Set 4 (i.e., as the quality of the big valley structure in the landscape improves). The improvement is most noticeable from Fig. 4(a) to Fig. 4(b) and from Fig. 4(b) to Fig. 5(a) . Overall, these experiments allow us to hypothesize that RECEDA performs significantly better in the presence of a global (nondeceptive) big valley structure. Examination of results from these experimental configurations revealed further insight into the dynamics of the algorithm. For one particular landscape (identified during preliminary trials), the algorithms' performance was relatively poor compared to others. One advantage of EDAs is that the parameters of the probabilistic model can be examined directly. Fig. 6 shows the result of a typical experimental trial of RECEDA on this landscape. The results show that during the search, the algorithm encountered landscape structure that caused a noticeable change in the direction [ Fig. 6(a) ] and scale of the distribution that drives the search process [ Fig. 6(b) ]. At generation 7, the mean values changed their direction and converged to a different set of values. Around the same time, we see a significant increase in two of the standard deviation values (corresponding to the mean parameters that have the largest change in value). This result leads us to hypothesize that the algorithm has navigated from one basin of attraction into another. Since the structure of the generated landscapes is transparent, we examined the components in the landscape, and found that there was a component in the landscape with mean vector close to the values of the model at generation 7 in Fig. 6(a) . The fitness value associated with this component was relatively large, as were its standard deviation parameter values, indicating that this component produces a local optimum with a relatively large basin of attraction on this landscape.
To further verify our hypothesis and reproduce the observed behavior, a 2-D landscape was explicitly constructed (Fig. 7) . The landscape has three optima, where the worst optimum has the largest basin of attraction, overlapping with the (smaller) basin of a better optimum, which finally overlaps with the (again smaller) basin of the global optimum. The result of a trial run on this algorithm is shown in Fig. 8 . It can be seen clearly from the mean parameter for variable that the algorithm model progresses through the three basins of attraction during the search. The evolution of the standard deviation parameter for increases on two occasions, corresponding to the algorithm learning the structure of these "newly encountered" basins. Note that all the algorithm parameter settings will contribute to the convergence behavior, so the behavior seen will not necessarily be seen for all parameter values. In addition, while we discovered this behavior through random trials, we only observed this behavior clearly for one landscape that we produced (and none of the 20 landscapes in Figs. 4 and 5 ). Nevertheless the results give an informative insight into the workings of the algorithm, which matches the conceptual intention of its design but nevertheless has not (to our knowledge) previously been demonstrated empirically.
C. The Effect of Dependency Modeling in Continuous EDAs
1) Arbitrary Dependencies in a Unimodal Landscape:
The influence of the multimodality of landscapes on RECEDA has been demonstrated above. In this section, we focus on a unimodal landscape, constructed by a single Gaussian function, to investigate the connection between its structure and the performance of RECEDA. As mentioned in Section IV-B, dependence structure can be conveniently introduced by conducting coordinate system rotation. In this experiment, a five-dimensional (5-D) landscape was created by a multivariate Gaussian function with variances [10, 2, 0.4, 0.08, 0.016] and mean vector at the origin. In this case, there are rotation matrices; and within each matrix, the rotation angle was fixed to 45 . In these experiments, RECEDA was compared with UMDA , a variant of the univariate marginal distribution algorithm (UMDA) [30] . The probabilistic model in UMDA is a factorized product of univariate Gaussian density functions, and is therefore not capable of explicitly modeling any dependence information in a problem. Both algorithms were tested on the unimodal landscape with population size and number of generations . Fig. 9(a) shows the convergence behavior of a typical trial of these algorithms in terms of the standard deviations of their Gaussian models. It is clear that RECEDA achieved a much faster convergence speed. Both algorithms were run for 50 independent trials with the same parameter setting and the mean fitness values of the population in each generation were plotted in Fig. 9(b) . This indicates that, on this problem, RECEDA is consistently able to find good solutions more efficiently than UMDA .
2) Restricted Dependencies in a Unimodal Landscape and the MIMIC Algorithm: A significant amount of previous work in developing EDAs has focused on the degree of dependence information incorporated into the probabilistic model [30] . Unfortunately, in some experimental studies it is not possible to compare the dependency structure of the problem with the modeling ability of the algorithm. As a result, it is difficult to relate the performance of the algorithm to its dependency modeling ability. In the following, we demonstrate how the MSG generator can be used to directly align and compare the dependency structure in a test problem with the modeling in the algorithm.
A Gaussian network is a probabilistic graphical model where conditional dependences between problem variables are represented as edges connecting nodes in a graph. The network represents a conditional factorization of the full (assumed Gaussian) multivariate distribution of the problem variables. Given a Gaussian network and its parameter values (i.e., unconditional means, conditional variances and coefficients), there is a unique corresponding Gaussian function whose mean vector and covariance matrix could be found by an algorithm [37] . In order to create a landscape using a Gaussian function with certain predefined dependence structure, an appropriate Gaussian network needs firstly to be specified. For the experiments described in this section, we generated a test problem based on a Gaussian network with five variables assuming the following factorization:
This factorization corresponds to a chain-structured Gaussian network of pairwise dependencies. The order of variables is chosen arbitrarily. The conditional variances were set to [5, 1, 0.2, 0.04, 0.008] and all coefficients were set to 0.8. The mean vector was set at the origin. The Gaussian function was scaled to have a maximum fitness value of 1.0.
In these experiments, we used RECEDA, UMDA , and MIMIC , a continuous version of the mutual information maximization for input clustering (MIMIC) algorithm [30] . The model used in this algorithm is a Gaussian network where the dependencies are restricted to a chain of pairwise dependencies. The aim of this experiment is to find out whether MIMIC is able to capture and exploit the chain structure inherent in the problem. Since MIMIC has this advantage over UMDA , it would be expected to offer improved performance. On the other hand, RECEDA should also be able to capture the problem structure, although it has the capacity to find more complex models. For each algorithm, a population size of 500 was used, and each trial was run for 30 generations. Each algorithm was run for 50 independent trials. Fig. 10(a) compares the typical convergence behavior for a single run of RECEDA, MIMIC and UMDA in terms of the standard deviation parameters of their respective Gaussian models. It is clear that the convergence speeds of RECEDA and MIMIC are much faster than that of UMDA , indicating that the ability to capture dependences in MIMIC provides some benefit. The resulting chain structures discovered by the MIMIC were also examined, which confirmed that MIMIC could successfully discover the correct chain structure present in the landscape. The (average of the) mean fitness values of the population (over the 50 trials) in each generation are shown in Fig. 10(b) . Again, RECEDA and MIMIC show significant advantage over UMDA . No significant difference can be observed between MIMIC and RECEDA [the two performance curves overlap very closely in Fig. 10(b) ]. This shows that there is no need to capture additional dependence information in this situation. Note that for a comprehensive comparison, other factors would need to be considered, such as the computational requirements of each algorithm, the sensitivity of performance to algorithm parameters (in particular population size, which impacts directly on the estimation of the probabilistic model), and the complexity of implementation.
VI. CONCLUSION AND FUTURE WORK
In this paper, a randomized test problem generator has been proposed for the evaluation of continuous metaheuristic algorithms. The generator is based on a set of Gaussian functions and is parameterized by a small number of parameters. These parameters can be related to geometric properties of a problem using the metaphor of a fitness landscape or performance surface over the feasible search space. While other test problem generators exist, we believe that the MSG generator proposed here offers a novel combination of simultaneously desirable features for researchers wishing to perform experimental evaluations and comparisons of metaheuristic algorithms. Experiments have been presented to demonstrate possible uses of the landscape generator as well as providing some understanding of the nature of the results generated by its use. In addition, experiments on continuous EDAs demonstrate that the landscape generator can be used to gain new insights into the behavior of particular algorithms and to conduct comparisons of algorithms.
The most important avenue for future work is the utilization of the landscape generator in conducting thorough empirical studies of MHAs. An implementation of the landscape generator in Matlab will be provided online 4 to encourage further usage. These experiments may also help to evaluate the usefulness of the landscape generator, or to identify its limitations. One potential issue is that the amount of time required to evaluate the fitness of a point on a landscape may become significant when a very large number of Gaussian components are used in the landscape.
There are also a number of ways in which we believe the MSG generator could be extended to produce classes of landscapes with different features from those described here. An obvious possibility is to use different generating distributions for relevant landscape parameters; we have only considered uniform and Gaussian distributions. Another extension would be to introduce a degree of noise into the landscapes. One way of doing this is to add a noise term to (3) (4) where the distribution of the noise model must be specified. Finally (as mentioned in Section IV-C), we have not considered the issue of producing landscapes that are tunable in terms of the time to evaluate the objective function (property P4 in Section III-C).
We hope that the MSG generator will serve as a useful tool for the MHA research community. Clearly, however, it is only a small part of the effort required to introduce more rigorous and comprehensive experimental work in the evaluation and comparison of metaheuristic algorithms.
