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Introduction and results
Let ξ 1 , ξ 2 , . . . be i.i.d. copies of a positive random variable ξ. Define S 0 := 0, S k := ξ 1 + . . . + ξ k , k ∈ N, and N(t) := #{k ∈ N 0 : S k ≤ t} = inf{k ∈ N : S k > t}, t ≥ 0.
The stochastic process (N(t)) t≥0 is called renewal counting process associated with (S k ) k≥0 .
By (S(t)) t≥0 we denote a subordinator (i.e. an increasing Lévy process) with S(0) = 0, zero drift, no killing and a Lévy measure ν that is concentrated on R + (compound Poisson processes are not excluded). Put
The stochastic process (T (s)) s≥0 is called first-passage time process associated with (S(t)) t≥0 .
It is known that under certain assumptions (precise references will be given below) which include µ := E ξ < ∞ and m := E S(1) < ∞ that
for some random variables W j with E |W j | < ∞ for j = 1, 2 and suitable scaling functions g 1 , g 2 . The purpose of this note is to check whether there is convergence of moments in these relations, for instance,
We do not claim the results stated below are new. However, we have been unable to locate them in the literature. Theorem 1.1 is an important ingredient in our forthcoming paper on the weak convergence of shot noise processes [10] . Theorem 1.2 is essentially used in the proof of Theorem 3.3 in [6] .
Then the following assertions hold:
where W is a random variable with standard normal law.
(A2) Suppose σ 2 = ∞ and
for some ℓ slowly varying at ∞. Then
where c(x) is a positive function satisfying lim x→∞ xℓ(c(x))/c(x) 2 = 1, and W is a random variable with standard normal law.
) and some ℓ slowly varying at ∞. Then
where c(x) is a positive function such that lim x→∞ xℓ(c(x))c −α (x) = 1, and W is a random variable with characteristic function
where Γ(·) denotes Euler's gamma function.
Assertion (A1) is stated for completeness only. The result is well known and can be found, for instance, in [8, Theorem 3.8.4(i)]. The proof of assertion (A1) is included in this note, for it requires no extra work in the given framework.
Knowing already the weak convergence relation (1.1), uniform integrability of the family |N(s) − s/µ|/c(s), s ≥ 1 would suffice to conclude convergence of the first absolute moments. This approach has been used in [8] . However, the relevant results on uniform integrability presented in the cited book (such as Theorem 3.7.3 there) are not strong enough for our purposes. 
(B2) Suppose
where c(t) is a positive function such that lim x→∞ xℓ(c(x))c −2 (x) = 1, and W is a random variable with standard normal law.
for some α ∈ (1, 2) and some ℓ slowly varying at ∞. Then
where c(x) is a positive function such that lim x→∞ xℓ(c(x))c −α (x) = 1, and W is a random variable with characteristic function (1.3).
Proofs
Proof of Theorem 1.1. It is known (see, for instance, Theorem 3b in [2] ) that the following convergence in distribution takes place: Putting c(x) := σ √ x in the case (A1) we observe that c(x) is regularly varying at ∞ with index 1/α, where α = 2 in the cases (A1) and (A2). We only check this for the case (A2), the case (A3) being similar, and the case (A1) being trivial.
The function c(x) is an asymptotic inverse of
. Hence, by Proposition 1.5.15 in [3] , c(
We start with the representation
where the second equality follows from Wald's identity. We thus infer
It is a classical result that
Furthermore, according to Lemma 5.2.2 in [9] ,
for some δ > 0. This together with (2.4) ensures that
From [11] it is known that as s → ∞,
in the case (A2), const s 2−α ℓ(s) in the case (A3), provided that the law of ξ is non-lattice. Assume now that the law of ξ is lattice with span d > 0. In the case (A1), according to Theorem 9 in [5] ,
In the cases (A2) and (A3), according to Theorem 6 in [12] , E(S N (s) − s) exhibits the same asymptotics as in the non-lattice case.
Recalling that c(s) is regularly varying at ∞ with index 1/α (where α = 2 in the Cases (A1) and (A2)), we conclude that
Applying this and (2.5) to (2.3) we infer
Now we have to check that this relation implies (2.2). For any s > 0 there exists n = n(s) ∈ N 0 such that s ∈ (µn, µ(n + 1)]. Hence, by subadditivity, Proof of Theorem 1.2. In the proof of Lemma 6(a) in [4] , it is shown that conditions (1.4) entail
According to Proposition 0 in the same reference, condition (1.5) entails
Let N * (s) := #{k ∈ N 0 : S(k) ≤ s}, s ≥ 0. According to Theorem 1.1, 3) . Then, for r < α,
In particular,
Proof. We use the integral representation for the rth absolute moment (see Lemma 2 in [1])
Set A := π −1 Γ(r + 1) sin (rπ/2), B := Γ(1 − α) cos (πα/2) and C := Γ(1 − α) sin (πα/2). Using Euler's identity exp ix = cos x + i sin x in (1.3), we obtain
Re E e itW = exp (−B|t| α ) cos (−C|t| α sgn(t)).
Substituting this into formula (3.1) yields
dt . According to formula (3.945(2)) in [7] , we have
r/α cos (πr/2 − πr/α) .
To calculate I 1 we use integration by parts: The proof is complete.
