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基于多任务学习的行为识别研究 
 
 
 
摘要 
多任务学习是机器学习和数据挖掘研究领域的前沿课题。多任务学习的目标
是通过利用多个相关任务之间的内在相关性，来提高其泛化能力。在许多现实分
类问题中，多任务学习已被证明相比于传统单任务学习更有效。比如，在智能交
通上，生物信息学,web 搜索排名,疫苗设计等等。但在一些真实应用中，多任务
中存在不相关（异常）任务。与此同时，对具有高维特征的训练样本进行多任务
学习时，特征维度往往是远大于训练样本的。为了同时解决多任务学习中的异常
任务问题和特征选择问题，因此本文对多任务学习展开研究。本文的主要工作和
贡献有三个方面： 
1）我们把多任务学习的思想和属性学习的思想结合起来应用于人体行为识
别问题。采用多任务学习方法来研究目标任务和属性任务之间的联系，并且充分
利用其关系对行为识别问题进行建模，得到多任务行为识别模型。实验结果表明,
我们的方法表现出了很强的竞争力。 
2）在实际的行为识别应用中，基于迹范数正规化的多任务学习能够很好的
学习任务之间的相关性，但训练出来的模型参数是稠密的，所以模型特征不具有
较好的判别能力。为了解决这个问题，我们在模型参数训练过程中引入稀疏项，
选出原始特征空间中具有较好判别能力的特征。为了快速实现上述低秩非光滑凸
优化问题求解，我们引入自适应惩罚线性交替方向法,从而提高多任务行为识别
的性能。 
3）在绝大数的多任务行为识别方法中，它们假设所有的任务是相关的。但
许多多任务行为识别方法存在异常任务。为了解决多任务学习问题中的异常任务
问题，我们提出了基于任务相关结构的多任务行为识别。首先，我们可以通过流
形学习构图法来构建任务权重相关图，该图能够详细描述任务之间的相关系，并
且能够识别异常任务。然后，结合稀疏项作为多任务学习的约束项对多任务进行
学习。最后，针对相关的不光滑凸优化问题，我们采用 APM 求解。 
 
关键词：多任务学习；异常任务；行为识别；属性学习 
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基于多任务学习的行为识别研究 
 
 
 
Abstract 
Multi-task learning (MTL) is a hot topic in the field of machine learning and data 
mining. The goal of MTL is to improve its generalization performance by using the 
intrinsic relationships among multiple related tasks. MTL has been proven to be more 
effective than the traditional single task learning on many real-world problems. For 
example, the intelligent transportation, bioinformatics, web search rankings, vaccine 
design etc. However, in many real applications, there are some irrelevant (outlier) 
tasks among multiple related tasks. At the same time, when the training samples with 
high-dimensional features are trained by using MTL method, the number of feature 
dimension is much larger than the number of training samples. To simultaneously 
solve the problems of feature selection and outlier tasks in MTL. Therefore, MTL 
have been primarily researched in this paper. There are mainly three contributions: 
1) We combine the idea of MTL and the idea of attribute learning to human 
action recognition problem. We utilize MTL method to research the relationships 
between target tasks and attribute tasks, and take advantage of its relationships to 
model the human action recognition problems for obtaining multitask action 
recognition model. The experimental results show that the proposed method is 
competitive to other baseline method. 
2) In practical action recognition applications, MTL based on the trace norm 
regularized can well learn the intrinsic relationships among multiple related tasks, but 
trained model parameters are dense, so the feature of model does not have good  
discriminant ability. To solve the problem of feature selection in MTL, we introduce 
the sparse item in the process of training model parameters to select high 
discriminative features from the original feature space. To quickly solve the low rank 
non-smooth convex optimization problem, we introduce the adaptive penalty linear 
alternating direction method to improve the performance of multi-task action 
recognition. 
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3) In many MTL action recognition methods, they assume that all tasks are 
related while some other tasks are irrelevant (outlier). To solve the problem of outlier 
tasks in MTL, We propose a MTL action recognition method based on sparse 
structure and weight related graph. First, we can construct the weight related graph by 
using weight adjacency graph, this graph can describe the intrinsic relationships 
among multiple related tasks in detail, and has ability to identify outlier tasks. Then, 
we combine the weight related graph and sparse norm as a constraint term of MTL to 
multi-task learning. Finally, this method is a non-smooth convex optimization 
problem, we adopt APM method to solve this optimization problem.  
 
Keywords: Multi-task Learning; Outlier Task; Action Recognition; Attribute 
Learning 
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