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Counting triangles, tunable clustering and the
small-world property in random key graphs
(Extended version)
Osman Yag˘an, Member, IEEE and Armand M. Makowski, Fellow, IEEE
Abstract—Random key graphs were introduced to study various properties of the Eschenauer-Gligor key predistribution scheme for
wireless sensor networks (WSNs). Recently this class of random graphs has received much attention in contexts as diverse as
recommender systems, social network modeling, and clustering and classification analysis. This paper is devoted to analyzing various
properties of random key graphs. In particular, we establish a zero-one law for the the existence of triangles in random key graphs, and
identify the corresponding critical scaling. This zero-one law exhibits significant differences with the corresponding result in
Erdo˝s-Re´nyi (ER) graphs. We also compute the clustering coefficient of random key graphs, and compare it to that of ER graphs in the
many node regime when their expected average degrees are asymptotically equivalent. For the parameter range of practical relevance
in both wireless sensor network and social network applications, random key graphs are shown to be much more clustered than the
corresponding ER graphs. We also explore the suitability of random key graphs as small world models in the sense of Watts and
Strogatz.
Index Terms—Random key graphs; existence of triangles; clustering coefficient; wireless sensor networks; social networks.
✦
1 INTRODUCTION
Random key graphs are random graphs that belong to
the class of random intersection graphs [26]; they are also
called uniform random intersection graphs by some authors
[3], [11], [12]. They have appeared recently in application ar-
eas as diverse as epidemics in social networks [2], clustering
analysis [11], [12], collaborative filtering in recommender
systems [18], and random key predistribution for wireless
sensor networks (WSNs) [9]. In this last context, random key
graphs naturally occur in the study of a random key predis-
tribution scheme introduced by Eschenauer and Gligor [9]:
Before deployment, each sensor in a WSN is independently
assignedK distinct cryptographic keys which are selected at
random from a large pool of P keys. TheseK keys constitute
the key ring of the sensor node and are inserted into its
memory module. Two sensor nodes can then establish a
secure edge between them if they are within transmission
range of each other and if their key rings have at least one
key in common; see [9] for implementation details. If we
assume full visibility, namely that nodes are all within com-
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munication range of each other, then secure communication
between two nodes requires only that their key rings share
at least one key. The resulting notion of adjacency defines
the class of random key graphs; see Section 2 for precise
definitions.
Much efforts have recently been devoted to developing
zero-one laws for the property of connectivity in random
key graphs. A key motivation can be found in the need to
obtain conditions under which the scheme of Eschenauer
and Gligor guarantees secure connectivity with high prob-
ability in large networks [32]. An interesting feature of
this work lies in the following fact: Although random key
graphs are not stochastically equivalent to the classical
Erdo˝s-Re´nyi graphs [8], it is possible to formally transfer
well-known zero-one laws for connectivity in Erdo˝s-Re´nyi
graphs to random key graphs by asymptotically matching
their edge probabilities. This approach, which was initiated
by Eschenauer and Gligor in their original analysis [9],
has now been validated rigorously; see the papers [3], [7],
[24], [28], [33], [37] for recent developments. Rybarczyk [24]
has shown that this transfer from Erdo˝s-Re´nyi graphs also
works for a number of issues related to the giant component
and its diameter.
In view of these developments, it is natural to wonder
whether this (formal) transfer technique applies to other
graph properties. In particular, in the literature on random
graphs there is long standing interest [4], [8], [15], [16],
[23], [26] in the containment of certain (small) subgraphs,
the simplest one being the triangle. This particular case is
also of some practical relevance: The number of triangles in
a graph is closely related to its clustering coefficient, and
for random key graphs this has implications on network
resiliency under the EG scheme (e.g., see [7]) and also on its
applicability and relevance in different domains including
2social networks – more on that later.
With these in mind, in the present paper we study the
triangle containment problem in random key graphs. In
particular, we establish a zero-one law for the existence of
triangles and identify the corresponding critical scaling. By
the help of this result (and its proof), we conclude that in
the many node regime, the expected number of triangles
in random key graphs is always at least as large as the
corresponding quantity in asymptotically matched Erdo˝s-
Re´nyi graphs. For the parameter range of practical relevance
in WSNs, we show that this expected number of triangles
can be orders of magnitude larger in random key graphs
than in Erdo˝s-Re´nyi graphs, confirming the observations
made earlier via simulations by Di Pietro et al. [7].
These results show that transferring results from Erdo˝s-
Re´nyi graphs to random key graphs by matching their edge
probabilities is not a valid approach in general, and can
be quite misleading in the context of WSNs. In particu-
lar, our results indicate that the asymptotic equivalence of
random key graphs and Erdo˝s-Re´nyi graphs (in the sense
discussed in [26]) is possible only when the size of key
rings is comparable to the network size, a case not very
realistic in WSNs due to the severe constraints imposed
on the memory and computational capabilities of sensors.
This points to the inadequacy of Erdo˝s-Re´nyi graphs to
capture some key properties of the EG scheme in realistic
WSN implementations, and reinforces the call for a direct
investigation of random key graphs.
The number (and fraction) of triangles in a network is
closely related to its clustering coefficient, a metric known
to have a significant impact on the dynamics of many
interesting processes that take place on the network; e.g., the
diffusion of information and epidemic diseases [10], [20],
[21], [38], [34], the propagation of influence [13], [39], and
cascading failures [14]. With this in mind, we also study the
clustering coefficient of random key graphs and compare
it with that of an Erdo˝s-Re´nyi graph. We observe that the
clustering coefficient of a random key graph is never smaller
than the clustering coefficient of the corresponding Erdo˝s-
Re´nyi graph with identical expected average degree. For
the parameter range that is relevant for large scale social
networks (as well as WSNs), we show that random key
graphs are in fact much more clustered than Erdo˝s-Re´nyi
graphs when expected average degrees are asymptotically
equivalent. Recalling the fact that random key graphs also
have a small diameter [24], [31], we then conclude that
random key graphs are small-worlds in the sense introduced
by Watts and Strogatz [27]. This reinforces the possibility of
using random key graphs in a wide range of applications
including social network modeling.
In line with results currently available for other classes of
graphs, e.g., Erdo˝s-Re´nyi graphs [15, Chap. 3] and random
geometric graphs [23, Chap. 3], it would be interesting
to consider the containment problem for small subgraphs
other than triangles in the context of random key graphs. To
the best of our knowledge, this issue has not been consid-
ered in the literature. Future work may also consider other
properties of random key graphs that might be relevant
in various applications; e.g., Hamiltonicity, spectral radius,
percolation, etc.
The paper is organized as follows: We formally introduce
the class of random key graphs in Section 2, with various
definitions for the clustering coefficient presented in Section
2.2. In Section 2.3 we evaluate the first and second moments
of the number of triangles in random key graphs. Our main
results are presented in Section 3: A zero-one law concern-
ing the containment of triangles in random key graphs is
discussed in Section 3.2 while its clustering coefficient is
computed in Section 3.3. Relevant definitions and facts con-
cerning Erdo˝s-Re´nyi graphs are given in Section 4. Section
5 and Section 6 are devoted to comparing random key
graphs and Erdo˝s-Re´nyi graphs in terms of their number
of triangles and clustering coefficients, respectively. Section
7 and Section 8 discuss the implications of our results on
utilizing random key graph in the context of WSN and social
network applications, respectively. The proofs of the main
results of the paper are available in Section 10, while some
technical results are established in Section 9.
A word on the notation and conventions in use: Un-
less specified otherwise, all limiting statements, including
asymptotic equivalences, are understood with n going to
infinity. The random variables (rvs) under consideration
are all defined on the same probability triple (Ω,F ,P);
its construction is standard and omitted in the interest
of brevity. Probabilistic statements are made with respect
to this probability measure P, and we denote the corre-
sponding expectation operator by E. We denote almost sure
convergence (under P) by a.s. The indicator function of an
event E is denoted by 1 [E]. For any discrete set S we write
|S| for its cardinality. We denote almost sure convergence by
a.s.
2 MODEL AND DEFINITIONS
2.1 Random key graphs
Pick positive integers K and P such that K ≤ P , and fix
n = 3, 4, . . .. We shall group the integers P and K into the
ordered pair θ ≡ (K,P ) in order to lighten the notation.
The model of interest here is parametrized by the num-
ber n of nodes, the size P of the key pool and the size
K of each key ring. For each node i = 1, . . . , n, let Ki(θ)
denote the random set of K distinct keys assigned to node
i. Thus, under the convention that the P keys are labeled
1, . . . , P , the random set Ki(θ) is a subset of {1, . . . , P}
with |Ki(θ)| = K . The rvs K1(θ), . . . ,Kn(θ) are assumed
to be i.i.d., each of which is uniformly distributed with
P [Ki(θ) = S] =
(
P
K
)−1
, i = 1, . . . , n (1)
for any subset S of {1, . . . , P} with |S| = K . This corre-
sponds to selecting keys randomly and without replacement
from the key pool.
Distinct nodes i, j = 1, . . . , n are said to be adjacent if
they share at least one key in their key rings, namely
Ki(θ) ∩Kj(θ) 6= ∅, (2)
in which case an undirected edge is assigned between nodes
i and j. The adjacency constraints (2) define an undirected
random graph on the vertex set {1, . . . , n}, hereafter de-
noted K(n; θ). We refer to this random graph as the random
key graph.
3It is easy to check that
P [Ki(θ) ∩Kj(θ) = ∅] = q(θ) (3)
with
q(θ) =

0 if P < 2K
(P−KK )
(PK)
if 2K ≤ P .
(4)
The probability p(θ) of edge occurrence between any two
nodes is therefore given by
p(θ) = 1− q(θ). (5)
If P < 2K there exists an edge between any pair of nodes,
and K(n; θ) coincides with the complete graph on the vertex
set {1, . . . , n}. While it is always the case that 0 ≤ q(θ) < 1,
it is plain from (4) that q(θ) > 0 if and only if 2K ≤ P .
The expression (4) is a consequence of the general fact
P [S ∩Ki(θ) = ∅] =
(P−|S|
K
)(P
K
) , i = 1, . . . , n (6)
valid for any subset S of {1, . . . , P} with |S| ≤ P −K .
We close by introducing the events
Eij(θ) = [Ki(θ) ∩Kj(θ) 6= ∅] , i, j = 1, . . . , n
whose indicator functions
ξij(θ) = 1 [Ki(θ) ∩Kj(θ) 6= ∅] , i, j = 1, . . . , n
are the edge rvs defining the random key graph K(n; θ). For
each i = 1, . . . , n, it is a simple matter to check with the
help of (6) that the events {Eij(θ), j 6= i, j = 1, . . . , n}
are mutually independent, or equivalently, that the rvs
{ξij(θ), j 6= i, j = 1, . . . , n} form a collection of i.i.d. rvs.
2.2 Clustering coefficient
Many networks encountered in practice exhibit high clus-
tering (or transitivity) in that the neighbors of a node are
likely to be neighbors to each other [25] – Your friends are
likely to be friends! Clustering properties are known to have
a significant impact on the dynamics of many interesting
processes that take place on a network, e.g., the diffusion of
information and epidemic diseases [10], [20], [21], [38], the
propagation of influence [13], [39], and cascading failures
[14]. With this in mind we shall investigate clustering in
random key graphs under various parameter regimes.
A formal definition of clustering is given next. Consider
an undirected graph G with no self-loops on the vertex set
V . For each i in V , let Ti(G) denote the number of distinct
triangles in G that contain vertex i. The local clustering
coefficient of node i is given by
Ci(G) =

Ti(G)
1
2di(di−1)
if di ≥ 2
0 otherwise
(7)
where di is the degree of node i in G.
There are, however, several possible definitions for a
graph-wide notion of clustering [22]: Inspired by (7), it is
natural to consider the average of the local clustering coeffi-
cient CAvg(G) over the graph G, i.e.,
CAvg(G) =
1
|V ′|
∑
i∈V ′
Ci(G) (8)
where V ′ = {i ∈ V : di ≥ 2}. This last quantity, while
natural, is often replaced by the global clustering coefficient
defined as the “fraction of transitive triples” over the whole
graph G, namely,
C⋆(G) =
∑
i∈V Ti(G)
1
2
∑
i∈V di(di − 1)
(9)
provided
∑
i∈V di(di − 1) > 0. It is convenient to set
C⋆(G) = 0 otherwise.
In the context of random graphs, related (but simpler)
definitions are possible when the edge assignment rvs are
exchangeable (as is the case for the random graphs of interest
here). Recall that an undirected random graph G defined
over the set of nodes {1, . . . , n} is characterized by the
{0, 1}-valued edge rvs {ξij , i, j = 1, . . . , n} with the in-
terpretation that ξij = 1 (resp. ξij = 0) if there is an edge
(resp. no edge) between nodes i and j. As we consider
graphs which are undirected with no self-loops, we impose
the conditions
ξij = ξji and ξii = 0, i, j = 1, . . . , n.
A case of great interest arises when the rvs {ξij , 1 ≤
i < j ≤ n} form a family of exchangeable rvs [1]. In
that setting, a popular approach (e.g., see [6]) is to define
the clustering coefficient of the random graph G as the
conditional probability
C(G) = P [E12 | E13 ∩ E23] (10)
where we have used the notation
Eij = [ξij = 1] , i, j = 1, . . . , n.
For the random graphs considered here, we show that the
quantity (10) provides a good approximation to the global
clustering coefficient defined at (9), when n is large; see
Theorem 3.7 and Theorem 4.1. It is for this reason that we
use the simpler definition (10) for studying clustering in the
remainder of this paper.
2.3 Counting triangles
Pick positive integers K and P such that K ≤ P , and fix
n = 3, 4, . . . For distinct i, j, k = 1, . . . , n, we define the
indicator function
χijk(θ) = 1
[
Nodes i, j and k form
a triangle in K(n; θ)
]
. (11)
The number of distinct triangles in K(n; θ) is then simply
given by
Tn(θ) =
∑n
1≤i<j<k≤n
χijk(θ). (12)
Of particular interest is the event that there exists at least
one triangle in K(n; θ), namely [Tn(θ) > 0] = [Tn(θ) = 0]
c.
One of our main results is a zero-one law for the exis-
tence of triangles in random key graphs. These results will
be established by the method of first and second moments
4applied to the count variables (12), e.g., see [4, p. 2], [15, p.
55]. They are stated in terms of the quantity
τ(θ) =
K3
P 2
+
(
K2
P
)3
,
θ = (K,P )
K,P = 1, 2, . . .
(13)
As we shall see soon in Proposition 3.2, this quantity
gives the asymptotic probability of a triangle in random key
graphs, when the parameters K and P are suitably scaled.
Key to much of the discussion carried out in this pa-
per are the first two moments of the count variables (12).
The first moment, computed next, will be conveniently
expressed with the help of the quantity β(θ) given by
β(θ) = (1− q(θ))3 + q(θ)3 − q(θ)r(θ) (14)
with r(θ) defined by
r(θ) =

0 if P < 3K
(P−2KK )
(PK)
if 3K ≤ P .
(15)
Note that r(θ) corresponds to the probability (6) when |S| =
2K .
Proposition 2.1. Fix n = 3, 4, . . .. For positive integersK and
P such thatK ≤ P , we have
E [χ123(θ)] = β(θ) (16)
with β(θ) defined at (14), so that
E [Tn(θ)] =
(
n
3
)
β(θ). (17)
A proof of Proposition 2.1 is given in Section 9.1. We see
from (16) that the quantity β(θ) gives the probability that
three distinct vertices form a triangle in K(n; θ). For future
reference, we note that
r(θ) ≤ q(θ)2 (18)
by direct inspection, whence
β(θ) ≥ (1− q(θ))3 > 0. (19)
The second moment of the count variables (12) is com-
puted next; it will play a crucial role in the proofs of both
Theorem 3.4 and Theorem 3.7 that are forthcoming.
Proposition 2.2. For positive integers K and P such that
K ≤ P , we have
E
[
Tn(θ)
2
]
= E [Tn(θ)] +
((n−3
3
)(n
3
) +3(n−32 )(n
3
) ) (E [Tn(θ)])2
+ 3(n− 3)
(
n
3
)
· E [χ123(θ)χ124(θ)] (20)
for all n = 3, 4, . . .
The proof of Proposition 2.2 is available in Section 9.2.
3 MAIN RESULTS
For simplicity of exposition we refer to any pair of functions
P,K : N0 → N0 as a scaling (for random key graphs)
provided the natural condition Kn ≤ Pn holds for all
n = 3, 4, . . ..
3.1 Two asymptotic equivalences
The two asymptotic equivalence results (under such scal-
ings) presented next will prove useful in a number of places.
They provide easy asymptotic expressions for the edge
probability and for the probability of a triangle, respectively,
in large random key graphs. The first one, already obtained
in [33], is given here for easy reference.
Lemma 3.1. For any scaling P,K : N0 → N0, we have
lim
n→∞
q(θn) = 1 if and only if lim
n→∞
K2n
Pn
= 0, (21)
and under either condition at (21), the asymptotic equiv-
alence
1− q(θn) ∼
K2n
Pn
(22)
holds.
The next result shows that under certain conditions the
quantity (13) behaves asymptotically like (14) (which gives
the probability that three nodes form a triangle in random
key graphs).
Proposition 3.2. For any scaling P,K : N0 → N0 satisfying
(21), we have the asymptotic equivalence
β(θn) ∼ τ(θn). (23)
A proof of Proposition 3.2 is given in Section 9.3. In words,
this result shows that under (21) the probability of three
vertices forming a triangle in random key graphs is asymp-
totically equivalent to
τ(θn) =
K3n
P 2n
+
(
K2n
Pn
)3
.
3.2 Zero-one laws for the existence of triangles
The zero-law, which is given first, is established in Section
10.1.
Theorem 3.3. For any scaling P,K : N0 → N0, the zero-law
lim
n→∞
P [Tn(θn) > 0] = 0
holds under the condition
lim
n→∞
n3τ(θn) = 0. (24)
The one-law given next assumes a more involved form;
its proof is given in Section 10.2.
Theorem 3.4. For any scaling P,K : N0 → N0 for which the
limit limn→∞ q(θn) = q
⋆ exists, the one-law
lim
n→∞
P [Tn(θn) > 0] = 1
holds if either 0 ≤ q⋆ < 1, or if q⋆ = 1 and the additional
condition
lim
n→∞
n3τ(θn) =∞ (25)
holds.
To facilitate an upcoming comparison with analogous
results in ER graphs, we combine Theorem 3.3 and Theorem
3.4 into a single symmetric statement.
5Theorem 3.5. For any scaling P,K : N0 → N0 for which
limn→∞ q(θn) exists, we have
lim
n→∞
P [Tn(θn) > 0] =

0 if limn→∞ n
3τ(θn) = 0
1 if limn→∞ n
3τ(θn) =∞.
By Lemma 3.1 the condition limn→∞ n
3τ(θn) = 0
implies limn→∞ q(θn) = 1, hence he limit limn→∞ q(θn)
necessarily exists with q⋆ = 1.
3.3 Clustering in random key graphs
In accordance with definition (10), the clustering coefficient
of the random key graph K(n; θ) is defined by
CK(θ) = P [E12(θ) | E13(θ) ∩ E23(θ)] . (26)
A closed form expression for this quantity is given next.
Proposition 3.6. For positive integersK,P such thatK ≤ P ,
we have
CK(θ) =
β(θ)
(1 − q(θ))2
(27)
with β(θ) given by (14).
Proof. The definitions of CK(θ) and χ123(θ) yield
CK(θ) =
P [E12(θ) ∩ E13(θ) ∩ E23(θ)]
P [E13(θ) ∩ E23(θ)]
=
E [χ123(θ)]
(1− q(θ))2
(28)
since the events E13(θ) and E23(θ) are independent, with
P [E13(θ) ∩E23(θ)]
= P [K1(θ) ∩K3(θ) 6= ∅,K2(θ) ∩K3(θ) 6= ∅]
= (1− q(θ))2 (29)
by virtue of (6) (and comments following it). The conclusion
(27) is immediate upon substituting (16) into (28).
For random key graphs there is strong consistency be-
tween the definitions (9) and (26) of clustering coefficient.
Theorem 3.7. For positive integers K,P such that K ≤ P ,
we have
lim
n→∞
C⋆(K(n; θ)) = CK(θ) a.s. (30)
A proof of Theorem 3.7 is given in Section 10.3. To
the best of our knowledge, Theorem 3.7 is the first rigor-
ous result in the literature that shows that the conditional
probability definition (10) of clustering coefficient converges
asymptotically almost surely to the empirical clustering
coefficient measure of (9). For instance, Deijfen and Kets
indicated [6], for another class of random graphs, that the
two definitions should be closely related, but that a rigorous
proof would need significant additional work.
Simulation results given in Table I illustrate the conver-
gence (30) for several realistic parameter values. The numer-
ical values of CK(θ) are obtained directly from the expres-
sions (26). The quantity Ĉ⋆n(θ) stands for the clustering coef-
ficient of K(n; θ), calculated through (9) and averaged over
1000 realizations; the number of nodes is set to n = 1000
in all simulations. The data support the validity of (30), and
confirm the claim that for large networks the quantity (9)
captures essentially the same structural information as (26).
K P 1− q(θ) CK(θ) Ĉ
⋆
n(θ)
4 103 0.0159 0.2590 0.2587
8 5× 103 0.0127 0.1348 0.1349
16 2× 104 0.0127 0.0737 0.0736
20 4× 104 0.0100 0.0590 0.0590
24 105 0.0057 0.0469 0.0468
32 105 0.0102 0.0408 0.0408
40 5× 105 0.0032 0.0280 0.0280
64 106 0.0041 0.0196 0.0196
TABLE 1
Clustering coefficients with fixed θ for random key graphs
4 FACTS CONCERNING ERDO˝S-RE´NYI GRAPHS
A little later in this paper, we shall compare random key
graphs to related Erdo˝s-Re´nyi (ER) graphs [8], but first some
notation: For each n = 2, 3, . . . and each p in [0, 1], let
G(n; p) denote the ER graph on the vertex set {1, . . . , n}
with edge probability p. The ER graph G(n; p) is char-
acterized by the fact that the n(n−1)2 possible undirected
edges between the n nodes are independently assigned with
probability p. Thus, if in analogy with earlier notation, with
distinct i, j = 1, . . . , n, we denote by Eij(p) the event that
there is an (undirected) edge between nodes i and j in
G(n; p), then the events {Eij(p), 1 ≤ i < j ≤ n} are
mutually independent, each of probability p. For ease of
exposition it will always be understood thatEij(p) = Eji(p)
for distinct i, j = 1, . . . , n.
Random key graphs are not stochastically equivalent to
ER graphs even when their edge probabilities are matched
exactly: As graph-valued rvs, the random graphs G(n; p)
andK(n; θ) have different distributions even under the exact
matching condition
p = 1− q(θ) = p(θ). (31)
See [29] for a discussion of (dis)similarities. Under (31) the
random graphs G(n; p) and K(n; θ) are said to be exactly
matched.
In analogy with (12) let Tn(p) denote the number of dis-
tinct triangles in G(n; p). Under the enforced independence,
we note that
E [Tn(p)] =
(
n
3
)
τ⋆(p), n = 3, 4, . . . (32)
with
τ⋆(p) = p3, 0 ≤ p ≤ 1.
The edge assignment rvs being exchangeable in ER
graphs, we can again define the clustering coefficient in
G(n; p) according to (10) by setting
CER(p) = P [E12(p) | E13(p) ∩ E23(p)] . (33)
By mutual independence of the edge rvs it follows that
CER(p) =
P [E12(p) ∩ E13(p) ∩E23(p)]
P [E13(p) ∩ E23(p)]
= p. (34)
Here as well, strong consistency holds between the two
notions of clustering (9) and (26).
Theorem 4.1. For every p in (0, 1), we have
lim
n→∞
C⋆(G(n; p)) = CER(p) a.s. (35)
6K P CK(θ) Ĉ
⋆
n(θ) CER(p) Ĉ
⋆
n(p)
4 103 0.2590 0.2587 0.0159 0.0159
8 5× 103 0.1348 0.1349 0.0127 0.0128
16 2× 104 0.0737 0.0736 0.0127 0.0128
20 4× 104 0.0590 0.0590 0.0100 0.0100
24 105 0.0469 0.0468 0.0057 0.0057
32 105 0.0408 0.0408 0.0102 0.0102
40 5× 105 0.0280 0.0280 0.0032 0.0031
64 106 0.0196 0.0196 0.0041 0.0041
TABLE 2
Clustering coefficients with fixed θ and p = 1− q(θ) computed via (4)
This result can be established by arguments similar to the
ones provided in the proof of Proposition 3.7; see Appendix
A for details. Table II expands on Table I given earlier in
that we now compare the clustering coefficients of exactly
matched random key graphs and ER graphs for the pa-
rameter values used in Table I. The quantities for random
key graphs are as before. The numerical values of CER(p)
are obtained directly from the expressions (33). Here Ĉ⋆n(p)
stands for the clustering coefficient of G(n; p). It is calcu-
lated through (9) and averaged over 1000 realizations. The
number of nodes is still set to n = 1000 in all simulations.
Again the data support the claim that for large networks the
definition (9) captures essentially the same information as
the quantity (33).
Any mapping p : N0 → [0, 1] will be called a scaling for
ER graphs. In order to meaningfully compare the asymp-
totic regime of random key graphs with that of ER graphs
under their respective scalings, we shall say that the scaling
p : N0 → [0, 1] (for ER graphs) is asymptotically matched to
the scaling P,K : N0 → N0 (for random key graphs) if
pn ∼ p(θn) = 1− q(θn). (36)
Sometimes, when (36) holds, we shall also say that the
random graphs G(n; pn) and K(n; θn) are asymptotically
matched. Under condition (21), by Lemma 3.1 the asymp-
totic matching condition (36) amounts to
pn ∼
K2n
Pn
. (37)
Condition (31) (resp. (36)) is equivalent to requiring that
the expected degrees in K(n; θ) and G(n; p) (resp. K(n; θn)
and G(n; pn)) coincide (resp. are asymptotically equivalent).
5 COMPARING THE NUMBER OF TRIANGLES IN
RANDOM KEY GRAPHS AND ER GRAPHS
Fix p in (0, 1], and positive integers K and P such that K ≤
P . From (17) and (32) it is plain that
E [Tn(θ)]
E [Tn(p)]
=
β(θ)
τ⋆(p)
, n = 3, 4, . . . (38)
Under the exactmatching condition (31), with p(θ) given
by (5), this last expression yields
E [Tn(θ)]
E [Tn(p(θ))]
=
β(θ)
τ⋆(p(θ))
= 1 +
q(θ)2 − r(θ)
(1− q(θ))3
· q(θ)
for each n = 3, 4, . . ., whence
E [Tn(p(θ))] ≤ E [Tn(θ)] , n = 3, 4, . . .
by virtue of (18). Consequently, the expected number of
triangles in a random key graph is always at least as large as
the corresponding quantity in an ER graph exactly matched
to it. This was already suggested by Di Pietro et al. [7] with
the help of limited simulations.
An analogous result is available when the scalings are
only asymptotically matched.
Corollary 5.1. Consider a scalingK,P : N0 → N0 satisfying
(21), and a scaling p : N0 → [0, 1]. Under the asymptotic
matching condition (36), we have the equivalence
E [Tn(θn)]
E [Tn(pn)]
∼ 1 +
Pn
K3n
. (39)
In other words, for large n the expected number of
triangles in random key graphs is always at least as large as
the corresponding quantity in asymptotically matched ER
graphs – In fact, if the ratio Pn/K
3
n is large, the number
of triangles in random key graphs can be several orders
of magnitude larger than that of ER graphs. In Sections 7
and 8 this issue is explored in the context of wireless sensor
networks and social networks, respectively.
Proof. Replacing θ by θn and p by pn according to the given
scalings in the expression (38), we get
E [Tn(θn)]
E [Tn(pn)]
=
β(θn)
τ⋆(pn)
, n = 3, 4, . . .
Under (21), Proposition 3.2 yields
E [Tn(θn)]
E [Tn(pn)]
∼
τ(θn)
τ⋆(pn)
(40)
with
τ(θn)
τ⋆(pn)
=
1
p3n
·
(
K3n
P 2n
)
+
1
p3n
·
(
K2n
Pn
)3
, n = 3, 4, . . .
With the help of (37), we conclude
τ(θn)
τ⋆(pn)
∼ 1 +
Pn
K3n
(41)
and the equivalence (39) follows from (40).
From (41) it follows that under the asymptotic matching
condition (36) (together with (21)), triangles will start ap-
pearing earlier in the evolution of a random key graph as
compared to an ER graph (asymptotically) matched to it. It
should also be clear from (41) that the larger the quantity
Pn/K
3
n, the more pronounced will such difference be.
We close this section by comparing Theorem 3.5 with
its analog for ER graphs. Fix n = 3, 4, . . . and p in [0, 1].
Consider the event that there exists at least one triangle in
G(n; p), i.e., [Tn(p) > 0]. The following zero-one law for
triangle containment in ER graphs is well known [4, Chap.
4], [15, Thm. 3.4, p. 56].
Theorem 5.2. For any scaling p : N0 → [0, 1], we have
lim
n→∞
P [Tn(pn) > 0] =

0 if limn→∞ n
3τ⋆(pn) = 0
1 if limn→∞ n
3τ⋆(pn) =∞.
7This result, which is also established by the method
of first and second moments, is easily understood once
we recall (32). As we compare Theorem 3.5 with Theorem
5.2, we note a direct analogy since the terms τ(θn) and
τ⋆(pn) correspond to the (asymptotic) probability that three
arbitrary nodes form a triangle in random key graphs and
ER graphs, respectively.
6 COMPARING THE CLUSTERING COEFFICIENTS
OF RANDOM KEY GRAPHS AND ER GRAPHS
Fix p in (0, 1], and positive integers K and P such that K ≤
P . Combining (27) and (34) we get
CK(θ)
CER(p)
=
β(θ)
p(1− q(θ))2
. (42)
Under the exact matching condition (31) we find
CK(θ)
CER(p(θ))
=
β(θ)
(1− q(θ)))3
= 1 +
q(θ)2 − r(θ)
(1− q(θ))3
· q(θ) (43)
as we recall (5). Thus,
CER(p(θ)) ≤ CK(θ) (44)
by virtue of (18) – The clustering coefficient of a random
key graph is at least as large as that of the ER graph exactly
matched to it.
Several conclusions can be extracted from these expres-
sions: Equality in (44) holds only when P < 2K , i.e., from
(4) we get
CK(θ)
CER(p(θ))
= 1 if K ≤ P < 2K
since then q(θ) = r(θ) = 0. If 2K ≤ P < 3K , then 0 <
q(θ) < 1 but r(θ) = 0, whence
CK(θ)
CER(p(θ))
= 1 +
(
q(θ)
1− q(θ)
)3
> 1.
Understanding the case 3K ≤ P is more challenging due
to a lack of simple expressions. Therefore, before dealing
with the case of an arbitrary positive integer K , we first
consider a couple of special cases as a way to explore the
relative ranges possibly exhibited by the clustering coeffi-
cients. For K = 1 it is a simple matter to check from (43)
that
CK(1, P )
CER(p(θ))
= P (45)
for each P = 2, 3, . . .. For K = 2 uninteresting calculations
show that
CK(2, P )
CER(p(θ))
=
P
2
·
2P 3 − 4P 2 − P + 3
(2P − 3)3
for each P = 6, 7, . . ., whence
P
8
<
CK(2, P )
CER(p(θ))
< P (46)
on that range. This upper bound is seen to hold by noting
that 4(2P 3 − 4P 2 − P + 3) = (2P − 3)3 + (P − 1)(20P −
38) + 1 > (2P − 3)3 for all P = 2, 3, . . .. The lower bound
follows from the easily checked fact that 2P 3−4P 2−P+3 <
2(2P − 3)3 for all P = 2, 3, . . ..
The cases K = 1 and K = 2 may not be interesting
from the perspective of envisioned modeling applications of
random key graphs. However, the discussion already shows
that the parameters of the corresponding random key graph
can be selected (e.g., by taking P very large in these two
cases) so that it has a much larger clustering coefficient than
the ER graph exactly matched to it. Additional limited nu-
merical evidence along these lines is also available in Table
II discussed earlier. In fact, for any given K we see that the
linear behavior found in (45) and (46) holds asymptotically
for large P .
Corollary 6.1. For each positive integerK , it holds that
CK(θ)
CER(p(θ))
∼ 1 +
P
K3
(P →∞). (47)
Thus, exactly matched random key graphs and ER
graphs will have vastly different clustering coefficients
when P is large. This will be especially so for WSNs where
the size of the key pool P in the Eschenauer-Gligor scheme
is expected to be in the range 217 − 220 (with K much
smaller) [9].
Proof. Fix positive integersK and P such that 2K ≤ P . We
can rewrite (43) as
CK(θ)
CER(p(θ))
= 1 +
(
q(θ)
1− q(θ)
)3
·
(
1−
r(θ)
q(θ)2
)
. (48)
With K fixed and P getting large, we see from Lemma
3.1 that 1− q(θ) ∼ K
2
P and q(θ) ∼ 1 (P →∞), so that(
q(θ)
1− q(θ)
)3
∼
(
P
K2
)3
(P →∞).
The arguments given in the proof of Proposition 3.2 to
establish (69) can also be used to establish
1−
r(θ)
q(θ)2
∼
K3
P 2
(P →∞). (49)
Collecting we conclude to the validity of (47).
Next we compare the clustering coefficients of asymp-
totically matched random key graphs and ER graphs when
the parameters θ and p are scaled with n.
Corollary 6.2. Consider a scalingK,P : N0 → N0 satisfying
(21) and a scaling p : N0 → [0, 1]. Under the asymptotic
matching condition (36), we have the equivalence
CK(θn)
CER(pn)
∼ 1 +
Pn
K3n
. (50)
Proof. As we replace θ by θn and p by pn according to these
scalings in the expression (42), we get
CK(θn)
CER(pn)
=
β(θn)
pn(1− q(θn))2
, n = 3, 4, . . . (51)
Note that
CK(θn)
CER(pn)
∼
β(θn)
(1− q(θn))3
∼
τ(θn)
(1− q(θn))3
. (52)
8The first equivalence is a consequence of (36) while the
second equivalence follows by Proposition 3.2 under (21).
With (37) being still valid here, we easily conclude (50) by
the same arguments as the ones used to obtain (39).
Under (21) and (36), we conclude that
lim
n→∞
CK(θn)
CER(pn)
= 1 if lim
n→∞
K3n
Pn
=∞, (53)
and
lim
n→∞
CK(θn)
CER(pn)
=∞ if lim
n→∞
K3n
Pn
= 0. (54)
Thus, asymptotically matched random key graphs and ER
graphs can in principle have vastly different clustering coef-
ficients. We explore this possibility in the next two sections
where the implications of the main results are discussed
in the context of wireless sensor networks and of social
networks based on common interest relationships.
7 WIRELESS SENSOR NETWORKS
Random key graphs were originally introduced to model
the random key pre-distribution scheme proposed by Es-
chenauer and Gligor [9] in the context of WSNs. When
the WSN comprises n nodes, it is natural to select the
parametersKn and Pn in order for the induced random key
graph to be connected. However, there is a tradeoff between
connectivity and security [7], requiring that
K2n
Pn
be kept as
close as possible to the critical scaling lognn for connectivity
(but above it); see the papers [3], [7], [24], [28], [33]. The
desired regime near the boundary can be achieved by taking
K2n
Pn
∼ c ·
logn
n
(55)
with c > 1 but close to one.
Now, consider the situationwhere the random key graph
K(n; θn) is matched asymptotically to the ER random graph
G(n; pn) under the asymptotic matching condition (36). It
follows from (39) that
E [Tn(θn)]
E [Tn(pn)]
∼ 1 if and only if
Pn
K3n
= o(1) (56)
under the condition (21). This last condition obviously oc-
curs when (55) holds, in which case the condition at (56)
amounts to taking
1
Kn
= o(1)
(
c ·
logn
n
)
.
Thus, under the connectivity condition (55) it holds that
E [Tn(θn)]
E [Tn(pn)]
∼ 1 if and only if lim
n→∞
Kn
n/ logn
=∞. (57)
The expected number of triangles in random key graphs
is then of the same order as the corresponding quantity
in asymptotically matched ER graphs with E [Tn(θn)] ∼
E [Tn(pn)] ∼
c3
6 (logn)
3
– This is a direct consequence of
(32), (37) and (55). This conclusion holds regardless of the
value of c in (55).
However, given the limited memory and computational
power of the sensor nodes, key ring sizes satisfying (57) are
not practical since requiring Kn ≫
n
log n . Furthermore, they
will also result in high node degrees, and this in turn will
decrease network resiliency against node capture attacks. It
was proposed by Di Pietro et al. [7, Thm. 5.3] that resiliency
in large WSNs against node capture attacks can be ensured
by selecting Kn and Pn such that
Kn
Pn
∼ 1n . Under (55) this
additional requirement then leads to Kn ∼ c · logn, whence
Pn ∼ c · n logn, and (39) now implies
lim
n→∞
E [Tn(θn)]
E [Tn(pn)]
= lim
n→∞
(
1 +
n
(c · log n)2
)
=∞. (58)
Therefore, for such realistic WSN implementations the ex-
pected number of triangles in the induced random key
graphs will be orders of magnitude larger than in ER graphs.
Concerning the clustering coefficients, we see that under
the condition (55), (53) can hold only if the key ring size
K is much larger than n/ logn. As already discussed, this
condition can not be satisfied in a practical WSN scenario
due to storage limitations at the sensor nodes and security
constraints. In fact, we see from (39) and (58) that, in a
realistic WSN, the condition (54) is always in effect and
the clustering coefficient of the random key graph is much
larger than that of the asymptotically matched ER graph.
8 SOCIAL NETWORKS – CAN RANDOM KEY
GRAPHS BE SMALL WORLDS?
With an obvious change in terminology, random key graphs
can be used to model certain types of social networks, e.g.,
see [2], [37]: Instead of viewing {1, . . . , P} as a collection
of cryptographic keys randomly assigned to the nodes of
a WSN according to the Eschenauer-Gligor scheme, we
can think of it as a list of “interests,” e.g., hobbies, books,
movies, sports, etc., which are pursued by the members
of a social group. In that reformulation, the i.i.d. random
sets K1(θ), . . . ,Kn(θ) appearing in the definition of the
random key graph K(n; θ) can now be interpreted as the
interests assigned to the individual members of that group.1
The random key graph K(n; θ) then naturally describes a
common-interest relationship between community members
since two individuals are now adjacent inK(n; θ)when they
have at least one interest in common.
In parallel to the discussion given in Section 7 for WSNs,
we explore the parameter ranges likely to appear in practice
for random key graphs modeling social networks. We do
so with an eye towards understanding the behavior of the
expression appearing at (39).
We begin with the observation that most real-world
social networks are known to be sparse in the sense that
the expected number of edges per node appears to remain
(nearly) constant as the size of the network increases. In
the case of random key graphs, the expected degree of a
node is given by (n− 1)(1− q(θn)) and sparsity amounts to
1− q(θn) ∼
c
n for some c > 0, or equivalently, to
K2n
Pn
∼
c
n
(59)
1. Here we assume that each individual has exactly K interests
drawn from the list {1, . . . , P}. More realistic models can be obtained
through more complex randomization mechanisms as in the work of
Godehardt et al. on general random intersection graphs [11], [12] and
as in the work of Yag˘an on inhomogeneous random key graphs [35].
9by virtue of Lemma 3.1, whence
Pn
K3n
∼
n
cKn
. (60)
In view of Corollary 5.1 and Corollary 6.2, in the sparse
regime, random key graphs will have many more triangles
and will be much more clustered (by orders of magnitude)
than the asymptotically matched ER graphs unless
lim sup
n→∞
n
Kn
<∞. (61)
This condition is equivalent to
Kn = Ω(n), (62)
and is even more stringent than the corresponding condition
(57) derived for WSN applications. More importantly, under
the condition (59) we have Pn ∼ c−1nK2n, requiring
Pn = Ω(n
3)
if (62) is also enforced. Thus, under (59) and (62) generating
the random key graph will require each of the n nodes to
choose Kn = Ω(n) objects from a universe of size Pn =
Ω(n3). The computational complexity of this task quickly
becomes prohibitively high as the number of individuals in
the social network becomes large. Yet, we would expect the
realistic values for the number Kn of interests of a single
individual to be much smaller than the network size n, in
sharp contrast with (62). In other words, the condition (62) is
naturally eliminated in realistic applications of random key
graphs to such social networks – The resulting random key
graphs will naturally have very high clustering and contain
very large number of triangles when used for social network
modeling.
Since random key graphs can be highly clustered, a
natural question arises as to their suitability for modeling
the small world effect. This notion is linked to a well-known
series of experiments conducted by Milgram [19] in the
late sixties. The results, commonly known as six degrees of
separation, suggest that the social network of people in the
United States is small in the sense that path lengths between
pairs of individuals are short. As a way to captureMilgram’s
experiments, Watts and Strogatz [27] introduced small world
network models that are highly clustered and yet have a
small average path length. More precisely, a random graph
is considered to be a small world if its average path length
is of the same order as that of an ER graph with the same
expected average degree, but with a much larger clustering
coefficient.
The results of this paper already show that random key
graphs can satisfy the high clustering coefficient require-
ment of a small world. Under (55), Rybarczyk [24] has
shown that
diam[K(n; θn)] ∼
logn
log logn
with high probability where K(n; θn) is the largest con-
nected component of K(n; θn). This suggests that the diam-
eter, hence the average path length, in random key graphs
is small as was the case with ER graphs [5]. We also note [31,
Corollary 5.2] that random key graphs have very small (e.g.,
≤ 2) diameter under certain parameter ranges (e.g., with
Pn = O(n
δ) with 0 < δ < 12 ). Thus, random key graphs
may indeed be considered good candidate models for small
worlds!
9 PROOFS OF THE PRELIMINARY RESULTS
In Sections 9.1 and 9.2, we fix positive integers K and P
such that K ≤ P , and n = 3, 4, . . ..
9.1 A proof of Proposition 2.1
As exchangeability yields (17), we need only show the
validity of (16). We make repeated use of the fact that for
any pair of events E and F in F , we have
P [E ∩ F ] = P [E]− P [E ∩ F c] . (63)
Thus, by repeated application of (63) we find
E [χ123(θ)]
= P
[
K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) 6= ∅,
K2(θ) ∩K3(θ) 6= ∅
]
= P [K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) 6= ∅]
− P
[
K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) 6= ∅,
K2(θ) ∩K3(θ) = ∅
]
= P [K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) 6= ∅]
− P [K1(θ) ∩K2(θ) 6= ∅,K2(θ) ∩K3(θ) = ∅]
+ P
[
K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) = ∅,
K2(θ) ∩K3(θ) = ∅
]
.
By independence, with the help of (6), we readily obtain the
expressions
P [K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) 6= ∅] = (1− q(θ))
2
and
P [K1(θ) ∩K2(θ) 6= ∅,K2(θ) ∩K3(θ) = ∅]
= (1− q(θ)) q(θ).
Next, as we use (63) one more time, we get
P
[
K1(θ) ∩K2(θ) 6= ∅,K1(θ) ∩K3(θ) = ∅,
K2(θ) ∩K3(θ) = ∅
]
= P [K1(θ) ∩K3(θ) = ∅,K2(θ) ∩K3(θ) = ∅]
− P
[
K1(θ) ∩K2(θ) = ∅,K1(θ) ∩K3(θ) = ∅
K2(θ) ∩K3(θ) = ∅
]
.
Again, by independence, with the help of (6) we conclude
that
P [K1(θ) ∩K3(θ) = ∅,K2(θ) ∩K3(θ) = ∅] = q(θ)
2
and
P
[
K1(θ) ∩K2(θ) = ∅,K1(θ) ∩K3(θ) = ∅
K2(θ) ∩K3(θ) = ∅
]
= P
[
K1(θ) ∩K2(θ) = ∅,
K3(θ) ∩ (K1(θ) ∪K2(θ)) = ∅
]
= q(θ)r(θ)
since |K1(θ) ∪ K2(θ)| = 2K when K1(θ) ∩ K2(θ) = ∅.
Collecting these facts we find
E [χ123(θ)]
= (1− q(θ))2 − (1− q(θ)) q(θ) + q(θ)2 − q(θ)r(θ)
and the conclusion (16) follows by elementary algebra.
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9.2 A proof of Proposition 2.2
By exchangeability and the binary nature of the rvs involved
we readily obtain
E
[
Tn(θ)
2
]
= E [Tn(θ)] +
(
n
3
)(
3
2
)(
n− 3
1
)
E [χ123(θ)χ124(θ)]
+
(
n
3
)(
3
1
)(
n− 3
2
)
E [χ123(θ)χ145(θ)]
+
(
n
3
)(
n− 3
3
)
E [χ123(θ)χ456(θ)] . (64)
Under the enforced independence assumptions the rvs
χ123(θ) and χ456(θ) are independent and identically dis-
tributed. As a result,
E [χ123(θ)χ456(θ)] = E [χ123(θ)]E [χ456(θ)] = β(θ)
2,
and using the relation (17) yields(
n
3
)(
n− 3
3
)
E [χ123(θ)χ456(θ)] =
(n−3
3
)(n
3
) (E [Tn(θ)])2 . (65)
On the other hand, with the help of (6) we readily check
that the indicator rvs χ123(θ) and χ145(θ) are independent
and identically distributed conditionally on K1(θ) with
P [χ123(θ) = 1|K1(θ)] = P [χ123(θ) = 1] = β(θ). (66)
As a similar statement applies to χ145(θ), we conclude that
the rvs χ123(θ) and χ145(θ) are (unconditionally) indepen-
dent and identically distributed with
E [χ123(θ)χ145(θ)] = E [χ123(θ)]E [χ145(θ)] = β(θ)
2.
Again by virtue of (17), this last observation yields(
n
3
)(
3
1
)(
n− 3
2
)
E [χ123(θ)χ145(θ)]
= 3
(n−3
2
)(n
3
) · (E [Tn(θ)])2 . (67)
Substituting (65) and (67) into (64) establishes Proposition
2.2.
9.3 A proof of Proposition 3.2
Since 1 ≤ Kn ≤ Kn
2 for all n = 1, 2, . . ., the condition (21)
implies both
lim
n→∞
1
Pn
= 0 and lim
n→∞
Kn
Pn
= 0. (68)
Therefore, limn→∞ Pn = ∞, and for any c > 0, we have
cKn < Pn for all n sufficiently large in N0 (dependent on c).
Thus, we have 3Kn < Pn for all n sufficiently large in N0.
On that range we can use the expression (14) to write
β(θn) = (1− q(θn))
3
+ q(θn)
3
(
1−
r(θn)
q(θn)2
)
.
As Lemma 3.1 already implies q(θn)
3 ∼ 1 and
(1− q(θn))
3 ∼
(
K2n
Pn
)3
, the asymptotic equivalence β(θn) ∼
τ(θn) will be established if we show that
1−
r(θn)
q(θn)2
∼
K3n
P 2n
. (69)
This is an easy consequence of the fact that all terms in-
volved are non-negative.
To establish (69) we proceed as follows: With positive
integers K,P such that 3K ≤ P , we note that
r(θ)
q(θ)2
=
(
(P − 2K)!
(P −K)!
)2
·
(P − 2K)!
(P − 3K)!
·
P !
(P −K)!
=
(P − 2K)!(P − 2K)!
(P −K)!(P − 3K)!
·
P !(P − 2K)!
(P −K)!(P −K)!
=
K−1∏
ℓ=0
(
P − 2K − ℓ
P −K − ℓ
)
·
K−1∏
ℓ=0
(
P − ℓ
P −K − ℓ
)
=
K−1∏
ℓ=0
(
1−
K
P −K − ℓ
)
·
K−1∏
ℓ=0
(
1 +
K
P −K − ℓ
)
=
K−1∏
ℓ=0
(
1−
(
K
P −K − ℓ
)2)
upon grouping factors appropriately. Elementary bounding
arguments now yield the two bounds
1−
(
1−
(
K
P −K
)2)K
≤ 1−
r(θ)
q(θ)2
and
1−
r(θ)
q(θ)2
≤ 1−
(
1−
(
K
P − 2K
)2)K
.
Pick a scaling P,K : N0 → N0 satisfying the equivalent
conditions (21) and consider n sufficiently large in N0 so
that 3Kn < Pn. On that range, we replace θ by θn in the last
chain of inequalities according to this scaling. A standard
sandwich argument will yield the desired equivalence (69)
if we show that
1−
(
1−
(
Kn
Pn − cKn
)2)Kn
∼
K3n
P 2n
, c = 1, 2. (70)
To do so we proceed as follows: Fix c = 1, 2. With
An(c) =
(
Kn
Pn − cKn
)
, n = 1, 2, . . .
standard calculus yields
1−
(
1−
(
Kn
Pn − cKn
)2)Kn
= 1−
(
1−An(c)
2
)Kn
= KnAn(c)
2
∫ 1
0
(
1−An(c)
2t
)Kn−1
dt (71)
on the appropriate range. The asymptotic equivalences
An(c)
2 =
(
Kn
Pn − cKn
)2
∼
(
Kn
Pn
)2
(72)
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and
KnAn(c)
2 ∼
K3n
P 2n
(73)
follow from (68), so that (70) will hold if we show that
lim
n→∞
∫ 1
0
(
1−An(c)
2t
)Kn−1
dt = 1. (74)
In view of (72) we conclude from (68) that for all n suf-
ficiently large in N0 we have sup0≤t≤1
∣∣1−An(c)2t∣∣ ≤ 1.
Therefore, the Bounded Convergence Theorem will yield
(74) as soon as we establish
lim
n→∞
(
1−An(c)
2t
)Kn−1
= 1, 0 ≤ t ≤ 1. (75)
To that end, recall the decomposition
log(1− x) = −
∫ x
0
1
1− t
dt = −x−Ψ(x) (76)
where
Ψ(x) =
∫ x
0
t
1− t
dt, 0 ≤ x < 1.
It is easy to check that
lim
x↓0
Ψ(x)
x
= 0. (77)
Fix n sufficiently large in N0 as required above. For each
t in the interval (0, 1], with the help of (76) we can write(
1−An(c)
2t
)Kn−1
= e(Kn−1) log(1−An(c)
2t)
= e−(Kn−1)An(c)
2t−(Kn−1)Ψ(An(c)
2t). (78)
Returning to (73), we use (21) and (68) to find
lim
n→∞
KnAn(c)
2 = lim
n→∞
(
K2n
Pn
·
Kn
Pn
)
= 0.
It is then plain that limn→∞(Kn − 1)An(c)2 = 0, whence
lim
n→∞
(Kn − 1)Ψ(An(c)
2t)
= lim
n→∞
(Kn − 1)An(c)
2t ·
Ψ(An(c)
2t)
An(c)2t
= 0
with the help of (77) in the last step. Finally, letting n go to
infinity in (78), we readily get (75) as desired.
10 PROOFS OF THE MAIN RESULTS
10.1 A proof of Theorem 3.3
Consider a scaling P,K : N0 → N0. For each n = 3, 4, . . .,
the elementary bound P [Tn(θn) > 0] ≤ E [Tn(θn)] implies
P [Tn(θn) > 0] ≤
(
n
3
)
β(θn)
by virtue of Proposition 2.1. Theorem 3.3 thus follows
if under (24) we show that limn→∞
(n
3
)
β(θn) = 0. By
Proposition 3.2 this convergence is equivalent to the
assumed condition limn→∞ n
3τ(θn) = 0, and the proof of
Theorem 3.3 is now complete.
10.2 A proof of Theorem 3.4
Assume first that q⋆ satisfies 0 ≤ q⋆ < 1. Fix n = 3, 4, . . .
and partition the n nodes into the kn + 1 non-overlapping
groups (1, 2, 3), (4, 5, 6), . . ., (3kn+1, 3kn+2, 3kn+3)with
kn = ⌊
n−3
3 ⌋. If K(n; θn) contains no triangle, then none of
these kn + 1 groups of nodes forms a triangle. With this in
mind we get
P [Tn(θn) = 0]
≤ P
[
kn⋂
ℓ=0
[
Nodes 3ℓ+ 1, 3ℓ+ 2, 3ℓ+ 3 do not
form a triangle in K(n; θn)
]]
=
kn∏
ℓ=0
P
[
Nodes 3ℓ+ 1, 3ℓ+ 2, 3ℓ+ 3 do not
form a triangle in K(n; θn)
]
(79)
= (1− β(θn))
kn+1
≤
(
1− (1− q(θn))
3
)kn+1
(80)
≤ e−(kn+1)(1−q(θn))
3
. (81)
Note that (79) follows from the fact that the events[
Nodes 3ℓ+ 1, 3ℓ+ 2, 3ℓ+ 3 do not
form a triangle in K(n; θn)
]
, ℓ = 0, . . . , kn
are mutually independent due to the non-overlap condition,
while the inequality (80) is justified with the help of (19). Let
n go to infinity in the inequality (81). From the constraint
q⋆ < 1 we conclude that limn→∞ P [Tn(θn) = 0] = 0 since
kn ∼
n
3 so that limn→∞(kn + 1)(1 − q(θn))
3 = ∞. This
establishes the one law in the case q⋆ < 1.
To handle the case q⋆ = 1, we use a standard bound
which forms the basis of the method of second moment [15,
Remark 3.1, p. 55]. Here this bound takes the form
(E [Tn(θn)])
2
E [Tn(θn)2]
≤ P [Tn(θn) > 0] , n = 3, 4, . . . (82)
Theorem 3.4 then will be established in the case q⋆ = 1 if
we show under (21) that the condition (25) implies
lim
n→∞
E
[
Tn(θn)
2
]
(E [Tn(θn)])
2 = 1. (83)
As pointed earlier, the conditions (21) imply 3Kn < Pn
for all n sufficiently large in N0. On that range, with θ
replaced by θn, Proposition 2.2 yields
E
[
Tn(θn)
2
]
(E [Tn(θn)])
2 =
1
E [Tn(θn)]
+
((n−3
3
)(n
3
) + 3(n−32 )(n
3
) )
+
3(n− 3)(n
3
) · E [χ123(θn)χ124(θn)]
(E [χ123(θn)])
2
as we make use of (17) in the last term.
Let n go to infinity in the resulting expression: Under
condition (25), we have limn→∞ n
3β(θn) = ∞ by Proposi-
tion 3.2, whence limn→∞ E [Tn(θn)] = ∞ by virtue of (17).
Since
lim
n→∞
((n−3
3
)(n
3
) + 3(n−32 )(n
3
) ) = 1 (84)
and (n
3
)
3(n− 3)
∼
n2
18
, (85)
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the convergence (83) will hold if we show that
lim
n→∞
1
n2
E [χ123(θn)χ124(θn)]
(E [χ123(θn)])
2 = 0 (86)
under the foregoing conditions on the scaling.
This is shown as follows: Given positive integers K and
P such that K ≤ P , fix n = 3, 4, . . .. It is immediate that
E [χ123(θ)χ124(θ)]
≤ E [χ123(θ)1 [K1(θ) ∩K4(θ) 6= ∅]] . (87)
From (6) it follows that the rvs χ123(θ) and
1 [K1(θ) ∩K4(θ) 6= ∅] are independent conditionally
on K1(θ), and an easy conditioning argument yields
E [χ123(θ)1 [K1(θ) ∩K4(θ) 6= ∅]] = β(θ)(1 − q(θ)) (88)
as we recall (4) and (16). Using (87) together with (16) and
(88) we readily obtain the inequalities
E [χ123(θ)χ124(θ)]
(E [χ123(θ)])
2 ≤
β(θ)(1 − q(θ))
β(θ)2
≤ β(θ)−2/3 (89)
where in the last step we noted that 1 − q(θ) ≤ β(θ)1/3 by
appealing to (19).
Returning to the convergence (86) we see from (89) that
we need only show
lim
n→∞
n2β(θn)
2/3 =∞. (90)
As Proposition 3.2 yields n2β(θn)
2/3 ∼ n2τ(θn)2/3 =(
n3τ(θn)
)2/3
, the desired conclusion (90) follows under the
condition (25).
10.3 A proof of Theorem 3.7
Throughout P andK are positive integers such thatK ≤ P ,
and fix n = 3, 4, . . .. For each i = 1, . . . , n, we introduce the
index set
Pn,i = {(j, k) : 1 ≤ j < k ≤ n, j 6= i, k 6= i} . (91)
Next, define the count rvs Tn,i(θ) and T
⋆
n,i(θ) by
Tn,i(θ) =
∑
(j,k)∈Pn,i
ξij(θ)ξik(θ)ξjk(θ)
and
T ⋆n,i(θ) =
∑
(j,k)∈Pn,i
ξij(θ)ξik(θ).
The rv Tn,i(θ) counts the number of distinct triangles in
K(n; θ) which have node i as a vertex, while T ⋆n,i(θ) counts
the number of (unordered) distinct pairs of nodes which are
both connected to node i in K(n; θ). The rv Dn,i(θ) is the
degree of node i in K(n; θ) and is given by
Dn,i(θ) =
n∑
k=1, k 6=i
ξik(θ).
We have
n∑
i=1
Tn,i(θ) = 3Tn(θ)
while
Dn,i(θ) (Dn,i(θ)− 1) = 2T
⋆
n,i(θ).
Under the condition
n∑
i=1
Dn,i(θ) (Dn,i(θ)− 1) > 0,
the definition of C⋆(K(n; θ)) yields
C⋆(K(n; θ)) =
∑n
i=1 Tn,i(θ)
1
2
∑n
i=1Dn,i(θ) (Dn,i(θ)− 1)
=
∑n
i=1 Tn,i(θ)∑n
i=1 T
⋆
n,i(θ)
so that
C⋆(K(n; θ)) =
3Tn(θ)∑n
i=1 T
⋆
n,i(θ)
1
[
n∑
i=1
T ⋆n,i(θ) > 0
]
. (92)
The desired conclusion (30) is now immediate from Lemma
10.1 and Lemma 10.2 established below. They deal with the
a.s. convergence of the numerator and denominator (prop-
erly normalized) appearing in the ratio (92), respectively.
Lemma 10.1. For positive integersP andK such thatK ≤ P ,
we have
lim
n→∞
Tn(θ)(n
3
) = β(θ) a.s. (93)
Proof. Fix n = 3, 4, . . . and ε > 0. Markov’s inequality
already gives
P
[∣∣∣∣∣Tn(θ)(n
3
) − β(θ)∣∣∣∣∣ > ε
]
≤ ε−2Var
[
Tn(θ)(n
3
) ]
as we recall (17). It is now plain from (20) that
Var
[
Tn(θ)(n
3
) ]
= E
(Tn(θ)(n
3
) )2
−(E [Tn(θ)](n
3
) )2
=
E [Tn(θ)](n
3
)2 +
((n−3
3
)(n
3
) + 3(n−32 )(n
3
) − 1) ·(E [Tn(θ)](n
3
) )2
+ 3(n− 3)
(
n
3
)
·
E [χ123(θ)χ124(θ)](n
3
)2
=
β(θ)(n
3
) +((n−33 )(n
3
) + 3(n−32 )(n
3
) − 1) · β(θ)2
+
3(n− 3)(n
3
) · E [χ123(θ)χ124(θ)] (94)
as we again make use of the expression (17).
With the help of (84) and (85), it is easy to see that
lim
n→∞
Var
[
Tn(θ)(n
3
) ] = 0, (95)
a fact which would readily imply a weaker form of (93) with
a.s. convergence replaced by convergence in probability.
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However, elementary algebra on (94) shows that (95) takes
place according to
lim
n→∞
n2Var
[
Tn(θ)(n
3
) ] = C
with
C = 18
(
E [χ123(θ)χ124(θ)]− β(θ)
2
)
> 0.
As a result, for every ε > 0, we have
∞∑
n=3
P
[∣∣∣∣∣Tn(θ)(n
3
) − β(θ)∣∣∣∣∣ > ε
]
≤
C′
ε2
∞∑
n=3
n−2 <∞
for some C′ > C, and the conclusion (93) follows by the
Borel-Cantelli Lemma.
Lemma 10.2. For positive integersP andK such thatK ≤ P ,
we have
lim
n→∞
∑n
i=1 T
⋆
n,i(θ)(n
3
) = 3p(θ)2 a.s. (96)
Proof. Fix n = 3, 4, . . .. Note that
T ⋆n,1(θ) =
n−1∑
j=2
n∑
k=j+1
ξ1j(θ)ξ1k(θ)
= Φn(ξ12(θ), . . . , ξ1n(θ)) (97)
where the mapping Φn : [0, 1]
n−1 → R+ is given by
Φn(x2, . . . , xn) =
n−1∑
ℓ=2
n∑
k=ℓ+1
xℓxk
=
n−1∑
ℓ=2
xℓ
(
n∑
k=ℓ+1
xk
)
(98)
with (x2, . . . , xn) arbitrary in [0, 1]
n−1. For each j =
2, . . . , n, consider pairs of elements (x2, . . . , xn) and
(y2, . . . , yn) in [0, 1]
n−1 which differ only in the jth com-
ponent, i.e.,
xℓ = yℓ, ℓ 6= j, ℓ = 2, . . . , n.
Under such conditions, it is easy to check that
|Φn(x2, . . . , xn)− Φn(y2, . . . , yn)|
≤ |xj − yj | ·
n−1∑
ℓ=2, ℓ 6=j
xℓ
≤ n− 1. (99)
Recall that the (n−1) rvs {ξ1j(θ), j = 2, . . . , n} are i.i.d.
Bernoulli rvs. In view of the constraints (99) we can now
apply McDiarmid’s inequality [17] (with cj = (n− 1) for all
j = 2, . . . , n− 1); see also Corollary 2.17 and Remark 2.28 in
the monograph [15, p. 38]. Thus, for every t > 0 we find
P
[∣∣T ⋆n,1(θ)− E [T ⋆n,1(θ)]∣∣ > t] ≤ 2e− 2t2(n−1)3 (100)
with
E
[
T ⋆n,1(θ)
]
=
n−1∑
j=2
n∑
k=j+1
E [ξ1j(θ)ξ1k(θ)]
=
n−1∑
j=2
(n− j)p(θ)2
=
(n− 1)(n− 2)
2
· p(θ)2 (101)
under the independence noted earlier.
With ε > 0 we now substitute
t =
(n− 1)(n− 2)
2
ε (102)
into (100). Since
2t2
(n− 1)3
=
(n− 2)2
2(n− 1)
· ε2 ∼
n
2
· ε2, (103)
we obtain from (100) and (101) that
P
[∣∣∣∣∣ T ⋆n,1(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]
≤ 2e−
n
2 (1+o(1))ε
2
. (104)
Since∣∣∣∣∣
∑n
i=1 T
⋆
n,i(θ)
n(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ =
∣∣∣∣∣ 1n
n∑
i=1
(
T ⋆n,i(θ)
(n−1)(n−2)
2
− p(θ)2
)∣∣∣∣∣
≤
1
n
n∑
i=1
∣∣∣∣∣ T ⋆n,i(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ ,
it is plain that
P
[∣∣∣∣∣
∑n
i=1 T
⋆
n,i(θ)
n(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]
≤ P
[
1
n
n∑
i=1
∣∣∣∣∣ T ⋆n,i(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]
≤ P
[
n⋃
i=1
[∣∣∣∣∣ T ⋆n,i(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]]
≤
n∑
i=1
P
[∣∣∣∣∣ T ⋆n,i(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]
= nP
[∣∣∣∣∣ T ⋆n,1(θ)(n−1)(n−2)
2
− p(θ)2
∣∣∣∣∣ > ε
]
(105)
where the last inequality follows by a union bound argu-
ment and (105) is a consequence of exchangeability.
Invoking (104) (with ε3 instead of ε) we get
P
[∣∣∣∣∣
∑n
i=1 T
⋆
n,i(θ)(n
3
) − 3p(θ)2∣∣∣∣∣ > ε
]
≤ 2ne−
n
18 (1+o(1))ε
2
with
∞∑
n=3
ne−
n
18 (1+o(1))ε
2
<∞
for every ε > 0. The a.s. convergence (96) now follows by
the Borel-Cantelli Lemma.
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APPENDIX
A A PROOF OF THEOREM 4.1
The pattern of proof is very similar to that given for Theo-
rem 3.7 in Appendix 10.3: Throughout pick p in (0, 1) and fix
n = 3, 4, . . .. With distinct nodes i, j = 1, . . . , n, introduce
the indicator function
ξij(p) = 1 [Eij(p)] .
As in the proof of Theorem 3.7, for each i = 1, . . . , n, we
define the rvs Tn,i(p) and T
⋆
n,i(p) by
Tn,i(p) =
∑
(j,k)∈Pn,i
ξij(p)ξik(p)ξjk(p)
and
T ⋆n,i(p) =
∑
(j,k)∈Pn,i
ξij(p)ξik(p)
with index setPn,i defined by (91). The rv Tn,i(p) counts the
number of distinct triangles in G(n; p)which have node i as
a vertex, while T ⋆n,i(p) counts the number of (unordered)
distinct pairs of nodes which are both connected to node i
in G(n; p). The degree Dn,i(p) of node i in G(n; p) is given
by
Dn,i(p) =
n∑
k=1, k 6=i
ξik(p).
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Again we have the relations
n∑
i=1
Tn,i(p) = 3Tn(p)
and
Dn,i(p) (Dn,i(p)− 1) = 2T
⋆
n,i(p).
Under the condition
n∑
i=1
Dn,i(p) (Dn,i(p)− 1) > 0,
the definition of C⋆(G(n; p)) yields
C⋆(G(n; p)) =
∑n
i=1 Tn,i(p)
1
2
∑n
i=1Dn,i(p) (Dn,i(p)− 1)
=
∑n
i=1 Tn,i(p)∑n
i=1 T
⋆
n,i(p)
so that
C⋆(G(n; p)) =
3Tn(p)∑n
i=1 T
⋆
n,i(p)
1
[
n∑
i=1
T ⋆n,i(p) > 0
]
. (A.1)
The desired conclusion (35) is now immediate from Lemma
1.1 and Lemma 1.2 established below. They deal with the a.s.
convergence of the numerator and denominator (properly
normalized) appearing in the ratio (A.1), respectively.
Lemma 1.1. For every p in (0, 1), we have
lim
n→∞
Tn(p)(n
3
) = τ⋆(p) a.s. (A.2)
Proof. Fix n = 3, 4, . . . and ε > 0. Markov’s inequality
already gives
P
[∣∣∣∣∣Tn(p)(n
3
) − τ⋆(p)∣∣∣∣∣ > ε
]
≤ ε−2Var
[
Tn(p)(n
3
) ]
as we recall (32).
As in the proof of Proposition 2.2, we readily obtain
E
[
Tn(p)
2
]
= E [Tn(p)] +
(
n
3
)(
3
2
)(
n− 3
1
)
E [χ123(θ)χ124(p)]
+
(
n
3
)(
3
1
)(
n− 3
2
)
E [χ123(p)χ145(p)]
+
(
n
3
)(
n− 3
3
)
E [χ123(p)χ456(p)] . (A.3)
by the exchangeability and binary nature of the rvs in-
volved. Under the assumed independence, we find
E [χ123(p)χ145(p)] = E [χ123(p)]E [χ145(p)] = p
6
and
E [χ123(p)χ456(p)] = E [χ123(p)]E [χ456(p)] = p
6
together with E [χ123(p)χ124(p)] = p
5.
Substituting into (A.3) gives
E
[
Tn(p)
2
]
= E [Tn(p)] + 3(n− 3)
(
n
3
)
p5
+
(
n
3
)(
3
(
n− 3
2
)
+
(
n− 3
3
))
p6.
It follows that
Var
[
Tn(p)(n
3
) ]
= E
(Tn(p)(n
3
) )2
−(E [Tn(p)](n
3
) )2
=
E [Tn(p)](n
3
)2 +
((n−3
3
)(n
3
) + 3(n−32 )(n
3
) − 1) ·(E [Tn(p)](n
3
) )2
+ 3(n− 3)
(
n
3
)
·
p5(n
3
)2 (A.4)
as we again make use of the expression (32).
With the help of (84) and (85), it is easy to see that
lim
n→∞
Var
[
Tn(p)(n
3
) ] = 0. (A.5)
This would readily imply a weaker form of (A.2) with a.s.
convergence replaced by convergence in probability. How-
ever, elementary algebra on (A.4) shows that (A.5) takes
place according to
lim
n→∞
n2Var
[
Tn(p)(n
3
) ] = C
with C = 18p5(1− p). As a result, for every ε > 0, we have
∞∑
n=3
P
[∣∣∣∣∣Tn(p)(n
3
) − τ⋆(p)∣∣∣∣∣ > ε
]
≤
C′
ε2
∞∑
n=3
n−2 <∞
for some C′ > C, and the conclusion (A.2) follows by the
Borel-Cantelli Lemma.
Lemma 1.2. For every p in (0, 1), we have
lim
n→∞
∑n
i=1 T
⋆
n,i(p)(n
3
) = 3p2 a.s. (A.6)
Proof. Fix n = 3, 4, . . . and p in (0, 1) Again we have
T ⋆n,1(p) =
n−1∑
j=2
n∑
k=j+1
ξ1j(p)ξ1k(p)
= Φn(ξ12(p), . . . , ξ1n(p)) (A.7)
where the mapping Φn : [0, 1]
n−1 → R+ is given by (98).
The (n− 1) rvs {ξ1j(p), j = 2, . . . , n} are i.i.d. Bernoulli
rvs. In view of the constraints (99) we can now apply
McDiarmid’s inequality [17] (with cj = (n − 1) for all
j = 2, . . . , n− 1); see also Corollary 2.17 and Remark 2.28 in
the monograph [15, p. 38]. Thus, for every t > 0 we find
P
[∣∣T ⋆n,1(p)− E [T ⋆n,1(p)]∣∣ > t] ≤ 2e− 2t2(n−1)3 (A.8)
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with
E
[
T ⋆n,1(p)
]
=
n−1∑
j=2
n∑
k=j+1
E [ξ1j(p)ξ1k(p)]
=
n−1∑
j=2
(n− j)p2
=
(n− 1)(n− 2)
2
· p2 (A.9)
under the assumed independence assumptions.
With ε > 0we now substitute t given by (102) into (A.8).
Using (103) we obtain from (A.8) and (A.9) that
P
[∣∣∣∣∣ T ⋆n,1(p)(n−1)(n−2)
2
− p2
∣∣∣∣∣ > ε
]
≤ 2e−
n
2 (1+o(1))ε
2
. (A.10)
The arguments leading to (105) also yield
P
[∣∣∣∣∣
∑n
i=1 T
⋆
n,i(p)
n(n−1)(n−2)
2
− p2
∣∣∣∣∣ > ε
]
≤ nP
[∣∣∣∣∣ T ⋆n,1(p)(n−1)(n−2)
2
− p2
∣∣∣∣∣ > ε.
]
For every ε > 0, invoking (A.10) (with ε3 instead of ε) we
get
P
[∣∣∣∣∣
∑n
i=1 T
⋆
n,i(p)(n
3
) − 3p2∣∣∣∣∣ > ε
]
≤ 2ne−
n
18 (1+o(1))ε
2
with
∞∑
n=3
ne−
n
18 (1+o(1))ε
2
<∞.
The a.s. convergence (A.6) now follows by the Borel-Cantelli
Lemma.
