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This dissertation presents envelope-tracking hybrid field-circuit simulator for 
efficiently analyzing narrowband scattering from distributed structures loaded with 
nonlinear devices. The simulator models the interactions of fields with distributed 
structures and lumped elements by coupling and simultaneously solving the electric field 
integral equation and Kirchhoff’s equations, respectively. The coupled nonlinear system 
of equations is iteratively solved by a time marching scheme that represents the fields, 
voltages, and currents of interest (signals) as a truncated series of harmonic sinusoids 
(carriers) multiplied with complex-valued time-varying coefficients (envelopes). Unlike 
time-domain simulators, which sample the signals at a rate proportional to their 
maximum frequency content, the proposed envelope-tracking simulator samples the 
envelopes at a rate proportional to their maximum bandwidth; thus, it requires 
significantly fewer time steps when solving narrowband problems. Moreover, the 
envelope-tracking simulator is generally more accurate than its time-domain counterpart 
because of smaller integration and interpolation errors. Numerical results demonstrate 
that the proposed simulator improves the tradeoff between accuracy and computational 
cost, especially when analyzing distributed structures excited by narrowband signals 
 viii
or/and loaded with weakly nonlinear devices. Although the Fourier envelope simulator 
uses smaller number of time steps, there are other issues relating to the Fourier envelope 
simulator which are addressed in this thesis: (i) lumped element models that relate 
voltage envelopes and current envelopes for nonlinear elements are generally unavailable 
and the approximations used in the simulator to find them are inaccurate for broader band 
excitations. Higher order interpolation schemes were used in this dissertation to improve 
the accuracy of these approximations. Numerical results that demonstrate the ability to 
solve for problems with broader bandwidth of excitation are presented. (ii) As in its time-
domain counterpart, adaptive integral method is used to reduce the computational cost of 
the simulator thus enabling the simulation of larger problems and (iii) Sparse 
preconditioners are used to improve the convergence of the solution algorithms. Finally, 
the Fourier envelope method is extended to the analysis of infinitely periodic arrays 
containing lumped nonlinear loads. Numerical results are presented to highlight the 
.features of this algorithm. 
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Electrically large structures loaded with nonlinear devices are becoming 
increasingly common in electromagnetic engineering; e.g., radio-frequency identification 
(RFID) tags [1] , phased array radar transmitter and receiver systems used in lane change 
avoidance/ collision avoidance vehicular systems [2], front-end of radio communication 
systems composed of antennas, mixers, low-noise amplifiers etc. [3], sub-millimeter 
wave signal sources and detectors [4], [5], all employ nonlinear loads, typically to 
increase power applied, increase bandwidth (modulate/demodulate) or enable frequency 
tuning [6], [7]. Efficient methods are needed to predict the performance of nonlinearly 
loaded electromagnetic (EM) modules and to improve their computer-aided design. In 
order to adhere with the strict spectrum/channel restrictions, most of these designs are 
typically mildly nonlinear and narrowband in frequency. This dissertation is an attempt to 
improve the analysis methods used in the computer-aided design of these structures.
 PORT MODEL VS HYBRID EM-CIRCUIT SIMULATIONS 
The dominant paradigm used to analyze these hybrid modules is “port extraction” 
[8]–[17]. In this approach, the structure of interest (Fig. 1.1(a)) is decomposed into DN  
nonlinear circuits connected to an P D impN N N= +  port linear system — one port for 
each of the DN  lumped loads and one port for each of the impN  independent impressed 
source/plane-wave excitation of interest [9]; multiport network parameters relating the 
signals at the ports are extracted using a pure EM simulator (Fig 1.1(b)); these parameters 
[10]–[12] or their reduced-order models [13]–[17] are connected to the lumped-circuit 
models of the devices; and the resulting system is analyzed by a pure circuit (CKT) 
simulator (solves a nonlinear system of equations) (Fig 1.1(c)). Up to PN  EM 
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simulations (each simulation solves a linear system of equations) are needed to extract all 
the multiport network parameters and the computational costs for extracting these 
parameters are typically much higher than analyzing the equivalent system with a CKT 
simulator because, typically, EM system of equations has larger number of unknowns 
than the CKT system of equations.  
An alternative paradigm is the “hybrid EM-CKT simulation” approach [18]–[30]. 
Here, the structure of interest is represented as DN  nonlinear lumped-circuit models of 
devices connected to an EM module at DN  ports. The EM module and devices are 
coupled at these DN  ports and analyzed simultaneously. This involves one (expensive) 
simulation solving a nonlinear system of equations. 
The port-extraction approach is popular partly because it separates the EM and 
CKT simulations, which enables separate development/optimization of each simulator as 
a black box, and partly because it requires the solution of a (significantly) smaller set of 
 
                           (a)                                                    (b)                                                    (c) 
Fig. 1.1. Port-extraction approach. (a) Scattering from a nonlinearly loaded electromagnetic module.
(b) One of the PN scenarios analyzed by a pure EM simulator to extract multiport network
parameters. (c) Equivalent system analyzed by a pure CKT simulator. 
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unknowns/equations during nonlinear CKT analysis, which enables fast analysis and 
optimization of device parameters, once EM simulations are completed. There are two 
major disadvantages of the port-extraction approach, however, compared to hybrid EM-
CKT simulation: (i) It becomes prohibitive when the number of ports increases or when 
the variations that affect the EM simulations are of interest, e.g., any change in the 
location of the devices connected to the EM module would require PN  (time-
domain/frequency-swept, expensive) EM simulations plus one or more (cheap) CKT 
simulations in the port-extraction approach, compared to one or more (most expensive) 
hybrid EM-CKT simulations. (ii) Port-extraction approach is prone to additional errors 
and costs. On the one hand, these (time-domain) multiport network parameters (impulse 
responses) in the CKT simulation are often aliased or non-causal, which can lead to non-
convergence in the nonlinear CKT simulations [15], [16]. On the other hand, ensuring the 
causality, stability, and passivity of reduced-order models for a prescribed 
bandwidth/accuracy has been an elusive goal and remains an open research problem [16], 
[31]. The more complex is the EM module compared to the device models, the more 
variations need to be studied in the EM  module rather than in the devices, and the more 
ports there are (especially for impressed sources/plane waves), the more advantageous is 
the hybrid EM-CKT simulation approach compared to port-extraction approach, and vice 
versa.  
This dissertation focuses on improving the performance of hybrid EM-CKT 
simulators by exploiting the mild nonlinearity and narrow bandwidth commonly 
encountered in these hybrid EM-CKT modules e.g., typical cell phone signals have a 30 
MHz bandwidth around a 1-2 GHz carrier [3]. 
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 CLASSIFICATION OF HYBRID EM-CKT SIMULATORS 
Existing hybrid EM-CKT simulators can be categorized as differential-equation 
[18]–[23] or integral-equation [24]–[30] simulators based on whether they formulate the 
EM system of equations using partial differential or integro-differential EM equations 
and solve them for fields or currents. Differential-equation based simulators either 
discretize the Maxwell’s equations using central-difference/backward difference 
approximations for the space-time derivatives [18]–[20] or use variational methods to 
obtain and minimize an error function [21]–[23]. Integral-equation based simulators 
formulate and solve an integral equation by applying EM equivalence principles and 
enforcing boundary conditions [24]–[30]. 
Hybrid EM-CKT simulators can also be categorized as frequency-domain 
(harmonic balance) [26], [27] or time-domain [18]–[25] simulators based on their 
temporal discretization method. In time-domain EM-CKT simulators, the signals (fields, 
currents, voltages) of interest are expressed in terms of their temporal samples using local 
interpolants (sub-domain temporal basis functions), the governing equations are 
formulated in terms of these samples, and these equations are solved for the sample 
values - one set of samples at a time by time marching [18]–[25] . In harmonic-balance 
EM-CKT simulators, the signals are expanded using a truncated Fourier series (entire-
domain temporal basis functions), the governing equations are formulated in terms of the 
series coefficients, and these equations are solved for the coefficients simultaneously 
[26], [27]. It is well known that time-domain (harmonic-balance) simulators are more 
suitable for analyzing transient (steady-state) responses due to broadband (single-
frequency) signal sources [32]–[34]. 
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Neither time-domain nor harmonic-balance simulators are suitable, however, for 
analyzing transient or steady-state responses due to narrowband sources that generate 
narrow bandwidth modulated signals commonly encountered in electromagnetic 
engineering; On the one hand, time-domain EM-CKT simulators are inefficient: The time 
step size used by these simulators must be inversely proportional to the maximum 
frequency present in the signals according to the Nyquist sampling theorem, whereas the 
duration for which the signals are significant (the duration of the analysis) is inversely 
proportional to the bandwidth of the signals; thus, the narrower is the bandwidth of the 
modulation, the more time steps they require and the less efficient they become [35]. On 
the other hand, harmonic balance EM-CKT simulators are inapplicable: Existing single-
tone methods [26], [27] can only account for the carrier frequency and its harmonics and 
not for the modulation; moreover, even if these methods are extended to perform multi-
tone analysis similar to pure CKT solvers [36], [37], their costs would increase and 
become prohibitive as the number of frequencies in the analysis increases. 
 ENVELOPE TRACKING SIMULATORS 
A hybrid EM-CKT simulator that is effective for finding system responses due to 
narrowband sources is proposed in this research. The proposed simulator belongs to 
neither time-domain nor harmonic-balance categories; indeed, it should be classified into 
a third group: envelope-tracking simulators.  
Various envelope-tracking methods already exist for pure EM or pure CKT 
simulation: (i) Envelope-tracking EM simulators [35], [38]–[44]. In these simulators, the 
fields of interest are expressed as complex-valued time-varying envelopes modulated by 
a sinusoidal carrier, the envelopes are represented in terms of their samples using local 
interpolants, and the resulting equations are solved for these samples by time marching. 
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The time step size is inversely proportional to the bandwidth of the fields, which makes 
the simulators potentially very efficient for narrowband excitations. There are 
complications for envelope-tracking EM simulators, however, because the spatial 
discretization must still resolve the minimum wavelength in the original fields. This 
implies that explicit time-marching methods, which are limited by the Courant-
Friedrisch-Levy constraint, must still use very small time steps and do not benefit 
significantly from envelope tracking [39], [40]. Indeed, implicit time-marching solvers 
must be used for EM simulators to take advantage of envelope tracking [38], [41]–[44]. 
(ii) Fourier-envelope CKT simulators [45]–[50] . In these simulators, multiple envelopes 
are used to express the voltages/currents of interest because nonlinear circuit elements 
force these signals to have significant components at various bands in the frequency 
spectrum. These simulators target the prevalent case for narrowband modulated signals, 
where the signal components are primarily in the frequency band around a fundamental 
carrier frequency and in various other bands around frequencies that are integer multiples 
of this carrier frequency. Thus, in Fourier-envelope CKT simulators, the signals of 
interest are expressed as a truncated series of harmonic sinusoids multiplied with 
envelopes. Each of the envelopes are sampled using a common time step size that is 
inversely proportional to the maximum bandwidth around all the harmonic frequencies of 
interest, Kirchhoff’s laws are enforced in terms of these samples, and the resulting 
nonlinear equations are solved for the sample values at each time step, one time step at a 
time. However, there is an issue similar to the one in harmonic balance methods — when 
nonlinear loads are modeled, the formulas that relate the envelopes of currents through 
nonlinear CKT elements to the envelopes of voltages across them are generally 
unavailable in closed form; thus, these formulas must be approximated by using existing 
time-domain CKT element models that relate currents through nonlinear elements to the 
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voltages across them. This makes the implementation not straightforward and special 
techniques need to be used to approximate the nonlinear currents and the Jacobian entries 
[45]–[50]. 
 MAJOR CONTRIBUTIONS OF THIS DISSERTATION 
This dissertation introduces novel envelope-tracking integral-equation based 
hybrid EM-CKT simulators which can perform efficient and accurate analysis of 
nonlinearly loaded electrically large structures.  The major contributions are described in 
the following subsections. 
1.4.1. Hybrid EM-CKT Simulator for Nonlinearly loaded Wires 
A hybrid EM-CKT simulator is developed for the analysis of nonlinearly loaded 
wire antennas and wire antenna arrays. Just like Fourier-envelope CKT simulators, in the 
proposed simulator, the relevant signals are represented as truncated series of harmonic 
sinusoids modulated by complex envelopes ( HN  terms). An EM system of equations 
governing the field interactions with the wire is obtained in three steps: (i) A thin-wire 
electric-field integral-equation is formulated in terms of the envelopes of the current on 
the wire. (ii) Each current envelope is sampled at times T, ,t N tD D  and expanded 
using EMN  spatial basis functions with unknown coefficients. The unknown coefficients 
at time l tD  are stored in a H EMN N sized vector. (iii) The resulting equation is converted 
to a set of H EMN N  equations by Galerkin testing it at times T, ,t N tD D . A CKT 
system of equations governing the device model is also obtained in three steps: (i) 
Kirchhoff’s laws are applied through modified nodal analysis [45]–[51] to relate the 
envelopes of the node voltages and branch currents. (ii) The unknown envelopes of the 
CKTN  node voltages and branch currents of voltage sources are sampled at the same 
time instants as the wire current; the samples at time l tD  are stored in H CKTN N  sized 
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vector. (iii) The differential equations relating branch currents to node voltages are 
converted to a set of H CKTN N  nonlinear equations by using trapezoidal integration at 
times T, ,t N tD D  [45]–[51]. The two systems of equations are coupled using the 
lumped port model described in [24], [25], which enforces the integral of the electric field 
across the port to be equal to the voltage drop between its two terminals and the current 
through the device terminals to be equal to the wire current at the port. This yields a 
nonlinear system of equations which is solved using a multi-dimensional Newton’s 
algorithm. The formulas relating the envelopes of currents through nonlinear CKT 
elements to the envelopes of voltages across them are approximated using a three step 
procedure: At each time step l  (i) approximate the (unavailable) voltage samples at 
several time instants between the present and the previous time step by interpolating the 
(available) voltage-envelope samples, (ii) substitute these (approximate) voltage samples 
in CKT element models to find current samples at the same time instants, and (iii) use 
these (inaccurate) current samples to approximate the current-envelope samples at time 
step l  [45]-[51]. For narrowband problems, this discretization of the integral equations 
and their nonlinear solution requires 2H EM CKT( [ ])O N N N+  computations and 
2
H EM CKT( [ ])O N N N+  bytes to fill and store the impedance matrices. The nonlinear 
solution algorithm requires 2 2T N I H EM H CKT( [ ])O N N N N N N N+ computations. Here, NN  
and IN  are respectively the average number of Newton iterations per time step and the 
average number of iterations required by the iterative linear solver per Newton iteration 
per time step. Unlike time-domain simulators, which sample the signals at a rate 
proportional to their maximum frequency content, the proposed envelope-tracking 
simulator samples the envelopes at a rate proportional to their maximum bandwidth; thus, 
it requires significantly fewer time steps TN  when solving narrowband problems making 
it more efficient than its time-domain counterparts. Moreover, the envelope-tracking 
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simulator is generally more accurate than its time-domain counterpart because of smaller 
integration and interpolation errors [52]. 
1.4.2. Extension of Hybrid EM-CKT Simulator to Broader-band Excitations 
When excited with broad-band excitations, the aforementioned three step 
approximation relating the envelope of the nonlinear CKT currents to the CKT voltage 
become invalid and cause the nonlinear solution to fail as the bandwidth broadens. Novel 
temporal sampling and interpolation schemes are implemented in the procedure for 
finding the nonlinear current envelopes from voltage envelopes. These schemes enable 
broader band simulations to be performed by expanding the range of validity of 
expressions that relate the envelopes of currents through nonlinear circuit elements to the 
envelopes of the voltages across them. Moreover, these schemes do not significantly 
increase the cost of the hybrid EM-CKT simulation.
1.4.3. Hybrid EM-CKT Simulator for Microwave Circuits and Antennas 
Next, the EM part of the simulator is extended to include perfect electrically 
conducting (PEC) and dielectric bodies. Here, similar to the wire antenna case, (i) the 
surface and volume EFIEs are formulated in terms of the envelopes, (ii) the envelopes of 
the surface currents on perfectly electrically conducting (PEC) surfaces and envelopes of 
polarization currents in the dielectric body are sampled at time-instants T, ,t N tD D  
and discretized in space using EMN divergence-conforming sub-domain basis functions, 
and (iii) the resulting equations are Galerkin tested at times T, ,t N tD D  to obtain a 
block system of equations. The CKT equations and the lumped model used for the 
coupling of EM and CKT equations are identical to the hybrid EM-CKT simulator for the 
wire case.  
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A finite-gap non-radiating port model is introduced to accurately model the EM 
scattering from the port where the EM and CKT are connected. These ports are modeled 
as finite rectangular gaps. The current continuity across the port is assumed (the currents 
in the port gap are not radiated) and the line integral of the E-field in the gap is enforced 
to be equal to the port voltage.  
For narrowband problems, the computational cost requirement is also identical to 
the previous case (typically, with a much larger EMN ).  Just as for time-domain EM-
CKT simulators [24], [25], this computational cost is prohibitive and fast methods are 
needed to alleviate it. In this dissertation, a Fourier-Envelope Adaptive Integral Method 
(FE-AIM) is implemented to approximate the EM equations and reduce the 
computational cost requirement of these problems by exploiting the translational 
invariance of the Green function. Here, An extension of the envelope tracking AIM (ET-
AIM) scheme  [52].is implemented, i.e.  FE-AIM approximates the HN  harmonics 
instead of just one carrier as in ET-AIM scheme. As in the case of its time-domain [25], 
[53] and frequency domain [54] counterparts, this is achieved by using a regular auxiliary 
grid covering the EM module (with CN  points). For a given source point, each envelope 
of the scattered field for observer point beyond a given distance is approximated by using 
equivalent point sources at the auxiliary grid points and radiating them using the space-
time invariant Green function. This result in a block-Toeplitz matrix which can be 
computed efficiently using 4-D space-time FFTs. For narrowband problems, AIM will 
require H C EM( ( ))O N N N+  computations to compute the unique entries of the necessary 
matrices and H C EM( ( ))O N N N+  bytes to store these entries [52]. As most of the EM-
CKT modules are planar, AIM method will require 
2
T N I H C C H CKT( [ log ])O N N N N N N N N+  computations for the nonlinear solution 
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algorithm. Here again, NN and IN are the average number of Newton iterations per time 
step and the average number of iterative solve iterations per Newton iteration, 
respectively. Sparse near-field preconditioners [55]–[57] are implemented to improve the 
convergence of the nonlinear solution algorithm. Although these preconditioners do a lot 
more computations at each iteration compared to the diagonal preconditioner, they have a 
lot lesser iterations. Thereby, reducing the overall computational cost.
1.4.4. Hybrid EM-CKT Simulator for Nonlinear Periodic Structures 
Large arrays of nonlinearly loaded EM modules are common in phased arrays, 
frequency selective surfaces and metasurfaces [6], [7]. Efficient analysis can be 
performed by approximating these arrays as infinite arrays. Next, envelope-tracking 
hybrid EM-CKT simulator is extended for analyzing scattering from infinite nonlinearly 
loaded periodic structures excited by an incident plane-wave. The signals (fields, 
currents, voltages) in any cell are temporally shifted copies of those in a reference cell. 
The EM equations used in the hybrid simulator are obtained using an envelope tracking 
integral-equation technique equivalent of the time-domain method published in [58]: 
Surface-volume EFIE are formulated in terms of envelopes of the unknown currents in 
the reference cell using the periodic Green function. The unknown HN envelopes of 
currents are discretized using EM TN N  space-time basis functions and the resulting 
equations are Galerkin tested in space at TN  different time instants. In the case of 
obliquely incident plane wave, future values of the envelopes of current are needed to 
find the envelopes of the scattered fields on the reference cell at each time instant, which 
requires the use of an extrapolation scheme. To reduce the number of future samples of 
currents that are extrapolated, the testing instants and the temporal basis functions are 
time shifted (depending on the location of the spatial basis functions in the cell) [58]; 
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moreover, bandlimited temporal basis functions are used to facilitate the extrapolation 
scheme [59]. The CKT equations in each unit cell is independent of one other. Therefore, 
the CKT equations and the coupling of EM and CKT equations are identical to the 
envelope tracking hybrid simulators in the previous sections.
1.4.5. Envelope-Tracking AIM for lossy medium 
In geophysical applications, the EM modules are in lossy (conductive) medium. 
This thesis presents a preliminary work towards that end. The transient scattering from 
PEC in conductive backgrounds is modeled using an ET-AIM simulator. Further research 
needs to be performed to make it useful for modeling subsurface environments. 
 ORGANIZATION OF THE THESIS 
The rest of this dissertation is organized as follows. Chapter 2 presents in detail 
the CKT component of all the simulators described in Chapters 3-6. Chapter 3 presents 
the hybrid EM-CKT for nonlinearly loaded wires. The formulation illustrates: (i) the 
envelope-tracking solution of the wire integral equation using the classical MOT scheme, 
(ii) coupling of CKT and EM simulators, and (iii) Newton solution of the resulting 
equations.  Numerical results validate and show the advantages of the proposed simulator 
over their time-domain counterparts. Chapter 4 presents an increased accuracy nonlinear 
solution algorithm for broader-band excitations. Chapter 5 presents the extension of the 
hybrid EM-CKT simulator to model the planar microwave circuits and antennas. Chapter 
5 illustrates: (i) the envelope-tracking integral-equation solution using the classical MOT 
method for surface/volume integral equation arising in PEC/lossless dielectric volumes, 
(ii) new port model for realistic models of excitations/ports, (iii) FE-AIM method 
acceleration, and (iv) sparse near field preconditioners for improving the convergence of 
the nonlinear solution algorithm. Numerical results that show the comparison between the 
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performance of this simulator with its time-domain counterparts and the performance of 
the preconditioner are presented. Chapter 6 formulates the time-domain and envelope-
tracking simulator for infinitely nonlinearly loaded periodic structures and compare it 
with their time-domain counterparts. Chapter 7 presents an envelope tracking AIM 
simulator for modeling the scattering from PEC structures in conductive medium. 
.Chapter 8 summarizes the findings of this research and also presents the future 
extensions of this research work 
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CHAPTER 2 
 FOURIER ENVELOPE CKT SIMULATOR 
This chapter describes a Fourier envelope circuit (FE-CKT) simulator that is used 
to model the devices connected to the EM structures. Each device is modeled as a lumped 
circuit that includes linear elements (resistors, inductors, and capacitors), independent 
voltage and current sources, and nonlinear elements (diodes, transistors etc.). Each of the 
lumped circuits are formulated separately using the modified nodal analysis (MNA) 
procedure similar to the classical time domain one [60], [61]. However, it is formulated 
not in terms of node voltages and branch currents but in terms of their envelopes [34], 
[51]. In each circuit, Kirchhoff’s current laws at all circuit nodes (except one reference 
node) and the branch constitutive relations for voltage source branches are applied 
through MNA to relate the envelopes of the branch currents to the envelopes of the node 
voltages  (and its time derivative) in the circuit. Resulting ordinary differential equations 
are discretized by sampling in time and a trapezoidal integration scheme is used to 
approximate the differential equation to a nonlinear system of equations at each time step. 
The nonlinear system of equations are solved using a Newton-Raphson scheme. 
The MNA and its numerical formulation for a lumped circuit is presented in 
section 2.1 and the nonlinear solution scheme is presented in section 2.2. Numerical 
examples describing the capability of the simulator for analysis of circuits involving 
various passive and active components is presented in Section 2.3. Finally, the extension 
of this formulation to the concurrent analysis multiple circuits is presented in Section 2.4.
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2.1 MNA FORMULATION 
Consider a circuit consisting of nodN  nodes, bN branches, vsN voltage sources 
and isN current sources. One of the nodes in the circuit is identified as the reference node, 
numbered as the zeroth node, and assigned zero potential. For notational simplicity, let 
the first branch numbers be assigned to the branches containing voltage sources. The 
instantaneous voltages at all the non-reference nodes, currents through each branch and 
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iIS are referred to as the hth envelope of the non-reference 
node voltages, branch currents, voltage source and current source values respectively. 
Note that all the envelope quantities are complex-valued except for the 0th envelopes 
which are real-valued.  
Next, some of the notations used to express quantities used in the MNA here and 
its nonlinear solution in Section 2.2 are described. The unknown functions that are found 
in the classical time-domain MNA procedure are listed in a vector i.e., voltages at the 
non-reference nodes and currents through voltage-source branches are listed in the 
CKT 1N ´  (where CKT nod vsN N N= + ) vector 1[ ( ), ,V t=V  nod 1
( )NV t-
vs1
, ( ),..., ( )]TNI t I t . The H CKTN N envelopes of these functions are the unknowns in this 
FE-CKT MNA procedure; i.e. in the following, they are identified using the vectors 
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nod vs1 1 1
[ ( ), , ( ), ( ),..., ( )]h h h h h TN NV t V t I t I t-=V
      and their concatenation CKT[ 1hN +V
  
CKT: ( 1) ]h N+ = CKT[1 : ]
h NV  for H0, , 1h N= -  that contains all the envelopes. To 
formulate the MNA procedure concisely, the currents through the nonlinear elements are 




NI t- , where 
nl( )nI t  
denotes the current exiting node n  through all the nonlinear elements connected to it and 
the vector is zero-padded such that nlI  is the same size as V . The hth envelopes of these 




[ ( ),..., ( ), 0,..., 0]h h h T
N
I t I t
-
=I    and 
concatenating all HN  such vectors forms the vector 
nlI where 
nl
CKT CKT[ 1 : ( 1) ]hN h N+ + =I
 nl,
CKT[1 : ]
h NI  for H0, , 1.h N= -  
To find the unknown voltage and current envelopes, Kirchhoff’s current law is 
enforced at all the non-reference nodes, Kirchhoff’s voltage law is enforced on branches 
containing voltage sources, and the equations governing the circuit elements are used to 
represent the branch currents in terms of node voltages [51]. This procedure results in 
H CKTN N  nonlinear ordinary differential equations.  
For example, the above procedure applied to a rectifier circuit (Fig. 2.1) used for 























  (2.2) 
for H0, , 1h N= - . Here, td  denotes the time derivative operator,  
1 2 1[ ( ), ( ), ( )]
h h h h TV t V t I t=V    , and  nl, 3[0, ( ), 0]
h h TI t= -I  . 
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Fig. 2.1. A simple rectifier circuit that can be used for energy harvesting. 
In (2.2), the hth envelope of the current through the diode must be represented as 
a function of all the envelopes of the voltage across it. It is important to observe that 
nonlinear circuit elements are commonly defined using equations that relate the (time-
domain) voltage and current across them., e.g., 3 SD 2 TH( ) (exp( ( ) / ) 1)I t I V t V= - -  for 
the diode in Fig. 2.1, where SDI and THV  are known constants. Unfortunately, such 
nonlinear equations do not generally yield closed-form equations that relate the 
envelopes; thus, the relationship among the envelopes must be estimated numerically 
from the time-domain expression. This procedure is detailed in Section 2.2. In general, if 
the current through an element is a nonlinear function of the voltage across it, then each 
envelope of the current will be a nonlinear function of all the envelopes of the voltage. In 
the rest of this document, the dependence among the envelopes is shown by using the 
notation nl, ( , )h tI V  ; similarly,  the nonlinear equations that relate the (time domain) 
currents and voltages are expressed as nl( , )tI V . 
To numerically solve the MNA equations, the voltage and current envelopes are 
sampled uniformly in time (at the same time instances used for discretizing the EM 
equations). Let the vectors CKT, ( )h hl l t= DV V
   denote the samples at time l tD  of the 
hth envelopes of the circuit unknowns; their concatenation is denoted as CKTlV
 , which is 
a vector containing H CKTN N  numbers. To find these numbers, the trapezoidal rule is 
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used to approximate the equations governing the circuit elements. This is a 
straightforward operation for linear elements; e.g., the relevant equation, which is 
2 0 1( ) ( ) ( )
h h
tI t C d jh V tw= +
  , for the capacitor in Fig. 2 is approximated as  
2 0 1 2 0 1
2 2
( ) ( ) ( ) ([ 1] ) ( ) ([ 1] )h h h hI l t C jh V l t I l t C jh V l t
t t
w wD » + D - - D - - - D
D D
     (2.3) 
for T1, ,l N=  . This equation can be interpreted as a constant impedance in parallel 
with a dependent current source whose values are obtained from the past samples of the 
envelopes. Similar equations that relate the samples at time l tD  of the hth envelope of 
the current through the element to the present and past samples of the hth envelope of the 
voltage across and the current through the element can be formulated for all linear circuit 
elements. In contrast, for nonlinear elements, the samples of the hth envelope of the 
current through the element must be related to the present and past samples of all HN  
envelopes of the voltage across it, e.g., 103 2 2( ) ( ( ),..., ( ), )
HNhI l t f V l t V l t l t-D » D D D     for 
the diode in Fig. 2. Equations similar to (2.3) that relate the samples at time l tD of the 
envelopes of the current flowing through the elements to the envelopes of the present and 
past samples of the voltage across them for various linear and nonlinear elements are 
described in Appendix I. In the following, the dependence among the samples of the 
envelopes are highlighted by using the notation nl, CKT( )hl lI V
  , which denotes the samples 
at time l tD  of the hth envelope of the currents through the nonlinear elements; and their 
concatenation is denoted as nl CKT( )l lI V
   . Using this notation, the nonlinear system of 
algebraic equations that result from the application of trapezoidal rule in each circuit can 
be expressed as 
H H H H
0 CKT,0 nl,0 CKT CKT,0
1 CKT, 1 nl, 1 CKT, 1CKT
( )
( )
l l l l
N N N N
l l l l
- - - -
Y V + I V = I
Y V + I V = I
    

    
  (2.4) 
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or more compactly as 
CKT nl CKT CKT( )l l l lYV + I V = I
      (2.5) 




 stores the samples at time l tD  of the envelopes 
of current and voltage sources. The matrix Y  is an H CKT H CKTN N N N´  block-diagonal 
matrix that relates the samples of the envelopes of the branch currents to those of node 
voltages for linear elements (modified with Kirchhoff’s voltage law for branches with 
voltage sources). Note that, the CKT equations that correspond to the different harmonics 
are coupled by the nonlinear current nllI

 ; thus, they must be solved for all HN  
envelopes 
simultaneously at each time step.
2.2 SOLUTION OF NONLINEAR EQUATION – NEWTON RAPHSON SCHEME 
The solution algorithm used in the pure Fourier envelope circuit simulator is 
presented here. At each time step, the Newton-Raphson algorithm is used to solve (2.5) 
for the vector CKTlV
 . Although the solution procedure for the proposed Fourier-envelope 
CKT simulator is similar to that for the time-domain CKT simulator, there are important 
modifications here because the unknown vector CKTlV
  and the equations (2.5) are 
complex valued and closed-form equations that relate the current and voltage envelopes 
are generally not available for nonlinear elements. The solution procedure can be cast 
into five stages at each time step l tD .  
Stage 1: Compute the right hand side lI
  of (2.5) 
Stage 2: At each Newton iteration 1,2,p =  , compute the residual vector 
CKT nl CKT CKT
, 1 , 1 , 1( )l p l p l l p l- - -= -r YV + I V I
      using CKT, 1l p-V
 , the solution vector guessed in the 
previous Newton iteration. The first guess is set to the solution at the previous time step: 
CKT CKT
,0 1l l-=V V
  . To compute the residual vector, the vectors nl CKT, 1( )l l p-I V
   must be 
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evaluated, i.e., the HN  envelopes of the currents through nonlinear elements at time l tD  
must be evaluated given the previous guess. When closed-form expressions are not 
available, these samples are approximated in three steps; these are detailed next. 
First, the samples of the CKT unknowns are estimated from the samples of their 
envelopes at 1M +  different times ,0 ,,...,l l Mt t . These estimates are denoted with 
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  (2.6) 
for m = 0,...,M . Notice that the above expression does not use the correct values of the 
envelopes at the times of evaluation but sets them to the guessed value at time l tD , i.e., 
it approximates the envelopes as piecewise constant functions. This approximation is 
accurate only if the envelopes are varying slowly compared to the carrier frequency; thus, 
it constraints the accuracy of the nonlinear solution procedure for broadband excitations 
and limits the proposed method to problems with relatively narrow bandwidths of 
interest.  
Second, the nonlinear element equations are evaluated to estimate the values of 
the currents through the nonlinear elements at the same time instances. These are defined 
as nl nl, , 1 , , 1 ,( , )l m p l m p l mt- -I I V  for 0,..., .m M=   
Third, these estimated current samples are expressed in terms of the samples of 
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for 0,...,m M= . Once again, the envelopes are approximated as piecewise constant 
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  (2.9) 
Solving these 1M +  real-valued linear equations results in an estimate for the 
desired vectors Hnl,N 1nl,0,l l
-I I  . Notice that in (2.9), H 1N -  of the unknown samples 
are complex and one of them is real (that of the 0th harmonic) By choosing 
H2 1M N= -   and , 02 ( ) / ( 1)l mt l t M m Mp w= D - - + , (2.9) can be solved 
efficiently with FFTs [34], [51]. Accuracy of this procedure can be increased by 
employing different time sampling instants ,0 ,, ,l l Mt t  and higher order interpolation 
schemes like piecewise-linear and piecewise-quadratic functions for approximating 
envelopes in (2.6) and (2.8). These improvements and their implications on the 
bandwidth of analysis are investigated for the hybrid EM-CKT simulators and presented 
in Chapter 4. 
Stage 3: If CKT, 1l p ltol- < ´r I
 , where tol  is a predefined tolerance, then set 
CKT CKT
, 1l l p-=V V
   and stop the Newton iterations; else, calculate the next Newton step as 
follows. 
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Stage 4: Find the Jacobian. Because nlI  depends on complex variables, the 
Jacobian must be computed with respect to the real and imaginary parts of these 









































































is a null matrix 
because the envelope of the 0th harmonic is a real function. Similar to step 2, the entries 
of the Jacobian matrices are found approximately; i.e., the derivative of  (2.9) rather than 
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l m p -=
= ¶ ¶
V V
J I V  denotes the Jacobian obtained from the nonlinear 
equations in time domain. These equations can also be solved efficiently by using FFTs if 
M  and ,l mt  are chosen as mentioned in stage 2.   
Stage 5: Find the Newton step ,l ps  and update the guess as
CKT CKT
, , 1 ,l p l p l p-= -V V s
   . 
To find ,l ps , which is a complex vector, its real and imaginary parts are stored in a real-
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valued vector denoted as ,l ps
  and a set of H CKT(2 1)N N-  real-valued equations are 
constructed and solved:  
nl
, , , 1( )l p l p l p-+ =Y J s r
        (2.12) 
Here, the vectors and matrices are formed by separating the real and imaginary parts of 
the corresponding vectors and matrices in (2.12) and (2.11). This system of equation is 
solved iteratively. In (2.12), ps
  is a size H CKT(2 1)N N-  vector that stores the real and 
imaginary parts of the Newton step p =s






s s s    








s s  . The real residual vector , 1l p-r  is similarly expressed in 
terms of the complex one , 1l p-r .The matrices Y
 and nl,l pJ
  are of size H CKT(2 1)N N- ´  
H CKT(2 1)N N-  that have sub-blocks of size CKT CKTN N´ sub-blocks; each sub-block 
represents coupling between two  envelopes. Thus Y is a block-diagonal matrix and nl,l pJ

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  (2.13) 
for H, 1, , 1h h N¢ = - .
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2.3 NUMERICAL EXAMPLES  
Four example circuits including, a series RLC circuit, a diode voltage multiplier 
circuit [62],a bipolar junction transistor (BJT) tuned amplifier and a metal-semiconductor 
field effect transistor (MESFET) amplifier are analyzed using the FE-CKT simulator. The 
results are compared with those obtained its time-domain counterpart [60]  
2.3.1 Series RLC Circuit 
In the first example, a series RLC circuit connected to a time-varying voltage 
source is analyzed; their component values are 50 R = W , 0.1 nHL =  and 1 nFC =  
(Fig. 2.2(a)). The circuit is excited by a modulated Gaussian voltage source given by 
2 2
d( ) /2
0 d( ) cos( ( ))
t tVS t e t ts w- -= -  (2.14) 
Here, 0 / 2 500 MHzw p = , 30 /  nss p=  and d 46.4 nst = . Less than 0.1% of the 
pulse power is 0 0 / 10w w . There are three non-reference nodes and one voltage source 
branch, i.e. CKT 4N = . As the circuit is linear, only the fundamental carrier is used and  
the time step size is chosen to be 0/t p wD =  The current found from this simulation is 
compared to a time-domain simulation with time-step size 0/ 20p w [60] in Figs. 2.2(b) 
(a)                                                  (b)                                                     (c) 
Fig. 2.2. Series RLC (a) CKT (b) Current in the circuit. (c) Current near the peak value. 
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and 2.2(c). The results agree well for the entire duration of the simulations. 
. 
2.3.2 Diode Voltage Multiplier 
The DC voltage buildup in a three-stage differential voltage multiplier circuit 
used in energy-harvested RFID systems [62] is quantified (Fig. 2.3(a)). The diodes in the 
rectifier are modeled as an exponential current source, where S 0.1I Am=  and 
TH 0.0346VV = , connected in parallel to a  nonlinear capacitor, where 
(1 (1 ) / )C D JF F M MV V
-= - + + , JO 4.2902 fFC = , TT=39.386ps , 0.21VJV = ,  
0.5F = , and 0.5M = , and in series to a S 0.2R = W  resistor (Fig. 2.3(b)). The series 
and parallel capacitors in Fig. 2.3(a) are 1 pF each S P( 1 pF)C C= = , inductor L  is 
54.3 nH , capacitor  C  is 0.55 pF and the DC current source DCI  is set to 1 Am . The 
diode model parameters were obtained from a least square fit of the measured diode 
current and capacitance characteristics reported in [62] . The voltage multiplier is excited 
by a slowly ramping up sinusoidal voltage source connected to a 50 Ω series S( 50 )R = W   
resistance [62] given as  
S 0 0
3 4 5
( ) 0.5 ( / )sin( )
0 for 0     
( ) 10 15 6 for 0 1
1 for 1      
V t f t t
t
f t t t t t
t
t w=
ìï £ïïï= - + £ <íïï £ïïïî
  (2.15) 
where 0 01000 /t p w= and 0 / 2 915 MHzw p = . Less than 0.1%  of the pulse power 
is outside the frequency band of 0 0 / 75.w w  There are 15 non-reference nodes and 1 
voltage source i.e. CKT 16N =  and the number of harmonics was chosen to be 4 i.e. 
H 4N = . The time step size for FE-CKT are set to 015 / 8nsp w » . It is observed in 
Fig. 2.3(c) that the output voltage found from the FE-CKT simulation agrees well with  
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that found from the TD-CKT simulation with time step size 0/ 20 27 psp w »  for both 
the ramp-up duration and the steady state results. The difference between the TD-CKT 
and FE-CKT voltages are less than 1%. 
Next, the simulations are repeated for different source voltage amplitudes (varied 
from 0.35 V to 1.1V) and the output DC voltage (average value of the steady state output 
voltage) is plotted in Fig. 2.3(d) as a function of the time-average power available at the 
source port given as  
(a)                                                                        (b) 
                                             (c)               (d) 
Fig. 2.3. Rectifier (a) Three-stage differential voltage multiplier. (b) Diode circuit model (derived
from [62]). (c) Time-domain output voltage (inset: steady-state portion of voltage). (d) Output
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The results from the Fourier-envelope CKT and the TD-CKT simulation agree 
well with each other. The FE-CKT results also agree well with the results in [62]; the 
small discrepancies can be attributed to the differences in the diode model parameters.
2.3.3 BJT Tuned Amplifier 
A tuned amplifier designed using BJT (Fig. 2.4(a)) is analyzed using the FE-CKT 
simulator The BJT is modeled using the large-signal Eber Moll’s model [63] (Fig. 
2.4(b)). The model parameters used are S 0.1 fAI =  , 80BF = , 3BR = , 
0.5 psTF TR= =  , JEO 0.06 pFC = , JCO 0.18 pFC = , JE JC 0.6 VV V= =  and
JE JC 0.33M M= = . The tuning circuit parameters in Fig. 2.4(a) are T 1 nFC = , 
T 200 R = W  and T 1 HL m= . The DC bias circuit parameters in Fig. 2.4(a) are 
1 1 nFC = , 1 1 kR = W  2 100 R = W  and CC 10 VV = . The voltage input to the circuit 
is a slowly ramping up amplitude modulated sinusoid wave given as 
S 0 mod 0( ) 0.2 ( / )sin( )sin( )V t f t t tt w w=   (2.17) 
Here, ( )f t  is the same as in (2.15), 0 / 2 1 MHzw p = , mod / 2 10 kHzw p = and 
0 0.2 mst = . There are 4 non-reference nodes and 2 voltage sources i.e. CKT 6N =  
There are four harmonics used i.e. H 4N = . The DC operating point analysis is done 
apriori and the voltages at the non-reference nodes and the current through the inductor 
and voltage sources are initialized to the DC value. i.e., the 0th envelope of the currents 
and voltages are initialized to the DC value. The time step size for the FE simulation is 
chosen to be 05 / 5 st p w mD = »  . The output voltage from the FE-CKT simulations 
are plotted in Figs. 2.4(c) and 2.4(d). The output voltages are compared with the results 
 28
from time-domain simulator with time step size 50 ns . The results agree really well and 
the differences between them are less than 0.1% .
2.3.4 MESFET Amplifier 
An amplifier circuit designed using MESFET (Fig. 2.5(a)) is analyzed using the 
Fourier envelope circuit simulator. The MESFET model along with its parasitic elements 
(Fig. 2.5(b)) is derived from [64]. Here, the parameters used are GSO 3 pFC = , 
                                           (a)                                                                       (b) 
                                             (c)               (d) 
Fig. 2.4. Tuned Amplifier.(a) CKT (b) BJT circuit model – Eber Moll’s static model. (c) Time-domain
output voltage. (d) Steady state output voltage. 
 29
BI 0.7 VV = , 0 0.5304 Aa = , 0 0.2595 A/Va = , 
2
2 0.0542 A/Va =- , 
3
3 0.0305 A/Va =- , and 
-11.0 VGAMMA= . 
The matching resistors in the circuit are 50 ohms i.e. 1 2 50 R R= = W  The dc 
bias voltages are set to GG 0.81 VV = -  and DD 18.96 VV =  respectively. The input 
voltage is a modulated Gaussian pulse as given by (2.14). Here, 0 / 2 6 GHzw p = , 
0.025 /  ss p m=  and 0 39.577 nst = . There are 12 non-reference nodes and 3 voltage 
sources i.e. CKT 15N = .and 4 harmonics were used The time step size of the simulation 
(a)                                                                                                      (b) 
                                             (c)               (d) 
Fig. 2.5. MESFET Amplifier. (a) CKT. (b) MESFET circuit model. (c) Time-domain output voltage.
(d) Steady state output voltage. 
 30
was set to be 50ps. The output voltage obtained from these simulations is plotted in Figs  
2.5(c) and 2.5(d). As in the previous examples, The results are in excellent agreement 
with the result obtained from the time-domain simulations.
 
 2.4 Combined Simulation of Multiple Circuits  
Let circuits D1, ,D N=   consist of nD  nodes, bD  branches, vsD  voltage 
sources, and isD  current sources. As is typical, one of the nodes in each circuit is 
identified as the reference node for that circuit, (locally) numbered as the zeroth node, 
and assigned an zero voltage. Because each circuit is independent, the equations 
corresponding to the DN  different circuits are decoupled and each circuit can be 
analyzed separately. When the circuits are connected to EM module, however, the 
equations for the different circuits become coupled (through port currents and voltages); 
thus, the equations for all circuits must be solved simultaneously. For each circuit D , the 
voltages and currents are expressed in terms of HN  envelopes. Kirchhoff’s current law 
and branch constitutive equations are enforced through MNA to relate the envelopes of 
voltages and currents. The number of unknowns for circuit D is denoted as CKT
DN . For 
all circuits, the envelopes of voltages and currents are discretized using the same time 
step size. The ordinary differential equations are approximated in terms of the envelope 
samples using trapezoidal integration to obtain  nonlinear system of equations 
D D D D D
1 CKT,1 nl,1 CKT,1 CKT,1
CKT, nl, CKT, CKT,
( )
( )
l l l l
N N N N N
l l l l
Y V + I V = I
Y V + I V = I
    

    
 (2.18) 
These equations can be expressed compactly by a   system of equations (modifying (2.5)) 
as 
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CKT CKT nl CKT CKT( )l l l l+ =Y V I V I










= å , the vectors are the concatenations of all the DN  circuit 
vectors i.e. D




















































  (2.20) 
The nonlinear solution scheme described in section 2.2 can be used to solve (2.19) 
instead of (2.5). However, if there is no EM module, these CKT equations can be solved 
independently. The coupling and the nonlinear solution algorithm for the hybrid EM-
CKT simulation will be presented in the next chapter. 
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CHAPTER 3 
FOURIER ENVELOPE EM-CKT SIMULATOR FOR 
NONLINEARLY LOADED WIRE ANTENNAS1 
In this chapter, the envelope tracking hybrid EM-CKT simulator for nonlinearly 
loaded wire antennas is explained in detail. The formulation and the computational 
complexity of simulator are presented in Section 3.1. Numerical results validating the 
method and comparing the performance to time-domain method is presented in Section 
3.2. 
3.1 FORMULATION 
Consider arbitrarily shaped wire antennas that are loaded with nonlinear time-
invariant devices at various locations (Fig. 3.1). The antennas are assumed to reside in an 
unbounded homogeneous medium with permittivity e  and permeabilitym , their wires are 
assumed to be PEC thin wires, whose cross sectional dimensions are much smaller than 
all wavelengths of interest, and the devices are assumed to be small enough to be 
accurately modeled as lumped circuits. The structure is excited by a combination of an 
electric field  due to external impressed sources inc( , )tE r  and voltage sources 1( ),VS t
2( ),VS t  and current sources 1 2( ), ( ),IS t IS t    within the lumped circuits. The incident 
electric field on the wires is assumed to be zero for 0t £  and essentially bandlimited to 
the angular frequency band 0 bw 0 bw[ , ]w w w w- + , where 0w  is the fundamental carrier 
frequency and bww  is the single-sided bandwidth.  
                                                 
1 This chapter is written based on the work published in the journal paper V. Subramanian and A. E. Yılmaz, “An 
envelope tracking hybrid field-circuit simulator for narrowband analysis of nonlinearly loaded wire antennas,” IEEE 
Trans. Microw. Theory Techn., vol. 62, no. 2, Feb 2014. All the research reported in the paper was performed by the 
author of this dissertation Vivek Subramanian. Prof. Ali Yılmaz’s contribution to the paper was purely advisory. 
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All sources within the devices are assumed to be either DC sources or initially 
zero and essentially bandlimited just like the incident electric field.
3.1.1 EM Equations 
To model the field interactions with the wires, the standard thin wire 
approximations [65] are made: (i) The azimuthal component of the current induced on the 
surface of the wires is assumed negligible compared to the axial component. (ii) The 
axial component of the current denoted as s( , )tI r  is assumed to have no azimuthal 
variation. (iii) The currents at the caps of the wires are ignored. By discretizing the wires 
into piecewise cylindrical segments, enforcing the time derivatives of the axial 
component WN  of electric field on the axis of these segments to be zero, decomposing 
the electric field into incident and scattered components, and expressing the scattered 
field in terms of sI , the reduced form of the thin-wire EFIE/Pocklington’s equation [65], 
[66] is obtained, i.e.,  
inc 2ˆ ˆ( , ) [ ( , ) ( , )]t t tl t l t tf¶ = ¶ + ¶E r r A r u u   (3.1) 
 





inc( , )tE r
1( )VS t
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for W1, ,u N=  . Here, t¶  denotes the partial time derivative operator, { , }f A  denotes 
the {electric scalar, magnetic vector} potential, and l̂u  denotes the unit-vector along that 
axis. This equation is valid for all positions r  on the axis of the thu  segment. 
Next, the incident field and induced current are expanded using a truncated series 
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are referred as the thh envelope of the incident electric field 
and induced current, respectively. By substituting (3.2) in (3.1), the EFIE is converted to 
HN  
independent integral equations; each equation relates one of the envelopes of the 





ˆ ˆ( ) [ ( )









¶ + =  ¶ +





u u  (3.3) 
for H0, , 1h N= - , W1, ,u N=  , and  r  on the axis of the 
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In (3.4), | |R ¢= -r r  is the distance between the source and the observer point, a  is the 
wire radius, 1/2( )c me -=
 
is the speed of light in the background medium, and 
0 0 /k cw=  is the wave number at the fundamental carrier frequency.  
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t k T t¢ ¢¢
¢ ¢= =
¢@ å åI r I W r   (3.5) 
Here, EM,h
l ¢I
  is an EM 1N ´  vector that stores unknown coefficients, k ¢W  are the spatial 
and ( ) ( )lT t T t l t¢ ¢= - D  are the temporal basis functions, EMN  is the number of spatial 
and TN  is the number of temporal basis functions, and tD  is the time step size. In 
general, each envelope can be discretized using different spatial and temporal basis 
functions; here, identical basis functions are used to simplify the coupling with the CKT 
equations. Because the wires are assumed thin, the spatial basis functions are defined as 
triangle functions over two adjacent segments that are directed tangential to the axes of 
the wire segments [65], i.e., the vector basis have no azimuthal component and variation. 
The temporal basis functions are chosen as causal piecewise polynomial interpolatory 
functions [67]. Because the basis functions are interpolatory in space and time, the entries 
of the vector EM,h
l ¢I
 are the samples of the hth envelope of the induced current at EMN  
different positions on the wires at time l t¢D .  
Substituting (3.5) in (3.3) and Galerkin testing the resulting equations at times 





 for 1, ,
l






= - =åZ I V Z I       (3.6) 
Here, EMl ¢I
  is an H EM 1N N ´  vector that concatenates the unknown samples of the 
current envelopes at time l t¢D , i.e., EM EM,EM EM EM[ 1 : ( 1) ] [1 : ] 
h
l lhN h N N¢ ¢+ + =I I
   
for H 0,..., 1.h N= - Similarly, 
EM
lV
  is the vector that contains all the incident electric 
field envelopes tested at time l tD . The matrices l l ¢-Z
 , which are of size 
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H EM H EMN N N N´ , give the scattered field envelopes tested at time l tD  due to the 
current envelope samples at time .l t¢D  The entries of the matrices and vectors in (3.6) 
are given in Appendix II. Due to the linearity of the thin-wire EFIE, the equations 
corresponding to different harmonics in (3.6) are decoupled (each l l ¢-Z
  matrix is block 
diagonal); thus, the samples of each current envelope can be found independently, one 
envelope at a time. When the wires are loaded by nonlinear devices, however, the 
equations for the different harmonics become coupled (through port currents and 
voltages); thus, the full system of equations (3.6) must be solved simultaneously at each 
time step; i.e., the samples of all current envelopes at each time step must be found 
together.
3.1.2 CKT Equations 
Each of the DN  device is modeled as a lumped circuit. The circuit system of 
equations is obtained by (i) enforcing Kirchhoff’s current laws and branch equations 
through MNA to relate the envelopes of the currents and the envelope voltages; and (ii) 
sampling the envelopes of the circuit quantities and discretizing the ordinary differential 
equations using trapezoidal rule. This procedure is detailed in Chapter 2. The resulting 
H CKTN N   system of equations at each time step is repeated here as  
CKT CKT nl CKT CKT( )l l l l+ =Y V I V I
      (3.7)
3.1.3 Coupling EM and CKT Equations 
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The wires and the lumped circuits are coupled using the port model in [24], [25]. 
This model forces the voltage (line integral of electric field) and currents in the EM and 
CKT system of equations to be equal and makes the overall system of equations 
consistent. As an example, let the first circuit represent a two-terminal device occupying 
a small gap of length d  in the middle of the two segments corresponding to basis function 
k  and be connected at nodes P  and .0 .as shown in Fig. 3.2. In this case, the coupling 
from the device to the wire is modeled by ignoring fringing fields, setting the electric 
field across the gap to be position independent, and equating its line integral to  
 the port voltage, i.e., the envelopes of the time derivative of the electric field scattered by 
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for r  in the gap and H0, , 1h N= - . Here, l̂d  is the unit vector along the axis of the 
wire in the gap pointing from node 0 to node P . Here, the time derivative of the port 
voltage 1,ht PV¶
  is approximated by a third-order backward difference formula just as in 
[24], [25]. The coupling from the wires to the device is modeled by assuming that all the 
 
                      (a)                 (b)                                     (c) 
Fig. 3.2.  EM-CKT coupling: (a) One-port circuit connected to the wires at nodeP  and the reference
node. (b) EM model. (c) CKT model.  
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axial component of the wire current at the port enters the circuit, i.e., by adding 
s
ˆ( , )h k t ld⋅I r
  to the Kirchhoff’s current law at node P  for kr  in the middle of basis 
function kW  and H0, , 1h N= - . If there are DC sources in the circuits, a two-step 
analysis is performed as in [25] and the coupling scheme is modified accordingly. In the 
first step, transient sources are turned off and DC analysis is performed (using the above 
coupling scheme) to find constant voltages and currents, which are used as initial 
conditions in the next step. In the second step, both DC and transient sources are turned 
on but the DC components of the currents and fields are removed from the EM system of 
equations. This is implemented by introducing independent DC voltage and current 
sources at the ports that remove the DC component of the port voltage when coupling 
from devices to wires and add the DC component of the port current when coupling from 
wires to devices [25]. 
The coupled system of equations can be expressed as  
T( )    for 1, ,l l l N= =F X b
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  is a vector formed by concatenating the vectors DCKT,CKT,1, , Nl lV V  ; i.e., it 
contains the samples at time l tD  of the unknown voltage/current envelopes in all 
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circuits. Similarly, CKTlI
  and nllI
  are formed by concatenating the vectors 
DCKT,CKT,1 , Nl lI I
   and Dnl,nl,1, , Nl lI I
  , respectively. All these vectors are of size 
H CKTN N , where 
1
CKT CKTN N= +
D
CKT
NN+  is the total number of CKT unknowns. 
The matrix CKTY  is a block-diagonal matrix; each of its blocks is one of the matrices 
D1,..., NY Y  . The matrices V0,1,2,3C  represent coupling from devices to wires and 
IC  
represents the coupling from wires to the devices, respectively. Because the coupling at 
the ports is linear, these coupling matrices are block diagonal; their entries are given in 
Appendix III. Note that (3.9) contains H EM CKT( )N N N+  equations.
3.1.4 Nonlinear Solution Algorithm  
A multidimensional nonlinear solution algorithm is needed to solve (3.9) because 
of the nl CKT( )l lI V
   term that represents the equations governing the nonlinear CKT 
elements. At each time step, the Newton-Raphson algorithm is used to solve (3.9) for the 
vector lX
 . This procedure is similar to the one presented in Section 2.2 and is explained 
in detail here. Although the solution procedure for the proposed Fourier-envelope EM-
CKT simulator is similar to that for the time-domain EM-CKT simulator in [25] , there 
are important modifications here because the unknown vector lX
  and the equations 
( )lF X
   are complex valued and closed-form equations that relate the current and voltage 
envelopes are generally not available for nonlinear elements. The solution procedure can 
be l tD cast into five stages at each time step .  
Stage    1:    Compute the right hand side lb

 of (3.9) 
Stage 2: At each Newton iteration 1,2,p =  , compute the residual vector 
, 1 , 1( )l p l p l- -= -r F X b
    using , 1l p-X
 , the solution vector guessed in the previous 
Newton iteration. The first guess is set to the solution at the previous time step: 
,0 1l l-=X X
  . To compute the residual vector, the vectors 
 40
D Dnl, CKT,nl,1 CKT,1
, 1 , 1( ),..., ( )
N N
l l p l l p- -I V I V
     must be evaluated, i.e., the HN  envelopes of the 
currents through nonlinear elements at time  must be evaluated given the previous guess. 
When closed-form expressions are not available, these samples are approximated in three 
steps for each circuit D1, ,D N=  ; these are detailed for one circuit in Section 2.2. In 
effect, these approximations both sides of the envelope equation: for each circuit 
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Stage  3:   If , 1l p ltol- < ´r b
 , where tol  is a predefined tolerance, then set 
, 1l l p-=X X
   and stop the Newton iterations; else, calculate the next Newton step as 
follows. 
Stage   4:  Find the Jacobian. Because nlI  depends on complex variables, the 
Jacobian must be computed with respect to the real and imaginary parts of these 
variables, i.e., for each circuit 1, ,D =  DN , 
2
H2N  matrices must be formed; the entries 
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  is a null matrix 
because the envelope of the 0th harmonic is a real function. Similar to step 2, the entries 
of the Jacobian matrices are found approximately; i.e., the derivative of  (3.13) rather 
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J I V  denotes the Jacobian obtained from the 
nonlinear equations in time domain. These equations can also be solved efficiently by 
using FFTs if M  and ,l mt  are chosen as mentioned in step 2.   
Stage 5: Find the Newton step ,l ps  and update the guess as , , 1 ,l p l p l p-= -X X s
   . 
To find ,l ps , which is a complex vector, its real and imaginary parts are stored in a real-
valued vector denoted as ,l ps
  and a set of H EM CKT(2 1)( )N N N- +  real-valued 
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        (3.16) 
The above vectors and matrices are formed by separating the real and imaginary parts of 
the corresponding vectors and matrices in (3.10) and (2.11); they are detailed in 
Appendix IV. This system of equation is solved iteratively. 
The above Newton-Raphson solution scheme converges quadratically if the 
guessed vector ,l pX
  is close enough to the actual solution lX  and if the iterative solution 
of (3.16) converges [68]. The convergence of the iterative solver depends on many 
factors, including the discretization ( tD , HN , space-time basis/testing functions used for 
the EM equations, integration rule used for the CKT equations), the antenna geometry, 
and the singularity of the Jacobian. The convergence rate can be improved by modifying 
these factors as well as by preconditioning (3.16) [55]–[57]. The preconditioning 
schemes are not used here and will be discussed in the next chapter.
3.1.5 Computational Complexity and Stability 
Next, the computational costs of the Fourier envelope marching-on-in-time (FE-
MOT) scheme are analyzed and compared to the time-domain MOT (TD-MOT) scheme 
described in [25]. In the following, the number of nonzero entries in the EM0Z
  matrix, 
which can be sparse or dense depending on the bandwidth [35], is denoted by H 0N N . It 
is assumed that each circuit node is connected to only a few other nodes, i.e., the CKTY  
matrix is assumed to be sparse with a total of H CKT( )O N N  nonzero entries. It is also 
assumed that the nonlinear element equations depend on only a few of the MNA 
unknowns; i.e., if total number of nonlinear elements is denoted by nlCKTN , it is assumed 
that nllI
  depends on nlH CKT( )O N N  unknowns; equivalently, 
nl
,l pJ
  is assumed to have 
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2 nl
H CKT( )O N N  nonzero entries. The average number of Newton iterations needed per time 
step is denoted by NN . 
In the first step of the FE-MOT scheme, the vector lb
  is computed; this requires 
2
H EM CKT( ( ))O N N N+  operations per time step. In the second step, the Newton 
iterations are started and the residual is computed. According to (3.10), finding the 
contribution from the linear and nonlinear parts of F  to the residual requires 
H 0 CKT( ( ))O N N N+  and 
nl
CKT H(O N N Hlog )N  operations, respectively; here it is 
assumed that FFTs are used to solve (3.13). Thus, a total of 
nl
N H 0 CKT CKT H( ( log ))O N N N N N N+ +  operations are required to compute the 
residual at each time step. In the fourth step, the Jacobian matrices are filled; this requires 
nl
N CKT H H( log )O N N N N  operations per time step if FFTs are used to solve (2.11). In the 
last step, the linear system of equations in (3.16) is solved iteratively; this requires 
nl
N I H 0 CKT H CKT( ( ))O N N N N N N N+ +  operations per time step; here, IN  is the 
average number of iterations needed to solve (3.16) per Newton iteration per time step.  
Thus, the total cost of the five steps, which is referred henceforth as the “marching time”, 
scales as 2T H EM N I H 0( [O N N N N N N N+ +  
2 nl
N H CKT N I H CKT ]).N N N N N N N+  For  
narrowband analysis, 20 EMN N»  [35] and typically I HlogN N ; thus, the iterative 
solution in the fifth step dominates. Assuming nlCKT CKTN N»  (as is the case in all the 
examples in Section 3.2), the marching time scales as 
2 2
T N I H EM H CKT( [ ]).O N N N N N N N+  The remaining major computational costs of the 
FE-MOT scheme are the  time required to fill the matrices in (3.10)-(3.11) and the 
memory required to store them, both of which scale as 2H EM CKT( [ ])O N N N+ . 
In the TD-MOT scheme, the marching time scales as 
TD 2 TD TD TD
T EM N I 0 CKT( [ ( )])O N N N N N N+ +  while the matrix fill time and memory 
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requirement scale as 2EM CKT( )O N N+ [25]; here, the variables with superscript TD are 
the counterparts in the time-domain scheme of the same variables without the superscript 
defined above for the Fourier envelope scheme. In general, the matrix setup time and 
memory requirement for FE-MOT is HN  times larger. For moderate sized antennas, 
where the physical dimensions of the structure is comparable to or smaller than the 
wavelength at the maximum frequency of interest, TD 20 EMN N»  and the FE-MOT 
marching time is TD TD TDT N I T H N I/N N N N N N N  times smaller, where 
TD
T T/N N c  and 0 bw1 /c w w= + . While it might appear that the narrower the 
bandwidth, the larger c  is and the relatively faster FE-MOT solution is; the comparison 
is complicated because the time step size and therefore NN  and IN  also depend on c . 
For larger antennas, TD0 EMN N , the right hand side vector computation dominates the 
TD-MOT cost, and the comparison becomes even less straightforward [25]. Also, it 
should be noted that the solutions from the methods might have different accuracy; in 
fact, envelope-tracking schemes are generally more accurate compared to their time-
domain counterparts because of lower integration and interpolation errors [52], [67]. 
Thus, a more detailed analytical comparison of the FE-MOT and TD-MOT methods is 
not feasible; instead, the methods’ computational costs and accuracy are compared 
empirically in Section 3.2. 
As FE-MOT is an implicit time-marching method, it is generally slower but more 
stable than explicit time-marching methods. Nevertheless, errors due to approximate 
integration, interpolation, and iterative solution [67] during time marching can 
accumulate and lead to late-time instabilities, especially as EMN  increases. It is observed 
in  that envelope-tracking integral-equation solution schemes are generally more stable 
than their time-domain counterparts for narrowband analysis and vice versa. No 
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instabilities were observed in the TD-MOT or FE-MOT solutions for the examples in 
Section 3.2. 
3.2 NUMERICAL RESULTS 
This section validates the proposed Fourier-envelope EM-CKT simulator and 
compares it to its time-domain counterpart by analyzing scattering from various 
nonlinearly loaded wire antennas and antenna arrays. Identical spatial basis functions are 
used when comparing FE-MOT and TD-MOT schemes. Unless noted otherwise, the 
temporal basis functions are third order causal piecewise polynomial functions (CPPIFs) 
for all envelope-tracking simulations and band-limited interpolatory functions (BLIFs) 
with half-width parameter 5 for time-domain simulations [59], [67]
3.2.1 Validation 
Two examples are presented to validate the proposed method and to investigate its 
computational complexity. First, scattering from a dipole antenna center-loaded by a 
Gunn diode [26] is analyzed. The wire antenna is 1-m long with a length to diameter ratio 
of 74.2 (Fig. 3.3(a)). The Gunn diode is modeled as a 75 W resistor in parallel with a 
third order nonlinear resistor (Fig. 3.3(b)). The antenna is excited by a normally incident 
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where 0 01000 /t p w= . Less than 0.1%  of the pulse power is outside the frequency 
band of 0 0 / 75w w  In the following simulations, the wire is discretized into 60 equal 
length segments and the circuit has only one non-reference node, i.e., EM 59N = and 
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CKT 1N = . The current through the diode is found for 0 / 2w p 140 MHz=  using 
H 4N =  and 015 / 54nst p wD = » ; the result is compared to that found by the TD-
MOT solver using BLIFs with a time step size 0/ 20 0.18nsp w »  in Figs. 3.3(c)-3.3(d). 
The results agree well both during the ramp up and at steady state. 
The performance of the FE-MOT and TD-MOT methods are compared by 
plotting the errors incurred by the methods as a function of their computational costs in 






















Here, T 4.5 sN t mD = , I  is the current through the diode, and refI  is computed from a 
more accurate FE-MOT simulation using H 10N =  and 02 / 6.6 nst p wD = » . The 
integrals in (3.18) are evaluated by using the trapezoidal rule with 30 samples per period 
of the fundamental carrier. The different data points in Fig. 3.3(e) are obtained by 
decreasing the time step size from 015 /p w  to 03 /p w  in the FE-MOT and from 
0/ 5p w  to 0/ 25p w  in the TD-MOT schemes. The number of harmonics in the FE-MOT 
scheme is also varied. Fig. 3.3(e) clearly shows the trade-off between accuracy and 
computational cost. The following are observed in Fig. 3.3(e): (i) As the time step size 
decreases, both TD-MOT and FE-MOT, simulations become more accurate and costly. 
(ii) For TD-MOT, using BLIFs as temporal basis functions is the better choice because 
more accurate results are obtained with a marginal increase in cost compared to using 
CPPIFs. For FE-MOT, the error can be controlled also by changing the number of 
harmonics. (iii) Only reducing the time step size or increasing the number of harmonics is 
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not optimal, e.g., increasing the number of harmonics beyond 4 when tD  is too large (at 
0.1%  error level) or reducing the time step size beyond 08 /p w  when HN  is too small 
do not reduce the error further. Both parameters must be chosen carefully together for the 
best FE-MOT performance. (iv) The time step size and number of harmonics can be 
chosen such that FE-MOT method requires less simulation time compared to the TD-
MOT method for errors in the 410 % 1%- -  range. 
The error is plotted as a function of the memory requirement in Fig. 3.3(f). The 
different data points are obtained by varying the time step size; they correspond to the 
same simulations in Fig. 3.3(e). Fig. 3.3(f) shows that the FE-MOT memory requirement 
does not vary significantly with tD  but increases proportionally with HN . The TD-MOT 
memory requirement is observed to be larger when BLIFs are used; this is due to 
increased span of the temporal basis functions [67]. Fig. 3.3(f) shows that TD-MOT 
scheme requires less memory than FE-MOT but is also less accurate.  
The results are verified using an independent reference in Fig. 3.3(g). Here, 
0 / 2w p  is varied from 50  to 450 MHz   ( H 4N =  and 015 /t p wD =  for all these 
results). After each simulation is completed, the steady-state portion of the current 
density is Fourier transformed to obtain the frequency-domain current density at the 
fundamental carrier frequency: 
0
0
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-= òJ r J r  (3.19) 
Then, this current density is used to find the backscattered radar cross section 
(RCS) of the antenna, which is plotted as 0w  is varied in Fig. 3.3(g), where 0l  denotes 
the free-space wavelength at 0w . Fig. 3.3(g) shows that the Fourier-envelope EM-CKT 
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simulation results agree with the time-domain and reference harmonic-balance simulation 
results [26].  
In the second example, scattering from a p-n junction diode loaded dipole antenna 
is analyzed (Fig. 3.4(a)). The dipole is the same as previous example, i.e., it is 1-m long 
with a length to diameter ratio of 74.2. The diode, which has a stronger nonlinearity 
compared to the previous example, is modeled as an exponential current source with 
S 0.1 pAI =  and TH 0.02585215702VV =  connected in parallel to a capacitor with 
P 1 pFC =  and in series to a S 16 R = W  resistor (Fig. 3.4(b)). In this example, the 
antenna is excited by a normally incident Gaussian plane wave given by 
2 2
d-( - / ) /2inc
0ˆ= e cos( ( - / ))
t t y c
dz t t y c
s w- -E  (3.20) 
Here, 0/2 148.5 MHz,w p =  1 /  s,s p m=  and d 6t s= . Less than 0.01%  of the 
incident pulse power is outside the frequency band of 0 3 / .w s  In the following 
simulations, the dipole is divided into 60 equal segments, the circuit has two non-
reference nodes, and five harmonics are used, i.e., EM 59N = , CKT 2N = , and H 5.N =   
The voltage across the diode is found using / 15 66nst psD = »  and is 
compared to that obtained from a TD-MOT simulation with time step size 0/ 20p w  
0.17 ns»  in Figs. 3.4(c)-3.4(d). Good agreement is observed between the TD-MOT and 
FE-MOT results both of which capture the negative DC voltage that remains across the 
diode after the excitation pulse extinguishes. 
The methods’ accuracy-cost trade-offs are compared in Figs. 3. 4(e)-3. 4(f); the 
different data points in the figures are obtained by decreasing the time step size from 




(a)                          (b)                                   (c) 
                                  (d)                                                                                      (e) 
                                  (f)                                                                                 (g) 
Fig. 3.3. Scattering from Gunn diode loaded dipole antenna (a) Dipole antenna loaded with a Gunn
diode. (b) Gunn diode circuit model. (c) The current through the diode.  (d) Steady state
portion of the current through the diode. (e) Error versus marching time. (f) Error versus
memory required. (g) Backscattered RCS.  
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In these plots, error is defined the same as (3.18), but T 4 sN t mD =  and refI  is 
computed from a more accurate FE-MOT simulation using H 9N =  and tD = / 60ps . 
To demonstrate the advantages of envelope tracking for narrow-band simulations, the 
above analysis is repeated as the bandwidth of the incident pulse is varied (s  is changed) 
and the results are shown in Fig. 3.4(e) for various values of 
0 bw 01 / 1 / 3c w w w s= + = + . As the excitations are made narrower band (increasing 
c ), the incident pulse width and the simulated time interval increase. In the TD-MOT 
case, this increase (without a considerable change in the time step size) requires the 
number of time steps to increase by a factor of c , which increases the marching time 
as can be observed in Fig. 3.4(e). In the FE-MOT case, the increase in the simulated time 
interval is accompanied by an increase in the time step size; hence, as the bandwidth is 
reduced, the number of time steps and the marching time do not change significantly, 
which can also be observed in Fig. 3.4(e). The slight increase in the FE-MOT cost as the 
bandwidth becomes narrower is due to a small increase in IN , the number of iterations in 
the iterative solution algorithm. Fig. 3.4(e) shows that, overall, the FE-MOT requires less 
marching time than TD-MOT for errors in the 310 % 1%- -  range and the FE-MOT 
method becomes more advantageous as the bandwidth becomes narrower. In Fig. 3.4(f), 
it is observed again that TD-MOT scheme requires less memory than FE-MOT scheme 
but is also less accurate. Fig. 3.4(f) shows that the memory requirement doesn’t vary with 
bandwidth for either scheme. 
To characterize the response of the antenna as a function of frequency, it is 
excited by a slowly ramping up sinusoidal pulse (3.17) and 0w  is again varied from 50  to 
450 MHz  ( H 5N =  and 015 /t p wD =  for all these results).  The backscattered RCS is 
found from the steady state currents using (3.19) and plotted as a function of frequency in 
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Fig. 3.4(g). The RCS found by the FE-MOT and TD-MOT schemes agree well. 
Comparing Figs. 3.3(g) and 3.4(g), it is observed that the p-n junction diode causes the 
dipole antenna to resonate at a higher frequency compared to the Gunn diode, i.e., at 
210 MHz , where the antenna is 00.7l  long, and not at 140 MHz , where it is 00.47l  
long. This is due to the capacitive loading of the antenna by the p-n junction diode. 
3.2.2 Complex Applications 
Next, the FE-MOT method is used to solve two problems with more complicated 
loads and antennas. In the first problem, the DC voltage buildup in a rectenna is 
quantified. The rectenna comprises of a dipole antenna loaded by a voltage multiplier 
circuit, which converts the incident RF energy to DC voltage, e.g., for powering other 
circuit subsystems in RFID applications [62] (Fig. 3.5(a)).  Here, the wire antenna is 16.4 
cm long with a length to diameter ratio of 74.2, and a three-stage differential mode 
voltage multiplier is used as the rectifier [62] .The diode model parameters and the circuit 
component values for the voltage multiplier are the same as that presented in  Section 
2.3.2. The antenna is excited by the normally incident unit amplitude plane wave given 
by (3.17) with 0 / 2 915 MHzw p = . In the following simulations, the dipole is divided 
into 60 equal segments, the circuit has thirteen non-reference nodes, and four harmonics 
are used, i.e., EM 59N = , CKT 16N = , and H 4N = . The time step size for FE-MOT 
and TD-MOT are set to 015 / 8nsp w »  and 0/ 20 27psp w » , respectively. Fig. 3.5(c) 
shows that the output voltage found from the FE-MOT simulation agrees well with that 
found from the TD-MOT simulation both during the rise time and at steady state; the 
difference between them at steady state is less than 0.1% . 
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                (a)                                  (b)                                   (c) 
                                  (d)                                                                                      (e) 
                                  (f)                                                                                 (g) 
Fig. 3.4. Scattering from p-n junction diode loaded dipole antenna (a) Dipole antenna loaded with a p-
n junction diode. (b) Diode circuit model. (c) The voltage across the diode. (d) Voltage near
the peak value. (e) Error versus marching time as the excitation bandwidth changes. (f) Error
versus memory required. (g) Backscattered RCS. 
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The errors and costs of the simulators are compared in Figs. 3.5(d)-3.5(e). In these 
plots, error is defined by (3.18) with T 5 sN t mD =  and refI  is computed from a more 
accurate FE-MOT simulation using H 9N =  and 02 /t p wD = . It is observed in Fig. 
3.5(d) that FE-MOT parameters can be chosen such that it requires less simulation time 
than TD-MOT simulators for errors in the 310 % 1%- -  range. Similar to the examples in 
Section 3.2.1, it is observed in Fig. 3.5(e) that the FE-MOT memory requirement 
increases proportionally with HN   and is larger than the TD-MOT one. 
The simulations are repeated for different excitation amplitudes (in the range 0.3 
V/m to 2.1 V/m) and the output DC voltage (average value of the steady state output 
voltage) is plotted in Fig. 3.5(f) as a function of the time-average power available at the 
antenna ports, which is given as 
02 /
0
in in in( ) ( )2
t
t
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The results from a Fourier-envelope CKT simulation that models the antenna as 
an independent voltage source connected to a 50 Ω series resistance  [62] are also plotted 
in Fig. 3.5(f). In this pure CKT simulation, the voltage source is modeled as a slowly 
ramping up sinusoidal pulse just as in (3.17) with 0 / 2w p  equal to 915 MHz  and its 
amplitude is varied from 0.35V to 1.1V. The results from the Fourier-envelope CKT 
simulation agree well with the results in [62]; the small discrepancies can be attributed to 
the differences in the diode model parameters. Fig. 3.5(f) shows that the output voltage 
found from the EM-CKT simulations is different than that from the pure CKT simulation; 
this is because of two reasons: (i) The input impedance of the dipole antenna is not 50 Ω. 
(ii) The CKT model neglects the higher frequency components of the currents on the 
wires and models the voltage at the ports as containing only the fundamental carrier and 
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not its harmonics. The higher frequency components of the wire current are also rectified 
in the EM-CKT simulation. 
In the second problem, scattering from a phase conjugating frequency selective surface is 
analyzed [70]. The surface consists of an 10 10´  array of dipole antennas each loaded by 
a Gunn diode (Fig. 3.6(a)). The problem is similar to the problem in Fig. 3.3; e.g., all the 
antennas are 1 m long with a length to diameter ratio of 74.2, the diodes are modeled as a 
linear resistor in parallel with a third order nonlinear resistor, and the antenna is excited 
by a normally incident plane wave pulse given by (3.17). There are two differences with 
the problem in Fig. 3.3: (i) There are more unknowns. Each dipole is divided into 60 
segments, each circuit has one non-reference node, and three harmonics are used, i.e., 
EM 5900N = , CKT 100N = , and H=3N . (ii) Diodes are modeled as 
3
D D 3 D/ 75I V a V= +  [70]. 
The current through the first Gunn diode is plotted in Figs. 3.6(b)-3.6(c) when 
3
3 0.5 A/Va =  and 0 / 2 140 MHzw p = . Once again, good agreement is observed 
between the TD-MOT and FE-MOT results. To quantify the proposed method’s 
performance with respect to the strength of the nonlinearity, the errors and costs of the 
methods are analyzed when 3a  is varied from 0  (the linear case) to 1  (strongly nonlinear 
case). Only the fundamental carrier is used for the linear case, just like for envelope-
tracking pure EM simulators [52], and three harmonics ( H 3N = ) are used for the 
nonlinear cases.  The time step size is varied from 015 /p w  to 03 /p w and from 
0/ 10p w  to 0/ 50p w  for the FE-MOT and TD-MOT schemes, respectively. The error in 
the current is computed using (3.18); here, T 4.5 sN t mD =  and refI  is the current found 
from a FE-MOT reference simulation where 02 /t p wD =  and either the fundamental 
harmonic is used (for the linear case) or H=6N . 
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                                   (a)                                                                                           (b)  
                                         (c)                                                                                       (d) 
                                         (e)                                                                                       (f) 
Fig. 3.5. Scattering from Rectenna. (a) Dipole antenna loaded with 3-stage voltage multiplier. (b)
Diode circuit model (derived from [62]). (c) Time domain output voltage of rectenna (inset:
steady state portion of voltage). (d) Error versus marching time. (e) Error versus memory
required. (f) Output DC voltage versus the input power at antenna terminals. 
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Fig. 3.6(d) shows that overall FE-MOT requires less marching time than TD-
MOT for error levels of 310 % 1%- - . Increasing the strength of the nonlinear resistor 
increases the marching costs only slightly for time-domain simulations but significantly 
for envelope-tracking ones: The stronger nonlinearities cause an increase in the number 
of Newton iterations ( NN  and 
TD
NN ) in both envelope-tracking and time-domain 
simulations; additionally, it causes an increase in the number of iterations needed at each 
Newton iteration ( IN  ) in envelope-tracking simulations. For the TD-MOT scheme 
(especially with smaller time step sizes), the marching time is dominated by the right 
hand side computation and the increases in TDNN  from 3 0.5a =  to 3 1.0a =  do not 
affect the costs significantly. For the FE-MOT scheme, however, the right hand side 
computation is negligible and the increases in NN  and IN  affect the cost significantly. 
Fig. 3.6(e) plots the error as a function of the memory required by the two schemes. It is 
observed that the FE-MOT scheme requires about the same memory as the TD-MOT 
scheme for the linear case and HN  times more memory when loads are nonlinear; and 
the scheme’s memory requirement is observed to not change significantly with the 
strength of the nonlinearity here (as HN  was not changed). The response of the array is 
quantified with respect to the strength of the nonlinearity by computing the backscattered 
RCS from the steady-state current density on the antenna array using (3.19); here, 0w  is 
varied from 50 MHz  to 250 MHz . Fig. 3.6(f) shows that the RCS results found from 
envelope-tracking and time-domain simulations agree well. Here, the FE-MOT time step 
sizes are set to 015 /p w  and TD-MOT ones are set to 0/ 20p w . The results show that 
the reflection from the array increases about 5dB from the linear case to the strongest 
nonlinear case near   the resonant frequency, i.e., when 0 300 Mrad/sw p=  
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   (a)              (b)            (c) 
 
                          (d)               (e)    (f) 
 Fig. 3.6. Scattering from phase conjugating array. (a) Frequency selective surface. (b) Current through
the Gunn diode 1G  at the bottom left. (c) Steady state portion of the current through 1G .  (d)
Error versus marching time as the strength of the nonlinearity increases from 3 0a =  to
3 1a = . (e) Error versus memory required. (f) Backscattered RCS.  
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CHAPTER 4  
FOURIER ENVELOPE EM-CKT SIMULATORS UNDER 
BROAD(ER)-BAND EXCITATIONS2 
The expressions to approximate the envelope of the current flowing through a 
nonlinear CKT element given the envelope voltage becomes invalid as the bandwidth of 
excitation broadens. Modifications are made in Stage 2 of the Newton Raphson algorithm 
(Section 2.2 and 3.1.4), which computes the residual vector , 1l p- =r  , 1( )l p l- -F X b
    at 
each Newton iteration 1,2,p =   by using the solution , 1l p-X
  guessed at the end of the 
previous Newton iteration to facilitate broader band simulation with envelope tracking. 
The modifications are described in detail  in Section 4.1. Numerical examples that 
demonstrate the advantages of these modifications in Section 4.2. 
4.1 MODIFICATIONS TO THE NONLINEAR ALGORITHM 
To compute , 1l p-r  in stage 2 of the Newton Raphson algorithm described in 
Sections 2.2 and 3.1.4, the envelopes of the currents through nonlinear elements must be 
evaluated at time l tD  given , 1l p-X
 , i.e., nl CKT, 1( )l l p-I V   must be computed. When closed-
form expressions are unavailable, these envelopes are estimated in three steps (Fig. 4.1): 
First, the (unknown) voltages CKT( )tV  are estimated at 1M +  different time 
instants ,0 ,, ,l l Mt t  using the (known/ guessed) voltage envelope samples. This is 
achieved by interpolating the past voltage-envelope samples (previously computed) 
q
CKT CKT
1,...,l N l- -V V
   and the present sample (guessed from the previous Newton iteration) 
CKT
, 1l p-V
  to approximate the voltage envelopes at time instants ,0 ,, ,l l Mt t ; i.e., 
                                                 
2 This chapter is written based on the work published in the journal paper V. Subramanian and A. E. Yılmaz, “An 
envelope tracking EM-CKT simulation of nonlinearly loaded wire antennas under broadband excitations,” Microw. 
Opt. Tech. Lett., vol. 57, no. 4, Feb 2015. All the research reported in the paper was performed by the author of this 
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where CKT, ,( )
h
l mtV
  is approximated as  
Fig. 4.1. Estimating current-envelope samples from voltage-envelope samples for a nonlinear element.
A closed-form expression that relates current and voltage envelopes is used whenever
possible (left); when such an expression is unknown/cannot be found, three steps are
performed. Step 1: Approximate 1M +  voltage samples from the voltage-envelope samples
by using eq. (4.2) to approximate eq. (4.1).  Step 2: Evaluate 1M +  current samples using
the time-domain relationship between the current and voltage in eq. (4.5). Step 3:
Approximate current-envelope samples from the current samples by using eq. (4.4) to
approximate eq. (4.3). Here, voltage envelope samples at time steps 21 and 22 are used to find
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  (4.2) 
for 0, ,m M=  . Here, q
N
 is the interpolation order and q
0, ,, ,m N ma a
 are the 
interpolation coefficients. In the following, the voltage samples are estimated using (4.1) 
and (4.2) instead of (2.6) and are denoted as CKT, , 1l m p-V . 
Second, the time-domain currents through nonlinear elements, stored in the vector 
nl CKT
,( , )l mtI V , are estimated at the same time instants ,0 ,,...,l l Mt t  by using the (known) 
nonlinear circuit element models and the voltage samples found in the first step, i.e., the 
vector nl CKT, , 1 ,( , )l m p l mt-I V , which approximates 
nl CKT
,( , )l mtI V , is computed.  
Third, the current-envelope samples nl CKT, 1( )l l p-I V
   are estimated using the current 
samples nl CKT, , 1 ,( , )l m p l mt-I V  found in step 2. This is achieved by interpolating the past 
current envelope samples (computed at previous time steps) nl CKT nl CKT1 1( ),..., ( )l-I V I V
   
and the present sample (unknown) nl CKT, 1( )l p-I V
   to approximate the current-envelope 
samples at time instants ,0 ,, ,l l Mt t  and solving the resulting system of equations to find 
nl CKT
, 1( )l l p-I V
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is enforced, the left-hand side is estimated as in the second step, and the nl, CKT ,( , )
h
l mtI V
   
term on the right-hand side is expressed as  
q
1
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The current envelope samples are computed using (4.3) and (4.4) instead of (2.9). In (4.3)
, there are 1M +  real-valued equations for the H 1N -  complex-valued and one real-
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valued (unknown) current-envelope samples Hnl,N 1nl,0, ,l l
-I I  . A square system of 
equations is obtained if M  is chosen equal to H2 2N - .  
The validity and accuracy of this three-step estimation is dictated by the time 
instants ,0 ,, ,l l Mt t  as well as the interpolation scheme ( qN  and a ) used. Here, 
H1 2 1M N+ = -  uniformly spaced time instants are chosen as 
, 0( ) / ( 1)l mt l t M m s Mp w= D -2 - +  and piecewise constant, linear, or quadratic 
interpolation are used. Table I lists the interpolation coefficients for the time interval 
q[ max( ,1) , ]l t N t l tD - D D . The sampling parameter s  controls how close the time 
instants used are to l tD  ( 1s =  and piecewise constant interpolation results in (2.6) and 
(2.9)). The three-step procedure is illustrated in Fig. 4.1, where the envelope of the 
current through a typical second order nonlinear element 
2( ) ( ) ( )I t V t V t= - +   (4.5) 
is computed for a known voltage envelope. In this special case, the envelopes of the 
current through this element can be related to the envelopes of the voltage across it in 
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  (4.6) 
Here, the superscript *  represents the complex conjugate operator. In Fig. 4.1, the 
voltage is set to be a cosine modulated Gaussian pulse and H 3N = , i.e., 
2 21 ( 6 ) /2( ) tV t e s s- -=   and 2 0( ) ( ) 0V t V t= =  , where  and 0 / 2w p =  150MHz ; thus the 
corresponding current envelopes are 
2 21 ( 6 ) /2( ) tI t e s s- -=- and 
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2 20 2 ( 6 ) /( ) ( ) 0.5 .tI t I t e s s- -= =   The time-step size for the three-step estimation is set to 
/ 15t psD = . In Fig. 4.1, the voltage envelope samples at time steps 20-22 and the 
current envelope samples at time steps 20 and 21 are used to estimate the current 
envelope samples at time step 22. The estimates are least accurate when piecewise
0.1 /  ss p m=  constant interpolation with 1s =  (the scheme presented in Section 3.1.4) 
is used; the estimates are most accurate when piecewise linear or quadratic interpolation 
with 2s =  are used. 
In the three-step estimation procedure, (4.3) and (4.4) are valid interpolation 
operations only if all of the 1M +  time instants ,0 ,, ,l l Mt t  are in the interval 
q[( max[ ,1]) , ]l N t l t- D D . For ,0lt  to be in this interval, the time-step size must satisfy 
the condition H 0 q H2 (2 2) / max( ,1)(2 1)t N s N Np wD ³ - - ; as the number of 
envelopes increases, H H(2 2) / (2 1)N N- -  1  and the condition becomes slightly 
more stringent. The time-step size is also limited from above by the Nyquist sampling 
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The inequality implies that the three-step estimation procedure limits not only the 
smallest time-step size that can be used but also the maximum bandwidth that can be 
simulated by envelope tracking. It is clear from (4.7) that using a larger sampling 
parameter or a higher-order interpolation scheme relaxes the constraint on the bandwidth 
and enables broader band simulations. It should be emphasized that not all values in the 
range given in (4.7)  are viable choices for the time-step size; indeed, tD  is also 
constrained by stability, accuracy, and efficiency requirements of the EM-CKT 
simulation [67] and the sampling rate can be neither much larger than the Nyquist rate 
nor too close to it (typically, bw/ 2 tp w ³ D ³  bw/ 10p w ) [52]. The smaller is tD  
relative to bw/p w , the smaller is the bandwidth that can be simulated (Fig. 4.2). Fig. 4.2 
confirms that estimation schemes with large s  or qN  are valid for broader band 
simulations. Fig. 4.2 also shows that for a fixed qN  and s , a larger time-step size would 
enable broader band envelope-tracking simulations. Of course, larger time step sizes 
generally yield less accurate results. 
The computational cost of the proposed scheme differs from that in described in 
Section 3.1.4 primarily in the solution of (4.3). Solving (4.3) requires 2H CKT( )O N N  
operations per Newton iteration as compared to H CKT H( log )O N N N  in section 3.1.2 and 
in [45]–[51] where FFTs are used to accelerate these operations. While this could cause a 
significant increase in computation time for envelope-tracking CKT analysis when there 
are strongly nonlinear elements (very large HN ), it is not expected to effect the 
computation time for most pure CKT simulations. In contrast, the increase in 
computation time is expected to be negligible for hybrid EM-CKT analysis because the 
computational costs are dominated by the EM system of equations in general. 
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Lastly, it should be noted that in stage 4 of the Newton-Raphson algorithm, 
Jacobian sub-matrices corresponding to nonlinear branches must be computed  and the 
entries of these sub-matrices depend on the time instants used in the three-step procedure. 
These sub-matrices are independent of the interpolation scheme and can be found just as 
in stage 4 in Section 3.1.4 ((3.14) and (3.15)).
 4.2 NUMERICAL RESULTS 
The schemes proposed are validated and compared with the scheme in Section 
3.1.4 by analyzing scattering from nonlinearly loaded antennas. In all the following 
simulations, band-limited interpolatory functions  (with half-width parameter 5) [59], 
[67] were used as temporal basis functions. These temporal basis functions are non-
causal and an extrapolation scheme is used to setup the EM part of the equations [59], 
[67]. 
First, scattering from a dipole antenna loaded with a p-n junction diode is 
analyzed. The dipole antenna is 1-m long with a length to diameter ratio of 74.2 and 
(a)        (b) 
Fig. 4.2. Maximum bandwidth for which the three-step procedure in Fig. 4.1 is valid: (a) large time
step ( bw/ 2t p wD = ). (b) Small time step ( bw/ 10t p wD = ). 
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center-loaded by the diode (Fig. 4.3(a)). The diode circuit parameters are same as in 
Section 3.2. The antenna is excited by a normally incident cosine-modulated Gaussian 
plane wave given by 
2 2
d-( - / ) /2inc
0ˆ= e cos( ( - / ))
t t y c
dz t t y c
s w- -E   (4.8) 
where 0/2 150 MHz,w p =  0.1 /  s,s p m=  and d 6t s= . Less than 0.01%  of the 
incident pulse power is outside the frequency band 0 bw 0 bw[ , ]w w w w- + , where 
bw 3 /w s= .  The dipole was divided into 60 equal segments, the circuit had two non-
reference nodes, and five harmonics were used, i.e., EM 59N = , CKT 2N = , and 
H 5N = ; in these simulations, bw/ 10t p wD =  and 2s = . The voltage induced across 
the diode and the current through it are plotted in Figs. 4.3(b)-4.3(d); the results from 
envelope-tracking simulations agree well with those obtained from the time-domain 
method in [25].  
To quantify the effectiveness of the proposed schemes, the simulations were 
repeated for three different excitation bandwidths ( bw / 2w p 15MHz, 3MHz,=  and 
 0.75MHz ) and for 1,2, 4s = using various time-step sizes: bw/t p bwD = , where 
{1,2.5,5,7.5,b Î 10,12.5, 15,17.5,20} . Larger number of harmonics were used as the 
time-step size was decreased as recommended in Section 3.2; here, H 5N =  when 
10b < , H 6N =  when 10 15b£ £ , and H 7N =  when 15 20b< £ . The errors 
accrued in these simulations are shown as a function of the time-step size for piecewise 
constant, piecewise linear, and piecewise quadratic interpolation in Figs. 4.3(e)-4.3(g). In 
these plots, the error is defined as the root-mean-square error (L2-norm) of the diode 
current relative to a reference obtained from a more accurate envelope-tracking 
simulation with H 9N = , tD = bw/ 20p w , and 4s = . Figs. 4.3(e)-4.3(g) show that 
simulations with larger s  or qN  are indistinguishable from the scheme presented in 
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section 3.2 and [45]–[51] (piecewise constant interpolation with 1s = ) for the 
narrowband excitation (4% or 1%  bandwidth). The scheme in section 3.1 and [45]–[51]  
cannot be applied to the broader band case (20% bandwidth) however, (resulting in 100% 
errors). Figs. 4.3(e)-4.3(g) also show that using larger s  allows the envelope-tracking 
simulation to use smaller time-step sizes, enables this simulation. Figs. 4.3(e)-4.3(g) also 
show that the errors accrued in the simulations are larger for broader band excitations. 
Comparing Figs. 4.3(f) and 4.3(g) to 4.3(e) shows that piecewise linear interpolation 
scheme has similar error trends with the piecewise constant scheme but with slightly 
lower error levels while piecewise quadratic interpolation (for same s ) enables the 
simulation of a larger range of time-step sizes for the broadband case. 
Next, the analysis is repeated for a phase conjugating frequency selective surface 
formed by an 10 10´  array of dipole antennas loaded with Gunn diodes (Fig. 4.4(a)) . 
The diodes are identical and modeled as a third order nonlinearity 
3
D D D/ 75 / 2I V V= + . The antenna is excited by the same incident field as in the 
previous case. Each dipole was divided into 60 equal segments, each circuit had one non-
reference node, and three harmonics were used, i.e., EM 5900N = , CKT 100N = , and 
H 3N = ; in these simulations, bw/ 10t p wD =  and 2s = . The transient voltage 
induced across the diode 1G  and the current through it are plotted in Figs. 4.4(b)-4.4(d) 
which again show that the results from envelope-tracking simulations are in good 
agreement with their time-domain counterparts.  
As in the previous example, the simulations were repeated for three different 
excitation bandwidths ( bw / 2w p 15MHz, 3MHz,=  and  0.75MHz ) and for 1,2, 4s =  
using various time-step sizes : bw/t p bwD = , where {1,2.5,5,7.5,b Î 10,12.5,
15,17.5,20} .  Here, as the problem is mildly nonlinear, H 3N =  suffices for reasonable 
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accuracy and hence used in all the simulations. The errors accrued in these simulations 
are shown as a function of the time-step size in Figs. 4.4(e)-4.4(g). 
In these plots, the error is defined as the root-mean-square error (L2-norm) of the 
current through the Gunn diode G1 (3.18) relative to a reference obtained  from a more 
accurate envelope tracking simulation with H 5N = , tD = bw/ 20p w , and 4s = . Figs. 
4.4(e)-4.4(g) show similar trends as Figs. 4.3(e)-4.3(g) that the proposed use of larger s  
enables the use of  smaller time-step size and hence enables the simulation of broader 
band excitations and the higher order interpolation schemes allow for a larger range of 
time-step sizes for which the simulations are valid/accurate. 
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                     (a)                         (b)                                       (c)  
                                             (d)                                                                                (e) 
                                             (f)                                                                                (g) 
Fig. 4.3. Scattering from dipole antenna loaded with a p-n junction diode. (a) Dipole antenna loaded
with a p-n junction diode excited by a normally incident cosine-modulated Gaussian plane
wave. (b) Voltage induced across the diode. (c) Voltage near the peak value. (d) Current
through the diode. Error versus time-step size using (e) piecewise constant, (f) piecewise
linear, and (g) piecewise quadratic interpolation when different sampling instants (4.2) are
used. The errors are shown for a narrow-and a broad-band excitation. 
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                     (a)                                (b)                            (c)  
                                             (d)                                                                                (e) 
                                             (f)                                                                                (g) 
Fig. 4.4. Scattering from phase conjugating array. (a) 100-element array of Gunn-diode loaded dipoles
excited by a normally incident cosine-modulated Gaussian plane wave. (b) The voltage across
the Gunn diode 1G . (c) Voltage near the peak value. (d) Current through the diode 1G . Error
versus time-step size using (e) piecewise constant, (f) piecewise linear, and (g) piecewise
quadratic interpolation when different sampling instants (s ) are used. The errors are shown
for a narrow- and broad-band excitation. 
 70
CHAPTER 5 
FOURIER ENVELOPE EM-CKT SIMULATOR FOR 
NONLINEARLY LOADED ANTENNAS AND ACTIVE 
MICROWAVE CIRCUITS  
In this chapter, the envelope tracking hybrid EM-CKT simulator described in 
Chapter 3 is extended to include arbitrarily shaped dielectric and PEC bodies. The 
problem statement and the formulation are presented in Section 5.1. Section 5.2 presents 
a Fourier envelope-adaptive integral method  (FE-AIM) to reduce the computational 
complexity of the simulator. Section 5.3 presents sparse near field preconditioning 
schemes used for improving the convergence of the nonlinear solution algorithm. 
Numerical results that highlight the various features of the algorithm are presented in 
Section 5.4. 
5.1 FORMULATION 
Consider arbitrarily shaped lossless dielectric with permittivity ( )e r  and PEC 
bodies that are loaded with nonlinear time-invariant devices at various locations. The 
structure is assumed to reside in an unbounded homogeneous medium with permittivity e  
and permeabilitym . Similar to the wire antennas, the structure is excited by a 
combination of an electric field inc( , )tE r  due to external impressed sources and voltage 
sources 1( ),VS t 2( ),VS t  and current sources 1 2( ), ( ),IS t IS t    within the lumped 
circuits. The incident electric field on the wires is assumed to be zero for 0t £  and 
essentially bandlimited to the angular frequency band 0 bw 0 bw[ , ]w w w w- + , where 0w  
is the fundamental carrier frequency and bww  is the single-sided bandwidth. All sources 
within the devices are assumed to be either DC sources or initially zero and essentially 
bandlimited just like the incident electric field. 
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5.1.1 EM Equations 
To model the field interactions with the EM structure, the  boundary conditions on 
the electric field are enforced. On the PEC surface S , the zero time derivative of the total 
electrical field tangential to S  is enforced. On the dielectric volume V , the time 
derivative of the electric field is expressed as a sum of the time derivatives of incident 
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Here, S S( )fA  denotes the magnetic vector (electric scalar) potential due to the currents 
induced on the surface of the PEC,  V V( )fA  denotes the magnetic vector (electric scalar) 
potential due to the polarization currents induced in the volume of the dielectric  and n̂ is 
the outward pointing unit vector normal to S ,E  represents the total electric field in the 
dielectric volume.  
Next, the electric fields and induced current densities are expanded using a 
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are referred as the thh envelope of the incident 
electric field, total electric field, induced surface current density and induced polarization 
current density, respectively. By substituting (5.2) in (5.1), the EFIE is converted to HN  
independent integral equations; each equation relates one of the envelopes of the current 
and the incident field. They are expressed as  
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  (5.4) 
In (5.4), | |R ¢= -r r  is the distance between the source and the observer point, 
1/2( )c me -=
 
is the speed of light in the background medium, and 0 0 /k cw=  is the 
wave number at the fundamental carrier frequency.  
In order to solve (5.3) numerically, (i) the surface S  are discretized using 
triangular meshes with SN  internal edges, (ii) the edges at the DN  (finite-gap) CKT 
ports are labeled as gap2N  port edges and (iii) the volume V are meshed using 
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tetrahedral elements with VN  faces. Next, the envelopes of the induced currents are 
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Here, EM,hl ¢I
  is an EM 1N ´  vector that stores unknown coefficients, , ,k k k¢ ¢ ¢S P V  are the 
spatial and ( ) ( )lT t T t l t¢ ¢= - D  are the temporal basis functions, 
EM S gap VN N N N= + +  is the number of spatial and TN  is the number of temporal 
basis functions, ( ) 1 / ( )k e e= -r r  is the contrast ratio and tD  is the time step size. The 
spatial basis functions are (i) divergence conforming first order basis functions i.e., 
S1, N
S   are RWG functions defined over edges of two adjoining triangles [71]; V1, ,N
V 
are SWG functions defined over tetrahedrons [72] and (ii) 
gap1, ,N
P  are port basis 
functions defined on the gap2N  used to enforce current continuity in the finite-gap ports. 
The port basis functions will be explained in subsection 5.1.3. The temporal basis 
functions are chosen as causal piecewise polynomial interpolatory functions [67]. 
Substituting (5.5) in (5.4) and Galerkin-testing with , ,k k k¢ ¢ ¢S P V  testing the resulting 
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Here again as in the case of wires, EMl ¢I
  is an H EM 1N N ´  vector that concatenates the 
unknown samples of the current envelopes at time l t¢D , i.e., 
EM EM,
EM EM EM[ 1 : ( 1) ] [1 : ] 
h
l lhN h N N¢ ¢+ + =I I
   for H 0,..., 1.h N= - Similarly, 
EM
lV
  is the vector that contains all the incident electric field envelopes tested at time 
l tD . The matrices l l ¢-Z
 , which are of size H EM H EMN N N N´ , give the scattered field 
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envelopes tested at time l tD  due to the current envelope samples at time .l t
¢D . In (5.6), 
g max max/N R c t l
ê ú= D +ê úë û where maxR is the maximum distance between any two points 
on the EM module and maxl is the length of the temporal basis function in terms of tD . 
Due to the linearity of EFIE, the equations corresponding to different harmonics in (5.6) 
are decoupled (each l l ¢-Z

 matrix is block diagonal with HN  diagonal blocks of size 
EM EMN N´ ); thus, the samples of each current envelope can be found independently, 
one envelope at a time. But when loaded by nonlinear devices, however, the equations for 
the different harmonics become coupled (through port currents and voltages); thus, the 
full system of equations (5.6) must be solved simultaneously at each time step; i.e., the 
samples of all current envelopes at each time step must be found together. 
5.1.2 CKT Equations  
The CKT equations is identical to that described in Chapter 2 and Section 3.1.2. 
The resulting equations are the same as (2.19) and repeated here for brevity.  
CKT CKT nl CKT CKT( )l l l l+ =Y V I V I
       (5.7) 
5.1.3 Coupling EM-CKT Equations – Finite Gap Port Models 
The EM structure and devices are coupled using the port model similar to the time 
domain ones described in [24], [25] and similar to that described in Sections 3.1.3. 
However, when there are gaps in the EM module, this port model (referred to as delta gap 
model) fills the gap with artificial PECs which are discretized using RWG functions. This 
model is simple as it uses the regular RWG functions, but it doesn’t allow for fringing 
fields. The accuracy of this model is also sensitive to the refinement of the mesh and the 
mesh size [73], [74]. Here, a novel finite gap port model is used to model the port which 
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enforces continuity of the currents and enforces the line integral of the electric field in the 
gap is equal to the port voltage (in a weak sense).  
As an example, let the first circuit representing a two terminal device is connected 
to the first finite gap port that occupies a rectangular gap gap,1S  of length gap,1l  and width 
gap,1h in the EM structure and be connected at nodes P  and 0 as shown in Fig. 5.1(a). 
Hereafter, in this example, the top edge of the PEC is referred to as the positive edge and 
the bottom edge is referred to as the negative edge. To enforce (i) the equality of the 
current exiting the positive edge and that entering the negative edge and (ii) there is no 
scattering from the gap, all the port basis functions 
gap1, ,N
P   (Fig. 5.1(b)) are chosen to 
be defined as two disconnected half RWGs on triangles with the positive edge and 
negative edge of the port with the same coefficients. Next, the coupling from the device 
to the PEC surface is modeled by enforcing the average line integral of the electric field 
in the gap is equal to the port voltage (Fig. 5.2(c)), i.e. the envelopes of the time-
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Here, 1ĥ is the unit vector along the positive edge to the negative edge of the first port-
basis function. Here, again, the time derivative of the port voltage 1,ht PV¶
  is 
approximated by a third-order backward difference formula just as in [24], [25]. Using 
(5.5) in (5.8) and enforcing them at time l tD  for  all port basis, yields Tfor 1, ,l N=   
g
1 1
port EM V CKT port V CKT port EM
0 0 '
' 3 max(1, )
l l
l l l l l l ll l
l l l l N
- -
¢ ¢¢- -
¢= - = -
- = - -å åZ I C V V C V Z I           (5.9) 
Here, portl l ¢-Z
 are block diagonal matrix which stores the scattered field component of left 
hand side in (5.8) at time l tD  due to the currents at time l t¢D and portlV
 stores the   
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contribution of incident fields in (5.8) at time l tD . The port model equation (5.8) can be 
expressed as the tested envelope of the electric fields where the testing function is given 
by  gap1
ˆ( ) h=P r  for gapSÎr and 0 elsewhere. Also, the Galerkin testing of the electric 
field equations on triangular patches of the port in (5.6) along with (5.9) can be expressed 
as a divergence conforming testing function of the electric field at the ports . Also, note 
that if gap,1 0h  , the port equations yield the same equation as coupling described in 
[24], [25] and Section 3.1.3  
The coupling from the PEC surfaces to the device is modeled similar to the case 
of wires (Fig. 5.2(d)) by assuming that all the current exiting the positive edge enters the 
negative edge through the circuit, i.e. by adding  for H0, , 1h N= -  to the Kirchhoff’s 
current law at node at node P  in the middle of the basis function 1P ( gap,1r ). Here, 
EM, EM,
gap,1 gap S gap,1
ˆ( , ) ( , )h hI t l t h=r J r   . If there are DC sources in the circuits, a two-step 
DC analysis is performed and the coupling scheme is modified accordingly. This is 
identical to the procedure described in Section 3.1.3.Also, there can be more than one gap 
                 (a)                                    (b)                                    (c)                                (d) 
Fig. 5.1. EM-CKT coupling using non-radiative finite gap port model (a) One port circuit connected to
the PEC surfaes at node P and the reference node. (b) Port basis function (c) EM model (d)
CKT model. 
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edge associated with one device port. The extension is straightforward using the scheme 
described in [24]. The coupled system of equations can be expressed as  
T( )    for 1, ,l l l N= =F X b
      (5.10) 
where  
EM port V EM
0 0 0
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  (5.12)  
The entries of the matrices and vectors in (5.11) and (5.12) are listed in Appendix V. 
5.1.4 Solution Algorithm 
A multidimensional nonlinear solution algorithm is used to solve (5.10) because 
of the nl CKT( )l lI V
   term that represents the equations governing the nonlinear CKT 
elements. The algorithm is same as the one presented in the Section 3.1.4 along with the 
improvements presented in Chapter 4. 
5.1.5 Computational Costs 
As in the case of wires, the number of non-zero entries in EM0Z
 matrix is denoted 
by H 0N N . 
CKTY is assumed to have a total of H CKT( )O N N  nonzero entries and the 
total number of nonlinear elements is denoted by nlCKTN and the Jacobian matrix 
nl
,l pJ
  is 
assumed to have 2 nlH CKT( )O N N  nonzero entries. The average number of Newton 
iterations needed per time step is denoted by NN . 
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In the first step of the FE-MOT scheme, the vector lb
  is computed; this requires 
2
H EM CKT( ( ))O N N N+  operations per time step In the second step, the Newton 
iterations are started and the residual is computed. Finding the contribution from the 
linear and nonlinear parts of F  to the residual requires H 0 CKT( ( ))O N N N+  and 
nl 2
CKT H( )O N N  operations, respectively. A total of 
nl
N H 0 CKT H CKT( ( ))O N N N N N N+ +  
operations per time step are required to compute the residual at each time step. In the 
fourth step, the Jacobian matrices are filled; this requires 2 nlN H CKT( )O N N N  operations per 
time step. In the last step, the linear solve requires N I H(O N N N  
nl
0 CKT H CKT( ))N N N N+ +  operations per time step; here, IN  is the average number of 
iterations needed to solve the linear equation per Newton iteration per time step.  Thus, 
the marching time, scales as 2T H EM N I H 0( [O N N N N N N N+ +  
2 nl
N H CKT N I H CKT ]).N N N N N N N+  For  narrowband analysis, 
2
0 EMN N» [35] and 
typically I HN N ; thus, the iterative solution in the fifth step dominates. Assuming 
nl
CKT CKTN N»  (as is the case in all the examples in Section 5.4), the marching time 
scales as 2 2T N I H EM H CKT( [ ]).O N N N N N N N+  The remaining major computational costs 
of the FE-MOT scheme are the  time required to fill the matrices in (5.11) and (5.12) the 
memory required to store them which scale as 2H EM CKT( [ ])O N N N+ and 
2
H EM g EM CKT( [ ])O N N N N N+ + . 
There are two issues which make these computational cost prohibitive: (i) 
typically, as with time-domain counterparts, EMN is very large compared to the wire 
problems and the computational costs make FE-MOT prohibitive for moderate and large 
problems. (ii) the convergence of the iterative solver solving the coupled system of 
equations is poor when EM0Z
 is nearly full (for narrowband problems as here) and IN is 
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large. Adaptive integral method and sparse near-field preconditioners are used to alleviate 
these two issues as explained next.  
5.2 FOURIER ENVELOPE ADAPTIVE INTEGRAL METHOD (FE-AIM) 
To accelerate the simulations, as in pure envelope tracking EM simulators [52] 
and hybrid time-domain EM-CKT simulators [24], [25], a fast algorithm has to be 
applied. Here, envelope tracking AIM [52] is used which approximates the interaction 
between source and observers (separated by a distance larger than a threshold) with point 
sources on a regular grid with CN  points. FE-AIM algorithm is an extension of the 
envelope tracking AIM [52] and similar to the time-domain AIM algorithms [25], [53]. 
FE-AIM is formulated by introducing a 3-D regular grid of CN  auxiliary nodes that 
encloses the microwave antenna or circuit. Note that, in general, there can be HN  
different auxiliary grids as each of the HN harmonics can have a different 3-D grid. 
However, here only one auxiliary grid is used for all harmonics for simplicity.  
Using the auxiliary grid, for each harmonic H0, , 1h N= - , the FE-AIM 
procedure approximates the HN ( EM EMN N´ sized) block diagonal entries of impedance 
matrices imp EM portl ll l l l¢¢ ¢-- -= +Z Z Z
    i.e.  imp, , FFT, , near, ,h h h h h hl l l l l l¢ ¢ ¢- - -» +Z Z Z
   where 
FFT, , int A, ant ant† , ant
{ , , }
[ ]h h h hi il l l l l l
i x y z
f
¢ ¢ ¢ - - -
Î
= L L +L LåZ G G     (5.13) 
Here, the reduction in the computational cost is obtained by storing and multiplying the 
sparse anterpolation [54], [75] ( ant, , ,x y z L ), propagation matrices (
, ,,A h hl l l l
f
¢ ¢- -G G
  ) and 
interpolation matrices ( int, , ,x y z L ) instead of explicitly computing 
FFT, ,h h
l l ¢-Z
 . In (5.13), the 
anterpolation matrices ant, , ,x y z L  represent the fields radiated by basis functions in terms of 
those radiated by point sources on the auxiliary grid; they are obtained using the method 
followed in [52], [53] by matching the multipole moments of the Cartesian co-ordinate 
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components of { , , }k k k¢ ¢ ¢S P V and those of  { , ,k k k¢ ¢ ¢  S P V   }, typically to an order of 
1 to 5 [52]–[54], [76]. The interpolation matrices int, , ,x y zL   and  
int
L represent the fields 
interpolated from point observers on the auxiliary grid to the testing functions; they are 
also obtained by matching the multipole moments of the Cartesian coordinate 
components of gap{ , , }k k k k+S P P V and { , , }k k k¢ ¢ ¢  S P V   to the same order as the 
anterpolation matrices. The entries of the propagation matrices are  
{ } 0
0






















t l l t
T t c

































  (5.14) 
for H0, , 1h N= - . Here, C{ , } 1, ,u u N¢ Î   ,{ , }u u ¢r r  represent the observer and 
source positions on the auxiliary grid. Because of the space-time shift invariance of the 
free-space Green function [52], [53], the propagation matrices are in block-Toeplitz form 
and can be multiplied with vectors using FFTs. Blocked 4-D space-time FFTs with 
varying temporal FFT sizes [52], [53] are used to multiply the propagation matrices for 
which 0l l ¢- ¹  during marching in time. 3-D space FFTs are used to multiply ,0
A hG  and 
,
0
hfG during the iterative solution similar to [52], [77].  
The near-zone correction matrices near, ,h hl l ¢-Z
  for H0, , 1h N= -  are needed to 
be stored and multiplied at each time-step. The entries of these “pre-corrected” matrices 
[54], [78] are: for H0, , 1h N= -  
EM, , FFT, ,
near, , [ , ] [ , ]    [ , ][ , ]
0                                         otherwise
h h h h
h h l l l l
l l








   (5.15) 
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Here, D  is the grid spacing, and g  is an integer that sets the near-zone size; 
typically 1 6g£ £  [52], [ , ]R k k ¢ is the minimum distance between the spatial basis 
functions k and k ¢ . For narrowband analysis, the distance traveled in one time step (c tD
) is much larger than the maximum spatial discretization or the near zone size (gD ). This 
results in a large number of immediate interactions (matrix entries of EM, ,0
h hZ ) for 
source-observer pairs outside the near zone. So EM, ,0
h hZ is also pre-corrected and stored in 
this scheme similar to [52], [77].  
Next, the computational cost of the FE-AIM method is analyzed. In the first step 
of the FE-AIM scheme, the vector lb
  is computed using 4D FFTs; this requires 
2
H C C C g CKT( ( log log ))O N N N N N N+ +  operations per time step In the second step, 
the Newton iterations are started and the residual is computed. The computation of  linear 
and nonlinear contributions to  requires F  uses 3D FFTs and require 
H C C CKT( ( log ))O N N N N+  and 
nl 2
CKT H( )O N N  operations, respectively. Thus, a total of
nl
N H C C CKT H CKT( ( log ))O N N N N N N N+ +  operations per time step are required to 
compute the residual at each time step. In the fourth step, the Jacobian matrices are filled; 
this requires 2 nlN H CKT( )O N N N  operations per time step  In the last step, the linear solve 
again uses 3D FFTs and hence requires nlN I H C C CKT H CKT( ( log ))O N N N N N N N N+ +  
operations per time step; here, IN  is the average number of iterations needed to solve the 
linear equation per Newton iteration per time step.  Thus, the marching time scales as 
2
T H C C H C g( [ log logO N N N N N N N+ N I H C ClogN N N N N+ +
2 nl
N H CKTN N N +  
N I H CKT ]).N N N N For narrowband problems, the marching cost is dominated by the 
solve step and the marching time scales as N I H C C( logO N N N N N +  
N I H CKT ]).N N N N The antennas and microwave circuits are typically planar structures. 
For quasi planar structures, C EMN N»  and therefore the marching time scales as 
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N I H EM EM( logO N N N N N + N I H CKT ])N N N N instead of 
2
N I H EM(O N N N N +  
N I H CKT ])N N N N  for the FE-MOT method described in the previous section. 
Comparison of the marching cost to TD-AIM is not straightforward as is the case of 
wires. It is done empirically for the problem in Section 5.4. The algorithm require 
2
H g C EM H CKT( ( ) )O N N N N N N+ +  bytes to store and matrices and vectors used in the 
algorithm and H C EM H CKT( ( ) )O N N N N N+ + operations to fill them. Compared to FE-
MOT, the memory and matrix fill cost is significantly reduced. TD-AIM simulators [25] 
requires TD 2g C EM H CKT( ( ) )O N N N N N+ + bytes to store the matrices and vectors and 
C EM CKT( ) )O N N N+ +  operations to compute them. The memory requirement for FE-
AIM is smaller by TDg max H~ /N l N where maxl is the length of the temporal basis 
function and requires H~ N  more computations to fill them.  
5.3 SPARSE NEAR-FIELD PRECONDITIONERS 
In order to accelerate the convergence of the linearized equation at each Newton 
iteration, the performance of two preconditioners viz. iterative near-field [57] and sparse 
approximate inverse [56] are compared here. Here, for notational simplicity, (3.16) is 
denoted as 
R
, , 1l p p l ps -=J r
      (5.16) 
 
5.3.1 Iterative Near-Field Preconditioner 
The iterative near field (INF) preconditioner is an implicit right-preconditioner, 
i.e. inverse of preconditioner is not pre-computed and an inner iterative solve (not very 
accurate) is used instead in the iterative solution procedure.  Here, at each Newton 
iteration 1,2,p =  , a matrix pM  is formed by using the three components: (i) Choosing 
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EM entries using proximity filtering and algebraic filtering [55]. Proximity filtering 
chooses those EM entries for which the source and observer basis functions are separated 
by less than a predefined distance and algebraic filtering removes the entries with less 
than a predefined value. (ii) Neglecting the non-block-diagonal entries of the Jacobian 
sub-matrices arising in the CKT system. Note that the preconditioner matrix changes at 
every Newton iteration as the “linear” (block-diagonal) components of the Jacobian are 
included. (iii) Including all EM-CKT coupling terms.  The preconditioning matrix is an 
operator which approximates 1p
-M  using an iterative solver. In order to solve (3.16), this 
preconditioner solves R 1, , 1l p p p l ps
-
-
¢ =J M r   for ps¢  iteratively and then computes ps  by 
solving p p ps s ¢= M
  . The iteration solution procedure to find ps  can be cast in three 
phases as follows (Fig. 5.2) :  
Phase I – Inner solve: At each solver iteration 1,2,i =  , Solve (inaccurately) 
p i i
¢¢ ¢»M s s starting from 1¢ =s 0 . The matrix pM  is block-diagonal and hence each of the 
HN blocks can be solved independently. 
Phase II – Outer solve: Next, compute R, 1 ,i l p l p is-¢¢ ¢¢= -r r J
 . If iter , 1.i l ptol -¢¢ £r r , 
then, proceed to Phase III for post-computing step.  Here, itertol is a pre-defined tolerance 
for determining convergence of the linear iterative solver. Else, update 1i+¢s using i¢¢r and 
i
¢s according to a Krylov sub-space iterative solver algorithm. Here, generalized minimal 
residual method (GMRES) is used to update the guess i¢s  . Proceed to phase I again with 
1i i= + . 
Phase III –Post Computing: Find ps
  by solving p p i¢=M s s . 
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5.3.2 Sparse Approximate Inverse Preconditioner (SAI) 
Sparse approximate inverse (SAI) is an explicit preconditioner i.e., the inverse of 
preconditioner is precomputed [56]. A matrix is formed by using the three components: 
(i) Choosing EM entries, as in INF, using proximity filtering and algebraic filtering. (ii) 
Neglecting the nonlinear elements contribution in the arising in the CKT system. (iii) 
Including all EM-CKT coupling terms.  The preconditioning matrix (denoted by M ) is an 
approximate inverse of the above defined matrix and is precomputed. The matrix M is 
found and made sparse by algebraic and proximity filtering of the inverted matrix. Again 
as in INF, the solution procedure can be cast in three phases : (Fig. 5.3) 
Phase I – Inner solve: At each solver iteration 1,2,i =  , Compute i i¢¢ ¢»s Ms
starting from 1¢ =s 0 . The matrix M  is block-diagonal and hence each of the HN blocks 
can be multiplied independently. 
Fig. 5.2. Iterative near field preconditioner [57], [55]. 
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Phase II – Outer solve: Next, compute R, 1 ,i l p l p is-¢¢ ¢¢= -r r J
 . If iter , 1.i l ptol -¢¢ £r r , 
then, proceed to Phase III for post-computing step.  Here, itertol is a pre-defined tolerance 
for determining convergence of the linear iterative solver. Else, update 1i+¢s using i¢¢r and 
i
¢s according to a Krylov sub-space iterative solver algorithm. Here, generalized minimal 
residual method (GMRES) is used to update the guess i¢s  . Proceed to phase I again with 
1i i= + . 
Phase III –Post Computing: Find ps
  by computing p i¢=s Ms  
Although, both the preconditioners has more computations per iterations than 
applying an iterative solver to  (3.16), the number of iterations ( IN ) is greatly reduced 
and the overall solve time is reduced. There is also an increase in filling the matrices and 
the memory used.  This improvement is demonstrated in an example in Section 5.4 
5.4 NUMERICAL EXAMPLES 
First, an unbalanced microstrip mixer [79] is analyzed to validate the FE-AIM 
method  Here, a Schottky barrier diode connected with an open stub filter is used an 
unbalanced  microstrip mixer (Fig.5.4(a) and Fig. 5.4(b)). The Schottky barrier diode 
Fig. 5.3. Sparse approximate inverse preconditioner [56], [55]. 
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model is shown in Fig. 5.4(c). The mixer is excited by a voltage source with a series 
resistance 50 R = W . The output port is also loaded with a 50 W  resistance. The 
excitation voltage is a modulated sinusoidal wave given by 
in mod 0 mod( ) 0.3 ( )sin( )sin(( ) )V t f t t tw w w= +   (5.17) 
Here, ( )f t  is the slowly ramping up pulse function as in (3.17), 0 / 2 2 GHzw p = and 
mod / 2 25 MHzw p = .The mixer combines the two frequencies and the difference of the 
two frequencies is output. In the following, the ground plane, mixer circuit and dielectric 
substrate were meshed such that there are S 376N = surface unknowns, gap 9N =   port 
unknowns and V 3384N = volume unknowns, there are 3 circuits with CKT 8.N = The 
resulting diode voltage and output voltage are found using H 4N =  and 
020 / 5 nst p wD = =  ; the result is compared to a TD-AIM solver with a step size of  
0/ 20 0.125 nsp w =  in Figs. 5.4(d)-5.4(g). The results agree well both during ramp up 
and steady state. The simulator also captures the demodulating scheme where the output 
voltage is dominated by the modw frequency component.  
Next, the performance of the FE-AIM method is compared by plotting the errors 
incurred by the methods as a function of their computational costs. In these plots, the 
error is defined as L-2 norm error in the current in the diode (3.18) with 
T 0.25 sN t mD = . The reference is computed from a more-accurate FE-AIM simulation 
with . H 6N =  and 0/ 0.5 nst p wD = = . The error is plotted versus the marching 
time, matrix fill time and the memory respectively in Figs. 5.5(a)-5.5(c) for both time-
domain and Fourier envelope methods.. Again, the results show that the Fourier envelope 





(a)                                                                     (c) 
 
   (d)                                                                            (e) 
 
   (f)                                                                             (g) 
Fig. 5.4. Unbalanced Microstrip Mixer. (a) Top view. (b) Cross Section view. (c) Diode Model. (d) 
Diode voltage.  (e) Steady state diode voltage. (f) Output Voltage. (g) Steady state output 
voltage. 
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However, the matrix fill time (which is small comparable to the marching time is 
greater than the time-domain one.  
In the second example, a rectenna array is analyzed to show the applicability of 
the preconditioners and validate the cost. The feed structure, the rectenna array and one 
element of the rectenna array consisting of printed dipoles center loaded with p-n 
junction diodes are shown. The models of the diode are same as those described in 
Section 3.2. The dipole is assumed to be made of PEC and residing in air. The structure is 
excited by a slowly rising sinusoidal pulse plane wave (3.17) with 0 / 2 5.8GHzw p =
and 0 0500 /t p w= . The array consisted of 3 2´  elements. In these analysis, for all 
preconditioners, the structure was discretized using 770 elements ( EM 770N = ), the 
envelope tracking parameters were 1nstD =  and H 3N = . The AIM near zone 
parameters were 2.586mmD = and 3g = . The output induced voltage and the currents 
are plotted in Figs. 5.6(c) and 5.6(d) using a diagonal preconditioner, INF preconditioner 
and SAI preconditioner. It shows the three results agree with each other very well.  
Next, in order to quantify the improvements using the sparse near-field 
preconditioners, the number of array elements is varied. The number of elements used are 
1 1,3 2,3 7,3 20, 3 60, 3 80´ ´ ´ ´ ´ ´ . Figs. 5.6(e) and 5.6(f) plot the time needed to fill 
 
                         (a)                                                       (b)                                                   (c)  
Fig. 5.5. Cost Analysis of mixer simulation. (a) Error versus marching time. (b) Error versus 
matrix fill time. (c) Error vs memory. 
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the matrices and the marching time respectively as the number of surface unknowns. 
Results from diagonal precondition, direct inversion (full inverse) , INF and SAI 
preconditioners are compared here. From Fig. 5.6(e), the precomputing of the direct solve 
adds significant cost which becomes prohibitive after 2700 unknowns. SAI 
preconditioner which precomputes some components of the inverse has an increased fill 
cost (~1.5-2 times) compared to diagonal and INF preconditioners. It can be seen from 
Fig. 5.6. (f) that INF (SAI) preconditioning roughly 3.5 (5) times faster than diagonal 
preconditioning for rectenna arrays. It can be inferred that INF should be used for 
applications requiring early time effects and SAI preconditioners for applications 
requiring steady state and late time effects. 
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                               (a)                                                                    (b) 
 
   (c)                                                                            (d) 
 
   (e)                                                                             (f) 
Fig. 5.6. Rectenna Array (a) & (b) A 6-element rectenna array. (c) Output voltage. (c) Output 
current. (e) & (f) Matrix and Solve time as the number of elements are increased  
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CHAPTER 6 
HYBRID EM-CKT SIMULATORS FOR TRANSIENT ANALYSIS OF 
NONLINEARLY LOADED PERIODIC STRUCTURES  
Large nonlinearly loaded arrays are encountered in applications like frequency 
selective surfaces, phased array antennas [6], [7], [70] for either achieving frequency 
tunability or increasing the bandwidth of the structure. An efficient method for analyzing 
these arrays is to model them as infinitely periodic arrays of a (significantly smaller) 
reference structure. The signals (fields, voltages, currents etc.) are assumed to be such 
that these quantities at all locations are expressed as time-shifted of the corresponding 
signals in the reference structure The governing equations are enforced in terms of the 
signals in the reference structures. In this chapter, both TD and FE hybrid EM-CKT 
simulators are presented for analyzing transient scattering from such nonlinearly loaded 
periodic structures 
The problem statement is presented in Section 6.1. The TD-MOT formulation.is 
described in Section 6.2. The FE-MOT formulation is presented in Section 6.3. The 
numerical results for solving frequency selected surfaces loaded with varactor diodes is 
presented in Section 6.4.
6.1 PROBLEM STATEMENT 
Consider a two-dimensional periodic (in the x-y directions) arrangement of 
arbitrarily shaped dielectric and PEC bodies that are loaded with nonlinear time-invariant 
devices at various locations (unit cells) (Fig. 6.1(a)). Let the size of the unit cell along x 
and y directions be denoted as xd  and yd respectively. The structure is assumed to reside 
in an unbounded homogeneous medium with permittivity e  and permeabilitym . The 
structure is excited by a plane wave with the direction of propagation inck̂  and electric 
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field inc( , )tE r produced  due to an external impressed source. The impressed sources are 
assumed to be essentially bandlimited to the angular frequency band 
0 bw 0 bw[ , ]w w w w- + , where 0w  is the fundamental carrier frequency and bww  is the 
single-sided bandwidth. One of the unit cells is identified as the “reference cell” such that 
the incident electric field and the induced currents in this cell are zero for 0t £ .
6.2 TIME DOMAIN HYBRID EM-CKT FORMULATION 
An EM time-domain simulator for transient analysis of the scattering from 
periodic array of PEC structures was developed and presented in [58]. Here, a similar 
formulation is used for periodic arrays of PEC and dielectric structures loaded with 
lumped circuits.
                                   (a)                                                           (b)  
Fig. 6.1. Periodic structure problem description. (a) Two dimensional periodic structure composed of
dielectric and PEC bodies. (b) the equivalent problem with periodic Green function. 
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6.2.1 EM System of Equations 
The signals (fields, currents) in any cell can be shown to be a time-shifted copy of 
those in the reference cell, i.e., for , ( , , 1, 0,1, , )m n Î -¥ - ¥  [58] 
, 0,0 , inc ,
c c
inc, , inc,0,0 , inc ,
c c
, 0,0 , inc ,
S S c c
, 0,0 , inc ,
V V c c
ˆ( , ) ( , / )
ˆ( , ) ( , / )
ˆ( , ) ( , / )
ˆ( , ) ( , / )
m n m n m n
m n m n m n
m n m n m n









E r E r r k r
E r E r r k r
J r J r r k r





  (6.1) 
Here, ,m n  are indices of the cells along the x and y directions respectively and each unit 
cell is indicated by ( , )m n . The reference cell is assumed to be the unit cell (0,0), 
1/2( )c me -=
 
is the speed of light in the background medium, inck̂ is the unit vector along 
the propagation direction of the incident plane wave, ,c
m nr  is the center of the unit cell,  
,m nE , inc, ,m nE , ,S
m nJ and ,V ( , )
m n tJ r  represent the total electric-field, incident electric 
field, induced surface current on PEC and the polarization current in the dielectrics in the 
unit cell ( , )m n  respectively. Note that inc ,c
ˆ 0m n =k r  for normal incidence and the 
excitations for all unit cells are identical. Thus, (6.1) can be used to express the scattering 
problem can be modified to that of relating the fields in the reference cell to the 
surface/volume currents in the reference cell radiating through a periodic Green function 
(Fig. 6.1(b)) [58]. 
To model the field interactions with the EM structure, boundary and consistency 
conditions are enforced on the reference cell: On the PEC surface 0,0S , the time 
derivative of the electrical field tangential to is forced to be zero; on the dielectric volume 
0,0V , the time derivative of the total electric field is enforced to be equal to the time 
derivatives of sum of incident and scattered fields [25], [58]  
 94








ˆ ˆ ˆ ˆ( , ) [ ( , ) ( , )]
ˆ ˆ [ ( , ) ( , )]    
( , ) ( , ) [ ( , ) ( , )]
[ ( , ) ( , )]             
t t t
t t
t t t t
t t
n n t n n t t
n n t t S






´ ´¶ = ´ ´ ¶ + ¶ +
´ ´ ¶ + ¶ Î
¶ = ¶ + ¶ + ¶
+ ¶ + ¶
E r r A r
r A r r
E r E r r A r
r A r 0,0    VÎr
  (6.2) 
Here, t¶  denotes the partial time derivative, 
0,0 0,0
S S{ , }f A  (
0,0 0,0
V V{ , }f A ) denotes the 
{electric scalar, magnetic vector} potential due to the currents on the PEC surface (in the 
dielectric volume) in all unit cells, and n̂  is the outward pointing unit vector normal to 
0,0S . In (6.2), the vector and scalar potentials due to the currents in all unit cells can be 
expressed as the potentials scattered by the currents in the reference cells convolved with 
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  (6.4) 
Here, , ,c| |
m n m nR ¢= - -r r r  is the distance between a source point in the ( ,m n ) unit 
cell and the observer point in the reference cell. The periodic Green function can be 
interpreted as the magnetic vector potential produced at an observer point in the reference 
cell at time t  due to corresponding point current sources in all unit cells. For obliquely 
incident plane wave, there will be unit cells such that inc , ,c
ˆ 0m n m nR+ <k r . This results 
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in a non-causal Green function i.e. the potentials and the fields in the reference cell at 
time 0t t=  depends on the currents in the reference cell at times 0t t>  [58], [80], [81]. 
Indeed, special temporal basis and testing function [58], [82] have to be used along with 
extrapolation schemes [58], [59] to develop a time-marching solution scheme.as 
explained next. 
To solve (6.2) numerically, the surface and volume in the reference cell are 
discretized using triangular and tetrahedral elements in the same manner as described in 
Section 5.1.1. Next, the current densities are approximated using TDT EMN N  (

















ˆ( , ) [ ] ( ) ( / )
ˆ          [ ] ( ) ( / )
ˆ( , ) ( ) [ ] ( ) ( / )
N N
l k l k
l k
NN
l k l N k
l k
N
l k t l N N k
k
t k T t c
N k T t c
t N N k T t ck
¢ ¢ ¢ ¢
¢ ¢= =
¢ ¢ ¢ ¢+
¢ ¢= =
¢ ¢ ¢ ¢+ +
¢=
¢@ -å å
¢+ + -å å
¢@ + + ¶ -
J r I S r k r
I P r k r










  (6.5) 
Here, EMl ¢I  is an EM 1N ´  vector that stores unknown coefficients, , ,k k k¢ ¢ ¢S P V  are the 
spatial basis functions which are RWG [71], port basis functions (Section 5.1.3) and 
SWG [72] basis functions, respectively, k ¢r  is the center of the basis function ,k ¢S k ¢P  or 
k ¢V . In (6.5), 
TD( ) ( )lT t T t l t¢ ¢= - D  are the temporal basis functions  and 
TDtD  is the 
time step size for the time domain simulator. In order to facilitate the extrapolation 
required, the temporal basis functions are chosen as bandlimited interpolatory functions 
[59], [67]. Substituting (6.5) in (6.4) and testing the resulting equations with 
incˆ( ) ( / )k kt cd -S r k r , S
incˆ( ) ( / )k N kt cd +-P r k r  for the surface EFIE and 
S gap
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Unlike the free-space time-domain simulators [24], [25], the temporal basis 
functions are delayed based on their location in the unit cell. So EM,hl ¢I
 does not hold the 
current samples at l t¢D but different times for different basis functions. It contains the 
sample of each basis function k ¢ is sampled at time TD incˆ /kl t c¢¢D + k r  Also, the 
testing procedure enforces the EFIE at different times at different positions in the 
reference cell. In general, this is a causality trick used to reduce the number of current 
samples that need to be extrapolated  [58], [82] from TDmax(0, / )c tê ú¢- Dê úë û
r r
0,0 0,0, { }S V¢" Î Èr r  (if free space temporal basis-testing functions in Section 5.1.1 



































  (6.7) 
For typical problems, the size of the unit cells are comparable to the wavelength of 
interest and the meshes are approximately tenth or twentieth of the minimum wavelength 
of interest. The above procedure results in adv ~ 2 3N - while adv ~ 15 20N -  if the 
temporal basis-testing functions in Section 5.1.1 were used. For the sake of simplicity in 
coupling EM and CKT equations, all the port basis functions defined at one device are 
sampled using the same temporal basis function and tested at the same time. For e.g., if 
the port basis functions 1 2 3, ,P P P  are connected to the device D, then 
S S S1 2 3N N N D+ + +
= =r r r r . The advanced samples are found using extrapolation 
similar to the methods described in [59], [67]. 
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6.2.2 CKT System of Equations 
The circuit quantities are also time-shifted copies of the those in the reference 
cell, i.e., for , ( , , 1, 0,1, , )m n Î -¥ - ¥  [58] 
, 0,0 inc ,
c
nl, , nl,0,0 inc ,
c
, 0,0 inc ,
c
ˆ( ) ( / )
ˆ( ) ( / )
ˆ( ) ( / )
m n m n
m n m n







V V k r
I I k r




  (6.8) 
The CKT equations in different reference cells are coupled only through the EM 
equations and the CKT relationship for the circuit in the reference cell (and also other 
unit cells) can be expressed similar to those presented in [24], [25]: for TDT1, .l N=    
CKT CKT nl CKT CKT( )l l l l+ =Y V I V I   (6.9) 
There is, however, one difference in these equations:  Each of the DN  system of 





Nl tD - k r  because the EM and CKT equations at 
the ports must be enforced at the same time.
6.2.3 Coupling of EM-CKT equations and Nonlinear Solution Algorithm  
The EM structure and devices in the reference cell are coupled using the port 
model presented in Section 5.1.3. For each device, the coupling from the device to the 
PEC surface is modeled by (i) enforcing the average line integral of the electric field in 
the gap to the port voltage, (ii) approximating the time-derivative of the port voltage with 
a third order backward difference formula and (iii) expanding the currents in terms of 
space-time basis functions (6.5). This results in the following system of equations 
1 1









- = - -å åZ I C V V C V Z I   (6.10) 
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The coupling from the EM structure to the circuit port is identical to that 
described in [24], [25]. The final system of equations can be expressed as 
TD
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   (6.12) 
and  
1 1
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  (6.13) 
 A multidimensional nonlinear solution algorithm identical to that described in 
[25] is used to solve (6.11). However, in the first step, when finding the right hand side a 












+å Z Z I  
which reduces the cost from 
2TD 2
T EM( )O N N to 
TD 2 2 TD
T EM T( log )O N N N  operations [83].
6.2.4 Computational Complexity 
Next, the computational complexity of the above method is evaluated. Let the 
average number of the Green functions terms from the summation (6.4) per basis-testing 
pair in the matrices EM0Z  and the other 
EM
l l ¢-Z  matrices be denoted as UN . In the 
multidimensional Newton algorithm for solving (6.11), the first step to find the right hand 
side, requires 2 2 TDEM T CKT( log )O N N N+  operations. In the second step, the Newton 
iterations are started. Let TDNN  be the average number of Newton iterations at each time 
step. For finding the residue, the linear and nonlinear contributions to ( )lF X needs to be 
evaluated which requires TD TDN 0 CKT( ( ))O N N N+  where 
TD
0N is the number of non-
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zero entries in the EM0Z . Finding the Jacobian and solving the linearized equation 
requires TD TD TDN I 0 CKT( ( ))O N N N N+ where 
TD
IN is the average number of solve 
iterations per Newton iteration per time step. The marching time scales as 
2 2 TD TD TD TD
EM T N I 0( logO N N N N N+  
TD TD
N I CKT)N N N+ per time step. 
The filling of matrices in (6.11) requires 2U EM CKT( )O N N N+ operations. For 
normally incident plane wave, the number of source observer pairs that interact during 
the whole duration is proportional to 
2TD 2
T EM( )O N N  i.e. 
2TD
U T~N N . However, for 
obliquely incident plane wave, all the source observer pairs such that 
inc ,
c
ˆ ( ) 0m n¢- - <k r r r  interact to produce entries in EM0Z  and the truncation of the 
summation in (6.4) is done based on the decay of ,1 / m nR  such that it is  to a certain 
threshold. This leads to very large value of UN and therefore very high matrix fill times. 
Indeed, the Green function should be represented appropriately using schemes like 
Ewald’s method [81], [84] and other techniques need to alleviate this high matrix fill 
cost. This will be a future area of research and not addressed here. 
Finally, the TD 2T EM CKT( )O N N N+ bytes of memory is required to store the 
matrices, and vectors in the solution of (6.11)
6.3 FOURIER ENVELOPE FORMULATION 
The Fourier envelope MOT formulation of the hybrid EM-CKT equations 
equivalent to the TD-MOT in Section 6.2 is presented here..
6.3.1 EM System of Equations 
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  (6.14) 
Next, the envelopes of the signals in any cell can be expresses as the scaled time-
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  (6.15) 
Similar to the time-domain case, the surface and EFIE relating the envelopes of 
the currents to the fields in the reference cell: for H0, , 1h N= -  
inc, ,0,0 ,0,0 ,0,0
0 0 S V
2 2 2 ,0,0 ,0,0
0 0 S V 0,0
inc, ,0,0 tot, ,0,0
0 0 0
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  (6.16) 
Here, t¶  denotes the partial time derivative, 
,0,0 ,0,0
S S{ , }
h hf A  ( ,0,0 ,0,0V V{ , }
h hf A ) denotes the 
{electric scalar, magnetic vector} potential due to the currents on the PEC surface (in the 
dielectric volume) in all unit cells, and n̂  is the outward pointing unit vector normal to 
0,0S . In (6.16), the envelopes of vector and scalar potentials due to the currents in all unit 
cells can be expressed as the envelopes potentials scattered by the currents in the 
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  (6.18) 
Here, 0 0 /k cw=  , 
, ,
c| |
m n m nR ¢= - -r r r  is the distance between a source point in the 
( ,m n ) unit cell and the observer point in the reference cell. Again as in the time-domain 
special temporal basis and testing function [58], [82] have to be used along with 
extrapolation schemes [58], [59] to develop a time-marching solution scheme.as 
explained next. 
To solve (6.16) numerically, the surface and volume in the reference cell are 
discretized using triangular and tetrahedral elements in the same manner as in the time 
domain case. Next, the envelope of the current densities are approximated using 
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  is an EM 1N ´  vector that stores unknown coefficients, , ,k k k¢ ¢ ¢S P V  are the 
spatial basis functions which are RWG [71], port basis functions (Section 5.1.3) and 
SWG [72] basis functions, respectively, k ¢r  is the center of the basis function ,k ¢S k ¢P  or 
k ¢V . In (6.5), ( ) ( )lT t T t l t¢ ¢= - D  are the temporal basis functions  and tD  is the time 
step size. As in the time domain formulation ( )lT t¢  are chosen as bandlimited 
interpolatory functions [59], [67]. Substituting (6.5) in (6.4) and testing the resulting 
equations with incˆ( ) ( / )k kt cd -S r k r , S
incˆ( ) ( / )k N kt cd +-P r k r  for the surface EFIE 
and 
S gap
incˆ( ) ( / )k N N kt cd + +-V r k r  for the volume EFIE results in the equation 
adv
0 1
0,0 EM EM 0,0 EM TD
T
1
  for 1, ,
l
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  (6.21) 
For typical problems, the size of the unit cells are comparable to the wavelength 
of interest and the meshes are approximately tenth or twentieth of the minimum 
wavelength of interest. The above procedure results in adv ~ 1N  Again, all the port basis 
functions defined at one device are sampled using the same temporal basis function and 
tested at the same time. The advanced samples are found using extrapolation similar to 
the methods described in [59], [67]. 
6.3.2 CKT System of Equations 
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  (6.22) 
The envelopes of the  circuit quantities are also time-shifted copies of the those in 
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  (6.23) 
Again as in the time-domain case, the circuit equation in each unit cell is independent of 




Nl tD - k r 
and following the procedure described in Chapter 2, the circuit system of equations is 
obtained. 
CKT CKT nl CKT CKT( )l l l l+ =Y V I V I
       (6.24)
6.3.3 Coupling of EM-CKT equations and Nonlinear Solution Algorithm  
The EM structure and devices in the reference cell are coupled using the port 





Nl tD - k r  ., the coupling system of equations are obtained. The final system of 
equations can be expressed as 
T( )    for 1, ,l l l N= =F X b
      (6.25) 
where 
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  (6.27) 
A multidimensional nonlinear solution algorithm identical to that described in 
Section 3.1.4 is used to solve (6.25). However, as in the time-domain simulator above, in 
the first step, when finding the right hand side a blocked Toeplitz FFT is used to 











å Z I  which reduces the cost from 2 2H T EM( )O N N N to 
2 2
H T EM T( log )O N N N N  operations [83].
6.3.4 Computational Complexity 
Next, the computational complexity of the Fourier envelope method is evaluated. 
Let the average number of the Green functions terms from the summation (6.17) per 
basis-testing pair in the matrices EM0Z
  and the other EMl l ¢-Z
  matrices be denoted as UN .It 
should be noted that this number is approximately same for  both time domain and 
Fourier envelope methods. In the nonlinear solution algorithm for solving (6.25), the first 
step to find the right hand side, requires 2 2H EM T H CKT( log )O N N N N N+  operations. In 
the second step, the Newton iterations are started. Let NN  be the average number of 
Newton iterations at each time step. For finding the residue, the linear and nonlinear 
contributions to ( )lF X needs to be evaluated which requires 
2
N H 0 H CKT( ( ))O N N N N N+  
where 0N is the number of non-zero entries in the 
EM
0Z . Finding the Jacobian and 
solving the linearized equation requires 2N I H 0 H CKT( ( ))O N N N N N N+ where 
TD
IN is the 
average number of solve iterations per Newton iteration per time step. For narrowband 
problems, 20 EMN N» [35] and the marching time scales as 
2
T([logO N +  
2 2
N I H EM H CKT] )N N N N N N+ per time step. 
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The filling of matrices in (6.26) and (6.27) requires 2U H EM H CKT( )O N N N N N+
operations. Similar to the time-domain case, there exist a problem for obliquely incident 
plane wave that UN becomes very large and the matrix fill time is very high. Special 
techniques need to be developed to alleviate this issue 
Finally, 2 2T H EM H CKT( )O N N N N N+ bytes of memory is required to store the 
matrices, and vectors in (6.26) and (6.27). The cost comparison between FE scheme and 
TD schemes is tedious and not straightforward as explained in Section 3.1.5. 
6.4 NUMERICAL EXAMPLE 
In this section, scattering from varactor diode (SVM1232) loaded artificial 
magnetic conductor metasurface is analyzed [85]. The varactor diode provides a tuning 
functionality for the metasurface. The capacitance loading the surface changes depending 
on the bias voltage which in turn changes the resonant frequency of the metasurface 
thereby enabling frequency tuning. The metasurface and the reference cell are shown in 
Fig. 6.2(a) and the diode model is presented in Fig. 6.2(b). The structure is excited by a 




ˆ ˆˆ( , ) (( / ) / )sin( ( / ))
0 for 0     
( ) 10 15 6 for 0 1
1 for 1      
t xf t c t c
t
f t t t t t
t
t w= - -
ìï £ïïï= - + £ <íïï £ïïïî
E r k r k r 
  (6.28) 
Here, . First, the analysis is one for synchronous excitation (normal 
incidence with ), the bias voltage is set to 4V and multiple simulations are done 
by varying the excitation frequency  between 1GHz and 4GHz. The steady state 
portion of the current densities are Fourier transformed to  obtain the frequency domain 
currents, and the frequency domain reflected field  is  computed:  
0 020 /t p w=
incˆ ẑ=k
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e e ds e dv
d d
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w w w¢ ¢¢ ¢ ¢ ¢» - +òò òòòk r k r k rE E E J r E J r     (6.29) 
Here, = . The phase of the reflection coefficient inc ref inc0 0
ˆ ( ) / ( )w wG = E E E
is plotted in Fig. 6.2(c). Apart from this result where the varactor diode is modeled, the 
results are obtained from an hybrid FDTD-SPICE simulator [85].  It can be observed 
from Fig. 6.2(c) that the results from all the simulations are close, but the parasitic model 
of the varactor (not modeled in the other reference simulators) leads to deviated results 
from the rest. Next, the analysis is repeated for a larger capacitance by setting the diode 
bias to 0V. Again, there is reasonable agreement with the reference results from [85]. The 
parasitic effect of the varactor diode shifts the resonant frequency higher as in the 
previous case.  
Lastly, the analysis is repeated for progressively delayed excitation (oblique 
incidence with ). Figs. 6.2(d) plots the results obtained for the bias 
voltage of 4V and 0V , respectively. It is observed that the results from CST and the 
time-domain simulator with capacitor model agree reasonably . The parasitic of the 












                                                 (a)                                                                                           (b) 
 
                                                 (c)                                                                        (d) 
Fig. 6.2. Scattering from tunable metasurface. (a) Varactor loaded metasurface (b) Varactor diode 
model. Phase of reflection coefficient for (c) normal incidence and (d) oblique incidence. 
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CHAPTER 7 
ENVELOPE TRACKING EM SIMULATOR IN LOSSY MEDIA 
In geophysical applications, the background is lossy and transient scattering from 
objects embedded in this lossy background is of interest. In this chapter, as a preliminary 
analysis for modeling these applications. an envelope tracking EM simulator is developed 
for such analysis of scattering from PEC embedded in a lossy medium The formulation is 
presented in Section 7.1 and numerical. example is described in Section 7.2
7.1 FORMULATION 
Consider a PEC structure of surface S  residing in a lossy homogeneous 
background with conductivity s , permeability m  and permittivity e . The structure is 
excited by an electric field inc( , )tE r produced due to external impressed sources. The 
impressed sources are assumed to be essentially bandlimited to the angular frequency 
band 0 bw 0 bw[ , ]w w w w- + , where 0w  is the fundamental carrier frequency and bww  is 
the single-sided bandwidth and the incident electric field and the induced currents in this 
cell are zero for 0t £ .Let the incident electric field induce a surface current density 
( , )tJ r on S .  
To model the scattering from the PEC object, zero tangential field are enforced 
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Here, n̂ is the unit vector normal to S , t¶  represents the time-derivative operator, 
R ¢= -r r is the distance between observation point r  and source point ¢r and 
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Here, 1I (.) is the first-order modified Bessel function of the first kind, and u(.) is the unit 
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Here, because the pure envelope simulator is linear, only the fundamental carrier is used. 
It can be generalized to the multiple harmonic cases described previously. The EFIE can 
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  (7.4) 
where, 0( , ) ( , )
j tg R g R e wt t -=  . To solve the above system of equations numerically, the 
currents are approximated using S TN N  space-time basis functions as  
T S EM
1 1




t k T t¢ ¢ ¢
¢ ¢= =
¢ ¢@ å åJ r I S r   (7.5) 
 110
Here EMl ¢I is a S 1N ´ vector of unknown coefficients, ( )k ¢ ¢S r are RWG functions defined 
over adjacent triangle edges [71] and ( ) ( )lT t T t l t¢ ¢= - D are third order CPPIFs [67]. 
Substituting (7.5) in (7.4) and Galerkin testing the resulting equations at time instants 
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Here, EMlV
 is the vector containing the incident electric field tested at all times, and l l ¢-Z
give the scattered envelopes tested at time l tD due to a current envelope sample at time 
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At each time step T1, ,l N=  , (i) the right hand side of (7.6) is filled. and (ii) 
(7.6) is solved iteratively At each time step, the right hand side computation requires 
2
T EM( )O N N  operations and the iterative solve requires I 0( )O N N operations where IN is 
the average number of iterations per time step in  the linear solver and 0N is the number 
of non-zero entries in 0Z
 . The matrices and current vectors in need 2T EM( )O N N bytes of 
memory and 2T EM( )O N N  operations to fill. So the dominating cost is the right hand side 
fill time which scales as 2 2T EM( )O N N . 
In order to reduce this prohibitive cost, envelope tracking AIM [52] is used. This 
is similar as the algorithm described in section 5.2 but with a different Green function 
propagator. approximates the interaction between source and observers (separated by a 
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distance larger than a threshold) with point sources on a regular grid with CN  points. It is 
formulated by introducing a 3-D regular grid of CN  auxiliary nodes that encloses surface 
S . Using the auxiliary grid, the ET-AIM procedure approximates the  EM EMN N´ sized 
impedance matrices l l ¢-Z
  i.e.  FFT nearl l l l l l¢ ¢ ¢- - -» +Z Z Z
   where 
FFT † A †
{ , , }
[ ]l l i l l i l l
i x y z
f
¢ ¢ ¢- -  -
Î
= L L +L LåZ G G     (7.8) 
Here again, the reduction in the computational cost is obtained by storing and multiplying 
the sparse anterpolation [54], [75] ( , , ,x y z L ), propagation matrices  ( ,
A
l l l l
f
¢ ¢- -G G
  ) and 
interpolation matrices ( , , ,x y z L ) instead of explicitly computing 
FFT
l l ¢-Z
 . In (7.8), the 
anterpolation matrices , , ,x y z L  represent the fields radiated by basis functions in terms of 
those radiated by point sources on the auxiliary grid; they are obtained using the method 
followed in [52], [53] by matching the multipole moments of the Cartesian co-ordinate 
components of k ¢S and those of  k ¢ S , typically to an order of 1 to 5 [52]–[54], [76]. 
The superscript † represents the transpose operator and the interpolation matrices †, , ,x y z L
represent the fields interpolated from point observers on the auxiliary grid to the testing 
functions;. The entries of the propagation matrices are  
- /
A 2 2
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  (7.9) 
Here, C{ , } 1, ,u u N¢ Î   ,{ , }u u ¢r r  represent the observer and source positions on the 
auxiliary grid. Because of the space-time shift invariance of the free-space Green 
function [52], [53], the propagation matrices are in block-Toeplitz form and can be 
multiplied with vectors using FFTs. Blocked 4-D space-time FFTs with varying temporal 
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FFT sizes [52], [53] are used to multiply the propagation matrices for which 0l l ¢- ¹  
during marching in time and 3-D space FFTs are used to multiply 0
AG  and 0
fG during the 
iterative solution similar to [52], [77].  
The near-zone correction matrices nearl l ¢-Z
  are needed to be stored and multiplied at 
each time-step. The entries of these “pre-corrected” matrices [54], [78] are:  
EM FFT
near [ , ] [ , ]    [ , ][ , ]
0                             otherwise
l l l l
l l








   (7.10) 
Here, D  is the grid spacing, and g  is an integer that sets the near-zone size; 
typically 1 6g£ £  [52], [ , ]R k k ¢ is the minimum distance between the spatial basis 
functions k and k ¢ . For narrowband analysis, the distance traveled in one time step (c tD
) is much larger than the maximum spatial discretization or the near zone size (gD ). This 
results in a large number of immediate interactions (matrix entries of EM0Z
 ) for source-
observer pairs outside the near zone. So EM0Z
 is also pre-corrected and stored in this scheme 
similar to [52], [77].  
The right hand side fill is computed using 4D FFTs; which requires 
2
C C C T( log log )O N N N N+  operations per time step. Next the linear solve again uses 
3D FFTs and hence requires I C C( log )O N N N  operations per time step. Typically 
T IN N , and the marching time scales as 
2
T C C T C T( log log )O N N N N N N+ .The 
algorithm require T C EM( ( ))O N N N+  bytes to store and matrices and vectors used in 
the algorithm and T C EM( ( ))O N N N+ operations to fill them. Compared to its time-
domain counterpart the costs which are proportional to TN is greatly reduced as 
bandwidth reduces.  
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7.2 NUMERICAL EXAMPLE 
Here, the EM scattering from a plate due to a plane wave incident is analyzed. 
The plate is of size 4 m 4 m´ and is set in the x-y plane and residing in a medium with 
permeability 0m , permittivity 0e  and conductivity 0.3 mS/ms =   . The normal plane 
wave incident on the plate is a modulated Gaussian pulse: 
2 2
d( / ) /2inc
0 dˆ( , ) e cos( ( / ))
t t z ct x t t z cx w- - += - +E r   (7.11) 
Here, 0 / 2 300 MHzw p = , 0.1 / 2  sx p m=  and d 6.0t x= . The plane wave has less 
than 0.1% energy outside the frequency band 0 bww w where bw 30 MHzw = .The 
plate is discretized into 4720 elements (on a 40 x 40 mesh). The current in the center of 
the plate is found using  FE-AIM simulation using 0/ 1.6666 nst p wD = » ; compared 
                                           (a)                                                                                    (b) 
                        (c)                                                        (d)                                                    (e) 
Fig. 7.1. Scattering from a 4m x 4m plate in lossy medium (a) Current density at the center of the
plate. (b) Current density near the peak. (c) Error vs. Marching time. (d) Error vs. Matrix fill
time. (e) Error vs. Memory 
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with TD-AIM simulation using 0/ 10 0.1666 nst p wD = » and FD-AIM simulations.in 
Figs. 7.1(a) and 7.1(b). FD-AIM results are obtained by solving the system at multiple 
frequencies and the time-domain response is obtained through Fourier transforms. Figs. 
7.1(a) & (b) demonstrate that all three results agree well and there is no late time 
instabilities. Next the error accrued in the simulation is plotted against the marching time, 
matrix fill time and memory used in Figs 7.1(c)-7.1(e). Here, the error is computed using 
(3.18) with T 0.45 sN t mD =  and the reference is an inverse Fourier transformed current 
obtained from frequency domain simulations. Since, all three costs depend on the number 
of time steps, the envelope tracking scheme has an advantage over the time-domain 
counterpart as observed here. 
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CHAPTER 8  
CONCLUSIONS AND FUTURE WORK 
This dissertation presented envelope-tracking hybrid EM-CKT simulator for 
analyzing nonlinearly loaded EM modules under various scenarios. This chapter 
summarizes the conclusions found in each of the scenarios and the future avenues of 
research. 
8.1 CONCLUSIONS 
An hybrid EM-CKT simulator was developed for analyzing scattering from wire 
antennas loaded by nonlinear devices. In the proposed simulator, each signal of interest is 
expressed as a truncated series of harmonic sinusoids ( HN  harmonics) modulated by time 
varying envelopes. Thin-wire EFIE and Kirchhoff’s equations are formulated in terms of 
the envelopes and are enforced on the wires and in the lumped device models, 
respectively. The resulting EM and CKT equations are coupled at lumped ports and the 
hybrid system of equations are solved by using a multi-dimensional Newton-Raphson 
scheme while marching in time. Because CKT models do not generally yield closed-form 
equations that relate the envelopes of currents through nonlinear elements to the 
envelopes of voltages across them, in the proposed simulator, these equations are 
estimated numerically from the time-domain equations that relate currents and voltages. 
This requires a three-step procedure, where voltage samples are obtained from voltage-
envelope samples, nonlinear equations are evaluated to find current samples, and these 
samples are used to obtain current-envelope samples. This approximation affects the 
accuracy and bandwidth of analysis possible. In this dissertation, this procedure is 
approximated by assuming the envelopes are varying slowly compared to the 
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fundamental carrier. The computational costs of the proposed envelope-tracking 
simulator are as follows: It requires HN  times larger number of operations/memory for 
setting up/storing the necessary matrices compared to its time-domain counterpart. It also 
requires 2 2N I H EM H CKT( [ ])O N N N N N N+  operations per time step rather than 
2 TD TD TD
EM N I 0 CKT( ( ))O N N N N N+ +  operations per time step. These higher costs are offset by 
the facts that envelope tracking requires fewer time steps and yields more accurate 
results. Numerical results showed that the error vs. cost tradeoff of the proposed 
envelope-tracking simulator is generally better compared to its time-domain counterpart. 
Simulations for a dipole loaded by a weakly nonlinear Gunn diode or a strongly nonlinear 
p-n junction diode, a rectenna composed of a dipole loaded with a 3-stage voltage 
multiplier, and a phase conjugating frequency selective surface composed of 100 dipoles 
loaded with Gunn diodes confirmed that the narrower is the band of excitation or the 
weaker is the nonlinearity, the more advantageous is the envelope-tracking method.  
The two parameters that affect the accuracy of the three-step estimation of the 
envelope of the current across the nonlinear elements, viz. the time instants at which the 
time-domain quantities are evaluated and the interpolation scheme used to approximate 
the envelopes at these time instants, were investigated. Simulations of a p-n diode loaded 
dipole antenna and an 10 10´  array of Gunn-diode loaded dipole antennas show that the 
validity of the three-step procedure can be extended if either the time instants are chosen 
closer to the present time step or a higher order interpolation scheme is used. These 
schemes enable broader band envelope-tracking simulations to be performed.  
The EM simulator is extended to include PEC and dielectric structures. As in the 
case of the wires, all the signals are expresses in terms of its envelopes Surface/Volume 
EFIE and Kirchhoff’s equations are formulated in terms of the envelopes and are 
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enforced on the PEC/dielectrics and in the lumped device models, respectively. The 
resulting EM and CKT equations are coupled at lumped ports and the hybrid system of 
equations are solved by using a multi-dimensional Newton-Raphson scheme while 
marching in time similar to the described in Chapter 3. The computational cost of this 
vanilla simulator is  2 2N I H EM H CKT( [ ])O N N N N N N+  which is prohibitive due to the 
large values of  EMN and IN  Adaptive integral method was used to alleviate the first 
issue while two sparse near field preconditioners, viz. INF and SAI are proposed to 
alleviate the second. It was seen that the three step approximation didn’t work well when 
the loads where active devices and the solution did not converge at various time steps. 
Numerical results analyzing a mixer and rectenna were presented that validate the 
proposed ETAIM procedure. It demonstrates that FEAIM is more efficient than TDAIM 
for narrowband problems and the sparse preconditioners can improve the solution time 
3.5-5 times with a slight increase in the matrix fill cost compared to the diagonal 
preconditioner.  
An EM-CKT simulator is formulated for periodic structures. The equations were 
formulated in terms of periodic Green function. Numerical results showing the use for 
analyzing tunable metasurfaces was demonstrated. Here it was observed that the EM 
system of equation is non-causal for obliquely incident excitation. Extrapolation was used 
to find the future samples required. Temporal basis functions were chosen to be BLIFs 
and the basis-testing scheme was modified to reduce the number of time samples. 
However, in case of oblique incidence, the matrix fill time is increased due to a very large 
number of source observer interactions  
An envelope tracking simulator solving the scattering of PEC objects embedded 
in lossy medium is formulated and tested. The costs depend on the number of time steps, 
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thereby making envelope tracking schemes more efficient than time domain simulations 
for the example presented  
8.2 FUTURE WORK 
Using asynchronous time stepping [28] and adaptive time stepping [29] can be 
further used to do make the method more efficient. Asynchronous time samples each 
CKT system and EM module at different time steps thereby making it faster. Adaptive 
time step can be used to reduce the time step size to improve the nonlinear solution 
convergence.  
For the nonlinearly loaded PECs and dielectric bodies, other preconditioners [87] 
and techniques like inverting the circuit system and using the Schur complement in the 
EM system to improve the convergence of the solution at each time step need to be 
developed for employing these hybrid EM-CKT solver to solve real problems involving 
transistors, and other CKT elements. 
In the EM-CKT simulator for periodic structures, is not yet solved. Indeed, as a 
future work, alternative representations of the Green function like the Ewald scheme or 
its time-domain equivalents [81], [84],  must be used and developed for the above 
proposed algorithm to be useful for simulating more complex scenarios. In the future, 
AIM must also be applied to reduce the cost of these simulators. 
Careful cost comparisons need to be done for the analysis of objects in lossy 
media. The formulation has to be extended to include lossy and lossless dispersive 
dielectrics in order to simulate complex problems arising geoscience applications. 
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APPENDIX I – ELEMENT STAMPS OF CIRCUIT COMPONENTS 
The contributions of each of the circuit components (resistors, capacitor, 
inductors, independent voltage and current sources, nonlinear VCCS nonlinear resistor 
and nonlinear capacitors) to the matrix Y  and vectors nllI , 
CKT
lI
 are described here.  The 
matrices and vectors are sum of all the contributions of the individual element stamps 
described below. Note that all the active circuit elements like diodes, transistors etc. are 
modeled as an equivalent circuit comprising of the above components.
RESISTOR 
Let a resistor R  in the circuit connected between nodes n  and n . The equation 
relating the current flowing from node n to node n ( R n nI I I ¢= - ) and the voltage 
difference  is ( ) ( ( ) ( )) /R n nI t V t V t R¢= -  and their envelopes are given by  
H( ) ( ( ) ( )) /   for 0, , 1
h h h
R n nI t V t V t R h N¢= - = -
      (A.1) 
The trapezoidal rule applied to the MNA relationship for this resistor yields 
entries to the matrix Y : Hfor 0, , 1h N= -  
[ , ] [ , ] 1 /
[ , ] [ , ] 1 /
h h
h h
n n n n R
n n n n R
¢ ¢= =





  (A.2) 
LINEAR VCCS 
Let the current in the branch connected between nodes b  and b  be related to the 
voltage difference between nodes n  and nas m( ) ( ) ( ( ) ( ))b b n nI t I t g V t V t¢ ¢- = -  and 
their envelopes are given by  
m H( ) ( ) ( ( ) ( ))  for 0, , 1
h h h h
b b n nI t I t g V t V t h N¢ ¢- = - = -
       (A.3) 
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The trapezoidal rule applied to the MNA relationship for VCCS yields entries to 
the matrix Y : Hfor 0, , 1h N= -  
m
m
[ , ] [ , ]
[ , ] [ , ]
h h
h h
b n b n g







  (A.4) 
INDEPENDENT CURRENT SOURCE 
Let there be a current source be in the branch b  connected between nodes n  and 
n  with the relationship in( ) ( ) ( )
h h h
n nI t I t I t¢- =
    for H0, , 1h N= -  where in( )V t is a 
known voltage source. The trapezoidal rule yields entries to the right hand side vector 
CKT
lI





[ ] ( )





n I l t







  (A.5) 
INDEPENDENT VOLTAGE SOURCE 
Let there be a voltage source be in the branch b  connected between nodes n  and 
n  with the relationship in( ) ( ) ( )
h h h
n nV t V t V t¢- =
    for H0, , 1h N= -  where in( )V t is a 
known voltage source. The trapezoidal rule yields entries to the matrix Y and the right 
hand side vector CKTlI





[ 1 , ] [ , 1 ] 1
[ 1 , ] [ , 1 ] 1





N b n n N b
N b n n N b
N b V l t
- + = - + =
¢ ¢- + = - + =-







  (A.6) 
CAPACITOR 
Let a capacitor C  in the circuit be connected between nodes n  and n . The 
equation relating the current flowing from node n to node n ( C n nI I I ¢= - ) and the 
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voltage difference n nV V ¢-  is ( ) ( ( ) ( ))C t n nI t C V t V t¢= ¶ -  and their envelopes are given 
by  
0 H( ) ( )( ( ) ( ))  for 0, , 1
h h h
C t n nI t C jh V t V t h Nw ¢= ¶ + - = -
      (A.7) 
The trapezoidal rule applied to the MNA relationship for this capacitor yields the 




[ , ] [ , ] ( )
2
[ , ] [ , ] ( )
h h
h h
n n n n jh C
t




¢ ¢= = +
D






  (A.8) 
CKT, CKT CKT CKT, CKT,
0 1 1
CKT, CKT CKT CKT, CKT,
0 1 1
2
[ ] ( ) ( [ ] [ ]) ( [ ] [ ])
2





n jh C n n n n
t






¢ ¢= - - - - -
D
¢ ¢ ¢= - - + -
D
I V V I I
I V V I I
    
    
  (A.9) 
The above expressions is the same as a combination of a complex-valued resistor 
01 / (2 / )t jh CwD +  in parallel with a current source depending on the past values 
CKT CKT
0 1 1(2 / ) ( [ ] [ ])l lt jh C n nw - - ¢- D - -V V
   CKT, CKT,( [ ] [ ])h hn n ¢- -I I    
INDUCTOR 
Let an inductor L  in the circuit be connected between nodes n  and n . The 
equation relating the current flowing from node n to node n ( L n nI I I ¢= - ) and the 
voltage difference n nV V ¢-  is ( ) ( ) ( )n n t LV t V t L I t¢- = ¶  and their envelopes are given 
by  
0 H( ( ) ( )) ( ) ( ) for 0, , 1
h h
n n t LV t V t L jh I t h Nw¢- = ¶ + = -
     (A.10) 
The trapezoidal rule applied to the MNA relationship for this inductor yields the 
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jh L
t















  (A.11) 
CKT CKT
0CKT, CKT, CKT,1 1
0 0
CKT CKT
0CKT, CKT, CKT,1 1
0 0
2
( )( [ ] [ ])
[ ] ( [ ] [ ])
2 2
( ) ( )
2
( )( [ ] [ ])
[ ] ( [ ] [ ])
2 2
( ) ( )
h h hl l
l
h h hl l
l
jhn n tn n n
jh L jh
t t









-¢- D ¢= + -
+ +
D D











  (A.12) 
Again, like the capacitor, the above expressions is a combination of a complex valued 
resistor 0(2 / )t jh LwD +  and a current source depending on past values. 
NONLINEAR VCCS AND NONLINEAR RESISTORS 
Let the current flowing through the branch connecting nodes b and b  nl( )I t  be 
related to the voltage between nodes n  and n .as nl( ) ( ( ) ( ))n nI t f V t V t¢= - . This 
nonlinear current-voltage relationship do not generally have a closed form expression 
relating the envelopes of the current and the voltage. It creates nonzero nl, [ ]hl bI
 and 
nl, [ ]hl b¢I
  which are computed numerically as described in Section 2.2. Also there are non-
zero entries in the Jacobian matrices in (2.10) and (2.11). The nonlinear resistor is a 
special case when the current is in the branch connecting nodes n  and n . 
NONLINEAR CAPACITOR 
Let a nonlinear capacitor be connected between nodes  n  and n , The current 
flowing through the capacitor ( nlC n nI I I ¢= - ) is related to the voltage difference
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n nV V ¢-  by nl ( ) (( ( ) ( )))C t n nI t Q V t V t¢= ¶ - where Q is a known function. and the 
envelopes are given by: Hfor  =0, , 1h N -    
0 V( ) ( ) ( ) ( )
h h h
n n tI t I t jh Q tw¢- = ¶ +














- » å  . Note that there are no closed form 
expressions for V( )
hQ t . The trapezoidal rule applied to the MNA relationship for this 
capacitor yields the entries to the vector nllI
 and the right hand side vector CKTlI
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  (A.14) 
CKT, CKT, CKT,
1 1 0 V
CKT, CKT, CKT,
1 1 0 V
2
[ ] [ ] [ ] (( 1) )
2
[ ] [ ] [ ] (( 1) )
h h h h
l l l
h h h h
l l l
n n n j h Q l t
t






æ ö÷ç¢ ÷= - - - - Dç ÷ç ÷çDè ø





  (A.15) 
Hfor 0, , 1h N= - . Again, the envelope samples are computed using the method 
described in Section 2.2.  Also there are non-zero entries in the Jacobian matrices in 
(2.10) and (2.11) corresponding to the entries in nl, [ ]hl nI  and 
nl, [ ]hl n ¢I .
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APPENDIX II – EM MATRIX AND VECTOR ENTRIES FOR WIRES 
In (3.6), the EMlV
  is an H EM 1N N ´  vector composed of HN  blocks of  size  





are H EM H EMN N N N´  matrices composed of H HN N´  blocks of 
size EM EMN N´ . Each block 
EM,h
lV
  represents the (tested) envelope h  of the incident 
electric field and each block EM, ,h hl l
¢
¢-Z
 represents the contribution of the envelope h ¢  of the 
current to the (tested) envelope h  of the scattered electric field; EM, , 0h hl l
¢
¢- =Z
  if h h ¢¹  
because of the linearity of EM equations.  Because the basis and testing functions are 
defined over two segments, the entries of these vectors and matrices can be decomposed 
as EM, EM, EM,
, ,
[ ]h h hl l k l kk V V+ -
= +V    and EM, , EM, ,' ', ,[ , ]
h h h h




¢ = +Z  EM, , EM, ,
', , ', ,
h h h h
l l k k l l k k
Z Z
- + + -
¢ ¢- -
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ê
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for EM, 1, ,k k N¢ =  . In (A.16),{ , }k k+ -  ({ , }k k+ -¢ ¢ ) denotes the {first, second} 
cylindrical segment corresponding to the thk  testing ( thk ¢  basis) function, and kL 
( kL ¢
) 
denotes the length of the segment k (k ¢ ). Note that the reduced thin-wire kernel is used 
here, i.e., 2 2ˆ ˆ| |a k k k k kR l l ax x¢ ¢ ¢¢= -  +r r 
  if the source and observer segments 
are on the same wire and ˆ ˆ| |a k k k kR l lx x¢ ¢¢» - r r 
  otherwise. Here, kr ( k ¢r ) denotes 
the point where the axis of the two segments corresponding to the thk  testing ( thk ¢  
basis) function intersect and ka ¢  denotes the radius of the two wire segments 
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corresponding to the thk ¢  basis function. The reduced kernel should be replaced with the 
exact kernel to obtain more accurate results [66], [88], [89].  
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APPENDIX  III – COUPLING MATRIX ENTRIES  
In (3.9) (3.10) and (3.11), the coupling matrices Vl l ¢-C
  and IC  are block-diagonal 
matrices; their blocks correspond to different devices and are denoted as D
V,V,1, ,
N
l l l l¢ ¢- -C C
   
and D
I,I,1, , NC C  . Each of these blocks has H HN N´  sub-blocks that represent 
coupling between different envelopes and are denoted by V, , ,D h hl l
¢
¢-C
  and I, , ,D h h¢C  for 
device D1, ,D N=  . Because of the linear EM-CKT coupling the off-diagonal blocks 
are zero; i.e., V, , , I, , , 0D h h D h hl l
¢ ¢
¢- = =C C
   if h h ¢¹ . If device D  has one port and is at a 







TD h h D
D h h D
D
D h h D















for 1 3l l ¢£ - £ . Here, the third order backward differential formula coefficients are 
given as 0 1 2 3{ , , , }z z z z  {11 / 6, 3, 3 / 2, 1 / 3} / t= - - D . The matrix 
DC  is an 
EM CKT
DN N´  connectivity matrix that identifies the port in device D  and the wire basis 
that the device is centered on; it has a single nonzero entry that is 1. 
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APPENDIX IV – JACOBIAN EQUATION MATRIX/VECTOR 
ENTRIES 
In (3.16), ps
  is a size H EM CKT(2 1)( )N N N- +  vector that stores the real and 
imaginary parts of the Newton step EM CKT[ , ]
T T T
p p p=s s s   , which is a complex vector of 
size H EM CKT( )N N N+ . The EM part of the Newton step vector is formed by 
concatenating HN  vectors of size EMN  as 
EM EM,
EM EM EM[ 1 : ( 1) ] [1 : ]
h
p phN h N N+ + =s s   for 0,h = H, 1N - . The CKT part 
of it is formed by concatenating the vectors D
CKT,CKT,1, , Np ps s  ; each of which 
correspond to a different device and is formed by concatenating HN  vectors of size 
CKT
DN , i.e., CKT, CKT CKT[ 1 : ( 1) ]
D D D




p Ns  for 
H0, , 1h N= - . Thus, the Newton step is stored as 
DCKT,EM CKT,1[ , , , ]
TT T N T
p p p p=s s s s









EM, 1 CKT, , 1
EM, 1 CKT, , 1
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Im( ) Im( )
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for D1, ,D N=  . The real residual vector , 1l p-r  is similarly expressed in terms of the 
complex one , 1l p-r . 
In (A.18), the matrix EM0Z
  is a real block-diagonal matrix of size 
H EM H EM(2 1) (2 1)N N N N- ´ - ; its blocks are of size EM EMN N´  and store the real 
and imaginary parts of the complex matrix EM0Z
 , i.e., EM,0,0 EM,0,00 0=Z Z
  , and 
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EM, , EM, .
EM, , 0 0
0 EM, , EM, .
0 0
Re( ) Im( )
Im( )  Re( )
h h h h
h h
h h h h







   (A.19) 
for H1, , 1h N= - . The matrices 
CKT I V
0, , ,Y C C
      and nl,l pJ
  are also real block-diagonal 
matrices; their blocks correspond to different devices and are denoted as I, V,0, , ,




  for D1, ,D N=  . These are size H CKT(2 1)
DN N-  H CKT(2 1)
DN N´ -  
matrices; each CKT CKT
D DN N´  sub-block of these blocks represents interaction between 
two envelopes; thus, I,, ,D DY C    and V,0
DC  are block-diagonal matrices, while  nl,,
D
l pJ
  is 
dense. The first sub-blocks of these matrices are ,0,0 ,0,0D D=Y Y  , I, ,0,0





 , and nl, ,0,0 Rnl, ,0,0, ,
D D
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APPENDIX V – EM MATRIX AND VECTOR ENTRIES FOR 
SURFACES/VOLUMES 








are H EM 1N N ´  vectors composed of HN  blocks of  
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  (A.21) 
Here, port,h
lV




and port, S P EM[ 1 : ] 0
h
l N N N+ + =V
















+ = ¶ + < £òòV E r     (A.22) 
In (5.11) and (5.12), EMl l ¢-Z

 
are H EM H EMN N N N´  matrices composed of 





 represents the contribution of 
the envelope h ¢  of the current to the (tested) envelope h  of the scattered electric field; 
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The envelopes of the time derivatives of the vector potentials and scalar potentials 
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In (5.11) and (5.12), portl l ¢-Z
  represent the average line integral of the electric field 
in the gap. The non-zero entries of the port, ,h hl l
¢
¢-Z
  are given as: for H0, , 1h N= - and  


















1 ˆ( 2 ) ( , )  








t t k k
Sk
t l l t
h
t t k k
Sk




jh h t h dldh k N
l














¢¶ + ¶ - £òò
¢¶ + ¶ - < £ +òò









V, S gap EM
( )





t l l t
t h dldh N N k N¢
¢= - D
ìïïïïïïïïïïïïïíïïïïïïïï ¢+ < £òòïïïïïî
A r 
  (A.26) 
In (5.12), the coupling matrices Vl l ¢-C
  and IC  are block-diagonal matrices; their 
blocks correspond to different port basis denoted as D
V,V,1, ,
N
l l l l¢ ¢- -C C
   and 
DI,I,1, , NC C  . 
Each of these blocks has H HN N´  sub-blocks that represent coupling between different 
envelopes and are denoted by V, , ,D h hl l
¢
¢-C
  and I, , ,D h h¢C  for devices D1, ,D N=  . Because 
of the linear EM-CKT coupling the off-diagonal blocks are zero; i.e., 
V, , , I, , , 0D h h D h hl l
¢ ¢
¢- = =C C
 
 
if h h ¢¹ . For e.g. let the first two port basis be defined to 
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for 1 3l l ¢£ - £ . Here, the third order backward differential formula coefficients are 
given as 0 1 2 3{ , , , }z z z z  {11 / 6, 3, 3 / 2, 1 / 3} / t= - - D . The matrix 
DC  is an 
EM CKT
DN N´  connectivity matrix that identifies the port in device D  and the wire basis 
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