We investigate the connectivity of inhomogeneous
I. INTRODUCTION
Random graphs are of great interest as a modeling framework for a wide class of real-world networks including social networks, information networks, scientific collaboration networks, and biological networks among others [1] - [3] . The study of random graphs dates back to 1959 when Paul Erdős and Alfred Rényi [4] introduced the random graph model G(n; M ), as a graph selected uniformly at random from the collection of all graphs with n nodes and M edges. Contemporaneously and independently, Gilbert [5] introduced the random graph model G(n; p), where each pair of vertices is connected (respectively, not connected) by an edge independently with probability p (respectively, 1 − p). The pioneering works of Gilbert as well as Erdős and Rényi lie at the heart of random graph theory and represent the first endeavor to study random graphs in their own right.
Several other random graph models were shown to be essential in modeling real-world networks and applications. For instance, random geometric graphs [6] were used to model the wireless connectivity of ad-hoc networks [7] , [8] , providing guidelines on the critical radius needed to ensure network connectivity. Random key graphs [9] - [11] represent another class of random graphs that have been studied in the context of a wide range of applications including common-interest friendship networks [12] as well as secure connectivity of wireless sensor networks utilizing Eschenauer-Gligor random key predistribution scheme [9] , [11] , [13] .
Of particular interest to this paper is another commonly studied class of random graphs known as random K-out graphs [14] - [16] . Denoted H(n; K), random K-out graph is constructed as follows. Each of the n nodes selects K other nodes uniformly at random from among all other others. An undirected edge is assigned between nodes u and v if u selects v or v selects u, or both; see [15] for details. Random Kout graphs have recently received great interest for their role in modeling secure connectivity of wireless sensor networks utilizing the random pairwise key predistribution scheme by Chan et al. [15] , [17] , [18] . More recently, a structure similar to random K-out graphs was suggested by Fanti et al. [19, Algorithm 1] to provide anonymity guarantees for transactions over cryptocurrency networks. The connectivity of random Kout graphs was studied in [15] , [16] , where it was shown that
In other words, it is sufficient to set K = 2 to obtain a network that is connected with high probability as the network size tends to infinity. In fact, the bounds obtained in [15] reveal that the graph H(n; 2) is connected with a probability that exceeds 0.99 even for as little as 50 nodes. A common property among the aforementioned random graph models is their inherent homogeneity, characterized by a uniform treatment of all vertices which leads to a homogeneous degree distribution. For instance, each vertex is given the same number of objects in random key graphs, or picks the same number nodes to be paired to in random Kout graphs. However, real-world networks and emerging realworld applications are fundamentally complex and heterogeneous [1] , [20] , inducing the need for inhomogeneous variants of those classical random graph models. In fact, the literature on random graphs is already shifting towards inhomogeneous models initiated by the seminal work of Bollobás et al. on inhomogeneous Erdős-Reńyi graph [21] (see also [22] ). Recently, the authors studied in a series papers [23] - [25] the connectivity of inhomogeneous random key graphs.
In this paper, we introduce inhomogeneous random K-out graphs as a natural extension to the standard random K-out graph. Inhomogeneous random K-out graphs provide a modeling framework for a more general class of applications where nodes in a network can select different number of other nodes in the pairing process. For instance, modern wireless sensor and IoT networks [26] - [28] are expected to exhibit significant heterogeneity where participating nodes have different roles, capabilities, and requirements for connectivity, security, and anonymity. As a result, it is expected that inhomogeneous Kout graph would serve as a more natural model in many of the envisioned applications of K-out graphs including pairwise key predistribution in sensor networks and anonymous transactions in cryptocurrency networks.
We denote inhomogeneous random K-out graphs as H(n; µ µ µ, K K K n ) and construct them as follows (see Section II for more precise definitions). First, each of the n nodes is assigned to class-i with probability µ i > 0 for i = 1, . . . , r, where r is a fixed integer that does not scale with n and r i=1 µ i = 1. Each class-i node chooses K i,n distinct nodes selected uniformly at random from among all other nodes. Two nodes u and v are connected by an edge if u selects v, v selects u, or both. We assume that K 1,n ≤ K 2,n ≤ . . . ≤ K r,n for all n = 1, 2, . . .. From (1) and an easy monotonicity argument, we can see that if K 1,n ≥ 2, then H(n; µ µ µ, K K K n ) is connected with probability approaching to one as n goes to infinity. However, earlier results do not provide any insight on the case when K 1,n = 1, i.e., when a positive fraction of the nodes select only one other node in the pairing stage.
In this paper, we study the connectivity of H(n; µ µ µ, K K K n ) when K 1,n = 1. More precisely, we seek conditions on K 2,n , K 3,n , . . . , K r,n and µ µ µ such that the resulting graph is connected with high probability. Our main results (see Theorems 3.1 and 3.2) show that H (n; µ µ µ, K K K n ) is connected with high probability if and only if K r,n = ω(1). In other words, if the largest key ring size K r,n grows unboundedly large as n → ∞, then the probability that H(n; µ µ µ, K K K n ) is connected approaches one in the same limit. However, any bounded choice of K r,n gives a positive probability of H (n; µ µ µ, K K K n ) being not connected in the limit of large n. Comparing our results with (1) sheds the light on a striking difference between inhomogeneous random K-out graphs H (n; µ µ µ, K K K n ) and their homogeneous counterpart H (n; K). In particular, the flexibility of organizing the nodes into several classes with different characteristics (with K 1,n = 1) comes at the expense of requiring lim n→∞ K r,n = ∞, in contrast to the homogeneous case where having K = 2 was sufficient to ensure connectivity.
Throughout the paper, all statements involving limits, including asymptotic equivalences, are understood with n going to infinity. The cardinality of any discrete set S is denoted by |S|. The random variables (rvs) under consideration are all defined on the same probability triple (Ω, F, P). Probabilistic statements are made with respect to this probability measure P, and we denote the corresponding expectation operator by E. We say that an event holds with high probability (whp) if it holds with probability 1 as n → ∞. In comparing the asymptotic behaviors of the sequences {a n }, {b n }, we use a n = o(b n ), a n = ω(b n ), and a n = O(b n ) with their meaning in the standard Landau notation. We write N 0 to denote the set of natural numbers excluding zero, i.e., N 0 = {1, 2, 3, . . .}.
II. INHOMOGENEOUS RANDOM K-OUT GRAPHS
The inhomogeneous random K-out graph, denoted H (n; µ µ µ, K K K n ), is constructed on the vertex set V = {1, 2, . . . , n} as follows. First, each node is assigned a class i ∈ {1, . . . , r} independently according to a probability distribution µ µ µ = {µ 1 , . . . , µ r }; i.e., µ i denotes the probability that a node is class-i and we have r i=1 µ i = 1. We assume µ i > 0 for all i = 1, 2, . . . , r and that r is a fixed integer that does not scale with n. Each class-i node selects K i,n distinct nodes uniformly at random from V \ {v} and an undirected edge is assigned between a pair of nodes if at least one selected the other. Formally, each node v is associated (independently from others) with a subset Γ n,v (µ µ µ, K K K n ) (whose size depends on the class of node v) of nodes selected uniformly at random from V \ {v}. Specifically, for any
When r = 1, all vertices belong to the same class and thus select the same number (say, K) of other nodes, leading to the homogeneous random K-out graph H(n; K) [14] - [16] .
Throughout, we set
III. MAIN RESULTS
We refer to any mapping K K K : N 0 → N r 0 as a scaling provided it satisfies the condition K 1,n ≤ K 2,n ≤ . . . ≤ K r,n < n for n = 2, 3, . . ..
Our main technical results, given next, characterize the connectivity of inhomogeneous random K-out graphs. Throughout, it will be convenient to use the notation P (n; µ µ µ, K K K n ) := P [H(n; µ µ µ, K K K n ) is connected] and C(µ µ µ, K K K n ) = 1 1 + 2
with 0 < µ 1 < 1 and K avg,n as defined in (4).
The following result establishes an upper bound on the probability of connectivity of the inhomogeneous random K-out graphs when the sequence K r,n is bounded, i.e., K r,n = O(1) Theorem 3.1: Consider a scaling K K K : N 0 → N r 0 and a probability distribution µ µ µ = {µ 1 , µ 2 , . . . , µ r } with µ i > 0. If K r,n = O(1), then lim sup n→∞ P (n; µ µ µ, K K K n ) < 1
More precisely, we have P (n; µ µ µ, K K K n ) ≤ 1 − C(µ µ µ, K K K n ) + o(1)
The following result establishes a one-law for connectivity for the inhomogeneous random K-out graph.
Theorem 3.2: Consider a scaling K K K : N 0 → N r 0 and a probability distribution µ µ µ = {µ 1 , µ 2 , . . . , µ r } with µ i > 0. If K r,n = ω(1), then lim n→∞ P (n; µ µ µ, K K K n ) = 1 Theorems 3.1 and 3.2 state that H (n; µ µ µ, K K K n ) is connected with high probability if K r,n is chosen such that K r,n = ω(1).
On the other hand, if K r,n = O(1), then the probability of connectivity of H (n; µ µ µ, K K K n ) is strictly less than 1 in the limit of large network size. In other words, any bounded choice for K r,n gives rise to a positive probability of H (n; µ µ µ, K K K n ) being not connected.
Due to space limitations, only the sketch of the proof of Theorem 3.1 is given in Section IV, while the complete proof is given in [29] . In addition, the proof of Theorem 3.2 is omitted from this conference version and is given in [29] .
A. Discussion
A special case of the inhomogeneous random K-out graph was investigated in [30] where the number of classes was limited to two, i.e., r = 2. Therein, each node is classified as class-1 with probability µ or class-2 with probability 1 − µ. Each of class-1 (respectively, class-2) nodes selects 1 (respectively, K n ) nodes chosen uniformly at random from the rest of the nodes. In contrast to [30] , we consider a generalization of inhomogeneous random K-out graphs where the number of classes is not necessarily limited to two. In particular, we consider the general case where each node belongs to one of r classes, and each class-i node selects K i,n other nodes chosen uniformly at random (with K 1,n = 1). Even though the proof of Theorem 3.1 in [30] is limited to the case where r = 2, it is superfluous and requires K n to admit a particular value K for all n = 2, 3, . . .. In contrast, our proof handles the general case of r different classes and does not require such stringent conditions on K i,n for i = 2, . . . , r. Namely, in establishing Theorem 3.1 we do not require any of the sequences K i,n to admit a particular value for all n = 2, 3, . . ., or to have a particular limit. In addition to generalizing the proof and relaxing the conditions of [30] , we also use different proof techniques that lead to a more concise and sharper proof.
Our results shed the light on a major difference between inhomogeneous random K-out graphs and their homogeneous counterparts. In particular, the homogeneous random K-out graphs H(n; K) are connected with high probability for any choice of K satisfying K ≥ 2 [15] , [16] . In other words, it is sufficient to set K = 2 to obtain a graph that is connected with high probability as the number of nodes tends to infinity. As for inhomogeneous random K-out graphs, when a positive fraction of the nodes get paired, each, with only one node, the graph will be disconnected with a positive probability if each of the remaining nodes is paired with a bounded number of nodes. To ensure the connectivity of H(n; µ µ µ, K K K n ), it is required that K r,n grows unboundedly large as the number of nodes tends to infinity, i.e., K r,n = ω(1). Note that K r,n could be set to log log . . . log n to satisfy the aforementioned condition. Hence, the conditions needed to ensure the connectivity of inhomogeneous random K-out graphs render them not as sparse as their homogeneous counterpart, but still inherently more sparse than most other random graph models such as Erdős-Rényi graphs [4] , random key graphs [9] , and inhomogeneous random key graphs [23] ; see [30, Section III].
B. Numerical Study
In this subsection, we perform compute simulations to verify the validity of Theorem 3.1. We set n = 1000, µ µ µ = {0.9, 0.05, 0.05}, K K K n = (1, 2, K r ), and vary K r from 3 to 20. For each value of K r , we run 30, 000 independent experiments for each data point and count the number of times (out of 30, 000) when the resulting graph is connected. Dividing this number by 30, 000 gives the empirical probability of connectivity. The objective of this subsection is to observe how the empirical probability of connectivity behaves in connection with the upper bound given by Theorem 3.1.
The results given in Figure 1 confirm the validity of Theorem 3.1 but also sheds the light on its shortcomings. Observe that the bound appears to be loose for small values of K r , yet it becomes tighter as K r increases. The reasoning behind this is intuitive. As we show in Section IV, our approach in establishing Theorem 3.1 is to essentially bound the probability of connectivity by the probability of observing isolated components of size two, i.e., components formed by two class-1 nodes u and v such that u has selected v, v has selected u, and none of the other nodes has selected either u or v. When K r is large, the probability of observing isolated components of sizes larger than two (i.e., three, four, etc.) will be significantly small. Hence, the probability of connectivity in this regime would be tightly bounded by the probability of observing isolated components of size two. However, in the regime where K r is small, isolated components of sizes other than two are more likely to be formed, as compared to the case when K r is large (see Figure 2 ). Since our approach does not consider such components, our bound becomes slightly loose in this regime.
IV. SKETCH OF THE PROOF OF THEOREM 3.1
Observe that when a positive fraction of the nodes, each, selects only one node to be paired with, the graph may contain isolated components consisting of two class-1 nodes, say i and j, that were paired with each other, i.e., Γ n,i (µ µ µ, K K K n ) = {j}, Γ n,j (µ µ µ, K K K n ) = {i}, and Γ n, (µ µ µ, K K K n ) ⊆ V \{i, j, } for all ∈ V \ {i, j}. Indeed, these isolated components render the graph disconnected. A graphical illustration is given in Figure 2 . Our approach in establishing Theorem 3.1 relies on the method of second moment applied to a variable that counts the number of isolated components that contain two vertices of class-1. Recall that t i denotes the class of node i. Let U ij (n; µ µ µ, K K K n ) denote the event that nodes i and j are both class-1 and are forming an isolated component, i.e.,
Next, let χ ij (n; µ µ µ, K K K n ) = 1 1 1 [U ij (n; µ µ µ, K K K n )] and Y (n; µ µ µ, K K K n ) = 1≤i<j≤n χ ij (n; µ µ µ, K K K n ) Clearly, Y (n; µ µ µ, K K K n ) gives the number of isolated components in H(n; µ µ µ, K K K n ) that contain two vertices of class-1. We will show that (7) holds when K r,n = O(1). Recall that if H(n; µ µ µ, K K K n ) is connected, then it does not contain any isolated component. In particular, H(n; µ µ µ, K K K n ) would consist of a single component of size n. However, the absence of isolated components of size two does not necessarily mean that H(n; µ µ µ, K K K n ) is connected, as it may contain isolated components of other sizes (see Figure 2 ). Hence, P (n; µ µ µ, K K K n ) ⊆ [Y (n; µ µ µ, K K K n ) = 0] implying that P (n; µ µ µ, K K K n ) ≤ P [Y (n; µ µ µ, K K K n ) = 0] Hence, establishing (7) is equivalent to establishing
where C(µ µ µ, K K K n ) is given by (5) . By applying the method of second moments [31, Remark 3.1, p. 55] on Y (n; µ µ µ, K K K n ), we get
where E[Y (n; µ µ µ, K K K n )] = 1≤i<j≤n E [χ ij (n; µ µ µ, K K K n )] Fig. 2 . A realization of the inhomogeneous random K-out graph H(n; µ µ µ, K K Kn) with r = 3, K K K = (1, 2, 3) . The graph is not connected as it contains two isolated components, highlighted in red and green, respectively. The first isolated component consists of two nodes, while the second isolated component consists of eight nodes. We set n = 100 and µ µ µ = {0.9, 0.05, 0.05}. The size of each node corresponds to its degree.
and
n − 2 2 E [χ 12 (n; µ µ µ, K K K n )χ 34 (n; µ µ µ, K K K n )]
by exchangeability and the binary nature of the random variables {χ ij (n; µ µ µ, K K K n )} 1≤i<j≤n . Observe that E [χ 12 (n; µ µ µ, K K K n )χ 13 (n; µ µ µ, K K K n )] = 0, since [U 12 (n; µ µ µ, K K K n ) ∩ U 13 (n; µ µ µ, K K K n )] = ∅ by definition. Hence,
Using (10) and (11), we get
+ n 2 n−2 2 E[χ 1,2 (n; µ µ µ, K K K n )χ 3,4 (n; µ µ µ, K K K n )] n 2 E[χ 1,2 (n; µ µ µ, K K K n )] 2 The next result will help establish (8) . Proposition 4.1: Consider a probability distribution µ µ µ = {µ 1 , µ 2 , . . . , µ r } with µ i > 0 such that a node is labeled as class-i with probability µ i . Consider a scaling K K K : N 0 → N r 0 such that K r,n = O(1). It holds that n 2 E [χ 12 (n; µ µ µ, K K K n )] = (1 + o(1)) µ 2 1 2 exp (−2K avg,n ) (13) and E [χ 12 (n; µ µ µ, K K K n )χ 34 (n; µ µ µ, K K K n )] (E [χ 12 (n; µ µ µ, K K K n )]) 2 = 1 + o(1).
The proof of Proposition 4.1 is omitted due to space limitation. All details are given in [29] . The main result (7) now follows by virtue of (8) and (9) as we combine (12), (13) , and (14) . Observe that (6) follows from (7) by virtue of the fact that K avg,n = O(1) when K r,n = O(1).
V. CONCLUSION
We investigate the connectivity of inhomogeneous random K-out graphs, H (n; µ µ µ, K K K n ). Each node in H (n; µ µ µ, K K K n ) is classified as class-i with probability µ i for i = 1, . . . , r such that µ i > 0 and r i=1 µ i = 1. Each class-i node selects K i,n distinct nodes uniformly at random from among all other nodes. Two nodes are deemed adjacent if at least one selects the other. We assume that K 1,n ≤ K 2,n ≤ . . . ≤ K r,n . Prior results on homogeneous random K-out graphs indicate that if K n ≥ 2, then H (n; K n ) is connected with high probability in the limit of large network size. This paper shows that when K 1,n = 1, H (n; µ µ µ, K K K n ) is connected with high probability if and only if K r,n = ω(1). Any bounded choice of K r,n is shown to yield a positive probability of H (n; µ µ µ, K K K n ) being not connected, and an explicit lower bound on this probability is provided.
