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We study the decomposition of the space L2ðSn1Þ under the actions of the
complex and quaternionic unitary groups. We give an explicit basis for the space of
zonal functions, which in the second case takes account of the action of the group of
quaternions of norm 1. We derive applications to hermitian lattices. # 2002 Elsevier
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It is a classical fact that the functional space L2ðSn1Þ on the unit
sphere Sn1 of the Euclidean space Rn decomposes under the action
of the orthogonal group OðRnÞ into the sum of the harmonic spaces
Harmk of degree k: As shown by B. Venkov, the zonal spherical
functions associated to this decomposition are a powerful tool to study
Euclidean lattices. A key property is that, if PðxÞ 2 Harmk; then the theta
series yL;P associated to P and to the lattice L is a modular form. This
property, together with the expression of the zonal spherical functions by
means of Gegenbauer polynomials, was used in [23] (see also [5, Chap. 18])
to recover Niemeier’s classiﬁcation of the even unimodular lattices in
dimension 24 and in [3] to prove the nonexistence of lattices with certain
properties.1To whom correspondence should be addressed.
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BACHOC AND NEBE56In this paper, we follow the same line with respect to hermitian
lattices. The unitary groups over the complex numbers and the
quaternion numbers replace the orthogonal group. We discuss the
decomposition of the space L2ðSn1Þ under their respective action and
describe a basis of the zonal spherical functions. In the quaternionic case,
the irreducible components have multiplicities greater than one, hence there
is no canonical choice of a basis for the zonal spherical functions; we
construct a speciﬁc basis which takes account of the action of the
quaternions of norm one.
Then we derive explicit results on the hermitian unimodular lattices
over the Eisenstein ring Z½ð1þ ﬃﬃﬃﬃﬃﬃ3p Þ=2 and over the Hurwitz order.
Some of them explain certain results previously obtained by the full
classiﬁcation of the corresponding genus. We show how the concise
and elegant treatment of the Niemeier lattices of minimum 2 given by
Venkov in [23] (see also [5, Chap. 18]) can be extended to these cases. We
also prove the nonexistence of extremal Eisenstein lattices of (real)
dimension 48.
2. THE GROUP OðRnÞ
In this section we recall some well-known facts on harmonic analysis for
the orthogonal group OðRnÞ: The space Rn is considered with its usual
Euclidean structure given by x 	 y ¼Pni¼1 xiyi: The unit sphere Sn1 is a
homogeneous space for the action of the orthogonal group; if we ﬁx a base
point y; the stabilizer Oy of y in OðRnÞ is isomorphic to OðRn1Þ: The group
OðRnÞ acts on the functional space L2ðSn1Þ by ðu:f ÞðxÞ ¼ f ðxuÞ and the
decomposition into irreducible subspaces is given by
L2ðSn1Þ ¼
M
k50
Harmk; ð1Þ
where Harmk is the kernel of the Laplace operator D ¼
P
@2
@x2
i
in the space of
homogeneous polynomials of degree k in the coordinates x1; . . . ; xn: (In (1)
we again denote Harmk the space of polynomial functions on the unit
sphere.) Moreover, the spaces Harmk are pairwise nonisomorphic OðRnÞ-
modules, hence the Oy-invariant elements (so-called zonal spherical
functions) are spanned by a single element Zk;y which is known to be
expressed in terms of the Gegenbauer polynomials G
n=21
k ðXÞ ([24, Sect.
9.3.2]):
Zk;yðxÞ ¼ Gn=21k ðx 	 yÞ: ð2Þ
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3.1. Notations. We take the following notations: the group
UðCnÞ :¼ fP :P 2 MnðCÞ j P %Pt ¼ Idg ð3Þ
acts by right multiplication on the vector space Cn which is endowed with
the usual hermitian form
hðz; z0Þ :¼
Xn
i¼1
zi %z
0
i: ð4Þ
The mapping
C! R2;
z ¼ x þ yi ! ðx; yÞ; ð5Þ
extends to an embedding f :Cn ! R2n; which respects the Euclidean
structures, i.e. fðzÞ 	 fðzÞ ¼ hðz; zÞ; where ‘‘	’’ denotes the usual scalar
product on R2n given by x 	 y ¼P2ni¼1 xiyi: Hence this mapping induces an
inclusion of the groups UðCnÞoOðR2nÞ: We set
U1 :¼ fl : l 2 C j l%l ¼ 1g: ð6Þ
The multiplicative group U1 acts by left multiplication on C
n as a
subgroup of OðR2nÞ: It is worth noticing that UðCnÞ is the centralizer of U1
in OðR2nÞ:
It follows from the next section that even for every irreducible OðR2nÞ-
module Harmk; the matrices that commute with the action of UðCnÞ on
Harmk are precisely the linear combinations of elements in U1: If one would
know this in advance, this gives the decomposition of Harmk into
irreducible UðCnÞ-modules by the double commutant theorem [10, Theorem
3.3.7]. The same holds for the pair UðHnÞ and Q1 in OðR4nÞ treated in
Section 4.
3.2. Decomposition of Harmk under UðCnÞ. We need to decompose
further the space Harmk (relative to the 2n real variables) under the action
of the subgroup UðCnÞ: This decomposition is described in [24, Sect. 11.2],
we recall it here. We assume for the rest of the paper that k is even. In view
of applications to lattices, it is the only case of interest. We ﬁrst consider the
action (by left multiplication on Cn) of the group U1: We set
V ðkÞw :¼ ff : f 2 Harmk j f ðlxÞ ¼ lwf ðxÞ for all l 2 U1g: ð7Þ
BACHOC AND NEBE58Because U1 is abelian, the following decomposition holds:
Harmk :¼
M
w2Z
V ðkÞw : ð8Þ
Moreover, because the respective actions of U1 and of UðCnÞ commute,
this decomposition is preserved by UðCnÞ: It turns out that it is the
irreducible decomposition for UðCnÞ: In order to prove this, we compute
the zonal functions in V
ðkÞ
w : We ﬁx z0 2 S2n1 and set Uz0 :¼ Stabilizerðz0;
UðCnÞÞ: The group Uz0 is isomorphic to UðCn1Þ: We denote by Homk the
space of homogeneous polynomials of degree k with complex coefﬁcients in
the 2n variables x1; y1; x2; y2; . . . ; xn; yn: The zonal functions are elements of
the space
Hom
Uz0
k :¼ ff : f 2 Homk j f ðxuÞ ¼ f ðxÞ for all u 2 Uz0 g: ð9Þ
With an obvious meaning, we denote z ¼ ðz1; . . . ; znÞ ¼ ðx1 þ iy1; . . . ;
xn þ iynÞ; and see hðz; z0Þ ¼ ðx1 þ iy1Þ %z10 þ 	 	 	 þ ðxn þ iynÞ%z0n as an element
of Hom1:
We denote
½a; b; r :¼ hðz; z0Þahðz; z0Þbhðz; zÞr
with the convention that ½a; b; r ¼ 0 if a; b or r is negative. It is
worth noticing that the degree of ½a; b; r is a þ b þ 2r and that l:½a; b; r ¼
lab½a; b; r:
Proposition 3.1. The zonal functions in Homk are the linear combina-
tions of the elements ½a; b; r with a þ b þ 2r ¼ k: Moreover,
D½a; b; r ¼ 4ab½a  1; b  1; r þ 4rða þ b þ r  1þ nÞ½a; b; r  1: ð10Þ
Proof. The space Homk is generated by elements of the form
ðz 	 yÞk2rðz 	 zÞr when r 2 ½0 . . . k=2 and y varies in S2n1: The identity
z 	 y ¼ ðhðz; yÞ þ hðz; yÞÞ=2 shows that the hðz; yÞahðz; yÞbhðz; zÞr with
a þ b þ 2r ¼ k generate Homk: We can complete z0 to an orthonormal
basis ðz0; e2; . . . ; enÞ; write y on this basis, develop again and apply suitable
elements of Uz0 ¼ UðCe2 þ 	 	 	 þ CenÞ (diagonal matrices are enough) to
see that an element of Hom
Uz0
k is a linear combination of ½a; b; r:
The computation of D on ½a; b; r is straightforward and can also be found
in [24, Sect. 11.2.2(13)]. ]
Notation. We denote ½a; b mod c the set of integers u; such that a4u4b
and u  a mod c:
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½k; k mod 2; and in these cases they are UðCnÞ-irreducible and pairwise
nonisomorphic.
Proof. Formula (10) shows that there is up to a multiplicative factor a
unique zonal function in V
ðkÞ
w ; which is a linear combination of the ½a; b; r
with a þ b þ 2r ¼ k and a  b ¼ w: Since w ¼ k  2b  2r; we have w 2
½k; k mod 2: It proves that dimðHarmHz0k Þ ¼ k þ 1: Since decomposition
(8) shows that at least k þ 1 components appear in the irreducible
decomposition of Harmk; Frobenius theorem proves the result. ]
Definition 3.3. We denote by ZðkÞw the unique zonal function in V
ðkÞ
w of
the form
ZðkÞw ðz; z0Þ ¼
XðkþwÞ=2
r¼0
ar
k þ w
2
 r; k  w
2
 r; r
 
ð11Þ
with a0 ¼ 1 and the coefﬁcients ar are computed recursively using (10).
Remarks and Examples.
* It is worth noticing that, clearly Z
ðkÞ
w ¼ ZðkÞw :
* For all k; Z
ðkÞ
k ðz; z0Þ ¼ hðz; z0Þk:
* If k ¼ 2; Zð2Þ0 ðz; z0Þ ¼ hðz; z0Þhðz; z0Þ  1nhðz; zÞ:
* The zonal functions for the symmetric space PðCnÞ are computed in
[11]. They are equal to Z
ðkÞ
0 (up to a normalization) because Z
ðkÞ
0 ðlz; z0Þ ¼
Z
ðkÞ
0 ðz; z0Þ for all l:
4. THE GROUP UðHnÞ
4.1. Notations. The ﬁeld of quaternion numbers is H ¼ Rþ Ri þ Rj þ
Rk; where i2 ¼ j2 ¼ 1; ij ¼ ji ¼ k: The conjugate of q ¼ x1 þ x2i þ x3j þ
x4k is %q ¼ x1  x2i  x3j  x4k: The isomorphism C ’ Rþ Ri gives H the
structure of a left C-vector space. We identify Rþ Ri with C and denote also
q ¼ z1 þ z2j with zi 2 C: Then jz2 ¼ z2j and %q ¼ z1  z2j:
The group
UðHnÞ :¼ fP :P 2 MnðHÞ j P %Pt ¼ Idg ð12Þ
acts by right multiplication on the space Hn which is endowed with the usual
hermitian form
Hðq; q0Þ :¼
Xn
i¼1
qi %q
0
i: ð13Þ
BACHOC AND NEBE60The mapping (with the previous notations)
H!C2 ! R4;
q !ðz1; z2Þ ! ðx1; x2; x3; x4Þ;
extends to embeddings Hn ! C2n ! R4n; which respect the hermitian and
Euclidean structures and therefore induce the inclusions of the groups
UðHnÞoUðC2nÞoOðR4nÞ: We set
Q1 :¼ fm : m 2 H j m %m ¼ 1g: ð15Þ
The multiplicative group Q1 acts by left multiplication on H
n
as a subgroup of OðR4nÞ because, if m 2 Q1; TraceðHðmq; mq0ÞÞ ¼
TraceðmHðq; q0Þ %mÞ ¼ TraceðHðq; q0ÞÞ: The elements of UðHnÞ are exactly
the elements in OðR4nÞ which commute with the action of Q1:
4.2. Decomposition of Harmk under UðHnÞ. We now describe the
decomposition of Harmk (in the 4n variables) under UðHnÞ and the zonal
functions associated to this decomposition. We start with the decomposition
under the action of Q1:
The multiplicative group Q1 is isomorphic to SU2ðCÞ by
m ¼ z1 þ z2j !
z1 z2
z2 z1
 !
: ð16Þ
Its irreducible representations are given by the spaces Wp ¼ CX p þ
CX p1Y þ 	 	 	 þ CY p of homogeneous polynomials in the two variables
X ;Y of degree p: If we denote IðWpÞðkÞ the isotypic component of Wp
in Harmk; we have
Harmk ¼
M
p
IðWpÞðkÞ: ð17Þ
Since the weights of Wp are ½p; p mod 2; clearly the values of p for which
IðWpÞðkÞ is nonzero belong to ½0; k mod 2:
The group UðHnÞ; as a subgroup of UðC2nÞ; preserves decomposition (8),
and, since it commutes with Q1; it also preserves decomposition (17). So we
have the decomposition of UðHnÞ modules:
Harmk ¼
M
w2½k;k mod 2
p2½0;k mod 2
p5w
IðWpÞðkÞ \ V ðkÞw : ð18Þ
Theorem 4.1. Let RðkÞp :¼ IðWpÞðkÞ \ V ðkÞp : For all p 2 ½0; k mod 2; the
spaces R
ðkÞ
p are irreducible and pairwise nonisomorphic UðHnÞ-modules. For
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decomposition:
Harmk ’
M
p2½0;k mod 2
ðp þ 1ÞRðkÞp : ð19Þ
This decomposition is also described in [12, Sect. 1.2], where the Young
diagram associated to R
ðkÞ
p is given. Since we need a concrete description of
the zonal functions and since such a description leads to the decomposition
in Theorem 4.1, we give another proof.
Proof. We ﬁx q0; Hðq0; q0Þ ¼ 1 and deﬁne Uq0 :¼ Stabilizerðq0;UðHnÞÞ:
The group Uq0 is isomorphic to UðHn1Þ; the zonal functions are the
elements of Hom
Uq0
k : The orbits of Uq0 acting on the unit sphere are
clearly characterized by Hðq; q0Þ; so the zonal functions are functions
of Hðq; q0Þ: However, we cannot express them as polynomials in
Hðq; q0Þ; Hðq; q0Þ like in the complex case because these last expressions
are polynomials in the 4n coordinates with coefﬁcients in H and
hence do not commute. We shall more conveniently express them in terms
of the complex hermitian form hðq; q0Þ on C2n: We take the following
notation:
½a; b; c; d; r :¼ hðq; q0Þahðq; jq0Þbhðq; q0Þchðq; jq0Þdhðq; qÞr: ð20Þ
Proposition 4.2. The zonal functions for UðHnÞ in Homk are the
linear combinations of the elements ½a; b; c; d; r with a þ b þ c þ d þ 2r ¼ k:
Moreover,
D½a; b; c; d; r ¼ 4ac½a  1; b; c  1; d; r þ 4bd½a; b  1; c; d  1; r
þ 4rðk  r  1þ 2nÞ½a; b; c; d; r  1: ð21Þ
Proof. Same proof as for Proposition 3.1. ]
If l 2 U1; then l:½a; b; c; d; r ¼ laþbcd ½a; b; c; d; r: It is worth noticing
that U1 is a maximal torus of Q1: A maximal torus of UðHnÞ is
T :¼ T : ¼
l1
l1
. .
.
ln
ln
0
BBBBBBBB@
1
CCCCCCCCA
2 UðC2nÞ

li 2 U1
8>>>><
>>>>:
9>>>>=
>>>>;
: ð22Þ
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if q ¼ ðq1; . . . ; qnÞ with q1 ¼ z1 þ z2j; one easily computes ½a; b; c; d; r ¼
za1z
b
2z1
cz2
dðPni¼1 qiqiÞr; and hence T :½a; b; c; d; r ¼ labcþd1 ½a; b; c; d; r: So
the elements ½a; b; c; d; r are weight vectors for, respectively, Q1 and UðHnÞ:
Note that the Laplace operator preserves both values a þ b  c  d and
a  b  c þ d (from (21), or because it commutes with the actions of the
groups Q1; UðHnÞ). We denote by EðkÞw;w0 the C-vector space
E
ðkÞ
w;w0 :¼ spanf½a; b; c; d; r j a þ b þ c þ d ¼ k  2r;
a þ b  c  d ¼ w;
a  b  c þ d ¼ w0g: ð23Þ
The Laplace operator D maps EðkÞw;w0 onto E
ðk2Þ
w;w0 (one can see that D is
surjective because Proposition 4.2 shows that if the ½a; b; c; d; r are ordered
in such a way that r decreases and then lexicographically, the matrix of D is
upper triangular with nonzero coefﬁcients on the diagonal). This space is not
reduced to f0g if and only if w and w0 are even and belong to ½k . . . k (k is
always assumed to be even). Clearly,
dim ðEðkÞw;w0 Þ ¼
1
2
k maxðjwj; jw0jÞ
2
þ 1
 
k maxðjwj; jw0jÞ
2
þ 2
 
:
We obtain that dimðker D \ EðkÞw;w0 Þ ¼ kmaxðjwj;jw
0 jÞ
2
þ 1: One can check that
dimðHarmUq0k Þ ¼
X
w;w02½k;k mod 2
k maxðjwj; jw0jÞ
2
¼
X
p2½0;k mod 2
ðp þ 1Þ2:
Now we ﬁnish the proof of Theorem 4.1. Let R be an irreducible UðHnÞ-
subspace of R
ðkÞ
p : Then, for all q 2 Q1; qR is isomorphic to R and is
contained in one of the V
ðkÞ
w : The space C½Q1R is a Q1-subspace of IðWpÞðkÞ;
therefore it is isomorphic to the sum of copies of Wp; and hence it intersects
nontrivially all the V
ðkÞ
w for w 2 ½p; p mod 2: Finally, there is at least one
subspace isomorphic to R in each V
ðkÞ
w with w 2 ½p; p mod 2; which proves
that the multiplicity mR of R is at least equal to p þ 1: By Frobenius theo-
rem, dimðHarmUq0k Þ ¼
P
R m
2
R; and we have computed that dimðHarm
Uq0
k Þ ¼P
p2½0;k mod 2 ðp þ 1Þ2; so we can conclude that the subspaces RðkÞp are
irreducible and isomorphic to IðWpÞðkÞ \ V ðkÞw for all w 2 ½p; p mod 2: ]
4.3. A Special Basis of Harm
Uq0
k . We have proved in Theorem 4.1 that
IðWpÞðkÞ ’ ðp þ 1ÞRðkÞp ; so the space of zonal functions in IðWpÞðkÞ is of
dimension ðp þ 1Þ2: We describe in this section an algorithmic method that
computes a basis of Harm
Uq0
k ; on which the action of Q1 is explicit.
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on the monomials in the 4n-indeterminates xi of the same degree k by
hxa; xbi :¼ da;b
k
a
 !1
; ð24Þ
where ðkaÞ ¼ k!a1!...a4n! is the multinomial coefﬁcient. It has the nice property to
be UðC4nÞ-invariant (see [22]). Therefore the irreducible OðR4nÞ-subspace
Harmk is orthogonal to ð
P4n
i¼1 x
2
i ÞHomk2 because the latter has no
constituent isomorphic to the dual ðHarmkÞn ﬃ Harmk of Harmk:
Lemma 4.3. Let a; b; c; d; a0; b0; c0; d 0; r0 2 Z50 with a þ b þ c þ d ¼ a0 þ
b0 þ c0 þ d 0 þ 2r0 ¼ k: Then
h½a; b; c; d; 0; ½a0; b0; c0; d 0; r0i ¼
2khðq0;q0Þkr0 r
0
aa0
 
k
a;b;c;d
  if a  a0 ¼ c  c050;
b  b0 ¼ d  d 050;
(
0 otherwise:
8>><
>>:
Proof. We ﬁrst assume that hðq0; q0Þ ¼ 1: Then, we can replace q0 by q0u
with u 2 UðC2nÞ; and assume that q0 ¼ ð1; 0; . . . ; 0Þ 2 C2n: If ðz1; . . . ; z2nÞ are
the complex coordinates of q; then ½a; b; c; d; r ¼ za1zb2z1cz2dð
P2n
s¼1 zszsÞr: If
zs ¼ x2s1 þ x2si; ½a; b; c; d; r ¼ ðx1 þ x2iÞaðx3 þ x4iÞbðx1  x2iÞcðx3  x4iÞd
ðP4ns¼1 x2s Þr: Let
U :¼
1 1
i i
1 1
i i ﬃﬃﬃ
2
p
. .
.
ﬃﬃﬃ
2
p
0
BBBBBBBBBBBBB@
1
CCCCCCCCCCCCCA
2 M4nðCÞ
then U %U
t ¼ 2Id4n and hence 1ﬃﬃ2p U 2 U4nðCÞ: If we let ðy1; . . . ; y4nÞ ¼
ðx1; . . . ; x4nÞU ; one has ½a; b; c; d; r ¼ ya1yb3yc2yd4ðy1y2 þ y3y4 þ
P
s55 y
2
s=2Þr:
The computation of h½a; b; c; d; 0; ½a0; b0; c0; d 0; r0i follows from the fact that
this hermitian product is UðC4nÞ-invariant and from expression (24).
In the general case, q0 ¼ lð1; 0; . . . ; 0Þ with l 2 C and the function
½a; b; c; d; r is multiplied by %laþdlbþc: An easy computation shows that the
previous hermitian product is multiplied by ðl%lÞkr0 ¼ hðq0; q0Þkr0 : ]
BACHOC AND NEBE64Remark 4.4. With Lemma 4.3, we are able to compute the hermitian
product of any two elements of Harm
Uq0
k : such functions are linear
combinations of some ½a; b; c; d; r from Proposition 4.2, and are orthogonal
to the elements of hðq; qÞHomk2 so, in one of them we can ignore the terms
½a; b; c; d; r with ra0:
Recall that Wp is the C-vector space of homogeneous polynomials of
degree p in two variables. It is equipped with the same hermitian product,
given by hX paY a;X pbY bi ¼ da;bðpaÞ1; which is invariant under the action
of SU2ðCÞ:
Proposition 4.5. There exists an essentially unique basis
fZðkÞp;w;w0 gw;w02½p;p mod 2 of the zonal functions of IðWpÞðkÞ such that:
* Z
ðkÞ
p;w;w0 2 EðkÞw;w0 :
* fZðkÞp;w;w0 gw02½p;p mod 2 is a basis of IðWpÞðkÞ \ V ðkÞw :
* For all w0 the set fZðkÞp;w;w0 gw2½p;p mod 2 is a basis of a Q1-space
isomorphic to Wp; such that the mapping Z
ðkÞ
p;w;w0 ! X
pþw
2 Y
pw
2 is
an isomorphism of Q1-modules, and an isometry for the hermitian
products h; i:
The uniqueness of this basis holds up to the change Z
ðkÞ
p;w;w0 ! aw0ZðkÞp;w;w0 with
aw0 2 U1:
Proof. We assume by induction that we have proved the proposition
for IðWkÞðkÞ; . . . ; IðWpþ2ÞðkÞ: We have previously seen that dimðker D \
E
ðkÞ
p;w0 Þ ¼ ðk  pÞ=2þ 1 for w0 2 ½p; p mod 2: We have already constructed
in this space ðk  pÞ=2 elements ZðkÞt;p;w0 for t 2 ½k; p þ 2 mod 2: It should be
noticed that Z
ðkÞ
p;p;w0 must be orthogonal to them because it belongs to a
different isotypic component. So the conditions: Z
ðkÞ
p;p;w0 2 ker D \ EðkÞp;w0 ;
hZðkÞp;p;w0 ;ZðkÞt;p;w0 i ¼ 0 for all t 2 ½k; p þ 2 mod 2; and hZðkÞp;p;w0 ;ZðkÞp;p;w0 i ¼ 1
determine the elements Z
ðkÞ
p;p;w0 up to the multiplication by a complex
number of norm 1. For each w0 ﬁxed, ZðkÞp;p;w0 is a highest weight vector of the
Q1-module spanned by Z
ðkÞ
p;p;w0 ; which therefore is isomorphic to Wp: Up to
an element of U1; Z
ðkÞ
p;p;w0 is sent to X
p; and we deﬁne Z
ðkÞ
p;w;w0 to be the
preimage of X
pþw
2 Y
pw
2 by this isomorphism. The element Z
ðkÞ
p;w;w0 must be of
the form m:ZðkÞp;p;w0 with m 2 Q1; hence it remains a zonal function, hence a
linear combination of some ½a; b; c; d; r: We must have a þ b  c  d ¼ w
because it reﬂects the fact that X
pþw
2 Y
pw
2 is a weight vector for the weight
w; and a  b  c þ d ¼ w0 because the actions of Q1 and UðHnÞ
commute. ]
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computation of the basis described in Proposition 4.5. The next lemma
makes more precise the action of Q1 on the ½a; b; c; d; r:
Lemma 4.6. Let m 2 Q1: For all ½a; b; c; d; r; m:½a; b; c; d; r is a C-linear
combination of elements ½a0; b0; c0; d 0; r0; with r0 ¼ r:
Proof. We can write m ¼ z1 þ z2j: Then hðmq; mqÞ ¼ hðq; qÞ; hðmq; q0Þ ¼
z1hðq; q0Þ þ z2hðjq; q0Þ and hðjq; q0Þ ¼ hðq; jq0Þ: We replace in the expression
(20) of ½a; b; c; d; r and obtain a linear combination of elements ½a0; b0; c0;
d 0; r0; with r0 ¼ r: ]
We assume that we have constructed the fZðkÞt;w;w0 gw;w02½t;t mod 2 for all
t 2 ½k; p þ 2 mod 2: We now wish to compute the fZðkÞp;w;w0 gw;w02½p;p mod 2:
We ﬁrst determine the Z
ðkÞ
p;p;w0 (up to a multiplicative factor in U1) as
described in the proof of Proposition 4.5. Since Z
ðkÞ
p;w;w0 is of the form m:
Z
ðkÞ
p;p;w0 ; from Lemma 4.6 it is a linear combination of ½a; b; c; d; r with
r4ðk  pÞ=2: One can then check that the space of functions in ker
D \ EðkÞw;w0 ; which are orthogonal to all the ZðkÞt;w;w0 for t 2 ½k; p þ 2 mod 2
and which have the additional property that r4ðk  pÞ=2; is one-
dimensional. Let Z be a generator of this space, we know that Z
ðkÞ
p;w;w0 ¼ aZ
for some complex number a: In order to compute a; we use the action
of m ¼ ð1 jÞ= ﬃﬃﬃ2p : One easily computes that hm:X p;X pþw2 Y pw2 i ¼ 2p=2:
It remains to calculate hm:ZðkÞp;p;w0 ;Zi; which is easy with Lemma 4.3 and the
rules described in the proof of Lemma 4.6.
Remarks and Examples
* Easy rules link Z
ðkÞ
p;w;w0 with Z
ðkÞ
p;w;w0 and Z
ðkÞ
p;w;w0 : The expression of
Z
ðkÞ
p;w;w0 is obtained from Z
ðkÞ
p;w;w0 by replacing each term ½a; b; c; d; r by
ð1Þaþc½d; c; b; a; r; and the expression of ZðkÞp;w;w0 by ð1Þaþc½b; a; d; c; r:
* If k ¼ 2; Zð2Þ0;0;0ðq; q0Þ ¼ Hðq; q0ÞHðq; q0Þ  1nHðq; qÞ; and:
Z
ð2Þ
2;2;2ðq; q0Þ ¼ 12hðq; q0Þ2;
Z
ð2Þ
2;2;0ðq; q0Þ ¼ hðq; q0Þhðq; q0Þ;
Z
ð2Þ
2;0;2ðq; q0Þ ¼ 12hðq; q0Þhðq; jq0Þ;
Z
ð2Þ
2;0;0ðq; q0Þ ¼ 12hðq; q0Þhðq; q0Þ þ 12hðq; jq0Þhðq; jq0Þ:
8>>>>><
>>>>:
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[11]. They are equal to Z
ðkÞ
0;0;0 (up to a normalization) because Z
ðkÞ
0;0;0ðmq; q0Þ ¼
Z
ðkÞ
0;0;0ðq; q0Þ for all m (note that these functions correspond to the only
irreducible component with multiplicity equal to one).
* In view of applications to lattices, we are lead to consider
sums of the type
P
x2S ZðxÞ where S is closed for the left multiplica-
tion by some ﬁnite group UoQ1 (see Section 5; we may consider
lattices with an hermitian structure over a maximal order of a quaternion
ﬁeld deﬁned over Q; S is the set of lattice vectors of given norm,
and U is the group of units of the maximal order). In that case, we need
only consider the zonal functions which are U-invariant. Proposition 4.2
shows that we only need to know a basis for the polynomials of degree p
which are invariant for the action of UoSU2ðCÞ; and transfer this basis
through the Q1-isomorphism explicitly given. For example, the ﬁrst
nontrivial invariant for the group Mn (29) is the degree 6 polynomial
X 5Y  XY 5: So we take account of one zonal function in degrees 2 and 4
(namely Z
ð2Þ
0;0;0 and Z
ð4Þ
0;0;0), and of 4þ 1 zonal functions in degree 6 (namely
Z
ð6Þ
0;0;0; and the Z
ð6Þ
6;4;w0  Zð6Þ6;4;w0 for w0 2 ½0; 6 mod 2).
5. APPLICATIONS TO LATTICES
We consider lattices with an hermitian structure over a ﬁeld K ; which is
either a totally imaginary quadratic ﬁeld, or a quaternion ﬁeld over Q;
ramiﬁed at 1:
We take the following notations: in the quadratic case, K ¼ Qð ﬃﬃﬃﬃﬃﬃﬃdp Þ
where d > 0 and d is the discriminant of K : The ring of integers of K is
denoted OK and its unit group O
n
K : The complex conjugation on K is
denoted x ! %x: In the quaternionic case, we again denote OK a ﬁxed
maximal order of K ; OnK its group of units and x ! %x the conjugation. The
discriminant of OK is denoted d:
The left K-vector space Kn is endowed with the hermitian form
hKðz; z0Þ :¼
Pn
i¼1 ziz
0
i: An hermitian lattice L over K is an OK -submodule
of Kn of full rank. Its hermitian dual is deﬁned by
L* hK :¼ fx : x 2 Kn j hKðx;LÞ  OKg: ð25Þ
The lattice L is also a Euclidean lattice when considered as a Z-module,
for the scalar product x 	 y :¼ TraceK=QðhKðx; yÞÞ and of rank 2n in the
quadratic case and 4n in the quaternionic case (in this last case, TraceK=Q is
the reduced trace). We set LZ :¼ ðL;x 	 yÞ: The dual of LZ and the hermitian
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LnZ ¼ D1K L*hK ; ð26Þ
where D1K is the inverse different of OK ; i.e. the dual with respect to the
reduced trace. In particular, if L is hermitian unimodular, i.e. L*hK ¼ L and
DK is a principal ideal, then LZ is d-modular as an Euclidean lattice, in the
sense of [16].
Such lattices have been widely studied [1, 2, 5, 9, 21]. We shall be
concerned with numerical applications in the cases: K ¼ Qð ﬃﬃﬃﬃﬃﬃ3p Þ; and K ¼
Q2;1 ¼ QþQi þQj þQk; where i2 ¼ j2 ¼ 1; ij ¼ ji ¼ k (in these two
cases the order of the unit groups are the largest possible, which allows
easier computations as we shall see later).
In the case K ¼ Qð ﬃﬃﬃﬃﬃﬃ3p Þ; d ¼ 3: We denote w :¼ ð1þ ﬃﬃﬃﬃﬃﬃ3p Þ=2: The
hermitian unimodular lattices have been classiﬁed up to the real dimension
24 by Feit [9]. They are special cases of 3-modular lattices, for which the
theta series yL is a modular form for the Fricke group Gnð3Þ: As shown in
[16], this property leads to an upper bound for the minimum of such a
lattice:
minðLÞ42½n=6 þ 2 ð27Þ
(here n is the rank over K ¼ QðwÞ). A lattice is said to be extremal if its
minimum attains this bound; the Coxeter–Todd lattice K12 is an example of
an hermitian unimodular lattice which is extremal. Of course the dimensions
which are multiples of 6 are the most interesting ones. Feit’s classiﬁcation
has shown that there is no extremal hermitian unimodular lattice for n ¼ 12:
However a 3-modular 24-dimensional extremal Z-lattice was discovered in
[14]. This lattice has the structure of a Z½w-module but is not hermitian
unimodular.
We prove in Theorem 5.6 that there are no extremal hermitian
unimodular lattices for the relative dimension n ¼ 24 (and we also recover
Feit’s result for dimension 12).
In the case K ¼ Q2;1; the maximal orders are conjugate to the Hurwitz
order M:
M ¼ Z 1; i; j;w :¼ 1þ i þ j þ k
2
 
: ð28Þ
Its group of units is
Mn ¼ 1;i;j;k;1 i  j  k
2
 
ð29Þ
BACHOC AND NEBE68and has 24 elements. As an abstract group, it is isomorphic to SL2ð3Þ ﬃ
2:Alt4: The hermitian unimodular lattices over the Hurwitz order are special
cases of 2-modular lattices, and therefore satisfy the estimate
minðLÞ42½n=4 þ 2 ð30Þ
(here n is the rank over Q2;1). They have been classiﬁed up to the relative
dimension 8 (see [1, 2]). This classiﬁcation has shown that none of the
lattices of dimension 8 reach the bound (30).
5.1. Root Lattices. Let L be a lattice which is integral over OK ; meaning
that L  L*hK : We set
RðLÞ :¼ fx : x 2 L j hKðx; xÞ ¼ 2g: ð31Þ
The elements of RðLÞ are called the roots of L; and are the norm 4
elements in LZ (note that hKðx; xÞ is always in Z). To x 2 RðLÞ we can
associate the reﬂection
rxðyÞ :¼ y  hKðx; yÞx ð32Þ
which preserves the lattice L: If UðLÞ denotes the group of unitary
transformations preserving L; the reﬂections rx generate a subgroup WðLÞ
of UðLÞ which is a ﬁnite, complex or quaternionic, reﬂection group. Just like
in the case of the Euclidean root lattices, one easily proves that a lattice L
spanned by its roots is the orthogonal sum of indecomposable sublattices
spanned by their roots, and that, if the sublattice spanned by the roots is
indecomposable, then the group WðLÞ is irreducible.
The complex irreducible ﬁnite reﬂection groups have been classiﬁed by
Shephard and Todd [20] and their invariant lattices are studied in [15]. To
such a group, one can associate an essentially unique reduced root system
(see [15, Deﬁnition 19]). If L is indecomposable and is spanned by RðLÞ;
then RðLÞ is a reduced K-root system for WðLÞ in the sense of [15], with the
additional property that all the roots have the same length.
The quaternionic irreducible ﬁnite reﬂection groups are classiﬁed by
Cohen [4], together with their root systems. In the quaternionic case, it
happens that the root system is not uniquely determined by the group
(see [4]), but not in the cases we are dealing with (the groups are deﬁned
over Q2;1).
Proposition 5.1. Let R  fx : x 2 Cn or Hn j hðx; xÞ ¼ 2g be a finite set
such that the reflections rx; x 2 R generate a finite irreducible subgroup of
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X
r2R
hðx; rÞhðy; rÞ ¼ 2jRj
n
hðx; yÞ: ð33Þ
Proof. Let G denote the group generated by the reﬂections associated to
R: Let fðx; yÞ ¼Pr2R hðx; rÞhðy; rÞ: Clearly, f is a nondegenerate hermitian
form which is G-invariant; since G is irreducible, it must be a multiple of
hðx; yÞ: The multiplicative factor is computed by application of the Laplace
operator D: ]
Definition 5.2. By analogy with the Euclidean case (see [22,
Proposition 5.5]), we deﬁne the Coxeter number of a K-root system
R to be
hðRÞ :¼ 2jRjjOnK jn
:
Remark 5.3. Equation (33) can be read also as:
P
r2R Z
ð2Þ
0 ðx; rÞ ¼ 0
(respectively
P
r2R Z
ð2Þ
0;0;0ðx; rÞ ¼ 0 in the quaternionic case).
In the complex case, if moreover R is closed for the multiplication by the
sixth roots of unity, which is the case if R ¼ RðLÞ and L is a hermitian lattice
over K ¼ Qð ﬃﬃﬃﬃﬃﬃ3p Þ; then Pr2R Zð2Þ2 ðx; rÞ ¼ 0 holds trivially; hence R is a
spherical 2-design in the sense of [22].
In the quaternionic case, the same result holds if R is closed under
multiplication by a group of units U ; which has no harmonic polynomial
invariants of degree 2: This is the case for the groupMn (the ﬁrst nontrivial
invariant of Mn occurs at degree 6).
In view of the previous remark, we list from [15, 9, 4] the possible
irreducible root systems overQð ﬃﬃﬃﬃﬃﬃ3p Þ and overQ2;1 which can occur as the
roots of an integral lattice. We shall denote by LR the lattice spanned by R
and by detðLRÞ its determinant as an OK -lattice.
If R  Rn is an irreducible Euclidean root system with roots of equal
length, namely if R is one of fAn;Dn;E6;E7;E8g; then OnK R :¼ fur; u 2
OnK ; r 2 Rg is one of them and jOnK Rj ¼ jOnK jjRj=2:
The other irreducible root systems over Qð ﬃﬃﬃﬃﬃﬃ3p Þ which can occur as the
roots of an integral lattice are:
* Dnð1wÞ :¼fðu; v; 0; . . . ; 0Þs2Cn j u; v2Z½wn; u þ v  0 mod 1wg:
* R5 :¼ Z½wnA5 [ f 11wð1;w;w2; 1;w;w2Þsg:
* R6 :¼ D6ð1 wÞ [ f 11wðu1; u2; u3; u4; u5; u6Þ;
ui 2 Z½wn j ui 1 mod ð1 wÞ and
P6
i¼1 ui  0 mod 3g:
where ðx1; . . . ; xnÞs denotes any permutation of ðx1; . . . ; xnÞ:
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summarizes the properties of these root systems.
The irreducible root systems over Q2;1 which can occur as the roots of an
integral lattice are, apart from theMnR where R is a Euclidean root system:
* Dnð1wÞ :¼fðu; v; 0; . . . ; 0Þs 2Hn j u; v2Mn; u þ v  0 mod 1 wg:
* Dnð1þ iÞ :¼ fðu; v; 0; . . . ; 0Þs 2 Hn j u; v 2Mn; u þ v  0 mod 1þ ig:
* The root systems S1; S3 and U5 are given in Table II of [4].
The lattice spanned by S3 is the Barnes–Wall lattice BW16; the one
spanned by S1 is a sublattice of index 1þ i of the previous one, and the one
spanned by U5 is a hermitian unimodular lattice of quaternionic rank 5.
Table II summarizes the properties of these root systems.
Feit’s classiﬁcation of the Z½w-hermitian unimodular lattices of relative
dimension 12 shows in particular that the roots of such a lattice span the
whole space, just like for the Niemeier lattices of minimum 2. Venkov has
shown that one could prove a priori that an even unimodular lattice of
dimension 24 has a root system either empty or of rank 24, and that in this
last case it should belong to a limited set of possibilities because the Coxeter
number of its irreducible components have to be equal. His argument relies
on the use of theta series with harmonic coefﬁcients. We prove here a
completely analogous result for the Z½w-unimodular lattices of relative
dimension 12 and for the M-unimodular lattices of relative dimension 8.
Proposition 5.4. Let L be a Z½w-hermitian unimodular lattice (respec-
tively aM-hermitian unimodular lattice) of dimension n. If n412 (respectively
n48) and RðLÞa|; then RðLÞ has rank n, and the irreducible root systems
occurring in RðLÞ have the same Coxeter number.
Proof. We brieﬂy sketch the proof, since it is essentially the same as the
one in [5, Chap. 18, Proposition 2]. The study of the theta series withTABLE I
R jRj hðRÞ WðRÞ detðLRÞ
Z½wnAn 3nðn þ 1Þ n þ 1 G1ðnÞ ’ Snþ1 n þ 1
Z½wnDn 6nðn  1Þ 2ðn  1Þ G2ð2; 2; nÞ 4
Dnð1 wÞ 9nðn  1Þ 3ðn  1Þ G2ð3; 3; nÞ ð1 wÞ2
R5 270 18 G33 2
R6 756 42 G34 1
Z½wnE6 216 12 G35 3
Z½wnE7 378 18 G36 2
Z½wnE8 720 30 G37 1
TABLE II
R jRj hðRÞ detðLRÞ
MnAn 12nðn þ 1Þ n þ 1 n þ 1
MnDn 24nðn  1Þ 2ðn  1Þ 4
Dnð1 wÞ 36nðn  1Þ 3ðn  1Þ ð1 wÞ2
Dnð1þ iÞ 24nð4n  3Þ 2ð4n  3Þ ð1þ iÞ2
MnR5 1080 18 2
MnR6 3024 42 1
MnE6 864 12 3
MnE7 1512 18 2
MnE8 2880 30 1
S1 864 18 ð1þ iÞ2
S3 4320 90 1
U5 3960 66 1
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Proposition 3.2]) shows that, in this range of dimension, we haveX
r2RðLÞ
PðrÞ ¼ 0 ð34Þ
for all P 2 Harm2:We then take PðxÞ ¼ Zð2Þ0 ðx; yÞ or PðxÞ ¼ Zð2Þ0;0;0ðx; yÞ and
obtain (here hðx; yÞ stands for the complex or quaternionic hermitian form
on RQ Kn):
X
r2RðLÞ
hðy; rÞhðy; rÞ ¼ 2jRj
n
hðy; yÞ: ð35Þ
Taking y 2 RðLÞ?; we see that y ¼ 0; and taking y in an irreducible
component of the root system, we see from Proposition 5.1 that its Coxeter
number is independent of the chosen component. ]
Remark 5.5. The previous proposition gives a strong constraint on the
possible root systems for unimodular lattices. Of course it does not say
anything on the eventuality that RðLÞ ¼ Rk0 for some R0:
In the case of K ¼ QðwÞ and n ¼ 12; and if we assume that RðLÞ contains
at least two different types of irreducible root systems, from the inspection
of Table I, RðLÞ is one of the following: Z½wnE7 ? R5 or Z½wnA8 ?
D4ð1 wÞ: It remains to study the effective existence of Z½w-hermitian
unimodular lattices of dimension 12 with such roots. Feit’s classiﬁcation [9]
proves that in both cases one and exactly one such lattice exists.
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systems, D3ð1þ iÞ ?MnU5; MnA5 ? D3ð1 wÞ and MnD6 ? D2ð1þ iÞ: It
is proved in [2] that such lattices do exist and are unique.
5.2. Extremal Hermitian Unimodular Lattices. The property of a lattice L
to be extremal forces its theta series to be uniquely determined. It also gives
a constraint on the Jacobi theta series associated to the lattice, which, if the
dimension is not too large, determines it uniquely. In [3], we make use in the
Euclidean case of a method involving the properties of the theta series with
spherical coefﬁcients to compute such Jacobi theta series. It involves the
zonal functions for the orthogonal group acting on the unit sphere,
expressed in terms of the Gegenbauer polynomials.
In this section, we apply the same method but replace the polynomials
used in [3] by the zonal functions for the unitary groups, the computation of
which is explained in Sections 3 and 4. Since the general method is explained
in detail in [3], we shall not give here more information about it.
Let L be a hermitian lattice over K with the notations of the beginning of
Section 5. Our goal is the computation of the following numbers:
Nm;zðyÞ :¼ cardfx; x 2 L j hKðx; xÞ ¼ m and hKðx; yÞ ¼ zg ð36Þ
for certain choices of y (basically, y is a minimal vector of L).
We denote L2m :¼ fx; x 2 L j hKðx; xÞ ¼ mg (so that the index of L refers
to the Euclidean norm x 	 x ¼ 2hKðx; xÞ). The coefﬁcient of qm in the
spherical theta series yL;P :¼
P
x2L PðxÞqx	x=2 equals the sumX
x2L2m
PðxÞ: ð37Þ
Since the set L2m is invariant under left multiplication by the elements of
the ﬁnite group OnK ; which act as a subgroup of the orthogonal group of the
whole space, we can restrict our attention to the elements of Harm
On
K
k : If the
group OnK is reduced to f1g; it only means that we consider the
polynomials of even degree. In the general case, the zonal functions which
are invariant under the action of a given subgroup U of U1 or of Q1 are easy
to compute. In the quadratic case, it means that we need to consider only the
Z
ðkÞ
w with w  0 mod jU j: In the quaternionic case, see the remark following
Proposition 4.5.
5.2.1. K ¼ Qð ﬃﬃﬃﬃﬃﬃ3p Þ. We consider an extremal lattice L of dimension
n ¼ 6n0 a multiple of 6. Let SðLÞ denote the set of its minimal vectors, which
have norm 2m ¼ 2n0 þ 2 (from (27)). The computation of the coefﬁcients
of the theta series of such lattices does not show any contradiction with
their existence until n0 ¼ 63 [19]. However, Feit’s classiﬁcation has shown
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for higher n0:
It turns out that the numbers Nm;zðyÞ (36) for y 2 SðLÞ are independent of
the choice of y up to n ¼ 24: It is worth noticing that only a ﬁnite number of
z can satisfy Nm;zðyÞa0; and that
P
z Nm;zðyÞ ¼ jSðLÞj the ﬁrst nonzero
coefﬁcient of the theta series of L: Table III gives the results of the
computation of these numbers for the dimensions 12, 18, 24. We have
omitted the value Nm;mðyÞ ¼ 6 and we have taken z modulo Z½wn since
clearly Nm;zðyÞ ¼ Nm;uzðyÞ for all u 2 Z½wn:
Theorem 5.6. Extremal Z½w-hermitian unimodular lattices of dimension
24 cannot exist.
Proof. The numbers found in Table III cannot correspond to a lattice,
although they are integral and positive, because they do not satisfy a certain
convexity condition (analogous to the one used in [3, Proposition 7.1]) that
we explain now:
We use the hermitian product on Homk deﬁned in (24), which has the
property that hðx 	 yÞk; hi ¼ hðyÞ for all h 2 Harmk (see [22]). We consider
the element Hk :¼
P
y2SðLÞ ðx 	 yÞk and its orthogonal projection Hk;w on
V
ðkÞ
w : The positivity conditions: hHk;w;Hk;wi50 must hold; on the other
hand, the next lemma shows that hHk;w; Hk;wi is a linear combination of the
numbers from Table III.
Lemma 5.7. Let S  S2n1 be a finite subset of the unit sphere. Let
Hk :¼
P
y2S ðx 	 yÞk and let Hk;w be its orthogonal projection on V ðkÞw :
Then
hHk;w;Hk;wi ¼ lk;w
X
y;y02S
ZðkÞw ðy; y0Þ; ð38Þ
where lk;w 2 R and has the same sign as
PðkþwÞ=2
r¼0 ar with the notations of
Definition 3.3.TABLE III
Computation of Nm;zðyÞ for extremal unimodular Z½w-lattices, for y 2 SðLÞ and for
2m ¼ minðLÞ:
dimðLÞ minðLÞ Nm;0 Nm;1 Nm;1w Nm;2 Nm;1þ3w Nm;3þw
12 6 1496 2673 198 } } }
18 8 31,569 67,456 6528 2176 } }
24 10 598,644 1,461,075 217,350 75,900 2875 2875
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is a zonal function so it is equal to lZðkÞw ðx; y0Þ for some l 2 C:
Since hp;ZðkÞw ðx; y0Þi ¼ hðx 	 y0Þk;ZðkÞw ðx; y0Þi ¼ ZðkÞw ðy0; y0Þ; we can calculate
l ¼ ZðkÞw ðy0; y0Þ=hZðkÞw ðx; y0Þ;ZðkÞw ðx; y0Þi; which is independent of
y0 2 S2n1 and has the sign of ZðkÞw ðy0; y0Þ ¼
P
r ar: Hence
hHk;w;Hk;wi ¼ hHk;Hk;wi ¼
P
y2S Hk;wðyÞ ¼l
P
y;y02S Z
ðkÞ
w ðy; y0Þ: ]
We conclude the proof of the theorem: since Z
ðkÞ
w ðy; y0Þ is a function of
hðy; y0Þ; the sum expressing hHk;w;Hk;wi is a linear combination of the
numbers Nm;zðyÞ: In the case under consideration, we take Zð6Þ6 ðy; y0Þ ¼
hðy; y0Þ6 which gives a negative result, and therefore contradicts the existence
of such a lattice. ]
Remark 5.8. The same argument yields the nonexistence of an extremal
lattice in dimension 12. It does not say anything for the dimension 18, and
the question of the existence of an extremal Z½w-unimodular lattice remains
open in this case (such a lattice would have a better density that any other
known Euclidean lattice of dimension 36).
For the M-lattices, the method does not lead to signiﬁcant results; for
n ¼ 8; the numbers Nm;zðyÞ are uniquely determined but not for n ¼ 12; 16;
and we cannot deduce anything for the existence of extremal lattices.
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