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Abstract
In many applications it is desirable to focus on the direction a signal is coming from to isolate the
signal from interfering noise coming from other directions. This is often done by focusing the receiver
on a given direction. One method to accomplish this focusing is to use an array of receivers and a
signal processing algorithm called beamforming. This algorithm attenuates signals coming from all
other directions besides the direction of interest, which can be viewed pictorially as a beam. However,
it would also benefit many applications to be able to focus on a location rather than just a direction.
This can be accomplished in the nearfield using two beamforming arrays. When these two arrays are
used together their beams cross in a location and focus on the signals coming from that location.
However, another approach that could be taken to accomplish this locational targeting of a signal, in
the nearfield, would be to take advantage of the spherical wavefront coming from the signal source to
identify its origin. Using the Whittaker-Shannon interpolation formula, locational beamforming can be
accomplished that would require only one array of microphones. In order to understand the benefits
and differences of both approaches, they were both implemented using an array of microphones and a
desktop computer and then tested in a soundproof room. The goal of this experiment was to test the
spatial separation capabilities of each algorithm.
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When working with different kinds of signals, such as audio signals, being able to separate a signal of
interest from interfering signals is important. In the field of signal processing, engineers and
mathematicians have developed many algorithms to accomplish this task. One of these algorithms is
known as beamforming.
Beamforming uses an array of sensors to separate signals coming from different directions. The
algorithm takes advantage of the time delay of the signal between each sensor. To illustrate this,
figure 1 shows wavefronts of an audio signal hitting an array of microphones. There is a time delay
between a wavefront hitting the first microphone and the subsequent microphones. These time delays
are unique to the angle of arrival of the signal.
If the signal at each microphone is delayed so they all match up and then all the signals are added
together, constructive interference amplifies the signal. If the wrong time delay is applied to a signal
coming from a specific direction then when the signals at all the microphones are added together these
signals will be out of phase with each other and destructive interference will occur, resulting in a
weaker output.
When two signals from different directions hit the beamforming array at the same time with the array
focused on the direction of only one signal, then the time delay in the algorithm will cause the signal
coming from the direction of interest to be amplified by constructive interference while the other signal
will be attenuated by destructive interference.
Figure 1: Depiction of how a signal hits a beamforming array.
Beamforming is used in WIFI routers, hearing aids, and submarine sonar systems. It is powerful in its
ability to separate signals coming from different directions.
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Project Description
This project will use beamforming to explore the idea of separating signals coming from different
locations rather than just different directions. To accomplish this, part of this project will be
developing a system capable of collecting data from 16 microphones at the same time. The project
will also explore different methods of implementing the idea of beamforming beyond simply using the
dual-beam beamformer.
This project was initially going to be used in a snore cancellation system. However, due to other
complications unrelated to this project, the snore cancellation system will not be realized. However,
there are other potential applications for isolating audio signals in a location. One application is to use
this system in distance education to help with the recording of online lectures. This system would
allow the microphones to focus on the teacher while they are lecturing and remove the sound of
rustling paper and students whispering in the background, removing distractions. It could even help
live students listen better if they were able to connect remotely to the system with noise cancelling
headphones.
Objectives
The following objectives will be used to guide the development of this system:
• Implement two different locational beamforming algorithms
• Determine which of the two algorithms is better at isolating an audio signal from nearby
interfering signals
• Implement the algorithm that is better at isolating a signal in a real-time system
2
Methods
This section steps through the development of the system. First it gives an overview of the system.
This is then followed by specifics about the setup of 16AI32SSC device, the development of the audio
amplifiers, and the implementation of the algorithms.
System Overview
Figure 2 shows the hardware overview for the whole system. The hardware required is as follows:
• 16 lavalier microphones
• Analog amplifier circuit with 16 channels
• 16AI32SSC PMC Analog to Digital Converter (ADC)
• PC with linux installed
Figure 2: System high level overview.
The PC needs to have an open PCIe slot in order to properly install the PMC card. For this project a
PC with the 16AI32SSC was already pre-installed. These devices are necessary for this specific setup,
but the algorithms in this project could have been implemented with other devices.
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This setup was located in an anechoic chamber (echo-proof room). This optimized the environment,
which allowed the project to be focused on optimizing the algorithm. The room is shown in Figure 3.
The initial goal was for this system to run in a bedroom. It can be assumed that bedrooms typically
do not have many echoes. However, this system should be optimized to the room it is installed in for
the best results.
Figure 3: Anechoic chamber.
16AI32SSC Setup
As previously mentioned, the 16AI32SSC was pre-installed into the system prior to the beginning of
the project. However, not much had been done in regards to setting up the software besides installing
the drivers. In order to use this ADC, a careful study of the device documentation was needed.
The device driver contained some sample test files, described in section 9 of the documentation, which
could be used to test various functions of the device. [1] These files provided the basis of how to set
up the ADC and how to obtain the samples from the ADC’s input buffer. The test file called
savedata.c was used as the basis for reading samples from the buffer and writing the data to a file.
Using this test file and a signal generator, the device was tested to determine if it could read in data.
The test was accomplished by sending in a single frequency, and then looking at the output file to
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determine if output was being recorded. Additionally, after a few changes to the code in how it writes
the data out, the data was read into MATLAB and plotted.
The board initially worked, but after a computer reboot the computer failed to connect to the board.
After looking more closely into the user manual it was discovered that the driver needed to be
restarted whenever the computer was rebooted. In order to restart the ADC, a start file contained
within the driver directory needed to be ran. Also, if the computer reboot caused a corruption in the
driver directory, which sometimes was the case, then the driver file needed to be rebuilt.
Once the operation of the board was determined successful, the savedata.c file was renamed
read data from buffer.c and heavily edited to fit the project needs. The final version of this new file is
contained in Appendix B. This file allows the user to change which channels they desire to use, how
many samples to collect, what the sample rate is, and where to output all of the data files. The
output of this program was multiple data files, one data file per mic.
An important test was conducted at this point to determine if all the ADCs in the device sampled at
the same time. This was unclear in the documentation. It was important to determine if the ADCs
sampled at the same time as when they sampled would affect the overall implementation. The test
connected the signal generator to the first and the last ADCs, took samples, and then the data was
plotted in MATLAB. The test was successful and the concurrent sampling of the ADCs was confirmed.
Microphone Amplification
Before microphones could be connected to the ADC inputs, an amplifier circuit needed to be
constructed to amplify the outputs of the microphones. Otherwise the signals would be too weak as
they entered the ADCs. The amplification was accomplished through the use of a simple operational
amplifier circuit (Figure 4).
This circuit has an amplification of approximately 500 V/V. In addition, the circuit filters any DC
components in the signal before going into the amplifier. The amplifiers used were TL082CN dual op
amps. These op amps were specifically chosen for their high slew-rate. An additional feature was that
there were two op amps per 8-pin chip. This meant it was easier to fit multiple amplifier circuits on
the breadboard.
A couple other amplifiers were considered, as seen in the design matrix in table 1. The most important
characteristic of the amplifier was the slew rate. The slew rate needed for the application was
optimally 1.25 V/µs but at least 0.25 V/µs. The package size also was important as space on the
breadboard was limited due to how many channels of amplification were needed.
This amplification circuit was replicated 8 times for the 7 available microphones. 16 other
microphones were ordered for the final implementation. Meanwhile, these 7 microphones were used to
5
Figure 4: Operational amplifier circuit 1.
Table 1: Design matrix for deciding optimum op amp for amplification circuit.
Op amp slew rate (2) package size (1) cost (0.5) total
TL082CN 3 3 3 10.5
LM741CN 2 1 2 6
LM301 3 1 2 8
test the single-beam beamformer (discussed in the next section). Figure 5 shows the circuit hooked up
to the ADC and the microphones.
When the 16 microphones arrived the plan was to replicate this circuit 8 more times. However, a few
issues occurred. The first issue arose due to the audio jack breakouts not staying in the breadboard
very well. It was decided to replace these jacks with the back-end of another audio device, which
happened to have exactly 16 ports (Figure 7). This back end connected to the circuit through a
ribbon cable (Figure 8).
Another issue appeared when the new microphones were tested with the old circuit. The microphones
would not work. Initially the microphones were assumed to be faulty. However, the microphones
worked when connected to the computers microphone port. After doing more research into the reason
why they did not work with the previous circuit, the new microphones were discovered to have a
different circuit inside of them than the old microphones.
A new circuit was designed, seen in Figure 6. This circuit differed in how it connected to the audio
jack. Instead of the second ring of the microphone jack needing to be powered, the first ring needed to
be powered instead. This circuit also changed the op amp configuration from non-inverting to
6
Figure 5: Breadboard with 8 amplification circuits.
inverting. Finally many of the values had to be adjusted.
The final issue with this circuit related to the operational amplifiers. The ECE store did not have more
of the TL082CN dual op amps originally bought for the previous circuit, so new op amps had to be
chosen. The LM301 op amp was tested, but it did not work very well with the circuit already
designed. Instead, the 741CN op amp was selected as a replacement for the TL082CN.
Figure 8 shows the finished final version of the circuit. Each path amplifies the microphone signal by
over 17000 V/V. This was a lot more than was required for the other microphones. This increase in
amplification is probably due to the first set of microphones being more suited to a lab environment
while these new microphones were lavalier microphones meant to be used close to the audio source.
However, purchasing more microphones like the first were not an option due to no longer being sold
online.
7
Figure 6: Operational amplifier circuit 2.
Figure 7: Cover for the audio amplifier circuit.
8
Figure 8: Final circuit used for audio amplification.
Single-Beam Beamformer
The single-beam beamformer was simulated and implemented first in MATLAB. This was due to the
ease of prototyping the algorithm in this language. There were two cases to consider when it came to
implementing this algorithm, the narrow-band and the broad-band cases. Using a research paper out
of the IEEE Acoustics, Speech, and Signal Processing Magazine from 1988 as a guide, the following
algorithms were implemented. [2]




w∗i xi(n) = w
Hx(n) (1)
In this equation J is the number of microphones, xi(n) is the data from the i
th microphone, and w∗i is
the conjugate of the weight applied to the the ith microphone. To put simply, at each sample time, n,
this equation multiplies the nth data value at each microphone with a weight specific to the
microphone, adds them all up, and outputs the value.
The other way the equation is written removes the summation by using vectors to represent w and x.
The value wH represents taking the Hermetian (complex conjugate) transpose of the weight vector.
This equation is more concise.
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The weight values w chosen are as follows:
w = [1, ejω0(d/v)sinθ0 , ejω02(d/v)sinθ0 , ... , ejω0(J−1)(d/v)sinθ0 ]
= {ejω0(i−1)(d/v)sinθ0}, i = 1, 2, ... , J
(2)
In this equation ω0 is the radian frequency of interest, d is the spacing in between the microphones, v
is the velocity of the propagating signal (343 m/s for sound), and θ0 is the angle of interest. The role
of the weights is to properly delay the signals at the microphones so that the signals coming from the
angle of interest, θ0, are delayed properly to get the constructive interference mentioned in the
introduction.
Equations 1 and 2 are easily implemented in MATLAB. In order to determine how well the
beamformer algorithm responds to a signal, the beamformer response should be calculated. This is
done by looping through the angles from −90◦ to 90◦ and calculating the signal energy.
The following MATLAB code computes the beamformer response:
1 % Symbol i c e q u a t i o n used to s i m p l i f y code i n th e l o o p
2 syms D( th , w, i )
3 D( th , w, i ) = exp (−1 j ∗w∗( i ∗( d/v ) ∗ s i n ( th ) ) ) ;
4 % Loop to c a l c u l a t e t he beamformer r e s p o n s e
5 f o r k = 1 : l e n g t h ( t h e t a )
6 f o r i = 1 : J
7 W( i ) = D( t h e t a ( k ) , w0 , i − J2 ) ;
8 end
9 y = (1/ J ) .∗X∗W;
10 e n e r g y ( k ) = (1/ s am p l e s ) ∗sum ( abs ( y ) . ˆ 2 ) ;
11 end
This code loops through a list of angles and for each angle computes the weights at each microphone.
Then it computes the response y, using matrix multiplication, and uses the response to compute the
energy. This energy is stored into a vector called energy. After the loop is completed, all of the
energies in the vector energy are plotted with the corresponding angles. This plot is the beamformer
response. Figure 11 in the results section is an example of this plot.
An issue with this algorithm is that it is optimized for complex exponential signals, not sinusoids. The
Hilbert transform, which transforms a real signal into a complex signal, must be used to use the
algorithm with real sinusoidal signals. MATLAB’s hilbert function was used to implement this
transform in the code.
Once the beamformer was confirmed to be working with a simulated signal it was then tested on real
signals obtained by the ADCs. The tests ran were conducted by placing a speaker at different points in
10
the room and playing a single frequency. All of the points were far away from the beamforming array
to ensure the wavefronts hitting the array could be approximated as planer. The results from these
tests are summarized in the results section.
With the narrow-band beamformer working, the next step was to implement the broad-band
beamformer. In order to implement the broad-band beamformer the algorithm must be modified. The
issue with using the same algorithm as before was the reliance on the weights having a fixed radial
frequency term ω0. This term directly corresponds to the time delay needed for the constructive
interference. However, in a broad-band implementation this term is no longer fixed to a single
frequency.







This equation adds to equation 1 a second summation. This summation introduces an FIR filter to
each microphone, which works to resolve the issues of multiple frequencies. This means a lot more
calculations overall, and a lot more memory since past values of x have to be maintained.
However, the fast Fourier transform (FFT) can be employed to reduce the number of computations
and memory locations. This allows all the computations to be computed in the frequency domain,
which changes the convolution of the FIR filter into a simple multiplication problem. Figure 9
illustrates how this system works.
In the figure N data samples from each microphone are sent into a N -point FFT, which converts the
signal into N frequency bins. The kth frequency bin from each microphone is then sent to a vector of
weights, wk, which are defined as follows:
wk = [1, e
jωk(d/v)sinθ0 , ejωk2(d/v)sinθ0 , ... , ejωk(J−1)(d/v)sinθ0 ]
= {ejωk(i−1)(d/v)sinθ0}, i = 1, 2, ... , J
(4)
This is the same vector as in equation 2, except for the specific frequency, ωk, is unique for each
frequency bin. Each frequency bin of the FFT has its own weight vector. These weights are multiplied
and then summed to output the response for that frequency bin, Y (fk). The result is a combined
output of N bins, making up the output Y (f) which can be sent through the inverse-FFT (IFFT) to
produce N output samples of y(n).
This method lends itself to real-time applications as it does the work on N samples at a time. This
method also does not require a Hilbert transform on the signal as the input signal is split into individual
frequencies by the FFT. Therefore, the input signals can be directly inserted into the beamformer.
11
Figure 9: Broad-band beamformer implementation.
A major problem with the broad-band beamformer in general is the number of weights needed. There
needs to be N × J weights for a single angle. In order to get a good output N needs to be on the
order of 1024. This makes it extremely slow to run the beamformer in real-time. Therefore the weights
were pre-calculated using another function weights calc.m, which calculated the weights for a specific
setup and output them to a file.
Implementing this beamformer was done in MATLAB using a similar loop as the narrow-band
implementation (weights were precalculated and stored in W):
1 f o r p i e c e = 1 : s p l i t
2 X = f f t ( x ( ( p i e c e −1)∗ n f f t + 1 : p i e c e ∗ n f f t , : ) , n f f t ) ;
3
4 f o r n = 1 : l e n g t h ( t h e t a )
5
6 Y ( : , n ) = d i a g (W( : , : , n ) ∗X ’ ) ;
7 g = i f f t (Y, n f f t ) ;




This time a second for loop was implemented outside of the angle loop. This broke up the signal into
N sized pieces. This was to feed the FFT N -points at a time. Also MATLAB’s matrix capabilities
were heavily relied on to speed up the calculations, as all the xi(n) values, Xi(k) values, and weight
values were stored in matrices.
Once again the output was evaluated using the beamformer response, which was calculated the same
way as in the narrow-band implementation. New tests were conducted by placing different broad-band
audio sources at different locations in the room, once again as far away from the array as was possible.
These signals included music and human voices. The results are summarized in the results section.
Locational Beamformer
With the successful implementation of the broad-beam beamformer, the next step was to create the
locational beamformer. This step was the new idea this project sought to introduce and explore. The
initial idea was to simply use two beamformers together to get the response. However, Dr. Todd
Moon suggested another method using sinc interpolation.
Dual-Beam Beamformer
The initial idea to use two beamforming arrays in tandem was easy to implement. Rather than use all
16 microphones in one array, instead the microphones were grouped into two arrays. This concept is
illustrated in figure 10. The two beams each had their own weights, which were adjusted towards the
direction of a location of interest. Then the response of these arrays were added together.
Each array would produce the response of a single beamformer in the direction of interest. However,
when these were added together the audio sources in the location the beams met were amplified. This
resulted in a stronger response of signals in this location than anywhere else in the Cartesian grid of
interest.
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Figure 10: Dual-Beam Beamformer Example.
The code used to implement this dual-beam beamformer is as follows:
1 f o r p i e c e = 1 : s p l i t
2 X1 = f f t ( s1 ( ( p i e c e −1)∗ n f f t + 1 : p i e c e ∗ n f f t , : ) , n f f t ) ;
3 X2 = f f t ( s2 ( ( p i e c e −1)∗ n f f t + 1 : p i e c e ∗ n f f t , : ) , n f f t ) ;
4
5 % C y c l e through a l l th e c a r t e s i a n p o i n t s
6 f o r xs = 1 : l e n g t h ( x l i s t )
7 f o r ys = 1 : l e n g t h ( y l i s t )
8 Y ( : , xs , y s ) = d i a g (W1( : , : , xs , y s ) ∗X1 ’ ) + d i a g (W2( : , : , xs
, y s ) ∗X2 ’ ) ;




This code is very close to the code for the broad-beam beamformer, only now there are two signal
matrices and two weight matricies used, and Y is calculated by adding the outputs of each
beamformer.
This beamformer was simulated first and then tested using a similar test procedure as for the
single-beam beamformers. However, one difference in the tests was in the positioning the audio signal.
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This time the audio signals were placed within a Cartesian grid of interest rather than as far back as
possible. This is because to test the locational aspects the wavefronts needed to be closer to the array.
Otherwise the dual-beams would become essentially one beam if the point of interest was far away
from the microphone arrays. The results are summarized in the results section.
Sinc Interpolation Beamformer
This final algorithm was theorized by Dr. Moon, who suggested it might achieve better performance
than the dual-beam implementation. This idea took advantage of the fact that the wavefront of the
audio signal in the nearfield was spherical rather than planar. This spherical wavefront is illustrated
from above in figure 10.
With the single-beam beamformer the planar wavefront was used as it created a constant time delay in
the signal at each microphone. This lead to determining the direction the planar wavefront originated
from. The same idea can be extended to a circular wavefront. The wavefront hits each microphone at
a different time, creating a delay in the signal at each microphone. If the delay is removed then it
would reveal where the signal originated from. In the spherical wave case, this origin is a point.
One issue with this is the delay applied at each microphone is no longer a constant value between the
microphones. This means the microphones need to be delayed by differing amounts. However, this
delay is unique for each point in the grid of interest. This delay can be calculated by simply knowing
the distance to the point from each microphone and the velocity of the signal, which is 343 m/s for
audio.
Taking this distance and velocity, the time it takes for the signal to reach each microphone can be
obtained. These values are then used to determine how much the signal at each microphone needs to
be delayed to constructively add up with the signal at the microphone furthest from the point of
interest.
Sinc interpolation is used to get an accurate delay at each microphone. This interpolation is necessary
since the samples at each microphone are taken at discrete times. If the delay is a non integer amount
of samples then the values in between samples need to be interpolated in order to delay the signals to
the same time frame. Without this interpolation the response would be not as accurate as the signals
would not line up as well since they would need to be delayed to the nearest integer number of samples.
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The simulation for this new algorithm was written by Dr. Moon. Taking his MATLAB code it was
modified to work on real signals. The resulting code is as follows:
1 % C y c l e through a l l th e C a r t e s i a n p o i n t s
2 f o r xs = 1 : l e n g t h ( x l i s t )
3 f o r ys = 1 : l e n g t h ( y l i s t )
4 pxy = [ x l i s t ( xs ) , y l i s t ( ys ) ] ;
5 s i g c o m b i n e = z e r o s ( 1 , s a m p le s + 4∗Lp + 1) ;
6 % C a l c u l a t e t he t ime d e l a y from pxy to each mic
7 f o r mic = 1 : J
8 tau ( mic ) = norm ( p a r r a y ( : , mic ) − pxy ’ ) / v ;
9 end
10 % Determine th e maximum time d e l a y
11 taumax = max ( tau ) ;
12 % Compute th e r e s p o n s e a t each mic
13 f o r i = 1 : J
14 tau1 = taumax − tau ( mic ) ;
15 d e l a y e d s i g n a l = d e l a y s i g ( x ( : , i ) ’ , B , Ts , tau1 , Lp ) ;
16 s i g c o m b i n e = s i g c o m b i n e + d e l a y e d s i g n a l ;
17 end
18 y ( : , xs , y s ) = s i g c o m b i n e ( 1 : s a m pl e s ) ;
19 end
20 end
The code cycles through all the points of the grid of interest to produce the beamformer response for
the area. At each point, the time delay from the point to each microphone is calculated. Then the
maximum delay is determined. Next the signal at each microphone is delayed by the difference between
the maximum delay and the delay for the microphone. This delay is done with a sinc interpolation
filter written by Dr. Moon. Finally all the signals are accumulated and then stored in a matrix, y,
which is a 2D matrix holding the response at each of the Cartesian point in the grid of interest.
The same signals applied to the dual-beam beamformer were applied to this implementation. The
results were obtained and compared with the dual-beam beamformer. This is discussed more in-depth
in the results section.
Real-Time Implementation
The plan for the real-time implementation was to implement the better of the two algorithms, in
regards to spatial separation, and code them in C in order to implement them with the 16AI32SSC
code. This would allow the user of the system to listen to the output signal in real-time. However, due
to time constraints at the end of the semester, this portion of the project was not finished.
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Results
The following sections record the results of the project. The first section records the results acquired
during the development of the system. These are the results referred to in the methods section. The
second section reviews the verification requirements for the project and the results of the tests. The
final section discusses these results and their implications.
Development Tests
This section discusses results from the various tests performed during development of the system. The
focus of these tests were to ensure the beamforming algorithms worked and to better understand the
nature of these algorithms.
Single-Beam Beamformer
The first algorithm programmed was the narrow-band beamformer. The response of the algorithm was
determined using the beamformer response, a plot of the energy over different angles. The calculation
of this response is discussed in the method section. This response reveals the amount of energy hitting
the microphone array from different directions. Figure 11 is the beamformer response for the
implementation of the narrow-band beamformer.
Figure 11: Beamformer response for narrow-band beamformer.
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For the narrow-band test only 7 microphones were used, spaced 0.1715 m apart. Figure 11 shows the
beamformer response for this set up in response to a 1 kHz sinusoid. The red dot in the figure is over
the actual direction of arrival (DOA) of the signal. This signal was created using a frequency generator
on a smart phone.
An important observation about this beamformer response is its similarities to an FIR filter response.
An FIR filter response is often described with terms such as the main lobe width and the side lobes
level, which determine how selective the response is and how well it does at removing undesired
frequencies. Figure 12 shows the magnitude response of an FIR filter, highlighting these similarities.
Figure 12: FIR filter magnitude response.
These similarities mean similar filter design techniques used for FIR filters can be applied to the
beamformer to improve the response. This idea is discussed more in Van Veen and Buckly’s article on
beamforming. [2] These ideas were not implemented in this project, but could be used in the future to
further improve the system. Additional information on FIR filter design techniques can be found in
Oppenheim and Schafer’s textbook Discrete-Time Signal Processing. [3]
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The broad-band beamformer was plotted using the same beamformer response as the narrow-band
beamformer. The FFT size used for this test was 1024. The response was calculated with both 7
microphones and 16 microphones, as the new microphones showed up when the broad-beam
beamformer was being tested. Also the microphone spacing was reduced to 0.08575 m. This was
because spatial aliasing occurred with the original spacing.
Spatial aliasing is a phenomenon where a signal source appears in the wrong place due to the algorithm
being unable to determine the correct position. It is very similar to spectral aliasing. Spectral aliasing
occurs when a signal is sampled at less than half the greatest frequency of the signal. This is because
it takes a minimum of two samples in one period of a single frequency to confirm the existence of the
frequency in the signal (more infomation on this can be found in Oppenheim and Schafer’s book). [3]
Spatial aliasing is analogous to this idea when the microphone array is viewed as spatial samples of the
signal. If the spacing between two microphones is greater than half the largest wavelength, then the
two microphones will take samples from two different periods of the signal.
For periodic signals, such as sinusoids of a single frequency, the signal is the same every period. If two
microphones sample in two different periods errors will occur as the algorithm thinks they sampled the
signal in the same period, as it cannot distinguish one period from another since they are exactly the
same. As long as the distance between two microphones are the half the wavelength or less this will
not occur.
Figure 13 shows the responses for the different numbers of microphones in response to data containing
two audio sources. As observed, the more microphones used the better the response. However, the
drawback of having more microphones is the need for more hardware in the system.
Figure 13: Broad-beam beamformer tests with 7 microphones (left) and 16 microphones (right).
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There were a couple of important observations learned from the tests done on the broad-beam
beamformer. The first was that the further apart the microphones the better the response was at
isolating the signal source. However, if this distance is too far, the spatial aliasing described above
occurs. Also, the FFT size has little effect on the beamformer response, but it does affect the quality
of the output signal when it is listened to. A 1024 point FFT is the smallest FFT without losing any
audio quality of the signal.
Locational Beamformer
The locational beamformers, both the dual-beam beamformer and sinc interpolation beamformer, were
plotted using energy plots over a two dimensional area. Rather than discuss each independently, both
of these beamformers will be discussed and compared together.
For all of the tests 16 microphones were used, with a distance of 0.08575 m apart. The figures plot
the energy on a color scale, blue being less energy than yellow. Each rectangle in the plot represents a
10 cm by 10 cm area.
Figure 14 shows the output of the dual-beam beamformer algorithm to a simulated signal of two
frequencies. These frequencies were 1 kHz and 3 kHz. Figure 15 is the output of the sinc interpolation
beamformer algorithm to the same simulated signal.
Looking at these simulations, particularly at the decibel (dB) energy plots, the sinc interpolation
beamformer appears to do a better job at isolating the signal. The dual-beam beamformer appears to
have a lot of energy in the beams outside of the desired location. This is because the algorithm is
adding the response of two single beams. The response of these beams outside of the intersection of
the beams has a lot of energy, at least half the energy of the point of intersection.
The tests of each of these responses on real signals are discussed in the verification section.
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Figure 14: Simulated dual-beam beamformer energy graph on a linear scale (left) and a dB scale (right).




Tables 2 and 3 summarizes the design requirements and the status of the project in meeting those
requirements. These requirements were outlined in the design specification document. [4]
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The system at the time of writing this project has met some of the requirements but not all. Tables 2
and 3 record the outcome of these tests. This section discusses these outcomes, and why some of
these tests either failed or were unable to be completed.
Almost all of the inspection tests passed. These tests were completed by observing the setup. Figure
16 shows the setup of the microphone array and the amplifier circuit. As seen here, there were 16
microphones used, and the setup was as specified according to the verification guidelines. Not shown
here is the computer the ribbon cable was attached to, with the 16AI32SSC ADC attached.
Figure 16: Microphone array setup in the anechoic chamber.
The only verification by inspection test to not pass was the test to see if the system was accessible
through the command line. This verification test was incomplete, a result of not being able to finish
the real-time portion of the system.
The incomplete real-time portion also affected a few of the other tests, as labeled in the table.
However, the results from testing the data in MATLAB suggests the test for requirement 4.3.2.3 would
have passed. In MATLAB it takes approximately 30 minutes to process one of the energy graphs
plotted below (see Figure 17). This graph computes the response for 651 points in a 2-by-3 meter area
to a 30 second signal. This means it takes less than 3 seconds to process each data point.
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In real-time, the array would only target the point of interest, not all the points in an area. Therefore,
since 3 seconds is much less than the 30 second signal, there is not any concern about this algorithm
running fast enough to operate in real-time. Also, C typically runs faster than MATLAB because it is a
lower level language.
The last four tests (4.3.2.1, 4.3.2.2, 4.3.2.5, and 4.4.2.1) all were able to be ran. These tests all
involved collecting samples from the system and observing the responses using a graph of the energy
over an area of interest. These graphs reveal how much of the signal energy was observed at certain
points away from the audio signal source.
For all of these tests the same setup was used:
• Number of microphones: 16
• Distance between microphones: 0.08575 m
• Area of interest: 2 m in front of the array, 1.5 m to either side of the center of the array.
• Length of steps between points of observation: 0.1 m in x direction, 0.1 m in y direction.
• Number of points of observation: 651
• Sample rate: 8000 Hz
Test 4.3.2.1
This test was performed by plotting the energy plots for both algorithms on a linear scale and a dB
scale. Then a separate plot for each array was made to show all the squares within 3 dB, or half
power, of the signal source. For this test a music source was place at position (0, 1).
Figure 17 shows the response for the dual-beam beamformer, while figure 18 shows the response for
the sinc interpolation beamformer.
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Figure 17: Test 4.3.2.1 dual-beam beamformer energy graphs, both linear (left) and in dB (right).
Figure 18: Test 4.3.2.1 sinc interpolation beamformer energy graphs, both linear (left) and in dB (right).
The sinc interpolation beamformer has the better response between the two, which is clear from how
much more concise the energy appears to be. The sinc interpolation has a nice 10 cm width of higher
energy right around the signal. However, its response appears to extend further back than the
dual-beam response.
The spatial aliasing discussed earlier possibly shows up in the dual-beam beamfomer response. Around
the point (-0.5, 2) is a small bright spot further back. This could be a result of spatial aliasing, as the
highest frequency the microphone spacing of 0.08575 m can handle is 2000 Hz. The microphone
spacing should be half the value it is, but in order to get a better response overall 0.08575 m was used.
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In order to find the points above the 3 dB level, first the maximum value of the matrix energy was
found. Then a MATLAB command was used to find all of the values in the matrix energy over the 3
dB level, or the half power level, of the maximum value. The result was a boolean matrix the same
shape as energy. This boolean matrix was plotted for both algorithms in figure 19.
Figure 19: Test 4.3.2.1 graphs showing the points above the 3 dB level for the dual-beam (left) and
sinc interpolation (right) beamformers.
In these plots yellow means the energy is over the 3 dB level, while blue is below the 3 dB level. In
both cases the test failed, as the test required the yellow to be within 20 cm, or two boxes, of the
original signal, marked by the red dot.
Test 4.3.2.2
For the test on requirement 4.3.2.2 the same test described above was performed on the four corners
of the area of interest. This test failed as expected as it was under the same requirements as the test
on requirement 4.3.2.1 but in the corners, which were expected to have a worse response than the
middle as they are considered the edge cases. Figures 20 - 23 show the 3 dB levels in each corner of
the area of interest.
Figure 20 is for the point (-1.5, 0), figure 21 is for the point (1.5, 0), figure 22 is for the point (-1.5,
2), and figure 23 is for the point (1.5, 2). An important note about this test is originally the area of
interest was going to extend out to 3 m rather than the 2 m tested here. However, due to limited
space in the anechoic chamber, this test needed to be scaled back to 2 m. It is assumed this test
would fail for the 3 m case as well.
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Figure 20: Test 4.3.2.2a graphs showing the points above the 3 dB level for the dual-beam (left) and
sinc interpolation (right) beamformers.
Figure 21: Test 4.3.2.2b graphs showing the points above the 3 dB level, for the dual-beam (left) and
sinc interpolation (right) beamformers.
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Figure 22: Test 4.3.2.2c graphs showing the points above the 3 dB level, for the dual-beam (left) and
sinc interpolation (right) beamformers.
Figure 23: Test 4.3.2.2d graphs showing the points above the 3 dB level, for the dual-beam (left) and
sinc interpolation (right) beamformers.
The last corner of this test, figure 23, has a particularly bad response. It is unclear if this was due to a
bad input signal, issues with the setup on that side of the room, or another effect. However, the
energy graphs for these signals (not shown) do have evidence of some spatial separation.
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Test 4.3.2.5
The test for requirement 4.3.2.5 was done using the same test described above for 4.3.2.1. This test
differed from test on requirement 4.3.2.1 in the type of signals it focused on. This test checked to see
the bounds on the frequency range in which the system can operate. Initally this test was to ensure
the system would work on frequencies from 20 Hz to 8 kHz. To test this, narrow-band signals of 20 Hz
and 8 kHz would be the inputs to the system.
However, the actual test had to be modified to 100 Hz and 4 kHz. This was because the source of the
signal, a smart phone, could not create a loud enough 20 Hz signal, and the sampling rate of the
system was fixed at 8 kHz, which meant spectral aliasing would occur on any signal higher. These
limitations meant the test already failed. However, the test was still conducted.
Figure 24 shows the results of the test for the 100 Hz signal.
Figure 24: Test 4.3.2.5a graphs showing the points above the 3 dB level, for the dual-beam (left) and
sinc interpolation (right) beamformers.
Every point in this test appears to be above the 3 dB level. The main reason for this is most likely due
to the array being optimized to avoid spectral aliasing at higher frequencies. This means lower
frequencies, with longer wavelengths, are harder to distinguish with the microphones so close together.
If the microphones were further apart, then there would be a less spread out response.
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Figure 25 shows the results of the test for the 4 kHz signal.
Figure 25: Test 4.3.2.5b graphs showing the points above the 3 dB level, for the dual-beam (left) and
sinc interpolation (right) beamformers.
This test is more interesting than the first. The dual-beam beamformer response is just as bad, most
likely due to spatial aliasing of the signal. However, the sinc interpolation beamformer had a very
different response. Although this response also failed the test, there is clearly a lot less spread
occurring here. It is not clear as to why this is.
Test 4.4.2.1
The last test, the verification of 4.4.2.1, was meant to determine if the noise of the computer
interfered with the system. However, due to not being able to move the computer within 1 m of the
array and the ambiguous term ”50 dB of sound” described in the specifications document, this test
was labeled incomplete.
Testing the system without any sound, the maximum dB level is -11 dB. This is considered to be the
noise floor, and it completely masks the signal of the computer noise into the system. Another
instrument would need to be used to determine how much noise the computer was generating.
Discussion
Although the algorithms did not spatially differentiate as well as hoped, there were a lot of positive
outcomes from these tests. For one, the algorithms do spatially differentiate signals, and sound sources
can be picked out looking at the graphs. This has promising potential, especially when the audio
signals are listened to.
The tests above all focused on the response of the beamformers over an area. However, in a practical
sense, what is important is how the output of the beamformer sounds to the human ear. The graphs
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above give an inclination of how well the output will sound, but the outputs must be listened to
confirm the response.
To understand how well the outputs sound, a test was done using three audio sources. These sources
were two people standing 2 m apart with a music source in between them. The signal going into the
system was a mess of sound and it was hard to focus on the conversation the two people were having.
When the algorithms were applied to the locations of each person, and to the music, each individual
signal could be separated somewhat from the other two so the signal could be better heard.
This separation helped to focus the listener on the individual signal, as the interfering signals were less
distracting. This outcome was very promising as this system could be of use to help people hear each
other in noisy situations.
Although ideally it would be better to completely isolate each signal, all the tests suggest more needs
to be done to the system before this can be achieved, if it is even possible. However, what is more
likely to happen is with further optimizations the differentiation between signals will become better,
helping people to focus on the signal of interest rather than the interfering signals.
This system will shine the most in situations where the signal of interest is the loudest signal. This
was observed in a test with two signals, one loud and one soft. In this test the soft signal could be
audibly removed from the loud signal because it was already a low energy signal. This means the
classroom lecture recording idea discussed in the introduction could work very well with this system.
To improve the results seen here the next steps would be either to increase the number of
microphones, decrease the spacing between the microphones to remove the spatial aliasing, or apply
the FIR filter design techniques to improve the response. These all could help decrease the 3 dB level
of the nearby competing point sources.
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Conclusion
Although not all the specifications for this project were met, I was able to make a lot of progress
towards creating a locational beamforming system. The steps made laid a good foundation for future
work. The result was a system capable of taking an array of audio samples and then using the data to
observe the spatial properties of the signal.
The system still needs some work to be completely operational. The design was to put the
amplification circuit into an easy to use box. However, in order to use the box with the circuit a piece
of sheet metal needs to be cut out to place the circuit on, which could be slide into the grooves of the
box. In addition, I need to 3D print a backend to the system, as currently the back of the system is
wide open. I also need to design this backend to allow the power wires to be plugged in to the box
rather than loosely wired to the circuit. With these additions, the microphone array system could be
easily used for future projects beyond this one.
As for the project, a lot more could be done to understand the nature of these algorithms. The sinc
interpolation algorithm has a lot of potential for study. This algorithm has shown potential over the
dual-beam beamformer and I think it is worth trying to understand what allows it to differentiate
signals better, and how this could be improved.
A whole second capstone project could be focused around optimizing this system and implementing it
in real-time. I was only able to scratch the surface of the locational beamforming idea, and a lot could
be done to make this more feasible in marketable systems. If I had more time I would have not only
implemented this system in real-time, but I would have worked on integrating it into a room other
than the anechoic chamber.
I have gained a lot of important experience from this project in understanding how signals work in the
real world. When I began thinking about this project at the end of my junior year, I only had a basic
understanding of the principles of digital signal processing. However, this project gave me the
experience in applying digital signal processing principles, such as using the DFT or understanding
aliasing and how to avoid it.
In addition, I was able to learn the principles of beamforming, which are not taught in any
undergraduate class here at USU. Learning this on my own will be a benefit to me as I move forward
in my schooling and career as engineering is about learning and applying new ideas to the world
around us in order to make it a better place. These skills this project taught me are going to help me
as I approach new projects in the future.
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Reflection
Over the past year I have been able to come up with a project, learn a lot about the field of signal
processing through my project, and create a working system. This has been one of the greatest
achievements of my life, and a huge learning experience for me. I am proud of the project I have been
able to complete, and I am excited to see how I can apply what I have learned to my future schooling
and career.
When I started this project, I stepped into a whole new world of electrical engineering, one more
daunting than what I was used to. Digital signal processing is an important foundation to the
electrical engineering curriculum, but one that I feel takes experience to feel comfortable in. When I
began this project, I only had just begun to learn the principles of digital signal processing. Luckily, I
found a great mentor to guide me along my journey. Dr. Todd Moon was an outstanding mentor.
Dr. Moon does not teach any classes under the 5000 level, so I had not taken a class from him when
he became my mentor. I had asked him to be my mentor after a happenstance meeting while I was
explaining my original capstone project idea to a friend of mine who worked for Dr. Moon. My friend
recommended I reach out to Dr. Moon, so I approached him with my initial idea of trying to create
directionally focused headphones. Dr. Moon agreed to help me with this project, and immediately
began helping to steer me in the right direction.
Dr. Moon helped me to expand my idea to not just creating a system capable of focusing on audio
signals coming from a specific direction, but he was the one to suggest trying to focus on audio signals
in specific locations. This was the birth of my project, and over the course of the last year I have made
this idea a reality with the help of Dr. Moon.
The hardest part of the whole project was understanding how the basic idea behind my project, the
beamforming algorithm, worked. This took a lot of time to understand. Luckily, Dr. Moon helped me
to understand this concept by giving me a research paper I have read over several times. In addition,
he met with me weekly to answer my questions and guide me on what I could do to advance the
project. Once I gained a better understanding of the algorithm, a lot of the other pieces of the project
came together.
A lot of this project was me taking the time to understand the details behind each portion of the
project. I had to take the time to understand how the analog to digital converter device Dr. Moon let
me use for this project worked and how I could best use it. I spent days designing and redesigning the
amplifier circuit I used to amplify the signals. This whole project forced me to use almost everything I
have learned in my undergraduate career. It helped me to feel like an electrical engineer.
There was a lot more I wanted to do with this project. I wished I had found a teammate to help me
34
with more of the computer engineering portion of the project. I think this would have helped me finish
the real-time portion of this project, which I was unable to get to. Working with the ADC took a lot
of time as I did not have as much programming experience, which a lot of the computer engineering
students have. I do think there is a lot of value in working with a team of students as well, which I
missed with working with only my honors committee on this project. However, I do believe working on
my own helped me learn a lot more about myself as an individual.
I have learned that I love to dive into the meat of a problem. In this project there were a few points
where I could have easily taken the algorithms for granted and trusted they worked without really
understanding them. However, I pushed myself to not only understand as much as I could about the
beamforming algorithm, but also as much as I could about Dr. Moon’s sinc interpolation algorithm.
Dr. Moon programmed the simulation for the algorithm, but when I implemented it, I did not simply
copy his code. I reverse engineered it to understand how it worked, and then I integrated it with my
own code. When I got this algorithm working it was during a time when COVID-19 had limited the
communication I had with my mentor. I worked hard to figure out Dr. Moon’s ideas and make them
work in the system.
Now, I should remark on how fortunate I was with the COVID-19 pandemic. This pandemic did not
have too much impact on my project as a whole. This was largely in part to the work I had done
before the outbreak occurred. When COVID-19 hit I already had built my system and I was simply
testing the algorithms in MATLAB, which I could do at home. This allowed me to finish coding the
different algorithms and apply them to already recorded data. I only had to go into the anechoic
chamber twice to collect more data.
I also was still able to present my data through the SRS online format, which was great as I was able
to share what I had learned with my family and friends. During the SRS, I had the USU director of
technology reach out to me because he was curious how my project could help with a microphone
array he was using to improve the recording of live lectures for distance education. This is an
opportunity I hope to follow up with as I think my system could improve the recording of live lectures
with its ability to target the lecturer.
This project has been an outstanding learning experience for me. I am glad that the honors program
exists to encourage me to experience opportunities likes this. I have grown a lot through this
experience, and it has helped me in deciding to spend another year here at USU working on a Master’s
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Appendix B: C code
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 ∗ Re a d d a t a i n b u f f e r
3 ∗ Wri t t en by Thomas Bradshaw
4 ∗ Using code from the AI32SSC Board Example code
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
6
7 #i n c l u d e ”main . h”
8
9 // The f o l l o w i n g a r e v a l u e s I c o n t r o l to ge t the board to do what I want i t to do
10 // F i r s t s e l e c t the channe l s
11 #d e f i n e CHANNEL ACTIVE AI32SSC CHAN ACTIVE 0 15
12 #d e f i n e CHANNEL FIRST −1
13 #d e f i n e CHANNEL LAST −1
14 #d e f i n e CHANNEL SINGLE −1
15
16 // De f i n e Thre sho ld l e v e l and t o t a l data amount
17 #d e f i n e THRESHOLD 20000L
18 #d e f i n e ITERATIONS 200
19 #d e f i n e NUM SAMPLES THRESHOLD∗ITERATIONS
20
21 // Board c l o c k s e t t i n g s
22 #d e f i n e Fs 8000
23 #d e f i n e Mclk 50000000
24 #d e f i n e NRATE Mclk/Fs
25
26 // Output f i l e
27 #d e f i n e OUT0 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 0 . b i n ”
28 #d e f i n e OUT1 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 1 . b i n ”
29 #d e f i n e OUT2 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 2 . b i n ”
30 #d e f i n e OUT3 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 3 . b i n ”
31 #d e f i n e OUT4 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 4 . b i n ”
32 #d e f i n e OUT5 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 5 . b i n ”
33 #d e f i n e OUT6 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 6 . b i n ”
34 #d e f i n e OUT7 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 7 . b i n ”
35 #d e f i n e OUT8 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 8 . b i n ”
36 #d e f i n e OUT9 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 9 . b i n ”
37 #d e f i n e OUT10 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 10 . b i n ”
38 #d e f i n e OUT11 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 11 . b i n ”
39 #d e f i n e OUT12 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 12 . b i n ”
40 #d e f i n e OUT13 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 13 . b i n ”
41 #d e f i n e OUT14 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 14 . b i n ”
42 #d e f i n e OUT15 ” data /3 30 20 aud i o chambe r 16m i c s / b r o ad band 16 m i c s t km t e s t 4 15 . b i n ”
43
44 // v a r i a b l e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
45
46 s t a t i c u32 b u f f e r [THRESHOLD ] ;
47
48 // f u n c t i o n p r o t o t y p e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
49 s t a t i c i n t w a i t f o r i n p u t ( i n t fd ) ;
50 s t a t i c i n t r e a d d a t a ( i n t fd ) ;
51 i n t s e t t h r e s h o l d ( i n t fd ) ;
52 i n t s e t c h a n n e l s ( i n t fd , s32∗ chans ) ;
53 s t a t i c i n t w r i t e d a t a ( i n t fd , s32∗ chans ) ;
54
55 // ///////////////////////////////////////////////////////////////////////////////
56 // Main f u n c t i o n s //
57 // ///////////////////////////////////////////////////////////////////////////////
58
59 i n t r e a d d a t a i n b u f f e r ( i n t fd , s32 io mode )
60 {
61 i n t e r r s = 0 ;
62 s32 chans = 0 ;
63
64 e r r s += a i 3 2 s s c c o n f i g a i ( fd , −1, 1 , NRATE) ; // Looks l i k e i t c o n f i g u r e s the
board . I t i s p r o t o t yped as : a i 3 2 s s c c o n f i g a i ( i n t fd , i n t index , i n t ve rbose , s32 n r a t e ) ;
65 // Verbose j u s t i s a boo l to say
” I want command l i n e output
” .
66 e r r s += a i 3 2 s s c r x i o mod e ( fd , −1, 1 , io mode , NULL) ; // Set the mode to mode s p e c i f i e d
i n the main f i l e
67 e r r s += s e t c h a n n e l s ( fd , &chans ) ; // Set channe l s to use
68 e r r s += s e t t h r e s h o l d ( fd ) ; // Set t h r e s h o l d l e v e l
69 e r r s += a i 3 2 s s c a i n b u f c l e a r ( fd , −1, 1 , 1) ; // C l e a r the b u f f e r
70 e r r s += w r i t e d a t a ( fd , &chans ) ; // Read and w r i t e data
37
71
72 r e t u r n ( e r r s ) ;
73 }
74
75 s t a t i c i n t w r i t e d a t a ( i n t fd , s32∗ chans )
76 {
77 // I n i t a l i z e w a r i a b l e s
78 // e r r o r v a r i a b l e s
79 i n t e r r s = 0 ;
80 i n t r e t = 0 ;
81 // s e t t i n g v a r i a b l e s
82 s32 range = −1;
83 // output v a r i a b l e s
84 u16 out ;
85 u16 v o l t a g e = 0 ;
86 u32 num samples = NUM SAMPLES/ chans [ 0 ] ;
87 FILE∗ f i l e 0 ;
88 FILE∗ f i l e 1 ;
89 FILE∗ f i l e 2 ;
90 FILE∗ f i l e 3 ;
91 FILE∗ f i l e 4 ;
92 FILE∗ f i l e 5 ;
93 FILE∗ f i l e 6 ;
94 FILE∗ f i l e 7 ;
95 FILE∗ f i l e 8 ;
96 FILE∗ f i l e 9 ;
97 FILE∗ f i l e 1 0 ;
98 FILE∗ f i l e 1 1 ;
99 FILE∗ f i l e 1 2 ;
100 FILE∗ f i l e 1 3 ;
101 FILE∗ f i l e 1 4 ;
102 FILE∗ f i l e 1 5 ;
103
104 // Open f i l e s
105 f i l e 0 = fopen (OUT0, ”w+b” ) ;
106 f i l e 1 = fopen (OUT1, ”w+b” ) ;
107 f i l e 2 = fopen (OUT2, ”w+b” ) ;
108 f i l e 3 = fopen (OUT3, ”w+b” ) ;
109 f i l e 4 = fopen (OUT4, ”w+b” ) ;
110 f i l e 5 = fopen (OUT5, ”w+b” ) ;
111 f i l e 6 = fopen (OUT6, ”w+b” ) ;
112 f i l e 7 = fopen (OUT7, ”w+b” ) ;
113 f i l e 8 = fopen (OUT8, ”w+b” ) ;
114 f i l e 9 = fopen (OUT9, ”w+b” ) ;
115 f i l e 1 0 = fopen (OUT10 , ”w+b” ) ;
116 f i l e 1 1 = fopen (OUT11 , ”w+b” ) ;
117 f i l e 1 2 = fopen (OUT12 , ”w+b” ) ;
118 f i l e 1 3 = fopen (OUT13 , ”w+b” ) ;
119 f i l e 1 4 = fopen (OUT14 , ”w+b” ) ;
120 f i l e 1 5 = fopen (OUT15 , ”w+b” ) ;
121 // Sto r e f i l e i n a r r a y
122 FILE∗ f i l e s [ 1 6 ] = { f i l e 0 , f i l e 1 , f i l e 2 , f i l e 3 , f i l e 4 , f i l e 5 , f i l e 6 , f i l e 7 ,
123 f i l e 8 , f i l e 9 , f i l e 1 0 , f i l e 1 1 , f i l e 1 2 , f i l e 1 3 , f i l e 1 4 , f i l e 1 5 } ;
124
125
126 // Determine d i f f e r e n t s e t t i n g s
127 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL AIN RANGE , &range ) ; // Dete rmines what the v o l t a g e range i s
128 e r r s += r e t ? 1 : 0 ;
129
130
131 // Write out heade r i n f o
132 sw i t ch ( range )
133 {
134 ca se 0 :
135 v o l t a g e = 2 . 5 ;
136 break ;
137 ca se 1 :
138 v o l t a g e = 5 ;
139 break ;
140 ca se 2 :
141 v o l t a g e = 10 ;
142 break ;
143 ca se 3 :
144 v o l t a g e = 10 ;
145 break ;
146 d e f a u l t :
147 e r r s += 1 ;
38
148 }
149 f o r ( i n t i = 0 ; i < s i z e o f ( f i l e s ) / s i z e o f ( FILE∗) ; i++)
150 {
151 f w r i t e (&vo l t age , s i z e o f ( v o l t a g e ) , 1 , f i l e s [ i ] ) ;
152 }
153 f o r ( i n t i = 0 ; i < s i z e o f ( f i l e s ) / s i z e o f ( FILE∗) ; i++)
154 {
155 f w r i t e (&num samples , s i z e o f ( num samples ) , 1 , f i l e s [ i ] ) ;
156 }
157
158 f o r ( i n t i = 0 ; i < ITERATIONS ; i++)
159 {
160 // C o l l e c t data upon i n t e r r u p t
161 e r r s += w a i t f o r i n p u t ( fd ) ;
162 e r r s += r e a d d a t a ( fd ) ;
163 e r r s += a i 3 2 s s c a i n b u f o v e r f l o w ( fd , −1, 0 , −1, NULL) ; // Check f o r o v e r f l ow
164 e r r s += a i 3 2 s s c a i n b u f u n d e r f l o w ( fd , −1, 0 , −1, NULL) ; // Check f o r unde r f l ow
165
166 // Write data out
167 f o r ( i n t i = 0 ; i < THRESHOLD; i++)
168 {
169 out = ( s h o r t ) ( b u f f e r [ i ] & 0x0000FFFF ) ;
170 f o r ( i n t j = 0 ; j < s i z e o f ( f i l e s ) / s i z e o f ( FILE∗) ; j++)
171 {
172 i f ( ( i−j ) % ∗chans == 0)
173 {






180 f o r ( i n t i = 0 ; i < s i z e o f ( f i l e s ) / s i z e o f ( FILE∗) ; i++)
181 {








190 s t a t i c i n t w a i t f o r i n p u t ( i n t fd )
191 {
192 i n t r e t ; // Return v a r i a b l e to r e t u r n e r r o r code
193 s32 s e t ; // Va r i a b l e f o r s e t t i n g the IRQ r e g i s t e r
194 g s c w a i t t wa i t ; // Va r i a b l e to use w i the the IOCTL wa i t f o r even t command .
195
196 s e t = AI32SSC IRQ1 IN BUF THR L2H ; // Wait f o r the i n pu t b u f f e r to r each a s p e c i f i e d
t h r e s h o l d
197 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL IRQ1 SEL , &s e t ) ; // Apply the ” s e t ” s e t t i n g i n the IRQ1 r e g i s t e r
198
199 i f ( r e t == 0)
200 {
201 // Set up the wa i t s t r u c t to l ook f o r the i n t e r r u p t s e t above and have a t ime out p e r i o d o f 10 s
202 wa i t . f l a g s = 0 ; // Must be 0 . Th i s w i l l be the output l a t e r on to s p e c i f y why i t s topped
wa i t i n g
203 wa i t . main = 0 ;
204 wa i t . gsc = AI32SSC WAIT GSC IN BUF THR L2H ;
205 wa i t . a l t = 0 ; // must be 0
206 wa i t . i o = 0 ;
207 wa i t . t imeout ms = 10000 ; // Se t s t imeout p e r i o d
208 wa i t . count = 0 ; // must be 0
209
210 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL WAIT EVENT , &wa i t ) ; // This command wa i t s f o r an even t d e s c r i b e d
i n the wa i t s t r u c t ( s e t by . main , . gsc , o r . i o ) o r a t imeout
211
212 // Check to s e e i f t ime out o c cu r r e d
213 i f ( ( r e t == 0) && ( wa i t . f l a g s & GSC WAIT FLAG TIMEOUT) )
214 {









223 s t a t i c i n t r e a d d a t a ( i n t fd )
224 {
225 i n t e r r s = 0 ;
226 long get = s i z e o f ( b u f f e r ) ;
227 i n t got ;
228
229 // g s c l a b e l (” Reading ”) ;
230 got = a i 3 2 s s c r e a d ( fd , b u f f e r , ge t ) ;
231
232 i f ( got < 0)
233 {
234 e r r s = 1 ;
235 }
236 e l s e i f ( got != get )
237 {
238 e r r s = 1 ;
239 p r i n t f ( ”FAIL <−−− ( got %l d samples , r e qu e s t e d %l d )\n” ,
240 ( l ong ) got ,
241 ( l ong ) ge t ) ;
242 }
243 e l s e
244 {
245 e r r s = 0 ;
246 // p r i n t f ( ”PASS (% l d samples )\n” , ( l ong ) ge t /4) ;
247 }
248





254 // S e t t i n g f u n c t i o n s //
255 // ///////////////////////////////////////////////////////////////////////////////
256
257 i n t s e t t h r e s h o l d ( i n t fd )
258 {
259 i n t e r r s = 0 ;
260 i n t r e t = 0 ;
261 s32 t h r e s h = THRESHOLD;
262
263 // Set t h r e s h o l d l e v e l f o r i n t e r r u p t t r i g g e r
264 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL AIN BUF THR LVL , &th r e s h ) ;
265 e r r s += r e t ? 1 : 0 ;
266




271 i n t s e t c h a n n e l s ( i n t fd , s32∗ chans )
272 {
273 // For now j u s t manua l l y s e t what you want i n he r e . E v e n t u a l l y I w i l l want a top l e v e l t ha t a l l ow s me to
c o n t r o l
274 // the whole program e a s i l y , o r a u s e r i n t e r f a c e f o r my s e l f .
275 cha r buf [ 6 4 ] ;
276 i n t e r r s = 0 ;
277 i n t r e t = 0 ;
278 s32 a c t i v e = CHANNEL ACTIVE ;
279 s32 f i r s t = CHANNEL FIRST ;
280 s32 l a s t = CHANNEL LAST ;
281 s32 s i n g l e = CHANNEL SINGLE ;
282
283 g s c l a b e l ( ” I npu t Channe l s ” ) ;
284
285 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL CHAN ACTIVE , &a c t i v e ) ; // Dete rmines which channe l i s a c t i v e
286 e r r s += r e t ? 1 : 0 ;
287 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL CHAN FIRST , & f i r s t ) ;
288 e r r s += r e t ? 1 : 0 ;
289 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL CHAN LAST , &l a s t ) ;
290 e r r s += r e t ? 1 : 0 ;
291 r e t = a i 3 2 s s c i o c t l ( fd , AI32SSC IOCTL CHAN SINGLE , &s i n g l e ) ;
292 e r r s += r e t ? 1 : 0 ;
293
294 i f ( e r r s == 0)
295 {
296 sw i t ch ( a c t i v e )
297 {
40
298 d e f a u l t :
299
300 e r r s++;
301 p r i n t f ( ”FAIL <−−− ( i n v a l i d ACTIVE s e l e c t i o n : %l d )\n” , ( l ong ) a c t i v e ) ;
302 break ;
303
304 ca se AI32SSC CHAN ACTIVE SINGLE :
305
306 chans [ 0 ] = 1 ;
307 s p r i n t f ( buf , ”# %ld ” , ( l ong ) s i n g l e ) ;
308 break ;
309
310 ca se AI32SSC CHAN ACTIVE 0 1 :
311
312 chans [ 0 ] = 2 ;
313 s t r c p y ( buf , ”#s 0−1” ) ;
314 break ;
315
316 ca se AI32SSC CHAN ACTIVE 0 3 :
317
318 chans [ 0 ] = 4 ;
319 s t r c p y ( buf , ”#s 0−3” ) ;
320 break ;
321
322 ca se AI32SSC CHAN ACTIVE 0 7 :
323
324 chans [ 0 ] = 8 ;
325 s t r c p y ( buf , ”#s 0−7” ) ;
326 break ;
327
328 ca se AI32SSC CHAN ACTIVE 0 15 :
329
330 chans [ 0 ] = 16 ;
331 s t r c p y ( buf , ”#s 0−15” ) ;
332 break ;
333
334 ca se AI32SSC CHAN ACTIVE 0 31 :
335
336 chans [ 0 ] = 32 ;
337 s t r c p y ( buf , ”#s 0−31” ) ;
338 break ;
339
340 ca se AI32SSC CHAN ACTIVE RANGE :
341
342 chans [ 0 ] = l a s t − f i r s t + 1 ;
343
344 i f ( f i r s t == l a s t )
345 s p r i n t f ( buf , ”# %ld ” , ( l ong ) f i r s t ) ;
346 e l s e




351 i f ( e r r s == 0)
352 {
353 p r i n t f ( ”%l d Channel%s (%s )\n” ,
354 ( l ong ) chans [ 0 ] ,
355 ( chans [ 0 ] == 1) ? ”” : ” s ” ,










2 ∗ Main . h
3 ∗ Ed i t ed by Thomas Bradshaw
4 ∗ Code taken from 16AI32SSC sample a p p l i c a t i o n sou r c e f i l e
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
6 // $Date : F r i , 04 Oct 2019$
7
8 #i f n d e f MAIN H
9 #d e f i n e MAIN H
10
11 #i n c l u d e <c type . h>
12 #i n c l u d e <s t d i o . h>
13 #i n c l u d e <s t d l i b . h>
14 #i n c l u d e <s t r i n g . h>
15 #i n c l u d e <t ime . h>
16




21 // #d e f i n e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
22




27 // p r o t o t y p e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
28
29 i n t r e a d d a t a i n b u f f e r ( i n t fd , s32 io mode ) ;
30
31
32 #e n d i f
42
1 /∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 ∗ Main . c
3 ∗ Ed i t ed by Thomas Bradshaw
4 ∗ Code taken from 16AI32SSC sample a p p l i c a t i o n sou r c e f i l e
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
6 // $Date : F r i , 04 Oct 2019$
7




12 // v a r i a b l e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
13
14 s t a t i c s32 c on t i n u ou s = 0 ;
15 s t a t i c s32 d e f i n d e x = 0 ;
16 s t a t i c s32 io mode = GSC IO MODE PIO ;
17 s t a t i c s32 m i n u t e l i m i t = 0 ;





23 s t a t i c i n t p a r s e a r g s ( i n t argc , cha r∗∗ argv )
24 {
25 s t a t i c con s t g s c a r g i t em t l i s t [ ] =
26 {
27 // type va r a rg
v a l u e s desc




31 s t a t i c con s t g s c a r g s e t t s e t =
32 {
33 /∗TODO∗/
34 /∗ name ∗/ ”” ,
35 /∗ desc ∗/ ”” ,
36 /∗ qty ∗/ SIZEOF ARRAY( l i s t ) ,
37 /∗ l i s t ∗/ l i s t
38 } ;
39
40 i n t e r r s ;
41
42 e r r s = g s c a r g s p a r s e ( argc , argv , &s e t ) ;
43






50 s t a t i c i n t p e r f o rm t e s t s ( i n t fd )
51 {
52 i n t e r r s = 0 ;
53
54 // e r r s += /∗TODO: t e s t f u n c t i o n to per fo rm ∗/;
55 e r r s += r e a d d a t a i n b u f f e r ( fd , i o mode ) ;
56






63 s t a t i c vo i d s h ow a c c e s s i n d e x ( i n t i nde x )
64 {
65 g s c l a b e l ( ” Acc e s s i n g Dev ice ” ) ;






72 s t a t i c vo i d show t ime s tamp ( vo i d )
73 {
74 con s t cha r∗ psz ;
43
75 s t r u c t tm∗ stm ;
76 t ime t t t ;
77
78 t ime(& t t ) ;
79 stm = l o c a l t i m e (& t t ) ;
80 psz = ( char ∗) a s c t ime ( stm ) ;
81 g s c l a b e l ( ”Time Stamp” ) ;







89 ∗ Funct i on : main
90 ∗
91 ∗ Purpose :
92 ∗
93 ∗ Con t r o l the o v e r a l l f l ow o f the a p p l i c a t i o n .
94 ∗
95 ∗ Arguments :
96 ∗
97 ∗ a rgc The number o f command l i n e arguments .
98 ∗
99 ∗ a rgv The l i s t o f command l i n e arguments .
100 ∗
101 ∗ Returned :
102 ∗
103 ∗ EXIT SUCCESS No e r r o r s were en coun t e r r e d .




108 i n t main ( i n t argc , cha r∗∗ a rgv )
109 {
110 i n t e r r s = 0 ;
111 t ime t exec = t ime (NULL) ;
112 long f a i l u r e s = 0 ;
113 i n t fd = 0 ;
114 long hour s ;
115 l ong mins ;
116 t ime t now ;
117 long pa s s e s = 0 ;
118 i n t qty = 0 ;
119 i n t r e t ;
120 l ong s e c s ;
121 t ime t t l i m i t ;
122 t ime t t e s t ;
123 l ong t e s t s = 0 ;
124
125 f o r ( ; ; )
126 {
127 g s c l a b e l i n i t (28) ; // I don ’ t know what t h i s f u n c t i o n does or the purpose o f the number
i n s i d e o f i t
128 t e s t = t ime (NULL) ;
129 e r r s = p a r s e a r g s ( argc , a rgv ) ;
130
131 i f ( e r r s )
132 break ;
133
134 // I n t r o d u c t i o n
135
136 t l i m i t = exec + ( m i n u t e l i m i t ∗ 60) ;
137 o s i d h o s t ( ) ;
138 show t ime s tamp ( ) ;
139 s h ow a c c e s s i n d e x ( d e f i n d e x ) ;
140 e r r s += a i 3 2 s s c i n i t u t i l ( 1 ) ;
141 e r r s += o s i d d r i v e r ( a i 32 s s c open , a i 3 2 s s c r e a d , a i 3 2 s s c c l o s e ) ;
142 e r r s += a i 3 2 s s c c o u n t b o a r d s (1 , &qty ) ;
143
144 i f ( ( e r r s ) | | ( qty <= 0) )
145 break ;
146
147 // Open a c c e s s to d e v i c e
148
149 e r r s = a i 3 2 s s c o p e n u t i l ( d e f i n d e x , 0 , −1, 1 , &fd ) ;
150
44
151 i f ( e r r s == 0)
152 {
153 // Dev ice i d e n t i f i c a t i o n
154
155 e r r s = a i 3 2 s s c i d d e v i c e ( fd , −1, 1) ;
156
157 // Perform t e s t i n g
158
159 e r r s += p e r f o rm t e s t s ( fd ) ;
160
161 // C lo s e d e v i c e a c c e s s
162
163 e r r s += a i 3 2 s s c c l o s e u t i l ( fd , −1, 1) ;
164 }
165
166 // End o f p r o c e s s i n g .
167
168 now = time (NULL) ;
169 t e s t s++;
170
171 i f ( e r r s )
172 {
173 f a i l u r e s ++;
174 p r i n t f ( ”\nRESULTS : FAIL <−−− (%d e r r o r%s ) ” ,
175 e r r s ,
176 ( e r r s == 1) ? ”” : ” s ” ) ;
177 }
178 e l s e
179 {
180 pa s s e s++;
181 p r i n t f ( ”\nRESULTS : PASS” ) ;
182 }
183
184 s e c s = ( long ) now − t e s t ;
185 hour s = s e c s / 3600 ;
186 s e c s = s e c s % 3600 ;
187 mins = s e c s / 60 ;
188 s e c s = s e c s % 60 ;
189 p r i n t f ( ” ( d u r a t i o n %l d :% l d :%02 l d )\n” , hours , mins , s e c s ) ;
190
191 s e c s = now − exec ;
192 hour s = s e c s / 3600 ;
193 s e c s = s e c s % 3600 ;
194 mins = s e c s / 60 ;
195 s e c s = s e c s % 60 ;
196 p r i n t f ( ”SUMMARY: t e s t s %ld , pa s s %ld , f a i l %l d ”
197 ” ( du r a t i o n %l d :% l d :%02 l d )\n\n” ,
198 t e s t s ,
199 pas se s ,
200 f a i l u r e s ,
201 hours ,
202 mins ,
203 s e c s ) ;
204
205 i f ( c on t i n u ou s == 0)
206 break ;
207
208 i f ( ( c on t i n u ou s < 0) && ( e r r s ) )
209 break ;
210
211 i f ( ( m i n u t e l i m i t > 0) && (now >= t l i m i t ) )
212 break ;
213




218 r e t = ( ( qty <= 0) | | ( e r r s ) | | ( f a i l u r e s ) ) ? EXIT FAILURE : EXIT SUCCESS ;
219 r e t u r n ( r e t ) ;
220 }
45
Appendix C: MATLAB code
1 %######################################################################
2 % Broadband Beamforming
3 % Thomas Bradshaw , Sen io r , Utah S ta t e U n i v e r i t y ECE department
4 % 1−30−20
5 % This f i l e pe r f o rms broadband beamforming on d i f f e r e n t s i g n a l s
6 %######################################################################
7
8 addpath ( ’ /home/ t l b r ad shaw /Documents/ s e n i o r d e s i g n / code / u t i l i t y f u n c s ’ ) ;
9
10 %########## Va r i a b l e s to change ###############
11 d a t a s e t = 1 ; % Data s e t to f o cu s on , used when a t t empt ing to l ook at more than one data s e t
12 J = 16 ; % # of mics
13 J2 = 8 ; % Cente r mic
14 d = 0 .08575 ; % d i s t . between mics
15 n f f t = 1024 ; % f f t l e n g t h
16 Fs = 8000 ; % Sampl ing f r e qu en c y
17 T = 1/Fs ; % Sampl ing p e r i o d
18 v = 343 ; % Ve l o c i t y i n m/ s
19 s t ep = 50 ; % How many ang l e s t e p s to c y c l e th rough
20
21 %########### FOR ACTUAL DATA ONLY: #############
22 % Data to ob s e r v e
23 c o l l e c t a l l s a m p l e s ; % This f u n c t i o n c o l l e c t s a l l the data f o r the d e s i r e d po i n t
24 samples = l e ng t h (m0) ; % Gets the number o f samples
25 x = [m0, m1, m2, m3, m4, m5, m6, m7, m8, m9, m10 , m11 , m12 , m13 , m14 , m15 ] ;
26 %x = [m5, m6, m7, m8, m9, m10 , m11 ] ;
27 % D i r e c t i o n o f sounds to l ook at
28 s i g y = 192 ; % Di s t ance i n y d i r e c t i o n from s i g n a l s
29 s i g x = 24 ; % d i s t a n c e s i n x d i r e c t i o n from s i g n a l s
30 s i g t h e t a = atan ( s i g x / s i g y ) ; % DOA, d i r e c t i o n o f a r r i v a l ( atan = a r c t an )
31 s i g t h e t a d = s i g t h e t a .∗180 ./ p i ; % DOA i n deg r e e s f o r p l o t t i n g
32
33
34 % %########## FOR TESTING ONLY: ################
35 % % Crea te w1 = 800 ; J s i g n a l s , each de l a y ed a d i f f e r e n t amount a c co r d i n g to the
36 % % d e s i r e d d i r e c t i o n
37 % f0 = Fs/ n f f t ;
38 % f1 = 1000 ;
39 % f2 = 3000 ;
40 % w1 = 2∗ p i∗ f 1 ; % F i r s t f r equency , i n d e s c r e t e time , and at one o f the b i n s
41 % w2 = 2∗ p i∗ f 2 ; % Second f r equency , i n d e s c r e t e time , and at one o f the b i n s
42 % samples = 12500 ; % Number o f samples to g en e r a t e ( 1 . 56 seconds )
43 % t = 0 : ( samples − 1) ;
44 % s i g t h e t a d = 60 ;
45 % ang = s i g t h e t a d .∗ p i . / 1 8 0 ;
46 % x = z e r o s ( samples , J ) ; % Matr i x c o n t a i n i n g a l l o f the data at each s e n s o r c o l l e c t e d
47 % % Crea te x s i g n a l s mat r i x
48 % f o r i = 1 : J
49 % Tau = ( i − 1)∗(d/v )∗ s i n ( ang ) ;




54 %######## Other Vec to r s ##########
55 Y = ze r o s ( n f f t , s t e p ) ; % Matr i x f o r DFT o f output
56 y = z e r o s ( samples , s t e p ) ; % Matr i x f o r output data
57 th e t a = (−p i /2 : p i /( s t ep − 1) : p i /2) ; % DOA range to c y c l e th rough
58 deg r e e s = the t a .∗180 ./ p i ; % DOA range i n d eg r e e s f o r p l o t t i n g
59 s p l i t = f l o o r ( samples / n f f t ) ;
60
61
62 %######## Beamforming #########
63 % This l o op s through each DOA ang le , computes the we i gh t s f o r t ha t
64 % d i r e c t i o n , and then a p p l i e s tho s e we i gh t s to the data and c a l c u l a t e s the
65 % mean squa r e e r r o r o f the r e s pon s e
66
67
68 % Take a DFT at each microphone
69 X = f f t ( x ) ;
70 % f i g u r e (1 ) ;
71 % stem ( abs (X) ) ;
72
73 % Re t r i e v e the p r e c a c l u l c a t e d the we i gh t s
74 W = w e i g h t r e t r i e v e ( s tep , n f f t , J , d , 0 ) ;
46
75
76 % Cyc l e through each p i e c e o f s p l i t
77 f o r p i e c e = 1 : s p l i t
78 X = f f t ( x ( ( p i e c e−1)∗ n f f t + 1 : p i e c e∗n f f t , : ) , n f f t ) ;
79
80 % Cyc l e through each ang l e
81 f o r n = 1 : l e n g t h ( t h e t a )
82
83 Y( : , n ) = d i ag (W( : , : , n )∗X’ ) ; % compute r e s pon s e u s i n g mat r i x m u l t i p l i c a t i o n
84 % n f f t x n f f t = ( n f f t x J ) ( J x n f f t )
85 % But d i a g o n a l s a r e c o r r e c t , no th i ng e l s e i s
86 % (1/ J ) s c a l e s the s i g n a l
87
88 % With a r e a l s i g n a l the sound g e t s f l i p p e d
89 g = i f f t (Y, n f f t ) ;
90 y ( ( p i e c e−1)∗ n f f t + 1 : p i e c e∗n f f t , : ) = f l i p ( g ) ;




95 mean sq = (1/ samples )∗sum( abs ( y ) . ˆ 2 ) ;
96
97 f i g u r e (2 ) ;
98 %p l o t (10∗ l og10 ( mean sq ) ) ;
99 p l o t ( deg ree s , 10∗ l og10 ( mean sq ) ) ;
100 x l a b e l (”DOA i n deg r e e s ”) ;
101 x l im ([−90 ,90]) ;
102 y l a b e l (” Energy o f the s i g n a l i n dB”) ;
103 y l im ([−40 , 0 ] ) ;
104
105 % % The f o l l o w i n g i s to p l o t the po i n t o f i n t e r e s t i d e a l l o c a t i o n
106 % ho ld on ;
107 % p l o t ( s i g t h e t a d , max(10∗ l og10 ( mean sq ) ) , ’∗ r ’ , ’ ma rke r s i z e ’ , 5 ) ;
108 % con s t an t = z e r o s ( l e n g t h ( d eg r e e s ) , 1) ;
109 % con s t an t = con s t an t + max(10∗ l og10 ( mean sq ) ) − 3 ;
110 % p l o t ( deg ree s , c on s t an t ) ;
111 % ho ld o f f ;
112
113 %########### Other u s e f u l f u n c t i o n a l i t y ##########
114 % % Below i s a s i n g l e beam used to t e s t the aud io sound r a t h e r than sw ipp i ng
115 % % the beam ove r the whole spectrum
116 % k = ( s i g t h e t a d + 80)∗p i /180 ;
117 % f o r i = 1 : J
118 % W( i ) = D(k , w0 , i − 4) ; % Compute we i gh t s f o r t h e t a ( k )
119 % % Note : c e n t e r mic i s the o r i g i n f o r the system , which i s s e t by
120 % % i − 4
121 % end
122 % y = (1/7) .∗ (X∗W) ; % compute r e s pon s e u s i n g mat r i x m u l t i p l i c a t i o n
123 % z = abs ( y ) ;
124 % % samples x 1 = ( samples x J ) ( J x 1)
125 % sound ( r e a l ( y ) , Fs ) ;
126
127 % % Below i s to l ook at the expec t ed ang l e and see i f i t matches up
128 % Y = ze r o s ( n f f t , 1 ) ; % Matr i x f o r DFT o f output
129 % y = z e r o s ( samples , 1 ) ; % Matr i x f o r output data
130 % W = ze r o s ( n f f t , J ) ;
131 % k = 1 : n f f t ;
132 % b i n s = ( k − 1)∗Fs/ n f f t ;
133 %
134 % %######### Symbol i c Equa t i on s ###########
135 % syms D( th ,w, i ) % This s ymbo l i c equa t i on i s s imp l y f o r c r e a t i n g the we i gh t s to match the equa t i on i n the paper
136 % D( th ,w, i ) = exp (1 j∗w∗(− i ∗(d/v )∗ s i n ( th ) ) ) ; % P o s i t i v e to c a n c e l d e l a y s ( o t h e r sw i s e would have to con j a ga t e below
)
137 %
138 % % Cyc l e through on l y h a l f o f the f r e qu enc y b i n s
139 % the t a = 20∗ p i /180 ;
140 % f o r b i n = k ( 1 : n f f t /2)
141 % wk pos = 2∗ p i∗b i n s ( b i n ) ; % Ca l c u l a t e the a p p r o p r i a t e b i n f r e qu enc y
142 % wk neg = −2∗p i∗b i n s ( b i n ) ; % Ca l c u l a t e the c o r r e s p ond i n g n e g a t i v e b i n
143 % % Compute we i gh t s at each microphone
144 % f o r i = 1 : J
145 % % Compute we i gh t s f o r the f r e qu en c y bin , and the c o r r e s p ond i n g
146 % % b in
147 % W( bin , i ) = D( theta , wk pos , i − 1) ;
148 % % This c o v e r s the symmetry p r o p e r t y
149 % i f ( b i n == 1)
150 % W( n f f t /2 + 1 , i ) = D( theta , wk neg , i − 1) ;
47
151 % e l s e
152 % W( n f f t + 2 − bin , i ) = D( theta , wk neg , i − 1) ;
153 % end
154 % % Note : c e n t e r mic i s the o r i g i n f o r the system , which i s s e t by




159 % % Cyc l e through each p i e c e o f s p l i t
160 % f o r p i e c e = 1 : s p l i t
161 % X = f f t ( x ( ( p i e c e−1)∗ n f f t + 1 : p i e c e∗n f f t , : ) , n f f t ) ;
162 %
163 %
164 % Y = d iag (X∗W’ ) ; % compute r e s pon s e u s i n g mat r i x m u l t i p l i c a t i o n
165 % % n f f t x n f f t = ( n f f t x J ) ( J x n f f t )
166 % % But d i a g o n a l s a r e c o r r e c t , no th i ng e l s e i s
167 % % (1/ J ) s c a l e s the s i g n a l
168 %
169 % y ( ( p i e ce−1)∗ n f f t + 1 : p i e c e∗ n f f t ) = i f f t (Y, n f f t ) ;
170 % end
171 %
172 % Y = f f t ( y ) ;
173 % f i g u r e (3 ) ;
174 % stem ( abs (Y) ) ;
175 %
176 % f i g u r e (4 ) ;
177 % p l o t ( x ( : , 1 ) ) ;
178 % ho ld on ;
179 % p l o t ( y /7) ;
180 % ho ld o f f ;
48
1 %######################################################################
2 % Weights c a l c u l a t e c a r t e s i a n f o r broadband dua l beamforming
3 % Thomas Bradshaw , Sen io r , Utah S ta t e U n i v e r i t y ECE department
4 % 2−6−20
5 % This f i l e i s s imp l y to c a l c u l a t e the we i gh t s d e s i r e d , so I don ’ t have
6 % to do i t e v e r y t ime .
7 %######################################################################
8
9 % Va r i a b l e s to change (most must be s e t i n broadband beamfofming where t h i s
10 % i s c a l l e d )
11 n f f t = 8 ;
12 J = 8 ; % # of mics
13 J2 = 4 ; % Cente r mic
14 d = 0 .08575 ; % d i s t . between mics
15
16 % Area to ob s e r v e
17 MINX = −1.5; MAXX = 1 . 5 ;
18 MINY = 0 ; MAXY = 2 ;
19 dx = 0 . 5 ;
20 dy = 0 . 5 ;
21
22 %######## Other Vec to r s ##########
23 x l i s t = MINX: dx :MAXX; % L i s t o f x c o o r d i n a t e s
24 y l i s t = MINY: dy :MAXY; % L i s t o f y c o o r d i n a t e s
25 num pts = l e ng t h ( x l i s t )∗ l e n g t h ( y l i s t ) ; % Tota l number o f p o i n t s
26
27 Fs = 8000 ; % Sampl ing f r e qu en c y
28 v = 343 ; % Ve l o c i t y i n m/ s
29
30 W1 = ze r o s ( n f f t , J , l e n g t h ( x l i s t ) , l e n g t h ( y l i s t ) ) ;
31 W2 = ze r o s ( n f f t , J , l e n g t h ( x l i s t ) , l e n g t h ( y l i s t ) ) ;
32 k = 1 : n f f t ;
33 b i n s = ( k − 1)∗Fs/ n f f t ;
34
35 %######### Symbol i c Equa t i on s ###########
36 syms D( th ,w, i ) % This s ymbo l i c equa t i on i s s imp l y f o r c r e a t i n g the we i gh t s to match the equa t i on i n the paper
37 D( th ,w, i ) = exp (1 j∗w∗(− i ∗(d/v )∗ s i n ( th ) ) ) ; % P o s i t i v e to c a n c e l d e l a y s ( o t h e r sw i s e would have to con j a ga t e below )
38 f o r x = 1 : l e n g t h ( x l i s t )
39 f o r y = 1 : l e n g t h ( y l i s t )
40 x v a l = x l i s t ( x ) ;
41 y v a l = y l i s t ( y ) ;
42 the t a1 = atan ( ( x v a l − d∗J2 ) / y v a l ) ;
43 the t a2 = atan ( ( x v a l + d∗J2 ) / y v a l ) ;
44 % Cyc l e through on l y h a l f o f the f r e qu en c y b i n s
45 f o r b i n = k ( 1 : n f f t /2)
46 wk pos = 2∗ p i∗b i n s ( b i n ) ; % Ca l c u l a t e the a p p r o p r i a t e b i n f r e qu enc y
47 wk neg = −2∗p i∗b i n s ( b i n ) ; % Ca l c u l a t e the c o r r e s p ond i n g n e g a t i v e b i n
48 % Compute we i gh t s at each microphone
49 f o r i = 1 : J
50 % Compute we i gh t s f o r the f r e qu en c y bin , and the c o r r e s p ond i n g
51 % b in
52 W1( bin , i , x , y ) = D( theta1 , wk pos , i − 1) ;
53 W2( bin , i , x , y ) = D( theta2 , wk pos , i − 1) ;
54 % This c o v e r s the symmetry p r o p e r t y
55 i f ( b i n == 1)
56 W1( n f f t /2 + 1 , i , x , y ) = D( theta1 , wk neg , i − 1) ;
57 W2( n f f t /2 + 1 , i , x , y ) = D( theta2 , wk neg , i − 1) ;
58 e l s e
59 W1( n f f t + 2 − bin , i , x , y ) = D( theta1 , wk neg , i − 1) ;
60 W2( n f f t + 2 − bin , i , x , y ) = D( theta2 , wk neg , i − 1) ;
61 end
62 % Note : mic 0 i s the o r i g i n f o r the system , which i s s e t by






69 f i l e 1 = ” w e i g h t f i l e s /w1 ” ;
70 f i l e 2 = ” w e i g h t f i l e s /w2 ” ;
71 i f ( d == 0.08575)
72 f i l e 1 = f i l e 1 + ” f f t ” + n f f t + ” num pts ” + num pts + ” J ” + J + ” d0−08575.mat ” ;
73 f i l e 2 = f i l e 2 + ” f f t ” + n f f t + ” num pts ” + num pts + ” J ” + J + ” d0−08575.mat ” ;
74 e l s e i f ( d == 0.1715)
75 f i l e 1 = f i l e 1 + ” f f t ” + n f f t + ” num pts ” + num pts + ” J ” + J + ” d0−1715.mat ” ;
76 f i l e 2 = f i l e 2 + ” f f t ” + n f f t + ” num pts ” + num pts + ” J ” + J + ” d0−1715.mat ” ;
77 e l s e
49
78 e r r o r (”No op t i on to save f i l e f o r t h i s microphone d i s t a n c e . P l e a s e add . ” ) ;
79 end
80 save ( f i l e 1 , ’W1 ’ ) ;
81 save ( f i l e 2 , ’W2 ’ ) ;
50
1 %######################################################################
2 % Broadband S inc i n t e r p o l a t i o n beamformer
3 % Thomas Bradshaw , Sen io r , Utah S ta t e U n i v e r i t y ECE department
4 % 3−26−20
5 % This f i l e pe r f o rms l o c a t i o n a l beamforming u s i n g a s i n c i n t e r p o l a t i o n
6 % based a l g o r i t hm .
7 %######################################################################
8
9 c l e a r a l l ; %To avo i d l e f t ove r data mess ing wi th t h i s
10 addpath ( ’ .\ u t i l i t y f u n c s ’ ) ;
11
12 %########## Va r i a b l e s to change ###############
13 % These w i l l app l y f o r both beams
14 d a t a s e t = 4 ; % Data s e t to f o cu s on , used when a t t empt ing to l ook at more than one data s e t
15 J = 16 ; % # of mics
16 J2 = 8 ; % Cente r mic
17 d = 0 .08575 ; % d i s t . between mics
18 Fs = 8000 ; % Sampl ing f r e qu en c y
19 Ts = 1/Fs ; % Sampl ing p e r i o d
20 v = 343 ; % Ve l o c i t y i n m/ s
21 B = Fs /2 ; % approx imate bandwidth o f the s i g n a l
22 Lp = 100 ; % t r u n c a t i o n l e n g t h o f s i n c i n t e r p o l a t o r
23
24 % Area to ob s e r v e
25 MINX = −1.5; MAXX = 1 . 5 ;
26 MINY = 0 ; MAXY = 2 ;
27 dx = 0 . 1 ;
28 dy = 0 . 1 ;
29
30 % p o s i t i o n s o f s e n s o r s
31 pa r r a y = z e r o s (2 , J ) ;
32 f o r i =1:J
33 pa r r a y ( : , i ) = [ d∗( i−J2−0.5) ; MINY ] ;
34 end
35
36 % %########### FOR ACTUAL DATA ONLY: #############
37 % Data to ob s e r v e
38 c o l l e c t a l l s a m p l e s ; % This f u n c t i o n c o l l e c t s a l l the data f o r the d e s i r e d po i n t
39 samples = l e ng t h (m0) ; % Gets the number o f samples
40 s = [m0, m1, m2, m3, m4, m5, m6, m7, m8, m9, m10 , m11 , m12 , m13 , m14 , m15 ] ;
41 % Loca t i on o f sounds on p l o t
42 % Po in t 1 : Thomas
43 s i g y 1 = 1 ; % Di s t ance i n y d i r e c t i o n from s i g n a l
44 s i g x 1 = 0 ; % Di s t ance i n x d i r e c t i o n from s i g n a l
45 p1 = [ s i g x1 , s i g y 1 ] ;
46 % Po in t 2 : Ke l s e y
47 s i g y 2 = 1 . 8288 ; % Di s t ance i n y d i r e c t i o n from s i g n a l
48 s i g x 2 = −1.1684; % Di s t ance i n x d i r e c t i o n from s i g n a l
49 p2 = [ s i g x2 , s i g y 2 ] ;
50 % Po in t 3 : Music
51 s i g y 3 = 1 . 0668 ; % Di s t ance i n y d i r e c t i o n from s i g n a l
52 s i g x 3 = 0 ; % Di s t ance i n x d i r e c t i o n from s i g n a l
53 p3 = [ s i g x3 , s i g y 3 ] ;
54 p o i n t s = [ p1 ] ;
55
56 % %########## FOR TESTING ONLY: ################
57 % % Crea te w1 = 800 ; J s i g n a l s , each de l a y ed a d i f f e r e n t amount a c co r d i n g to the
58 % % d e s i r e d d i r e c t i o n
59 % f1 = 1000 ;
60 % f2 = 3000 ;
61 % w1 = 2∗ p i∗ f 1 ; % F i r s t f r equency , i n d e s c r e t e time , and at one o f the b i n s
62 % w2 = 2∗ p i∗ f 2 ; % Second f r equency , i n d e s c r e t e time , and at one o f the b i n s
63 % samples = 12500 ; % Number o f samples to g en e r a t e ( 1 . 56 seconds )
64 % t = 0 : ( samples − 1) ;
65 % x pos = 0 . 1 ;
66 % y pos = 0 . 5 ;
67 % p0 = [ x pos , y po s ] ;
68 % po i n t s = [ p0 ] ;
69 % % Crea te the s i g n a l s
70 % s = z e r o s ( samples , J ) ; % Matr i x c o n t a i n i n g a l l o f the data at each s e n s o r c o l l e c t e d
71 % f o r i = 1 : J
72 % % Tau i s the t ime d e l a y from the po i n t to the mic
73 % Tau = norm ( pa r r a y ( : , i ) − p0 ’ ) /v ;
74 % s ( : , i ) = 2∗ cos (w1∗( t /Fs − Tau) ) ; % + 3∗ cos (w2∗( t /Fs − Tau) ) ;
75 % end
76
77 %######## Other Vec to r s ##########
51
78 x l i s t = MINX: dx :MAXX;
79 y l i s t = MINY: dy :MAXY;
80 num pts = l e ng t h ( x l i s t )∗ l e n g t h ( y l i s t ) ;
81 r = z e r o s ( samples , l e n g t h ( x l i s t ) , l e n g t h ( y l i s t ) ) ; % Matr i x f o r output data
82 tau = z e r o s ( J , 1 ) ;
83
84 %######## Sinc i n t e r p o l a t i o n Beamforming #########
85 % This l o op s through each c a r t e s i a n po i n t and a p p l i e s a s i n c i n t e r p o l a t o r
86 % de l a y to p r o p e r l y d e l a y the p o i n t s
87
88 % Cyc l e through a l l the c a r t e s i a n p o i n t s
89 f o r xs = 1 : l e n g t h ( x l i s t )
90 f o r ys = 1 : l e n g t h ( y l i s t )
91 pxy = [ x l i s t ( xs ) , y l i s t ( ys ) ] ;
92 s i g comb ine = z e r o s (1 , samp les + 4∗Lp + 1) ;
93 f o r mic = 1 : J
94 %c a l c u l a t e the t ime d e l a y from the c u r r e n t p o i n t to the c u r r e n t mic
95 tau ( mic ) = norm ( pa r r a y ( : , mic ) − pxy ’ ) /v ;
96 end
97 i f ( xs == 17)
98 i f ( ys == 6)
99 no th i ng = 9 ;
100 end
101 end
102 taumax = max( tau ) ;
103 f o r mic = 1 : J
104 tau1 = taumax − tau ( mic ) ;
105 d e l a y e d s i g n a l = d e l a y s i g ( s ( : , mic ) ’ , B , Ts , tau1 , Lp ) ;
106 i f ( l e n g t h ( s i g comb ine ) < l e n g t h ( d e l a y e d s i g n a l ) )
107 s i gcomb ine=[ s i g comb ine z e r o s (1 , l e n g t h ( d e l a y e d s i g n a l )−l e n g t h ( s i g comb ine ) ) ] ;
108 e l s e i f ( l e n g t h ( s i g comb ine ) > l e n g t h ( d e l a y e d s i g n a l ) )
109 d e l a y e d s i g n a l =[ d e l a y e d s i g n a l z e r o s (1 , l e n g t h ( s i g comb ine )−l e n g t h ( d e l a y e d s i g n a l ) ) ] ;
110 end
111 s i gcomb ine = s igcomb ine + d e l a y e d s i g n a l ;
112 end
113




118 mean sq = (1/ samples )∗sum( abs ( r ( : , : , : ) ) . ˆ 2 ) ;
119 m s i z e = s i z e ( mean sq ) ;
120 mean sq = re shape (mean sq , [ m s i z e (2 ) , m s i z e (3 ) ] ) ;
121 mean sq = f l i p u d (mean sq ’ ) ;
122 %mean sq = f l i p l r ( mean sq ) ;
123
124 f i g u r e (1 ) ;
125 c l f ;
126 r e s pon s e = imagesc ( [MINX, MAXX] , [MAXY, MINY] , mean sq ) ;
127 s e t ( gca , ’ YDir ’ , ’ normal ’ )
128 x l a b e l (” x p o s i t i o n ”) ;
129 y l a b e l (” y p o s i t i o n ”) ;
130
131 ho ld on ;
132 f o r i =1:J
133 p l o t ( pa r r a y (1 , i ) , p a r r a y (2 , i ) , ’ ws ’ , ’ ma r k e r s i z e ’ , 5 ) ;
134 end
135 f o r p = po i n t s ’
136 p l o t ( p (1 ) , p (2 ) , ’∗ r ’ , ’ ma r k e r s i z e ’ , 5 )
137 end
138
139 ho ld o f f ;
140
141 f i g u r e (2 ) ;
142 c l f ;
143 r e s pon s e = imagesc ( [MINX, MAXX] , [MAXY, MINY] , 10∗ l og10 ( mean sq ) ) ;
144 s e t ( gca , ’ YDir ’ , ’ normal ’ )
145 x l a b e l (” x p o s i t i o n ”) ;
146 y l a b e l (” y p o s i t i o n ”) ;
147
148 ho ld on ;
149 f o r i =1:J
150 p l o t ( pa r r a y (1 , i ) , p a r r a y (2 , i ) , ’ ws ’ , ’ ma r k e r s i z e ’ , 5 ) ;
151 end
152 f o r p = po i n t s ’
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