Particle filtering is a popular algorithm for vision-based target tracking. Despite its effectiveness in many fields of tracking, however, the computation requirement of particle filters is high. In this paper we propose an algorithm and architecture for vision-based particle filters. The proposed algorithm can estimate objects' positions, sizes, and angles by using color histogram as the feature. We propose two hardware parallelization schemes -one makes use of particle-level parallel operation and the other utilizes particle-level plus pixel-level parallel operation. The experimental result shows the tracking accuracy of our test sequences is over 85%, and the proposed hardware architecture can run the particle filtering in real-time, with 31.35 frames per second in average.
INTRODUCTION
Vision-based tracking has many applications which can be used in many fields including surveillance, human computer interface and intelligent vehicle, etc. To track targets effectively via video frames, many tracking algorithms have been proposed. Among these, tracking algorithms based on Bayesian framework, such as Kalman filter, Extended Kalman filter, particle filter and many others are popular because of their probabilistic nature. The probabilistic approaches to track are less easily to be trapped by local minima, and more capable to deal with environmental clutters, see [1] .
The particle filter algorithm is first proposed by Isard et.al in [2] . Figure 1 is the typical Sampling-Importance-Resampling particle filter. The main concept of particle filters is to approximate the posterior distribution by a set of particles, using Monte Carlo methods. Since to estimate the posterior distribution directly is often intractable, such approximation not only makes the algorithm tractable but also improves the tracking performance. Despite its success in the area of vision tracking, the particle filter algorithm has been known to require high computation, mainly due to its probabilistic and highly sequential nature. Also, as the target to track becomes more complex, the number of particles needed to track accurately grows larger. Therefore, an efficient algorithm and architecture design is needed in order to run the particle algorithm in realtime.
The rest of the paper is organized as follows. Section 2 gives the related works. Section 3 explains the basic theory of the particle filter algorithm and our proposed algorithm. Section 4 illustrates the hardware architecture of the particle filter algorithm. Section 5 gives the experimental results, and section 6 concludes our remarks.
Fig. 1.
The sampling-importance-resampling particle filter.
RELATED WORKS
Hardware consideration of particle filters has been discussed through the last decade. The resampling part of the sampling-importanceresampling processing chain is considered hard to be processed in parallel, so most of the architecture design researches are focused on the parallelization or algorithm modification of this part. Specifically, [3] proposed an algorithmic and architectural design methodology to implement particle filters in hardware. They replaced the original resampling algorithm by a modified Metropolis Hastings algorithm, such that resampling could be computed in parallel by different processing elements (PEs). In [4] , they also proposed an algorithm to modify the resampling stage. They used a simple thresholding scheme to decide whether to duplicate the particle or not, so that the resampling operation could also be done in parallel.
Apart from the general architectures targeting bearing-only tracking applications, architectures based on vision-based particle filtering have also been presented in the literature. For example, [5] has presented a hardware architecture using particle filters to track road lines. However, in their implementation the usual samplingimportance-resampling processing chain is missing, and the detailed parallelization are not discussed.
Recently, [6] proposed to implement the color-based particle filter in a SIMD processor and utilized its line memory to implement the color histogram accumulation in parallel. In spite of its effectiveness in utilizing the hardware resource of a SIMD processor, the capability to compute color histograms in parallel is bounded by the hardware resource, for example the line memory of the architecture. Also, it requires specific memory data rearrangement to process in parallel.
The contribution of this paper is two-fold. First, we propose a particle filter algorithm, which can use second order dynamic model while tracking and estimate the size and angle of the tracked object. Second, we propose a hardware architecture which implements the algorithm, providing real-time performance to particle filters.
PARTICLE FILTER TRACKING ALGORITHM
This section gives the formal definition of the particle filter algorithm, describes the color feature we used, and illustrates the proposed dynamic model.
Basic Theory
For Bayesian tracking framework, the goal is to estimate the state xt in each time t using current and previous observations, z1:t, and previous state xt−1. There are two models -a motion model and an observation model, describing how the system evolves along with time. A motion model xt+1 = ft(xt, vt) describes how states evolve with time, where vt is the noise introduced to the motion model. An observation model zt = ht(xt, nt) describes the relation between current state xt and its observation zt, where nt is the noise introduced in the observation.
The particle filter algorithm works by approximating the posterior distribution with a set of particles, namely p(xt|z1:t)
, where w i t is the weight of particle i at time t.
Color-based Particle Filtering
Color histograms are often used as a feature for many vision-based applications. Here we adopt the spatial-weighted color histogram as in [1] . Each pixel contributes its color weight according to its norm to the center of the object aŝ
where C is the normalization constant, δ k (·) is the Kronecker delta function, and k(·) is the chosen kernel function. For our case, we use Gaussian kernel as k(x) = exp(−x 2 /2) to compute our color histogram. We use the L1 distance as the similarity metric between two color histograms as the L1 distance gives good results.
Second Order Dynamic Model
The constant velocity assumption used in most particle filters is not always followed in real cases. Instead of simply estimating the velocity from the position shift, we additionally estimate the acceleration of the object. In the following discussion, pt = {x, y} stands for the position, qt = {vx, vy} stands for the velocity, and rt = {ax, ay} stands for the acceleration of the target object at time t. From the recursive form of the equal-acceleration equations we obtain
where f pt, e qt are predicted from previous pt−1, qt−1, and rt−1. When we obtain the estimated position pt after observation, we need to estimate qt and rt at this frame. By solving the dual equation in equation (2), we obtain
The equation (3) is our second order dynamic model. Note that in [1] , they also proposed a second-order dynamic model. Their model coefficients are obtained by training or manual initialization, while in our method they are embedded in the state estimation and automatically learned. 
The Whole Algorithm
In our current implementation, the state variable consists of xt = {x, y, vx, vy, ax, ay}. After manual initialization is done, at each time step, the tracking operations are processed, as shown in figure  2 .
In the propagation stage, each particle is propagated by equation (2) mentioned above. Then we add some Gaussian noises to perturb particle states. In the observation stage, each particle constructs its own color histogram as described in section 3.2, spanning the size and angle of the current tracked object. Note that we must normalize the individual weights in each histogram bin before computing the L1 distance.
In particle weighting stage, we compute the weight of each particle according to the following formula:
where i is the particle index, di is the L1 distance calculated between the color histogram of the target and the color histogram of particle i, and σ is to model the variance of histograms. To estimate actual state after all weights are known, we implement the maximum a posteriori (MAP) and mean estimation. The MAP estimation is given by
where x i t is the state presented by particle index i at current time t. In mean estimation, the final state is simply the weighted sum of all particles. We must resample the particles to avoid the degeneracy problem. Here we implement the resampling algorithm as in [7] .
Optionally we update the size and angle of the tracked object after above steps. To do this, we use another 9 particles to estimate object's size by the MAP criterion. The selected 9 candidate sizes are obtained by
where ΔW and ΔH are the parameters to model the increase of the object size. To estimate object's angle, we quantize the angle into 32 entries spanning evenly over [0, π). For each angle candidate, we apply the color histogram calculation and select the final angle with minimum distance. After all these steps are done, the algorithm proceeds with another frame.
Note that in our current implementation, we separate the estimation of object's size and angle from its position and velocity. The reason is that in typical tracking scenario, object's position is the most important target to the tracking system.
HARDWARE ARCHITECTURE DESIGN
Particle filter algorithms generally require high computation cost. In our software implementation, we can only achieve 8 frames per second (fps) in a computer with Intel Core Duo 2.66GHz and 2GB RAM. Although many previous works focus on the parallelization of the resampling part, our profiling result is consistent with [1] and [6] , showing that histogram building and comparison require more than 90% of the operation time. Therefore in our architecture design, we focus on the acceleration of the histogram building and calculation.
Design Challenge
The main design challenge of the architecture is to achieve real-time performance. If the video is fsfps, there are M targets to track, and each target requires Np particles to operate, then the processing time of each particle is 1 
NpMfs
. Also, the number of cycles required to finish the histogram accumulation is proportional to the object's size. If the number of cycles needed to accumulate one histogram is larger than the processing time calculated above, then real-time performance cannot be achieved.
For example, suppose the designated specification is to perform real-time tracking with 30fps video of 6 targets by using 256 particles per target. If the cycle length is 5ns, then each particle has approximately only 4340 cycles to process, which needs to finish the sampling-importance-resampling steps. Note that 5ns cycle length is a reasonable estimate in current DSP ASIC design. Furthermore, in our case each target's size is 128x128 at most, requiring 16384 cycles to accumulate only one particle. The needed cycles are far larger than the cycle constraint calculated above, and at least 4-parallel operation is necessary.
Proposed Hardware Architecture
In order to achieve real-time performance, the parallelization parameter P , must first be found from the cycle count and the processing time constraint as above. Here we propose two kinds of parallel processing scheme and architecture.
The first kind of parallel processing is to build the color histograms of particles in parallel. The main concept is that during the sampling stage, operations of each particle are independent, such that we can simply process multiple particles at the same time, providing particle-level parallel processing. Figure 3(a) shows the hardware architecture of the basic implementation. The current position generator will generate the address of the frame data needed for histogram accumulation, which is in raster scan order and one pixel at a time. The position filter is to keep only those addresses that are actually needed for the accumulation, and fetch the frame data in. The spatial weight PE is responsible to generate spatial weights as in equation (1). The SRAM is used to store and accumulate color histograms. Figure 3(b) shows the example hardware architecture of 4-parallel scheme. Note if P -parallel scheme is required, we only need to use P copies of the circuit in the right side of figure 3(b) instead of 4 copies.
The second kind of hardware schemes is based on pixel-level along with particle-level parallel processing. That is, we calculate the spatial weights of two pixels at the same time. By utilizing the dual-port SRAM, we can accumulate two bins of the color histogram simultaneously. The architecture is like figure 3(a) , but using dual port SRAMs instead of single port SRAMs. Note that in this case each current position generator must generate 2 pixel positions at the same time.
There is a design trade-off about spatial weight PEs. From equation 1, we can see that once the object's size and angle are known, the spatial weight from a certain pixel position is decided regardless of the object's center position. Therefore we may compute the spatial weights only once and store them. This is a design trade-off between bandwidth and on-chip memory size. The on-chip memory required to store all spatial weights is proportional to maximum object size. In our case, the memory constraint is stronger than the bandwidth constraint, so we adopt the 'compute-on-the-fly' scheme.
EXPERIMENTAL RESULT
We've shot two categories of sequences in order to test the performance of our system. The first category belongs to an in-door scenario where the vision-based tracking system is able to track the position, size, and angle of a moving body part. The sequences in the second category are used to test as a module in a human computer interface system.
The sequences are 720x480 with 30fps. Typical sizes of the objects are 50x50 to 100x100 pixels. We constraint our maximum tracked target size as 128x128, and fix the particle number of each target to 191. The maximum number of targets in a video is less than 6 for hardware consideration. We build the color histograms in YUV color space. Figure 4 and figure 5 show the tracking results of our implementation. In Figure 4 , the object's position, size, and angle are all succesfully tracked. Figure 5 demonstrates the effectiveness of the second order dynamic model. Figure 5(a) is the initialization. Figure  5(b) shows the tracking result from the constant velocity model, and figure 5(c) shows the result from proposed second order dynamic model, both at frame 105. 
Algorithm Performance

Architecture Evaluation
We adopt the 4-parallel scheme with single port SRAM as the implementation. To demonstrate the effectiveness of the hardware architecture, we implement the architecture in Verilog hardware description language and synthesize at 5ns using UMC 90nm Logic SP-RVT Process. The synthesis result is shown in table 2, which consists of the area and gate count of several modules as in figure  3 (a). Table 3 gives the simulation result of the proposed architecture. The FPS is normalized according to different object sizes in the sequences. By carefully choosing the parallelization parameter P and effective pipelining in implementation, real-time performance can be achieved.
CONCLUSION
In this paper, we propose an algorithm and architecture for colorbased particle filter tracking. The proposed algorithm can estimate objects' positions, sizes and angles while tracking. The second order dynamic model gives more accurate results than constant speed dynamic model in our case, and the tracking accuracy is 85% in average. The proposed architecture can operate at 31.35 frames per second in average, achieving real-time performance of color-based particle filter. Different parallelization schemes can be chosen according to the hardware resource and timing requirement. 
