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Abstract 
Goal of image super resolution is to enhance the size of an image without upsetting the inherited information. The quality of an 
enhanced image is conserved if the information around all kind of edges is preserved. The proposed novel approach potted the 
information around curvature edges and hard edges (abrupt transition in intensity) using Non Sub-Sampled Contourlet Transform 
(NSCT) based learning process. Furthermore the smoothness of smooth edges (gradual transition in intensity) is preserved by 
using soft edge smoothness prior as a regularizing parameter. The validity of the proposed approach is proven through simulation 
on several images.  
© 2016 Amisha J Shah, Suryakant B Gupta. Published by Elsevier B.V. Peer-review under responsibility of organizing 
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Keywords: Image Super Resolution, Non Sub Sampled Contourlet Transform, Soft edge smoothness prior 
1. Introduction 
Improvement of visual information for human interpretation is the principle requirement in satellite imaging, 
medical science and surveillance etc. The cameras used at the on-board circuit of satellite are of low resolution 
because of limitation of weight and cost. Image super resolution (SR) becomes an important task to interpret the 
information carried by an image captured by these low resolution cameras. More over high quality images have also 
a concern in High Definition Television (HDTV). Thus image super resolution is a process of achieving the best 
image quality through single low resolution (LR) image or multiple low resolution images of the same scene. The 
super resolution approach offers benefit of utilization of the existing available low resolution imaging system. 
          
 
* Corresponding author. Tel.:+91-9377616157 
E-mail address:amisha.shah@ckpcet.ac.in 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of CMS 2016
101 Amisha J. Shah and Suryakant B. Gupta /  Procedia Computer Science  85 ( 2016 )  100 – 108 
Traditionally, image super resolution is classified as multi image super resolution and single image super 
resolution. Multi image SR technique uses multiple images of the same scene. The fusion of information from 
multiple LR images enables the reconstruction of high resolution (HR) image easier as compared to single LR 
image. This is because multiple LR images contain different information and this additional information can be 
exploited to obtain a HR image. Thus it remains a challenging task to reconstruct a HR image from single LR image 
with less amount of information at hand. This paper proposes a novel learning based approach for single image super 
resolution. 
Image super resolution techniques can be mainly categorized as reconstruction based techniques and learning 
based techniques. The reconstruction based SR approach estimate a HR image from several LR images using a 
regularizing parameter called prior. If a prior probability distribution on the super resolution image is available then 
this information may be used to regularize the estimation. Numerous generic smoothness priors are proposed by 
previous researchers1, 2, 3, 4 . These generic smoothness priors offer gradient field with lower magnitude which limits 
the magnification factor. An adaptive regularization method is fused with an adaptive sparse domain selection to 
obtain a HR image5. In learning based approach, the relationship between an LR image and its corresponding HR 
image is examined via a pair of LR and HR patches. The training data is used to predict the higher resolution image. 
Xie Qinlan et al. proposed an example based single image super resolution method that classifies the high frequency 
patches of low resolution image into different classes6. For the edge areas of the LR image, the routine example 
based image super resolution algorithm can be used to implement the local and fine super-resolution. For the flat 
regions of the LR image, only interpolation algorithm is used for super resolution. Local high frequency details are 
synthesize using both ordinary and residual training data sets7. To reconstruct high frequency details in estimated HR 
image, Jian Zhang et al.8 had also used ordinary and residual high frequency dictionary learning via sparse 
representation method. Pulak Purkait et al.9 had used sparse dictionary learning technique in to adaptively select a 
prior. Here, HR image is estimated from a LR image by selecting a prior locally using knowledge of local statistics 
of LR image. Coupled dictionary training method, proposed by Jianchao Yang et al. is optimized as bilevel 
optimization problem10. As a bilevel optimization the author achieved optimization that includes l1-norm 
minimization problem. 
The algorithm proposed by Dai S.4 integrates bilateral filtering into back projection method. The basic idea is that 
pixels which are nearby both in space domain and feature domain are passed through smoothing process. This may 
tend to blur the edges and the details around the edges may be lost. The concept of nearest neighbor based algorithm 
is also used to reconstruct a HR image11, 12. The reconstruction results of these methods are blur since the number of 
neighbor µN¶LVIL[HGZKLFKWHQGVWRVFUXERXWWKHHGJHGHWDLOV7KHSURSRVHGZRUNSULRULWL]HVWKHLQIRUPDWLRQDURXQG
the edges while performing super resolution. 
The paper, presented here, proposed a novel approach in which NSCT based learning algorithm is framed 
together with edge smoothness prior to preserve edge information during super resolution process. The training 
dataset is constructed by performing three level pyramidal decomposition of each image in the training set. The 
benefit of directionality offered by NSCT is obtained through the two levels directional decomposition at each 
pyramidal level. However, learning is performed between two coarser NSCT levels of a low-resolution image and 
training dataset. During the learning process a LR patch may map to multiple HR patches which leads to appearance 
of unwanted outliers in the super resolved image. Therefore, in the proposed approach a robust Lorentzian error 
norm is used to remove these outliers in contrast to minimum absolute difference criterion (MAD)13. The directional 
Gabor filter bank increases quality of multi directional images at the cost of complexity13. Furthermore, Gabor filter 
is a directional filter and hence it is not able to retain smoothness of smooth edges. Hence the proposed method uses 
a edge smoothness prior to maintain smooth edges of the test image in the super resolution process. Finally an 
objective function formed by considering global data term (residual between original image and estimated HR 
image) and a prior term. This objective function is optimized via Iterative Back Projection (IBP) method. The 
proposed approach yields better results considering both smoother regions as well as texture regions. The obtained 
results are compared via both qualitatively and quantitatively with the state-of-the-art results. The quantitative 
comparisons are done on the same platform. 
 The rest of the paper is organized as follow: The basic of Non Sub Sampled Contourlet Transform (NSCT) is 
described in section 2. Section 3 depicts robust estimation of NSCT coefficients at the finer scale of unknown HR 
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image whereas section 4 explains the global constraint and removal of edge artifacts using soft edge smoothness 
prior. Through simulation on variety of images, the validation of the proposed algorithm is reported in section 5. 
 
2. Fundamentals of Non Sub Sampled Contourlet Transform 
The visual information at discontinuities, mainly at edge points and along the contours may not be smooth in the 
reconstructed HR image. Wavelet and Curvelet are the well known transforms that offers good smoothness at 
discontinuities. But the wavelet is limited to capture the information along the horizontal direction, vertical direction 
and the diagonal direction (the direction at an orientation of 450). It is also not able to offer smoothness along the 
contours. Other side, Curvelet overcomes this limitation. It is implemented using a rotation operation and a 2-D 
frequency partition based on the polar coordinates. Therefore it is simple to implement in frequency domain but 
difficult in discrete domain14.The Contourlet transform offers high directionality but it is shift variant. However, 
image analysis applications such as edge detection, image enhancement requires a transform that is shift invariant. 
NSCT is a shift invariant transform that offers high directionality15. The NSCT constitute of multiscale (pyramidal) 
as well as multidirectional decomposition of an image. The multiscale decomposition property of NSCT 
decomposes an image into different frequency bands namely low frequency band and high frequency band. The 
image, containing low frequency band is used as an input image for further pyramidal decomposition whereas non 
sub sampled directional filter bank (NSDFB) is applied to high frequency band image to obtain multidirectional 
decomposition. Directional decomposition by NSCT will generate the sub bands in power of 2. If ³n´ level 
directional decomposition is done, then NSCT will generate 2n sub bands. For more understanding, NSCT 
decomposition of an image by considering one level pyramidal decomposition and one level directional 
decomposition at the same level is shown in Fig.1(a). Directional sub bands for three level directional 
decomposition are shown in Fig.1(b). 
 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
Fig. 1. (a)NSCT decomposition for one level pyramidal decomposition along with one level directional decomposition, (b) Directional sub bands 
of a high pass sub band image for three level directional decomposition wLWKLQʌWR±ʌUDQJH 
3. Robust estimation of NSCT coefficients 
Single image super-resolution via learning in NSCT domain is based on the concept that, in a non sub-sample 
pyramid, every coefficient at the coarser level can be related to the coefficient at the next finer level for the similar 
orientation17. To estimate the NSCT coefficients of high-resolution image via learning process, the training dataset 
is to be constructed first. Here the training set is constructed by considering the NSCT coefficients of all the high 
resolution images of the database. These NSCT coefficients of the training set are obtained by decomposing each 
image of database into three pyramidal level and four directional sub-bands at each pyramidal level. The given low 
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resolution test image is decomposed into two level pyramidal decomposition along with two level directional 
decomposition at each pyramidal level. The schematic diagram of NSCT decomposition of test image and one of the 
training images is shown in Fig.2. 
The four directional sub-bands related to the third pyramidal level of the test image are to be learned in NSCT 
domain. The learning is done by searching the best match for NSCT coefficients corresponding to the two coarser 
pyramidal levels of the given test image from the training database (considering NSCT coefficients related to only 
two coarser pyramidal levels of each training image). The performance of learning based super resolution strongly 
depends on HR coefficients retrieved from the training data for input LR coefficients. Therefore, to obtain a HR 
image, it is important to properly estimate HR coefficients. Hence, a robust statistic is adopted to estimate NSCT 
coefficients of four directional sub-bands related to the third pyramidal level of the up sampled test image. 
 
 
Fig. 2. NSCT decomposition of (a) test image (b) one of the training images. 
Learning in NSCT domain starts with partition of two coarser directional levels of the up sampled test image into 
4×4 block of NSCT coefficients. As each pyramidal level is decomposed into four directional sub-bands, eight 
directional sub bands for two coarser pyramidal levels are obtained. Denote 4×4 block of NSCT coefficients from 
each directional sub band as Bl, where l = 1, 2, ----, 8. In support of this set of 128 ((4x4) block*8 sub bands) NSCT 
coefficients, perform a search for the best match from two coarser pyramidal levels of each training image as follow: 
  
                                                        (1)          
 
Where, k = 1, 2,----, N training images. K is the kth training image presenting best match for the test image and dl 
is the error defined as 
                                                                   
k
ll ld = ȡ% 7 ı
                                                               
(2)
 Where, l = 1, 2, ----, 8, ȡÂ is a robust error norm, ı is a scale parameter and klT  denotes 4x4 block of lth sub-
band of kth image from training set . Robust estimation of NSCT coefficients highly depends on selection of error 
norm ȡÂ. To analyse the behaviour of the error norm, consider its derivative function ȥÂ. If most commonly used 
least square error, defined as e2/ ı2, is selected as ȡÂ function for error e then the selected best match may be an 
outlier. This is because the derivative function of least square error norm18 increases linearly with error e as shown 
in Fig.3(b). Hence, in contras to MAD13 the Lorentzian error norm is adopted as a robust error norm. The derivative 
function of the Lorentzian error norm implies that if e increases beyond a fixed value determined by the scale 
SDUDPHWHUıWKHLQIOXHQFHRIRXWOLHULVUHGXFHGDVVKRZQLQFig.3(d). 
 
 
 
 
 
K = argmin[d +d +....+d ]1 2 8k
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(a) (b) 
 
 
(c) (d) 
Fig. 3DȡÂIXQFWLRQDQGEȥÂIXQFWLRQIRUOHDVWVTXDUHHUURU norm ZKHUHDVFDQGGUHSUHVHQWVȡÂIXQFWLRQDQGȥÂIXQFWLRQIRU
Lorentzian error norm respectively. 
 The Lorentzian error norm is described as: 
                                                              
21 eȡHı ORJ  ı2
ª º§ ·« »¨ ¸« »© ¹¬ ¼
                                                       (3)  
                                                                
 
   Thus dl in equ.(1) is calculated by considering the Lorentzian error norm defined in equ.(3). From the best 
matched training image obtained through equ.(1), get the unknown NSCT coefficients (in form of 4×4 block) in the 
sub-bands 9-12 as follow: 
, , ,
K K K K
9 9 10 10 11 11 12 12B =T B =T B =T B =T
 
(4) 
   This has to be repeated for each 4×4 block corresponding to eight directional sub-bands of the test image. At last, 
the test image with three levels pyramidal decomposition is obtained. The inverse transform of this image results in 
a HR image that retrives informations around curved edges as well as hard edges. Smooth edges of this resultant HR 
image are retrived by superimposing smooth edge prior19. 
4. Global constraint and removal of edge artifacts 
The high resolution image obtained through learning in NSCT domain increases visual information along abrupt 
discontinuities and contours present in the test image. Visual information at smooth edges can be improved by using 
a smooth edge prior as a regularizing parameter. The smooth edge prior |I|g can be defined as20: 
 
k
pq p q
(p,q) N
ng
I = w  I - Ig k=1 
§ ·
¨ ¸¦ ¨ ¸© ¹
¦
                 
 
(5) 
     Where, wpq is the weight of an edge connecting neighbourhood pixels p and q of an image I. Nk represents family 
of edge lines for each edge vector ek of an edge set. The edge set can be represented as a set of vectors {ek_NQg} 
where ng defines the order of the neighbourhood system 21. Each vector in a set is ordered by its corresponding 
orientation angle șk  such that ș1ș2ș3«șQg ʌ. As an example, set of vectors for ng = 2 and ng = 4 are 
shown in Fig.4(a). Each vector ek 
 
has a family of edge lines Nk having same interline angle șk and interline distance 
ǻ҃k as shown in Fig.4(b). 
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The edge weights for kth edge vector family can be defined as21: 
                                                                                  
2Ĳ ǻșkw =k 2 ek
                                                                             (6) 
   Where, |ek| LVWKH(XFOLGHDQOHQJWKYHFWRUĲLVWKHLQWHUYDORIWKHJULGRQWKHZHLJKWHGJULGJUDSKDQGǻșk șk+1 -șk. 
 
 
        
 
(a) (b) 
Fig. 4. (a) Neighbourhood system for ng = 2 and ng = 4, (b) Family of edge lines for vector e4. 
        
     On adding equ.(5) as a regularization term to a global constrain term, a cost function is formed. The cost function 
thus can be represented as: 
                                                                     
E = I - d(I ) + Ȝ ,  G, l Hl H g g
ª ºª º « »¬ ¼ ¬ ¼
                                                    (7) 
     Where, Il is the LR image. IH represents sharp initialization obtained through the learning process. [Il - d(IH)] is 
the global constrain term and [|Il|g - |d(IH)|g] is a regularization term (prior term). |Il|g and |d(IH)|g are obtained using 
equ.(5). Parameter Ȝ
 
is the step size that controls the trade off between the global constraint term and prior operator. 
)LQDO +5 LPDJH LV REWDLQHG E\ PLQLPL]LQJ µE¶ WKURXJK DQ ,WHUDWLYH %DFN 3URMHFWLRQ DOJRULWKP The order of 
neighbourhood system defined in smooth edge prior affects the quality of reconstructed HR image. The edges are 
smoother with higher value of ng. This is demonstrated in Fig.5. 
 
 
 
LR image1 
 
  
(a) (b) (c) 
Fig. 5. (a) Test image, (b) and (c) depicts SR result (x2) with ng = 2 and ng = 8 respectively. 
5. Results and Discussion 
The proposed algorithm starts with the construction of the training database which needs to calculate the NSCT 
coefficients of each training image for three levels pyramidal decomposition along with four directional sub-bands 
at each level. Throughout the experiment same training data set is used. The training data set consists of 100 images 
of different classes like natural images, texture images and facial images etc. The proposed novel approach uses 
learning in NSCT domain which preserved the information along the hard edges and curvature edges. A smoothness 
prior with ng = 8 is applied to the image obtained through the learning process. The parameter Ȝ is set to 0.001 as 
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edges are sharpened due to learning in NSCT domain. The optimization is obtained through IBP method with 12 
iterations only. 
 
 
Test image-I 
   
 
 
Test image-II 
   
 
 
Test image-III 
   
(a) (b) (c)  (d) 
Fig. 6. (a) LR image, SR result (x2) using (b) Bicubic interpolation (c) J. Yang et. al22 (d) proposed approach. 
 
The proposed method is verified on different types of images like natural images, satellite ESD images, text 
images, texture images etc. As a text image the proposed algorithm is applied to a license plate (test image I) that is 
captured through a camera used for vehicle surveillance. The proposed approach also gives satisfactory result for an 
image of a satellite solar coupon exposed to a permanent sustained arc as shown in Fig.6(test image III). 
The results obtained by the proposed approach are compared with Bicubic interpolation, J. Yangs approach22, 23 
and K.Kim24 by means of perception as well as qualitatively. The proposed algorithm shows a substantial 
improvement. Perception comparison, demonstrated in Fig.6 through Fig.8, shows minimum edge artifacts for the 
proposed approach. The quantitative measurement is done in table 1 using peak signal to noise ratio (PSNR) and 
feature similarity (FSIM) index25. With a glance on comparative table 1, the proposed approach offers desired 
results like improved PSNR and higher FSIM value. PSNR improvement of more than 1.5 dB (with respect to 
Bicubic interpolation) is observed for the test image II and test image III as these images contain edges of different 
orientations. For test image I, PSNR is improved by 10.6 dB with respect to Bicubic interpolation because this 
image contains curve edges. 
Table1. PSNR and SSIM COMPARISON FOR ZOOMING FACTOR 2 
 
 
 
 
 
 
 
      The result for zooming factor 3 is compared with another learning based algorithm23 in Fig.7. The proposed 
algorithm produces more natural result than 23. 
 
Source Image Bicubic Interpolation SR via J. Yang et. al22 Proposed Approach 
PSNR FSIM PSNR FSIM PSNR FSIM 
Test Image I 25.8325 0.8835 27.2115 0.9108 36.4582 0.9875 
Test Image II 31.2447 0.9233 32.9040 0.9500 33.6731 0.9565 
Test Image III 21.7285 0.8148 22.5101 0.8539 22.9861 0.8477 
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PSNR=34.3872 
 
PSNR=35.5611 
(a) (b) (c) 
Fig. 7. (a) LR image, SR results (x3) using (b) J Yang et. al23, (c) proposed algorithm  
    
     Finger print is one of biometric trait. An image of finger print with high resolution plays a vital role in forensic  
investigation. A finger print image is zoomed by a factor of 4 as shown in Fig.8.  
 
 
Conclusion 
The proposed method is useful when one has to use single observed image to improve its resolution. The results 
obtained for different types of images prove validity of the proposed approach. The proposed learning based 
algorithm is based on the fact that every coefficient at the coarser level of the Non Sub-Sample Contourlet 
Transform can be related to the coefficient at the next finer level for the similar orientation. The probable outliers in 
learning process are rejected by adopting robust Lorentzian error norm. The image obtained through this learning 
process preserves information along the hard edges as well as along the curve edges presented in the image. The 
smoothness of smooth edges is conserved using a smooth edge prior. The reported results demonstrate better 
resolution with minimum complexity. 
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