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BERNSTEIN POLYNOMIALS AND n-COPULAS
M. D. TAYLOR
Abstrat. We give derivations of some basi results for the Bernstein approxi-
mation in n variables that are useful in investigating opulas. It is shown that
Bernstein approximations of opulas are again opulas. We exhibit a stohasti
interpretation for the Bernstein approximation of a opula.
1. Introdution
Bernstein approximations of 2-opulas were introdued and studied in [3℄ and [4℄.
We assume the reader is familiar with opulas; see, for example, [7℄ or [6℄.
This note was written to larify for myself and my olleagues ertain properties of
Bernstein approximations that are useful in investigating opulas. We derive some of
the basi properties of the Bernstein approximation for funtions of n variables and
then show that the Bernstein approximation of a opula is again a opula. Our most
signiant result is a stohasti interpretation of the Bernstein approximation of a
opula. This interpretation was ommuniated to us by J. H. B. Kemperman in [2℄
for 2-opulas and we are not aware of its publiation elsewhere.
The enouragement and ontributions of our olleagues P. Mikusi«ski and X. Li to
this note were ruial.
2. Bernstein polynomials and approximations
It is our onvention that I = [0; 1℄.
Denition 1. The m-th degree Bernstein polynomial b
i ;m
: I ! R is given by
b
i ;m
(t) =
(
m
i
)
t
i
(1  t)
m i
;
i = 0; 1; : : : ; m. We extend this to B
n
i;m
: I
n
! R by taking i to be a multi-index,
i = (i
1
; : : : ; i
n
), where eah i
k
2 f0; 1; : : : ; mg and setting
B
n
i;m
(x) = b
i
1
;m
(x
1
) b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
)
where x = (x
1
; : : : ; x
n
) 2 I
n
.
Notie that fB
n
i;m
g is a partition of unity over I
n
.
Here is the intuition behind the Bernstein polynomial: Consider the at of tossing
a oin m times with probability of heads on eah toss being x . This senario an be
represented by a random vetor X : 
 ! f0; 1g
m
with the property that if X(!) =
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(x
1
; : : : ; x
m
), then P (x
i
= 1) = x . We then introdue the random variable Y dened
by
Y (!) =
∑
fx
i
: x
i
= 1g;
in other words, the number of heads that were tossed. This is familiarly desribed as
a binomially distributed random variable with parameters m and x . It is easily shown
that
E(Y ) = mx and V ar(Y ) = E((Y   E(Y ))
2
) = mx(1  x):
Notie that
b
i ;m
(x) = P (Y = i):
Denition 2. If f : I
n
! R, we dene the Bernstein approximation to f to be
B
n
m
(f ) =
∑
i
f (
i
m
)B
n
i;m
where i ranges over all multi-indies i = (i
1
; : : : ; i
n
) suh that eah i
k
2 f0; 1; : : : ; mg,
and by
i
m
we mean the vetor
(
i
1
m
; : : : ;
i
n
m
)
.
It an be shown by indution that∫
I
n
B
n
i;m
d
n
=
1
(m + 1)
n
where 
n
is Lebesgue measure on R
n
.
3. The Weierstrass approximation theorem via Bernstein polynomials
Theorem 1. If f : I
n
! R is ontinuous, then B
n
m
(f )! f uniformly on I
n
as m !1.
Proof. Choose  > 0. Sine f is uniformly ontinuous on I
n
, there exists Æ > 0 with
the property that if x = (x
1
; : : : ; x
n
), y = (y
1
; : : : ; y
n
), and jx
i
  y
i
j < Æ for all i ,
then jf (x)   f (y)j < . In what follows, it is onvenient to dene d by d(x; y) =
maxfjx
1
  y
1
j; : : : ; jx
n
  y
n
jg.
Set f
m
= B
n
m
(f ). We suppose that m is so large that
1
4mÆ
2
< ; we shall show that
this makes jf
m
  f j small. Choose x = (x
1
; : : : ; x
n
) 2 I
n
. Then
jf
m
(x)  f (x)j 
∑
d
(
i
m
;x
)
<Æ
jf (
i
m
)  f (x)jB
n
i;m
(x) +
∑
d
(
i
m
;x
)
Æ
jf (
i
m
)  f (x)jB
n
i;m
(x)
where i = (i
1
; : : : ; i
n
), a multi-index. We see that∑
d
(
i
m
;x
)
<Æ
jf (
i
m
)  f (x)jB
n
i;m
(x) < 
by uniform ontinuity of f . To nd a bound for the other term, we rst introdue
independent, binomially distributed random variables X
1
; : : : ; X
n
with parameters m
and x . By Thebyhe's inequality, for eah j = 0; 1; : : : ; m we have
P
(∣∣∣∣Xj
m
  x
j
∣∣∣∣  Æ
)

x
j
(1  x
j
)
m Æ
2

1
4mÆ
2
< :
Let M = max f . Then∑
d
(
i
m
;x
)
Æ
jf (
i
m
)  f (x)jB
n
i;m
(x)  2M
∑
d
(
i
m
;x
)
Æ
B
n
i;m
(x):
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We see that ∑
d
(
i
m
;x
)
Æ
B
n
i;m
(x) =
∑
d
(
i
m
;x
)
Æ
P
((
X
1
m
; : : : ;
X
n
m
)
=
i
m
)

n∑
j=1
P
(∣∣∣∣Xj
m
  x
j
∣∣∣∣  Æ
)
< n:
Thus jf
m
(x)  f (x)j < + 2Mn, and we are done. 
4. Derivatives of Bernstein approximations
4.1. Derivatives of Bernstein polynomials. If f : I
n
! R, set
(1) f
m
= B
n
m
(f ) =
∑
i
f
(
i
m
)
B
n
i;m
=
∑
i
f
(
i
m
)
b
i
1
;m

    
 b
i
n
;m
where i = (i
1
; : : : ; i
n
) and i
k
= 0; 1; : : : ; m and the symbolism g 
 h is interpreted to
mean (g 
 h)(u; v) = g(u) h(v). We want to ompute partial derivatives of f
m
. In
partiular we want ompute the mixed partial

n
f
m
x
1
x
n
whih we denote f
m
. In the
ase where f
m
is a umulative probability distribution funtion, f
m
is the assoiated
probability density.
It is onvenient at this point to introdue another notation. Let g : A! R where
A  R
n
. Suppose v 2 R
n
suh that A \ (A   v) 6= ;. We then dene a funtion

v
g : A\ (A v)! R by 
v
g(p) = g(p+v) g(p). That is, 
v
g(p) is the variation
of g starting at p in the diretion v . Next, let e
1
; : : : ; e
n
be the standard orthonormal
basis for R
n
, that is, e
1
= (1; 0; : : : ; 0), e
2
= (0; 1; 0; : : : ; 0), et. For f : I
n
! R and
i = (i
1
; : : : ; i
n
), where i
k
= 0; 1; : : : ; m   1, we dene

n
i;m
f = 
1
m
e
1

1
m
e
2
  
1
m
e
n
f
(
i
m
)
:
We an think of 
n
i;m
f as the variation of f over the n-dimensional square
[
i
1
m
;
i
1
+1
m
)

   
[
i
n
m
;
i
n
+1
m
)
.
Returning to the problem of derivatives, one alulates
b
0
i ;m
=


 mb
0;m 1
; i = 0;
m (b
i 1;m 1
  b
i ;m 1
); 0 < i < m;
m b
m 1;m 1
; i = m:
If we set b
 1;m 1
= b
m;m 1
= 0, then we may redue this to
(2) b
0
i ;m
= m (b
i 1;m 1
  b
i ;m 1
); 0  i  m:
If one then onsiders the ase where n = 1 so that
f
m
=
m∑
i=0
f
(
i
m
)
b
i ;m
;
where i is now an integer, then one easily alulates
(3) f
0
m
= m
m 1∑
j=0
(

1
m
e
1
f
(
j
m
))
b
j;m 1
:
4 M. D. TAYLOR
We then pass to the general n-dimensional ase where f
m
has the form given in (1)
and by repeatedly invoking the 1-dimensional ase and Equation (3), we obtain
f
m
= m
n
∑
j
(

n
j;m
f
)
b
j
1
;m 1

    
 b
j
n
;m 1
where j = (j
1
; : : : ; j
n
) and j
k
= 0; 1; : : : ; m   1.
It is well-known that the Bernstein approximation of a opula is again a opula
(see, for example, [3℄ and [4℄), but this is also an immediate onsequene of this last
formula:
Theorem 2. The Bernstein approximation of an n-opula is again an n-opula.
Proof. Let C
m
= B
n
m
(C) where C is an n-opula. The boundary onditions for a
opula are easily heked. The only questionable ondition is whether or not C
m
is
n-inreasing. But this follows from the fat that the terms of
C
m
= m
n
∑
j
(

n
j;m
C
)
b
j
1
;m 1

    
 b
j
n
;m 1
are nonnegative. 
4.2. Some identities and estimates. In what follows, we assume that x 2 I, m =
1; 2; 3; : : :, and i = 0; 1; : : : ; m.
The following is straightforward to establish by indution over i :
Proposition 1.(
i
m
  x
)
b
i ;m
(x) = x (1  x) (b
i 1;m 1
(x)  b
i ;m 1
(x)):
Proposition 2.
m∑
i=0
∣∣∣∣x   i
m
∣∣∣∣ jbi 1;m 1(x)  bi ;m 1(x)j = 1
m
:
Proof. We assume that X is a binomially distributed random variable with parameters
x and m and make use of Proposition 1:
m∑
i=0
∣∣∣∣x   i
n
∣∣∣∣ jbi 1;m 1(x)  bi ;m 1(x)j = 1
x(1  x)
m∑
i=0
(
x  
i
m
)
2
b
i ;m
(x)
=
1
x(1  x)
1
m
2
V ar(X) =
1
m
:

Proposition 3.
m∑
i=0
∣∣∣∣ i
m
  x
∣∣∣∣ bi ;m(x) = 2 x (1  x) bi0;m 1(x)
where i
0
= bmx, the greatest integer less than or equal to mx .
Proof. Let us assume x is irrational, 0 < x < 1. There is a unique nonnegative
integer, namely i
0
= bmx, suh that
i
0
m
< x <
i
0
+ 1
m
:
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We then perform a alulation in whih we invoke Proposition 1:
m∑
i=0
∣∣∣∣ i
m
  x
∣∣∣∣ bi ;m(x) =
i
0∑
i=0
(
x  
i
m
)
b
i ;m
(x) +
m∑
i=i
0
+1
(
i
m
  x
)
b
i ;m
(x)
= x (1  x)
(
i
0∑
i=0
(b
i ;m 1
(x)  b
i 1;m 1
(x)) +
m∑
i=i
0
+1
(b
i 1;m 1
(x)  b
i ;m 1
(x))
)
= 2 x (1  x) b
i
0
;m 1
(x):
We then obtain the proof for general x by invoking ontinuity. 
A proof of the following has been shown to us informally by our olleague Xin Li,
but it an also be found on p. 15 of [5℄.
Proposition 4.
m∑
i=0
∣∣∣∣ i
m
  x
∣∣∣∣ bi ;m(x) = O
(
1
p
m
)
:
Proposition 5. For every Æ > 0 and x 2 I,∑
jx i=mjÆ
b
i ;m
(x) = o
(
1
m
)
:
Proof. From [1, p. 304℄, we nd that for eah Æ > 0 and s = 1; 2; : : :, there exists
C = C(Æ; s) suh that ∑
jx i=mjÆ
b
i ;m
(x)  Cm
 s
for m = 1; 2; : : : and x 2 I. 
4.3. Convergene of rst derivatives of Bernstein approximations.
Theorem 3. Suppose that f : I
n
! R is a bounded funtion. Then for all x =
(x
1
; : : : ; x
n
) 2 (0; 1)
n
at whih f is dierentiable and for k = 1; : : : ; n, we have
lim
m!1
B
n
m
(f )
x
k
(x) =
f
x
k
(x):
Proof. Let us set
f
m
= B
n
m
(f ) =
∑
i
f
(
i
m
)
b
i
1
;m

    
 b
i
n
;m
where i = (i
1
; : : : ; i
n
), eah i
k
2 f0; 1; : : : ; mg, and
∑
i
=
m∑
i
1
=0
m∑
i
2
=0
  
m∑
i
n
=0
:
We prove the proposition for the ase k = 1.
First, we have
(4)
f
m
x
1
= m
∑
i
f (
i
m
) (b
i
1
 1;m 1
  b
i
1
;m 1
)
 b
i
2
;m

    
 b
i
n
;m
:
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Seond, by the dierentiability of f at x , we have
(5) f (
i
m
) = f (x) +
n∑
k=1
f
x
k
(x)
(
i
k
m
  x
k
)
+ (
i
m
  x)
∣∣∣∣ i
m
  x
∣∣∣∣
where ∣∣∣∣ i
m
  x
∣∣∣∣ =
√√√√ n∑
k=1
(
i
k
m
  x
k
)
2
and (s) ! 0 as s ! 0 in R
n
. Next, making use of (5), it an be shown there is
a onstant M, dependent on x and n but independent of m, suh that j(s)j  M.
This an be done by onsidering the ase where s is lose to 0 and the ase where
s is some xed distane from 0.
Next, substituting from (5) into (4), we see that (f
m
=x
1
)(x) beomes
m
∑
i
(
f (x)+
n∑
k=1
f
x
k
(x)
(
i
k
m
  x
k
)
+ (
i
m
  x)
∣∣∣∣ i
m
  x
∣∣∣∣
)
(b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)) b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
)
Now
∑
i
1
(b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)) = b
 1;m 1
(x
1
)  b
m;m 1
(x
1
) = 0. Thus∑
i
f (x)
(
b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)
)
b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
) = 0;
and for every k > 1 we have∑
i
f
x
k
(x)
(
i
k
m
  x
k
)(
b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)
)
b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
)
= 0:
On the other hand, it is easily seen that
m
m∑
i
1
=0
(
i
1
m
  x
1
)
(b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
))
=
∑
i
1
i
1
(b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)) = 1;
and we know that
∑
i
k
b
i
k
;m
(x
k
) = 1 for k > 1, therefore
m
∑
i
f
x
1
(x)
(
i
1
m
  x
1
) (
b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)
)
b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
)
=
f
x
1
(x):
Thus we an write
f
m
x
1
(x) =
f
x
1
(x) + S
m
where
S
m
= m
∑
i
(
i
m
  x)
∣∣∣∣ i
m
  x
∣∣∣∣ (bi1 1;m 1(x1)  bi1 ;m 1(x1)) bi2 ;m(x2)    bin;m(xn):
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Our task now redues to showing S
m
! 0. Choose  > 0. There exists Æ > 0 suh
that if js j < Æ, then j(s)j < . Let us set Æ
i
= j(i=m)   x j and then break S
m
into
two piees, S
m
= S
>
m
+ S

m
, where
S
<
m
=
∑
Æ
i
<Æ
and S

m
=
∑
Æ
i
Æ
:
We rst onsider S
<
m
. By Proposition 1,
b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
) =
i
1
m
  x
1
x
1
(1  x
1
)
b
i
1
;m
(x
1
):
Then
jS
<
m
j  m 
∑
Æ
i
<Æ
Æ
i
(
b
i
1
 1;m 1
(x
1
)  b
i
1
;m 1
(x
1
)
)
b
i
2
;m
(x
2
)    b
i
n
;m
(x
n
)

m 
x
1
(1  x
1
)
∑
Æ
i
<Æ
Æ
i
∣∣∣∣ i1
m
  x
1
∣∣∣∣ bi1;m(x1) bi2;m(x2)    bin ;m(xn)

m 
x
1
(1  x
1
)
∑
i
n∑
k=1
∣∣∣∣ ik
m
  x
k
∣∣∣∣
∣∣∣∣ i1
m
  x
1
∣∣∣∣ bi1;m(x1)    bin ;m(xn):
Now
∑
i
1
(i
1
 mx
1
)
2
b
i
1
;m
(x
1
) is the variane of a binomially distributed random variable,
so ∑
i
1
(
i
1
m
  x
1
)
2
b
i
1
;m
(x
1
) =
x
1
(1  x
1
)
m
:
On the other hand, for k 6= 1, we have by Proposition 4,∑
i
1
∑
i
k
∣∣∣∣ i1
m
  x
1
∣∣∣∣
∣∣∣∣ ik
m
  x
k
∣∣∣∣ bi1;m(x1) bik ;m(xk) = O ( 1p
m
)
O
(
1
p
m
)
= O(
1
m
):
It follows that
jS
<
m
j 
m 
x
1
(1  x
1
)
x
1
(1  x
1
)
m
+m (n   1) O(
1
m
) = O(1):
Now we turn to S

m
. We know the following:
(1) jj  M.
(2) Æ
i

p
n.
(3)
{
i :
∣∣ i
m
  x
∣∣
 Æ
}

⋃
n
k=1
{
i :
∣∣ ik
m
  x
k
∣∣

Æ
n
}
.
Using these fats plus Proposition 5, we obtain
jS

m
j  mM
p
n
∑
j
i
m
 x
j
Æ
b
i
1
;m
(x
1
)    b
i
n
;m
(x
n
)
 mM
p
n
∑
˛
˛
˛
i
k
m
 x
k
˛
˛
˛
Æ
n
n∑
k=1
b
i
k
;m
(x
k
)
= mM
p
n n o(
1
m
) = o(1):
We therefore onlude that
jS
m
j  O(1) + o(1)! 0
as m !1. 
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5. A probabilisti interpretation of the Bernstein approximation of a opula
It is our goal here to onstrut random variables suh that the Bernstein approx-
imation is the umulative distribution funtion of these new random variables. This
probabilisti interpretation was brought to our attention by J. H. B. Kemperman in
[2℄.
Let C be an n-opula. Suppose it is the umulative distribution funtion of the or-
dered n-tuple of random variables (X
1
; : : : ; X
n
) where eah X
i
is uniformly distributed
over I. Let m be a large natural number and C
m
be the m      m Bernstein
approximation of C; that is
C
m
(x
1
; : : : ; x
n
) =
m∑
i
1
;:::;i
n
=0
C
(
i
1
m
; : : : ;
i
n
m
)
b
i
1
;m
(x
1
)    b
i
n
;m
(x
n
)
where x
1
; : : : ; x
n
2 I.
Next, for i = 1; : : : ; n and j = 1; : : : ; m, we let X
j
i
be independent random variables
that are uniformly distributed over I and have the property that (X
1
; : : : ; X
n
) and X
j
i
are independent for all i ; j . If it is helpful, we may regard these random variables as
being dened over the spae I
n
 I
mn
and having probability measure P where P has
the form 
C
 
mn
and where it is understood that 
C
is the probability measure
indued on I
n
by C and 
mn
is Lebesgue measure on I
mn
.
Now for eah i , let X
(1)
i
; : : : ; X
(m)
i
be the order statistis for X
1
i
; : : : ; X
m
i
. That is,
whenever
X
j
1
i
<    < X
j
m
i
;
then X
(k)
i
= X
j
k
i
.
It may be helpful to notie that by the independene and uniform distribution of
our original random variables, for all i ; j; r; s and all x 2 I we have
P (X
j
i
= X
s
r
) = 0 if X
j
i
6= X
s
r
;
P (X
(j)
i
= x) = 0;
P (X
(j)
i
= X
(s)
r
) = 0 if X
(j)
i
6= X
(s)
r
:
Next, if k is the multi-index (k
1
; : : : ; k
n
) where k
r
= 0; 1; : : : ; m 1, then we dene
I
n
m;k
=
(
k
1
m
;
k
1
+ 1
m
)
    
(
k
n
m
;
k
n
+ 1
m
)
=
{
k
r
m
< X
r
<
k
r
+ 1
m
: r = 1; : : : ; n
}
:
This is a slight abuse of notation sine X
r
lives in I
n
I
mn
rather than I
n
, however the
reader should easily make whatever mental adjustments are neessary in the arguments
that follow. We then take 
k
to be the harateristi funtion of I
n
m;k
with the
understanding that the domain of 
k
is I
n
.
Finally we dene
Y
r
=
m 1∑
k
1
;:::;k
n
=0

k
(X
1
; : : : ; X
n
) X
(k
r
)
r
where r = 1; : : : ; n and k = (k
1
; : : : ; k
n
). We then have the following:
Theorem 4. C
m
(x
1
; : : : ; x
n
) = P (Y
1
< x
1
; : : : ; Y
n
< x
n
) where (x
1
; : : : ; x
n
) 2 I
n
.
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Proof. For x 2 I and i = 1; : : : ; n, we form a random variable X

i
(x) by setting
X

i
(x) = the number of X
1
i
; : : : ; X
m
i
less than x .
We see that the following are true:
(1) X

i
(x) takes values in f0; 1; : : : ; mg.
(2) X

i
(x) and X

j
(y) are independent for i 6= j .
(3) P (X

i
(x) = k) =
(
m
k
)
x
k
(1  x)
m k
= b
i ;m
(x).
We also see that
fX

i
(x) = 0g
P -a.e.
= fx < X
(1)
i
g;
fX

i
(x) = kg
P -a.e.
= fX
(k)
i
< x < X
(k+1)
i
g for k = 1; : : : ; m   1;
fX

i
(x) = mg
P -a.e.
= fX
(m)
i
< xg:
(6)
From (6) we an easily dedue
(7) fX

i
(x)  kg
P -a.e.
= fX
(k)
i
< xg
for i = 1; : : : ; n and k = 0; 1; : : : ; m.
We now onsider the Bernstein approximation to C. Let x
1
; : : : ; x
n
2 I. Then
C
m
(x
1
; : : : ; x
n
) =
m∑
i
1
;:::;i
n
=1
C
(
i
1
m
; : : : ;
i
n
m
)
b
i
1
;m
(x
1
) : : : b
i
n
;m
(x
n
)
=
m∑
i
1
;:::;i
n
=1
[
i
1∑
k
1
=1
  
i
n∑
k
n
=1
P
(
k
r
  1
m
< X
r
<
k
r
m
: r = 1; : : : ; n
)
P (X

r
(x
r
) = i
r
: r = 1; : : : ; n)
]
:
Sine
m∑
i
r
=1
i
r∑
k
r
=1
=
m∑
k
r
=1
m∑
i
r
=k
r
;
we have
C
m
(x
1
; : : : ; x
n
) =
=
m∑
k
1
;:::;k
n
=1
m∑
i
1
=k
1
  
m∑
i
n
=k
n
[
P
(
k
r
  1
m
< X
r
<
k
r
m
: r = 1; : : : ; n
)
P (X

r
(x
r
) = i
r
: r = 1; : : : ; n)
]
=
m∑
k
1
;:::;k
n
=1
[
P
(
k
r
  1
m
< X
r
<
k
r
m
: r = 1; : : : ; n
)
P (X

r
(x
r
)  k
r
: r = 1; : : : ; n)
]
=
m∑
k
1
;:::;k
n
=1
[
P
(
k
r
  1
m
< X
r
<
k
r
m
: r = 1; : : : ; n
)
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P
(
X
(k
r
)
r
< x
r
: r = 1; : : : ; n
) ]
where the last step follows from (7).
We now onsider the umulative distribution funtion of (Y
1
; : : : ; Y
n
).
P (Y
r
< x
r
: r = 1; : : : ; n)
=
m∑
k
1
;:::;k
n
=1
P
(
Y
r
< x
r
; (X
1
; : : : ; X
n
) 2 I
n
m;k
: r = 1; : : : ; n
)
=
m∑
k
1
;:::;k
n
=1
[
P
(
X
(k
r
)
r
< x
r
: r = 1; : : : ; n
)
P
(
k
r
  1
m
< X
r
<
k
r
m
: r = 1; : : : ; n
)]
by the denition of Y
r
and the independene of the random variables. We see from
this that
C
m
(x
1
; : : : ; x
n
) = P (Y
1
< x
1
; : : : ; Y
n
< x
n
): 
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