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Abstract 
In this paper we construct product quadrature rules, based on spline interpolation, for the numerical evaluation of 
singular integrals in the sense of Hadamard. We give a convergence result and examine the behaviour of the stability 
factor. We also present some numerical tests. 
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1. Introduction 
In this paper we examine the numerical evaluation of one-dimensional integrals defined as the 
Hadamard finite-part of the form 
1t.f; Y) = f w(x) (x “,“:+, dx, a -e y -c b, k 2 1 integer, 
where w(x) is a weight function containing integrable endpoint singularities and f(x) is smooth. 
Because of their applications in engineering problems, there is considerable interest in the approx- 
imation of such integrals and several numerical approaches have been developed. For a survey on 
this topic see [6]. 
Most papers deal with quadrature rules obtained by approximating the function f(x) by interpola- 
tion polynomials based on zeros of classical orthogonal polynomials. Furthermore, in [4] and more 
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recently in [9] quadrature formulas based on piecewise linear and quadratic polynomials have also 
been constructed and examined and some corresponding error estimates have been given. 
Here we propose alternative product quadrature rules based on spline interpolation and present 
a bound for the stability factor, a convergence result and some numerical examples. 
2. The quadrature formulas 
We examine quadrature rules of the form 
= 2 WF’(u)f(Xi), u < y < b, k 2 1 integer, (2) 
i=O 
where S(x) is the unique spline of a given odd degree m 2 k + 1 interpolating f at the nodes fixed 
on a uniform mesh {xi = a + i[(b - a)/n]}~==, and satisfying the “not a knot” end conditions [2, 
p. 2 1 I]. Such formulas have already been proposed for the computation of Cauchy principal value 
integrals, i.e. k=O (see [S]). 
Notice that we could derive rules for finite-part integrals by using 
Cauchy principal value integrals recalling the following property 
’ ++)f@> dx 
x-y ’ 
a<y<b, k>l 
In this section we extend the convergence results obtained in [8] 
integrals to rules of type (2) for finite-part integrals. 
Theorem 1. Let us consider the quadrature rules (2) and assume 
w(x) EL’ [a, b] f-I Ck(a, b) 
with W(~)(X) Htilder continuous. 
the corresponding ones for 
integer. (3) 
for Cauchy principal value 
(4) 
For all f(x) E P[a, b] with f@+‘) (x) bounded on [a, b], the remainder term Rik)( f; y) =I( f; y)- 
I,( f; y) satis$es 
zp(f; y) = qn-m-'+k+"), (9 
v > 0 as small as we like, uniformly on any closed subinterval of (a, b). 
Proof. To prove the theorem it is suEicient to follow the steps of [5, Section 41 and use the following 
two bounds directly deduced from [8]: 
]]f@) - S(k)lloo <KlnP--lfk, k = 0, 1,. . . ,M, (6) 
sup Ir:k’(_d - r:k’(_d <K2n-m-l+k+v 
lY2 - Y1 Iv 
7 
YI > YZ E[a, 61 
(7) 
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y,#y2, O<v<l, k=O,l,..., m - 1, where Y,(X) = f(x) - S(x) and K1 and K2 are two constants 
independent of n. 
Indeed, we have 
(X - Y>~ dx + 17 f cx _ y)k+l-j dx 
1 
k-1 r(j)(y) b w(x) 
j=O * 
dx+ $$)(y)l / .f” %dXi 
. n x Y 
+g;lr!l)o)l 
b w(x)dx 
f (x_ y)k+l * 
Furthermore, the assumptions (4) ensure that the quantities 
~ f” $$dx~. f” ,Jr(;/L c-k 
exist and are bounded for all YE (a, b). 
Now let us examine the behaviour of the stability factor Cy=, ]wy’(y )I of (2) for large n. For 
convenience, but without restriction, we assume [a, b] E [0, 11. 
The spline S(x) in (2) may be expressed in terms of the cardinal spline functions 
rPiCx>, i = O,l,..., n, (8) 
which satisfy qi(xj) = 6i,j, i,j = 0, 1, . . . , n, and, consequently, the weights {~!k’(y)}jL~ of the rules 
(2) may be written in the following form 
# 
’ wjk'(y) = w(x>cPi(x> dx o (x_y)k+l , i  = o ,... ,n, k=O,...,m-1. 
The knowledge of the behaviour of {Cpi} in the case considered [3], allows to obtain the following 
result. 
Theorem 2. Under the hypotheses of Theorem 1, the stability factor of the rules (2) satisjies 
$$!k)(y)] =O(rzkf’), k=O l,...,m- 1 , 7 (10) 
i=O 
uniformly on any closed subset of (0,l). 
Proof. We recall [3, Theorem 21 that the following bound 
Iqlk’(x)] <nkCqnix-fl, k = 0, 1,. . .,m, (11) 
holds for i=O,l,..., n, x E [0, 11, with some constants C > 0 and q E (0,l) independent of n and 
Ml = maxOQxd Id-4 
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Fork=O,l,..., m-1,wehave 
k q(j)(j) 1 w(x) 
+ c 7 f, (x _ y)k+l-j dx 
j=O 
d 2 1’ Mx)l (k: l)!
i=O 
I~jk+“(S(x>>l + $j / f,’ (x’I’“,:t:_j / 2 Iq!“(Y)l . 
i=O 
= Jl + Jz, 5(x) E (UP). 
Under the assumptions of Theorem 1 and because of bound (1 l), we obtain 
J’ = 2 1’ Iw(x)l (k : 1  )! Idk+"(S(x))l dx 
i=O 
C 
G (It+ l)! nk+i 2 J’ I,(,)lqnl&-(i/n)l dx 
i=O 0 
c I2 
= (k+ l)! 
nk+l 
c 
q4F-(i/~)l 
i=O I 
o1 [w(x)] dx &4ink+1, 
since 0 < q c 1 and Cy=, q nlt-iinl <AZ, where Ai and AZ are two constants independent of II, and 4 
is a fixed value of l(x) in the interval (0,l). 
Moreover, the analogous bound holds for the quantity denoted by J2. For all y E [E, 1 - a], with 
E > 0 as small as we like, we obtain 
w(x) dx J2=$ +I f,’ (x - y)k+l--j i=. 2 I@(y)1 b-4nk, 
where A3 is a constant independent of II. 
3. Numerical examples 
In this section we give numerical results for quadrature rules (2) with m = 3. 
In order to compute the coefficients {~j~‘(y)} of these rules by a stable procedure, it is convenient 
to solve, by using a band matrix solver without pivoting, the following well-conditioned totally 
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positive linear system of equations 
2 wjk’(y)BjP’(x,)=Z(814’;y), j=2,...,n+2, (12) 
i=O 
obtained by expressing S(x) in terms of the cubic B-splines {@~)}~~~ on the same mesh and with 
the same end conditions. 
From the computational point of view the use of B-splines appears more efficient than the use of 
cardinal splines (8) because of their well-known properties [2]. 
Notice that Bjp’(x)=O if x @ (tj-4, ti], where tl E x0, {ti = xi}::;, tn_l z x,. 
Given an integer 1 such that y E (t/.-l, tl], I= 2,. . . , n - 1, the evaluation of the integrals 
By’(x) 
I--- 
X-Y 
dx, j#1+3,1+2,1+1,1, 
1 dk 
J 
‘1 
k! dyk t,--4 
w(x) [Bj4’W - B14’(v )I dx 
X-Y 
(f ab~cIx-&;,~dr)l, 
. i# j-3, j-2, j- 1,j j=l+3,1+2,1+ 1,1, 
requires the knowledge of the quantities 
qo(y)= f 
b *dx 
n x-y 
and for i=2,...,n - 1, 
s 6 Zi(r)= x’w(x)dx, Y=O, 1, L, 
Li(Y)= 
s 
t, w(x) 
- dx, Y $ [fi-1,4I, 
1,-l x - Y 
(13) 
(14) 
(15) 
and their derivatives with respect to y, which have a closed-form expression only for particular 
choices of w(x), as already remarked in [8]. 
In order to test our formulas and to compare them to the ones presented in [4] and [9] we have 
applied them (taking w(x) = 1) to the following integrals: 
I,= ’ 
# 
(x - 0.36)-*x3 dx = 1.039727640883 12, 
-1 
12 E 
# 
I (25 - x*)+*(x - 0.25)-* dx= -0.420099186003325, 
-1 
Z3E 1 
# 
(1.21 - x2)-I’*(, - 0.25)-* dx= -0.895622582871559. 
-1 
In each case the integral is known explicitly (see, e.g., [l, 71). 
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In the tables below we report the computed values of the stability factor (SF*) for increasing 
values of n together with the corresponding computed values of the absolute error (EA) for our 
rules. All computations have been performed using sixteen-digit arithmetic. 
We also report the absolute errors corresponding to composite quadrature rules of low degree 
presented in [4,9]. In particular we give the numerical results referring to rules which show the 
best convergence rate among the ones presented, that is the method based on piecewise quadratic 
approximation with the singularity located in the middle of a subinterval presented in [4, Table 21 
and the modified Simpson rule presented in [9, Examples 5 and 61; we denote by Eo and Es the 
corresponding absolute errors, respectively. 
Our numerical results seem to be in accordance with the theory. Moreover, we can observe that 
the rate of convergence of our rules in the case of integral 1, reflects the high degree of smoothness 
of the integrand function f(x) (see Table 1 ), whereas the application of our rules to integrals of the 
type 
I= _; (X - y)-*(s* - x2)-“* dx 
# 
(16) 
for several values of y and s reveals that the rate of convergence is not affected by variations of y 
but decreases as s approaches 1, according to what Tables 2 and 3 show. 
Since our results appear satisfactory also in comparison with the ones obtained in [4,9] for the 
same integrals (Tables l-3), we can conclude that the extension of the rules described in [8] based 
on spline approximation to the computation of finite-part integrals allows the efficient and stable 
Table 1 
Stability factor SFA and absolute errors EA and EQ in 
approximating the integral 11 = $, (x - 0.36)-‘x3 dx 
n SFA EA EQ 
8 2.97 x 10’ Exact 
16 7.99 x IO’ 
32 1.40 x lo2 
63 3.10 x lo2 3.17 x 1o-7 
64 2.67 x lo2 
Table 2 
Stability factor SFA and absolute errors EA and ES in approxi- 
mating the integral 12 = $1, (x - 0.25)-2(25 - x*)-“~ dx 
II =A EA Es 
8 4.02 x 10’ 9.25 x 10-7 1.00x 10-g 
16 8.41 x 10’ 1.71 x 10-7 
32 1.70 x lo2 2.18 x 10-8 
64 3.43 x 102 2.75 x 1O-9 
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Table 3 
Stability factor SFA and absolute errors EA and Es in approximating 
the integral Z3 = f:, (x - 0.25)-2( 1.21 - x’)-“~ dx 
n SFA EA ES 
8 4.02 x 10’ 7.93 x lo-2 2.18 x 1o-2 
16 8.41 x 10’ 3.76 x lO-3 3.54 x lo-3 
32 1.70 x lo2 4.45 x lo-4 4.02 x lO-4 
64 3.43 x lo2 2.65 x lO-5 3.37 x lo-5 
construction of rules that, in the cases examined, show good properties of stability and convergence 
and are at least competitive with other known ones based on piecewise polynomial approximation. 
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