the static central place models (Allen, 1997; Allen and Sanglier, 1979) . They found that chance factors, such as the place where and the time when different enterprises and migrations start, could yield symmetry breakings, which entail an uneven distribution of population, employment, etc, instead of the homogeneous economic and geographical space defined by Christaller. Bura, Sanders, and their coworkers (Bura et al, 1996; Sanders et al, 1997) have made intriguing studies by extending cellular automata logic to deal with multiagent systems. Their models can generate spatial patterns of settlements in a hexagonal tessellation of cells that are similar to central place landscapes and that are consistent with the rank-size rule indicative of self-organized criticality (SOC), or the edge of chaos (Bak, 1996; Kauffman, 1993) . All these studies demonstrate the process by which the symmetrical distribution of central places is broken down. As Prigogine and Stengers (1984, page 197) pointed out,``obviously, in actual cases, such a regular hierarchical distribution is very infrequent: historical, political, and geographical factors abound, disrupting the spatial symmetry.'' The`noncrystalization' of the crystal-like structure of central place landscapes suggest a certain fractal dimensionality in contrast to the Euclidian dimensionality of market areas described by Christaller (1933) and Lo« sch (1940) as well as the deterministic fractals revealed by Arlinghaus (1985) . It comes to light that simulation analyses have played a significant role in explorations of the nonlinear dynamics of central place networks. Simulation of a complex system may be very helpful practically, but it does not help us conceptually, especially with regard to understanding the rules of behavior at the higher level (Bossomaier and Green, 1998) . As an important supplementary mode, mathematical methods are necessary for revealing the anti-intuitional relationship deeply hidden in geographical systems. In this paper we will demonstrate whether and how the simple rules of central places can be mathematically abstracted. In the first place, three exponential-type laws are derived and are translated into power laws associated with fractal dimensionality. Second, an empirical analysis is conducted with data on southern Germany, from Christaller (1968) . Finally, the idea from SOC is employed to interpret the fractal dimensionality of central place systems in the real world.
2 Reconstructing central place models
Mathematical reformulation
Classical central place hierarchies are in fact self-similar systems, with successively larger settlements offering a greater variety of goods and services, thereby occupying a broader market territory. Important centers would be at the intersection of a hexagonal network, each being surrounded by a ring of towns or cities of smaller size, and so on (figure 1). Different levels of central places form a nested structure that is consistent with fractal geometry (Batty and Longley, 1994) . In fact, the reason fractals are effective in the geometry of central place theory is because that geometry is hierarchical in nature (Arlinghaus, 1990) . In order to model the self-similar hierarchy of central systems, an appropriate generating function that can be applied to each scale in a recursive way has to be found. For this purpose, we reexamine Christaller's basic concept of hierarchies of settlements, in which the hexagonal market areas are graded into seven classes, represented by L, P, G, B, K, A, and M in a top-down (decreasing) order. If we were to use natural numbers rather than the ad hoc letters to denote the levels of central places and overlook the first level for the time being (because of scaling range) we could establish the following geometric series function:
where N(m) is the number of central places at the mth level, m is the order of central places [m (1), 2, 3, .XX], N 1 (k À 1)ak, and k N(m 1)aN(m) 3, 4, 7 .XX .
Apparently, k is a number ratio. For example, according to Christaller (1933) , given k 3, we expect to have N(m) 1, 2, 6, 18, 54, Á Á Á . According to equation (1),
18, and so forth. As described by Christaller (1933, page 68) ,``the number of central places and their complementary regions which are to be counted for every type form a geometric progression from the highest to the lowest type.'' The highest level (L level), however, is actually an exception to the geometric rule. As is often the case, the fractal structure always appears mathematically within a certain scale-free rangeöthe log^log^linear relationships must eventually break down at small and large scales (Bak, 1996; Chen and Zhou, 2003) .
In light of a knowledge of trigonometric function and plane geometry, the distance between adjacent central places at a given level is k 1a2 times that at the lower level; that is,
in which L 1 represents the distance between central places at the highest level,
is the average real service range of the central places of order m [the real range of a central place good is different from its ideal range; refer to King and Golledge (1978) , or see appendix A].
Equations (1) and (2) represent a pair of geometric series scaling laws, and their base, k, relates to some kind of ratio of distance between central places at one level to another. The k values are involved in the estimation of the fractal dimension in a central place system, but the result is unexpected. Lo« sch (1940) generalized the estimation of k values, and his result is termed the Lo« schian number (Arlinghaus and Arlinghaus, 1989) . Lo« sch gave two complicated formulae to determine the k values. The formulae were simplified by Dacey (1965) , who defined a Diophantine equation as
where k denotes the Lo« schian number, the number of settlements served by a central place; and u and v are two variables proceeding from the natural number. Given u 4 v, then u 0, 1, 2, Á Á Á , v, and v 1, 2, 3, Á Á Á . It is very convenient to work out the arbitrary Lo« schian number by using equation (3). In order to standardize the expressions, let r n k and r l k 1a2 . Given the generality of the Los« chian number, equations (1) and (2) could be transformed into two normal geometric series scaling laws, as follows:
in which N m and L m replace N(m) and L(m), respectively, r n k N m1 aN m is called the central place number ratio, and r l k 1a2 L m aL m1 is termed the distance ratio. Apparently, the distance between two adjacent central places at the mth level can be easily translated into the market area, S m . Thus equation (5) , where S 1 is the proportionality coefficient, r s S m aS m1 denotes the central place market area ratio, and r s r 2 l . From now on, readers may overlook the k values temporarily in order to understand the fractal dimensionality of real central place systems.
Generalization of models
Fractal models of central place systems can be derived from geometric series scaling laws given in subsection 2.1. By combining equations (4) and (5) we obtain a power law, as follows:
where C N 1 L d 1 , and d ln r n a ln r l ln ka ln k 1a2 2. From a dimension analysis of a geometrical body we can see that d is simply the dimension of central place systems defined by Christaller (1933) , but it is a Euclidian dimension. Evidently, the formula shows graceful symmetry, which can be made clearer if we transform equation (6) into the following form:
Equation (7) suggests a certain law of symmetry for urban systems. In the real world, the symmetry always breaks down to some extent as a result of physical conditions and varied social and historical factors, and thereby d is not equal to 2. Regarding symmetry breakdown, d can be assigned an arbitrary number ranging from 1 to 2, and d 2 can be thought of as a special case under extreme conditions. In general, d is rewritten as D, denoting a fractional dimension, and the dimension of central places is further defined as D ln r n a ln r l .
The scaling law for the population size of central places cannot be found from Christaller's work. This situation was remedied by Beckmann (1958) , who developed a model for urban hierarchies based on central place theory. Suppose that the cities in a region are classified into M levels in a bottom-up (increasing) order; Beckmann's model can be expressed as
in which P m represents the city size at a given level in the central place hierarchy, m denotes the hierarchy order (m 1, 2, F F F , M), K is a constant proportionality factor that relates the city size to the total population served by that central place (K 4 1), S is the number of equivalent urban places at the (m À 1)th level served by the mth level central places (S 5 1), and R 1 is the size of the basic rural community of the hierarchy. According to Beckmann's assumptions, equation (8) can be transformed into a new expression based on a top-down order (Chen and Zhou, 2003) :
where r p Sa(1 À K ) P m aP m1 and can be called the population size ratio of urban hierarchies, and P 1 is the mean population of the first-order (top) central place.
Equations (4), (5), and (9) form a set of geometric series scaling laws describing the cascade structure of central place systems. From the exponential laws, we can derive a series of important power laws. As discussed above, equation (6) should be rewritten as
, and D ln r n a ln r l , the fractal dimension of central place networks (see appendix B). If we incorporate equation (5) into equation (9) we obtain another power law:
where A P 1 L Às 1 , and s ln r p a ln r l . Equation (11) may be linked to the law of allometric growth (see Batty and Longley, 1994; Lee, 1989) and is identical in form to Batty and Longley's classic scaling relation based on DLA-like processes (see Batty and Longley, 1994) . From equations (4) and (9), or (10) and (11), the third power law can be derived:
( 1 2 ) which is reminicient of the Pareto distribution of city sizes. As a matter of fact, equation (12) can be associated with Pareto's law or Zipf 's law (Zipf, 1949) .
3 Empirical analysis
Studied objects
In this section we conduct an empirical analysis with use of Christaller's data to illustrate the fractal dimensionality of real central place networks. The focus of the empirical analysis lies on two aspects: (a) whether or not the observed data follow the power law distribution expressed in equations (10) and (11), or (12); and (b) whether or not the exponent indicative of dimension is fractional. The book Die Zentralen Orte in Su« ddeutschland (Central places in southern Germany) by Christaller (1968) provides four sets of data about the central place systems in four regions: Munich, Nuremberg, Stuttgart, and Frankfurt, in southern Germany.
(1) The key data available for our study have been extracted and tabulated in a bottom-up order (table 1, over). Three things should be pointed out. First, the range of a region is a theoretical distance based on an empirical analysis of southern Germany; the distance measure is used as a spatial scale in the following least squares computation. Second, the typical populations of places and regions are estimated in an average sense; as Christaller (1933, page 66 ) made clear,``the average number of inhabitants is given for southern Germany in order to give a concrete and easily visualized meaning to the size-types; thus they are nothing more than rough estimations for predominantly agricultural regions.'' The results of size data are used only for reference. Third, the number of central places in southern Germany represents the primary data for the following empirical analysis. First of all, as a matter of convenience, we change the geometric series scaling laws based on the top-down order into their equivalents based on the reverse order (the bottom-up order) by the symmetry transformation (Chen and Zhou, 2003) . Equations (4), (5), and (9) become standard exponentials:
( 1 3 )
where N 0 N 1 r n , P 0 P 1 ar p , L 0 L 1 ar l , j ln r n , o ln r p , and c ln r l . The reciprocals of j, o, and c are the characteristic lengths in the exponentials. Accordingly, D ln r n a ln r l jac, and s ln r p a ln r l oac, which will be used to estimate the fractal dimension values. The exponential transformation can be justified from several aspects. Practically, it is easy for us to estimate the parameters in the standard exponential models. Theoretically, the transformation reveals the geometrical meaning of central place fractal dimensions öfractals have no characteristic length, but the fractal dimension is simply the ratio of two kinds of characteristic length. Moreover, the normal exponentials can be derived directly by using entropy-minimizing methods (Chen and Liu, 2002) , as discussed below.
Results of the computation
If the relationships between the numbers of central places and the corresponding ranges of regions conform to the aforementioned scaling laws they may be expected to comply with the power laws describing certain self-similar structures. The relationship between central place numbers and levels is shown in figure 2 . It is obvious that the scaling law defined by equation (13) describes the data very well (the resulting correlations are shown as the trend lines in figure 2 ). The population size of the central places and the range of regions are found to agree with the scaling laws represented by equations (14) and (15). A least-squares calculation of the quantities presented in table 1 gives the model parameter values, from which the (fractal) dimension of central place systems can be estimated by virtue of the related formulae. For instance, if we fit the data on L m from the second column of table 1 into equation (15) we obtain c ln r l 0X5493, and if we fit data on P m from the third column (population of places) into equation (14) we obtain o ln r p 1X0172. Given the relation s ln r p a ln r l , it follows that s oac 1X8518 (1X0172a0X5493). 
The difference affects only proportionality coefficientsÐit has no effect on fractal parametersÐand therefore it is unnecessary to distinguish between the range and distance of central places in this context.
The relationship between the number and level of central places can be addressed in a similar way. If we take Munich as an example, fitting the data on N m from the fifth column of table 1 into equation (13), we generate j ln r n 0X9519 and thus D equal to jac is 1.7329 (table 2) .
Values for the fractal dimension can be calculated directly given the measure^scale relationship of equations (10), (11), or (12). The log^log scatterplots of the data in table 1 clearly show log^linear relationships between distance (range) and number of central places (see figure 3, over) . Replacement of the numbers with population sizes in the log^log plots does not change the linear relationship. This implies that the data also 
Central place number scale:
fit the power laws of equations (10), (11), and (12) very well. An ordinary least-squares (OLS) estimation of equation (11) gives the relationships between size and range of central places in the form
The determination coefficient, R 2 is 0.9770. It is easy to see that the result of population dimension (s 1X8520) agrees closely with the value estimated through the scaling law (that is, s 1X8518; see table 2). Substitution of the population of regions for that of central places generates
The R 2 -value is 0.9997. This implies s 2X0836, which is almost equivalent to d 2, which indicates that the real pattern of market area is close to the Euclidian space. The error between the power (s 2X0836) and Euclidian dimension (d 2) results from the`warp' in a typical population estimation.
Furthermore, the fractal dimensions of the central place systems in question are easily determined. The OLS computation results are reported in table 3. Clearly, the data also fit the power function of equation (10) very well.
In this analysis, fractal parameters for central place systems in southern Germany were estimated with use of two different equations, based on the geometric series scaling law and the power law, respectively. The estimation based on the geometric series scaling laws is the statistical similarity dimension associated with urban hierarchies whereas that based on the power law is the Hausdorff dimension of the central 
1 10 100 1000 1 10 100 1000 place network. The two estimations lead to very similar results, suggesting that``urban space can be seen as both a hierarchy and a network which in fact represent different sides of the same coin'' (Batty and Longley, 1994, page 44) , which is a critical proposition in city fractal research. More importantly, the similarity of the results of the two estimations verifies the inference that two exponentials could indeed construct a power relation and that the transformation from exponentials to power function or vice versa is a mathematical bridge linking simplicity with complexity. However, the shortcomings in the empirical computation are obvious if one looks at the lack of an average observed range or distance and at the population size of central places at each level in the central place system. The theoretical range or distance based on the empirical investigation is used as a reasonable alternative as the standard scale is always employed to measure fractal structure (refer to Chen and Zhou, 2003) . If Christaller had provided observed data for population size and range for the central places in southern Germany then more accurate results could have been presented. The work, however, could still be improved by investigating real central places in the future. In addition, the scale-free range [that is, the scaling range (see Chen and Zhou, 2003) ] has not been considered. Despite these shortcomings, our study indeed illustrates and highlights the fractal structure of central place systems in the real world. The recognized fractal structure complements Arlinghaus's (1985) demonstration of central place texture and the Koch snowflake model of urban systems (Chen, 1998) .
Questions and discussion
The estimates obtained from our empirical analysis agree with our expectations but are not consistent with Christaller's original definition of central place systems. According to Christaller (1933) , the spatial networks of central places should have a Euclidian dimension defined as
( 1 6 ) This implies that the nodes in the central place system are distributed in a homogeneous way. However, a fractal dimension less than 2 is found for the central place systems in southern Germany and is defined as
( 1 7 ) a The fractal dimension based on the power law is the Hausdorff dimension whereas that based on the exponential law is, in fact, the statistical dimension.
The equation suggests an inequality ör l (equal to L m aL m1 ) is less than k 1a2 öindicative of an absence of centers somewhere, which implies the inevitable symmetry breakings of central place landscapes predicted by Allen (1997) and by Prigogine and Stengers (1984) and evidenced further by Bura et al (1996) and Sanders et al (1997) . Moreover, equations (16) and (17) show that no relation exists between the dimensions of central place structure and k values, which is different from the conclusions of Arlinghaus (1985) . This infers that the type of central place network does not affect the estimation of fractal parameters.
The phenomenon that the dimension of real central place systems is less than two (D`d, where d 2) may be justified from three perspectivesöthose of inhomogeneous geosurfaces, of spatial agglomerations or aggregations, and of uncompleted development. First, in classical central place theory it is assumed that settlements are distributed on an unbounded homogeneous plain with uniform soil fertility and resources. In the real world, however, homogeneous conditions may be disrupted by physical geographical elements, such as mountains, rivers, lakes, swamps, and so on. Second, a uniform transport system is assumed in classical central place theory, allowing all urban places of the same size to be equally accessible. Population is also distributed over the systems of settlements in a homogeneous way. However, agglomeration effects associated with`chance factors' may result in spatial concentration and nonequilibrium, which means that population and social activities are distributed unevenly, in a`fragmented' way, even on an unbounded homogeneous plain with uniform natural conditions. Third, classical central place theory defines a static multilevel network as a completely developed hierarchy, and each level of the network is composed of close-packed hexagonal trade areas. However, geographical systems are continually developing, and city fractals are evolving (Benguigui et al, 2000) . Real networks of central places are dynamic, or less-developed, systems. In short, an essential part of the fractional dimension of real central place systems is determined by absent nodes and trade areas resulting from physical, social, and historical factors. Arlinghaus (1985) confirmed the fractal patterns of central place systems where the nodes are distributed in a homogeneous way. In fact, the pure spatial network of central places can be transformed into a deterministic fractal model termed the Koch snowflake model (KSM), or a random triangular lattice model (TLM; Chen, 1998 ; see appendix C). There are two types of KSM ö the solid type (S type) and the hollow type (H type; figure 4). The fractal dimension in the S-type model is 1.7712, and that for the H-type model is 1.6309. Suppose that the probability of being either type of fractal pattern is equal; the mean fractal dimension will be 1.7011, which bears analogy to Batty's (1991) simulation results of urban forms with diffusive growth. Batty (1991) suggested the average fractal dimension for a city form is 1X701 AE 0X025. Apparently, the KSM model characterizes relationships between nodes, but neglects the spatial close-packing effect. The idea of central place absence is introduced into the H-type model, referring to a`shadow effect'. As Evans (1985, pages 98^99) discussed,`i n effect the large city casts its`shadow' over the surrounding area depriving the smaller towns of growth as a larger tree prevents the growth of others by depriving them of light.'' The shadow effect can be regarded as one of the factors that leads to missing components in central place networks and thereby lowers the dimension values.
It has been shown that the fractal dimension values of central place networks in southern Germany range from 1.481 (the Munich system) to 1.837 (the Stuttgart system). All parameters are smaller than 2. Three categories of factors may affect the fractional dimension of central place networks in the studied area: (a) factors of natural dynamics, including the Alps and the River Rhine, the River Danube, and their tributaries as well as a number of lakes; (b) the effect of self-organization, including spatial competition and cooperation, especially the spatial agglomeration process with a positive feedback mechanism, termed an`urban multiplier' (Prigogine and Stengers, 1984) ; (c) the extent of urban development, where some central place systems (for example, Munich) are more developed than are others (for example, Nuremberg). The fractal dimension value depends on both uniformity and the extent of spatial`fill-up' in the central place system. The average dimension, D, is 1.684 tending to 1.701 (see table 3 ). The results appear to be different from those of Arlinghaus (1985) , in which D 1X262 for k 3, D 1X585 for k 4, and D 1X129 for k 7. That is because Arlinghaus focused on the cellular texture instead of the structure of fractal central place systems. In this study, however, we deal with the structure or topography of the central place systems both in the theoretical world and in the real world (on the difference between the terms structure and texture, see Kaye, 1989 ).
As we know, the original meaning of`dimension' is`the smallest number of independent coordinates required to specify uniquely a point in a geometric body'. The word dimension is often used to denote the number of control parameters in dynamic systems. Derived from the common notion of dimension, the fractal dimension of central place networks embraces at least three meanings. First, it reflects the complex degree of the system: the higher the fractal dimension, the more complex the central place system. Second, it suggests the symmetry number: central place systems with higher dimensions have greater symmetry and thus a higher symmetry number. Third, it represents the information capacity of the central place system. As Ryabko (1986) demonstrated, the Hausdorff dimension is equivalent to the Shannon entropy. To some extent, information entropy, symmetry, and complex degree are associated with one another. In Christaller's study, the degree of symmetry in different central place systems may be ranked as Stuttgart, Munich, Nuremberg, and Frankfurt, in decreasing order. The greater the symmetry, the higher the information entropy, and thus the higher the fractal dimension of a central place system. The ideal central place The spatial symmetry is lost to a greater extent than it is in the other systems. However, there is no guarantee that the more complex a central place system, the more symmetric that system. In information theory, information implies complexity, and information entropy measures the degree of complexity (Zhong, 1988) . However, the classical central place models are not more complex than fractal central place systems with fractional dimension D`2, which sounds paradoxical. Symmetry provides a theoretical interpretation. Symmetry indicates order (Weyl, 1980) , but order breaks symmetry (Taylor, 2001) . Order, however, only loses symmetry at the microlevel whereas self-organization reconstructs new symmetry indicative of order at the macrolevel. Absolute symmetry, which appears in classical central place networks, or complete asymmetry do not imply complexity. Complexity proceeds from symmetry breakdown. Spatial complexity appears between symmetry breakdown and symmetry reconstruction, or, in other words, between chaos and order. The complex degree of central place systems may be defined by The dynamics of urbanization based on central place theory will lead one to a hierarchy of central places according to a rank-size distribution, with no natural breaks (Chen and Zhou, 2003) . Batty and Longley (1994) argued that the rank-size rule and central place hierarchy can be bridged with use of a recursive relation of the geometric series scaling law similar to equation (4). Based on the law of allometric growth and the relation of geometric measure, a dimension equation can be established such as
where d z is called Zipf's dimension (Chen and Zhou, 2003) , D rs denotes the dimension of city-size distributions, D s represents the dimension of urban population in a region, and D the dimension of spatial networks of urban centers. For example of southern Germany, the union of the four subsystems of central places gives D 1X837, that is, Stuttgart's dimension (refer to Vicsek, 1989, page 17) , (2) D s s 1X852, thus d z 1X0082, and D rs 0X9919. It is often expected that the regulation holds as D rs 1ad z 3 1, which is simply the normal state described by Zipf (1949) .
(2) According to Vicsek (1989) The rank-size rule reminds us of some form of SOC (Batty et al, 1997) . There is evidence that real cities in their evolution over time display this characteristic (Batty and Xie, 1999) . As Portugali (2000, page 69) commented,`t he rank-size rule is among several phenomena in human geography that exhibit similar statistical regularities. The implication is that self-organized criticality might have the potential to provide a theoretical foundation for geographical regularities, such as the rank-size rule, which were often criticized for not having any theoretical basis.'' SOC indicates complexity that deals with four phenomena, including the occurrence of large catastrophic events, fractals,`one-over-f ' noise (1af fluctuation), and Zipf's law. Fractal and 1af noise are regarded as the`snap' and the`fingerprint' of SOC in space and time, respectively (Bak, 1996) . Zipf's law should be considered a signature of SOC in the self-organized process of urban hierarchies. Hierarchy is a parallel concept tò space' and`time' as far as geography is concerned. Zipf's law is to hierarchy what a fractal is to space, or what the 1af noise is to time. Both the 1af noise and Zipf's law reach the same fractal goal by different routes because the power spectra index b and Zipf's dimension d z can communicate through fractal dimensions. If we think of the urbanization process as a phase transition from a rural to an urban settlement system (Andersson et al, 2002; Sanders et al, 1997) , central place patterns and rank-size distributions (Zipf's law) are actually the`fingerprints' of spatial complexity in the self-organized critical state of urban systems (see table 4 ).
An analogy between central place networks and river systems as well as earthquake energy distributions will be helpful in understanding the essentials of urbanization. Geometrically, central place networks can be transformed into some kind of Koch snowflake patterns whereas rivers, as stated above, can be`modeled' by means of Koch trees by redrawing the widths of the links according to their relative importance in the Horton^Strahler scheme (Mandelbrot, 1983) . If the three scaling laws of central place, which could be named Christaller^Woldenberg laws, (3) and Horton^Strahler's laws of rivers (Horton, 1945; Rodriguez-Iturbe and Rinaldo, 2001; Schumm, 1956; Strahler, 1952) as well as Gutenberg^Richter's laws on earthquakes (see Turcotte, 1997) are tabulated based on the corresponding measures, they are identical in form to one another algebraically (table 5, (P m ) corresponds to river branch or segment length (L m ) and earthquake energy (E m ); market area (S m ) corresponds to drainage or catchment area (A m ) and fault break area (Z m ). All measures are defined in a given order (m) in the mean sense. From these exponentials, a set of power laws can be derived, including Hack's law of rivers (Hack, 1957 ) and the allometric relationship of cities. The power laws for river networks might indicate SOC, and an``earthquake may be the cleanest and most direct example of a self-organized critical phenomenon in nature'' (Bak, 1996, page 85) . Reasonably, central place networks as fractals associated with the rank-size rule indicate some form of SOC and thereby spatial complexity. It is demonstrated that the allometric relationships and the three-parameter Zipf model can be derived from the geometric series scaling laws (Chen and Zhou, 2003 ). Zipf's law can also be derived from equations (4) and (9) depicting central place networks in a similar way. As we know, an exponential function is a special function in dynamic analysis. Compared with the Gaussian distribution, indicative of simplicity, an exponential distribution indicates complexity (Goldenfeld and Kadanoff, 1999) ; a power-law distribution indicates complexity, whereas an exponential distribution indicates simplicity (Baraba¨si and Bonabeau, 2003) . An exponential distribution falls between complexity and simplicity. Exponential laws are always associated with randomness and disorder whereas power laws are related to structure and order (Baraba¨si and Bonabeau, 2003) . However, a set of exponential laws can yield a number of power laws, which in turn can reduce to exponential laws. In other words, chaos yields order, which in turn makes chaos. As pointed out by White et al (1997, page 324 ):`a s cities are evolving systems, we might expect ... that they would display characteristics of a phase transition system balanced between order and chaos. In fact, this seems to be the case. Intuitively, the complexity we see in cities seems to express a struggle between order and chaos. And empirically it has been shown that cities do have fractal structures.'' This indicates that ideas from SOC can be employed to interpret the rank-size rule and central place landscapes, which in turn symbolize SOC as well as spatial complexity in urban geographical systems. Within the complexity continuum, SOC represents the area within which self-organization (order) and deterministic chaos (disorder) meet and both quantitative and qualitative order start to emerge in dynamic systems (Richards, 2002) . Central place fractals are simply the order on`the edge of chaos' emerging from the dynamic urbanization process. Central place landscapes seem to suggest that an urban system evolves into a self-organized critical state when the energy or utility forms an optimizing distribution. As a matter of fact, the geometric Note. The scaling laws of central places are named Christaller ± Woldenberg laws because Woldenberg and his coworker made a significant contribution to this field. Christaller understood the geometric series laws, which relate urban order to the number of market areas, the number of towns, the size of the market area, the radius of the market area, and population size. A geometric series formula such as the one Horton and Strahler used was applied to the number of business types (functions) in a central place hierarchy by Woldenberg and Berry (1967) . In this study we improve and standardize their formulation.
series scaling laws can be derived by means of entropy-maximizing methods (Chen and Liu, 2002) . The macro-urban idea from the entropy-maximizing principle is actually consistent with the micro-urban idea based on the utility-maximizing method (Batty, 2000) . This implies that central place networks and rank-size distributions as fractals represent some type of optimal composition or organization which leads to the maximum utility of human systems through self-regulation. A fractal is an optimal structure of nature; fractal bodies can occupy limited space in the most efficient way. Numerical simulations based on optimal channel networks (OCN) suggest that branching structures such as river networks occurring in nature may possibly arise as optimal structures minimizing a cost functionösay, the rate of energy dissipation (Banavar et al, 2001; Rodriguez-Iturbe and Rinaldo, 2001 ). Similar to the essence of OCN, central place networks or city hierarchies indicate some form of optimal structure of nature. Despite its static symmetry, the Christaller model indeed defines the optimal spatial distribution of centers of economic activity (Prigogine and Stengers, 1984) .
Conclusions
There are three important findings in this paper. First, the structure of central place systems in the real world can be characterized with use of fractal geometry. Christaller's symmetrical distribution of central places is essentially a Euclidian structure with dimension d 2 in spite of its fractal texture and internal KSM patterns, whereas the dimension of central place systems in the real world is fractional and less than 2. The fractal dimension does not seem to relate to k values but indicates the degree of spatial complexity. Moreover, the first-order central place fails to comply with the scaling law regarding central place numbers. This might imply a scale-free range in which the fractal dimension is valid and self-similarity must be broken down at the small and large scales. Second, the principal rules of central place networks can be formulated as three geometric series scaling laws. From these exponentials a set of power laws can be derived, including the allometric relationship related to fractal dimensionality and Zipf's law indicative of the spatial complexity of human geographical systems. The transformation from exponential laws to power laws suggests the inherent relationship between simplicity and complexity. These exponential laws proved to be based on an entropy-maximizing or utility-maximizing principle, whereas the power laws are based on exponential laws. This implies that a fractal central place system is a form of optimal organization. The power laws stemming from central place theory can be thought of as`signatures' of feasible optimality, thus yielding further support to the suggestion that the optimality of the system as a whole explains the dynamic origin of fractal forms in nature.
Third, central place landscapes are in a self-organized critical state in the process of phase transition from rural to urban settlement systems. The geometric series scaling laws issuing from central place networks are actually identical in form to the exponential laws proceeding from river systems and earthquake energy distribution, and are indicative of SOC. The relationships between the exponential laws and power laws suggest that a central place hierarchy is in fact a cascade structure balanced between chaos and order. The edge of chaos and SOC represent`different sides of the same coin'. Central place landscapes as fractals in the spatial domain and the rank-size distribution expressed by Zipf's law in the hierarchical domain should be regarded as two marks of SOC, which in turn can provide a theoretical basis for interpreting central place theory and models. step is not considered, the distance between certain nodes, or the length of links displayed as solid lines in figure B1 , L, will equal the side length of the box shown as squares, that is, L r. Thus the fractal dimension of the self-similar network can be redefined equivalently as
in which L is the distance between given nodes, and N(L) is the number of nodes with only one link. That is, the points on the line (boundaries of boxes) are rejected from this account; the dimension is still 2. As a matter of fact, the network structure is equivalent to the Peano curve with fractal dimension D 2 (see figure B2) . The well-known Peano curve is useful for us to understand self-similar networks.
Appendix C Koch snowflake and central places
Taking the central place model with k 3 as an example, we can illustrate how to transform the hexagonal geometry of a central place network into a fractal geometry of urban systems consisting of`Koch snowflakes' (figure C1, over).
Step 1: r 1, L 0
Step 2: r 1 2 L
Step 3: r 1 4 L (a) (b) (c) Figure B1 . Self-similar network with dimension D 2. Note: these are the first three steps of the spatial network adapted from Batty and Longley (1994, page 45) .
(a) (b) Figure B2 . The relationship between (a) the spatial network and (b) the Peano curve (step 3).
