Individual health is determined by a myriad of factors. Interestingly, simply being male or female is one such factor that carries profound implications for one's well-being. Intriguing differences between men and women have been observed with respect to vulnerability to and prevalence of particular illnesses. The activity of the major stress hormone axis in humans, the hypothalamus-pituitary-adrenal axis, is directly and indirectly associated with the onset and propagation of these conditions. Previous studies have shown differences between men and women at the level of stress hormone regulation, suggesting that the metabolic effects of stress may be related to susceptibility for stress-related disease. While the majority of studies have suggested that biological differences are responsible, few have also considered the role of gender socialization. In this selective review, the authors summarize evidence on sex differences and highlight some recent results from endocrinological, developmental, and neuroimaging studies that suggest an important role of gender socialization on the metabolic effects of stress. Finally, a model is proposed that integrates these specific findings, highlighting gender socialization and stress responsivity.
Disparities in health outcomes between men and women are frequently reported. While women are more likely to suffer from mood and autoimmune disorders over their lifetime, men are more likely to suffer from coronary heart and infectious diseases. Men are also more likely to develop antisocial behaviors and substance abuse (Gilmore et al., 1999) . Recently, studies show that an increasing number of women are affected by cardiovascular disease (Statistics Canada, 2004) , while men show an increasing incidence of mood disorders but are more likely to report the physical rather than the emotional symptoms (National Institute of Mental Health, 2005) . These developments could suggest that social and cultural factors underlying these trends are changing. Dysregulation of the hypothalamic-pituitary-adrenal (HPA) axis, the major human stress hormone axis, has been shown to affect development, onset, and progression of these psychological and physical disorders in both men and women (Munck, Guyre, & Holbrook, 1984; Tsigos & Chrousos, 1994 , 2002 . As a consequence, numerous studies have examined differences between the sexes at the level of this stress system. This selective review summarizes evidence investigating these differences and considers available evidence from endocrine and neuroimaging studies to explain these differences using either sex (i.e., biological differences between male and female) or gender (i.e., socialization differences between men and women) as the mediating factor. In the end, we offer a model that attempts to integrate different results from neuroimaging, endocrine, and developmental studies published over the past decades, highlighting gender socialization and stress responsivity.
Research on the HPA axis has shown that men show a higher stress responses compared to women when exposed to a laboratory psychosocial stressor. (Kajantie & Phillips, 2006; Kudielka & Kirschbaum, 2005) . Differential secretion of sex hormones and their influence on brain development and differential distribution of neurotransmitters and neuropeptides are believed to be at least partially responsible for these findings (Altman, 2004; Rhodes & Rubin, 1999) . However, some differences between men and women in HPA responses to psychosocial stressors cannot be explained by biological variables. Here, it is perhaps gender, defined as the social-cultural dimension of the differences between men and women, that is the crucial element. Yet, this has not been systematically explored in previous studies.
Gender comprises an array of socially constructed roles and relationships, as well as personality traits, attitudes, behaviors, and values that are differentially applied to and held by men and women (Health Canada, 2000) . While the impact of specific gender roles and constructs on differential health behaviors between men and women has been well documented (Courtney, 2000; Hartke, King, Heinemann, & Semik, 2006; Monk, 2003; Murphy, 2003; Quartana, Schmaus, & Zakowski, 2005) , studies investigating specifically the impact of gender as a social construct on stress responses have been largely lacking. Nevertheless, results from a number of interesting studies have raised the possibility that an important relation may indeed exist (Kirschbaum, Klauer, Filipp, & Hellhammer, 1995; Quartana et al., 2005; Stroud, Salovey, & Epel, 2002) . Because gender implicitly underlies all of an individual's interactions with his or her environment, it may play an important role in the perception of a particular situation as stressful, as well as in subsequent coping. This is of special importance since the subjective evaluation of a situation as threatening, rather than the objective attributes of the situation, is at the core of what determines the stressfulness of the situation for the individual and the activation of the stress hormone axis (Dickerson & Kemeny, 2004) . Interestingly, recent studies have accumulated evidence that suggests that what is perceived as threatening differs between men and women (Stroud et al., 2002) , and we propose that this difference is socially constructed.
At the same time, there are a number of important biological differences between men and women when it comes to stress responses. As threat perception triggers the HPA axis, a hormonal cascade is initiated: Corticotropin releasing hormone (CRH), which is primarily synthesized in the paraventricular nucleus of the hypothalamus, is secreted from the hypothalamus and travels to the pituitary. There, it results in the release of adrenocorticotropic hormone (ACTH) into the bloodstream; ACTH subsequently reaches the adrenal cortex and triggers the release of glucocorticoids (cortisol in humans). In addition, differential levels of two neuropeptides, vasopressin and oxytocin, are released from the posterior pituitary gland. The impact of cortisol is then regulated in at least two ways: through (a) corticosteroid binding globulin (CBG) and (b) negative feedback loops in the central nervous system (CNS), and this is where important sex differences exist.
CBG, also called transcortin, is a protein that is produced by the liver and that binds to cortisol in the blood. Interestingly, the majority of the circulating cortisol in the blood is actually bound to CBG (up to 90%), and it is only the cortisol that is not bound by CBG that is biologically active and exerts its effects on target cells (Westphal, 1983) . Because of this, the nonbound fraction of cortisol is also referred to as free cortisol. Estrogens, the major female sex hormone produced by the ovaries (female gonads), stimulate CBG production during pregnancy and lead to an increase in CBG levels in the blood (Moore, Kawagoe, Davajan, Nakamura, & Mishell, 1978) . Exogenous administration of estrogens can have similar effects-using estrogens containing oral contraceptives for a period of 3 months has been shown to lead to an increased concentration of baseline levels of CBG (Simunkova et al., 2008) . The increased levels of CBG can then in turn affect the fluctuating levels of free cortisol. Although the interaction between CBG, estrogen, and cortisol has been proposed as one of the key biological mechanisms to explain underlying differences between men and women in stress responses, influencing women's stress responses even during the menstrual cycle due to varying levels of estrogen, recent studies call this into question and suggest that one needs stronger estrogen manipulation to change CBG levels and thus free cortisol (Kumsta, Entringer, Hellhammer, & Wust, 2007; Moore et al., 1978; Simunkova et al., 2008) .
Additional regulation of the HPA axis activity is provided by negative feedback loops in the CNS, where specific brain regions such as the hippocampus and other limbic system areas react to varying levels of circulating free cortisol to control further hormone release. These structures are rich in estrogen receptors and thus are also directly affected by varying levels of sex steroids. We address examples of this negative feedback regulation in the later sections.
Summarizing the previous studies, there is evidence for both psychosocial and biological differences between men and women with regard to their stress responsivity. For example, it seems that women might be more sensitive to social interactions and potential rejections, while men may be more threatened when their performance or achievements are challenged. At the same time, peripheral and CNS aspects of HPA axis regulation might be different in women due to effects of sex steroids on HPA axis regulation. Thus, a case could be made that each of these factors may underlie the observed health disparities in stress-related diseases over the lifetime. In the following sections, we examine these differences in stress response between men and women more closely and try and reach a conclusion about the contribution of each of these factors.
Stressor Type and Sex Differences in Stress
Responses in Adults
Sex Differences and Stressor Type, and the Role of Menstrual Cycle and Oral Contraceptives
Studies investigating sex differences in stress responses have relied on psychosocial, pharmacological, and physical stressors to induce a significant stress response. When subjected to standardized laboratory psychosocial stress tasks, like public speaking in front of an audience, men consistently show a higher cortisol stress response compared to women (Kajantie & Phillips, 2006) . However, findings from studies employing pharmacological and physical stressors have been less consistent. For example, some studies did not find differences in cortisol secretion between sexes after CRH infusion (Kirschbaum, Wust, & Hellhammer, 1992; Roca et al., 2005) , while stimulation of the HPA axis by administration of ACTH led to greater secretion in women compared to men (Kirschbaum, Kudielka, Gaab, Schommer, & Hellhammer, 1999; Uhart, Chong, Oswald, Lin, & Wand, 2006) . It has been proposed that this is mainly due to the fact that different agents stimulate the HPA axis at different levels. Namely, pharmacological agents modulate the HPA axis at the level of the hypothalamus, the pituitary, or the adrenal cortex. In contrast, physical stressors seem to trigger the hypothalamus directly. Psychosocial stressors have their effects through limbic forebrain circuits that eventually connect to the hypothalamus (Herman & Cullinan, 1997) . All in all, these studies have put forth evidence showing that the nature of the stress stimulus can affect the HPA axis at different levels and may also modulate stress response differences observed between men and women.
Additional studies have investigated the influence of the menstrual cycle and oral contraceptives on the HPA axis response to a psychosocial stressor. Here, two studies have shown that women who are in the luteal phase of their menstrual cycle show similar levels of free cortisol when compared to men. Women in the follicular phase or women who were on oral contraceptive pills showed lower levels of free cortisol following the exposure to a psychosocial stress task Kumsta et al., 2007) . Women also differ in their levels of estrogen during the different phases of their menstrual cycle. Women in the luteal phase have higher levels of estrogen compared to women in the follicular phase and to men. With respect to CBG, women on oral contraceptives have been found to have highest levels.
It is likely that the variation in cortisol output at different phases of the menstrual cycle reflects the stimulating influence of estrogen on CRH gene transcription in the hypothalamus, as well as CRH-binding protein promoter activity in the pituitary. In women using oral contraceptives, the effects are more likely to stem from the periphery and thus are more likely to be CBG related. In fact, the original study investigating specifically the link between estrogen levels during menstrual cycle and CBG found no association between the two, except during pregnancy (Moore et al., 1978) . Dose-dependent enhancing effects of estrogen emerge when a surge of estrogen is reached, as is the case in pregnancy. Although levels in oral contraceptive users and pregnant women are not comparable, it has been postulated that the exogenous peripheral administration of estrogen could exert its effects through CBG (Kumsta et al., 2007) . Increased levels of CBG in women using oral contraceptives could then lead to lower free cortisol levels in the blood.
Studies investigating the impact of direct pharmacological stimulation on HPA axis activity further support the idea that sex steroids interact with the hormone stress response. When the HPA axis is stimulated by administration of ACTH, greater levels of free cortisol are observed in women in the luteal phase. Free cortisol levels of men did not differ from women in the follicular phase. Women on oral contraceptives showed the lowest cortisol response . These results may again reflect an interplay between estrogen's influence at the CNS, an association between oral contraceptives and CBG, as well as a possibility that female adrenal cortex may be more responsive to ACTH stimulation.
Taken together, studies that have applied psychosocial stressors and a pharmacological stimulation of the HPA axis to investigate biological underpinnings of the stress response in men and women suggest that the menstrual cycle and the use of oral contraceptive pills may modulate stress response differences between men and women. However, some of the mechanisms underlying these differences are still elusive. While these effects continue to be investigated, a final conclusion of the relationship is made difficult by the contradictory findings. We consider some of these recent findings on the potential mechanisms in the following section.
Sex Differences and CNS Mechanisms
As it has been alluded to previously, one mechanism by which the higher stress response in men compared to women to a psychosocial stressor could be explained is through the effects of sex hormones, particularly estrogen, on receptor occupancy in the CNS (Altman, 2004; Kirschbaum et al., 1999; Klein & Corwin, 2002; Rhodes & Rubin, 1999; Taylor et al., 2000) . Here, it has been shown that estrogens directly affect a number of CNS structures that are closely and consistently involved in HPA axis stimulation and regulation. Additional regulation may also be provided by the circulating levels of CBG.
ER␣ and ER␤ and androgen receptors. Basic research indicates that estrogen exerts its influence on CNS structures through two receptors: estrogen receptor alpha (ER␣) and beta (ER␤), which are differentially expressed throughout the brain. While ER␣ is predominantly present only in the ventromedial hypothalamic nucleus and subfornical organ, one of the circumventricular organs of the brain, ER␤ is widely dispersed across the CNS, in neurons of the olfactory bulb, the supraoptic nucleus, the paraventricular nucleus, the suprachiasmatic nucleus, the tuberal hypothalamic nuclei, the zona incerta, the ventral tegmental area, the cerebellum, the spinal cord, and the pineal gland. There are a few regions where these receptors are coexpressed, namely in the arcuate nucleus and the hippocampus. However, ER␣ is more abundant in the arcuate nucleus, while ER␤ is more prevalent in the hippocampus (Weiser, Foradori, & Handa, 2007) . Essentially, it has been suggested that ER␤, in addition to a direct action upon CRH and vasopressin neurosecretory neurons of the paraventricular nucleus, may have an indirect role in HPA axis regulation through alteration of glucocorticoid-dependent HPA axis negative feedback at the level of the hippocampus (Weiser et al., 2007) . In animal studies, ER␣ selective agonists were found to be anxiogenic and correspondingly increased the hormonal stress response, while ER␤ selective agonists have been found to inhibit the ACTH and corticosterone response to stress (Weiser et al., 2007) . These effects are most likely due to the occupation of ER␤ in the hippocampus. At the level of the hypothalamus and the pituitary, effects of estrogen on ER␤ seem to be in the opposite direction. For example, a recent study reported that a physiologically relevant dose of estradiol stimulates CRH gene transcription in the hypothalamus through ER␤ receptors (Ogura, Kageyama, Hanada, Kasckow, & Suda, 2008) . Furthermore, it has been suggested that estrogens regulate the activity of the HPA axis by varying the expression of CRH-binding protein at the level of pituitary. CRHbinding protein competes with CRH receptors in the pituitary and therefore counteracts receptor-mediated effects of the CRH. It has been shown that ER␤ represses promoter activity in the CRHbinding protein gene in a dose-dependent manner and therefore may play a role in the amplification of the HPA axis response (Bodo & Rissman, 2006; van de Stolpe et al., 2004) . ER␣, on the other hand, may be responsible for the repressing CRH-binding protein promoter activity in the dose-dependent manner (van de Stolpe et al., 2004) . Therefore, while it is clear that varying levels of estrogen modulate expression of its receptors and subsequent effects on behavior (Bodo & Rissman, 2006) , the dynamics between the ER receptors, their location, and how this balance contributes to the observed behaviors of interest require further investigation (Rissman, 2008) .
Androgens, for their part, seem to have a limited role in the regulation of the HPA axis in the CNS. Androgen receptors are found in the hippocampus, a key area in HPA axis regulation (Handa, Burgess, Kerr, & O'Keefe, 1994; Kerr, Allore, Beck, & Handa, 1995; Sar & Stumpf, 1977) . Interestingly, testosterone also binds to ER␤ (Weiser et al., 2007) . In this context, animal studies provide evidence that injection of testosterone can lead to blunted hormone responses after exposure to a stressful situation (Handa, Pak, Kudwa, Lund, & Hinds, 2008; Lund, Hinds, & Handa, 2006; Zuloaga, Puts, Jordan, & Breedlove, 2008) .
In addition to animal studies investigating the interplay between dosage of sex hormones and the HPA activity, a few studies have investigated these relationships in humans by administering exogenous sex hormones to the participants. These studies showed that estrogens affect stress responses in humans across the adult lifespan. In a study of perimenopausal women, 8-week intake of estrogen supplements resulted in reduced cortisol secretion in response to a challenging mental arithmetic task when compared to the women's cortisol output in response to the same task prior to treatment (Komesaroff, Esler, & Sudhir, 1999) . Similarly, when elderly hypogonadal men were subjected to estrogen treatment of similar duration, their cortisol output was attenuated (Komesaroff, Fullerton, Esler, Jennings, & Sudhir, 2002) . There are some inconsistent findings, though. In young men who received estradiol through a skin patch 2 days prior to being exposed to the Trier Social Stress Test, exaggerated responses to stress compared to the placebo treated group (Kirschbaum et al., 1996) were observed. It is possible that the 2-day exposure was not sufficient to exert CBG-altering effects. Also, in a study with menopausal women receiving estradiol 1 day before performing a Stroop Color-Word Conflict Test, no differences from placebo-treated women in cortisol responses were observed (Del Rio et al., 1998) . Again, 1 day of treatment might have been insufficient to show effects on CBG levels. Also, the Stroop test is not usually considered a strong stimulus for the HPA axis, and the variability found in cortisol in response to this task is rather lower (Dickerson & Kemeny, 2004) . With respect to testosterone and estrogen receptors, one study investigated the effect of injecting testosterone 5 days prior to the Trier Social Stress Test and found no difference between experimental and placebo-treated groups of older men (Rohleder, Kudielka, Hellhammer, Wolf, & Kirschbaum, 2002) . Again, this is a rather short-term treatment.
Taken together, the majority of results indicate that gonadal steroid hormones can influence cortisol secretion in response to psychosocial stress, likely mediated by CNS receptor occupation. However, it is important to note that the exact direction of the induced change varies with CNS location, the type of the population studied, the specific stress task employed, as well as the amount and duration of the applied treatment.
CBG effects on the brain. As pointed out before, several studies have shown how CBG levels might in part explain the difference in cortisol levels between men and women on oral contraceptives in response to psychological stress (Kajantie & Phillips, 2006; Kirschbaum et al., 1999; Kudielka, BuskeKirschbaum, Hellhammer, & Kirschbaum, 2004) . A recent study sheds further light on CBG effects on CNS structures regulating HPA axis activity (Kumsta et al., 2007) . In this study, in response to a psychosocial stressor, women using oral contraceptives had significantly higher levels of total cortisol when compared to men. In addition, in women, CBG levels were positively related to total cortisol levels but were negatively related to ACTH levels and free cortisol. As before, perhaps oral contraceptive use resulted in an increase in estrogen, leading to a subsequent increase in CBG and a decrease in free cortisol. In addition, to adapt to the decrease of free cortisol, one might suspect an increase in hypothalamic drive. However, this increase of CRH release from the hypothalamus could eventually lead to down regulation of the CRH receptors, with a subsequent decrease in ACTH release.
In this study, men showed significantly higher increases in ACTH and free cortisol in response to the stress when compared to the women. Further, in men, CBG levels were positively related to total cortisol and ACTH levels but not salivary cortisol. This finding might suggest that CBG does not have an impact on salivary free cortisol in men. Nevertheless, its influence on ACTH and total cortisol levels might be explained by similar mechanisms as in women taking oral contraceptives, with the exception that since overall cortisol levels in men are not as high as in women taking oral contraceptives, no down regulation of the CRH receptors occurs (Kumsta et al., 2007) .
It should be noted that a recent study has put forth evidence showing that a 3-month administration of combined oral contraceptive lead to a significant increase in CBG and that this resulted in higher basal and ACTH stimulated total cortisol; however, basal and stimulated salivary cortisol remained unchanged. The discrepancy between the findings may be due to the fact that the study used different tasks to challenge the HPA axis, and also the studies are likely to differ with respect to the length of exposure to exogenous estrogen.
Oxytocin and vasopressin. In response to stress, oxytocin and vasopressin are also released from the pituitary. Men and women differ in their levels of oxytocin and vasopressin, with oxytocin being higher in women, while vasopressin levels seem to be higher in men (McCarthy & Altemus, 1997) . In addition, the effects of these two neuropeptides on the stress response differ, in that oxytocin tends to dampen the stress response, while vasopressin seems to have a stimulatory role (Aguilera, 1998; Neumann, 2007) . It appears that this pattern may explain some differences in stress response to psychosocial stress between men and women and has led to a theory that women might react to a stressor in a tend-and-befriend fashion maximizing the survival of self and offspring through social aggregation, while men display the traditional fight-or-flight pattern (Taylor et al., 2000) . In addition, others have proposed that this framework might also underlie sex differences in the manifestation of some psychiatric illnesses (Klein & Corwin, 2002) .
Sex Differences in Stress Responses in Children
In children, there are very few studies that have looked at differences in stress sensitivity and responsivity. A recent study by Hatzinger et al. (2007) found that 5-year-old girls who showed high morning basal cortisol levels also showed increased cortisol secretion during a psychosocial stress task, while no such difference were observed in boys. In contrast, no sex difference in cortisol responses emerged in a study examining children between the ages of 9 and 15 years when they were exposed to a child version of a public-speaking stress task (Kirschbaum, Pirke, & Hellhammer, 1993; Kudielka et al., 2004) . However, in the latter study, the pattern of response was similar to what is found in adults, with boys showing a trend for higher salivary cortisol levels than girls. These findings thus suggest that the special hormonal environment associated with childhood and adolescence as well as ongoing cognitive and social development during those years account for these differential findings.
Gender Differences in Stress Responses in Endocrine Studies

Role of Social Support
Only a few studies have investigated the notion that gender (i.e., social and cultural differences between men and women) might be an important factor in explaining observed differences in stress responses between men and women. These studies either changed the context of the stressor and observed changes in the pattern of the stress response between men and women or they investigated the impact of different stressors on the cortisol stress response and observed differences between the genders (Kirschbaum, Klauer, et al., 1995; Stroud et al., 2002) .
In the first study of this type, which revealed differences that were most likely gender related, the effects of social support on the endocrinological stress response were investigated. Conditions were systematically varied with respect to the amount of support participants received while undergoing a psychosocial stress test. While the first group of men and women received no social support prior to doing a stressful mock job interview in front of a panel of judges, the second and third group received instrumental and emotion-focused support from a stranger or the romantic partner, respectively (Kirschbaum, Klauer, et al., 1995) . In response to this paradigm, men showed higher cortisol stress levels in the no support and stranger support condition when compared to women. Furthermore, partner-supported men had lower cortisol peak responses when compared to unsupported or strangersupported men. Interestingly, the opposite pattern emerged for women: Partner support produced higher stress responses (assessed via levels of circulating cortisol) than stranger support or no support. Most intriguingly, while the public-speaking stress task routinely elicits highest cortisol responses in men, in this study, partner-supported women tended to have higher cortisol stress levels when compared to partner-supported men. Neither the use of oral contraceptives nor the phase of the menstrual cycle could explain the observed differences. Therefore, it is possible that the specific manipulation of particular psychosocial aspects of the situation reverses the normally observed differences in stress responsivity.
Role of Psychosocial Stressor Type
Other researchers have speculated on whether the type of the psychosocial task itself might have something to do with the observed stress response differences between men and women. Stroud and colleagues investigated this question by exposing men and women to psychosocial stress tasks that either emphasized achievement or social network and integration (Stroud et al., 2002) . The achievement task consisted of challenging mathematical tasks given under time pressure, with immediate verbal feedback provided by the audience. The social rejection task consisted of a faked discussion about how to get to know each other with two confederates of the investigator who posed as participants but who actually acted in a socially rejecting and ignorant way to the participants and their remarks.
The results showed intriguing gender differences: Men showed significant cortisol increases in response to the achievementoriented mathematical challenge, while women did not. On the other hand, in response to the social rejection stress task, women showed a significant cortisol stress response, whereas cortisol levels in men remained unchanged. While these results seem to support a gender influence on the stress response, it is important to mention that there was significant individual variability in cortisol responses within each condition (Stroud et al., 2002) .
A study examining cortisol reactivity in dating couples to an interpersonal relationship conflict found that men whose girlfriends were securely attached showed less reactivity to the conflict than did those men whose partners were insecurely attached. Interestingly, women's patterns of HPA reactivity and recovery did not depend on their partners' attachment style. In women, rather, the degree of their own avoidant attachment was the best predictor of cortisol trajectories, with highly avoidant women showing higher cortisol levels throughout the task. It is possible that gender norms regarding the relationship conflict resolution may have contributed to the observed stress response pattern (Powers, Pietromonaco, Gunlicks, & Sayer, 2006) .
Taken together, these studies suggest that there may be systematic differences in stress responsivity between men and women, however the direction of this difference seems to be contextual, depending upon the exact situation and on personality characteristics of the individual.
Sex and Gender Differences in Stress Responses in Neuroimaging Studies
Structural Neuroimaging
Only recently have studies begun to investigate stress responses, and differences between men and women, in functional and structural neuroimaging studies. The overall goal of these studies is to identify the CNS structures and mechanisms involved in the regulation of the stress response, something that has become possible with the adaptation of magnetic resonance imaging for use in psychoneuroendocrinological research. Both structure and function of the CNS might be related to the regulation of the stress response, so studies looking at structural integrity, functional connectivity, and functional activation are all equally justified. Individual structures can be assessed by applying carefully developed and independently validated segmentation protocols to highresolution structural acquisitions, allowing differentiation of gray and white matter in the brain with a precision of less than 1 mm. In order to compare structures across a group of subjects, individual acquisitions first need to be preprocessed, by applying a series of algorithms to correct for signal nonuniformity (Sled, Zijdenbos, & Evans, 1998) and variations in head size by translating each brain into standard stereotaxic space (Collins, Neelin, Peters, & Evans, 1994) .
With respect to the neural correlates of psychosocial stress processing, the hippocampus is thought to be one of the top regulators of the HPA axis, by acting as a transient inhibitor of the hypothalamus (Herman, Ostrander, Mueller, & Figueiredo, 2005) . As such, hippocampal integrity has been widely investigated in both normal and psychiatric populations. Interestingly, there is a great interindividual variability in hippocampal volume in young healthy adults, with a 12%-16% difference reported between the lowest quartile and the mean in a group of 18-to 40-year-olds (Lupien et al., 2007) . Considering that this difference is greater than what has been observed in some psychopathologies, it has been suggested that interindividual differences in hippocampal volume may represent preexisting vulnerability to developing stress-related illnesses (Lupien et al., 2007) .
A recent study investigating a group of young healthy college students (n ϭ 20) and a group of healthy older subjects recruited from the community (n ϭ 23) reported that the magnitude of the stress response is related to the size of the hippocampus . In this study, it was also observed that the size of the hippocampus was related to the personality variable, self-esteem. Previous studies have shown that self-esteem, defined as the value one places on oneself, seems to independently predict the size of the cortisol stress response to a mental arithmetic challenge (Pruessner, Hellhammer, & Kirschbaum, 1999) and the habituation of the stress response to repeated public speaking (Kirschbaum, Prüssner, et al., 1995) . Self-esteem may have somewhat different developmental origins in men and women. In men, self-esteem is built by achieving gender-ascribed goals that reinforce individual's independence from others, while in women, that is true but to a lesser extent and self-esteem is often derived from interconnectedness with others (Baldwin, Granzberg, Pippus, & Pritchard, 2003; Baumeister & Sommer, 1997; Cross & Madson, 1997; Josephs, Markus, & Tafarodi, 1992; Roberts, 1991) . Therefore, if gender underlies self-esteem development to a certain degree, we propose that the observed link between hippocampal volume, self-esteem, and stress may provide important clues in deciphering how specific brain structures and gender may interact and be related to differential stress responses observed between men and women.
While the initial finding of this link between hippocampal volume and self-esteem was made only in men, another recent study included men and women (N ϭ 45) in an attempt to replicate these findings (Buss et al., 2007) . Again, high-resolution structural magnetic resonance imaging acquisition parameters and identical preprocessing and segmentation protocols were employed. Surprisingly, while the finding of a link between self-esteem and hippocampal volume in men could be replicated, the association was absent in women. When considering alternative variables in trying to understand this finding, pre-and postnatal risk factors were included, assessed via birth weight and parental bonding variables. For women, a significant link between birth weight and hippocampal volume emerged that was modulated by the levels of early life maternal care (assessed via Parental Bonding Index, a retrospective measure of mother and father care and overprotection; Parker, Tupling, & Brown, 1979) . This link to early life maternal care was absent in males (Buss et al., 2007) .
One possible explanation for these observed differences between men and women is that the measures used to link hippocampal volume with self-esteem in men might have emphasized achievement-related aspects of self-esteem. In fact, in all the studies, a subcomponent of self-esteem, locus of control, showed the highest correlations with hippocampal volume in the male population. Locus of control measures feelings of personal competency and control (that you are "master of your own fate" and able to control what happens to you), which is related to "masculinity" items found in gender identity studies (e.g., feelings of competency, self-confidence, and independence). Thus, by tapping into achievement-related aspects of the self, the hippocampus, as a brain structure responsible for contextualizing events, showed up in men-who generally show dominance for a masculine gender identity. In contrast, in women, a link between hippocampal volume and maternal care was observed. Maternal care comprises items of emotionality, understanding, warmth, and friendliness. Although this is not identical to a feminine gender construct (emotionality, gentleness, helpfulness, kindness), it might be a proxy of this variable, and thus a link with hippocampal volume in women could be observed, with the majority showing a feminine gender identity. Further analysis suggested a possible association between mother care, self-esteem, and the volume of the dorsolateral prefrontal cortex in women only.
Functional Neuroimaging
Only a few studies thus far have examined the functional neural correlates of the stress response to a psychosocial stressor. In magnetic resonance imaging, functional neuroimaging (fMRI) requires the use of special acquisition parameters to allow measuring the blood oxygen levels, which is considered a proxy for neural activity (the BOLD signal; Stefanovic, Warnking, & Pike, 2004) . While the subject is being scanned for neural activation changes, he or she performs a series of tasks. Subsequent analysis can be used to determine which neural regions were more active when a subject was doing one thing versus another. The primary challenge in stress research has been to find a task that can be used in the neuroimaging environment but which, at the same time, preserves the key components found in the behavioral stress paradigms used in the laboratory. To achieve this, one study modified a computerized mental arithmetic stress task that had previously revealed an association between individual cortisol stress responsivity and self-esteem in the presence of failure (Pruessner et al., 1999) . This led to the development of an achievement-oriented fMRI task, the Montreal Imaging Stress Task .
In the Montreal Imaging Stress Task, subjects are required to solve challenging mental arithmetic presented on a computer screen, while being scanned for brain activation changes. In the experimental condition, time limitation and continuous negative feedback create a stressful environment. Subjects are told that the tasks are easy and, on average, subjects are correct 80%-90% of the time, while in reality the computer algorithm adapts to individual user performance to allow for only 40%-50% performance. The experimental condition is then compared to a control condition, where subjects have to perform challenging mental arithmetic without the stressful components (social evaluation, negative feedback). Studies to date have indicated that the Montreal Imaging Stress Task is a mild but reliable stressor that elicits up to a 50% increase in cortisol levels. This surge of cortisol is marked by deactivation of the limbic system, especially the hippocampus, the hypothalamus, and medial orbitofrontal cortex . In a subsequent study of a group of 51 subjects (25 men and 26 women), sex differences in neural activation patterns and cortisol levels related to the processing of these stressful tasks could be observed. Men seemed to respond with a stronger deactivation of limbic system structures when exposed to challenging mental arithmetic (Duchesne et al., 2008) . Although this sex difference was visible in the cortisol responses as well, it did not reach significance. Of interest in the present context is the notion that the mental arithmetic challenge is a task that emphasizes achievement and that therefore men might be more susceptible to react to it in a stressful way.
The question arises whether future neuroimaging research can build upon what has been demonstrated in laboratory stress research and develop stress stimuli that emphasize achievement versus social integration. This advance would allow investigation of neural correlates in response to different stressor types, in relation to sex and gender differences. In addition, it would provide a way to examine neural correlates of gender-based mechanisms in processing of stress-related stimuli. A potential step in this direction is a recently developed fMRI task that investigates the effects of social rejection on neural activation patterns, by modifying an attentional bias task for fMRI (Dandeneau, Baldwin, Baccus, Sakellaropoulo, & Pruessner, 2007) . The basic design of this task involves searching for a rejecting face in a matrix of 4 ϫ 4 faces that are showing positive facial expressions. This task has been shown in the past to reveal interindividual differences, and in Dandeneau et al.'s (2007) study it was used to measure the effect of processing social rejection on neural activation patterns. When processing social rejection, women activated the area of the medial orbitofrontal cortex and the hippocampus, structures involved in self-referential thought and in contextualization of the environment. In contrast, men did not show activations in those areas and showed activations in non-self-referential areas instead. While this task was not specifically designed to elicit a stress response, it generated evidence for gender differences in relation to aspects of social integration, similar to what has been previously observed in structural data.
Taken together, findings in the CNS seem to imply a role of the hippocampus in stress regulation that is linked to achievementrelated aspects of self-esteem in men and to social integration and maternal care in women. Although none of these studies included measures of gender constructs, the evidence presented raises the possibility that gender may account for some of the observed effects.
Conclusion
Systematic Differences Between Men and Women in Endocrine and CNS Parameters-A Function of Sex or Gender?
Men and women are different in their resilience to stress and in their vulnerability to fall ill from stress-related disease, although recent findings suggest that these trends may be changing. Nevertheless, given that it has been projected that stress-related illnesses will be the second leading cause of disease within the next 2 decades (World Health Organization, 2003) , understanding the reasons behind differential stress responses of men and women is imperative. The fact that psychosocial stressors are the most powerful in triggering metabolic changes makes this an important domain for basic psychological research.
Research to date has focused largely on biological sex differences as origins for this phenomenon, neglecting the contribution that gender as a social construct may have in explaining malefemale differences in stress reactivity. Drawing on stress research of the past decades, we have outlined in this article how both sex and gender might contribute together to explain the differences in stress responsivity observed between men and women. Some of the aspects of differential stress responses have been shown to be sex related, like phase of the menstrual cycle and levels of estrogen. But studies manipulating the stressor context, or using stressors emphasizing achievement versus social integration, provide strong support for the notion that gender may play an important role in explaining male-female variation in stress responses as well.
Furthermore, we propose that the gender identity of an individual may interact with the quality of parental care they received as children, as well as their self-esteem levels, to determine how an individual will interpret the environment and his or her vulnerability to stress within particular contexts. Ultimately, we believe that these interactions can have differential effects on brain morphology and function in the context of psychosocial stress, modulating subsequent development of physical and mental illnesses. Future research should include both biological measurements and assessments of gender concepts to clearly discern the specific influence of these agents on the differential responses of men and women to psychosocial stressors.
A Proposition for a Developmental Model to Explain the Observed Differences Between Men and Women
We end this review of differences in stress responsivity between men and women with a provocative stance: We propose that early gender socialization and social learning is the essential factor in determining differences in stress responsivity between men and women. Gender socialization is responsible for differentially emphasizing what is important to one's sense of self and self-worth for boys and girls (Ruble, Greulich, Pomerantz, & Gochberg, 1993) . Historically, in Western cultures, boys have been encouraged to be more active and independent and are given more time without supervision, while girls receive closer adult supervision and have been encouraged to engage in dependent behavior and nurturing play (Ruble et al., 1993) . Furthermore, when parents exercise authority with boys, they do so while granting them autonomy, fostering within them the belief that they are capable of achievement on their own. Historically, intervention with girls has been less likely to be accompanied with autonomy granting, sending a message of dependence and lack of control (Pomerantz & Ruble, 1998) . Higher levels of control from parents may also foster a sense of self in girls that is more socially determined (Ruble et al., 1993) .
Social modeling has also been shown to be a source of influence on gender-typed concepts and behaviors in children (Leaper, 2002; Tenenbaum & Leaper, 2002) . Indeed, parents' gender schemas have been found to be associated with their child's self-concept, gender-related attitudes toward others, and work-related attitudes (Tenenbaum & Leaper, 2002) . In addition, parental gender-typed behavior displayed in front of their children teaches young children about what males and females can and cannot do and how they can and cannot behave (Martin, Ruble, & Szkrybalo, 2002) . These gender-stereotyped constructs are further reinforced through same-sex peer interactions, since children with more gender-typed characteristics are more likely to be accepted into the play group (Martin et al., 2002) .
Therefore, gender socialization and social learning may contribute to girls often valuing social goals above nonsocial goals and often being more interdependent, while boys in general are more likely to be independent in nature. It appears that as early as middle childhood and adolescence, girls are more likely to mention significant others in their self-descriptions. Further, in adolescence, girls are more likely than boys to desire closeness and highly value interdependence and caring for others, and to worry about hurting others. Boys, on the other hand, have tended to adopt goals that promote self-interest and autonomy, presenting themselves in a positive light, maintaining their privacy, and controlling social situations. Within social networks, boys tend to pursue achievement goals that promote self-interest and goals that may help them accomplish feats that enhance group dominance (Rose & Rudolph, 2006) . The difference with respect to what is important to the self contributes to men and women tending to be vulnerable to differ-ent types of stressors. It has been reported that preadolescent girls experience the highest levels of stress in interpersonal situations, especially generated within parent-child and peer relationships, while adolescent boys experience the highest levels of stress in noninterpersonal situations, usually associated with self-generated events (Rudolph & Hammen, 1999) . A meta-analysis on gender and personality supported the idea that females tend to be more communally oriented, while males have higher agentic, instrumental tendencies, with these differences being relatively constant across generations and nations (Feingold, 1994) . Consistency of this pattern across cultures may be linked to the fact that in most cultures it is the women who are responsible for child care.
Of course, these gender differences are not uniform across the population, and significant individual differences exist. Gender socialization is also not uniform, and significant individual differences exist with respect to the degree that parents impose gender stereotypes on their children and that children internalize these. Furthermore, the Feingold (1994) meta-analysis was done over 10 years ago, and with more women entering the workforce full-time and rising to high-level positions and more men sharing responsibilities at home, these gender differences may be diminishing. Interestingly, this may also contribute to changes in trends reported with respect to prevalence of cardiovascular disease.
How could social interactions potentially account for the biological differences presented earlier? Early social experience can affect the development of neuroendocrine systems, possibly through alterations in receptor expression, sensitivity or production of neuropeptides and steroids, and results in subsequent sexually dimorphic social behavior (Cushing & Kramer, 2005) , as animal epigenetic studies have shown. For example, early studies have shown that offspring of dams exhibiting high licking-grooming behavior (and biologically unrelated pups cross-fostered to such dams) display reduced plasma ACTH and corticosterone secretion to restraint stress as adults. In addition, these animals have higher expression of glucocorticoid receptors in the hippocampus, enhanced glucocorticoid feedback sensitivity, and decreased hypothalamic CRH expression (Francis, Diorio, Liu, & Meaney, 1999; Liu et al., 1997) . This body of work provides evidence that "variations in maternal care can serve as the basis for a nongenomic behavioral transmission of individual differences in stress reactivity across generations" (Francis et al., 1999 (Francis et al., , p.1155 . Social behavior, such as maternal care, which this work shows can affect epigenetic programming, might contribute to some interindividual differences in human behavior and biological stress reactivity (for a review, see Szyf, Weaver, & Meaney, 2007) . If and how these processes might differ between men and women is still a mystery.
To investigate the role of gender in stress responsivity in a human population, one could investigate clinical syndromes of sex development. However, to our knowledge no study has assessed gender as a social construct and cortisol secretion in response to a psychosocial stressor in these populations. Nevertheless, this might be an interesting line of research particularly for those syndromes where it is known that affected individuals tend to make a switch from one gender identity to the other in about 50% of the cases, such as, for example, 5alpha reductase deficiency or 17 beta-hydroxysteroid dehydrogenase deficiency (Byne, 2006; Gooren, 2006) . The difficulty of conducting longitudinal studies spanning decades and of finding adequate numbers of probands would make this a daunting task, however. Furthermore, some of the conditions by definition affect cortisol synthesis (e.g., congenital adrenal hyperplasia) and that would have to be controlled for.
An alternative way to establish the degree to which individuals have been exposed to gender stereotypes and to link the presence of these beliefs to variations in susceptibility to stress could be to assess gender identity in adulthood in the normal population. While several studies have investigated the impact of gender identity and gender role on one's psychological well-being, as well as coping strategies (e.g., Beehr, Farmer, Glazer, Gudanowski, & Nair, 2003; Kasen, Chen, Sneed, Crawford, & Cohen, 2006) , we have not found one that assessed HPA axis reactivity specifically. In addition, it has been suggested that biological influences are more noticeable in gender role behavior than in gender identity (Gooren, 2006) . Therefore, in the future studies on stress reactivity, it would be wise to use questionnaires that load primarily on gender identity concepts. All in all, this is a promising new line of research that might eventually allow the scientific community to not only explain individual differences in stress responsivity and to account for differences in vulnerability to stress-related disease but to potentially reveal target points for intervention.
