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Abstract
Traditionally, in machine learning, the quality of the result improves
steadily with time (usually slowly but still steadily). However, as we
start applying reinforcement learning techniques to solve complex tasks –
such as teaching a computer to play a complex game like Go – we often
encounter a situation in which for a long time, then is no improvement,
and then suddenly, the system’s eﬃciency jumps almost to its maximum.
A similar phenomenon occurs in human learning, where it is known as
the aha-moment. In this paper, we provide a possible explanation for this
phenomenon, and show that this explanation leads to the need to reward
students for eﬀort as well, not only for their results.

1

Formulation of the Problem

Need for machine learning. In many practical situations, we want to be
able to ﬁnd the values of a quantity y based on the values of some related
quantities x1 , . . . , xn . For this, we can use situations k = 1, . . . , N when we
(k)
(k)
know the values of both x1 , . . . , xn and y (k) . Determining the dependence
y = f (x1 , . . . , xn ) is known as machine learning; see, e.g., [1, 3].
For example, we want to be able to predict the volcano eruptions based on
the seismic activity preceding this eruption; see, e.g., [5, 6].
Need for reinforcement learning. In some cases, the existing patterns are
not suﬃcient for learning; in this case, it is desirable to come up with additional
patterns – and, ideally, a computer should tell us which patterns to look for to
get the best learning. Such situation is known as reinforced learning; see, e.g.,
[2, 8, 10].
Reinforcement learning is especially important if we want to teach a computer to play a complex game like Go. In this case, we want to ﬁnd the best
move y based on the values xi that describe the current state (and, if needed,
the past states and moves).
1

In such situations, in addition to relying on the record of previous games,
it is often desirable to test some new possible moves – by using a computer
simulation of the corresponding game.
Aha-moments. Traditionally, in the process of machine learning, the eﬃciency
of the resulting dependence increases(as we continue
) learning. For example,
(k)
(k)
obtained by the current
as learning continues, the values fcur x1 , . . . , xn
state of the system get closer and close to the desired values y (k) . If we are
learning how to play a game, then the quality of the corresponding strategy
fcur (x1 , . . . , xn ) steadily increases as we continue learning.
This improvement may be slow, it may have temporary setbacks, but overall,
we tend to observe a steady improvement.
However, as the learning tasks become more and more complex – e.g., to
the level of playing Go – while the system eventually learns, it does not show a
steady increase at all:
• for a long times, there is no visible increase in the eﬃciency of the resulting
system;
• then, in a relatively short period of time, the system’s eﬃciency jumps to
its maximum;
see, e.g., [4] and references therein.
This is similar to so-called aha-moment observed during human learning (see,
e.g., [9]), when:
• a student ﬁrst does not grasp a concept (and thus, cannot solve related
problem)
• until suddenly, he or she gets a good understanding of it.
Why aha-moment? Why do we often observe such aha-moments? In this
paper, we provide a possible explanation for this phenomenon – and we also
show how this explanation can eﬀect human learning.

2

Analysis of the Problem

Case study. Let us consider a typical game-learning environment, where we
want to select the best strategy. Let a1 , . . . , am be parameters that describe a
strategy.
We want to come up with a strategy that works best “on average”, to be
applied in the real world. Of course, for individual games, with individual
opponents, other strategies may work better – strategies that take into account
the individual features of the corresponding players.
(
)
(0)
(0)
Analysis of the case study. Let a(0) = a1 , . . . , am be the desired strategy
which is the best on average. This strategy works the best against the “average”
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player, i.e., a player with average values of appropriate characteristics – such
as skill, memory, desire to take risks, etc. A deviation of any characteristic of
player from its average value, in general, leads to the fact that the strategy
a = (a1 , . . . , am ) optimal for players with this deviation will be slightly diﬀerent
(0)
from a(0) : ai = ai + ∆ai for some small ∆ai .
In general, we have many diﬀerent characteristic describing a player. They
can be viewed as reasonably independent ones. So, for a randomly selected
player, the deviation of the strategy optimal for this player from a(0) is a joint
eﬀect of all the diﬀerences from this person’s characteristics and the average
values of all these characteristics.
Resulting distribution. It is known that in general, the probability distribution of a joint eﬀect of many similar random variables is close to Gaussian; the
corresponding mathematical result is known as the Central Limit Theorem; see,
e.g., [7].
Thus, we can conclude that the strategy which is optimal for a given randomly selected player is normally distributed around a(0) .
How the quality of a given strategy a = (a1 , . . . , am ) depends on the
parameters ai . A natural way to gauge the quality of a strategy is by measuring how successful it is when playing against a randomly selected opponent. In
other words, as a quality of a strategy a, it is reasonable to take the probability
p(a) that this strategy defeats a randomly selected opponent.
Since we have shown that the corresponding distribution is Gaussian (normal), the dependence of this probability on ai has the Gaussian form:
p(a) = const · exp (−Q (∆a)) ,
def

(0)

where ∆a = a − a(0) (i.e., ∆ai = ai − ai ), and Q(∆a) is a quadratic form:
Q(∆a) =

m ∑
m
∑

qij · ∆ai · ∆aj .

i=1 j=1

Comment. In a complex game like Go, a random strategy never wins. So:
• for most of the strategies a, the value p(a) of the corresponding objective
function is close to 0, and
• there is a small area for which p(a) is signiﬁcantly diﬀerent from 0.

3

Why Learning Has Aha-Moments: A Possible
Explanation

What we plan to do. The above analysis shows how the corresponding
objective function p(a) depends on the parameters ai that describes a strategy
a = (a1 , . . . , am ).
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Let us describe how this shape of the objective function aﬀects the learning
process.
How the objective functions are optimized in machine learning algorithms. In most machine learning algorithms, the objective function is optimized by using the gradient descent ; see, e.g., [1, 3] (in this case, since we are
maximizing the probability of success, it is gradient accent). Crudely speaking,
at each step, instead of the original values a = (a1 , . . . , am ), we have new values
ai + δai , where
∂p
.
δai = λ ·
∂ai
So how does this work for our objective function. In the beginning, we
do not have a good strategy of playing Go or a similar game. Thus, we start
with a strategy ainit for which p(ainit ) ≈ 0.
∂p
For the Gaussian function p(a), when p(a) ≈ 0, the partial derivatives
∂ai
are also close to 0, and for the resulting values a + δa, we still get p(a + δa) ≈ 0.
So, indeed, in the beginning, there is no visible improvement of the objective
function. This does not mean, however, that the gradient method does not work:
it deﬁnitely brings us closer to a(0) and eventually, we will get close enough to
a(0) to have p(a) > 0. But we will see an improvement only when we get very
close to a(0) – within 2σ or so of the corresponding probability distribution.
Example. Let us illustrate the above behavior on the 1-D example, when
(
)2
a = a1 , Q(a) = k · a − a(0) , and
(
(
)2 )
p(a) = const · exp −k · a − a(0)
.
(For multi-D case, the formulas are similar.)
In this case,
(
(
)2 )
(
)
∂p
= const · exp −k · a − a(0)
· (−2k) · a − a(0) ,
∂a
hence

(
(
)2 )
(
)
∂p
(0)
δa = λ ·
= λ · const · exp −k · a − a
· (−2k) · a − a(0) ,
∂a

i.e.,

)
(
δa = λ · p(a) · (−2k) · a − a(0) .

Since p(a) ≈ 0, we get δa ≈ 0 and thus, still p(a + δa) ≈ 0 as well. This means
that we do not see any visible improvement.
On the other hand, for the new value a + δa, we have
)
)
(
)
(
(
(a + δa) − a(0) = a − a(0) + δa = a − a(0) − 2k · λ · p(a) · a − a(0) =
4

(

)
a − a(0) · (1 − 2k · λ · p(a)).

This shows that we do get closer to a(0) .
Since we get closer to a(0) , the value p(a) increases, so on the next iteration,
we get an even better improvement, and eventually, we will reach a(0) .
This explains the ubiquity of aha-moments. The above analysis explains
the ubiquity of aha-moments:
• for a long time, we do not see any visible improvement of the objective
function,
• until we get close to a(0) , at which point we will see an improvement.
This is exactly what we observe as the aha-moment.

4

Why We Should Also Reward Eﬀort, Not Just
Results

What happens in human learning. The above analysis has an important
consequence to human learning – for which similar aha-moments are also ubiquitous. What this analysis shows is that in the beginning, while the student
is on his/her way to learning, there is no visible improvement in the student’s
ability to solve the corresponding problems.
What if we only award results. If we gauge the students’s success – as often
happens – only by the results of learning, i.e., by the student’s ability to solve
the corresponding problems, we will not see any improvement – in spite of the
fact that the student actively works.
In this case, the resulting bad grade would discourage the student from
further attempts to learn – although in reality, the learning process is on the
right track.
Conclusion: we also need to reward eﬀorts. A natural conclusion is that
to avoid such discouragement, we need to reward eﬀorts, not only results –
otherwise students will be discouraged from learning and mastering complex
topics.
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