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Abstract
On the Role of Stability in Animal Morphology and Neural Control
Neelima Sharma
2021
Mechanical stability is vital for the fitness and survival of animals and is a crucial
aspect of robot design and control. Stability depends on multiple factors, including
the body’s intrinsic mechanical response and feedback control. But feedback control is more fragile than the body’s innate mechanical response or open-loop control
strategies because of sensory noise and time-delays in feedback. This thesis examines
the overarching hypothesis that stability demands have played a crucial role in how
animal form and function arise through natural selection and motor learning. In two
examples, finger contact and overall body stability, we investigated the relationship
between morphology, open-loop control, and stability. By studying the stability of the
internal degrees of freedom of a finger when pushing on a hard surface, we find that
stability limits the force that we can produce and is a dominant aspect of the neural
control of the finger’s muscles. In our study on whole body lateral stability during locomotion in terrestrial animals, we find that the overall body aspect ratio has evolved
to ensure passive lateral stability on the uneven terrain of natural environments.
Precisely gripping an object with the fingertips is a hallmark of human hand
dexterity. In Chapter 2, we show how human fingers are intrinsically prone to a
buckling-type postural instability and how humans use careful neural orchestration
of our muscles so that the elastic response of our muscles can suppress the intrinsic
instability. In Chapter 3, we extend these findings further to examine the nature of
neuromuscular variability and how the nervous system deals with the need for muscleinduced stability. We find that there is structure to neuromuscular variability so that
most of the variability lies within the subspace that does not affect stability.
Inspired by the open-loop stable control of our index fingers, in Chapter 4, we

derive open-loop stability conditions for a general mechanical linkage with arbitrary
joint torques subjected to holonomic constraints. The solution that we derive is physically realizable as cable-driven active mechanical linkages. With a user-prescribed
cable layout, we pose the problem of actuating the system to maintain stability while
subject to goals like energy minimization as a convex optimization problem. We are
thus able to use efficient optimization methods available for convex problems and
demonstrate numerical solutions in examples inspired by the finger.
Chapter 5 presents a general formulation of the stability criteria for active mechanical linkages subject to Pfaffian holonomic and non-holonomic constraints. Active mechanical linkages subject to multiple constraints represent the mechanics of
systems spanning many domains and length scales, such as limbs and digits in animals and robots, and elastic networks like actin meshes in microscopic systems.
We show that a constrained mechanical linkage with regular stiffness and damping,
and circulation-free feedback, can only destabilize by static buckling when subject to
holonomic constraints. In contrast, the same mechanical linkage, subject to a nonholonomic constraint, such as a skate contact, can exhibit either static buckling or
flutter instability.
Chapter 6 moves away from neural control and studies the shape of animal bodies
and their relationship to stability in locomotion. We investigate why small land
animals tend to have a crouched or sprawled posture, whereas larger animals are
generally more upright. We propose a new hypothesis that the scaling of body aspect
ratio with size is driven by the scale-dependent unevenness of natural terrain. We
show that the scaling law arising from the need for stability on rough natural terrain
correctly predicts the frontal aspect ratio scaling law across 335 terrestrial vertebrates
and invertebrates, spanning eight orders of magnitude in mass so that smaller animals
have a wider aspect ratio. We also carry out statistical analyses that consider the
phylogenetic relationship among the species in our dataset to show that the scaling is

not due to gradual changes of the traits over time. Thus, stability demands on natural
terrain may have driven the macroevolution of body aspect ratio across terrestrial
animals.
Interrogating unstable and marginally stable behaviors has helped us identify
the morphological and control features that allow animals to perform robustly in
noisy environments where perfect sensory feedback cannot be assumed. Although the
thesis identifies the ‘what’ and ‘why,’ further studies are needed to understand ‘how’
mechanics and development intertwine to give rise to control and form in growing
and adapting biological organisms.
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assimilated at least some fraction of their wisdom.
Madhu’s lab provided a stimulating, creative, and thoughtful environment to perform research. Over my time at Yale, I have found colleagues in Ali, Nihav, Khoi,
Betsy, Lucinda, Carolyn, Michael, Kat, Jeff, Alex, Xuan. It has been fun to see us
grow as scientists and friends. My early years at Yale, filled with courses, were challenging, but I learned enormous amounts about the topics and met professors who
had a lasting impression. In addition, many visitors have passed by the lab; each
found the time to talk to me (us) and changed my brain and worldview in various
small and large ways. The conversations with friends, colleagues, instructors, and
visitors, have helped me discover my preferred flavor of science and the toolkit to
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Chapter 1
Introduction

. . . In that Empire, the Art of Cartography
attained such Perfection that the map of a single
Province occupied the entirety of a City, and the
map of the Empire, the entirety of a Province.
In time, those Unconscionable Maps no longer
satisfied, and the Cartographers Guilds struck a
Map of the Empire whose size was that of the
Empire, and which coincided point for point
with it. The following Generations, who were
not so fond of the Study of Cartography as their
Forebears had been, saw that that vast Map was
Useless, and not without some Pitilessness was
it, that they delivered it up to the Inclemencies
of Sun and Winters. In the Deserts of the West,
still today, there are Tattered Ruins of that
Map, inhabited by Animals and Beggars; in all
the Land there is no other Relic of the
Disciplines of Geography.
Jorge Luis Borges, Collected Fictions, translated
by Andrew Hurley
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This thesis is based upon the overarching hypothesis that mechanical stability
is a core driver of control and morphology in animals. This hypothesis is too vast
in scope and claim for a single dissertation. So this thesis will apply this thinking
to two specific problems, one on the control of fingers and limbs, and the other on
the evolution of overall body shape. The viewpoint that function begets form (and
control) is a teleonomical [Mayr, 1961] (or teleological) approximation to the outputs
of adaptation, through Darwinian evolution (and motor learning), which underlies
the robust functional capabilities in animals. Specifically, the work presented here
will examine the role of rigid body mechanics and stability on the learned control and
evolved morphology in the context of specific example systems.
The introductory chapter will present a brief survey of some core ideas and motivations, needed to place the results of this thesis in a broader context, as well as a
glimpse into the rich literature of motor control and biomechanical evolution. Instead
of an exhaustive review of the literature, the chapter will present a cross-section to
motivate the core hypothesis. The subsequent chapters are self-contained and present
a more in-depth and critical review of the relevant literature. The common thread
is the loss or gain of stability because of the interplay between morphology, control,
and mechanics in the context of animal motor behaviors.

1.1

On the stability of function

Animals are adept at executing motor tasks such as walking, running, swimming,
flying, and grasping in a stable and skillful manner. Natural environments are a
source of uncertain and unpredictable perturbations that could interfere with the
successful performance of motor behaviors. In common parlance, stability or its loss
implies that the attempted task was or was not successfully executed. We use the
phrase stability in a more precise sense in this thesis, as is common in mathematical or
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experimental mechanics. But loss of stability, in common or scientific parlance, leads
to failed motor behaviors. Therefore, stability of motor tasks that affect an animal’s
ability to acquire or avoid becoming food, find mates, and gather resources for survival
are fundamentally related to evolutionary fitness. In this section, we examine the
current understanding and evidence of the role of morphology, the intrinsic response
of muscles to perturbations, sensorimotor feedback, and motor learning in maintaining
stable motor function. We discuss how to maintain stability in the face of uncertain
and unpredictable perturbations, as well as how to modulate system response over
longer time scales via motor learning.

1.1.1

Morphology

Organisms have evolved a diverse array of morphologies, some of which are adaptations to deal with the mechanical world. By investigating the physical laws that
impact survival-critical biomechanical function, past work has been able to understand the teleological underpinnings of morphological features across a wide range of
animals and plants.
Using elastic stability and bending considerations of the tree trunks and the skeleton, McMahon argues that plant and animal height must increase as the two-thirds
power of their diameter to maintain stability against buckling while self-supporting
their weights [McMahon, 1973]; indeed, trees and primates are shown to follow the predicted scaling [Niklas, 1994b]. To maintain similar safety factor in locomotor stresses,
larger animals adopt a more upright posture to align the ground reaction forces closer
to their limbs and reduce the muscle and skeletal stresses [Biewener, 1989a]. Morphology’s role is also evident in maintaining postural equilibrium and stability. Fishes
actively modulate the quantity of air in their swim bladders to maintain an equilibrium depth [Alexander, 1993]. Others use lipid sacs to maintain buoyancy [Devries
and Eastman, 1978]. In some fishes, swim bladder placement guarantees hydrostatic
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equilibrium because centers of mass and buoyancy overlap, although allowing only
marginal stability because of which active control is required to maintain equilibrium
[Webb and Weihs, 1994]. The posture imparted by the skeleton has a significant effect
on locomotion stability in flying frogs such that stability and maneuverability tradeoff with each other [Emerson and Koehl, 1990]. A sprawling posture allows greater
stability during locomotion in crayfishes [Domenici et al., 1999] and cockroaches [Full
et al., 1998]. Lateral stability during locomotion relies on the stance width in humans
[Donelan et al., 2004]. In invertebrates, resilin-based flexural joints provide stability
by dictating a neutral posture such that maintaining standing balance and restoring
neutral position after movement becomes a passive task [Ache and Matheson, 2013].
These are examples related to the shape or material properties of the components that
make up the animal’s body. Alterations to these components occur over evolutionary
timescales. In parallel, animals are endowed with muscles, which are tunable materials and could be used to alter the body’s mechanical response over much shorter
timescales.

1.1.2

Intrinsic mechanical response of muscles

Perturbation responses of the muscles play an essential role in animal motor control
because they are faster than any neural response, including the fastest of reflexes
[Biewener, 2016, Bizzi et al., 1982, Brown and Loeb, 2000, Dickinson et al., 2000a,
Hogan and Buerger, 2005, Holmes et al., 2006a, Nishikawa et al., 2007, Roberts, 2016].
These responses have also been called preflexes or mechanical feedback [Brown and
Loeb, 2000, Nishikawa et al., 2007]. In robotics as well, the perturbation response of
actuators are employed advantageously when appropriately tuned to the task and the
environment’s mechanical response [Buerger and Hogan, 2007, Hogan, 1984b, Hogan
and Buerger, 2005, Pratt and Williamson, 1995, Vanderborght et al., 2013c]. However,
current actuator technologies do not yet match the ability of muscle to vary its active
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perturbation response by several fold, such as stiffness that may vary by over 50×
in muscle [Anderson et al., 2012, Hines et al., 2017, Hunter and Lafontaine, 1992,
Madden, 2007, Vanderborght et al., 2013c]. Therefore the mechanical capabilities of
skeletal muscle continues to be sought-after by roboticists not only in terms of their
force, work and power generation capabilities [Madden, 2007], but also in terms of
their active perturbation response [Madden et al., 2004].
As muscle tension increases, so does its stiffness [Joyce et al., 1969, Rack and
Westbury, 1974]. This intrinsic or short range stiffness of the muscle is attributed
to the actomyosin crossbridges [Nguyen and Venkadesan, 2020, Nguyen et al., 2018]
and its role in stabilization of posture has been a topic of many studies [De Groote
et al., 2017, Hu et al., 2011, Lockhart and Ting, 2007]. For a given muscle tension,
if the corresponding short range stiffness is enough to stabilize the skeleton, then
stability is guaranteed without any need of neural feedback dependent adjustment of
muscle tension and stiffness. Such a strategy gets rid of feedback delays which can
be deleterious for the control of the system. In case muscle short range stiffness is
not enough for stability at a given tension for stabilizing the skeleton, an alternative
strategy of muscle co-contraction is employed to increase the net joint stiffness [Hogan,
1985a]. When muscles on opposing sides of a joint are co-contracted, the net torque
about the joint depends on the difference between the tensions of the two muscles
while the net stiffness depends on their sum. In this way, torque and stiffness can be
controlled independently by neural activation for maintaining both equilibrium and
stability.
The strategy of muscle co-contraction to increase postural stiffness [Hogan, 1984a]
comes under the umbrella of mechanical impedance control [Hogan, 1985b,c,d, 1990].
Mechanical impedance, the ability of a system to resist mechanical perturbations, is
often approximated as the ability of modulate inertia, stiffness, and damping of the
system in order to resist acceleration, position, and velocity perturbations. Whereas
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inertia is modulated by changing posture, muscle activities control the viscoelastic
properties of the muscles, thus controlling postural stiffness and damping [Hogan,
2002]. Over the longer time scales of motor learning, studies have found the subjects
adapt to instabilities in motor tasks by controlling their impedance. When subject to
destabilizing force fields during arm pointing motor tasks, subjects learn to perform
stable function by modulating their arm impedance in the direction of instability
[Burdet et al., 2001, Franklin et al., 2007]. These studies highlight how learning of
motor control strategies is shaped by the need to remain stable.
In conclusion, the intrinsic mechanical response of the muscles, both at short
time scales and via modulation over longer timescales of learning, helps in achieving
stability during motor tasks.

1.1.3

Control using feedback-driven active response of the
muscle

The perturbation response of muscle is also modulated through neural feedback circuits, the stretch reflex being the fastest of them [McMahon, 1984]. When stabilizing a
joint through muscle stiffening or regulating limb stiffness for controlling interactions
with the surroundings, the stiffness of muscle is more continuously and appropriately
varied to the dynamics and mechanics of the task being performed [Burdet et al.,
2001, Cui et al., 2008, Hogan and Buerger, 2018, Hu et al., 2011, Lacquaniti and
Maioli, 1987, Lacquaniti et al., 1993, McIntyre and Bizzi, 1993]. In dynamical contexts, muscle’s active perturbation response is generalized to an active impedance
[Hogan, 1984a, Hogan and Buerger, 2018] that may be approximately understood in
terms of spring-like and dashpot-like responses to the external strain, strain-rate and
the neural excitation. Varying limb impedance by modulating the impedance of the
driving actuators has also been central to controlling interactions in robots [Hogan
and Buerger, 2018, Vanderborght et al., 2013b].
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Some tasks involve quick transitions of muscles from a fluid-like to a solid-like response. For example, in throwing, the elbow’s joint angular velocity exceeds 5000deg/s
before the elbow rapidly brakes and stiffens at the end to avoid injuries [Roach et al.,
2013]. Antagonistic muscles to this movement, such as the biceps brachii have to yield
with little resistance like a weak dashpot would, in order to not prematurely decelerate the arm and to avoid injuries when a rapid stretch is imposed upon them [LaStayo
et al., 2003, Lindstedt et al., 2001]. At the end of the motion, the biceps brachii provide active braking to safely decelerate the arm without themselves suffering damage,
thus transitioning into impedance control and ending with high stiffness.

Limitations of feedback. Although feedback helps stabilize motor activities as
outlined above, neural feedback suffers from limitations such as noise and delays
[Franklin and Wolpert, 2011] that makes our internal model of the state of the current world uncertain. Noise in neuromuscular system is introduced at various levels
including but not limited to electrical noise in the neuronal activity, motor noise in
muscle tensions, and noise from sensory receptors [Faisal et al., 2008]. Noisy signals can be deleterious when the control signal is close to the margin of stability,
suggesting that animals must either maintain a safety factor away from the onset
of instability to ensure open-loop control of stability, or rely on feedback control. If
the instability is too fast, feedback may also not be of help because it is associated
with inevitable delays due to processing time associated with neuronal conduction,
and sensory modalities, and traveling time associated with reflex pathways, cortical
control, and electromechanical delays in the muscle [Franklin and Wolpert, 2011].

1.2

On the evolution of function

In the previous section, we highlighted studies that show how morphology and neural
control lead to stable motor function. However, animal morphology as well as neural
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control are the results of the process of evolution, and represent the phenotypes on
which natural selection acts. In this section, we discuss studies that show how new
functions evolve by morphological changes and by adopting relevant neural control
strategies for the task at hand.

1.2.1

Form and control determine function

That form determines function seems like an obvious statement. For example, in general, presence of legs imply terrestrial locomotion, wings imply flight, and long arms
imply arboreal habitats in primates. However, identifying the relevant morphological features and mechanisms underlying function and how they affect performance is
more nuanced [Koehl, 1996]. In this section, we list a few examples where details of
relevant morphology and presence of neural control abilities are necessary to realize
function.
The presence of feathers predates the capabilities of flight. The underlying hypothesis is that feathers evolved for insulation, and were exapted for flight later on
[Gould and Vrba, 1982]. Along with feathers, several specializations associated with
hindlimb, pelvis, scapula, and elevator wing muscles necessary for allowing flight
are present in non-avian dinosaurs [Biewener, 2011, Novas and Puertat, 1997, Poore
et al., 1997]. Although skeletal specializations are necessary, they are not sufficient,
suggesting a role of neural control of flight [Ostrom, 1974]. In a similar manner, the
evolution of human hand dexterity relies on morphological features such as opposable
thumb, finger pads, big muscles, and wrist mobility [Marzke, 2013], and the evidence
for precision grasping in humans relies on connecting morphology with the contemporaneous stone tool technology [Harmand et al., 2015]. However, studies suggest
that lab-raised macaques that are exposed to tool use are capable of initiating neural
connections for this motor task, suggesting a latent potential in primates for precision grasping [Anderson, 2010, Iriki, 2006, Iriki and Sakura, 2008]. Thus, the above
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mentioned studies suggest that morphological as well as neural control capabilities
are necessary to determine function in animals.

1.3

Function determines form and control

Section 1.1 argued that morphology and control determine stable function, and section
1.2 discussed how novel functions arise from evolution of form and learning of motor
control. Together, they demonstrate the interplay between form, control, and function
over behavioral and evolutionary time scales.
In this thesis, we propose that mechanical stability of structure and function shapes
the evolution of morphology and learning of neural control. The rationale for our
proposition relies on the following statements based on the discussion in the previous
sections:
1. Muscles act on skeletal morphology, and the musculoskeletal system interacts
with the external environment. Therefore, stability imparted by the skeletal
morphology and the perturbation response of the muscles are the first line of
defense against external perturbations.
2. Sensorimotor feedback and motor learning are ubiquitous and play a role in
motor control and stability of actions. However, feedback is noisy and has
delays, and motor learning is a comparatively longer time scale strategy that
cannot be explored in urgent and unpredictable conditions.
3. Stable function is paramount for survival, a necessary (however, not a sufficient)
condition. Natural selection acts upon the variation in morphological traits
and neural control strategies, and likely selects for phenotypes that allow stable
function.
Therefore, we argue that open-loop stability, that is, control without relying on con10

stant and perfect sensory feedback, is a constraint and a driving factor for evolved
morphological features and learned neural control strategies. In this dissertation, we
show how morphological and neural control features are shaped by the need to remain
passively stable using two systems: stability of the internal degrees of freedom of a
finger in contact, and the scaling of aspect ratio of terrestrial animals for maintaining
lateral stability on earth’s natural terrain.
The idea that evolution is subject to constraints is not new [Gould and Lewontin,
1979]. Evolution is subject to genetic, developmental [Waddington, 1942], phyletic
(ancestral) [Gould and Lewontin, 1979], and physical constraints [Thompson et al.,
1942]. Because evolution by natural selection acts on the phenotypes, and one expression of the phenotype is morphology and control necessary for function, we propose
that the stability of motor tasks imposes a physical constraint on living organisms.

1.4

Approach

Debates exists on whether mathematics is ‘unreasonably effective’ [Wigner, 1990] or
‘reasonably ineffective’ (words of Israel Gelfand) [Borovik, 2021] in developing an understanding of the natural phenomena. This dissertation belongs to the former camp:
we demonstrate effectiveness of mathematics in understanding how morphology, control, and mechanics interact with each other to ensure stability of motor tasks. We
combine the principles of mechanics with the tools from dynamical systems, linear
algebra, and probability theory to generate hypothesis, test the predictions using experiments, and data collection, and revisit the models with the newfound knowledge
gathered from data to develop insights into the process. Therefore, the thesis does not
follow the usual dichotomy of ‘physics-first’ or ‘experiment-first’ approach [Phillips,
2015] but tries to seamlessly combine the physics-based and experiment-based approaches to inform and learn from each other.
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1.5

Layout of the thesis

In this thesis, we use two systems, a finger in contact, and the scaling of aspect
ratio of animals on earth’s terrain as two examples to highlight the role of stability
in determining control and morphology, respectively. We study the stability of the
internal degrees of freedom when the finger maintains fingertip contact and produces
fingertip forces to highlight how the neural control strategies are limited by the need
to remain stable, and we study the lateral stability during locomotion in terrestrial
animals to highlight how morphology has evolved to ensure lateral stability on the
rough uneven terrain of the earth.
1. Chapter 2 focuses on the index finger in contact to understand how neuromuscular control suppresses instability in fingers. Using a combination of mathematical model and experiments, we show that humans rely on muscle induced
co-contraction to maintain stable postures such that subjects produce lower
forces as compared to that afforded by their muscle limits alone. Thus, stability is an important consideration in the motor control of hands during tasks
such as precision grasping.
2. Chapter 3 shows that variability in muscle activations is channeled in the taskirrelevant subspace of the activation to stiffness mapping, further supporting
that muscle stiffness is a control variable. We use the concept of minimum intervention principle from optimal feedback control to show that the constraint of
maintaining fingertip location defines a relevant eigendirection for maintaining
postural stability, and that variability in muscle activation is lower in subspace
that defines the mapping from muscle activations to the relevant eigendirection,
indicating that stiffness may be a control variable.
3. Chapter 4 is an extension of the previous chapters and aims to derive the open12

loop static stability conditions for general tendon-driven mechanical linkages
(such as human limbs) with arbitrary joint torques subject to external loads
and holonomic constraints. We chart out the high-dimensional space of viable
and stable tendon tension-stiffness strategies for a stable system, where either
stable but compliant or co-contracted strategies can be realized depending on
the nature of the motor task.
4. Chapter 5 presents a general formulation of the stability criteria for active mechanical linkages subject to Pfaffian holonomic and non-holonomic constraints.
We show that under holonomic constraints, active linkages can only exhibit
static buckling instabilities; however, presence of non-holonomic constraints
could either lead to static buckling or flutter instabilities. The results of this
chapter have implications for designing stiffness, damping and feedback control
strategies for the stability of active linkages subject to constraints.
5. Chapter 6 moves away from neural control and studies the shape of animal
bodies and their relationship to stability in locomotion. We investigate why
small land animals tend to have a crouched or sprawled posture, whereas larger
animals are generally more upright. We propose a new hypothesis that the
scaling of body aspect ratio with the size is driven by the scale-dependent unevenness of natural terrain. Because the terrain is stochastic, our analysis is
also stochastic. Using the condition of critical stability on the earth’s terrain,
we show that the distribution of terrain unevenness gives rise to a probability
landscape of the aspect ratio and animal mass, that agrees with data from 335
animals distributed over eight orders of magnitude in mass.
We conclude the dissertation in Chapter 7 with a discussion on some open questions
that the dissertation has unraveled but not answered.
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Chapter 2
Finger stability in precision grips

It is his possession of hands that makes man the
most intelligent of the animals.
Anaxagoras, 5 B.C.
On the parts of animals, Aristotle [Ogle et al.,
1882]
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Stable precision grips using the fingertips are a cornerstone of human hand dexterity. Occasionally, however, our fingers become unstable and snap into a hyperextended posture. This is because multi-link mechanisms, like our fingers, can buckle
under tip forces. Suppressing this instability is crucial for hand dexterity, but how
the neuromuscular system does so is unknown. Here we show that finger stability
is due to the stiffness from muscle contraction. We recorded maximal force application with the index finger and found that most buckling events lasted less than 50 ms,
too fast for sensorimotor feedback to act. However, a biomechanical model of the
finger predicted that muscle-induced stiffness is also insufficient for stability at maximal force unless we add springs to stiffen the joints. We tested this prediction in 23
volunteers. Upon adding stiffness, maximal force increased by 37±4%, and muscle
electromyography readings were 26±6% higher for the finger flexors (mean±standard
error). Hence, people refrain from applying truly maximal force unless an external
stabilizing stiffness allows their muscles to apply higher force without losing stability.
Using our finger model, we found that there is leeway for muscles to co-contract and
stabilize the finger at sub-maximal but not maximal force. Our experiment reveals that
human fingers are indeed significantly co-contracted. More stiffness helps stability but
would affect everyday hand usage because we need compliant fingers to adapt to complex object geometries and regulate force precisely. Thus, our results show how hand
function arises from neurally tuned muscle stiffness that balances finger stability with
compliance.
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2.1

Why look at precision grips?

Precision grip, as the name implies, is the precise and stable application of fingertip
forces. In this grip style, the fingers are relatively stationary while the fingertips
exert force [Napier, 1956]. A stable precision grip played a key role in the evolution
of human hand dexterity [Karakostis et al., 2018, Kivell, 2015, Marzke, 1997, 2013].
But the inherent mechanics of multi-link chains make the fingers prone to many
types of instabilities when the fingertip experiences forces [Hogan and Buerger, 2018,
Murray, 2017]. The nervous system often masks these instabilities by using a lifetime
of learned control strategies. So we rarely witness them in everyday experience.
Understanding how the nervous system suppresses these instabilities is needed to
explain hand function and its loss due to disease or aging.

2.2

Background on the stability of precision grips

Instabilities that arise when pushing on surfaces can be categorized as those affecting
the tip where the force is applied [Bicchi and Kumar, 2000, Hogan and Buerger, 2018,
Murray, 2017, Okamura et al., 2000, Rancourt and Hogan, 2001, Whitney, 1987],
or the internal degrees of freedom associated with posture [Bunderson et al., 2008,
De Groote et al., 2017, Klimchik et al., 2015]. Tip instabilities are particularly severe
when a stiff finger or limb makes contact with a rigid surface [Hogan and Buerger,
2018]. When feedback control is used to precisely apply tip forces, the fingertip’s
position in space may become unstable and start to oscillate, which also destabilizes
the applied force [Hogan and Buerger, 2018, Whitney, 1987]. One strategy is to
increase the compliance of the finger or limb [Akella and Cutkosky, 1989, Hanafusa
and Asada, 1977, Kao et al., 1997, Mason, 1981]. Such stiffness control and its
generalization to impedance control in dynamic contexts [Hogan and Buerger, 2018]
16

have proven quite effective in controlling contacts in robots.
Postural stability of the internal degrees of freedom has received considerably
lesser attention than tip stability, and has only been studied in models [Bunderson
et al., 2008, De Groote et al., 2017] or robots [Klimchik et al., 2015]. Kinematic
chains with many internal degrees of freedom are prone to buckle and lose postural
stability under external compressive forces , analogous to the buckling of slender
columns [Timoshenko and Gere, 2009]. Consider pushing a rigid surface with the
index fingertip, and focus on the mechanics within the plane of the finger. In this
setting, the index finger has three internal degrees of freedom between the knuckle
and the tip. When the tip does not slip, it is subject to two translational constraints
within the finger’s plane. Thus the finger is kinematically underdetermined by one
degree. It is this degree of freedom that could become unstable and buckle. We
performed experiments to record and characterize the buckling instability in human
fingers.

2.3

Experimental description of the buckling instability

2.3.1

Methods

Right-handed subjects (n=9, 6M, 3F, age 24–47 years) maintained a flexed index
finger posture of their choosing, with the fingertip pushing on a horizontal steel plate
(figure 2.1). Subjects studied the consent form and the experimenter discussed potential risks of the study and their option to withdraw from the study at any time. The
experiment was performed after the subject provided informed consent and in accordance with the relevant guidelines and regulations. The detailed procedures for seeking informed consent were approved by Yale University’s IRB (HIC# 2000029475). A
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similar procedure was followed for the study conducted in India, with approval from
the Institute Ethics Committee (Human Studies) of the National Centre for Biological
Sciences, Bengaluru, India. One subject was excluded because they were distracted
and did not buckle. They were instructed to apply the largest normal force possible
on a rigid surface, with no explicit instruction about stability. Circular 3 mm reflective markers were attached to the radial aspect of the metacarpophalangeal (MCP),
proximal interphalangeal (PIP) and distal interphalangeal (DIP) joints, the fingertip,
and the second metacarpal’s proximal end. A high-speed camera (Photron FASTCAM Mini AX100, MEC, Westfield, IN) recorded the instances of buckling in the
lateral (radial) view of the index finger at 4500 fps for Subject 1 and 5000 fps for rest
of the subjects. Trials were separated by 2 minutes to reduce fatigue.
We estimated the change in the joint angles ∆θx where x is either DIP, PIP,
or MCP from the videos using custom software. The time-history ∆θx (t) was used
once the angle increased past 2◦ , and until the subject-dependent end of buckling
(table A.1). To estimate the time-constant τ for the hypothesized exponential growth
∆θx (t) = ∆θ0 et/τ , we performed a linear regression of log ∆θx (t) versus t using the
middle half of the data to avoid end-effects associated with the log-transform. The
slope of the semi-log plot is equal to 1/τ (figure 2.1, inset). The estimated timeconstants and R2 of the fits are reported for the thirty-three trials where the finger
buckled (supplementary table A.1). Matlab (version 9.8.0.1323502, Natick, MA) was
used for the image and regression analyses.

2.3.2

Results

We recorded 33 instances of postural instabilities and no instances of finger slippage.
The instability manifested as a sudden change in the finger’s posture where either
DIP, PIP, or MCP ended up in a hyper-extended angle. The distal interphalangeal
joint (DIP) ended in a hyper-extended angle in 28 of 33 instances (figure 2.1). So, we
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Figure 2.1. Buckling of the index finger joints. Sample trial showing the
change in the angle of the distal interphalangeal joint (DIP), ∆θDIP . Every fifth
sample is plotted for clarity (black circles). inset: Linear-log plot of the exponential
growth in DIP angle. The time-constant τ for the unstable growth in ∆θDIP is found
using the slope. For this trial, τ = 20 ms.

used the DIP angle to analyze the temporal characteristics of the buckling event. The
DIP joint angle grew exponentially in the trials (R2 > 0.9). The time-constant was
smaller than 45 ms in all but nine trials, and never exceeded 80 ms (figure 2.1,table A.1
).

2.3.3

Discussion

Neural feedback control alone cannot stabilize such rapid instabilities because the
nerve conduction latency for the round-trip from the hand to the spinal cord exceeds 45 ms [Johansson and Birznieks, 2004]. Further delays are likely because of the
time taken for neural computation and force development in muscles [Johansson and
Birznieks, 2004]. Despite these latencies, the finger was stable for most of the trials
(40 out of 63 trials were stable in 7 subjects, the number of buckling events were not
recorded in the remaining two). Thus, we postulate that joint stiffness due to muscle
contraction must play a role in stability. Muscles are intrinsically stiffer when pro19

ducing more force, a property known as short-range stiffness [Cui et al., 2008, Rack
and Westbury, 1974]. Therefore, the harder someone pushes with the fingertip, the
higher the muscle and overall finger stiffness [Hajian and Howe, 1997]. So, stability
could just be a byproduct of the muscles contracting to produce force. Alternatively,
the need to remain stable may constrain the maximum exertion of fingertip force.
We performed additional analyses to find out whether stability is a byproduct or a
constraint.

2.4

Mathematical description of the buckling instability

To investigate whether stability is a byproduct of muscle-induced stiffness when producing force or a constraint that requires specialized neural control strategies, we
derived the conditions for stability by considering a model of the index finger.
Index finger model: The objective for modeling the index finger is to analyze
fingertip force application and stability while holding the posture constant. Like
previous studies [Valero-Cuevas et al., 1998, Venkadesan and Valero-Cuevas, 2009],
we modeled the index finger as a planar, actuated three-link chain that is hinged to the
ground at the knuckle and the fingertip. Open-loop control torques and mechanical
elements such as springs and dampers were included, but feedback control was not
considered because we want to examine the open-loop stability of the finger.
Governing equations: We derive the governing equations of a constrained threelink chain whose fingertip position r e with respect to the knuckle is constant. The
joint angles are θ ∈ R3 , the inertia matrix is M(θ) ∈ R3×3 , the torques due to Coriolis
and centripetal forces are c(θ, θ̇) ∈ R3 , the posture-dependent endpoint Jacobian
matrix is J(θ) ∈ R2×3 , the fingertip force due to the constraint is f (θ, θ̇) ∈ R2 ,
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the constant open-loop actuation torques are τ 0 ∈ R3 , the joint stiffness matrix is
K ∈ R3×3 , and the joint damping matrix is B ∈ R3×3 . The neutral joint angles θ 0
for the stiffness term is chosen to be the static posture of choice, and are also used to
specify the conditions for static equilibrium and for linearizing the equations.
Omitting the dependence on the joint angles and angular velocities for brevity,
the dynamical equations, constraints, and constraint forces are, respectively,

Mθ̈ + c + K(θ − θ 0 ) + Bθ̇ + JT f = τ 0 ,

(2.1a)

r e = constant, and

(2.1b)

f = (JM−1 JT )−1 (JM−1 (τ 0 − c − K(θ − θ 0 ) − Bθ̇) + J̇θ̇).

(2.1c)

Conditions for static equilibrium: We seek the torques τ 0 for the finger to be
in equilibrium at the posture θ 0 while experiencing the fingertip force f 0 . Setting
θ = θ 0 , f = f 0 , θ̇ = θ̈ = 0 in equation (2.1a), and using J0 = J(θ 0 ), we find
τ 0 = JT
0 f 0.

(2.2a)

Note that given any desired posture θ 0 and fingertip force f 0 , we can always find
torques that satisfy static equilibrium. However, not every torque leads to static
equilibrium because the finger still has one net degree of freedom after imposing the
fingertip constraints equation (2.1b). Using the equilibrium condition (2.2a) and the
relationship (2.1c) between torque and fingertip force, we arrive at the condition for
an applied torque τ eq to maintain equilibrium, i.e. θ̇ = θ̈ = 0, as
−1
τ eq = JT JM−1 JT
JM−1 τ eq ,



−1
T
−1 T −1
⇐⇒ τ eq ∈ null I − J JM J
JM
.
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(2.3a)
(2.3b)

An applied joint torque satisfies equilibrium if and only if it belongs to the nullspace of (I − JT (JM−1 JT )−1 JM−1 ). The matrix JT (JM−1 JT )−1 JM−1 ∈ R3×3 is a
projection matrix [Strang, 2016]. Therefore, its eigenvalues are either 1 or 0 and the
number of ones defines the dimensionality of the feasible torque space. For the index
finger model, there is a one-dimensional null-space. When the number of constraints
is equal to the number of joints, i.e. the Jacobian J is square, every applied torque
satisfies equilibrium because (I − JT (JM−1 JT )−1 JM−1 ) = 0.

Linearized equations: The linearized governing equations (2.1a) with constant
joint torques τ 0 and with small changes in the joint angles θ 0 = θ − θ 0 are,
0

∂(JT f )
K+
∂θ

0

M|θ0 θ̈ + Bθ̇ +

!
θ 0 = 0.

(2.4)

θ 0 ,τ 0

The angle changes θ 0 are subject two constraints (2.1b), which yields one net
degree of freedom φ ∈ R. In the linearized setting, this degree of freedom belongs
to the null-space of the tip constraints. To derive φ, we linearize the constraint
equation (2.1b) and find its null-space P ∈ R3 as,
r e = constant =⇒ J0 θ 0 = 0,
J0 =

∂r e
∂θ

, and

(2.5a)
(2.5b)

θ0

P = null (J0 ) .

(2.5c)
(2.5d)

Therefore, in terms of the the null-space P, the reduced degree of freedom is found
as a linear combination of the three joint angles according to,

φ = PT θ 0 .
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(2.6)

Constrained dynamics of the linearized system: The linearized dynamics of
the reduced degree of freedom φ are obtained by projecting equation (2.4) onto the
null-space of the linearized constraints, which results in a similarity (or coordinate)
transform using P. The magnitude of the equilibrium fingertip force f 0 sets a force
scale in the dynamics and we introduce an additional symbol for convenience,

f0 = kf 0 k.

(2.7)

The reduced order dynamics for the scalar degree of freedom φ involve projections
of M, B and K, and also a new length scale ` that relates to the sensitivity of the joint
torques to changes in orientation of the fingertip force vector. Thus, by combining
equations (2.4) and (2.6), we find

mφ̈ + bφ̇ + (kjoint − f0 `)φ = 0,

(2.8)

m = PT M|θ0 P,

(2.9a)

b = PT BP,

(2.9b)

where,

kjoint = PT KP,
1
` = − PT
f0

∂(JT f )
∂θ

(2.9c)
!
P.

(2.9d)

θ 0 ,τ 0

Linear stability analysis: Kinematic chains with more internal degrees of freedom
than constraints can buckle under compressive external forces, even when the forces
arise due to internal actuation in these mechanisms. To see that, we perform a
linear stability analysis of the index finger model. Recall that the model has one
net degree of freedom because there are three internal degrees of freedom and two
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external constrains on the tip, i.e. an actuated four-bar linkage.
The origin (φ = 0, φ̇ = 0) is the only equilibrium point for the reduced order
equation (2.8), and the eigenvalues of that equilibrium are given by,
b
η=
2m

!
4m
1 − 2 (kjoint − f0 `) .
b

r
−1 ±

(2.10)

The equilibrium is unstable in the sense of Lyapunov when Re(η) > 0, i.e. the real
part of any one of the eigenvalues is greater than zero. Therefore, the equilibrium is
marginally or completely stable in the sense of Lyapunov when,

kjoint ≥ kmin ,

(2.11a)

kmin = f0 `.

(2.11b)

Notable properties of the stability criterion include: (i) greater magnitude f0 of the
fingertip force is more destabilizing, and (ii) the condition for stability is independent
of damping or inertia, and only depends on the projected stiffness kjoint . However,
the precise values of the real and imaginary parts of the eigenvalue, when not equal
to zero, depend on inertia and damping.
In conclusion, the finger producing tip forces can become unstable by buckling
if the joint stiffness is less than the minimum stabilizing stiffness. The minimum
stabilizing stiffness depends on the fingertip forces and the posture. Next, using
modeling, we investigated if muscle stiffness is adequate to keep the finger posture
stable at maximal fingertip forces.

2.5

Stability at maximal force

We investigated postural stability using the detailed anatomical model of the index
finger [Valero-Cuevas et al., 1998, Venkadesan and Valero-Cuevas, 2009, 2.4]. To
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Figure 2.2. Modeling study to test if stability is a byproduct of fingertip
force. a, Schematic of a planar model of the index finger that maintains contact at
the fingertip and is driven by seven muscles. b, The optimal activation pattern aopt
that maximizes the vertical component of the fingertip force at a fixed posture
θ = (30◦ , 30◦ , 10◦ ). This is the posture used in subsequent experiments in this
paper. c, The decision tree to test whether muscle-induced stiffness leads to
stability when the activation pattern is chosen solely to maximize fingertip force.
The computed force and stiffnesses at θ = (30◦ , 30◦ , 10◦ ) are in blue. The finger is
unstable at the maximal force because kjoint < kmin .

summarize, the finger is modeled as a three-link, planar kinematic chain, and driven
by seven muscles (figure 2.2a) but tendons are not considered based on the current
estimates of tendon stiffnesses, which are four magnitudes of higher than respective
muscle stiffnesses [Cui et al., 2008, Valero-Cuevas et al., 1998, Ward et al., 2006] (Appendix B). The tip is constrained to not move in the vertical and horizontal directions
but allowed to freely rotate to capture the absence of fingertip slip [Venkadesan and
Valero-Cuevas, 2009]. Muscle activations are specified by a normalized 7D vector a
with values between 0 and 1, which govern both muscle force and stiffness [Bunderson
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et al., 2008, Cui et al., 2008, 2.4]. Activating the muscles drives the finger’s joints
with torques τ , applies a fingertip force f , and induces stiffness K at the joints. The
details of the muscle model are provided below:

2.5.1

Methods

Muscle model: The joint torques τ 0 and joint stiffness K arise from muscle contraction. We use the model developed by Valero-Cuevas [Valero-Cuevas et al., 1998]
for modeling force production in muscles of the index finger, and the model developed
by Cui et al. [Cui et al., 2008] for the short-range stiffness of muscle that induces stiffness at the joints. Because we consider a static posture, the force-velocity properties
and the stiffness due to the force-length properties of muscle are inconsequential.
The human index finger has seven muscles, and their activation is parameterized
by the activation vector a ∈ R7 . The activations a map to muscle forces and muscle
stiffness, which lead to joint torques and joint stiffnesses, respectively. This mapping
depends on the diagonal matrix Fiso ∈ R7×7 of maximal isometric force of each muscle,
the matrix R ∈ R3×7 of moment arms of each musculotendon about each joint, the
diagonal matrix Liso of isometric lengths for each muscle, and the empirical shortrange stiffness factor γ that was found by Cui et al. [Cui et al., 2008]. Thus, the joint
torques τ 0 and joint stiffnesses K are given by,

τ 0 = RFiso a

(2.12a)

 T
K = R diag γFiso L−1
R .
iso a

(2.12b)

The planar finger model has only one unconstrained degree of freedom. So the
constrained dynamics of the finger are defined by a projection of the finger’s dynamics onto the null-space of the constraints that are imposed on the fingertip. The
orthonormal basis vectors of the null-space are expressed as columns of the null-space
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Figure 2.3. Response of an anatomically detailed model of the index finger in the
posture (30◦ , 30◦ , 10◦ ) when subjected to finite perturbations. The panel uses an
activation pattern aopt that maximizes the vertical fingertip force (fx = −8 N
fy = 43 N). The equilibrium posture (30◦ , 30◦ , 10◦ ) is perturbed to
θ = (29.98◦ , 30.16◦ , 9.71◦ ) at t = 0 and the response is simulated for a total of
100 ms. The finger is unstable with maximal force activation pattern. The damping
constant at each joint is 103 N mm ms.
matrix P, which in the case of the single degree of freedom finger reduces to a single
null-space vector. Thus, the 3 × 3 stiffness matrix K associated with the multi-link
finger reduces to a scalar stiffness kjoint = PT KP when projected onto the finger’s
unconstrained degree of freedom. In the absence of feedback control, stability requires the muscle-induced joint stiffness kjoint to exceed a minimum threshold kmin
that depends on the tip force,

kjoint > kmin for stability.

(2.13)

Optimal activation pattern to maximize fingertip force. We computed the
optimal muscle activation pattern aopt that maximizes the vertical force without any
constraints imposed on stability (figure 2.2b). We combine equations (2.1c), (2.3a),
and (2.12a) to define an optimization problem to find the activation pattern that
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maximizes the fingertip force while maintaining equilibrium. Following the instructions to the subjects, we choose the vertical component of the fingertip force as the
objective function. The optimization problem thus stated is,
 
0
max   · f ,
a
1
subject to:
(2.14)
−1 T −1

−1

f = (JM J ) JM RTa,
JT f = RFiso a,
0 ≤ ai ≤ 1, for i = 1, . . . , 7.
The optimization problem is linear in the objective and constraint functions, and
therefore easily solved using standard linear programming solvers. These equations
are analogous to the approach of Valero-Cuevas [Valero-Cuevas et al., 1998], with
the difference that we incorporate the equilibrium constraint using a different form of
the governing equations. Valero-Cuevas [Valero-Cuevas et al., 1998] adds a dummy
rotational torque at the fingertip to make a square Jacobian that can be inverted to
solve the tip force for any given joint torque, and then imposes the constraint that
the dummy torque should be zero. The optimization was performed within Matlab
version 9.8.0.1323502 (R2020a, Natick, MA) using CVX, an optimization package for
convex programs [Grant and Boyd, 2008, 2014].

2.5.2

Results and Discussion


T

For the posture used later in our experiments, θ = 30◦ 30◦ 10◦ , we found the

T
optimal activation pattern a = 1 0.52 0 0 1 1 1
, and maximal vertical
force fmax = 42.6 N that is pointed distally. The fingertip force vector also had a
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horizontal component fx = −8.0 N that is pointed towards the palm.
We calculated the minimum stiffness kmin that is needed for stability of the
maximal force solution and compared it against the joint stiffness kjoint that is induced by the muscle activation pattern. For the force-maximizing activation pattern,
kmin = 295 N mm and kjoint = 109 N mm. Therefore, the force-maximizing activation
pattern makes the finger posturally unstable (figure 2.3).
The one internal degree of freedom implies a one-parameter family of postures all
which preserve the tip constraint. We found the maximal force at 3991 postures that
spanned joint angles without hyper-extending any of them. None of those postures
were stable as seen from figure 2.4a that shows that kjoint < kmin for all of those
postures. The muscle and segment parameters used for analysis of the finger are
provided in tables C.1 and C.2. Therefore, stability does not automatically arise as
a byproduct of force application.

kjoint /kmin

1.0

0.5

0.0
0

20

40

DIP joint angle (deg)

Figure 2.4. Comparison of kjoint and kmin for multiple postures. The ratio of
the muscle-induced joint stiffness kjoint to the minimum stiffness needed for stability
kmin at a variety of postures. The finger was unstable at all postures.

Once the finger becomes unstable, the posture grows along the unstable mode
specified by the null-space vector P. For the posture (30◦ , 30◦ , 10◦ ), the null-space
vector is P = (0.06 −0.49 0.87)T . The third, DIP component of the vector is the
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biggest in magnitude, indicating that the largest change in joint angles would occur
at the DIP joint. This behavior is consistent with the recorded buckling events in
human subjects (section 2.3) and numerical simulation of the nonlinear equations of
the finger model (figure 2.3).
The results support the hypothesis that stability constraint rather than muscular
capacity constraints the maximum exertion of fingertip force. Therefore, we predict
that people cannot produce their maximal force because of postural stability issues,
unless the finger is externally stiffened. We tested this prediction in experiments with
volunteers.

2.6

Effect of externally stiffening the finger

To suppress postural instabilities, humans appear to make the limb stiffer, which is
contrary to the strategies needed for stable force control. Potential instabilities of
limb or finger posture when applying contact force have not been studied much, but
a related behavior of stabilizing the posture of a handheld tool has been investigated
previously [Rancourt and Hogan, 2001]. When using a tool like a handheld drill,
more force applied on the wall makes the orientation of the drill more susceptible to
becoming unstable [Rancourt and Hogan, 2001]. Rancourt and Hogan [2001] found
that hand stiffness is critical for stabilizing the drill. The nervous system uses stiffening as a strategy for postural stability in other contexts as well, such as dealing
with unstable environmental dynamics when moving the arm [Burdet et al., 2001] or
the destabilizing effects of motor noise [Selen et al., 2009]. Higher stiffness, which
is harmful for tip stability, may be what stabilizes the internal degrees of freedom
of our fingers and limbs. But the role of stiffness remains debated and unresolved
in several contexts involving postural stability. Examples include standing in humans [De Groote et al., 2017, Peterka, 2002] and cats [Bunderson et al., 2008], and
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arm [Selen et al., 2009] and finger movements [Venkadesan and Valero-Cuevas, 2008].
We presently lack studies to tease apart the role of stiffness versus other strategies
such as feedback control for maintaining postural stability during contact.
We investigate postural stability of our fingers during maximal force application
by using the index finger as a representative example. Our approach is inspired by
the study of Rancourt and Hogan [2001], who used maximal force tasks to probe
the neural strategy that stabilizes the posture of a handheld drill. The central idea
is to challenge the nervous system by making the internal mechanical response as
unstable as possible. Because buckling-type instabilities are generally more severe at
higher forces, we examined how the fingertip’s maximal force is affected by external
modifications to the finger that alter stability.

2.6.1

Methods

This experiment tested the model’s predictions by measuring the change in maximal
voluntary force when the stability of the finger was altered by externally stiffening it.
Experimental apparatus: Right handed subjects (n=39, 26M, 13F, age 18–47 years)
wrapped their thumb and unused fingers of the right hand around a ground-mounted
non-slip handle and pushed on a horizontal steel plate with their index finger. The
handle was adjusted so that the MCP, PIP, and DIP joints were at 30◦ , 30◦ , and
10◦ flexion, respectively (figure 2.6a). Using established methods [Valero-Cuevas
et al., 1998, 2009, Venkadesan and Valero-Cuevas, 2008], the fingertip was covered by
a subject-specific custom-molded thermoplastic thimble (Turbocastr , T-Tape Company, The Netherlands) and fixed using Vetrap bandage (3M, Maplewood, Minnesota)
to yield a well-defined contact point and consistent friction. Data from one subject
was excluded because their finger repeatedly buckled without the splint and did not
yield reliable measurements.
Motivated by the large DIP component of the unstable mode, we used two splint
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designs (figure 2.6a). The 2-joint splint covered MCP, PIP and DIP joint and stiffened
the PIP and DIP joints, but the 1-joint splint covered only the MCP and PIP joints,
and stiffened the PIP joint. Because the finger has only one net degree of freedom,
both splint designs would stiffen the finger, with lesser stiffness induced by the 1J
splint. We attached subject-specific thermoplastic 2-joint and 1-joint splints to the
dorsal face of the index finger using Vetrap bandage. The splints were molded to each
subject’s finger at the posture (30◦ , 30◦ , 10◦ ).
Experimental protocol: The subjects were asked to try 2–6 times to apply the greatest
vertical force they could during the measurement window without letting the finger
buckle or the tip slip on the surface, with at least 2 minutes rest between tries. Three
finger conditions were tested: free, 2-joint splint (2J), and 1-joint splint (1J). For 9
subjects (set A) we tested free and 2J fingers with a 15 s measurement window. For 14
subjects (set B), the free, 1J, and 2J fingers were measured using a 20 s window. For
16 subjects (set C), the free, 1J, and 2J fingers were measured using a 15 s window.
To control for motor learning, the order was randomized in set A (free before splint
for 7 subjects) and set C (free before splint for 7 subjects). To control for fatigue,
the free finger was always first in set B. Subjects were acclimatized to the splint by
handling objects and lightly pushing on surfaces before measurement. The vertical
fingertip force was displayed as a live trace on a monitor. The fingertip never slipped,
but trials where the free finger buckled were excluded.
Data recording: Fingertip force was recorded at 2000 Hz by rigidly fixing a six-axis
load cell (model 45E15A4-M63J-EF, JR3 Inc., Woodland, CA) between the steel plate
and a rigid bench. Surface-EMG was acquired at 2000 Hz using wireless electrodes
(Trigno Wireless EMG System, Delsys Inc., Natick, MA). We palpated the ventral
side of the forearm when the subject resisted forces on the index finger to identify
the two extrinsic flexors, flexor digitorum profundus (FDP) and flexor digitorum
superficialis (FDS), and attached the electrodes to the skin over the muscle belly
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using hypoallergenic double-sided tape and Vetrap bandage. For Set C, additional
EMG was recorded from one extrinsic extensor, extensor digitorum communis (EDC).
We verified the electrode placement by asking subjects to push the experimenter’s
hand using their index finger while observing the EMG traces.
Signal processing: EMG recordings were band-stop filtered in the range 48 − 52
Hz and 98 − 102 Hz with zero phase distortion to remove electrical noise for Set A
and B (India uses 50 Hz AC supply), and in the range 58 − 62 Hz and 118 − 122 Hz for
Set C. We then high pass filtered at 20 Hz to remove movement artifacts, full-wave
rectified and passed through a fourth-order Butterworth filter with a time constant
of 0.23 s to adjust for the muscle’s excitation-contraction dynamics [Valero-Cuevas
et al., 2009]. The EMG signals were normalized by the maximum EMG level of that
muscle of that subject to allow the description of EMG activities as values between
0 and 1.
The force and the processed EMG were moving average filtered with a 1-second
window (figure 2.6b) to find the maximal voluntary force fmax and the EMG at that
time. The fingertip force vector across trials was oriented 4.0±2.8 deg (mean±SD)
from the vertical and we verified that the results were not sensitive to the moving
average window size (figure 2.5). We normalized the maximal voluntary force fmax by
the maximal forces from all the trials to obtain f˜max . The smoothed and normalized
EMG signals were weighed by the respective muscle’s physiological cross-sectional
area [Valero-Cuevas, 2000, Valero-Cuevas et al., 1998] and added to find an aggregate
EMGflexors and EMGextensor . We used the normalized measures of EMG, and both
raw and normalized measures of fingertip forces for data analysis.
Statistical analysis: We report the mean±SE of the relative change in fmax and
EMGflexors for the 2J and 1J splint from the free condition relative to the splinted
condition to assess whether the force and EMG significantly increased with the splint.
Additionally, descriptive statistics for fmax , EMGflexors and their relative change are
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Figure 2.5. Effect of the moving average window size on ∆ fmax and
∆ EMGflexors . Boxplots show the effect of window size ranging from 1 ms to 2000 ms
used for moving average filtering. The horizontal black lines in the boxplots identify
the median, the orange dots are the mean, the vertical span of the box represents
the inter-quartile range, and the whiskers show 1.5 times the interquartile range.
in the supplement (tables 2.1 and 2.2).
Two one-way mixed-model Type III ANOVAs using Satterthwaite’s method tested
the effect of splint (free, 1J, 2J) on f˜max and EMGflexors , with subjects as a random
factor. Tukey’s HSD method and Bonferroni-Holm corrections for pairwise comparisons were used to find p-values (table D.1). Two linear regressions, one for each
splint type, modeled the relationship between relative change in fmax (dependent)
and relative change in EMGflexors (explanatory) (table D.4).
We verified statistical assumptions of normally distributed variables and equivariance (supplementary figure D.2, tables D.3). The order of splint conditions did not
have a significant effect on f˜max (p= 0.06) or EMGflexors (p= 0.7). Significance level
for all statistical tests was a priori set to 0.01. RStudio (version 1.1.463, RStudio
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Team, 2016) was used for the statistical tests.

2.6.2

Results.

To reiterate, the maximal force fmax is the maximum of the force trace that is
smoothed using a 1-second window, the aggregate flexor EMG measure EMGflexors
is a linear weighted sum of the RMS of the filtered and MVC-normalized EMG from
the two flexors during the 1-second window where force is maximized (see Methods,
figure 2.6b). The measure f˜max is the maximal force normalized by the maximum
force from all the trials of the subject. The rationale for normalizing force with the
maximum force across all the trials for the subject, similar to how EMG is normalized
using the MVC, is that the variable of interest is not the absolute force magnitude
but the relative change in fingertip force between free and splinted conditions.
Presence of a splint significantly affected the maximal force f˜max (F2,267 = 150.96,
p < 0.0001), and the aggregate EMGflexors (F2,268 = 49.03, p < 0.0001). The maximal
force significantly increased for both the 2-joint (p < 0.0001) and 1-joint conditions
(p < 0.0001), by ∆fmax = 37±4% and 28±4%, respectively (mean±standard error,
figure 2.6c). Descriptive statistics of fmax and EMGflexors are provided in table 2.1.
The force increased for all but three participants who were wearing the 2-joint splint,
and for all but one wearing the 1-joint splint (figure 2.7). EMG from flexors also significantly increased for the 2-joint (p < 0.0001) and 1-joint conditions (p < 0.0001), by
∆EMGflexors = 26±6% and 22±4%, respectively (mean±standard error, figure 2.6c).
Statistically significant differences were also found between the two splint types for
force (p < 0.0001) but not for aggregate EMG from flexors.
The force increase ∆fmax and ∆EMGflexors are significantly correlated for both the
2-joint (R2 =0.34, p = 0.0001) and 1-joint conditions (R2 =0.38, p = 0.0004), despite
the generally noisy nature of surface EMG measurements, showing that the increased
tip force was because of higher muscle force (figure 2.6d). For descriptive statistics,
35

a

Free

2J

30◦

1J

splint

30◦
10◦

thimble
force

b
fmax

50

50

percent change
in force

75

force (N)

c

2J splint
free

25
0

n=38
n=29

25

0
0

5

10

time (s)

15

2J

1J

2J

1J

percent change
in flexor EMG

[arb. units]

40

fdp

fds

20

0

percent change
in force

d

100

5

10

time (s)
2J Splint

15
100

50

0

R2 =0.34
−100

0

percent change
in force

0

100

percent change
in flexor EMG

1J Splint

50

0

R2 =0.38
0

50

percent change
in flexor EMG

Figure 2.6. Maximal force upon stiffening the finger. a, Three conditions
were tested at the posture (30◦ , 30◦ , 10◦ ): no splint (free), 2-joint split (2J), or
1-joint splint (1J). b, For a sample subject, the shaded rectangles show the
time-window when the maximal force occurred, pink for 2J and yellow for free,
overlaid on the vertical force, and raw EMG recordings from FDP and FDS. EMG
rectangles are scaled 6× for clarity, but the force rectangles are to scale. c, Percent
change in the maximal force fmax and aggregate EMG for the 2J and 1J conditions
relative to the free finger. The bars and whiskers show the mean and standard error,
respectively. d, Scatter plots and regression fits of percent change in EMG versus
percent change in force, for the 2J and 1J conditions.
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Figure 2.7. ∆ fmax , ∆ EMGflexors and ∆ EMGextensor for individual subjects,
for the (a,) 3-joint splint (n = 39) and (b,) 2-joint splint (n = 30). Subjects are
arranged in an order of increasing ∆fmax . ∆ EMGextensor were measured only for 16
subjects with both the splint conditions.
Table 2.1. Descriptive statistics of fmax and EMGflexors for no-splint, 2-joint
splint, and 3-joint splint conditions. Mean, standard deviation (SD), 25th percentile,
median, and 75th percentile are reported.
Splint

Measure

Mean

SD

25th percentile

Median

75th percentile

No splint

fmax (N)

31.51

14.93

20.880099

28.862914

39.256695

EMGflexors (arb. units)

3.438

1.474

2.4156140

3.3087418

4.6046934

fmax (N)

42.46

17.23

29.48712

39.99923

53.67414

EMGflexors (arb. units)

4.579

1.228

3.966602

4.788930

5.290044

fmax (N)

50.96

18.87

36.55486

47.69562

63.85372

EMGflexors (arb. units)

4.903

1.399

4.2439981

5.1218512

5.8840932

1-joint

2-joint

see table 2.2. The spread in data, and the resultant small R2 show that the influence
of splint was variable across the subjects.
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Table 2.2. Descriptive statistics of ∆ fmax and ∆ EMGflexors . Mean, standard
error of the mean (SE), 25th percentile, median, and 75th percentile are reported.
Splint

Measure

Mean

SE

25th percentile

Median

75th percentile

2-joint splint

∆ fmax

0.369

0.037

0.229

0.391

0.552

∆ EMGflexors

0.256

0.056

0.046

0.321

0.507

∆ fmax

0.280

0.039

0.160

0.269

0.389

∆ EMGflexors

0.218

0.040

0.023

0.257

0.395

1-joint splint

We conclude that the nervous system refrains from producing truly maximal force.
Upon stiffening the finger, especially the DIP joint in the 3-joint splint, the maximal
force increased. This is consistent with the prediction that once stability is no longer
a concern, higher force can be applied. The increase in flexor EMG activity with force
indicates that the nervous system could tap into additional muscle force capacity, but
only when the finger was externally stabilized.

2.7

Sub-maximal forces

The muscle activation pattern that people use at sub-maximal fingertip force is a
linearly scaled version of the pattern that they use at maximal force [Valero-Cuevas,
2000, Valero-Cuevas et al., 2009, Venkadesan and Valero-Cuevas, 2008]. So, understanding stability at maximal force may also help us understand the properties at
sub-maximal forces. At sub-maximal forces, the muscles may have the leeway to
co-contract and modulate stiffness without affecting force. Using the anatomically
detailed model of the index finger, we investigated the stability of the finger at submaximal forces.
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2.7.1

Methods

Stability at sub-maximal force: We examined activation patterns that produced sub-maximal force in the vertical direction, but with the same horizontal
force as the maximal force pattern. We show an illustrative example of such an
activation pattern that produces sub-maximal force (see figure 2.9, namely, a =

T
0.57 0.18 0.50 0.50 0 0.23 0.36 , that applies a sub-maximal vertical fingertip force of 9.1 N and the same horizontal component as the maximal force, namely
−8.0 N. The finger was posturally stable with this activation because kjoint = 45 N mm
is greater than the minimum stiffness for stability at that force kmin = 39 N mm.

Response to non-infinitesimal perturbations: The linearized stability analysis
showed the finger’s response to infinitesimal perturbations. So, we performed numerical simulations of two test cases using the nonlinear governing equations (2.1) to
study the response to non-infinitesimal perturbations. We chose the activation patterns corresponding to maximal unstable force, and the sub-maximal stable force. We
perturbed the equilibrium posture of θ 0 = (30◦ , 30◦ , 10◦ ) to θ = (29.98◦ , 30.16◦ , 9.71◦ )
at t = 0 and the response was simulated for a total of 100 ms (figure 2.3). The finger
became unstable under the maximal force activation and buckled in a manner similar
to our experiments. However, the finger was stable and recovered its posture when
using the activation pattern that produced sub-maximal force (figure 2.9).

Monte Carlo samples of the activation null-space We wanted to investigate
the properties of the null-space of the mapping from muscle activations to joint
torques. This space defines the set of all activation patterns that can support a
specified fingertip force. The steps to numerically chart out the null space are to:
(i) derive a spanning basis for the null-space, (ii) find a particular solution that belongs to the null-space, and (iii) sample the space using Monte Carlo simulations.
39

Spanning basis for the null-space: For applying a tip force f and keeping the
finger in equilibrium, the muscle activation pattern a must support the joint torques
τ induced by the tip force. The null-space is defined in terms of the manipulator
Jacobian J, the muscle force matrix Fiso , and the moment-arm matrix R, according
to,

τ = JT f = RFiso a,

(2.15a)

=⇒ anull ∈ null(RFiso ), such that

(2.15b)

a ∈ R7 , τ ∈ R3 , f ∈ R2 , RFiso : R7 → R3 , and null(RFiso ) = R4 .

(2.15c)

By definition, RFiso anull = 0. Therefore, if a particular activation ap satisfies the
torque equation (2.15a), then so does ap + anull . Adding random linear combinations
of the basis vectors of the null-space of RFiso to the particular pattern ap yields a
random activation pattern that will also satisfy equation (2.15a). The joint stiffness
for each activation is found using equations (2.12b) and (2.9c). The eigenvalues are
found using equation (2.10), and depend on the damping constant b. For the chosen
p
damping values, the damping coefficient ζ = b/(2 (kjoint − kmin )m) ≥ 1 and the
finger is critically damped or over damped like in past measurements [Hajian and
Howe, 1997].
Finding a particular activation pattern: We used the posture (30◦ , 30◦ , 10◦ )
and set the desired sub-maximal tip force to be fy = 9.1 N and fx = −8.0 N. First,
we found the bounding activation patterns ‘1’ and ‘4’ that respectively correspond
to the minimum and maximum joint stiffness while still belonging to the null space
(figure 2.8a). To find these extremal patterns, we adapted the linear program in
equations (2.14). We set the objective function as −kjoint to find the minimal pattern
‘1’, and as +kjoint to find maximal pattern ‘4’. The average of the minimal and
maximal stiffness patterns is used as the particular activation pattern for the Monte
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Carlo sampling in the next step (pattern ‘3’ in figure 2.8a).
Monte Carlo sampling: For each damping value chosen, we sampled the nullspace by adding 100 million random linear combinations of the basis vectors to the
particular pattern ‘3’, while also requiring 0 ≤ ai ≤ 1, for i = 1, . . . , 7. For the
illustrative example in the main paper (§2.7), we used the posture (30◦ , 30◦ , 10◦ ),
a sub-maximal tip force (fy = 9.1 N and fx = −8.0 N), and damping values of
101, 102, 103, 107, 115, and 136 N mm ms.

A total of 6×100 million Monte Carlo

samples were produced. Of these, approximately 6×50 million samples satisfied the
bounds that the activations should lie between 0 and 1, and were used to generate
the stability-stiffness space in the main text (figure 2.8).
Choice of damping: For purposes of illustration and visualization of the response
to finite perturbations, we chose a diagonal damping matrix B with each joint having
a damping constant of 103 N mm ms. The units used reflect the relevant length and
time scales for the responses observed in simulations. This damping constant was
chosen to illustrate a finger that is weakly under-damped or slightly over-damped in
most visualizations. However, the numerical value of the damping has no influence
on the stability criterion that is given by equation (2.11a).

2.7.2

Results

To investigate co-contraction, we used the finger model and numerically found activation patterns with minimum and maximum joint stiffness kjoint when applying a
sub-maximal force (‘1’ and ‘4’ in figure 2.8a, 2.7.1, posture: 30◦ , 30◦ , 10◦ ). Both these
patterns produced the same horizontal force as the maximal solution (figure 2.2b)
but just 9 N of force vertically, which is 4.68× lower than maximal. Because the force
is sub-maximal, there is a four-dimensional null-space for the mapping from muscle
activations to fingertip force. All the null-space activation patterns apply the same
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joint torques and tip forces, but their stiffness would vary between those of ‘1’ and
‘4’.
We sampled the null-space using 6×100 million Monte Carlo simulations at 6
different damping values b (2.7.1), and show the results on a nondimensional stabilitystiffness space (figure 2.8a). The nondimensional variables are found from asymptotic
analysis of the eigenvalue equation (2.10) near the point of marginal stability when
kjoint = kmin . The minimal stiffness for stability is given by kmin = f0 `, where f0
is the tip force magnitude and ` is a posture-dependent length scale (2.4). As kjoint
nears kmin , the stability-dominating eigenvalue η that has the largest real part is
asymptotically given by,

ηb/kmin ∼ −(kjoint − kmin )/kmin .

(2.16)

This trade-off between stability ηb/kmin and stiffness (kjoint − kmin )/kmin is a universal (asymptotic) relationship independent of the finger’s mass, and accounts for
differences in damping, posture, force magnitude, or force direction.
Within the null-space are stable patterns like ‘3’ (figure 2.9) and marginally stable
patterns like ‘2’ with stable and unstable patterns on either side of it. Importantly, as
the co-contraction decreases and the finger approaches marginal stability, the nondimensional stability-stiffness curves collapse onto a universal line with slope = −1 given
by equation (2.16). Thus, more co-contraction improves stability but also makes the
finger stiffer.
We used the model to also examine stability when a specific activation pattern is
linearly scaled, in turn linearly scaling the tip force. This is motivated by simultaneous intramuscular EMG recordings from all seven muscles in humans [Valero-Cuevas,
2000, Valero-Cuevas et al., 2009, Venkadesan and Valero-Cuevas, 2008]. Those measurements showed that people applied sub-maximal forces by linearly scaling the
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Figure 2.8. Muscle co-contraction, stiffness, and stability at sub-maximal
force. a, Monte Carlo simulations densely sampled the four-dimensional space of
activation patterns, all of which produce the same tip force but vary in stiffness and
stability (fy = 9.1 N, fx = −8.0 N). Using the nondimensional variables ηb/kmin and
(kjoint − kmin )/kmin for stability and stiffness, respectively, the 4D space of
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damping value. Near the origin, the 1D stability-stiffness curves merge into a
universal line with slope = −1 according to the asymptotic relation (2.16). b, The
unstable optimal activation aopt (inset) that maximizes tip force, and c, the
marginally stable pattern ‘2’ are linearly scaled to vary the tip force. The joint
stiffness kjoint and the minimum stiffness kmin also scale linearly, thus preserving the
stability properties of the original activation pattern. (inset c,) Maximally scaled
up version of pattern ‘2’. Posture for all plots: (30◦ , 30◦ , 10◦ ).

43

activation pattern that they used to stably apply maximal force. We found that the
stability characteristics are preserved by linearly scaling the activation pattern because the governing equations (2.9) and (2.11) are linear. So, producing sub-maximal
forces by scaling the maximal force pattern aopt does not help stability and the finger
remains unstable (figure 2.8b). However, for the marginally stable activation pattern
‘2’ that produces sub-maximal force, the marginal stability is preserved whether the
activations are scaled up or down (figure 2.8c).

Figure 2.9. Response of an anatomically detailed model of the index finger in the
posture (30◦ , 30◦ , 10◦ ) when subjected to finite perturbations. The panel produces a
sub-maximal force fx = −8 N, fy = 9 N, which uses the muscle activation pattern
‘3’ (main text figure 2.8). The equilibrium posture (30◦ , 30◦ , 10◦ ) is perturbed to
θ = (29.98◦ , 30.16◦ , 9.71◦ ) at t = 0 and the response is simulated for a total of
100 ms. The finger recovers its posture when using a sub-maximal force activation
pattern. The damping constant at each joint is 103 N mm ms.

2.8

Co-contraction analysis and variability

Unlike the splinted condition where stability is externally provided, the free finger
has to perform the dual function of maximizing force and ensuring stability. Fur44

thermore, our experiments reveal that compared with the splinted condition, the
free finger produces sub-maximal forces. When stability is not a concern, muscle
co-contraction is not required. Therefore, we hypothesize that the free finger is cocontracted and the increase in force upon addition of the splint because of the need
for lesser co-contraction. We tested this prediction using data on fingertip forces, and
EMG activities from two flexors and one extensor collected from 16 subjects in the
presence and absence of the finger stiffening splint.
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Figure 2.10. Analysis of variability. a, Change in fingertip force in the splinted
condition relative to the maximum force for that subject is negatively correlated
with co-contraction. b, Change in fingertip force in the splinted condition with
respect to the force in splinted condition is negatively correlated with the maximum
force in free condition. c, Relative change in force is correlated with the maximum
fingertip force during the free trials as well as with co-contraction.

2.8.1

Methods

Previous studies have shown that people simply scale down their muscle activation
pattern associated with maximal force to produce submaximal forces Valero-Cuevas
[2000]. Extrapolating this result, we scale the mean activation pattern associated with
maximal distal force during the free conditions to predict the activation patterns during all trials of the free and the splinted conditions for each subject. Furthermore, the
difference in co-contraction between the measured EMG activities and the predicted
EMG activities is related to the departure in the activation pattern strategy away
from linear scaling. Co-contraction is defined as the concomitant increase in the acti45

vations of flexors and extensors, and therefore, any concomitant positive or negative
change of the EMG activities of the flexors and the extensor away from linear scaling
quantifies an increase or decrease in co-contraction.
We measured co-contraction in 16 subjects by recording the muscle activities
from two flexors, flexor digitorum profundus (FDP) and flexor digitorum superficialis
(FDS), and one extensor, extensor digitorum communis (EDC). We calculated aggregate flexor EMG measure EMGflexors and extensor EMG measure EMGextensor , as
done previously (2.6). Using the ratio of fmax during the splinted and the mean of
the free conditions, a linear scaling of EMGflexors and EMGextensor of the free condition
was used to predict the EMG activities during the splint condition. The difference
between the measured EMG during the splinted trials and the predicted EMG from
linear scaling of the free condition informed about the deviation. For each trial of
each subject, the co-contraction variable ecc is the average of the deviation in the
PCSA-weighted extensor and mean flexor EMG activities away from the linear scaling normalized by the fmax of that trial. The change in fingertip force ∆f is measured
as the difference between the fmax of the trial under consideration and the mean maximum force from the free conditions, normalized by the maximum force from all the
trials.
One-way mixed-model Type III ANOVAs using Satterthwaite’s method tested the
effect of ecc on ∆f . A multivariate regression tested the effect of ecc and the fingertip
force during free condition on the change in fingertip force ∆f .

2.8.2

Results

For 16 subjects, the change in fingertip force ∆f for each trial was significantly
correlated with the decrease in co-contraction ecc (F1,162 = 146.6, p < 0.0001). For
39 subjects, the mean relative change in fingertip force ∆fmax over trials for each
subject was negatively correlated with free finger’s baseline force fmax for both the
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2-joint (R2 =0.30, p = 0.0003) and 1-joint splint (R2 =0.36, p = 0.0005) (figure 2.10b
and table D.5). The relative change in force ∆f was significantly correlated with
the co-contraction variable ecc (p < 0.0001) and with the free finger’s maximal force
(p = 0.0006).

2.8.3

Conclusions

We conclude that the free finger is significantly co-contracted. Subjects with insubstantial change in fingertip force between free and splinted conditions preserved their
co-contraction pattern (figure 2.10a). Thus, variability is partially explained by the
failure of the subjects to learn to reduce their co-contraction upon attachment of the
splint. We speculate that increasing the number of trials could help them to explore
the activation space to learn to decrease co-contraction and thereby increase fingertip
force. The analysis also suggests that a few subjects were not limited by stability
and produced their true maximal force even during the free condition. Anatomical
features such as large muscle moment arms, and physiological cross sectional area
may be responsible.

2.9

Discussion

We have shown that maximum exertion of force is limited by stability than muscular
capacity, and people restrict how hard they push because the finger would otherwise
buckle. Neural feedback control cannot help because the buckling instability is too
fast relative to sensorimotor latencies during maximal voluntary effort. So people rely
on the stiffness arising from muscle contraction. Although the short-range stiffness
of muscle is proportional to force, it does not automatically guarantee stability. Only
select combinations of muscle contraction and co-contraction patterns can help stiffen
and stabilize the finger. The evidence from modeling shows that stiffness due to
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muscle-induced co-contraction is a viable stabilizing strategy only at sub-maximal
forces, and experiments reveal that people are significantly co-contracted at submaximal forces. That is why, even when instructed to maximize force, people apply
lesser force than the capacity of their muscles.

2.9.1

Implications for hand usage

Muscle’s stiffness and open-loop stability of contacts are important not only for maximal force production but also for precision grips using lighter forces. We have shown
that if a specific activation pattern lends stability at maximal force, linearly scaling it down to apply lighter forces will also maintain stability. Past experimental
measurements lend support to the idea that people rely on the preservation of stability by linear scaling. When instructed to vary their fingertip force magnitude,
people linearly scaled the muscle activation pattern that they used for maximal voluntary force [Valero-Cuevas, 2000, Valero-Cuevas et al., 2009, Venkadesan and ValeroCuevas, 2008]. We have shown that stability at maximal voluntary force is because of
muscle-induced stiffness and not feedback control. When people use scaled versions
of the stable maximal voluntary pattern, the finger would continue to remain stable without the need for feedback control. So, we infer that people rely on muscle’s
short-range stiffness for stability when using precisions grips with light forces. Thus,
open-loop stability may be a key part of human hand dexterity.
Although neural feedback control is not a viable stabilizing strategy to prevent
buckling at maximal force, it might still be effective at lighter forces. This is because
the real part of the eigenvalue that governs the rate of growth of instabilities could
be smaller at lighter forces. For a pattern a = αa0 that scales an unstable pattern a0
by a factor α < 1, the original eigenvalue η0 becomes η = αη0 (b0 /b), where b0 and b
are the damping associated with the original and scaled patterns, respectively. How
damping scales with muscle contraction is presently unclear, but it is hypothesized to
48

scale nonlinearly with activation [Hajian and Howe, 1997, Nguyen et al., 2018]. So, the
eigenvalue could vary with the scaling factor α and the unstable growth of the finger’s
posture may be slower at lower activations. A high force that was outside the ability
of feedback control to stabilize could thus become stabilizable at lower activation
levels. But stability is still a key objective for selecting coordination patterns that
allow feedback to augment the role of muscle’s stiffness. Future studies are needed to
test whether neural feedback is used in this manner, or whether people rely mostly
on open-loop stability based on muscle’s stiffness when applying light fingertip forces.
Previous studies show the efficacy of neural feedback in satisfying the conflicting force and position control that require low impedance and high co-contraction,
respectively [Chib et al., 2009, Doemges and Rack, 1992, Hu et al., 2017, Mugge
et al., 2009]. However, the motor tasks were limited to low forces and stability of
single joints where feedback may be effective. In contrast, our experiments show that
neural feedback alone is incapable at stabilizing the internal degrees of freedom that
manifest as postural buckling instability when people produce their maximal forces.
Differing timescales at which buckling occurs and neural feedback responds underlies
this instability. A distinction exists between the absence of neural feedback and the
ineffectiveness of neural feedback. For example, stretch reflexes will exist in response
to perturbations, whether or not feedback can achieve stability is the pertinent question [Doemges and Rack, 1992]. We show that fastest feedback alone cannot stabilize
buckling. Despite the ineffectiveness of neural feedback to prevent buckling at maximal forces once it ensues, sensory feedback over longer durations may aid stability by
selecting stable coordination patterns. When splint is added, subjects modulate their
coordination patterns to produce larger forces by decreasing their co-contraction. The
slower timescale feedback may similarly be used to limit maximal forces to stay away
from buckling loads via learning [Chib et al., 2009, Mugge et al., 2009], to increase
cocontraction induced joint stiffness for stability [Doemges and Rack, 1992, Hu et al.,
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2017], or a combination of both [Chib et al., 2009, Mugge et al., 2009].
More stiffness is better for postural stability, but has implications for everyday
hand usage. Although people pre-shape their hand to match the object about to be
gripped [Jeannerod et al., 1995], the fingers need to further deform upon contact to
adapt to the object’s precise geometry [Santello and Soechting, 1998]. Compliance
is essential for the fingers to deform and adapt the grasp to the object’s geometry [Erdmann and Mason, 1988, Kao et al., 1997, Kazemi et al., 2012, Mason, 1981],
and is also needed to avoid the well-known instabilities associated with tip force
control [Hogan and Buerger, 2018, Whitney, 1987]. But the compliance for adaptive grasping has to be traded-off against stiffness for postural stability. More work
is needed to understand this trade-off, but the augmentation of open-loop stability
by neural feedback at light forces may help manage the trade-off. The universal
stability-stiffness curve shows how some patterns may be weakly unstable and allow
the finger to be more compliant than strictly enforcing open-loop stability. Thus,
our findings on the stability-stiffness trade-off may underlie the selection of strategies
for stable yet compliant grasps. Open questions also remain on how such strategic
muscle co-contraction is acquired through experiential learning, and how these patterns are related to the vigorously debated neuromuscular synergies [Santello et al.,
2016, Takei et al., 2017, Weiss and Flanders, 2004]. Nevertheless, the generality of
our results imply that muscle’s role in open-loop stabilization must be considered.

2.9.2

Implications for other multi-link systems

The results on the finger may also apply to other multi-link systems. Simulation
studies have found that contact-induced postural instabilities occur in the legs of
standing cats and humans [Bunderson et al., 2008, De Groote et al., 2017]. Because
inertia is not involved in the universal nondimensional stability-stiffness curve at the
margin of stability, our results are applicable to multi-link chains of diverse length
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scales. Compliant contacts and interactions are commonplace across length scales in
animals and are increasingly the preferred method of controlling robotic limbs. Our
results also generalize to compliant tips and multi-fingered grasps as both translate to
an increase in the number of modes of instability and contact compliance. However,
contact compliance cannot apply a moment about the fingertips and even for multiple
degrees of freedom system, the minimum stiffness for stability remains proportional
to the tip forces. Animal limbs typically have more muscles than kinematic degrees
of freedom, which means joint stiffness can be controlled independent of the torques.
In robotic limbs also, stiffness and torques can be independently controlled because
variable impedance actuators are increasingly prevalent [Vanderborght et al., 2013a].
Therefore, our results apply broadly across animals and machines for achieving compliant, adaptive, and stable contacts.
Finally, our results have an impact on the topic of normalization methods and the
use of maximum voluntary contraction (MVC) measurements in the clinical functional
testing, neuromechanical, and biomechanical studies [Burden, 2010, Halaki and Ginn,
2012]. We show that such measurements should either consider externally stabilizing
the limb in question or find means to delineate the role of stability versus muscular
capacity in maximal EMG and force production.

2.9.3

Implications for precision grip ability in early hominids

Human hand dexterity is unique amongst animals, and multiple factors such as opposable thumb, finger pads, big muscles, and wrist mobility impart dexterity to human
hands [Marzke, 2013]. The evidence for early hominin hand dexterity comes from inferred ability for grips relying on morphological features [Kivell, 2015, Marzke, 2013],
muscle size and layout [Karakostis et al., 2018], phalanx ratios [Almécija and Alba,
2014], and contemporaneous stone tool technology [Harmand et al., 2015]. Thus, fossil evidence correlates morphological dexterity measures with stone tools and presents
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Figure 2.11. Evolution of hands. a. Homo Sapiens. b. Homo
neanderthalensis [Churchill, 2001]. c. Homo naledi [Kivell, 2015]. d.
Austalopithecus prometheus [Clarke, 2013]. e. Homo habilis [Kivell, 2015]. f.
Australopithecus sediba [Kivell, 2015]. g. Australopithecus africanus [Kivell, 2015].
h. Australopithecus afarensis [Kivell, 2015]. i Ardipithecus ramidus Lovejoy et al.
[2009]. j. Pan troglodytes [Kivell et al., 2016]. k. Reconstructed timeline for
evolution of early hominids as published by [Wood and K. Boyle, 2016] and evidence
of earliest stone tools [Harmand et al., 2015].

the necessary evidence for precision grips. However, motor control ability and stability of internal degrees of freedom of the fingers are not considered. The earliest
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stone tools from 3.5 Mya are evidence for precision grips, and therefore, evidence
for the motor control abilities in early hominids for stable precision grips [Harmand
et al., 2015]. However, we do not know if early hominids (for example, Ardipithecus
ramidus Lovejoy et al. [2009]) who were incapable of forceful precision pinch were so
due to hand anatomy or due to the absence of motor control abilities. We show that
motor control of stability of fingers during forceful precision grips is an essential element that must be considered when inferring grasping abilities in extinct hominids.
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Chapter 3
Do muscle activation patterns exhibit features of optimal feedback control?

. . . numerical precision is the very soul of science,
and its attainment affords the best, perhaps the
only criterion of the truth of theories and the
correctness of experiments.
D’Arcy Wentworth Thompson
On Growth and Form
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Muscle activation patterns that the nervous system uses inevitably follow the laws
of mechanics when the finger accomplishes a motor task. However, task goals are
never exactly met and approximate constraint satisfaction often suffices. For example, asking a person to push at a steady force while keeping their finger still often
leads to small motions of the finger joints and not perfectly steady forces. Therefore,
in light of the role of muscle induced stiffness for postural stability in finger contact
control, we ask whether the nervous system prioritizes stability enough to minimize
fluctuations that affect stability. Using the model of a finger in contact driven by
muscles, we find that muscle activity indeed satisfies the mechanical constraints of
equilibrium, force, but not stability unless the scaling of muscle stiffness with muscle
tension is increased. Furthermore, we invoke the uncontrolled manifold hypothesis to
show that the variability in muscle activities in the task-irrelevant directions is higher
than that in the task-relevant directions, when the task description consists of equilibrium, force, and stability considerations separately. Thus, our results further support
that humans control muscle-induced joint stiffness to maintain stability against postural buckling even at low fingertip forces (∼ 5 − 10 N). Finally, we combine the task
relevant subspaces from equilibrium, force, and stiffness constraints to achieve a complete description of the task relevant subspace, and use it show that task irrelevant
variance is higher than the task relevant variance.
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Muscles drive the limbs, and limbs satisfy the laws of mechanics. Therefore, muscle activations are indirectly subject to mechanical constraints. Modeling studies in
biomechanics and motor control assume that the measured muscle activations satisfy the mechanical constraints of equilibrium and stability (for example, Chapter
2) [Valero-Cuevas et al., 1998, 2009]. This is no surprise given that human subjects
maintain equilibrium and are stable during motor tasks. However, the biomechanical
models are approximate because they rely on several simplifications and assumptions. For example, limbs are modeled as links with ideal joints, ligament stiffness
and muscle contraction dynamics are ignored, tendons properties are not considered,
constant instead of frequency-dependent short range muscle stiffness and damping
are assumed, the parameter values used for the muscle moment arms, physiological
cross-sectional area, optimal lengths and tension, phalanx masses and dimensions
rely on measurements from cadaveric studies, and are not specialized for the subject
under consideration. Despite these limitations, biomechanical models generate experimentally verifiable predictions suggesting that modeling assumptions do not cause
information loss [De Groote et al., 2017]. However, a direct evidence of whether
muscle activations satisfy the modeling assumptions is missing.

The aim of the current chapter is to verify if muscle activation patterns satisfy the
assumptions of biomechanical models by using the model of a finger in contact. Two
major assumptions: (i) muscle activations satisfy the equilibrium constraint (3.1b),
and (ii) muscle activations satisfy the stability constraint (3.1c), while producing the
instructed fingertip force are given by

Instructed fingertip force: f = Ta

(3.1a)

Equilibrium condition: RFiso a = JT f

(3.1b)

Stability condition: Kjoint − Km  0,

(3.1c)
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where Kjoint ∈ R3×3 is the muscle induced joint stiffness, Km ∈ R3×3 is the minimum
stabilizing stiffness, R ∈ R3×7 is the moment arm of the muscle about the joints,
Fiso ∈ R7×7 is the matrix of optimal muscle tensions, J ∈ R2×3 is the finger Jacobian,
f ∈ R2×1 is the vector of fingertip forces, and a ∈ R7×1 is the vector of muscle
activations that drive the index finger. In Chapter 2, we assume equations (3.1) to
be true; however, it remains unknown how well the muscle activations satisfy these
mechanical constraints.

3.1

Uncontrolled manifold hypothesis and the minimum intervention principle

Here, we present some concepts related to the uncontrolled manifold hypothesis
[Scholz and Schöner, 1999] and minimum intervention principle [Todorov and Jordan,
2002]. Uncontrolled manifold (UCM) hypothesis states that variability in the control
variable is lower in the task-relevant directions compared to the task-irrelevant directions (uncontrolled manifold) [Scholz and Schöner, 1999]. The uncontrolled manifold
manifests because of the mechanical and muscular redundancy. A null space exists
for the mapping between the high-dimensional control variable and the low-dimension
task variable. The null space does not affect the final goal and is called the uncontrolled manifold. The UCM hypothesis is explained by the minimum intervention
principle of optimal feedback control [Todorov and Jordan, 2002], which states that
the effort is minimized by removing the effort from the nullspace of the mapping between the control and the task variable. The statement of minimal intervention in the
uncontrolled manifold is that the control of variables within the uncontrolled manifold is unnecessary. Therefore, the control does not affect the task-irrelevant variables.
The UCM hypothesis finds support from various studies where the motor task is to
maintain postures and forces. Scholz and Schoner [Scholz and Schöner, 1999] showed
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that posture follows the minimum intervention principle (sit-to-stand task taken as a
sequence of quasi-static postural states). Valero-Cuevas et al. [Valero-Cuevas et al.,
2009] show that muscle excitations also follow the minimum intervention principle in
a fingertip force production task.
In this study, we additionally want to test if equilibrium and stiffness are also
control variables, such that variability in muscle activations is reduced in the task
relevant directions where the task is defined as maintaining equilibrium and maintaining open-loop stability of the index finger in contact while producing instructed
fingertip forces. In order to verify that these equations hold, we need activities from
all seven muscles driving the index finger.

3.2

Data

We use the data used in the study ‘Structured Variability of Muscle Activations
Supports the Minimal Intervention Principle of Motor Control’ by Valero-Cuevas et
al., 2009 [Valero-Cuevas et al., 2009]. The data were provided by the study authors.
The experiment records the muscle activation patterns from all the seven muscles
that drive the index finger while the index finger produces prescribed fingertip forces.
In the experiment, volunteers held a dowel attached to the ground and produced
instructed fingertip forces on the surface of a load cell using their index fingers. The
posture of the finger had neutral abduction and proximo-distal joint angles of 30,
45, and 15° flexion at MCP, PIP, and DIP joints, respectively. The instructed force
pattern consisted of an initial hold phase of 2 N for 4 s, followed by a randomly
varying phase of 10 s, which was followed by a final hold phase of 10 s. During
each phase, muscle electromyograms were recorded from all the seven muscles that
drive the index finger. We use the final hold phase for our analysis because it is
longer, and we expect that the subject has settled on their motor control strategy.
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We have data from 6 subjects and 35 trials. For additional details on the methods,
see [Valero-Cuevas et al., 2009].

3.3

Conditions for a stable fingertip contact force

The condition for a stable fingertip contact while producing instructed force is given
by (3.1). We calculate the task-relevant subspace using the equilibrium, force, and
stability considerations using the model of a finger in contact, which is a one degree
of freedom system. The following sections treat each of the task condition separately, and then combine them to produce a complete description of the task relevant
subspace.

3.3.1

Condition of static equilibrium

Maintaining an equilibrium configuration is necessary, and volunteers maintain equilibrium during the experiments. Muscle activations should generate joint torques that
satisfy equilibrium. For a given posture and fingertip force, we can always find joint
torques that satisfy equilibrium, however, the converse is not true. As discussed in
Chapter 2, the applied joint torques satisfy equilibrium when they belongs to the
nullspace of (I − JT (JM−1 JT )−1 JM−1 ). This implies that muscle activation satisfies
equilibrium when it belongs to the nullspace of (I − JT (JM−1 JT )−1 JM−1 )RFiso . Thus,
we define the subspace of equilibrium activations as

Teq a = 0

(3.2)

Because (I − JT (JM−1 JT )−1 JM−1 ) is a projection matrix, we obtain a codimension-1
equilibrium plane. The normal to the equilibrium is a single vector in the 7D space
represented by TT
eq . The null space of Teq represents the equilibrium plane (spanned
by the activation vectors that satisfy equilibrium), defined by 6 vectors in the 7D
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space of muscle activations.
The activations must satisfy equilibrium, and therefore must lie in the null space
of the equilibrium plane. Any deviation orthogonal to the equilibrium plane will lead
to a loss of equilibrium and is harmful to the task at hand, and must be avoided. As
a result, variability in muscle activities is allowed on the equilibrium plane but should
be minimized in the direction orthonormal to the equilibrium plane. Thus, we must
include the normal of the equilibrium plane as the task-relevant direction because any
variability normal to this plane will cause loss of equilibrium and will be deleterious
for the task at hand. Therefore, we consider null(Teq ) as a task-irrelevant direction.
For calculating the equilibrium plane provided in (3.2), we require the moment
arm matrix of the seven muscles about the three joints of the index finger R and the
diagonal matrix of optimal muscle tensions Fiso . Moment arms and optimal muscle
tensions cannot be measured in a subject-specific manner. To obviate this difficulty,
the standard is to use muscle properties measured from cadaveric dissections. Fortunately, K.N.An et al. and Valero-Cuevas et al. [An et al., 1983, 1985, Valero-Cuevas
et al., 1998] measured the tendon excursions and optimal muscle tensions for all the
seven muscles of the index finger and reported it. We use these values to generate
the equation of the equilibrium plane and verify whether variance in muscle tensions
is reduced in the direction orthonormal to this plane. We note that experiments
are the ultimate evidence that the subjects were in equilibrium; however, verifying
whether the activation pattern variability is reduced normal to the equilibrium plane
would provide additional support on the applicability of general R and Fiso matrices
obtained from cadavers to human volunteers.

3.3.2

Condition of instructed force

The paper by Valero-Cuevas et al., 2009 [Valero-Cuevas et al., 2009] showed that the
variability in muscle activations is channeled in the task-irrelevant directions, thus
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supporting the minimum intervention principle of motor control. The motor task
under consideration was to produce desired fingertip forces:

Tf a = f ,

(3.3)

where Tf ∈ R3×7 is a time-invariant matrix that maps normalized muscle tensions
to fingertip forces and is computed separately for each subject. The study found the
variability is significantly lower in the task-relevant direction (row space of Tf ) as
compared to the irrelevant task directions (null space of Tf ).
We extend this analysis to include the equilibrium constraint. The force irrelevant
directions are given by null(Tf ), and the directions that satisfy equilibrium are given
by null(Teq ). Thus, we expect variability to be higher in the intersections of the
nullspaces of Tf and Teq . The intersection is given by null(Teq ) ∩ null(Tf ), which
provides a tighter bound on the task irrelevant subspace. Next, we derive the subspace
that is important for satisfying the stability constraint.

3.3.3

Condition of stability

Along with equilibrium and forces, stability of the internal degrees of freedom of
the finger against buckling instability must be included in the task definition. We
have previously shown in Chapter 2: (i) When producing fingertip forces, stiffness for
stability is a task-relevant variable, (ii) muscle induced joint stiffness must be greater
than the minimum stabilizing stiffness that poses an inequality constraint, and (iii)
the muscles could be significantly co-contracted for maintaining postural stability.
The safety factor maintained by volunteers in terms of assumed stiffness compared
with the marginal stability condition depends on the relationship between stiffness and
tension that relies on the parameter γ (equation (3.1c)). The values of γ determine
the ratio of the stable versus the unstable regions in the equilibrium hyperplane (see
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Chapter 4). The value of γ used in the literature relies on the measurement from
cat limb muscles [Cui et al., 2008]. Using this measurement, we determine the safety
factor in stiffness assumed by humans when performing a task by calculating the
difference between muscle-induced joint stiffness and minimum stabilizing stiffness.
In addition, the constraint of stiffness implies a different subspace as compared
to the force and equilibrium considerations, where the variability due to muscle activations must be channeled. The constrained system has only one degree of freedom,
specified by one eigendirection, and muscle activations must stiffen this eigendirection.
If the relevant stiffness eigendirection is a control variable, we expect that variability
due to muscle activations is higher in the nullspace of the mapping from activities
to the relevant stiffness eigendirection compared to the complement of the nullspace
of that mapping. To test this, we find the uncontrolled manifold related to stiffness
requirements by calculating by the relevant eigendirection of the minimum stabilizing
stiffness matrix.
Let the relevant eigendirection be represented by v. The mapping from muscle
activations to the relevant eigendirection is given by

v = Ts a

(3.4)

where Ts is the operator that transforms muscle activations in the direction of the
relevant stiffness eigendirection. We expect lower variance to be channeled in the
rowspace of Ts as compared to its nullspace. However, equilibrium is additional
consideration. Therefore, we consider the intersection of the nullspaces of Ts and
Teq , giving rise to the irrelevant stiffness subspace given by: null(Ts ) ∩ null(Teq ). The
force relevant subspace may not intersect with stiffness relevant subspace.

Complete description of the task irrelevant subspace. Thus, a complete description of the task that include equilibrium, force and stiffness constraints will in62

form whether variability in muscle activations is indeed significantly lower in the task
relevant directions compared to the irrelevant directions. Following the arguments
from sections 3.3.1, 3.3.2, and 3.3.3, the complete task irrelevant subspace where the
variability must be reduced compared to its complement is given by

task-irrelevant ∈ null(Teq ) ∩ null(Tf ) ∩ null(Ts )

3.4

(3.5)

Methods

Assumption. For the analysis, we ignore the configuration-dependent forces. The
underlying assumption is that configuration-dependent forces are negligible, and the
addition of a small amount of configuration-dependent forces will not change the
results drastically. The rationale is the following. At 2N of distal fingertip force, the
joint torques due to the constraint are [0.1264, 0.0384, 0.0130] Nm, whereas the joint
torques due to gravity are [−0.0055, −0.0007, −0.0001] Nm at MCP, PIP, and DIP
joints, respectively. Thus, the joint torques due to gravity are two orders of magnitude
smaller than that due to the constraint. Therefore, we ignore the terms due to gravity
in further analysis and consider only the forces due to the constraint in calculating
the equilibrium plane and marginal stiffness plane. Ignoring the gravity terms is
valid only because we have one degree of freedom system with a one-dimensional null
space. The null space of a matrix is continuous for the case when the dimension of
null space is 1 [Byrd and Schnabel, 1986]. Thus, we are able to make this assumption
to simplify the computations without a great loss in information.

3.4.1

Calculating the equilibrium plane

We calculated the equilibrium plane for the posture used in the experiment using
equation (3.2). We use the published values of the parameters (see Appendix C). The
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calculation of the equilibrium plane does not include any information from the muscle
activities but only contains the information about phalanx lengths, finger posture,
and phalanx masses. We find the normal to the equilibrium plane as:

neq = Teq = (0.4103, −0.9018, −0.0660, −0.0819, 0.0201, 0.0646, 0.0521)0 .

(3.6)

Following the methods of Valero-Cuevas et al., 2009 [Valero-Cuevas et al., 2009],
we calculated the full covariance matrix of within and cross muscle interaction Gn during the final constant phase of each trial. We did not calculate the signal-dependent
noise matrix because the previous study did not find a significant channeling of variability in the null space when using this covariance matrix. Next, we calculated how
the variances projected onto the task-irrelevant and relevant subspaces, provided by
the nullspace and the complement to the nullspace of the biomechanical transformation matrix Teq , respectively. As mentioned before, the normal to the equilibrium
plane, given by Teq , is the task-relevant direction because the variance in this direction must be minimized to maintain equilibrium. The nullspace defines the subspace
in which variations in the control variable cause variation in the task variable; that
is, the finger satisfies equilibrium. For Teq ∈ R1×7 , we have a 6D nullspace and 1D
complement to the nullspace. We use an orthonormal basis for the null space and
the complement space, project the variance on each orthonormal axis, and calculate a
task-relevant and task-irrelevant average by using the number of null and complement
basis vectors [Valero-Cuevas et al., 2009]. We calculate a variability ratio (ηeq ) by dividing the task-relevant variability by the task-irrelevant variability. When this ratio
is significantly lower than 1, then we have support for the hypothesis that muscle activations support the minimum intervention principle in the equilibrium space. This
is because random noise cannot generate an uncontrolled manifold (Appendix E).
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3.4.2

Calculating the force relevant subspace

The complement space defines the subspace in which variations in the control variable
cause variation in the task variable. For the transformation matrix Tf ∈ R3×7 ,
there exists a 4D task-irrelevant nullspace and 3D task-relevant complement to the
nullspace. Next, we compute the intersection of the nullspaces of Tf and Teq and
obtain a 3D task-irrelevant subspace.
In a manner similar to presented in section 3.4.1, we calculate the variability ratio
ηf , where the task relevant variable is only force and ηef , which combines the force
and equilibrium consideration. When these ratios are significantly lower than 1, then
we have support for the hypothesis that muscle activations support the minimum
intervention principle when the task variable combines the force and equilibrium
condition.

3.4.3

Calculating the stiffness relevant subspace

We calculate the muscle induced joint stiffness Kjoint and the minimum stabilizing
joint stiffness matrix Km using the following relationships,
Kjoint = RKmus RT

(3.7)

∂AT f
∂q

(3.8)

Km = −

We project both Kjoint and Kmin onto the tangent space of the constraint using P,
which is the one-dimensional nullspace of the constraint to find scalar kjoint and kmin
values for the one degree of freedom system. We calculate the difference: kjoint − kmin ,
at each time point during the 10 second trial for each trial. When this difference is
greater than 0, the muscle-induced joint stiffness is adequate to stabilize the finger.
We also find the task-irrelevant subspace of the stiffness matrix by finding the
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eigenvalues and the eigenvectors of the Kmin matrix. Because the system is onedimensional, two eigenvalues are zero, and we disregard the corresponding eigenvectors from further analysis. Let the third eigenvector be v (note that the relevant
eigenvector will be equal to P). We define the transformation between the control
variable (muscle activations) and the task variable (relevant eigendirection) of the
minimum stabilizing stiffness by using the matrix Ts as described in equation (3.4).
The transformation matrix Ts ∈ R3×7 is time-invariant and is computed separately
for each trial, accounting for within-trial variability during the experiment.
The complement space defines the subspace in which variations in the control
variable cause variation in the task variable, undesired if control over stiffness is maintained. For the transformation matrix Ts , there exists a 4D task-irrelevant nullspace
and 3D task-relevant complement space. To include the equilibrium consideration,
we compute the intersection of nullspaces of Ts and Teq to obtain a 3D task irrelevant
space.
Again, similar to previous subsections, we calculate the variability ratio ηs , when
the task relevant variable is stiffness, and ηes , where we combine the stiffness and
equilibrium considerations. When this ratio is significantly lower than 1, then we have
support for the hypothesis that muscle activations support the minimum intervention
principle when the task variable includes stiffness and equilibrium consideration.

3.4.4

Combining the constraints

To test the hypothesis that equilibrium, stiffness, and force constraints are associated
with variance attenuation in the task-relevant subspace, we redefine the task-relevant
subspace according to (3.5) by simply taking the intersection of the task-irrelevant
subspaces obtained in sections 3.4.1, 3.4.2, and 3.4.3. We calculate the variability
ratio ηefs for the common task irrelevant subspace and its complement. When this
ratio is significantly lower than 1, then we have support for the hypothesis that muscle
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activations support the minimum intervention principle with the complete description
of the task space.

3.5

Results

Equilibrium subspace. The projections of variance in muscle activations in the
relevant and the irrelevant equilibrium subspaces for each trial are in the figure F.1.
The projection in task-relevant subspace (yellow), given by the normal to the equilibrium plane, is lower than that in task-irrelevant subspace (blue), given by the basis
of the equilibrium plane except for five trials. The mean of the variability ratio, ηeq ,
over 35 trials is 0.5405 and the standard deviation is 1.0373 (figure 3.1). The value
of irrelevant to relevant ratio, ηeq , is significantly different from 1 (t-test, p = 0.01,
CI =(0.1842, 0.8968)).
The results are consistent with our hypothesis that any perturbation normal to
the equilibrium plane will be harmful to the static task of producing fingertip forces in
a given posture and must be avoided. That moment arm and optimal muscle tensions
values obtained from cadavers support the equilibrium hypothesis further supports
the applicability of cadaveric measurements across studies.

Force subspace. The projection of variance in muscle activations in the relevant
and the irrelevant subspaces of the force task are present in the figure F.2. The mean
of ηf is 0.2435 and the standard deviation is 0.2195 (figure 3.1), which is significantly
different from 1 (t-test, p < 0.001, CI = (0.1681, 0.3189)).
The projections of variance in muscle activations in the relevant and the irrelevant
subspaces of the combined force and equilibrium task for each trial are in the figure
F.3. The projection in task-relevant subspace (yellow), given by the normal to the
equilibrium plane, is lower than that in task-irrelevant subspace (blue), given by the
basis of the equilibrium plane except for three trials. We find that the irrelevant
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to relevant ratio when both force and equilibrium conditions are satisfied, ηef , is
significantly different from 1 (t-test, p < 0.001, CI = (0.2015, 0.4256)). The mean of
ηef is 0.3418 and standard deviation is 0.4062 (figure 3.1).
The results are consistent with the hypothesis that variance in the task-irrelevant
subspace of muscle activities to force mapping is higher than the variance in the
complement to the null space.

Stiffness subspace. Next, we verify if stiffness is a relevant task variable and
whether variance in stiffness-relevant subspace is also reduced. First, we find that
the muscle induced joint stiffness kjoint is not greater than the minimum stabilizing
stiffness kmin for the whole duration of the 10 seconds for 35 trials (figure F.4). Either
the finger relies on feedback control to ensure stability at low forces, or the additional
parameters used to calculate the value of kjoint such as the muscle optimal lengths,
and the scaling between muscle activations and muscle stiffness (γ) do not apply to
the subjects under consideration. If we scale the factor γ 18 times, then all the trials
become stable (figure F.5).
Second, the projection of variance in muscle activations in the relevant and the
irrelevant subspaces of the stiffness task are present in the figure F.6. The task
relevant and irrelevant subspaces are independent of the exact value of γ but depend
only the projection matrix P (see section 3.4.3). The mean of ηs is 0.1032 and the
standard deviation is 0.1141 (figure 3.1), which is significantly different from 1 (t-test,
p < 0.001, CI = (0.0641, 0.1424)).
Third, we find that the variance of muscle activations in the basis of null(Ts ) ∩
null(Teq ) is greater than that in the complement to the nullspace of the mapping
from muscle activities to the stiffness relevant eigenvector (figure F.7) for all trials
except two. The mean of the variability ratio ηes is 0.3556 and standard deviation
is 0.8338. We find that ηes is significantly different from 1 (t-test, p < 0.001, CI =
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(0.0695, 0.6423)).
Together, the results suggest that even though muscle-induced joint stiffness is
not adequate to counter the postural instability of buckling, there is a channeling
of variability in the nullspace of the mapping between muscle activities and stiffness
relevant eigendirection, suggesting control over the stiffness task variable.
Furthermore, equilibrium, stability, and force relevant subspaces may not intersect. Thus, there exists a trade-off between the channeling of variability in the equilibrium nullspace, stiffness nullspace, and force nullspace. From the results, we observe
that ηs < ηf , suggesting that the control over the stiffness task is stronger than the
control over the force task. Equilibrium task, combined equilibrium and force, and
combined equilibrium and stiffness task show higher variability ratios in comparison
to ηf and ηs possibly because the cadaveric measurements are not customized to
individual subjects unlike the subject specific Tf and Ts maps.

Combined subspace. Finally, we intersect all the task irrelevant subspaces from
the equilibrium, force, and stiffness conditions to generate a complete description of
the task-irrelevant subspace. Such an intersection exists for 21 out of 35 trials. We find
that the variance in muscle activations is preferentially channeled in the nullspace of
the mapping between muscle activities to the complete task-relevant subspace (figure
F.8) with one exception. The mean of ηefs is 0.3669 and standard deviation is 0.5199
(figure 3.1). We find that ηefs is significantly different from 1 (t-test, p < 0.001, CI =
(0.1303, 0.6036)).

3.6

Conclusion

In conclusion, we find that with the complete description of the task-relevant subspace for applying instructed fingertip forces while maintaining a stable finger posture,
muscle activities support the minimum intervention principle of motor control. When
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Figure 3.1. Descriptive statistics of the variability ratios for equilibrium, force,
stiffness, and combined conditions. The height of the bars denote the mean, and the
whiskers are the standard error of the mean.

separately considered, we find that the constraint of stiffness is more tightly maintained in comparison to force or equilibrium constraint (figure 3.1). Force constraint
is violated in 3 trials, perhaps because force is not a hard constraint; that is, deviation
from the instructed force pattern does not entail high-cost penalties.
The value of ηeq is probably high because by ignoring the force and the stiffness
constraint, we include some task-relevant directions from the complete description
in the task-irrelevant directions of the equilibrium space. Equilibrium constraint is
violated in 5 out of 35 trials, perhaps because the cadaveric measures of muscle properties do not apply. The cadaveric measurements may differ from the actual values
of moment arms and optimal muscle tensions of the subject under consideration.
Despite using the cadaveric measures, we find support for the hypothesis that variance in muscle activations is reduced in the direction normal to the equilibrium plane
compared to the basis of the equilibrium plane.
In the experiments considered, the distal fingertip forces are low and vary between
5−10 N in comparison to 30−80 N during the experiment in Chapter 2. As discussed
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in Chapter 2, joint damping may slow down the timescale of buckling instability at
low forces, and feedback may help in maintaining stability. Thus, stiffness may not
be a task-relevant variable, explaining some of the variability in the combined task.
The value of combined irrelevant to relevant ratio, ηefs , exists only for 21 out of
35 trials, suggesting the following two possibilities: (i) The task is fully constrained
for the rest 14 trials leaving no intersection of the task-irrelevant nullspaces, or (ii)
none of the equilibrium, force, and stiffness constraints are hard constraints and slight
relaxation of the constraints may lead to an intersection of the relevant and irrelevant
subspaces.
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Chapter 4
Contact stability of tendon-driven active
linkages

For thousands of years humans were
oppressed—as some of us still are—by the
notion that the universe is a marionette whose
strings are pulled by a god or gods, unseen and
inscrutable.
Carl Sagan, Cosmos
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In this chapter, we derive open-loop static stability conditions for a general mechanical linkage with arbitrary joint torques subjected to arbitrary holonomic constraints. We derive the minimum stiffness matrix that stabilizes the linkage network
and find that it has an affine dependence on the constraint forces. In general, the stiffness matrix has off-diagonal terms which implies that a change in one joint angle leads
to a restoring force not only at that joint but also at other joints. A straightforward
way to implement a coupled stiffness matrix is by using cables. Indeed, animal bodies
use a cable-like musculotendon layout that not only generates joint torques but also
provides postural stiffness. Carathéodory’s and Steinitz’s theorems provide the bounds
on the minimum number of tendons. With a user-prescribed moment arm layout using an adequate number of tendons, we pose the problem of achieving a stable linkage
network as an optimization problem. The features of the optimization problem are: 1)
the joint stiffness matrix due to tendon tensions must be greater than the minimum
stabilizing stiffness matrix, and 2) tendon tensions produce joint torques that produce
desired constraint forces. Tendon properties used are: 1) tendon tensions and tendon
stiffnesses are linearly related to each other by an activation term (like muscles), 2)
highest tendon tension is upper bounded, but there is no upper bound on tendon stiffness, 3) tendons can only pull and not push, that is, tendon tension is lower bounded
at zero. When the above conditions are satisfied, we obtain the criteria for achieving
an open-loop passively stable cable-driven mechanical linkage network. We show that
the control strategies for desired joint torques and adequate stiffness for stability form
a convex set, and therefore, the optimization problem is readily solved using convex
optimization algorithms.
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4.1

Introduction

High stiffness impedes free motion and highly stiff networks undergo instabilities of
high-frequency oscillations when faced with perturbations. For example, architectural
structures rigidly attached to the ground face damage due to earthquakes unless they
are seismically isolated using a flexible structure (using rubber or fluid dampers)
[Kelly, 1993, Yang et al., 2002]. In robotics, to stably deal with the kinematic constraint of contact with the environment under force feedback control, introducing
compliance is beneficial to avoid chatter-like instability [Hogan, 1987, Salisbury et al.,
1991, Whitney, 1977]. Although compliance is beneficial, excessive compliance is deleterious because it could cause the structure to become unstable by buckling under
loads [Carricato et al., 2002, Hines et al., 1998, Klimchik et al., 2015, Pashkevich
et al., 2011, Timoshenko and Gere, 2009]. With a constraint on configuration and
with the requirement of flexibility, the network must often maintain a stable static
configuration. So far, no study addresses how a general compliant mechanical network could maintain an open-loop stable configuration. There exists a lower bound
on network stiffness under which the network becomes unstable due to buckling. We
find the lower bound on the intrinsic stiffness of mechanical networks for stability.
In the previous chapter, we find that when feedback delays are slower than the
snap buckling instability faced by human fingers during fingertip contact tasks, we
rely on the intrinsic tension-dependent muscle stiffness to establish stable contacts
(see Chapter 2). Evidence exists that people rely, at least partially, on the intrinsic
muscle stiffness to balance standing posture [Loram and Lakie, 2002, Loram et al.,
2007]. Many robotic networks also rely on passive stiffness of the system for stability
and a slower feedback control envelops the open-loop stiffness control for the stability
of the overall function [Drake, 1978]. In the previous chapter, we calculated the
minimum stiffness of the finger in contact that provides stability in a passive manner.
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In this chapter, we provide a generalization of the derivation to arbitrary mechanical
linkage networks under external loads and subject to kinematic constraints. Thus,
we provide a method to find a lower bound on the stiffness for stability for general
mechanical linkages.
We consider a general actively driven mechanical linkage network where rigid links
are connected by motor-driven compliant joints and the linkage is under arbitrary
holonomic constraints. The goal is to find the criteria that allow the linkage network
to be stable. For passive stability of the system, we are interested in finding the
minimum stiffness required for stability of the network as a function of constraints.
To this end, we analyze the dynamics of a general static mechanical network to
find the stability criteria and use that to derive the minimum stability condition in
terms of stiffness. To apply the derived stiffness, we choose to develop a theory of
cable-driven systems such as found in the musculotendon units in animals and tendondriven robots. As an example case, we apply the theory on a model of an index finger
under the kinematic constraint of establishing a stable contact to apply the open-loop
control scheme. Our study has implication for the design of robotic and prosthetic
manipulators and for understanding the contact control of fingers and limbs.

4.2

General formulation

For a general active linkage subject to holonomic constraints (figure 4.1), we derive
the general form of minimum stabilizing stiffness as following. Consider a mechanical
linkage network in a d-dimensional space with m links, n joints (revolute or prismatic),
and p kinematic constraints. We parametrize the linkage network by generalized coordinates qi , 1 ≤ i ≤ v where qi could either be a generalized position or an orientation
coordinates. The links are driven by m ideal joint motors (linear or rotational). The
configuration space of the system is the product of Rd with SO(d) which is denoted
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as the special Euclidean group SE(d) such that a physical manipulator with three
degrees of freedom has a configuration space of SE(3). The links are assumed to
be rigid and the joints have either linear or torsional stiffness. Damping is ignored
because the condition for stability is independent of damping in the system (Chapter
2). However, adding a small amount of damping to the marginal stable solution will
ensure asymptotic stability.
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Figure 4.1. We consider open-loop stability of a prescribed configuration for
general mechanical linkage networks with joint actuators (τ1−6 ) and kinematic
constraints (A and E). In such active networks, actuation can induce constraint
forces that destabilize the configuration, but the static pose can be stabilized if the
joint stiffness matrix K is greater than a minimum stabilizing stiffness Km . This
constraint can be incorporated within an optimal control framework as a set of linear
convex constraints, formulated as a linear matrix inequality [Boyd et al., 1994].

4.2.1

Minimum stabilizing stiffness

The dynamics of the kinematic linkage network are given in terms of the mass matrix
of the linkage network M, the Coriolis and centripetal contribution C, the vector of
gravitational forces and torques n, the vector of joint torques and forces τ 0 , and the
desired equilibrium configuration q 0 . In equilibrium, the joint torques support the
loads. A set of holonomic kinematic constraints (no velocity dependence, no explicit
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dependence on time t) on the network are written in terms of a posture dependent
Jacobian J [Murray et al., 2017]. The forces due to the kinematic constraints at the
configuration q are expressed in terms of the vector of Lagrange multipliers f [Murray
et al., 2017].

Mq̈ + Cq̇ + n + JT f = τ 0 − K(q − q 0 )

(4.1)

Jq̇ = 0

(4.2)

=⇒ f = (JM−1 JT )−1 (JM−1 (τ 0 − Cq̇ − n) + J̇q̇)

(4.3)

We linearize the system about the equilibrium posture q 0 to find the minimum stiffness matrix (Km ) required for marginal stability,

Km = −

∂n ∂JT f
−
∂q
∂q

(4.4)

Note that because the set of constraints are limited to holonomic constraints, we
obtain a symmetric Km matrix. Refer to the chapter ‘Stability of active mechanical
linkages’ for details.

4.2.2

Cable-driven stable mechanical network

We present a formulation to apply the desired joint torques and stiffnesses using cables
in a mechanical network. First, it is required that the the number of tendons are at
least equal to the minimum number of tendons required for achieving force-closure (see
the section on the bounds on the number of tendons). Second, for this formulation,
the cable layout, i.e. the moment arm matrix of the cables about the various joints,
is provided by the user. Let the number of tendons be k and the number of joints be
n. The moment arm matrix of the tendons about the joint is R ∈ Rk×n . The tendons
are attached to variable stiffness actuators whose stiffness and actuation are linearly
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related to each other. We consider the control commands for the k tendons to be
prescribed by the activation vector a ∈ Rk×1 whose components are ai , 0 ≤ ai ≤ 1.
Each actuator (denoted by i) scales its maximum tension ti by ai to produce tendon
tension ti ai . Each actuator scales its maximum stiffness ki = γti by ai to generate
tendon stiffness ki ai . We define T as the diagonal matrix of maximum tendon tensions
and Kt as the diagonal matrix of tendon stiffnesses. The joint stiffness matrix due to
tendon stiffness becomes Kjoint = RKt RT . The joint torque due to tendon tensions
is RTa. The joint stiffness matrix due to tendons (Kjoint ) should be greater than or
equal to the minimum stiffness matrix (Km ) for stability. With the goal to find the
actuator control commands (a) that produce tendon tensions for desired constraint
forces f 0 and produce adequate tendon stiffnesses for a stable configuration, the
following conditions need to be satisfied:

Stability constraint: RKt RT − Km  0,

(4.5a)

Torque constraint: τ 0 = RTa = n0 + JT f 0

(4.5b)

where [Kt ]ii = ki ai = γti ai ,

Tii = ti ,

0 ≤ ai ≤ 1.

(4.5c)

With a convex objective function, and after imposing the above constraints, the
set of equations can be posed as an optimization problem in the form of a linear
matrix inequality. However, a necessary condition for an optimization problem to be
posed as a linear matrix inequality is that the constraints must be convex. In the
next section, we prove the the equilibrium and the stability constraints form a convex
activation space.
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4.2.3

Proving the convexity of the constraints

The total activation space is given by 0 ≤ ai ≤ 1 for k tendons is a k-cube, which is
convex. The activation space is subject to equality and inequality constraints given
by equations 4.5. If convex, the equality constraint of static equilibrium limits the
available activation space to a hyperplane in n − p dimensions, where n is the number
of joints and p is the number of kinematic constraints. Applying the constraint of
marginal stability limits the stable activation set to a hyperplane in n − p dimensions
as well, if convex. The marginally stable hyperplane intersects the equilibrium hyperplane and divides it into stable and unstable sets. We prove the convexity of the
equality and the inequality constraints below.

Equality constraint: Static equilibrium condition is convex. We seek the
torques τ 0 for the finger to be in equilibrium at the posture θ 0 while experiencing the
fingertip force f 0 . Setting θ = θ 0 , f = f 0 , θ̇ = θ̈ = 0 in equation (4.1), and using
J0 = J(θ 0 ), we find (4.5b).
Using the equilibrium condition (4.5b) and the relationship (4.3) between torque
and fingertip force, we arrive at the condition for an applied activation eeq to maintain
equilibrium, i.e. θ̇ = θ̈ = 0, as
RTaeq = n0 + JT (JM−1 JT )−1 JM−1 (RTaeq − n0 ),
=⇒ (I − JT (JM−1 JT )−1 JM−1 )RTaeq = (I − JT (JM−1 JT )−1 JM−1 )n0 .

(4.6a)
(4.6b)

Theorem 4.2.1 If two activation patterns a1 and a2 satisfy equilibrium, then an
arbitrary vector on the line segment joining the two activation patterns represented by
am = λa1 + (1 − λ)a2 for λ ∈ [0, 1] also satisfies equilibrium, establishing convexity
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of the equilibrium activation space. In other words,

(I − JT (JM−1 JT )−1 JM−1 )RTa1 = (I − JT (JM−1 JT )−1 JM−1 )n0

(4.7)

and (I − JT (JM−1 JT )−1 JM−1 )RTa2 = (I − JT (JM−1 JT )−1 JM−1 )n0

(4.8)

=⇒ (I − JT (JM−1 JT )−1 JM−1 )RTam = (I − JT (JM−1 JT )−1 JM−1 )n0

(4.9)

Because equation 4.6b is affine in activations, if two activation patterns a1 and
a2 satisfy equilibrium, we verify that any arbitrary activation pattern on the line
segment joining the two activation patterns λa1 + (1 − λ)a2 where 0 ≤ λ ≤ 1will
also satisfy equilibrium (see Appendix NN for complete proof.). Therefore, the set of
equilibrium activations form a convex set.
Because the intersection of two convex constraints is also convex, the equilibrium
plane subject to the constraints of the unit k-cube is also convex.



Inequality constraint: Stable activation space is convex. An activation pattern maintains a stable mechanical network if the joint stiffness matrix due to tendon
stiffnesses Kt is greater than the minimum stabilizing stiffness matrix Km .

Theorem 4.2.2 If two activation patterns a1 and a2 that satisfy equilibrium are
stable, then an arbitrary vector on the line segment joining the two activation patterns
represented by am = λa1 + (1 − λ)a2 for λ ∈ [0, 1] is also stable, establishing convexity
of stable activation space. In other words,

RKt (a1 )R − Km (a1 )  0

(4.10)

and RKt (a2 )R − Km (a2 )  0

(4.11)

=⇒ RKt (am )R − Km (am )  0

(4.12)

Each tendon stiffness ki is linearly related to the activity ai . The minimum stiffness
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matrix Km is affinely related to the fingertip constraint force f ((4.4)), which is affinely
related to the activation vector a ((4.3) and (4.5b)). Therefore, we have

Kt (λa1 + (1 − λ)a2 ) = λKt (a1 ) + (1 − λ)Kt (a2 )

(4.13)

Km (λa1 + (1 − λ)a2 ) = λKm (a1 ) + (1 − λ)Km (a2 )

(4.14)

Note that a in parentheses denotes a functional dependence and not a product. Now,
let two activation patterns a1 and a2 satisfy equilibrium and be stable. Then we
have,

RKt (a1 )RT − Km (a1 )  0 ≡ F(a1 )  0

(4.15)

RKt (a2 )RT − Km (a2 )  0 ≡ F(a2 )  0

(4.16)

Both F(a1 ) and F(a2 ) are positive semi-definite matrices. From (4.13) and (4.14),
and using the theorem that the sum of two positive semi-definite matrices is also a
positive semi-definite matrix, we obtain

F(λa1 + (1 − λ)a2 ) = λF(a1 ) + (1 − λ)F(a2 )  0 ∀λ ∈ [0, 1].

(4.17)

Thus, if activation patterns a1 and a2 satisfy equilibrium and stability, then any activation pattern lying on the line segment connecting the two satisfies equilibrium and
stability, establishing convexity. The stable activation space that satisfies equilibrium
condition for an n-tendon system with p constraints forms a convex polygon in the
(n − p) dimensions. Similarly, the space of unstable activation patterns is also convex
(Appendix).

Marginally stable equilibrium plane is convex. The marginally stable solution
space is the intersection between marginally stable plane and the equilibrium plane.
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Because both marginally stable plane and equilibrium plane are convex, their intersection is also convex. Therefore, the marginally stable equilibrium set also forms a
convex space.

A hyperplane separates the stable and unstable equilibrium patterns. Let
the set of equilibrium activation patterns be A. Let the space of stable activation
patterns be represented by Au , and the space of unstable activation patterns be
represented by As . Either an activation pattern is stable or unstable. Stable and
unstable activation patterns in the equilibrium plane form two convex sets. So Au
T
and As are two convex disjoint sets. We have Au As = φ, where φ is empty and
S
Au As = A. From Hahn-Banach separation theorem, there exists a hyperplane
separating the two disjoint convex sets. Because the space of equilibrium activation
patterns form a convex set and is connected, the separating hyperplane exists at the
boundary of Au and As and is the set of marginally stable solutions.

Bounds on the number of tendons. To achieve force-closure using a tendon
network, the limits on the number of tendons are given by Carathéodory’s and
Steinitz’s theorems [Murray et al., 2017]. Carathéodory’s theorem [Carathéodory,
1907] states that if a set S ⊂ Rn and q ∈ int(convex hull S), then there exist
X = {v1 , v2 , ..., vp } ⊂ S such that q ∈ int(convex hull S) and p ≥ n + 1 (at least).
Steinitz’s theorem [Steinitz, 1913] states that if S ⊂ Rn and q ∈ int(convex hull S),
then there exists X = {v1 , v2 , ..., vp } ⊂ S such that q ∈ int(convex hull S) and
p ≤ 2n. Thus, from the viewpoint of actuation, Carathéodory’s theorem implies
that there must be at least n + 1 tendons in a manipulator with n degrees of freedom and Steinitz’s theorem places an upper bound of 2n on the minimal number of
non-redundant tendons.
However, in addition to actuation, stiffness requirements must be satisfied for
stability. Whether the additional need for satisfying minimum stiffness changes the
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bounds on the minimal number of tendons depends on the upper bound on the stiffness
of tendons. If the relation between the tension and stiffness of the tendon can be
prescribed arbitrarily, then Carathéodory’s and Steinitz’s theorems still hold. If the
slope of tendon stiffness and tension has an upper bound, then the minimum number
of tendons will depend on the stiffness-tension slope. Enough number of tendons
must span the joint so that the relation between the kinematic constraints, external
loads, and minimum stabilizing stiffness is satisfied. In our formulation, the tendon
stiffnesses are arbitrary and do not have an upper bound. Therefore, the tendon
numbers from the theorems hold. Other considerations such as efficiency, defined as
the largest fingertip force produced by applying at most unity tendon tensions, also
affect the total number of tendons.

Calculating the tendon stiffnesses. A caveat with tendon driven manipulators
is that tendon tensions must be positive because tendons can only pull but not push.
Our system design ensures positive tendon tensions by constraining the activations to
lie between 0 and 1. With these considerations, the optimization problem posed as a
linear matrix inequality is readily solved using CVX, a MATLAB software [Grant and
Boyd, 2008, 2014] to yield control commands a of k tendons. Any convex objective
function can be used to solve the problem. We apply our method to solve an example
case for a model of an index finger in contact in the next section.

4.3

Case study: A tendon-driven finger in contact

Stable static finger contacts are essential for a stable grasp. We apply the general
formulation to the special case of an index finger in contact modeled as a planar
four bar linkage in the absence of configuration dependent forces like external loads
and gravity (refer to Chapter 2). For an index finger, muscle excursions, geometric
dimensions, muscle properties have been fully described and published [An et al.,
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1983, Valero-Cuevas et al., 1998, Venkadesan and Valero-Cuevas, 2009] (Appendix in
Chapter 2). The mathematical model of the finger in contact resembles a three-link
pendulum constrained at its endpoints (figure 4.2), which is a holonomic constraint.
The task is to apply desired endpoint forces while maintaining the stability of posture.
It is the simplest constrained mechanism with one degree of freedom, and therefore,
can become unstable by buckling.
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Figure 4.2. An index finger pushing on a surface is modeled as a planar four-bar
linkage driven by seven muscles. Muscle activation induces joint torques τ and a
joint stiffness matrix K.

Roadmap. In this section, our goal is to examine the structure of the space of
stable activation patterns. An activation varies between 0 and 1, therefore, the space
of activation patterns of seven musculotendon units of the index finger forms a 7D unit
hypercube. Because the space of stable, as well as the unstable activation patterns, is
convex, a hyperplane separates the stable and the unstable convex set. The proximity
of an activation pattern to the hyperplane boundary informs the propensity of that
activation pattern to become unstable with the addition of noise or perturbation. We
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compute the hyperplane and examine how robustness of an activation pattern depends
on its distance from the boundary. Finally, each activation pattern is associated with
a fingertip force. Because stable and unstable activation sets are convex, stable and
unstable force sets also convex. However, multiple activation patterns produce the
same fingertip force with different postural stiffness. We find the stable, unstable
and overlapping force regions to understand which forces are achievable in a stable
manner with the prescribed strategy. Finally, we find the minimum stabilizing joint
stiffness matrix for the index finger in contact. Using the minimum criteria, we solve
the optimization problem with various convex cost functions to find the activation
patterns of the seven musculotendon units that satisfy the force and the stability
constraint simultaneously.

4.3.1

Visualizing the stable and unstable space of activations
and forces

The space of activations of the seven tendons forms a unit-cube in a seven-dimensional
space. The 7-cube is visualized as a graph where the 27 vertices form the nodes and 7×
26 (= 448) edges connect the nodes of the graph (figure 4.3a). A codimension-1 plane
in the activation space satisfies the equilibrium condition, and another codimension1 plane defines the marginally stable plane. The codimension-2 marginally stable
equilibrium hyperplane intersects the equilibrium plane and divides it into stable and
unstable regions.

Codimension-1 equilibrium plane. An activation pattern satisfies equilibrium
if and only if it belongs to the null-space of (I − JT (JM−1 JT )−1 JM−1 )RT when n0 = 0
(from (4.6b)). The matrix JT (JM−1 JT )−1 JM−1 ∈ R3×3 is a projection matrix [Strang,
2016]. For a finger in contact, the nullspace is one dimensional. The normal to the
equilibrium plane is found by calculating the nullspace of this matrix. Because a
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finger in contact has one net degree of freedom, the activation space that satisfies
equilibrium is codimension-1. The normal to the equilibrium hyperplane for the
finger in contact is:

n1 = (0.355, −0.927, −0.0576, −0.0715, 0.019, 0.0587, 0.0507)0 .

(4.18)

The equation of the hyperplane is nT
1 e = 0 because the hyperplane passes through
the origin. The equilibrium hyperplane intersects the 0-face or 1-face of the 7-cube
that represents the total activation space. The total number of such intersections is
88 which consists of 18 stable, 69 unstable, and 1 marginally stable vertex (origin)
(figure 4.3b).

Codimension-1 marginally stable plane. The normal to the marginally stable
plane is calculated by using the equality relation in (4.5a). Because a finger in contact
is a four-bar linkage with only one degree of freedom, we project the stiffness matrix
(4.5a) on the tangent plane to the constraint to obtain the normal that defines the
marginally stable plane. We use the physiological value of γ = 23.4 [Cui et al.,
2008] to calculate the normal of the marginally stable plane. It is given by: n2 =
(0.397, 0.093, 0.134, 0.164, −0.222, −0.409, −0.757)0 . The equation of the hyperplane
is nT
2 e = 0 because the hyperplane passes through the origin.

Codimension-2 marginally stable equilibrium boundary. Not all the activation patterns on the marginally stable plane satisfy equilibrium. The intersection of
the codimension-1 equilibrium plane with the codimension-1 marginally stable plane
provides the codimension-2 marginally stable boundary that satisfies the equilibrium
condition. The equation of the marginally stable equilibrium hyperplane is given by:
[n1 , n2 ]T e = 0. The marginally stable equilibrium plane intersects the 7-cube at its
2-faces. We calculate 42 marginally stable vertices (figure 4.3b).
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a

Orthographic projection of a 7-cube

b Circular embedding of the equilibrium plane

unstable (69)

separating
hyperplane (42)

stable (18)

Figure 4.3. Visualization of the 7D muscle activations patterns. a. An
orthographic projection of a seven dimensional hypercube is shown with vertices
marked by circles and vertices separated by one Hamming distance shown as graph
edges. b. A circular embedding of the equilibrium plane with stable, marginally
stable and unstable vertices separated on the circular embedding by color. The
separating hyperplane goes through the marginally stable point
p = (0, 0, 0, 0, 0, 0, 0).
A circular embedding of the equilibrium plane where the 87 stable and unstable
vertices (intersection between edges of the 7-cube and the equilibrium plane) lie along
the circumference of the circle (figure 4.3b) shows that the separating hyperplane with
42 intersections with the 7-cube divides the space of activation patterns into stable
and unstable regions. Both the stable and the unstable nodes connect to the nodes
of the separating hyperplane but do not connect to each other.

4.3.2

Minimum stabilizing stiffness in a cable layout

The lengths of the links, number of tendons and the layout of the tendons about
the three joints are obtained from the published data on the index finger [ValeroCuevas et al., 1998] (Appendix). The seven tendons connect to seven separate variable
stiffness actuators. The actuation generates tendon tensions that give rise to torques
about the joints of the finger, and tendon stiffnesses generate a joint torsional stiffness
matrix. The maximum tension of the tendon ti is scaled by the control command
ai (0 < ai < 1) to find the exerted tendon tension. The maximum tendon stiffness
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is equal to the ratio of maximum tendon tension ti and nominal tendon length li
multiplied with a constant γ (ki = γti /li ). The applied tendon stiffness is ki ai . Thus,
the constant γ dictates the slope of the relation between the tendon tension and
stiffness. Our goal is to find the control commands that produce a desired fingertip
force while generating enough postural stiffness for stability.
Using the linear matrix inequality formulation, we satisfy the stability constraint
while implementing four different cost functions (figure 4.4). The first objective function minimizes the 2-norm of activations, the second minimizes the 2-norm of tendon
tensions, the third minimizes the 1-norm of activations and the fourth minimizes 1norm of the eigenvalues of the joint stiffness matrix (figure 4.4). For each, we obtain
results where the stability demands are satisfied tightly.
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Figure 4.4. The constraint of at least minimal stiffness is satisfied using various
objective functions. a. Minimizing the 2-norm of activations b. Minimizing the
2-norm of tendon tensions. c. Minimizing the 1-norm of activations. d. Minimizing
the summation of eigenvalues of the joint stiffness matrix due to tendons.
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4.3.3

Performance characteristics of the space of stable activation patterns.

Because the stable region forms a convex hull, the solution obtained from solving
the linear matrix inequality is stable in the sense of Lyapunov upon addition of
a small amount of damping. It can thus be made robust to uncertainties as long
as the activation pattern lies in the interior of the convex hull [Levine, 2018]. The
solutions that are prone to instabilities exist at or near the boundary of the separating
hyperplane. The nearness is characterized by the magnitude of noise in the system
or the magnitude of perturbations applied to the system. For example, consider a
7-ellipsoid shaped ball around an activation pattern in 7D space where the axes of
the ellipsoid ball are scaled by noise present in different directions (a general case).
If the ellipsoid ball around an activation pattern intersects the separation hyperplane
boundary or a part of it lies in the unstable region, that activation pattern is prone
to instability. A pictorial representation in the circular embedded graph is shown in
figure 4.5. Analysis of the stability of an activation pattern against perturbations
has implications for the robust control of the system. An activation pattern is robust
to uncertainties only if it is adequately interior in the stable space. The distance
of an equilibrium activation pattern from the separating hyperplane or the unstable
boundary informs about the stability of the system. For example, addition of signal
dependent noise present in the neuromuscular system to an activation pattern close to
the marginally stable boundary can cause the system to become unstable depending
on the structure and magnitude of the noise.

4.3.4

Mapping activations to forces.

We find the relative magnitude of the stable versus the unstable force region as a
function of the slope (γ) between tendon tensions and tendon stiffness to characterize
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Figure 4.5. Conceptual demonstration of robustness of an activation pattern to
instability based on the noise envelope. The shaded pink region around an activation
pattern shown in red represents the envelope of noise/perturbation around the
activation pattern. An activation pattern is stable when the noise/perturbation
envelope remains in the stable region. An intersection with the separating
hyperplane or an overlap with the unstable region deems the pattern unstable.

the space of activation patterns in terms of fingertip forces (figure 4.6). We find the
fingertip forces in the plane of the finger (distal force fy and palmar force fx ) due
to the activation patterns represented by the vertices of the hypercube. Because the
stable activation space that satisfies equilibrium is convex, the resultant stable and
unstable force spaces are also convex. As the value of γ increases, the area of the
stable force region also increases because for the same increase in tendon tension, we
obtain a greater increase in tendon stiffness which may aid stability (figure 4.6). The
other characteristic of the force region is that multiple activation patterns give rise to
the same tip force. For the same tip force, one activation pattern strategy could be
unstable, whereas another stable. This is reflected in the overlapping regions of the
stable and unstable force convex hulls. This shows that the separating hyperplane
in the seven dimensional region of activations does not transform to a separating
hyperplane in two dimensional force space.
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Figure 4.6. Stable and unstable force convex hulls as a function of γ. As the value
of γ increases, in other words, as the slope between tendon tension and stiffness
increases, the area of the stable force region also increases. Although the system
becomes stable, an increased γ also means a stiffer network. For every direction of
force production, the boundaries of the marginally stable region show the largest
force that can be stably produced.

4.4

Implications

We now discuss a few implications of our work in the field of robotics, actuator design
for stable control and for understanding the neuromuscular control of motor tasks that
have imposed constraints.

4.4.1

Manipulator and actuator design for stable control

Often mechanical linkages need to interact with uncertain and unpredictable environments that impose kinematic constraints and are a source of perturbations. Under such constraints, robotic manipulators need to apply well-controlled forces while
maintaining a stable configuration for successful completion of the task. The lesson from decades of research in contact control is that compliance helps deal with
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stiff environmental contacts [Hogan, 1987, Townsend and Salisbury, 1989, Whitney,
1977]. The prevalent strategies use active impedance control [Hogan, 1992] to simulate a compliant contact, variable stiffness actuators [Vanderborght et al., 2013b],
and passive compliance [Pratt et al., 1997] at the joints to decrease the stiffness of
the endpoint. Stability of posture dictates the lower bound on stiffness [Klimchik
et al., 2015, Pashkevich et al., 2011] and the desired force bandwidth determines the
upper bound [Townsend and Salisbury, 1989]. As the robots become more compliant
for dealing with tasks that do not require high force bandwidth, there is a concern
for the mechanical stability of the linkage network because the constrained linkages
could buckle under external loads in case the stiffness of the network is inadequate
[Klimchik et al., 2015, Pashkevich et al., 2011]. In such a case, it has remained unclear
how the need to maintain a stable posture dictates the lower bound on the stiffness
of the constrained linkage network. We find this lower bound on the joint stiffness of
the manipulator to maintain a stable posture.
Stiffness modeling of compliant manipulators, either torque-motor driven or cabledriven, either with constant or variable stiffness, is generally used for obtaining performance characteristics of the manipulators to understand their stability under operation parameters and for finding the bounds on their positional accuracy [Pashkevich
et al., 2011]. Often, the inertia of the manipulator and the control loop delays limit the
performance of feedback control strategies [Townsend and Salisbury, 1989, Whitney,
1977]. For example, in a dynamic task like catching a ball, the active modulation of
stiffness takes longer than the timescale of the task, thus making the task unsuccessful [Bäuml et al., 2010]. In contrast, open-loop strategies such as passive compliance,
series elastic actuators, and variable stiffness actuators do not suffer from loop delays.
However, for the design of the controller, such open-loop stable control strategies that
rely on stiffness require awareness of the functional relationship between the stiffness
required to counter the perturbations and the mechanical state of the system. Here,
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we find the minimum stiffness as a function of the configuration, external loads and
constraints that can be implemented in the design of open-loop controllers or variable
stiffness actuators to ensure stability of the network.
Because multiple tendons span the joints of the manipulator and multiple activation patterns produce the same fingertip force, it is possible to choose tendon
tensions so they are independently high but their vector sum about the joints leads
to a low endpoint force (similar to muscle co-contraction [Hogan, 2002]). In such a
case, individual tendon stiffnesses will be high, and the overall stiffness of the manipulator will undergo a scalar addition of the tendon stiffnesses about the joint. The
manipulator will avoid high-frequency instabilities by having a large bandwidth due
to high stiffness, irrespective of the endpoint forces being produced [Townsend and
Salisbury, 1989]. Such a strategy allows high stiffness for tasks that require precise
position control but low contact forces. Our linear matrix inequality formulation for
the satisfaction of stability constraint can be modified to incorporate the condition
where a large network stiffness and a low contact force is desired by choosing the matrix Km and f appropriately. Therefore, the design strategy constructs a kinematic
linkage that could be variably soft or stiff depending on the requirement of the task.

4.4.2

Motor control

The analysis in this paper gives insight into neuromuscular redundancy. The mechanical linkage network resembling a limb, hand and so on could become unstable
by buckling under loads. Studies suggest that the instability of buckling is faster
than neural feedback latencies (see Chapter 2) [Rancourt and Hogan, 2001]. When
short-range stiffness provides stability against perturbations before the long latency
neural feedback can intervene, only the activation patterns which are stable must be
assumed. The convex hull of the stable activation space represents the accessible set
of patterns when a stable posture must be maintained. For example, only around
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half of the activation space is stable for physiological values of γ (figure 4.6a). This
provides an understanding of how the muscle redundancy is reduced during certain
motor tasks.
Animal limbs are musculotendon driven serial kinematic chains. Musculotendon
units serve the dual purpose of actuating the system as well as providing shortrange stiffness that prevents the deleterious effect of perturbations (see Chapter 2)
[De Groote et al., 2017, Rack and Westbury, 1974]. For example, studies find that
maintaining standing balance relies partially on the short-range stiffness of the muscles and partially on the active neural feedback control for stability [Loram and Lakie,
2002, Loram et al., 2007]. Our analysis can be used to understand whether short-range
stiffness of the muscles is enough for stability. Experiments where muscle activities
are measured from various muscles about a joint can be used to calculate the stiffness contribution from the musculotendon units and a comparison with the minimum
stability requirement will yield an understanding of whether or not the short-range
stiffness is adequate.
Studies show that all muscles contribute to endpoint forces and loss of any muscle
deteriorates function [Kutch and Valero-Cuevas, 2011]. We present an argument supporting this observation based on torque and stiffness considerations. Each muscletendon unit has an upper bound on the maximum tension it can produce. Having
more number of tendons (with a given routing) may allow the production of higher
endpoint forces. Further, muscle stiffness adds up for a joint. Therefore, staying stable at a particular endpoint force requires a certain number of musculotendon units
dictated by the upper bound on the maximum stiffness that a musculotendon unit can
achieve. Therefore, the endpoint force and stability considerations together suggest
that Carathéodory and Steinitz theorem only present ideal bounds if arbitrary tensions and stiffnesses are achieved by the musculotendon units. However, that is not
necessarily the case, and therefore, the number of muscles are perhaps not dictated
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by the ideal bounds.

4.5

Discussion

Compliant mechanical networks often need to maintain a stable configuration against
noise and perturbations. We find an open-loop stiffness control strategy to achieve
stability with the most compliant configuration. We achieve this by calculating the
lower bound on the stiffness for stability as a function of the mechanical network’s
configurations and the subjected loads. Furthermore, we present a formulation to
apply the minimum stabilizing stiffness using a tendon-drive where each tendon connects to a variable stiffness actuator. The actuator is muscle-like in that each tendon
tension linearly varies with tendon stiffness. An activation vector determines both
tensions and stiffnesses of the tendons for producing desired endpoint forces while
producing adequate network stiffness for ensuring stability. In our formulation, the
space of stable activation patterns is convex as well as robust to uncertainties in an
open-loop operation. The solution scheme exists in terms of readily solvable linear
matrix inequality and can be directly employed to solve for tensions and stiffnesses of a
general mechanical network with a given tendon layout. Although we do not consider
any feedback control strategy, a closed-loop control can wrap around the open-loop
control strategy to achieve stability against perturbations that are not infinitesimal
or have a larger timescale of action, and for planning movements.
The formulation has application in the design of open-loop stable robotic and
prosthetic networks such as manipulators and limbs. Furthermore, our work could
serve as a testbed for understanding motor tasks under kinematic constraints and
external loads such as the task of maintaining balance while standing, the stability of
fingers during grasps, the stability of limbs in contact with the environment, and so
on. Our work suggests, if carefully chosen, the intrinsic properties of the mechanical
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network, either using joint stiffness or tendon stiffness, could be sufficient to ensure
a stable network.
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Chapter 5
Stability of constrained active mechanical
linkages

Why there is anything at all?
Gottfried Wilhelm Leibniz

Nothing is unstable.
Frank Wilczek
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The stability of active mechanisms with internal actuation is central in many biological and industrial applications, including contractile tissues, active metamaterials,
animal limbs, and robotic manipulators. Stability is governed by the interplay between external forces, kinematic constraints, internal actuation, and the viscoelastic
properties of the mechanism. Unlike passive mechanisms, an understanding of the
determinants of structural stability of active mechanisms is lacking. Questions arise
on whether there are generalizable principles for active linkages and how those results
may be applied for the control of biological and physical systems. Using structural
stability analysis of a general active mechanical linkage, we derive the conditions for
the onset of instability as a function of the internal actuation, viscoelastic properties
of the linkage, and the nature of the constraints. Our results show that active linkages exhibit only static buckling when subject to holonomic constraints. However, they
could undergo either static buckling or flutter-like dynamic buckling instability in the
presence of non-holonomic constraints. We derive the minimal requirements on the
holonomic system’s stiffness and damping required for stability. We demonstrate the
application of our theory for the analysis, design, and control of active linkages.
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5.1

Overview

Mechanical linkage networks are ubiquitous in physical and biological systems. Their
studies are used to understand the structural rigidity of architectural structures
[Crapo, 1979], the stability of tensegrity structures [Connelly and Whiteley, 1996],
the operation and stability of manipulators used in robotics, prosthetics and surgical manipulators [Buckingham and Graham, 2010, Chen et al., 2014, Dorsey et al.,
2015, Murray et al., 2017], movements such as grasping [Murray et al., 2017], movement of jaw [Westneat, 1990] and punch-attack [Patek et al., 2004, 2007b] in animals
[Levin et al., 2017], behavior of metamaterials such as origami and kirigami [Bertoldi
et al., 2017], behavior of ultrastiff mechanical metamaterials [Berger et al., 2017,
Zheng et al., 2014] and mechanical toys [Coleman and Ruina, 1998]. In these diverse
conditions, networks must either maintain stability despite perturbations, or use the
instability for function. Here, we develop a general formulation for analyzing the
stability of an arbitrary linkage network and find the conditions necessary to keep the
network stable in an open-loop manner.
Interest in the relation between the number of degrees of freedom of mechanical
linkage networks and their geometry dates back to Maxwell [Maxwell, 1864]. Other
studies on general mechanical networks either analyze the structural rigidity of the
network subjected to geometrical and loading constraints [Crapo, 1979] or find the
conformation changes required in the network to obtain desired motion at the joints
and links of the mechanical network [Kim et al., 2019]. While the former has applications in building structures that support loads and prevent free motion, the latter
study has applications in the design of allosteric and auxetic metamaterials. Absence
of degrees of freedom keeps the network stable against perturbations but disallows
movements. In contrast, many biological and physical mechanical networks such as
limbs and manipulators are compliant, and have to move.
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The aim of the present chapter is to present a framework to understand the onset of
instabilities in active mechanical linkages as a function of activity and viscoelasticity.
A key difference between passive and self-driven linkages is that the loads are a
function of internal driving in active networks, such as active joint motors. When
the linkage is under kinematic constraints, internal actuation leads to configuration
dependent reaction loads. The reaction forces due to internal driving are configuration
and constraint dependent, and may give rise to either conservative or non-conservative
compressive loads. If the configuration is slightly perturbed around an equilibrium,
the forces change and so does their projection onto the internal degrees of freedom. If
the combined effect is not one that restores the original configuration, it will lead to
an instability. The analysis of stability in self-driven linkages subject to constraints
is the topic of this chapter.

Roadmap. The chapter is organized as follows. In section 5.2.1, we describe the
governing equations of the network subject to arbitrary Pfaffian constraints and external loads. In section 5.2.2, we derive the conditions for static equilibrium of the
linkage network. In section 5.2.3, we present a general formulation for linearizing
the dynamics of a constrained system, which we use for the stability analysis of the
constrained active linkage in section 5.3.3. Using the linearization, we derive the
minimum joint viscoelasticity criteria for static stability of the equilibrium posture
by linearizing the constrained dynamics of the active linkage. In section 5.2.4, we find
the dependence of the system eigenvalue on coupled viscous and stiffness terms. Finally, in section 5.3, we derive the criteria for onset of buckling in the linkage network
subject to holonomic and non-holonomic constraints, and describe them in terms of
the codimension-1 bifurcations.
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Figure 5.1. a. Instabilities in passive linkages as a function of external loads are
represented by codimension-1 bifucations. It is of two kinds: static buckling (red,
η = 0) describe by the normal forms of pitchfork or transcritical bifurcations occur
when the linkage is subjected to conservative loads and flutter-like dynamic buckling
(blue, Re(η) = 0), described by the normal form of Andronov-Hopf bifurcation
occurs when the linkage is subjected to non-conservative loads. b. A model of a
general kinematic linkage network with arbitrary constraints and external loads. c.
The linearized dynamics exist on the tangent plane to the constraint.

5.2

Description of the system

To understand the structural stability of self-driven mechanisms, we analyze the dynamics of a general self-driven linkage where joints are actuated, and joint stiffness
and damping matrices characterize the viscoelasticity of the system. We only consider constant viscoelasticity rather than frequency dependent stiffness and damping
response [Nguyen et al., 2018]. In addition, our analysis does not pertain to systems
where thermal fluctuations are important.

5.2.1

Definitions and governing equations

We consider general linkage systems subject to constraints, and with actuated joints
(figure 5.1a). The linkage could be subject to arbitrary holonomic and non-holonomic
constraints such as shown in the figure. In our analysis, we only consider either
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algebraic constraints on the configuration space or linear velocity constraints. The
governing equations for the dynamics of active linkages, using generalized coordinates
φ in terms of the generalized actuation forces τ , stiffness K, damping B, neutral
configuration q 0 , the Lagrange multiplier or the generalized constraint forces f (φ, φ̇),
inertia matrix M(φ), Coriolis and centripetal terms c(φ, φ̇), and external forces γ(φ)
(e.g. gravity) are,

M(φ)φ̈ + c(φ, φ̇) + γ(φ) + JT (φ)f (φ, φ̇) = τ 0 − K(φ − φ0 ) − Bφ̇,
J(φ)φ̇ = 0.

5.2.2

(5.1)
(5.2)

Conditions for equilibrium

We find the actuation τ 0 needed for maintaining the prescribed contact forces f 0
at an intended configuration φ0 . Static equilibrium implies φ̇ = 0, and the goal is
f = f 0 . With the definition J0 = J(φ0 ), we find that τ 0 is an affine function of the
intended constraint forces f 0 , and a linear function when γ = 0,
τ 0 = JT
0 f 0 + γ(φ0 ).

5.2.3

(5.3)

Linearization

For a system under constraints, the dynamics are restricted to a smooth hypersurface
(manifold) in the configuration space, which are obtained by projecting the dynamics
on the constrained manifold at the point of interest [Ascher et al., 1994, Baumgarte,
1972] (figure 5.1b). Therefore, we linearize the dynamics and the constraint about a
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reference posture φ0 and φ̇0 = 0 such that φ0 = φ − φ0 to obtain
Fφ̈0 = Gφ0 + Hφ̇0 ,

(5.4)

Lφ0 = 0.

(5.5)

Equation (5.5) shows that the allowed dynamics q exist on the nullspace to the
tangent plane of the constrained manifold. We decompose L into its nullspace (P)
and its complement (P̄), and project the dynamics on the constraint’s nullspace to
obtain q and its complement (q c ).

φ = Pq + P̄q c .

(5.6)

Because the dynamics do not exist on the complement space of the nullspace to the
tangent plane, we have q c = 0. With these observations, we obtain the dynamics
projected on the tangent plane to the constrained manifold,

P# FPq̈ = P# GPq + P# HPq̇

(5.7)

Thus, the projection is simply a similarity transformation, which represents a coordinate transform, using the matrix representing the nullspace of the tangent space to
the constraint. To project the dynamics back onto the unconstrained plane, we resolve
the dynamics into components orthogonal and parallel to the constrained plane by
a congruence transform using the orthogonal projection matrix S = PP# (Appendix
A).
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5.2.4

Dependence of the unstable eigenvalue on coupled viscous and elastic elements

We linearize the dynamics about a reference posture φ0 such that φ̇0 = 0. Using
equations (5.1), and assuming that configuration dependent forces are absent and
along with the definition that M0 = M(φ0 ), we linearize the system dynamics,

M0 φ̈ + Bφ̇ + Kφ +

∂(JT f 0 )
φ = 0,
∂φ

where f = (JM−1 JT )−1 (JM−1 (τ 0 − Kφ − Bφ̇ − c) + J̇φ̇).

(5.8)
(5.9)

and project equation (5.8) on the constrained plane using a similarity transform with
P to obtain the constrained dynamics,

P# M0 Pq̈ + P# BPq̇ + P# KPq + P#

∂(JT f 0 )
Pq = 0,
∂q

(5.10)

∂f
term drops out from the minimum stiffness
∂q
expression because JT is in the nullspace of the projection matrix P.

Note that the contribution of JT

We derive the dependence of the system eigenvalues on the system parameters of
configuration, mass, stiffness, damping and constraint forces. When the solution of q
is assumed to be of an exponential form proportional to exp(ηt)x where η is related
to the timescale, the second-order matrix differential equation that represents the
constrained linearized dynamics is equivalent to the following quadratic eigenvalue
problem,

P# η 2 M0 + ηB + K +

T

!

∂(J f 0 )
Px = 0
∂q

(5.11)

Here, x is the right eigenvector corresponding to the eigenvalue η, which can either
be real or complex. An ansatz is required for the eigenvector x associated with
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the instability either inspired by experimental observation and application driven
selection. Note that M0 is a symmetric matrix, and similarity transform with P
conserves the symmetry. When the coefficients in the QEP are real matrices, the
eigenvalues η are either real or exist in complex conjugate pairs depending on the
eigenvector under consideration and the nature of the coefficient matrices [Tisseur
and Meerbergen, 2001].

Depending on the system under analysis, the stiffness, damping and constraint
terms could be symmetric, anti-symmetric or asymmetric. For example, circulatory
stiffness, gyroscopic damping, hysteretic damping, holonomic constraints, nonholonomic constraints, have special structures that are modeled as either symmetric,
skew-symmetric or asymmetric real matrices. To begin, we assume stiffness and
damping terms to be general asymmetric matrices, which can be represented as a sum
of symmetric and skew-symmetric matrices. The mass matrix is a positive definite
symmetric matrix. The QEP is rewritten as follows, where the general asymmetric
matrices are separated into their symmetric (Bs , Ks ) and skew-symmetric (Ba , Ka )
components,

Q(η) = P

#

!
∂(JT f 0 )
Px = 0
η M0 + η(Bs + Ba ) + (Ks + Ka ) +
∂q
2

(5.12)

We take the inner product by left-multiplying the equation (5.12) with x∗ . Because
M is a symmetric positive definite matrix, we only obtain real terms after applying
the inner product. Thus, we obtain

m(x)η 2 + (bs (x) + iba (x))η + (ks (x) + ika (x)) + ||f 0 ||(`s (x) + i`a (x)) = 0 (5.13)
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where,

m(x) = x∗ P# M0 Px

(5.14a)

bs (x) = x∗ P# Bs Px

(5.14b)

iba (x) = x∗ P# Ba Px

(5.14c)

ks (x) = x∗ P# Ks Px

(5.14d)

ika (x) = x∗ P# Ka Px

(5.14e)

||f 0 ||(`s (x) + i`a (x)) = x∗ P# (∂JT f /∂q)Px

(5.14f)

The eigenvalues are

η=

−(bs (x) + iba (x)) ±

p
(bs (x) + iba (x))2 − 4m(x)(ks (x) + ka (x) + ||f 0 ||(`s (x) + i`a (x)))
2m(x)
(5.15)

The eigenvalues are either real or complex. When there is a real eigenvalue, there
exists a real eigenvector and the asymmetric terms disappear. When there is a complex eigenvalue, there is a complex eigenvector. When x is a complex eigenvector,
x̄ is also an eigenvector. Assuming the solution of q to be of the exponential form
proportional to exp(ηt)x̄, the eigenvalue corresponding to x̄ can be calculated.

5.3

Classification of constraint forces

We deal with Pfaffian constraints, which are linear velocity constraints. They are
classified into two types: algebraic holonomic constraints and linear velocity nonholonomic constraints. When the linear velocity constraints are integrable, they form
a set of algebraic constraints and are therefore holonomic. Holonomic constraints
provide a restriction on the allowable configurations of the system, such that the
allowable configurations are restricted to a reduced hypersurface in the configuration
106

space. An example is a fixed contact constraint. On the other hand, non-integrable
Pfaffian constraints restrict the allowable instantaneous velocities, but do not impose
any restriction on the allowable configuration space. An example of a non-holonomic
Pfaffian constraint is rolling without slipping, or a skate constraint. All Pfaffian
constraint are workless, and therefore, by definition, conservative. Even though all
Pfaffian constraints are associated with conservative forces, only forces of algebraic
constraints are associated with a potential-like function. Refer to ‘A Mathematical
Introduction to Robotic Manipulation’ [Murray et al., 2017] for a detailed treatment
of Pfaffian constraints.
We consider systems with symmetric positive definite K and B matrices, and no
other feedback. The matrices K and B may be viewed as passive viscoelastic elements
or circulation-free feedback controllers that mimic viscoelastic elements. We show
that the presence of algebraic holonomic constraints in such systems can only exhibit
static buckling. In contrast, a system that is identical in all regards but with nonintegrable linear velocity constraints (non-holonomic constraints) can exhibit either or
both static buckling or flutter instability. The underlying assumptions of the further
analyses are that the ansatz for eigenvector x is the mode that is the primary mode
to exhibit instability in the system, and that none of the other eigenvalues apart from
that associated with x are zero in the static buckling case, and none other than that
for the conjugate pair of eigenvectors in the case of flutter instability.

5.3.1

Case 1: Holonomic constraint

An algebraic constraint, represented by h(q) = 0, that restricts the configuration
space are holonomic constraints, given by

J(q)q̇ = 0 ⇐⇒
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∂h
q̇ = 0.
∂q

(5.16)

When algebraic constraint is present, the constraint term in equation (5.12) is rewritten as,
∂JT f
= Hf
∂q

where

H=

∂  ∂h T
∂q ∂q

(5.17)

Next, we show that Hf is a symmetric matrix by using the index notation,

[Hf ]ij =

∂ ∂hk f k
= ∂i ∂j Σk hk f k
∂q i ∂q j

(5.18)

Because i and j are interchangeable (Schwarz’s theorem), hence the matrix Hf is a
symmetric matrix. Symmetry of the constraint term has consequences for the kinds
of instability that can be observed in the system, because the inner product of the
mass, stiffness, damping, stiffness, and constraint terms are real irrespective of real
or complex ansatz for the eigenvector x. The eigenvalues are given by,

η=

−bs (x) ±

p
(bs (x))2 − 4ms (x)(ks (x) + ||f 0 ||(`s (x)))
2ms (x)

(5.19)

Non-hyperbolicity. We want to find the condition for Re(η) = 0. Imposing
Re(η) = 0 in equation (5.19), we find that Re(η) = 0 for the critical activity
ks (x)
bs (x)
||f c || = −
. The value of eigenvalues at ||f c || are 0, −
, that is, the imag`s (x)
m(x)
inary part is exactly zero. Although one of the eigenvalues at the critical activity
depend on the damping in the system, the onset of bifurcation is independent of
the exact value of damping in the system. Thus, as a function of activity ||f 0 ||,
the eigenvalues cross the imaginary axis by passing through the origin at the critical
activity.

Transversality. Next, we show that the eigenvalues near the bifurcation point are
also real, that is, the eigenvalue traverse the imaginary axis with non-zero velocity.
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Consider an activity close to the critical activity: ||f 0 || = (1 + ε)||f c || such that
ε → 0. We know that the critical buckling load and the stiffness in the system are
ks (x)
ks (x)
. Then, the eigenvalues at ||f 0 || are given by
and
related as ||f c || = −
`s (x)
bs (x)
ks (x)
−bs (x)
−
(for m(x) > 0 and bs (x) > 0), both of which are real. The value
m(x)
bs (x)
ε → 0+ provides the eigenvalue for ||f 0 || > ||f c ||, which lie in the right half plane
exhibiting instability. In contrast, ε → 0− provides the eigenvalue for ||f 0 || < ||f c ||,
which lie in the left half plane and are stable. In conclusion, the eigenvalues of the
system near the point of instability are real for any bs (x) > 0. Thus, the eigenvalues
move from the left half plane to the right half plane along the real axis as a function
of the activity in the system.

Together, the existence of non-hyperbolicity and transversality suggest that the
system becomes unstable via static buckling. The critical buckling load at the transition depends only on the stiffness in the system (and not mass or damping), and is
given by

||f c || = −

ks (x)
`s (x)

(5.20)

for some eigenmode x. Thus, a system with symmetric K, B, and with algebraic holonomic constraints can only exhibit static buckling instability characterized by either
saddle-node, pitchfork, or transcritical bifurcations. The exact form of bifurcation assumed by the system depends on higher-order derivatives of the quadratic eigenvalue
form with respect to the configuration and the activity [Guckenheimer and Holmes,
2013]. Chapter 2 provides an example of a system under algebraic constraints (a
finger in contact) and shows that instability occurs in the form of static buckling.
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5.3.2

Case 2: Non-holonomic constraint

A non-integrable non-holonomic constraint restricts system velocities to a lower dimensional space but does not restrict the configuration. We write

J(q)q̇ = 0 ⇐⇒
6

∂h
q̇ = 0.
∂q

(5.21)

∂h
that defines the same subspace of allowable velocities as J(q),
∂q
the linear velocity non-holonomic constraint is equivalent to a holonomic algebraic
When there exists

constraint. No symmetry exists in the constraint term as compared to the holonomic
case. Therefore, the system could either show static buckling or undergo flutter
depending on the real or complex nature of the ansatz for the eigenvector x.

When the ansatz for eigenvector is real
When the ansatz for the eigenvector x is real, then the problem maps to the algebraic
holonomic constraint case presented in section 5.3.1 because of the absence of any
imaginary terms in the quadratic eigenvalue problem (equation (5.12)). As a result,
the system may become unstable as a function of activity ||f 0 || only by static buckling.
When the ansatz for eigenvector is complex
When the ansatz for the eigenvector x is complex, such that imaginary terms exist
(and are not equal to zero) in the equation (5.12), then the system may exhibit
flutter instability. With non-integrable constraints and a complex eigenvector x, the
eigenvalues of the system are given by

η=

−bs (x) ±

p
(bs (x))2 − 4m(x)(ks (x) + ||f 0 ||(`s (x))) − i4m(x)||f 0 ||(`a (x))
2ms (x)
(5.22)
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We prove the non-hyperbolicity and transversality of the system below.

Non-hyperbolicity. We find the condition for Re(η) = 0. Imposing Re(η) = 0 in
equation (5.22), we obtain the following condition between the critical buckling load
and the system viscoelasticity,
m(x)||f c ||2 `a (x)2 − bs (x)2 ||f c ||`s (x)
ks (x) =
bs (x)2

(5.23)

The eigenvalues at the onset of buckling are
bs (x)
m(x)
||f ||`a (x)
Im(η) = ±i c
bs (x)
Re(η) = 0, −

(5.24)
(5.25)

∂AT f
are real matrices, we know that when x is a right
∂q
eigenvector of the QEP with eigenvalues η, then there exists another eigenvector x̄
Because M, B, K, and

with eigenvalues η̄ [Tisseur and Meerbergen, 2001]. Therefore, we can conclude that
there exists another eigenvalue corresponding to the eigenvector x̄ which has a zero
real part and a finite imaginary part. Thus, there exist a conjugate pair of imaginary
eigenvalues providing the condition of non-hyperbolicity.

Transversality. Next, consider an activity close to the critical activity: ||f 0 || =
(1 + ε)||f c || such that ε → 0. The eigenvalues near the bifurcation point are
θ
θ  bs (x) ||f c || 
θ
θ
||f || 
Re(η) = − √ c `s (x) cos − `a (x) sin , −
+ √
`s (x) cos − `a (x) sin
2
2
m(x)
2
2
R
R
(5.26)
Im(η) = ∓

||f c ||`a (x) ||f c || 
θ
θ
± √
`s (x) sin − `a (x) cos
bs (x)
2
2
R

where R exp iθ = bs (x)2 − 4m(x)(ks (x) + ||f 0 ||`s ) − i4m(||f 0 ||`a (x))
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(5.27)
(5.28)

Again, there exists x̄ with complex conjugate pair of eigenvalues [Tisseur and Meerbergen, 2001]. Thus, the eigenvalues cross the imaginary axis with non-zero velocity
providing the condition for transversality.
Although we have shown non-hyperbolicity and transversality of the system, we
have not shown genericity for the system. Therefore, the proof for the existence of
Poincare-Andronov-Hopf remains incomplete and is left for the future goals.

5.3.3

Energy interpretation and condition of static stability
a
Equilibrium point

Km

Energy

0

Configuration
space

Zero energy manifold

Km

Non-convex constraint
∂AT λ
∂q

c

0

0

b

Convex constraint
∂AT λ
0
∂q

Zero energy
manifold
Saddle constraint

Km = 0
Zero energy manifold

Figure 5.2. Algebraic constraints can be interpreted using a corresponding
potential energy function U = hT f , which can be convex, concave, or saddle shaped.
In this section, we provide an energy interpretation for the minimum condition
required for the stability of the equilibrium configuration of a system subject to
holonomic constraints. For holonomic systems, damping does not affect the onset of
buckling, and only stiffness determines the critical force of buckling. For the stability
of the equilibrium configuration, we consider a system without any viscoelasticity, to
find the minimum condition on stiffness for system stability. The forces due to the
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constraint at the equilibrium posture are normal to the constrained manifold, and are
workless. However, in response to a small deviation in configuration, the resulting
constraint forces have a finite projection on the tangent to the constrained manifold at
the equilibrium posture. Furthermore, this projection is similar to a time-independent
monogenic force if the constraints are holonomic, but will generally be polygenic for
non-holonomic constraints [Lanczos, 1949].

Algebraic constraints give rise to time-independent monogenic forces, which can
be calculated using a single scalar function:

τ = JT f =

∂U
∂hT f
=
∂q
∂q

(5.29)

U is interpreted as the potential energy due to the constraint forces. Thus, the forces
due to the constraint on the projected dynamics are described by a scalar potential.
The constraint force vector contributes a stiffness-like term described by the Hessian
∂ 2 hT (q)f
of the scalar potential in the linearized dynamics and given by
(equation
∂q 2
(5.12)). In the absence of any system stiffness K, the system is stable when the Hessian
due to the constraint term is positive-definite or convex, and unstable otherwise.

For unstable systems with a non-convex Hessian (with negative eigenvalues) associated with the constraint forces, our goal is to at least achieve marginal stability at
the equilibrium configuration using the system stiffness matrix K, which is equivalent
to realizing a zero energy landscape. To stabilize, we use an exact quadratic form,
which is by addition of another scalar potential through the addition of stiffness.
The method to design a stabilizing stiffness amounts to reflecting the energy surface
given by the constraint about the zero-energy plane, rectifying it, and then finding
the quadratic form that envelops the reflected surface. In mathematical terms, the
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lower bound on system’s stiffness necessary for static equilibrium is given by,

Km +

∂ 2 hT (q)f
0
∂q 2

(5.30)

where Km  0.

(5.31)

Such a design ensures static stability of the equilibrium configuration under a constant
actuation τ = τ 0 that maintains constraint forces f = f 0 .

5.4

Numerical experiments

Using numerical simulations, we demonstrate static and flutter instabilities in the
presence of holonomic and non-holonomic constraints, respectively. In the first case,
a three link manipulator is subject to the holonomic constraint of end-point hinge
contacts (figure 5.3a). In the second case, a three link manipulator is hinged at
its base and subject to the non-holonomic constraint of a knife-edge at its end link
(figure 5.3b). In both the cases, the three link systems are modeled with manipulator
properties from Table C.2, Appendix C, Chapter 2 and with the posture prescribed
as q = (30◦ , 30◦ , 10◦ ).

5.4.1

Holonomic constraint

We calculate the minimum stabilizing stiffness required for the stability of the manipulator at 10 N. With this stiffness, we calculate the eigenvalues of the system for
the endpoint forces varying between 9 N and 11 N. The eigenvalues are complex with
a negative real part for forces below 10 N demonstrating a stable system (figure 5.4a,
b). The largest eigenvalue becomes exactly zero at the endpoint force of 10 N and the
system is marginally stable (figure 5.4a, b). With a further increase in endpoint force,
the largest eigenvalues crosses into the right half plane along the real axis (figure 5.4a)
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Figure 5.3. Three link manipulators subject to holonomic and non-holonomic
constraints. a. A three link manipulator subject to a holonomic contact constraint.
b. A three link manipulator subject to a non-holonomic knife edge constraint at the
third link.
and the system is unstable (figure 5.4b).
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Figure 5.4. a. As the fingertip force increases, the complex pair of eigenvalues
move towards the y = 0 line, collide, and move horizontally away from each other.
One of the eigenvalues crosses to the right half plane by traversing the y = 0 line
demonstrating static buckling instability. b. Variation of the real part of the two
system eigenvalues as a function of the endpoint force. c.The equilibrium solutions
for the DIP angle of a three link manipulator subject to the holonomic constraint of
endpoint contact exhibit a transcritical bifurcation where the stable and the
unstable fixed points exchange their stabilities at the critical distal fingertip force of
10 N.
We calculate the equilibrium solutions for the manipulator’s generalized coor115

dinates for the distal endpoint forces varying between 9 N and 11 N. The system is
modeled to have the joint stiffness matrix equal to the minimum stabilizing stiffness required to maintain the distal endpoint forces of 10 N in the posture q = (30◦ , 30◦ , 10◦ ).
The system is modeled to have joint damping of 10−5 N m s at each of the three joints.
The algorithm for finding the equilibrium solutions involves finding the joint torques
(τ 0 ) by prescribing the desired endpoint forces (varying distal force between 9 N and
11 N) and finding the generalized coordinates (q) that satisfy the tip constraint and
using τ 0 and q to calculate the updated endpoint forces. Finally, we use the guesses
for the constraint respecting coordinates and endpoint forces to find the equilibrium
solution for coordinates and endpoint forces by solving five equations that specify
torque equilibrium (3 equations) by prescribing q̇ = 0, q̈ = 0 and the constraint (2
equations) of endpoint hinge contact. We find that the manipulator’s generalized
coordinates exhibit a transcritical bifurcation as a function of the distal endpoint
forces (figure 5.4c) where the stable and the unstable equilibrium solution branches
exchange their stabilities at the critical endpoint force of 10 N.

5.4.2

Non-holonomic constraint

We construct a mathematical model of a planar three-link manipulator subject to a
knife-edge constraint at its endpoint (figure 5.3b). The knife edge is aligned along the
direction of the third link in the manipulator. The constraint of knife-edge disallows
any velocity of the endpoint normal to the knife edge, v e .n = 0, where v e is the
velocity at the endpoint. The constraint force acts along the normal to the knifeedge (fn ) and the endpoint cannot support any forces tangent to the direction of the
knife-edge (ft ).
With the example stiffness and damping in equation 5.32, the critical endpoint
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force along n is fn = 5.13 N.





0.3737 0.4752 0.0457
0.9925 0.4849 0.2884




 , B = 10−6 0.4849 0.9310 0.4784 (5.32)
K = 10−3 
0.4752
0.6091
0.0486








0.0457 0.0486 0.0566
0.2884 0.4784 0.2521
We vary the endpoint force fn from 4 N to 6 N and observe that two eigenvalues (out
of a total of 4 eigenvalues) of the system traverse from the left half plane (LHP) to
the right half plane (RHP) by crossing the imaginary axis with a finite imaginary
part, showing the presence of a flutter instability (figure 5.5a). The two eigenvalues
that cross from the LHP to the RHP as the endpoint force is increased have a zero
real part at the critical fn = 5.13 N (figure 5.5b). Analysis of the dynamics of the
system at fn = 4 N, fn = 5.13 N, and fn = 5.5 N shows stable, marginally stable, and
unstable behavior, respectively, also seen by simulating the change in the generalized
coordinates over time (figure 5.5c).

5.5

Implications

Active systems with internal actuation are ubiquitous in physical and biological systems, and our result has implications for understanding their stability properties.
Examples include animal limbs [Bunderson et al., 2008, Patek et al., 2007a, ValeroCuevas et al., 1998, Venkadesan and Valero-Cuevas, 2008, Westneat, 2004], robotic
manipulators [Hughes et al., 2016, Murray et al., 2017], active polymer networks
[Shen et al., 2013], biopolymer networks such as the cytoskeleton [Brangwynne et al.,
2006, Kikuchi et al., 2009, Sanchez et al., 2012, Wang et al., 2001], smart materials
like coupled actuator-column structures [Fu et al., 2012, Tavakol et al., 2014, Wang,
2002] and active origami structures [Ge et al., 2014]. Internal actuation by muscles,
electric motors, actin and myosin motors, piezoelectric and shape-memory actuators,
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Figure 5.5. a. As a function of endpoint force fn , two out of four eigenvalues of
the system subject to the non-holonomic constraint of knife-edge at its endpoint
cross the left half plane to the right half plane with finite imaginary part. b. The
transition from the left half plane to the right half plane occurs at the critical force
of fn = 5.13 N. At the critical force, the real part of two eigenvalues becomes zero
(blue and red trajectories). c. Simulation of the dynamics of the system show
decaying oscillations at fn = 4 N showing stability and growing oscillations at
fn = 5.5 N showing unstable behavior.
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produce forces for functionally relevant motion, and for applying or sustaining loads.
For example, animal and robotic limbs support body weight while maintaining balance or produce movement [De Groote et al., 2017, Loram et al., 2007, Venkadesan
and Valero-Cuevas, 2009], actuated columns used in aerospace [Hartl and Lagoudas,
2007] and civil engineering [Janke et al., 2005] sustain compressive forces for the stability of mechanisms, carefully implemented elastic instabilities of networks are used
as energy harvesters, switches or actuators [Hu and Burgueño, 2015], and on smaller
scales, cytoskeletal networks sustain tensions and compressions to maintain the structural stability of the cell [Brangwynne et al., 2006]. In general, many of these systems
are modeled as kinematic networks comprised of nearly rigid links with flexible joints
subject to constraints and external loads (Figure 5.1).
Linkage networks with flexible joints undergo the instability of buckling when
subjected to compressive loads [Ge et al., 2014, Kikuchi et al., 2009, Shim et al.,
2012]. Compressive loads could either be due to external forces or could originate
from the interaction between internal actuation and kinematic constraints such as
contacts. Whereas instabilities such as buckling and deformations are functionally
relevant for some applications such as in shape-shifting origami [Hu and Burgueño,
2015], the self-driven systems are required to maintain stable configurations in other
cases such as when limbs maintain balance under constraints and loads [Bunderson
et al., 2008, De Groote et al., 2017, Loram et al., 2007]. Characterizing the instability
in self-driven linkages and devising ways to control it is critical for understanding the
system and for their careful application in biological and physical mechanisms.
The onset of instability is determined by the physical characteristics of the system
and is often a function of the system’s stiffness. For passive systems without internal
actuation, its flexural rigidity sets the critical load beyond which the system fails
by buckling [Plaut, 1991, Timoshenko and Gere, 2009]. In active systems, stiffness
is often programmed to avoid instabilities (see Chapter 2). One simulation study
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finds that if stiff muscles are preferentially activated during standing, then the active
limb maintains passive stability in standing without the need for feedback control
[Bunderson et al., 2008], and experiments support that animal limbs use modulation
of the active muscle stiffness to stabilize standing [De Groote et al., 2017, Loram
et al., 2007]. Similar strategies of using passive flexural stiffness at the joints of
the self-driven robots are used to stabilize their configurations [Dollar and Howe,
2006, Hogan, 1987, Kim et al., 2013, Whitney, 1977]. On smaller scales, microtubule
networks increase their compressive load bearing capacity by mechanical coupling
with the surrounding elastic cytoskeletal network [Brangwynne et al., 2006]. We
show that the critical load for self-driven systems also depends on its stiffness.

5.6

Conclusions and future goals

Our results provide a framework for understanding the origin of different kinds of
instabilities. Adopting our results to large scale systems may be viewed in terms of
finite elements with distributed actuation and designed non-local coupling of stiffness
and damping. Analysis of structural stability of linkages subject to external loads
is common [Carricato et al., 2002, Klimchik et al., 2015, Lobas and Lobas, 2004,
Lobas et al., 2002, Pashkevich et al., 2011]. As a function of compressive loads, the
equilibrium states bifurcate by codimension-1 bifurcations, that is, either pitchfork,
saddle-node, transcritical, or Hopf bifurcations [Guckenheimer and Holmes, 2013].
Indeed, studies find examples of all these bifurcation phenomena for different kinds of
loading conditions. Under conservative loads (for example, dead loads), the instability
of mechanical linkages is described by the normal form of either pitchfork or transcritical bifurcations [Thompson and Hunt, 1973], which are distorted to a saddle-node
in the presence of a small amount of noise [Juel et al., 1997]. Under non-conservative
loads (for example, follower loads), the instability is described by the normal form
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of Andronov-Hopf bifurcation, which corresponds to a dynamic flutter-like instability
[Beck, 1952, Herrmann, 1971, Ziegler, 1953]. Here, we show that active mechanical
linkages with holonomic constraints are exactly equivalent to passive systems with
conservative forces, irrespective of the length scale of the systems.
Future goals include sensitivity of the instabilities to the measurement errors in the
ansatz x, treatment of the massless limit, hysteretic damping, gyroscopic damping,
circulatory stiffness, regulation and circulatory feedback control, magnetohydrodynamics, and Stokes-limit behavior.
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Chapter 6
Size and shape of terrestrial animals

Nothing in biology makes sense except in the
light of evolution.
Theodosius Dobzhansky
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Small land animals tend to have a crouched or sprawled posture, whereas larger
animals are generally more upright. Legged locomotion biomechanics is considered
central to the evolution of such size-dependent body shape in birds and mammals
[Alexander et al., 1979, Alexander, 1985, Alexander et al., 1981, Allen et al., 2013b,
Biewener, 1989b, McMahon, 1973, Usherwood, 2013]. But debates continue about
how body shape affects locomotion [Alexander, 1985, Allen et al., 2013b, Biewener,
1989b, McMahon, 1973, Usherwood, 2013] and how the natural environment affects
locomotion [Dickinson et al., 2000b, Holmes et al., 2006b, Kaspari and Weiser, 1999,
Vanhooydonck and Van Damme, 1999]. These debates have left out a crucial factor
for survival, namely, locomotion stability. In particular, lateral stability when standing or moving is profoundly affected by the frontal aspect ratio of the stance width
to center of mass height [Bauby and Kuo, 2000, Daley, 2018, Dhawale and Venkadesan, 2021, Henry et al., 2001, Holmes et al., 2006b, Kubow and Full, 1999]. The
wider an animal, the more stable it is. But for natural terrain, the further apart
two ground support points are, the higher the variance in height difference [Brown
and Scholz, 1985, Goodchild, 1982, Mandelbrot, 1983, Moore et al., 1991, Power and
Tullis, 1991, Shepard et al., 2001b, With, 1994]. An aspect ratio scaling law emerges
from this competition between lateral stability and terrain unevenness. Here we show
that the scaling law arising from the need for stability on natural terrain correctly
predicts the frontal aspect ratio scaling across 335 terrestrial vertebrates and invertebrates, spanning eight orders of magnitude in mass from 28 mg to 22,000 kg, so
that smaller animals have a wider aspect ratio. Phylogenetic comparative analysis
[Symonds and Blomberg, 2014] reveals that the trend does not simply arise by gradual
changes in traits over time due to phylogenetic relatedness. Thus, we propose that
adaptation to stability demands on natural terrain likely drove the macroevolution of
body aspect ratio across multiple clades of terrestrial animals with diverse body plans,
gait styles, and limb morphologies. Neural limb control and niche-specific morpho-
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logical specializations further modulate the baseline frontal aspect ratio defined by the
frontal profile.
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6.1

Scaling of body shape with size

The body shape of terrestrial legged animals varies systematically with size. Small
animals like insects and shrews have a sprawling posture, whereas larger animals like
goats and elephants are more upright. The scaling of body shape with size has been
well-studied in birds and mammals, where scale-dependent physical factors for bodyweight support and terrestrial legged locomotion are thought to underlie the scaling.
Proposed explanations include managing stresses in body support muscles and tendons [Biewener, 1989b], elastic similarity to maintain consistent elastic deformations
of the leg bones and thorax during weight support [McMahon, 1973], minimizing energy expenditure [Usherwood, 2013], and pelvic adaptations related to the evolution
of flight in birds [Allen et al., 2013b]. But these hypotheses remain vigorously debated [Alexander, 1985, Allen et al., 2013b, Biewener, 1989b, McMahon, 1973], with
unresolved questions on how environmental factors and phylogenetic relatedness play
into the scaling. In particular, terrain unevenness that affects locomotion stability,
and thus survival, has not been previously investigated as an environmental factor
that could influence body shape evolution. Furthermore, available data are mostly
restricted to birds and mammals that share quite similar vertebrate body plans, but
no dataset or analysis captures the scaling across a wide variety of terrestrial animals
that includes vertebrates as well as invertebrates.

6.2

Lateral locomotion stability relies on stance
width

Two aspects of stability are required for terrestrial legged locomotion. Frontal-plane
lateral stability so that the animal does not fall sideways [Donelan et al., 2004, Hak
et al., 2012, Hof et al., 2010], and sagittal-plane dynamic gait stability [Daley et al.,
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2006, Dhawale et al., 2019, Holmes et al., 2006b]. Active neural control is used for
both, but lateral stability has a simple relationship to body shape. The wider an
animal’s base of support, the greater its passive resistance to tipping over sideways.
Thus, the frontal aspect ratio of the base of support to center of mass height defines a
lateral stability margin. The frontal aspect ratio depends on both passive and neural
components. A standing animal adopts a typical posture that defines a baseline
passive aspect ratio. This is further modulated by neural control of limb positioning,
but it incurs added metabolic energy costs [Beloozerova et al., 2003, Dhawale and
Venkadesan, 2021, Donelan et al., 2004, Druelle et al., 2019, Hak et al., 2012, Hof et al.,
2010, Musienko et al., 2014, Voloshina and Ferris, 2015, Voloshina et al., 2013].Thus,
the frontal body shape of a standing animal defines a baseline aspect ratio and lateral
stability margin.

6.3

Stability hypothesis

Uneven terrain has consequences for locomotion posture in lizards [Druelle et al.,
2019], humans [Dhawale et al., 2019], birds [Daley et al., 2006], and arthropods [Kaspari and Weiser, 1999, With, 1994]. The unevenness of natural terrain, the context in
which evolutionary selection operates, is a ubiquitous source of tilting perturbations
and has consequences for the lateral stability of the animal. So environmental factors such as terrain unevenness that broadly influence locomotion stability may have
influenced the body shape of the animal.
We hypothesize that the frontal shape of the terrestrial animals has evolved to
passively maintain marginal lateral stability against the height perturbations of the
natural terrain. It is well established that the unevenness of natural terrain is sizedependent, such that the variance of the vertical height difference between two points
on the ground depends on the horizontal distance between them according to empir126

ically estimated power laws [Goodchild, 1982, Mandelbrot, 1983, Molz et al., 1997,
Moore et al., 1991, Shepherd et al., 2011, With, 1994]. Under the stability hypothesis, for a given height difference between the body of support locations, the aspect
ratio of the critical animal is given by a simple geometrical relationship that equates
critical tipping with the tilt induced by the terrain. The governing physical factor,
terrain height perturbations, are stochastic, and therefore, the prediction of scaling
of aspect ratio with mass is also stochastic under the stability hypothesis. Thus, the
natural aspect ratio of the animals keeps them stable on the rough terrain but not
overly so, and further active modulation of stance width about the natural stance
helps deal with the varying terrain height perturbations. In other words, the posture is partly morphologically determined and further actively controlled around the
baseline natural posture.

6.3.1

Aims of the study

1. Measure the scaling of aspect ratio with body size. Common observation suggests
that the body shape scaling applies more generally across invertebrates and
other vertebrates besides birds and mammals. However, no systematic analysis
has captured the trend in the scaling of frontal body shape with animal size
across terrestrial animals comprising both invertebrates and vertebrates. In this
study, one of the aims is to record the scaling of aspect ratio with the size of
terrestrial animals.

2. Develop a mechanistic understanding of the observed scaling. The second aim of
this study is to test the stability hypothesis by translating natural terrain geomorphology into a probabilistic aspect ratio scaling law with mass as a measure
for animal size and compare with measurements from legged terrestrial animals
measured in the first aim.
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Figure 6.1. Model of the animal and the terrain. a. Small animals sprawl with an
aspect ratio greater than 1, and larger animals are upright with an aspect ratio less
than 1. b. Animals of different shapes and sizes tread the uneven surface of the
earth that is modeled as a fractional Brownian process with fractional Gaussian
increments. c. To maintain marginal lateral stability on the surface of the terrain,
the tilt due to the terrain unevenness must match the critical tilt beyond which an
animal would fall, which is determined by its aspect ratio.

Roadmap. The rest of the chapter is organized as follows. We begin by deriving
the mathematical formulation of the scaling law under the stability hypothesis in
section 6.4. We present the governing equations, undertake a stochastic treatment
wherein we derive the probability densities associated with the aspect ratio and mass
of the animal, followed by a deterministic scaling law to understand the scales in the
problem. Because the animals are phylogenetically related, we present an analysis
of whether ancestral relationships can provide a basis for the observed scaling of
aspect ratio with mass in section 6.5. After that, we calculate the upper bound on
the scaling proposed by the muscle stress considerations as proposed by [Biewener,
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1989a] in section 6.6. We end by discussing the specialized ecological adaptations
(section 6.6.1), and the various sources of variability (section 6.6.2).

6.4

Mathematical treatment of the stability hypothesis

The objective of the mathematical modeling is to test the stability hypothesis that
passive lateral stability on earth’s uneven terrain underlies the scaling of the aspect
ratio of the frontal profile with animal size. We model the frontal profile of the animal
as a two-dimensional object by specifying the lateral width of the base, that is, the
distance between the lateral extremities or body support locations, and the height of
the center of mass (figure 6.1). The statistics of earth’s uneven terrain are modeled as
a one-dimensional fractional Brownian process, with antecedents in experimental and
mathematical studies [Goodchild, 1982, Mandelbrot, 1983, Molz et al., 1997, Moore
et al., 1991, Shepherd et al., 2011, With, 1994]. We derive the conditions for the
critical lateral stability when the animal samples the fractional terrain of the earth.
Undertaking a three-pronged approach to understand the scaling between the
aspect ratio and the mass of the animal, we (i) derive the probability density functions
of the aspect ratio and mass in the log-space, (ii) sample the terrain using Monte Carlo
simulations and propagate the distribution through the governing equations to find
the distributions of aspect ratio and mass, and (iii) analyze the change in aspect ratio
with mass using scaling arguments.

Notation. F• (•) denotes the cumulative density function. f• (•) denotes the probability density function. E[•] denotes the expected value. The symbol log represents
the natural logarithm. When plotting the results, we convert the variables to logspace with base-10 because the magnitude of variables can be directly interpreted
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from their log10 values.

6.4.1

Governing equations

The governing equations relate the terrain unevenness to the frontal shape of the
animal under the stability hypothesis. We present the governing equations for the
model of the animal and the model of the terrain below and combine them to derive
the condition for critical lateral stability of the animal on the terrain.

Model of the animal. The animal is modeled with mass m, height of the center
of mass h, width of the base of support w, and depth d. The aspect ratio a is defined
as the ratio of the base of support w to the height of the center of mass h. Because
our hypothesis examines the frontal aspect ratio, we eliminate the third dimension by
using empirically obtained relationship between the depth d and animal mass Niklas
[1994a].

Definition of aspect ratio: a =

w
,
h

Mass of the animal: m = ρdhw,
 1/β
m
where d =
m0

(6.1a)
(6.1b)
(6.1c)

Here, ρ is the density of the animal, β is an empirically derived scaling exponent Niklas [1994a], and m0 is empirically derived intercept Niklas [1994a]. See
table 6.1 for the values of these parameters, and figure 6.14 for a sensitivity analysis of the resulting scaling to these parameters.

Model of the terrain. Natural terrain are well-approximated by a fractional Brownian process, namely a random process with fractional Gaussian increments Good130

child [1982], Mandelbrot [1983], Molz et al. [1997], Moore et al. [1991], Shepherd et al.
[2011], With [1994].

The terrain is modeled as a one-dimensional fractional Brownian process b(x)
where x is the horizontal coordinate. The increments, defined as the difference in the
fBm process b(x) between two points horizontally spaced by distance `, are modeled as
fractional Gaussian noise y(x, `) (figure 6.1b, details in section I). Animal stance relies
on the increments and not on the terrain process itself. The distribution of increments
is modeled as a Gaussian process with mean zero and variance that depends on
the horizontal distance `. The symmetry of the frontal shape of the animal poses
symmetry in the frontal tilt due to the terrain, such that the height difference −y
and y pose the same risk of falling. Therefore, we consider the absolute value of
the height increments, z = |y|. By transforming the Gaussian random variable with
mean zero and variance σz2 , and using the σz parametrization, we obtain a half-normal
distribution for the distribution of the absolute value of increments, z (equation 6.2a).
When an animal stands on uneven terrain, the horizontal distance ` is simply the
projected base-width of the animal. Therefore, the absolute increment or the height
difference z, and the base width w, and the distance ` are related by equation 6.2d.
s



2
z2
exp − 2 , z > 0
pdf of height increments: fZ (z) =
πσz2
2σz


z
,z > 0
cdf of height increments: FZ (z) = erf √
2σz
√
where σz = D`H
Definition of standing: w2 = z 2 + `2

(6.2a)
(6.2b)
(6.2c)
(6.2d)

The prefactor D is a constant equal to the standard deviation of z for a unit increment, and 0 < H < 1 is the fractional exponent that describes the roughness of the
terrain. See table 6.1 and section I for more details on parameter values and terrain
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modeling, respectively.
Hypothesis of the critical animal. The aspect ratio of the frontal shape of the
animal has consequences for passive lateral stability (figure 6.1b). Our hypothesis of
the critical animal posits that to achieve marginal stability, the critical tilt defined
by the aspect ratio of the animal θcr matches the tilt posed by the terrain φ given by,

tan θcr = tan φ =⇒

6.4.2

a
z
= .
2
`

(6.3)

Analysis using probability densities

Because the terrain is stochastic, we undertake a statistical approach to derive the
probability density functions of the aspect ratio and the mass of the critical animal
based on the probability distribution of the terrain unevenness. The underlying idea is
that the terrain unevenness is modeled as a distribution, and consequently, the aspect
ratio and mass characteristics of the critical animal that remains marginally stable on
the terrain are also associated with probability densities rather than a deterministic
scaling. Because we visualize the scaling of aspect ratio and mass of the animals in
the log-space, it is necessary to derive the probability densities of the log-transformed
variables a and m. A detailed rationale with examples for using the log-transform is
presented below.
Rationale for log transform. The functional form of a distribution changes depending on the space in which it is visualized. For example, when a uniform distribution in linear space is visualized in log-space, it transforms, and the resultant
distribution is given by the log-transform of the uniform distribution (figure 6.2a).
The core idea is that the probability in the differential length remains conserved after
any transformation. Defining the differential length in a given space is equivalent to
equalizing the bin size. Thus, changing the visualization from linear to log space has a
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consequence for probability distributions. To analyze the relationship of aspect ratio
and mass over multiple decades, we visualize the scaling in log-space. Therefore, we
derive the probability density functions corresponding to the (log a, log m) space.

Figure 6.2. The log-transformation of the (a) uniform distribution and (b)
half-normal distribution is equivalent to converting the x-axis to log-scale followed
by equalizing the bin-widths in the log-space.

Probability densities in (al , ml ) space. We define log-transformed variables as

al = log a

(6.4a)

ml = log m

(6.4b)
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The absolute terrain height difference impacts stability, which is modeled as a
half-normal distribution with density function pZ (z; `) that parametrically depends
on the horizontal distance ` (equation 6.2). Under the critical animal hypothesis, the
one-parameter family of density functions pZ (z; `) maps to a one-parameter family
of density functions in the (log a, log m) space (equation 6.3). Thus, by varying `,
we produce a 2-D plot in the (log a, log m) space that describes the probability of a
critically stable animal for terrain with empirically measured size-dependent random
unevenness. We describe the detailed derivation below.
We denote a constant ` curve in the (al , ml ) space by γ(t) where t is the parameter
of the curve. Family of pZ (z; `) univariate distributions for varying ` values gives rise
to the family of pT (t; `) distributions. We define the parameter as t = αal , such that
the differential length is defined in the al space, which allows meaningful comparison
of the probability densities across the constant ` curves. Without loss of generality, we
assume α = 1, leading to equivalence up to linear scalings. In terms of the parameter
t, we have the following definitions for the constant ` curve in the (al , ml ) space:

al = t
ml =

ρ`2 ((exp t)2 + 4)
β
log
1/β
β−1
4m0 exp t

(6.5a)
(6.5b)

Next, we find the probability density function of the parameter t that defines
the constant ` curves to find the densities in the (al , ml ) space. The functional
relationship between z and t is t = g(z) = log 2z` (from equation 6.3 and 6.5). As a
result, g −1 (t) =

`
2

exp t. Since probability in differential lengths remains conserved,

we obtain the following relationship between probability density functions for z and
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the parameter t by using the change of variables technique,

fZ (z)dz = fT (t)dt
dg −1 (t)
=⇒ fT (t) = fZ (z = g (t))
dt
s


2
2
t
=⇒ fT (t) =
exp − 2 exp t
2
πσt
2σt
√
where σt = 2 D`H−1
−1

(6.6a)
(6.6b)
(6.6c)
(6.6d)

Using the densities obtained for parameter t, we find the densities of (al , ml )
pairs along a constant ` curve. Figure 6.3 shows the mapping of pZ (z; `) univariate
distributions for three values of ` to the corresponding constant ` curves in the (al , ml )
space. We note that a constant ` curve is monotonically increasing in al but is related
quadratically to ml . This is because mass is proportional to the product of the frontal
plane dimensions, whereas aspect ratio is the ratio of base-width to height. Therefore,
interchanging the width and height dimensions has consequences for the aspect ratio
but not for the mass. By varying `, we find the family of univariate probability
densities to populate the (al , ml ) space (figure 6.4). Thus, the (al , ml ) space predicts
a distribution of animals that would be found if natural selection of frontal aspect
ratio was influenced by lateral stability.

Mode of the distribution

Under the stability hypothesis, the locus of the modes of the univariate distributions
provides the scaling between aspect ratio and size. The mode of each univariate
distribution for constant ` curve in the (al , ml ) space in terms of the parameter t is
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Figure 6.3. Mapping of pZ (z; `) univariate distributions for three values of ` to the
corresponding constant ` curves in the (al , ml ) space. Varying ` gives rise to the
probability density landscape between aspect ratio and mass.
derived as
dpT (t)
=0
dt

(6.7a)

=⇒ t = log σt

(6.7b)

Using (6.7) to eliminate t and ` in equations (6.5), we derive the locus of the
modes of the distributions along constant ` curves in the implicit form in terms of
original variables a and m as
β
 β−1


m=

ρ
2H


1


1

a

3−H
H−1

2

(a + 4)

β
 β−1

(6.8)

2 H−1 D H−1 m0β

Thus, the locus of the modes of the univariate distributions in the (al , ml ) space recovers the deterministic scaling between aspect ratio and size as obtained later in
section 6.4.4 (figure 6.4). The asymptotes carry over from the deterministic relationship preserving the scaling. The critical animal under the stability hypothesis
is defined as the (log a, log m) pair where the probability density is the highest, and
therefore, by the locus of the modes of the probability densities in the (log a, log m)
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Figure 6.4. Probability densities of aspect ratio and mass (heatmap) overlaid with
data (red circles). The locus of modes of the probability densities overlays with the
deterministic scaling law (black curve).

Parameter values
The parameter values and their sources are in table 6.1. There is one fitting parameter
D that corresponds to the horizontal shift of the map. We minimize the sum of
residuals between the data points and the deterministic scaling law to find the value
of parameter D. The residuals are defined as the sum of the squared distance of
the data points from the mode of the distribution along the constant ` curves. Each
(ai , mi ) data pair where i ∈ 1, 2, · · · , 335 for 335 animals defines constant values of `i
for each data point pair according to
s
`i =

1/β

1−1/β

4m0 ai mi
ρ(a2i + 4)
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(6.9)

Along the `i curve, we measure the distance of the data point from the mode of the
distribution. The distance si between two points (the mode is given by tmode (`i ) and
the data value ti ) along the constant `i curve is given by
Zti

s

dal
dt

si =

2


+

2

dml
dt

dt

(6.10a)

tmode (`i )

dal
= 1,
dt
dml
β (exp t)2 − 4
=
,
dt
β − 1 (exp t)2 + 4
√
tmode (`i ) = log 2 D`i H−1

(6.10d)

and ti = log ai

(6.10e)

(6.10b)

where

(6.10c)

Because the residuals are defined as the square of the distance between the mode
P
and the data point, we have ri = s2i . We find the value of D for which R = 335
i=1 ri
is minimized. The value obtained for D = 0.0017 from minimization at H = 0.3
is similar to that obtained by published studies that measure terrain statistics (see
attached data table on terrain unevenness).
Table 6.1. Parameter values.
Parameter

Magnitude

Units

Reference

β

≈3

–

Niklas [1994a]

m0

0.77

kg m−β

Niklas [1994a]

ρ

1250

kg m−3

-

H

(0,1)

–

see attached table

D

0.0017

m2(1−H)

fit

Probability of not falling on the terrain. In this section, we calculate the
probability of not falling of an animal of a given aspect ratio and mass on the earth’s
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terrain. For not falling on the terrain, the tilt induced by the terrain tan φ must
be smaller than or equal to the critical angle of falling tan θcr defined by the aspect
ratio of the animal. Therefore, we derive a relationship between the constant ` curve
parameter t and the terrain perturbations z, which is a random variable, as follows,

tan φ < tan θcr =⇒

z
a
z
exp t
<
=⇒
<
`
2
`
2

(6.11)

Figure 6.5. Probability of not falling on the earth’s terrain.
We want to find the probability of the inequality provided in equation (6.11),
which is the probability of not falling on the terrain. We have,

P

exp t
z
<
`
2









` exp t
` exp t
` exp t
√
=P z<
= FZ
= erf
2
2
2 2σz

(6.12)

Thus, the cumulative density function provides the probability of not falling of the
animal on the terrain. We plot the cumulative density function along constant `
curves and vary ` to populate the (al , ml ) space (figure 6.5). A few animals with low
probability density have high cumulative density, associated with a low probability
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of falling on the terrain. Other ecological, environmental, developmental, and genetic
factors may play a role in determining their aspect ratio. Understanding these other
factors will provide insights, but is not the aim of the current study and is left for
future goals.
We note the complete absence of animals in the bottom left of the (al , ml ) space
(figure 6.5), consistent with the small values of cumulative density (/ 0.2) in that region. Cumulative density is the probability of being passively stable with that (al , ml )
morphology and treats stability as a one-sided constraint. The probability density
plot (figure 6.4) also shows the absence of animals in the upper right region. The
absence of animals in the upper left region may be to minimize muscle stresses (see
section 6.6) and to improve maneuverability. Together, the cumulative density (figure 6.5) and the probability density (figure 6.4) plots suggest that marginal stability
is a desirable trait due to the trade-off between stability and maneuverability.

6.4.3

Analysis using Monte Carlo simulations

We propagate the distribution of the terrain height increments through the governing
equations to find the distribution of aspect ratio and mass in the log-space (figure 6.6)
for a sanity-check of our derivations. The terrain height perturbations z are random
variables picked from a half-normal distribution with parameter σz which depends on
the value of `. For each `, the random variables contribute to a random variable pair
(a, m). The dependence of aspect ratio and mass on the random variable z under the
stability hypothesis is provided by the following equations derived using equations
(6.1) and (6.2),

a=
m=

2z
`

ρ`(z 2 + `2 )
1/β

2m0 z
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(6.13a)
!β/(β−1)
(6.13b)

Figure 6.6. Probability densities of aspect ratio and mass in the log-space
computed by propagating the distribution of the terrain height increments through
the governing equations.
We perform Monte Carlo simulations using a 100, 000 realizations of the random
variable z for each ` and varying ` over 1000 values. We plot the (a, m) pairs obtained
from propagating z in the log-space. We again note that visualization in log-space is
associated with log-transformed variables. For a constant ` curve, we code the pairs
based on the density of points in the bin defined along the a-axis to ensures that the
results from the Monte Carlo simulations reflect the probability density calculation
performed in section 6.4.2. The result from the probability density functions agrees
with the Monte Carlo simulations.

6.4.4

Scaling analysis using the deterministic treatment

In this section, we derive a deterministic scaling law to calculate the relevant scales
associated with the scaling. We applied the scaling arguments to analyze the scaling
of aspect ratio with the animal’s size to obtain a deterministic relationship.
According to the fractal description of the terrain, we consider that the absolute
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√
height difference z due to the terrain scales as its variance σz . Thus, z = D`H .
√
The tilt imposed by the terrain is given by tan φ = z/` = D`H−1 . The definition of
standing on the terrain implies that ` is simply the projection of the base of support
√
of the animal, ` = w cos φ. Thus, we have tan φ = D(w cos φ)H−1 . However, from
equation 6.1, the mass, the aspect ratio, and the width of the base of support are
1/β

related by m1−1/β = ρw2 /(am0 ). Substituting m and a for w, and finally, imposing the condition of marginal stability from the stability hypothesis (equation 6.3):
tan θcr = a/2 = tan φ, we find the following deterministic relationship between the
aspect ratio and mass of the animal,
β
 β−1


ρ

m=
2

2H
H−1

D

1
H−1



1

3−H

a H−1 (a2 + 4)

β
 β−1

(6.14)

β

m0

Asymptotes. We find the asymptotes of the predicted scaling when a  1, that is
a highly portrait profile, and for a  1, that is a highly landscape profile.
a  1 =⇒ a ∝ m
a  1 =⇒ a ∝ m

(H−1)(β−1)
β(H+1)
(H−1)(β−1)
β(3−H)

(6.15a)
(6.15b)

Thus, we obtain a scaling law, which we visualize in the log-space (base-10). We
also collected data on 335 animals using live specimens, museum specimens, private
collections, published studies, photographs, and handbooks. Photographs of the front
profiles (Appendix J) were analyzed to calculate the aspect ratio using Fiji (Version
1.0), and we either measured or used published values of animal masses (Appendix K).
See section 6.7 for details on data collection. The parameter values are provided in
table 6.1. For details on how the value of D is calculated, see section 6.4.2.
A change in exponent H captures the variability in the terrains of different roughness and over varying length scales and captures the partial spread in the data (fig142
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Figure 6.7. Predicted allometry for varying values of the Hurst exponent H follow
the trend the data suggesting the the scaling of aspect ratio with mass depends on
the fractional Brownian process.
ure 6.7). We minimize the residuals between the data points and the deterministic
scaling law for various values of the Hurst exponent to obtain the best fitting values
of D (table 6.2). Although the exact function form changes, the trend is preserved. A
surface with Hurst exponent H approaching 1 approaches the topological dimension
D of 2 (D = 3 − H). This surface has a high correlation between nearby points
and approaches being flat and differentiable. For instance, Mt. Everest has H approaching one [Clarke and Schweizer, 1991]. As H approaches 1, if stability were the
only criteria, the base of support approaches becoming independent of the mass of
the animal as evident by a shallow slope between aspect ratio and mass for H = 0.9
(figure 6.7).
Table 6.2. Optimal values of D for varying values of H.
H

0.2

D (m2(1−H) )

0.0008

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.0017

0.0035

0.0072

0.0145

0.0293

0.0612

0.1345

When H approaches 0, the topological dimension approaches 3, and nearby points
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become more independent in their height. The rate of change in variance at shorter
distances increases compared to that at longer distances. An example is a golf ground
where smaller scales are rougher due to grass compared to larger scales that appear
smooth (figure I.1). The scaling of roughness necessitates that small animals assume
a sprawling posture.

6.5

Comparative analysis with and without controlling for phylogeny

The correlation between aspect ratio and animal size could simply arise due to phylogenetic relatedness between the species, and may not represent an evolutionary
correlation. Because the animals are phylogenetically related, the aspect ratio and
mass of the species are not independent statistical measures. Therefore, an analysis
of this relationship is necessary to understand the evolutionary basis for the observed
scaling of aspect ratio with mass. If phylogenetic relatedness does not underlie the
observed scaling, then evolutionary processes such as mutation, genetic drift, natural selection or other evolutionary processes may be responsible for the correlation
between the two traits. In this section, we test whether a model of trait evolution
based on Brownian motion on the phylogenetic tree relating the different species can
generate the observed correlation between the aspect ratio and mass. For a discussion
on the limitations of Brownian motion model of character evolution, see [Felsenstein,
1985].
We performed conventional regression as well as phylogenetic generalized least
squares (PGLS) analysis that factors in the influence of ancestral relationships between the species being studied [Symonds and Blomberg, 2014]. We construct a
phylogenetic tree with branch lengths estimated from the published literature for 212
species (out of 335 species) using Timetree [Kumar et al., 2017] (figure 6.8). We only
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consider extant and unique species and remove the unknown species to generate an
ultrametric tree.

Figure 6.8. Phylogeny and data on log10 a and log10 m for 212 species out of 335
species for whom data was collected.

6.5.1

Conventional regression

Conventional linear regression indicates significant effects of log10 m on log10 a. The
linear regression slope between log10 a and log10 m is −0.12, which indicates that
aspect ratio decreases with an increase in animal mass (table 6.3). ANOVA on the
linear regression model finds a significant effect effect of log10 m on the response
variable log10 a (table 6.4).

6.5.2

Phylogenetic Generalized Least-Squares (PGLS) Regression

Linear regression assumes that the data points are independent; however, the species
considered are phylogenetically related. Therefore, we performed the Phylogenetic
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Table 6.3. Results from linear regression between log10 a and log10 m without
controlling for phylogeny for the 212 species considered in the phylogenetic analysis.
Estimate

Standard Error

t-value

p-value

Intercept

-0.012

0.016

-0.783

0.434

log10 m

-0.123

0.011

-10.951

2e-16

R2 = 0.36
Table 6.4. ANOVA on Linear Regression Model to find the effect of log10 m on the
response variable log10 a.

log10 m

Df

Sum of Sq

Mean Sq

f-value

p-value

1

6.467

6.467

119.93

2e-16

Least Squares Regression analysis. The PGLS analysis confirmed the results of conventional linear regression. Even after controlling for ancestry and phylogeny for
associations between log10 a and log10 m, we find a significant slope of −0.08 between
log10 a and log10 m, indicating the aspect ratio decreases with animal mass (table 6.5).
ANOVA on the PGLS analysis finds a significant effect of animal mass on the aspect
ratio (table 6.6).
Table 6.5. PGLS Analysis with Maximum Likelihood estimate of λ.
MLE of λ = 0.902
95% CI: (0.795, 0.957)
Estimate

Standard Error

t-value

p-value

Intercept

0.338

0.203

1.665

0.097

log10 m

-0.070

0.0133

-5.248

3e-7

R2 = 0.116

146

Table 6.6. Results from ANOVA on PGLS Analysis with Maximum Likelihood
estimate of λ to find the effect of log10 m on the response variable log10 a.
Mean Sq

f-value

p-value

1

0.005

0.005

27.544

3e-07
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Figure 6.9. a. A density plot of the phylogenetic residuals from the model and
their fit to the normal distribution. b. A normal Q-Q plot of the phylogenetic
residuals. c. Scatterplots to show pattern in the distribution of the fitted values
against the residual values. d. Scatterplot to show pattern in the distribution of the
fitted values against the observed values.

6.5.3

Generation of Null hypothesis

We generate a null hypothesis using 100,000 Monte Carlo simulations by evolving two
uncorrelated traits log a and log m on the phylogenetic tree and checking their correlations (figure 6.10). The tree is rescaled by Pagel’s λ transformation estimated
using maximum likelihood (table 6.5) to incorporate the variance-covariance matrix obtained from the PGLS analysis on the tree. The initial (ancestral state) at
the root is assumed to be log a = 0 and log m = 0. We estimate the evolutionary
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variance-covariance matrix using ‘ratematrix’ Caetano and Harmon [2017] which uses
a Bayesian Markov chain Monte Carlo approach to estimate the evolutionary correlation among traits. The variance of each trait is taken from the result of applying
ratematrix on the data: σ 2 (log10 a) = 0.0002 and σ 2 (log10 m) = 0.005. We ignore the
covariances under the null hypothesis that the traits are not correlated. According
to this Monte Carlo simulation, the probability of obtaining the slope measured from

0

200

Frequency
400 600

800

linear regression without controlling for phylogeny is less than 0.05.

−0.4

−0.2

0.0
Estimated slope

0.2

0.4

Figure 6.10. Histogram of slopes for uncorrelated traits. Result from
100,000 Monte Carlo simulations of evolving uncorrelated traits on the phylogenetic
tree for the subset of species considered in our data. The value of λ obtained from
the ML estimate of the PGLS analysis is applied to the tree before running the MC
simulations.

6.6

Scaling law based on muscle stress considerations

Empirical observation shows that peak skeletal stresses remain uniform in mammals
despite the decreased scaling of muscle cross-sectional area with bodyweight [Biewener,
1989b]. Biewener [Biewener, 1989b] argues that similar peak bone and muscle stresses
are achieved by a change in locomotor limb posture from crouched to upright with
an increase in size. In the lateral view, with an upright posture, animal limbs are
more closely aligned with the ground reaction forces than a crouched posture, thus
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Figure 6.11. Calculating the upper bound scaling between aspect ratio and mass.
a. The frontal profile of an animal where the limbs are supported by muscles. As
the width of the base increases, the moment arm of the ground reaction force about
the center of mass increases and needs to be countered by muscle tension. b. The
upper bound scaling obtained from the arguments based on peak skeletal and
muscle stress considerations Biewener [1989b].

reducing the muscle stresses. Here, we use Biewener’s [Biewener, 1989b] arguments
to find an upper bound on the aspect ratio of the animal by extending the reasoning
to the frontal body plan (figure 6.11). We argue that to maintain similar peak muscle
and bone stresses, the frontal aspect ratio of the animal must decrease with size such
that small animals can sprawl and crouch, but larger animals need to be upright.
Muscles support the bodyweight of the animal. Therefore, from figure 6.11, we
have Fm .r = Fg . w2 where r is the moment arm of the muscle about the limb joint, w/2
is the moment arm of the ground reaction force about the joints, Fm is muscle tension,
and Fg is the force due to gravity. The moment arm of the muscle scales as the radius
(or diameter) of the bone, and from elastic buckling considerations [McMahon, 1973],
bone diameter d and bone length l are related by l ∼ d2/3 . We assume that the length
of the bone scales as the height h of the animal, which scales as h ∝ m1/3 [Niklas,
1994a, Pontzer, 2007]. Muscle tensions scale as the cross-sectional area Am of the
muscle that is related to body weight as Am ∝ m0.8 [Alexander et al., 1981]. Using
these relationships, the upper bound between the aspect ratio a = w/h and animal
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mass m is

a ∝ m−1/30

(6.16)

We plot this scaling in figure 6.11 and find a much shallower slope as compared to
the data. The intercept is the fitting parameter, and we choose it so that all the data
points are either lie on or below the scaling.

6.6.1

Specialized ecological adaptations

We discuss specialized ecological adaptations and the applicability and limitations of
our results.

Semi-aquatic species. For movement in the water, one of the adaptations that
aquatic and semi-aquatic animals adopt is a streamlined body. This is because a
streamlined body presents a slender cross-section and aids in navigating the aquatic
environment. Semi-aquatic animals also tread on land and must maintain lateral
stability during locomotion. To achieve both these requirements and symmetry in leg
lengths, the animals can either be portrait-shaped like penguins or landscape-shaped
like turtles. Although impervious to aquatic and aerial environments, our analysis on
lateral stability applies to semi-aquatic and semi-aerial species that partially tread
the uneven terrain of the earth.

Arboreal species. Branch and leaf surfaces are also approximated as fractals [Morse
et al., 1985]. However, the orientation of branches and leaves is generally not orthogonal to gravity. In such a case, the animal’s orientation to gravity cannot be estimated
by the fractal nature of the foliage. Specialized adaptations such as adhesive pads in
insects, claws in reptiles, and long limbs and tails in mammals may allow them to
navigate arboreal environments stably. Thus, exclusively arboreal species are under
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different selection pressures, and our analysis does not apply to such animals.
Fossorial or subterranean species. Fossorial species have adopted short limbs
and muscles that insert distant from the articulations [Elissamburu and De Santis,
2011]. Such specialized musculoskeletal characteristics will impact the limb morphology and, thereby, the aspect ratio of the animals. Furthermore, it is unclear whether
the surface characteristics of the burrows are well estimated by the fractional Brownian process. Therefore, our analysis does not apply to species that exclusively inhabit
subterranean regions.

Figure 6.12. Animals sorted on the basis of adhesive pads in their limbs.

Animals with adhesive pads. Adhesive forces are substrate-specific. Van der
Waals forces act when animals tread leaves and tree barks, and acid-base interactions
based adhesion must work on rock surfaces [Singla et al., 2021]. Our analysis will not
apply to animals that use adhesion and are limited to rocky and arboreal habitats
where adhesive forces are always present [Beutel and Gorb, 2001]. However, adhesion
will likely not work on loose soil and sandy substrates, and our analysis apply to
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animals with adhesive pads that locomote on the loose soil, even if intermittently.
We present data sorted by animals based on the presence or absence of adhesive
limb pads (figure 6.12). However, we are unable to remark on further details on
which animals are limited to habitats where adhesion always works in the absence of
detailed habitat data of insects and reptiles with adhesive pads. Such a classification
is a large undertaking that is reserved for a future study.

6.6.2

Sources of variability

The sources of variability are either due to measurement errors, partial data, or
imprecise values of parameters used in our analysis to predict the scaling law and the
probability distributions. We elaborate on these sources of variability below:
1. Measurement errors: There are two sources of measurement errors. Although
every attempt was made to select frontal profile photographs, the animal photographs used for measurement may not be perfectly head-on, leading to slight
errors in the measured aspect ratio. Secondly, animal mass and aspect ratio
are not constants but have a range for a given species. However, we use one
measurement for aspect ratio from the photograph and either measure or use
published values of mass from the literature. We did not attempt to collect descriptive statistics associated with animal mass and aspect ratios for individual
species. Higher precision in the values of these variables would have erroneously
suggested a greater precision and accuracy of comparison with the prediction
of the stability hypothesis than required for the interspecific comparison over
eight orders of magnitude. In other words, we expect the variation in aspect
ratio and mass of a species to be considerably smaller than the relevant scales
in the problem.
2. Partial data: Our data are limited by the available resources in museums, pri152

vate collections, available photographs, and local animal species. As a result, the
collected data is not comprehensive. Despite this limitation, with 335 species,
we capture the scaling in aspect ratio with animal size over eight orders of magnitude and relate it to the terrain unevenness under the stability hypothesis.
3. Errors associated with the parameter values:
(a) The analysis of Niklas (1994) [Niklas, 1994a] relies on modeling animals
(n=67) as cylinders, and he measured the scaling of mass with the longitudinal dimension of the cylinder. For arthropods and quadrupedal vertebrates, the longitudinal dimension is equal to the depth (the third dimension) considered in our model but not for bipedal vertebrates, where fully
extended head height is the longitudinal dimension. Thus, the value of
the parameters m0 and β obtained from [Niklas, 1994a] are valid only for
invertebrates and quadrupedal vertebrates but not for bipeds. In our analysis, we use the same value for m0 for bipedal vertebrates. It is likely that
a different value of m0 is obtained when considering the scaling of mass
with the depth d of the animal. However, because of the comparatively
smaller number of bipedal animals in comparison with quadrupeds, we do
not expect to observe significant deviation from the measures calculated
by Niklas. Furthermore, a sensitivity analysis of our scaling to β and m0
shows that the trend is preserved (figure 6.14). We present the data sorted
by the animals for whom the parameter values m0 and β are valid based
on the methods followed by [Niklas, 1994a] (figure 6.13).
(b) The value of Hurst exponent measured from different terrains and over different increments over the surface of the earth shows that H varies between
0 and 1, as expected from the definition of the fractional Brownian motion. We show that changing the value of H does not impact the predicted
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scaling between aspect ratio and mass such that smaller animals need to
be sprawling and larger animals can be upright to maintain stability on
natural terrains.
(c) The value of constant D found by finding the best fit between the scaling
and the data agrees with the measured values of D on the uneven terrains.
However, the value of D varies over the surface of the earth [Butler et al.,
2001, Gallant et al., 1994] and will introduce some variability in the scaling
prediction.

Figure 6.13. Animals sorted on the basis of applicability of parameters m0 and β
calculated by Niklas, 1994 [Niklas, 1994a].

6.7

Methods of data collection

See Appendices J and K for data and details on the references for photograph and
masses, respectively. We present the methods of image analysis and mass measurement below.
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Figure 6.14. Sensitivity analysis of the deterministic curve to the parameters β
and m0 shows that the predicted trend is preserved.

6.7.1

Image analysis methods

The data on aspect ratio was collected using published photographs or by taking
frontal profile photographs of museum specimens. Either published photographs were
used, or front profile photographs were collected from the specimens (see Appendix J
for more details). Photographs were either collected using Nikon D810 Digital Camera
with Nikon 52 mm lens (Nikon Corp., Japan) or Samsung Galaxy S9 SM-G960U1 with
12MP OIS camera (Samsung Electronics America). We analyzed the photographs of
the front profile of the animal standing or walking on a surface. For a summary of
image analysis, refer to figure 6.15. We deleted the background and retained only
the animal using Adobe Photoshop (21.0.1 Release, Adobe, San Jose, CA). For the
skeletal specimens, we removed the backgrounds and kept the skeleton. The gaps
between the skeletal elements such as ribs were assumed to be part of the animal. We
cropped the photograph, so that base of support was in line with the bottom edge of
the image boundary. We performed the following steps in Fiji Version 1.0 Schindelin
et al. [2012]. We converted the animal-only colored photograph to an 8-bit grayscale
image. Then, we adjusted the threshold to convert the animal to black with a value
of 255 and the background to white with the value 0. The previous step relies on the
assumption that the animals have a uniform density. We measured the height h of
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the center of mass from the black and white photograph. This step is based on the
underlying assumption that the frontal profile contains information about the center
of mass. We measured the width of the base of support w by finding the horizontal
distance from the tip of the left end of the left leg to the tip of the right end of the
right leg using a bounding box. The rationale is that the animal modulates its base
of support about the baseline standing posture. Using these quantities, we measure
the aspect ratio of the animal as a = w/h.

Figure 6.15. Image analysis for extracting data on the aspect ratio from the front
profile photographs of animals.a. Image analysis of Sternocera sternicornis
(Courtesy of Maishe Dickman). b. Image analysis of Raphus cucullatus (Courtesy
of Yale Peabody Museum).

6.7.2

Measurement of Mass

We used published measures of mass for most species (reference sources and masses
reported in the Appendix K). For arthropod specimens, we measured mass using Mettler AT261 DeltaRange Analytical Balance (Mettler-Toledo, LLC, Columbus, OH).
156

When the arthropods specimens were dessicated, we first measured the insect dry
weight and multiplied it by 10/3 to convert it into live weight, based on the result
that water content in insects is around 70% of the live weight [Studier and Sevick,
1992].

6.8

Discussion

Data show systematic scaling of the aspect ratio with animal mass across over eight
orders of magnitude such that small animals sprawl and larger animals are upright.
The frontal profile of diverse taxa, spanning a large range of body masses and habitats, show systematic variation with mass that agrees with the scaling law and the
probability densities derived using terrain unevenness statistics alone. Underlying
the model is the hypothesis that marginal stability on the random natural terrain is
the driving factor of aspect ratios of the animal. Phylogenetic comparative analysis
shows that gradual changes in traits while considering shared ancestry does not underlie the aspect ratio scaling. Thus, our study identifies a key feature of the physical
environment, namely the scaling properties of terrain unevenness and its effect on
body stability, that may underlie the size-dependence of body shape across multiple
clades of animals that vary considerably in their body plans, gait patterns, and limb
morphologies.
A varying H captures the degrees of unevenness Shepard et al. [2001a] and partially explains the spread in data (figure 6.7). Although wider is generally more
stable, being wide incurs other costs such as increased muscle stresses and metabolic
energy for locomotion Biewener [1989b]. We calculate the scaling predicted by the
muscle stress considerations and find that the predicted scaling has a shallower slope
compared to the trend in the data (section 6.6). A critical aspect ratio under the
stability hypothesis minimizes muscle stress while ensuring passive lateral stability.
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The predicted scaling may not apply to microarthropods that move against gravity, fossorial species that solely live underground, and solely arboreal species. However, our result may still apply to animals with adhesive pads because adhesion does
not work on all substrates [Singla et al., 2021]. Our results provide a baseline scaling
of the overall body shape. Further work is needed to understand how environmental,
developmental, genetic, and neural factors modulate aspect ratio and determine further details in body plans. Our results may guide the overall shape design of legged
robots used on uneven natural terrain [Golombek et al., 2005].
Adaptation to the environment is necessary for physical and ecological success.
Examples include adaptation of bone to altered loading environment [Turner, 1998],
adaptation of locomotory gait to changing environments [Bauby and Kuo, 2000, FangYen et al., 2010], adaptation of fish fin morphology to water flow [Langerhans, 2008],
fractal distribution of resources and its effect on the distribution of species [Ritchie and
Olff, 1999]. Whether random or adaptive processes underlies the evolution of traits,
the performance of the evolved system is crucial and informative of the ecology that
the animal inhabits. The relationship between a phenotype’s performance in a given
environment relies on a mechanistic understanding of the morphology [Koehl, 1996,
Wainwright, 2007]. Here, we show that lateral stability on the natural terrain may
underlie the scaling of aspect ratio with animal size.
The trend is not a simple consequence of gradual changes in traits due to phylogenetic relatedness, thereby, implying evolutionary correlations. The cumulative
analysis in this chapter suggests adaptive evolution of the aspect ratio of the animal
to maintain lateral stability during locomotion on the uneven terrain of the earth.
However, other possibilities such as linked mutations, genetic drift, and developmental constraints may also lead to evolutionary correlations [Futuyma, 1998]. Therefore,
further work is required to conclusively demonstrate that adaptation on the terrain
underlies the scaling of aspect ratio.
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We calculate the scaling law and the probability densities of aspect ratios and
masses under the hypothesis that animals maintain lateral stability on the terrain by
relying on their aspect ratios. Although our hypothesis and the following calculations
rely on passive stability, the stochastic treatment implies that animals must rely on
active modulation of the aspect ratio about the natural posture to maintain marginal
stability on the changing terrain. Figure 6.4 shows that the aspect ratio and mass are
generally distributed to maintain stability against the highly likely terrain perturbations, but not against all possible terrain perturbations, perhaps because being too
wide is undesirable Biewener [1989b] because of increased muscle stress and reduced
maneuverability. Modulation of aspect ratio about the natural posture by active control of stance width and center of mass may aid locomotion stability while treading
the varying uneven surface of the earth.
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Chapter 7
Conclusions and future directions

I wanted to understand things and then be free
of them. I needed to learn how to telescope
things, ideas. Things were too big to see all at
once, like all the books in the library...everything
laying around on all the tables. You might be
able to put it all into one paragraph or into one
verse of a song if you could get it right.
Bob Dylan
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In this thesis, we have aimed to understand the consequences of the need for
mechanical stability on animal morphology and neuromuscular control using theory
and experiments. The overarching theme has been to identify the underlying mechanical principles that result in a given structure-function-control relationship. The
need to remain stable is necessary for an animal’s fitness. However, animal bodies have inherent mechanical instabilities, and interrogating the unstable modes is
valuable to unravel the mechanical, geometrical, and control principles underlying
structure and function. In this dissertation, we classified the stability characteristics
of active linkage networks under different mechanical constraints, applied it to identify the neuromuscular strategies used by humans to grasp objects using precision
grips, developed a methodology to chart the high-dimensional space of viable neuromuscular strategies satisfying the mechanical constraints of stability for a general
system. Apart from the neural control of fingers, we have shown that the scaling of
the aspect ratio of land animals with their masses may arise from the constraint to
maintain passive lateral stability on the earth’s natural terrain. Although we show the
structure-function-control relationship of biological entities, we are yet to understand
their morphogenesis, growth, and learning principles.
Open questions regarding how the morphologies that aid stability arise from the
development and motor program to construct stable structures and control strategies
remain. We do not yet understand how mechanical and geometrical principles intertwine with developmental and neuronal algorithms to determine the final form and
control. Some key questions, in this author’s opinion, are:
1. How do mechanics interact with morphogenesis and growth? To understand
this, interrogating the system at the edge of instability to ask how development
avoids the deleterious and uses the advantageous mechanical instabilities is a
possible direction.
2. For constructing a structure that performs a mechanical function in the adult,
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does development control a structure’s mechanical properties, or is the structure
built by following a blueprint? The interplay between mechanics and growth
is inevitable because healthy organs and organisms remain mechanically stable
and perform a mechanical function by interacting with an environment. We
can use recent advances that have led to rich knowledge of molecular and genetic mechanisms underlying growth to understand how development satisfies
mechanical constraints with an overall goal to unravel the mechanisms used to
control the interaction between the organism and the environment.
3. Questions also arise on how the controller computes the stability properties of
a high-dimensional posture-dependent space of muscle activations. What are
the rules underlying muscle co-contraction? Does stable motor control rely on
internal models of postural instability? Or does neuromuscular control compute the eigenvalues of the noisy musculoskeletal system and steer away from
marginal and unstable solutions?
4. Finally, how does the human controller compute the relevant eigendirection
associated with the constraint to minimize the variance in the task-relevant
directions of the muscle activation to stiffness mapping?
In ‘On Growth and Form’, D’Arcy Wentworth Thompson says
In Aristotle’s parable, the house is there that men may live in it; but it
is also there because the builders have laid one stone upon another. It
is a mechanism, or a mechanical construction · · · Still, all the while, like
warp and woof, mechanism and teleology are interwoven together, and we
must not cleave to the one nor despite the other; for their union is rooted
in the very nature of totality.
In conclusion, in this thesis, we have identified the morphological and control features (‘the house’) that underlie stable function (‘that men may live in it’) but open
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questions remain about how the builders built it. Future work will aim at solving the
questions related to the mechanisms, aiming at totality.

163

Appendix A
Data on buckling timescale

Table A.1. Data on the timescale of buckling instability
Sub

BA

WE

OE

TR

Trial

Joint

∆θ (deg)

τ (ms)

R2

Initial posture (deg)

Final posture (deg)

(MCP, PIP, DIP)

(MCP, PIP, DIP)

1

MCP

2 to 18

55.98

0.991

8.1, 8.9, 32.5

-11.8, 17.2, 33.4

3

DIP

2 to 20

52.81

0.993

-38.3, 43.4, 14.5

-35.3, 48.4, -5.5

4

DIP

2 to 40

37.23

0.998

-12.6, 42.5, 13.0

-9.7, 62.6, -33.8

5

DIP

2 to 40

77.96

0.996

9.1, 42.2, 19.9

13.8, 60.7, -21.9

6

DIP

2 to 30

42.18

0.995

-8.2, 38.1, 10.1

-11.9, 58.1, -23.5

6

DIP

2 to 30

39.45

0.995

-37.1, 51.3, 15.5

-37.2, 48.8, -13.6

8

DIP

2 to 23

54.80

0.900

-31.2, 54.0, 7.5

-33.7, 54.5, -14.9

2

DIP

2 to 35

21.79

0.982

5.6, 27.8,16.9

-17.2, 68.1, -19.1

4

MCP

2 to 20

51.17

0.984

9.2, 28.4, 42.6

-12.6, 49.4, 31.4

5

DIP

2 to 40

15.08

0.972

-11.4, 22.9, 28.1

-14.9, 58.9, -12.3

7

DIP

2 to 35

39.07

0.992

-0.1, 31.2, 35.9

-0.6, 48.3,-0.4

9

DIP

2 to 30

28.52

0.911

-27.3, 11.9, 22.1

-27.6, 43.4, -8.6

10

DIP

2 to 35

10.61

0.998

-2.5, 41.3, 40.5

10.9, 60.9, -10.9

11

DIP

2 to 30

20.19

0.999

9.4, 39.9, 29.7

8.2, 55.6, -4.7
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YS

FM

IA

1P

2P

4

DIP

2 to 25

43.12

0.995

29.4, 22.9, 26.4

43.9, 24.4, -3.5

6

PIP

2 to 11

55.43

0.989

35.8, 18.1, 11.8

37.5, 5.3, 24.7

9

PIP

2 to 12

17.81

0.991

37.7, 20.8, 29.5

37.0, 3.9, 31.2

7

DIP

2 to 25

61.29

0.996

-24.2, 39.8, 8.1

-23.4, 49.9, -19.7

8

DIP

2 to 23

57.90

0.993

-29.5, 34.9, 11.8

-27.9, 41.7, -12.6

9

DIP

2 to 25

43.49

0.983

-25.9, 37.9, 8.3

-24.6, 51.0, -17.9

3

DIP

2 to 23

33.08

0.982

-5.2, 73.4, 13.3

-6.6, 67.8, 39.2

7

DIP

2 o 30

60.16

0.995

-30.0, 51.8, 16.2

-29.9, 45.2, 48.9

12

DIP

2 to 25

63.61

0.973

-26.7, 52.9, 30.5

-30.2, 42.8, 60.8

1

DIP

2 to 40

79.6

0.98

17.3 , 29.9, -5.3

19.4, 46.3, -71.3

2

DIP

2 to 40

21.7

0.988

6.3, 32.6, 10.5

-25.1, 69.4, -29.8

3

DIP

2 to 40

14.8

0.994

8.4, 32.3, -0.8

-21.1, 74.0, -54.4

4

DIP

2 to 40

46.6

0.993

15.6, 36.3, -0.7

20.8, 55.4, -69.6

1

DIP

2 to 40

12.2

0.993

56.6, 24.3, 3.0

64.5, 37.9, -49.6

2

PIP

2 to 25

42.0

0.997

55.6, 20.1, 0.8

79.9, -7.7, -49.9

3

DIP

2 to 40

27

0.972

33.1, 18.0, -6.1

63.3, -22.4, -54.0

4

DIP

2 to 40

20.4

0.998

-7.7, 35.6, 12.5

-6.4, 57.0, -46.9

5

DIP

2 to 40

34.2

0.985

-0.2, 36.5, 1.3

-2.8, 59.9, -55.0

6

DIP

2 to 40

11.1

0.997

-7.1, 41.8, 13.8

-5.0, 60.7, -51.1
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Appendix B
Rationale for ignoring tendons

Tendons, especially if long and compliant, will likely have a significant effect on both
the stiffness and tension of the musculotendon unit. This is because the musculotendon unit will have to contract more than what the muscles alone would have
to, in order to reach the peak tension [Zajac, 1988]. This affects the assumption of
the linear activation-tension relationship of the muscle. In our model, therefore, we
overestimate muscle tensions by excluding the tendons. However, we exclude both
extensor and flexor overestimation in tensions, and resultant effect on the fingertip
force should thus be reduced because fingertip force is the result of vectorial sum of
musculotendon unit’s tensions about the joints given by ftip = J −T RF0 a.
Secondly, because tendons and muscles are in series, and we exclude tendon stiffness, we overestimate the total system’s stiffness. This is because the musculotendon
stiffness K is given by

1
K

=

1
kmus

+

1
.
kten

Therefore, the total stiffness due to the

musculotendon unit will be smaller than stiffness due to muscle or tendon alone.
Furthermore, system’s stiffness is the scalar sum of musculotendon stiffnesses about
the joints such that the resulting stiffness at the joint is Kjoint = RKRT where R is
the moment arm of the musculotendon unit about the joint. Thus, we overestimate
the finger joint stiffness in our model when we do not consider the effect of tendon
stiffness. Despite that, the finger is not stable at maximal forces if stability was not
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an explicit control goal.
Based on the current estimates, the reported tendon stiffness is four orders of
magnitude higher than the respective muscle stiffness for the index finger at maximal
forces [@Valero1998;@Ward2006;@Cui:2008aa]. Therefore, the tendon’s effect would
be minimal for both musculotendon unit’s tension as well as stiffness. In detail, the
stiffness of musculotendon unit is given by, K =

kmus kten
.
kmus +kten

When kten >> kmus , then

K ≈ kmus . At maximal tensions, we have
1. kmus FDP: 4.5 × 104 N/m [Valero-Cuevas et al., 1998]
2. kten FDP: 7.2 × 108 N/m [Ward et al., 2006]
3. kmus FDS: 3.6 × 104 N/m [Valero-Cuevas et al., 1998]
4. kten FDS: 6.7 × 108 N/m [Ward et al., 2006]
Because tendon stiffness is much larger than muscle stiffness, the stiffness of the
musculotendon unit can be approximated as the stiffness of the muscle alone and
including tendons will not change the quality of our results.

167

Appendix C
Muscle and manipulator properties

Table C.1. Muscles used for actuation and their properties. Seven
musculotendon units: flexor digitorum profundus (FDP), flexor digitorum
superficialis (FPS), extensor indicis proprius (EIP), extensor digitorum communis
(EDC), first lumbrical (LUM), first dorsal interosseous (DI), and first palmar
interosseous (PI) - actuate the three index finger joints, namely
metacarpophalangeal joint (MCP), proximal interphalangeal joint PIP and distal
interphalangeal joint (DIP). The properties listed below are from [An et al., 1985,
Valero-Cuevas et al., 1998].
FDP

FDS

EIP

EDC

LUM

DI

PI

Moment arms at finger joints, R (mm)
MCP joint

12.00

13.20

-7.77

-7.77

7.00

2.00

4.00

PIP joint

6.50

5.85

-2.75

-2.75

-2.75

0

-2.75

DIP joint

3.64

0

-1.50

-1.50

-1.50

0

-1.50

Muscle physiological properties
Optimal lengths (cm)

7.5

8.4

5.9

7.0

4.9

2.9

2.9

PCSA (cm2 )

4.10

3.65

1.12

1.39

0.36

4.16

1.60

143.50

127.75

39.20

48.65

12.60

145.60

56.00

Muscle tension (N)
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Table C.2. Manipulator properties are from [Venkadesan and Valero-Cuevas,
2009].

Lengths (mm)
Masses (g)

Proximal phalanx

Intermediate phalanx

Distal phalanx

50.80

25.40

19.05

8

4

3
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Appendix D
Splint experiment: supplement analysis

Table D.1. Posthoc test for the effect of splint on f˜max and EMGflexors .
Post hoc multiple comparison of means was performed by using Tukey Honest
Significant Difference (HSD) method. Bonferroni-Holm correction was applied to
get p-values that were adjusted for multiple testing. Comparisons revealed that the
effect of both the splints, 2-joint and 3-joint, on f˜max and EMGflexors , was
significantly different from that of the free finger (p < 0.05).
Dependent variable

Null hypothesis

Estimate

SE

Z-value

p-value

f˜max (N)

1J - Free = 0

0.22

0.02

10.62

<1e-6

2J - Free = 0

0.32

0.02

17.14

<1e-6

2J - 1J = 0

0.01

0.02

4.97

2e-6

EMGflexors

1J - Free = 0

1.11

0.17

6.63

5e-11

(arb. units)

2J - Free = 0

1.45

0.15

9.61

<1e-4

2J - 1J = 0

0.34

0.16

2.06

0.099
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b.

EMGflexors

0
-1
-3

-2

Sample Quantiles

1
0
-1
-2
-3

Sample Quantiles

1

2

f˜max

2

3

a.

-3

-2

-1

0

1

2

3

-3

Theoretical Quantiles

-2

-1

0

1

2

3

Theoretical Quantiles

Figure D.1. Normal probability plots of f˜max and EMGflexors shows that the
residuals are normally distributed.

Table D.2. Shapiro Wilk’s test to verify the the normality of residuals
obtained from the linear model across splint conditions for fmax and EMGflexors .
Dependent variable

W

p-value

fmax

0.99

0.43

EMGflexors

0.99

0.43

Table D.3. Bartlett’s test to verify the homogeneity of variances across
splint conditions for fmax (N) and EMGflexors (arb. units). For EMGflexors , p ≥0.05.
Therefore, for EMGflexors , there is insufficient evidence against the null hypothesis
that the variances are equal. However, p <0.05 for fmax , and therefore, we set the
significance level at 0.01.
Dependent variable

Bartlett’s K-squared p-value

fmax
EMGflexors (arb. units)
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49.1

2e-11

2.9671

0.23

0.3
0.1
-0.3

-0.1

Residuals

0.2
0.0
-0.2
-0.4

Residuals

-2

-1

0

1

2

-2

Theoretical Quantiles

-1

0

1

2

Theoretical Quantiles

Figure D.2. Normal probability plot of the residuals obtained from the
linear regressions in table D.4 for the (a,) 3-joint splint and the (b,) 2-joint splint.

Table D.4. Relationship between ∆ fmax and ∆ EMGflexors . Results from
linear regression to model the relationship between ∆ fmax (percent), the dependent
variable, and ∆ EMGflexors (percent), the explanatory variable.
Model: ∆fmax = α + β ∆EMGflexors
Splint

Measure

Estimate

SE

t-value

p-value

2-joint splint α

0.26912

0.03924

6.858

5.05e-08

β

0.39197

0.09183

4.268

0.000137

0.15139

0.04488

3.373

0.002259

0.59095

0.14544

4.063

0.000374

R2 =0.34

1-joint splint α (percent)
β
R2 =0.38
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Table D.5. Relationship between ∆fmax and free finger’s fmax . Results from
linear regression to model the relationship between ∆fmax , the dependent variable,
and fmax (N) of the free finger, the explanatory variable.
Model: ∆ fmax = α + β fmax

2-joint splint α
β (N−1 )

Estimate

Standard Error

t-value p-value

0.683

0.085

8.006

2e-9

-0.010

0.003

-3.963

3e-4

0.563

0.079

7.152

1e-7

-0.009

0.002

-3.932

5e-4

R2 = 0.30

1-joint splint α
β (N−1 )
R2 = 0.36
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Appendix E
Random noise does not UCM make
We provide proof based on the Monte Carlo approach to the statement that random
noise cannot generate an uncontrolled manifold. Mean force vector f = (1, 1, 10)
N added a uniformly random noise ∈ [−1, 1] to generate a vector of length 10, 000
to simulate a time varying noisy signal. Relying on the observation that people do
not drastically modulate their muscle activities during the task, we define the mean
activation vector a = (0.3, 0.4, 0.5, 0.9, 0.9, 0.3, 0.4) and added a uniform random noise
∈ [−0.1, 0.1] to generate a vector of length 10, 000 to simulate a time-varying noisy
signal. Using the time varying vectors, we found T such that f = Ta. We found
the complement space and null space of the mapping T, projected the variance in
constructed muscle activities on the complement and the null space, and used it to
calculate the variability ratio as done in Methods (3.3.1). For 10000 such Monte Carlo
simulations, we show a histogram of the variability ratio and find that it is centered
around 1. We separate the instances when the variability ratio is less than one and
when it is greater than or equal to one to find an almost similar number of cases.
Thus, we do not find any significant signal and conclude that random noise cannot
generate an uncontrolled manifold.
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Figure E.1. a. Histogram of the variability ratio. b. Variability ratio separated by
instances when it is less than 1, and when it is greater then or equal to 1.
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Appendix F
Supplementary data for the uncontrolled
manifold hypothesis
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Figure F.1. For 35 trials, we project the variance in muscle activities on the 6D
task irrelevant subspace and 1D task relevant subspace of the equilibrium condition.
Except 5 trials, the total averaged variance is low in task irrelevant subspace than in
the task relevant subspace.
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Figure F.2. For 35 trials, we project the variance in muscle activities on the 4D
task irrelevant subspace and 3D task relevant subspace of the force condition.
Without exceptions, the total averaged variance is low in task irrelevant subspace
than in the task relevant subspace.
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Figure F.3. For 35 trials, we project the variance in muscle activities on the 3D
task irrelevant subspace and 4D task relevant subspace of the force+equilibrium
condition. With 2 exceptions, the total averaged variance is low in task irrelevant
subspace than in the task relevant subspace.
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Figure F.4. For 35 trials, we calculate the muscle induced joint stiffness kjoint for
the duration of 10 seconds of the final hold phase and calculate kjoint − kmin . We find
that kjoint is often smaller than kmin , thus stability is not guaranteed using
open-loop control.
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Figure F.5. For 35 trials, we calculate the muscle induced joint stiffness kjoint for
the duration of 10 seconds of the final hold phase and calculate kjoint − kmin . We find
that kjoint is always greater than kmin when γ is 18 times its measured value [Cui
et al., 2008].
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Figure F.6. For 35 trials, we project the variance in muscle activities on the 4D
task irrelevant subspace and 3D task relevant subspace of the stiffness condition.
Without exceptions, the total averaged variance is low in task irrelevant subspace
than in the task relevant subspace.
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Figure F.7. For 35 trials, we project the variance in muscle activities on the 3D
task irrelevant subspace and 4D task relevant subspace of the equilibrium+stiffness
condition. With 2 exceptions, the total averaged variance is low in task irrelevant
subspace than in the task relevant subspace.
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Figure F.8. For 35 trials, we project the variance in muscle activities on the task
irrelevant and task relevant subspace of the combined equilibrium, force, and
stiffness condition. With one exception out of 21 trials for which task irrelevant
subspace exists, the total averaged variance is low in task irrelevant subspace than
in the task relevant subspace.
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Appendix G
Structure of stable and unstable equilibrium activation space

G.1

Equilibrium activation space is convex

Theorem G.1.1 If two activation patterns a1 and a2 satisfy equilibrium, then an
arbitrary vector on the line segment joining the two activation patterns represented by
am = λa1 + (1 − λ)a2 for λ ∈ [0, 1] also satisfies equilibrium, establishing convexity
of the equilibrium activation space. In other words,

(I − JT (JM−1 JT )−1 JM−1 )RTa1 = (I − JT (JM−1 JT )−1 JM−1 )n0

(G.1)

and (I − JT (JM−1 JT )−1 JM−1 )RTa2 = (I − JT (JM−1 JT )−1 JM−1 )n0

(G.2)

=⇒ (I − JT (JM−1 JT )−1 JM−1 )RTam = (I − JT (JM−1 JT )−1 JM−1 )n0

(G.3)

Multiply (G.1) by λ and (G.2) by (1 − λ) and add them to obtain (G.3).

G.2



Stable activation space is convex

Theorem G.2.1 If two activation patterns a1 and a2 that satisfy equilibrium are
stable, then an arbitrary vector on the line segment joining the two activation patterns
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represented by am = λa1 + (1 − λ)a2 for λ ∈ [0, 1] is also stable, establishing convexity
of stable activation space. In other words,

RKt (a1 )R − Km (a1 )  0

(G.4)

and RKt (a2 )R − Km (a2 )  0

(G.5)

=⇒ RKt (am )R − Km (am )  0

(G.6)

Map. The proof relies on showing that Kt and Km are affinely related to a, and
then invoking the identity that the sum of two positive semidefinite matrices is a
positive semidefine matrix.

Definitions. We define a matrix F that depends on the activation vector a as,

F(a) = RKt (a)RT − Km (a)

(G.7)

Therefore, we have,

F(am ) = F(λa1 + (1 − λ)a2 ) = RKt (λa1 + (1 − λ)a2 )RT − Km (λa1 + (1 − λ)a2 )
(G.8)
To reiterate, the minimum stabilizing stiffness Km and the diagonal tendon stiffness
matrix Kt are represented by,

Km = −

∂n ∂JT f
−
∂q
∂q

[Kt ]ii = ki ai
where f = (AM−1 AT )−1 (AM−1 (τ 0 − n − Cq̇) + Ȧq̇)
and τ 0 = RTa
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(G.9)

Part 1.

Kt is linearly related to a. Because Kt is a diagonal matrix with

elements given by the product of ki and ai , we have
RKt (λa1 + (1 − λ)a2 )RT = λRKt (a1 )RT + (1 − λ)RKt (a2 )RT

(G.10)

Part 2. Km is affinely related to a. The minimum stabilizing stiffness is

Km (λa1 + (1 − λ)a2 ) = −

∂n ∂JT f (λa1 + (1 − λ)a2 )
−
∂q
∂q

Km (λa1 + (1 − λ)a2 )

(G.11)

(G.12)

∂n ∂JT (q)f (λa1 + (1 − λ)a2 )
−
∂q
∂q
h

∂n
∂ T
=−
−
J (JM−1 JT )−1 JM−1 (RT(λa1 + (1 − λ)a2 ) − n − Cq̇) + J̇q̇ (G.13)
∂q
∂q
h 

∂n
∂ T
=−
−
J (JM−1 JT )−1 λ JM−1 (RTa1 − n − Cq̇) + J̇q̇
(G.14)
∂q
∂q

i
+ (1 − λ) JM−1 (RTa2 − n − Cq̇) + J̇q̇
=−

∂n
∂n
∂
∂
− (1 − λ)
− λ JT f (a1 ) − (1 − λ) JT f (a2 )
∂q
∂q
∂q
∂q


 ∂n
∂ T
∂n ∂JT f (a2 ) 
−
J f (a1 ) + (1 − λ) −
−
=λ −
∂q
∂q
∂q
∂q
= −λ

= λKm (a1 ) + (1 − λ)Km (a2 )

(G.15)
(G.16)

Proof of convexity. From, equation (G.8), (G.10) and (G.16), we have

F(λa1 + (1 − λ)a2 ) = RKt (λa1 + (1 − λ)a2 )RT − Km (λa1 + (1 − λ)a2 )
= λRKt (a1 )RT + (1 − λ)RKt (a2 )RT − λKm (a1 ) − (1 − λ)Km (a2 )
= λF(a1 ) + (1 − λ)F(a2 )
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(G.17)

When a1 and a2 are stable,

F (a1 )  0 =⇒ λF (a1 )  0

(G.18)

and F (a2 )  0 =⇒ (1 − λ)F (a2 )  0

(G.19)

This is also reflected in the result that scaling the stable activation pattern maintains
stability (refer to figure nullspace in Chapter 2). Now, the sum of two positive semidefinite matrices is a positive semi-definite matrix. Therefore,

λF(a1 ) + (1 − λ)F(a2 )  0
=⇒ F(λa1 + (1 − λ)a2 )  0 from (G.17).
This completes the proof that the space of stable activation patterns is convex.

G.3



Unstable activation space is convex

Theorem G.3.1 If two activation patterns a1 and a2 that satisfy equilibrium are
unstable, then an arbitrary vector on the line segment joining the two activation patterns represented by am = λa1 + (1 − λ)a2 for λ ∈ [0, 1] is also unstable, establishing
convexity of the unstable activation space. In other words,

RKt (a1 )R − Km (a1 ) ≺ 0

(G.20)

and RKt (a2 )R − Km (a2 ) ≺ 0

(G.21)

=⇒ RKt (am )R − Km (am ) ≺ 0

(G.22)

In a manner similar to above, when a1 and a2 are unstable, F (a1 ) ≺ 0 and
F (a2 ) ≺ 0. Sum of two negative definite matrices is a negative definite matrix.
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Therefore,

λF(a1 ) + (1 − λ)F(a2 ) ≺ 0

(G.23)

=⇒ F(λa1 + (1 − λ)a2 ) ≺ 0

(G.24)

Thus, the space of unstable activation patterns is also convex.
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Appendix H
Visualization of the activation space
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Figure H.1. 2D projections of cubes and hypercubes
The n-hypercube graph is denoted by Qn . The graph of n-cube consists of 2n
vertices and n2n−1 edges. Each vertex is labeled as a n-digit binary number. An
edge exists between two vertices when they are separated by one Hamming distance
i.e. when the binary numbers differ by unity in exactly one location. Adjacency
matrices indicate when two pair of vertices are adjacent in a graph. For example,
Q3 and Q4 are shown as graphs and circular embeddings of the n-dimensions in 2D
(figure H.1). A graph is a projection of Qn with nodes connected by edges. A circular
embedding is where the vertices of the object lie along the circumference of the circle.
We use a similar approach to construct the projections of Q7 in the main text.
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Appendix I
Modeling the terrain as a fractional Brownian process

Terrains are approximated as self-similar fractals. They are modeled as fractional
Brownian processes, which is a generalization of Brownian motion. Although fractional Brownian processes are non-stationary, they are defined using stationary, Gaussian, and self-similar increments. Our analysis of the critical animal only relies on the
increments because the height perturbations faced by the animal rely on the height
difference in the terrain locations horizontally separated by the animal’s projected
base of support (figure 6.1c).
We present a brief tutorial on the modeling of the terrains. The material and its
organization is heavily inspired from Molz et al., 1997 [Molz et al., 1997] and must
be referred for additional details.

Scale invariance. A function f (x) is scale invariant when the function f (cx) =
c∆ f (x) for some scale factor c and for some exponent ∆. The shape of the function
f (cx) is a rescaled version of f (x). Scaling here implies linear or affine scaling. In
other words, a linear or affine magnification or contraction in c will reshape the
function f (cx) to become indistinguishable from f (x). Scale invariance leads to self
similarity when ∆ = 1 and self affinity when ∆ 6= 1, because the scale-invariant object
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looks the same upon such rescalings.
We use similarity and affinity interchangeably in the following text. However, a
close look at the exponent will divulge whether the process is self similar or self affine.

Statistical self similarity. A real valued stochastic process b(x) = {B(x), x ∈ R}
is self-similar if the distribution of b(cx) for some c > 0 is identical to the distribution
of the the process cH b(x). The exponent H defines the index of self-similarity. The
statement of statistical self-similarity in mathematical terms is given by:

{B(cx), x ∈ R} , {cH B(x), x ∈ R}

I.1

(I.1)

Modeling of fractional Brownian processes

The one dimensional form of fractional Brownian process b(x) (fBm) is defined as a
single-valued continuous function, which is defined using stationary, Gaussian, and
self-similar increments y(x), also known as fractional Gaussian noise (fGn). The
properties of fGn are discussed below.

Stationary increments. Consider two points horizontally spaced by an ` along
the fBm: b(x) and b(x + `). Define the increment as the difference of the fBm process
between these horizontally spaced points, y(x, `) = b(x + `) − b(x). Stationarity of
increments implies that the moments of y(x, `) are independent of x and that the
probability distribution of y(x, `) depends only on `. Therefore, ∀x and fixed `, we
have mean and variance of the increments as

E[y(x, `)] = c1 (`)

(I.2a)

E[y(x, `)2 ] = c2 (`)

(I.2b)
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Gaussian increments. The increments are defined to have the following mean and
variance.

E[y(x, `)] = c1 (`) = 0

(I.3a)

E[y(x, 1)2 ] = c2 (1) = D

(I.3b)

Self similar increments. The increments are self similar with index H. For fixed
n and `,

y(x, n`) , nH y(x, `), n ≥ 0, 0 < H < 1

(I.4a)

=⇒ E[y(x, n`)] = E[nH y(x, `)] = 0

(I.4b)

and E[y(x, n`)2 ] = E[n2H y(x, `)2 ] = n2H E[y(x, `)2 ]

(I.4c)

From equations (I.3b) and (I.4c), we find the variance of the increments as

E[y(x, `)2 ] = `2H E[y(x, 1)2 ] = D`2H

I.2

(I.5)

fGn increments lead to fBm process

Here, we present the proof that fractional Gaussian noise increments lead to a fractional Brownian process. Expanding equations (I.4b) and (I.4c) in terms of the frac193

tional Brownian process by using the definition of the increments, we have

E[b(x + n`) − b(x)] = nH E[(b(x + `) − b(x)]

(I.6a)

and E[(b(x + n`) − b(x))2 ] = n2H E[(b(x + `) − b(x))2 ]

(I.6b)

Because the increments are stationary, without loss of generality, choose x = 0 where
b ≡ 0. We obtain,
E[b(n`)] = nH E[(b`)]

(I.7a)

and E[b(n`)2 ] = n2H E[b(`)2 ]

(I.7b)

which is the definition of a statistically self-similar process.



H = 0.3

H = 0.5

H = 0.7

Figure I.1. Simulation of fractional Brownian terrains with H = 0.3, H = 0.5, and
H = 0.7 shows the correlation between increments.
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Appendix J
Measurement of aspect ratio and specimen’s
photograph source

We thank Yale Peabody Museum of Natural History (YPM), Yale Peabody Museum’s
Division of Entomology Collections, Yale Peabody Museum’s Division of Vertebrate
Zoology Collections, Field Museum of Chicago, and Maishe Dickman for granting
us permission to take photographs of the specimens in their collections. We thank
Larry Gall and Kristof Zyskowski for their help with accessing the collections at Yale
Peabody Museum’s Division of Entomology and Yale Peabody Museum’s Division of
Vertebrate Zoology, respectively. We acknowledge the receipt of photographs from
The Macaulay Library at the Cornell Lab of Ornithology, The Photo Ark (webpage),
Handbook of Mammals of the World Vol 1 Carnivores [Wilson and Mittermeier, 2009],
Handbook of Mammals of the World Vol 2 Hoofed Mammals [Wilson and Mittermeier,
2011], Handbook of Mammals of the World Vol 5 Monotremes and Marsupials [Wilson
and Mittermeier, 2015], and Handbook of Mammals of the World Vol 8 Insectivores,
Sloths, and Colugos [Zachos, 2019]. We thank Prasenjeet Yadav (webpage) for the
photograph of the Asian Elephant, Phil Lanoue for the photograph of the standing
Alligator mississippiensis, Steven Kessel for the photograph of Cophosaurus texanus,
and Klaus Rudloff for the photograph of the Iberian Roe Deer. The photographs of
animals that were collected by the authors and from the private collection of Maishe
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Dickman can be accessed at this link.
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Table J.1. Raw data on the height of center of mass, width of the base of support and aspect ratios, and source of animal
photographs for the measurements.
Animal

COM

Base

Aspect

Source

(ID when

height

width

Ratio

multiple)

(pixel)

(pixel)

Chrysina macro-

2.191

9.294

4.24

Private collection of Maishe Dickman

1.649

8.246

5.00

Private collection of Maishe Dickman

2.229

10.26

4.60

Private collection of Maishe Dickman

2.062

7.454

3.61

Private collection of Maishe Dickman

don-

2.483

9.62

3.87

Private collection of Maishe Dickman

Chrysina aurig-

2.411

9.84

4.08

Private collection of Maishe Dickman

(where applicable)

pus (m)
Chrysina macro197

pus (f )
Chrysina
spectabilis
Chrysina
guaymi
Chrysina
thomasi

ans (6n)

Catalog/Page Number

Chrysina aurig-

2.383

10.55

4.43

Private collection of Maishe Dickman

Chrysina optima

1.849

7.96

4.31

Private collection of Maishe Dickman

Chrysina batesi

2.701

8.8

3.26

Private collection of Maishe Dickman

Chrysina

2.598

7.96

3.06

Private collection of Maishe Dickman

2.915

18.706

6.42

Private collection of Maishe Dickman

3.555

10.41

2.93

Private collection of Maishe Dickman

2.949

11.21

3.80

Private collection of Maishe Dickman

1.737

13.31

7.66

Private collection of Maishe Dickman

2.508

9.33

3.72

Private collection of Maishe Dickman

ans (7n)

re-

splendens
Cerambycidae
(11n)
198

Goliathus orientalis (12n)
Goliathus orientalis (13n)
Macrodontia
cervicornis
Megasoma
actaeon

Cerambycidae

1.688

20.64

12.23

Private collection of Maishe Dickman

1.507

16.346

10.85

Private collection of Maishe Dickman

2.036

13.43

6.60

Private collection of Maishe Dickman

nep-

4.017

9.32

2.32

Private collection of Maishe Dickman

Chrysochroa bu-

2.398

12.1

5.05

Private collection of Maishe Dickman

Chrysochroa sp.

2.622

12.58

4.80

Private collection of Maishe Dickman

Callospistus

2.493

13.13

5.27

Private collection of Maishe Dickman

2.046

9.16

4.48

Private collection of Maishe Dickman

3.048

8.5

2.79

Private collection of Maishe Dickman

(16n)
Cerambycidae
(17n)
Cerambycidae
(18n)
Dynastes
tunus
199

queti

castelnaudi
Callopistus wayersii
Sternocera sternicornis

Buprestidae

1.991

10.66

5.35

Private collection of Maishe Dickman

2.851

16.254

5.70

Private collection of Maishe Dickman

2.092

8.6

4.11

Private collection of Maishe Dickman

1.349

12.67

9.39

Private collection of Maishe Dickman

3.718

21.78

5.86

Private collection of Maishe Dickman

2.358

8.56

3.63

Private collection of Maishe Dickman

2.118

12.87

6.08

Private collection of Maishe Dickman

2.883

12.34

4.28

Private collection of Maishe Dickman

(25n)
Prosopocoilus
cinnamoeurs
Prosopocoilus
kannegieter
Scarabaeidae
(28n)
200

Scarabaeidae
(29n)
Buprestidae
(30n)
Cerambycidae
(31n)
Cerambycidae
(32n)

Scarabaeidae

4.377

11.694

2.67

Private collection of Maishe Dickman

2.714

12.87

4.74

Private collection of Maishe Dickman

Elateridae (35n)

2.807

15.066

5.37

Private collection of Maishe Dickman

Cerambycidae

3.364

14.05

4.18

Private collection of Maishe Dickman

2.353

20.38

8.66

Private collection of Maishe Dickman

3.271

18.36

5.61

Private collection of Maishe Dickman

2.077

18.76

9.03

Private collection of Maishe Dickman

6664.697

3192

0.48

[Wilson and Mittermeier, 2011]

Page 786

7091.563

2720

0.38

[Wilson and Mittermeier, 2011]

Page 248

(33n)
Scarabaeidae
(34n)

(36n)
Scarabaeidae
201

(37n)
Scarabaeidae
(38n)
Titanus

gigan-

teum
Antilocapra
americana
Babyrousa
celebensis

Bettongia

3925.16

1488

0.38

[Wilson and Mittermeier, 2015]

Page 602, top

Bos bison

7305.33

2544

0.35

[Wilson and Mittermeier, 2011]

Page 486, the front animal

Camelus bactri-

5538.153

3712

0.67

[Wilson and Mittermeier, 2011]

Page 217, the front animal

Capra nubiana

5782.696

2112

0.37

[Wilson and Mittermeier, 2011]

Page 555, top

Capra pyrenaica

7546.19

2592

0.34

[Wilson and Mittermeier, 2011]

Page 532, bottom

Cephalophus

5346.508

1776

0.33

[Wilson and Mittermeier, 2011]

Page 475, top

5033.755

4016

0.80

[Wilson and Mittermeier, 2011]

Page 518, top

2268.286

4116

1.81

[Wilson and Mittermeier, 2011]

Page 163, the front animal

6103.347

5440

0.89

[Wilson and Mittermeier, 2011]

Page 317, bottom

5639.538

5520

0.98

[Wilson and Mittermeier, 2015]

Page 631, bottom

lesueur

anus

202

hooki
Cephalophus rufilatus
Ceratotherium
simum
Choeropsis
liberiensis
Dorcopsis muelleri

Elephas

max-

5548.72

2512

0.45

[Wilson and Mittermeier, 2011]

Page 52

Equus africanus

6351.987

2352

0.37

[Wilson and Mittermeier, 2011]

Page 107, bottom

Gazella cora

5132.895

3540

0.69

[Wilson and Mittermeier, 2011]

Page 523, bottom

Hylochoerus

3616.118

3924

1.09

[Wilson and Mittermeier, 2011]

Page 261, top (left)

3630.572

2220

0.61

[Wilson and Mittermeier, 2011]

Page 261, top (right)

4569.227

4592

1.00

[Wilson and Mittermeier, 2015]

Page 429, bottom (right)

5321.143

2136

0.40

[Wilson and Mittermeier, 2011]

Page 51, bottom

7606.95

5640

0.74

[Wilson and Mittermeier, 2015]

Page 680, top right

imus (a)

meinertzhageni
(a)
Hylochoerus
203

meinertzhageni
(b)
Lasiorhinus latifrons
Loxodonta cyclotis
Macropus giganteus

Madoqua guen-

7553.842

4032

0.53

[Wilson and Mittermeier, 2011]

Page 459

4350.981

1668

0.38

[Wilson and Mittermeier, 2011]

Page 454, top

3174.155

1152

0.36

[Wilson and Mittermeier, 2011]

Page 367, top

6216.819

5104

0.82

[Wilson and Mittermeier, 2015]

Page 657

6624.526

3888

0.59

[Wilson and Mittermeier, 2015]

Page 638, bottom, left

5820.712

1568

0.27

[Wilson and Mittermeier, 2011]

Page 384, top

Porcula salvania

5418.071

3104

0.57

[Wilson and Mittermeier, 2011]

Page 252, bottom

Pseudochirulus

4893.181

5472

1.12

[Wilson and Mittermeier, 2015]

Page 509, top

Rucervus eldii

6225.002

2280

0.37

[Wilson and Mittermeier, 2011]

Page 405, bottom

Rusa unicolor

6293.728

1232

0.20

[Wilson and Mittermeier, 2011]

Page 354, the front animal

theri
Neotragus

liv-

ingstonianus
Odocoileus
hemionus
Osphranter antilopinus
204

Osphranter
rufus
Ozotoceros
bezoarticus

forbesi

Setonix brachyu-

3986.788

3096

0.78

[Wilson and Mittermeier, 2015]

Page 667, top

Sus scrofa

5537.864

2976

0.54

[Wilson and Mittermeier, 2011]

Page 263, top

Syncerus caffer

4568.29

3276

0.72

[Wilson and Mittermeier, 2011]

Page 549, top

Syncerus nanus

5722.86

1600

0.28

[Wilson and Mittermeier, 2011]

Page 448, bottom

Tapirus

5645.785

2864

0.51

[Wilson and Mittermeier, 2011]

Page 197

Tayassu pecari

4731.973

2712

0.57

[Wilson and Mittermeier, 2011]

Page 293, bottom

Tragelaphus

6573.676

4016

0.61

[Wilson and Mittermeier, 2011]

Page 531, top (left animal)

Tragulus kanchil

5312.609

2944

0.55

[Wilson and Mittermeier, 2011]

Page 320, bottom

Trichosurus

3476.066

4692

1.35

[Wilson and Mittermeier, 2015]

Page 457, bottom

Vicugna vicugna

4787.259

1504

0.31

[Wilson and Mittermeier, 2011]

Page 213, top

Tragelaphus bux-

5435.094

1584

0.29

[Wilson and Mittermeier, 2011]

Page 559

1327.39

1092

0.82

ML205512571, Macaulay Library

rus

pin-

chaque

205

scriptus

vulpecula

toni
Grallaria blakei

Turdus abyssini-

1077.697

904

0.84

ML204353531, Macaulay Library

Bubo scandiacus

309.297

397

1.28

BIR025-00111 Hrzntl, The Photo Ark

Uraeginthus an-

341.879

293

0.86

bir033-00589, The Photo Ark

357.029

242

0.68

ani105-00025, The Photo Ark

228.17

606

2.66

ani014-00048, The Photo Ark

210.592

359

1.70

ani051-00039, The Photo Ark

Balaeniceps rex

569.682

396

0.70

bir030-00064, The Photo Ark

Phascolarctos

362.727

288

0.79

ani088-00042, The Photo Ark

201.475

335

1.66

ani012-00208, The Photo Ark

cus

golensis
Panthera pardus
saxicolor
Desmodus

ro-

206

tundus
Burramys
parvus

cinereus
Fukomys
damarensis

Elephas

max-

434.753

281

0.65

ani018-00053, The Photo Ark

varie-

438.922

437

1.00

ani040-00476, The Photo Ark

449.938

311

0.69

ani019-00304, The Photo Ark

234.51

376

1.60

ani012-00275, The Photo Ark

350.742

640

1.82

ani064-00095, The Photo Ark

406.446

289

0.71

bea020-00043, The Photo Ark

355.403

335

0.94

bir052-00001, The Photo Ark

399.362

539

1.35

bir037-00136, The Photo Ark

imus (b)
Varecia
gata
Leopardus
pardalis
Dendromus
melanotis
207

Perodicticus
potto
Ursus arctos isabellinus
Gallicolumba luzonica
Aprosmictus
erythropterus

Tupaia

palawa-

395.863

588

1.49

ani107-00029, The Photo Ark

Dendrocygna bi-

411.215

399

0.97

bir032-00325, The Photo Ark

374.835

364

0.97

bir032-00362, The Photo Ark

309.078

269

0.87

bir032-00362, The Photo Ark

392.04

256

0.65

sce053-00080, The Photo Ark

Otus nigrorum

229.527

220

0.96

bir025-00445, The Photo Ark

Panthera

onca

400.424

343

0.86

ani019-00519, The Photo Ark

mi-

338.578

378

1.12

bir036-00071, The Photo Ark

410.8

298

0.73

ani062-00233, The Photo Ark

nensis

color
Anas platyrhynchos (a)
Anas platyrhynchos (b)
208

Spheniscus mendiculus

(a)
Eudyptula
nor
Hemigalus derbyanus

Chaetophractus

335.217

258

0.77

ani063-00059, The Photo Ark

Ammospermophilus310.523

413

1.33

ani072-00194, The Photo Ark

vellerosus

harrisii
Otus lettia

213.145

163

0.76

bir070-00002, The Photo Ark

Pheucticus

420.42

595

1.42

bir067-00158, The Photo Ark

264.416

325

1.23

bir049-00104, The Photo Ark

342.838

570

1.66

ani072-00171, The Photo Ark

389.515

400

1.03

bir059-00359, The Photo Ark

454.018

486

1.07

bir025-00405, The Photo Ark

377.718

762

2.02

ani078-00505, The Photo Ark

melanocephalus
Ammodramus
209

savannarum
Hylopetes

al-

boniger
Chauna
chavaria
Strix leptogrammica maingayi
Engystomops
pustulosus

Botaurus lentigi-

431.363

373

0.86

bir053-00230, The Photo Ark

Sciurus niger

293.992

254

0.86

ani072-00069, The Photo Ark

Pseudemys nel-

276.081

842

3.05

ENV020-00042, The Photo Ark

Anser cygnoides

411.675

319

0.77

BIR066-00007, The Photo Ark

Lophonetta spec-

424.089

502

1.18

BIR060-00480, The Photo Ark

506.148

314

0.62

BIR015-00171, The Photo Ark

Gyps africanus

463.94

461

0.99

BIR020-00085, The Photo Ark

Musophaga

360.677

458

1.27

BIR033-00585, The Photo Ark

255.218

748

2.93

ENV020-00044, The Photo Ark

321.767

405

1.26

ANI099-00126, The Photo Ark

nosus

soni

ularioides
210

Himantopus leucocephalus

rossae
Sternotherus
carinatus
Saguinus
tax

mys-

Mustela nigripes

391.763

367

0.94

ANI029-00078, The Photo Ark

Myophonus

415.88

714

1.72

BIR064-00111, The Photo Ark

398.102

1200

3.01

ANI080-00480, The Photo Ark

526.326

240

0.46

BIR015-00172, The Photo Ark

394.9

269

0.68

BIR052-00107, The Photo Ark

398.523

279

0.70

BIR015-00118, The Photo Ark

463.792

339

0.73

BIR035-00056, The Photo Ark

Irena puella

329.674

340

1.03

BIR053-00252, The Photo Ark

Coscoroba

388.437

380

0.98

BIR028-00027, The Photo Ark

406.548

344

0.85

BIR009-00035, The Photo Ark

caeruleus ssp.
Rhinoclemmys
melanosterna
Himantopus leucocephalus
Xipholena
211

punicea
Tringa
melanoleuca
Phoenicopterus
ruber

coscoroba
Ardea alba

Oryctolagus cu-

299.753

386

1.29

ANI031-00127, The Photo Ark

Perameles gunni

288.618

398

1.38

ANI051-00047, The Photo Ark

Nycticorax nyc-

397.13

395

0.99

BIR011-00014, The Photo Ark

413.246

364

0.88

ANI057-00032, The Photo Ark

vino-

357.819

606

1.69

ANI084-00203, The Photo Ark

Pygoscelis papua

323.621

208

0.64

BIR036-00094, The Photo Ark

358.158

201

0.56

BIR036-00094, The Photo Ark

368.563

258

0.70

BIR037-00259, The Photo Ark

363.096

424

1.17

BIR032-00488, The Photo Ark

niculus

ticorax hoactli
Procyon

can-

crivorus nigripes
Meriones
212

gradovi

papua (a)
Pygoscelis papua
papua (b)
Poicephalus
gulielmi
Aythya valisineria

Kinosternon

421.97

1139

2.70

ANI080-00214, The Photo Ark

318.908

490

1.54

ANI012-00241, The Photo Ark

287.65

319

1.11

BIR025-00175, The Photo Ark

421.188

298

0.71

BEA018-00019, The Photo Ark

488.014

266

0.55

BIR040-00225, The Photo Ark

vocif-

448.949

420

0.94

BIR067-00266, The Photo Ark

Tachycineta bi-

392.749

501

1.28

BIR067-00138, The Photo Ark

Aythya fuligula

345.648

422

1.22

BIR060-00521, The Photo Ark

Indotestudo

388.931

1351

3.47

ANI080-00465, The Photo Ark

leucostomum
Reithrodontomys
megalotis
Pulsatrix perspicillata
Ursus

ameri-

canus luteolus
213

Spilornis
holospilus
Lipaugus
erans

color

elongata

Callosciurus

306.954

620

2.02

ANI072-00086, The Photo Ark

melea-

409.727

378

0.92

BIR057-00196, The Photo Ark

Malaclemys ter-

355.965

1180

3.31

ANI080-00391, The Photo Ark

Taxidea taxus

307.783

361

1.17

ANI056-00019, The Photo Ark

Varanus rudicol-

297.593

752

2.53

ANI073-00238, The Photo Ark

an-

376.552

398

1.06

BIR037-00141, The Photo Ark

Callimico goeldii

400.023

421

1.05

ANI040-00414, The Photo Ark

Ursus thibetanus

457.005

499

1.09

BEA018-00024, The Photo Ark

394.518

372

0.94

ANI099-00087, The Photo Ark

erythraeus
Numida
gris

rapin

214

lis
Polytelis
thopeplus

(a)
Galago
galensis

sene-

Corvus

corax

476.913

494

1.04

BIR041-00015, The Photo Ark

Eliomys melanu-

261.334

600

2.30

ANI084-00141, The Photo Ark

340.631

283

0.83

BIR037-00121, The Photo Ark

292.189

248

0.85

BIR037-00121, The Photo Ark

Anas wyvilliana

263.266

398

1.51

BIR066-00010, The Photo Ark

Polytelis alexan-

370.181

335

0.90

BIR037-00138, The Photo Ark

301.54

331

1.10

ANI051-00198, The Photo Ark

331.423

282

0.85

BIR025-00442, The Photo Ark

391.49

841

2.15

INS004-00043, The Photo Ark

principalis

rus
Psittacus erithacus (a)
Psittacus erithacus (b)
215

drae
Strigocuscus
gymnotis
Ketupa

ketupu

ketupu
Deroplatys
lobata

Peromyscus

371.247

551

1.48

ESA002-00386, The Photo Ark

huhula

405.714

571

1.41

BIR070-00095, The Photo Ark

Ciconia ciconia

755.398

291

0.39

BIR030-00049, The Photo Ark

269.997

804

2.98

ESA002-00281, The Photo Ark

Grus americana

650.747

327

0.50

ESA001-00520, The Photo Ark

Dipsosaurus

200.701

370

1.84

ANI073-00089, The Photo Ark

357.524

199

0.56

BIR036-00087, The Photo Ark

297.846

300

1.01

ANI084-00253, The Photo Ark

polionotus

al-

lophrys
Ciccaba
huhula

ciconia
Graptemys flavi216

maculata

dorsalis
Eudyptes
chrysolophus
Microtus socialis
nikolaevi

Acomys

339.82

415

1.22

ANI012-00446, The Photo Ark

347.053

600

1.73

BIR059-00178, The Photo Ark

Neochen jubata

419.627

386

0.92

BIR060-00338, The Photo Ark

Scaphidura

411.694

520

1.26

BIR014-00065, The Photo Ark

384.407

854

2.22

ANI073-00634, The Photo Ark

388.772

640

1.65

ANI072-00078, The Photo Ark

Bubo lacteus

401.236

356

0.89

BIR025-00238, The Photo Ark

Petaurus brevi-

204.345

657

3.22

ANI051-00085, The Photo Ark

Rollulus rouloul

340.173

478

1.41

BIR053-00070, The Photo Ark

Amazona

350.259

325

0.93

BIR037-00173, The Photo Ark

spinosissimus
Podiceps

nigri-

collis

oryzivora
Gonocephalus
217

grandis
Sciurus

caroli-

nensis

ceps

rhodocorytha

Peromyscus po-

435.928

894

2.05

ESA001-00432, The Photo Ark

275.293

290

1.05

ESA002-00199, The Photo Ark

Sus philippensis

486.54

202

0.42

ANI054-00042, The Photo Ark

Oriolus larvatus

472.766

528

1.12

BIR053-00127, The Photo Ark

340.487

580

1.70

ANI084-00219, The Photo Ark

216.978

464

2.14

ANI110-00281, The Photo Ark

267.284

571

2.14

ANI110-00281, The Photo Ark

mon-

434.114

424

0.98

BIR045-00089, The Photo Ark

al-

394.593

597

1.51

ANI012-00376, The Photo Ark

lionotus
Brachylagus idahoensis

tibicen
Thallomys
218

paedulcus
Agalychnis
lemur (a)
Agalychnis
lemur (b)
Cyrtonyx
tezumae
Neotoma
bigula

Bubulcus ibis

413.51

339

0.82

BIR009-00047, The Photo Ark

Macropus rufo-

279.921

276

0.99

ANI051-00057, The Photo Ark

310.503

588

1.89

ESA001-00387, The Photo Ark

368.868

309

0.84

BIR025-00267, The Photo Ark

441.737

379

0.86

BIR070-00005, The Photo Ark

clamator

386.848

269

0.70

BIR025-00306, The Photo Ark

Lepus granaten-

317.927

614

1.93

ANI031-00196, The Photo Ark

338.698

706

2.08

ANI069-00019, The Photo Ark

373.537

300

0.80

BIR031-00088, The Photo Ark

griseus
Glyptemys muhlenbergii
Megascops asio
floridanus
Tyto longimem219

bris
Asio
forbesi

sis
Gymnobelideus
leadbeateri
Aphelocoma
coerulescens

Nyctanassa vio-

450.195

393

0.87

BIR011-00008, The Photo Ark

300.03

178

0.59

ANI063-00028, The Photo Ark

500.28

352

0.70

BIR024-00083, The Photo Ark

Pygoscelis papua

380.766

332

0.87

BIR036-00063, The Photo Ark

Bison bison

366.787

195

0.53

ANI082-00135, The Photo Ark

Buteo jamaicen-

410.203

360

0.88

BIR024-00188, The Photo Ark

424.163

1045

2.46

ANI094-00024, The Photo Ark

333.115

375

1.13

ANI106-00089, The Photo Ark

Salticidae

495.416

2500

5.05

Bengaluru, India

Periplaneta

640.961

3807

5.94

Bengaluru, India

lacea (a)
Tolypeutes matacus
Parabuteo
unicinctus
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sis umbrinus
Nycticebus
javanicus
Lagothrix
lagotricha

americana

Raphus cuculla-

1791.448

1232

0.69

YPM

EXH.000711

Stegosaurus

1902.519

1348

0.71

YPM

VP.064588

Deinonychus

1482.896

819

0.55

YPM

YPM 5201, 5205, 5206

Camarasaurus

1471.666

1204

0.82

YPM

YPM 1910

Camptosaurus

1294.4

861

0.67

YPM

YPM 1880

Homo sapiens

1639.82

468

0.29

Self

Callichroma au-

2.08

8.3

3.99

Division of Entomology, YPM

971790

1121.449

1372

1.22

Division of Entomology, YPM

972107

2047.689

2466

1.20

Division of Entomology, YPM

972101

973.07

3840

3.95

Division of Entomology, YPM

971892

682.987

2268

3.32

Division of Entomology, YPM

972013

tus
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ricomum (4j)
Trachyderes succinctus
Rosenbergia
straussi
Euryphagus pictus
Nicrophorus tomentosus

Neandra

brun-

391.987

1404

3.58

Division of Entomology, YPM

971901

976.181

2514

2.58

Division of Entomology, YPM

971787

955.317

2412

2.52

Division of Entomology, YPM

972110

Unknown:12J

9.384

33.28

3.55

Division of Entomology, YPM

971784

Unknown:13J

891.448

3528

3.96

Division of Entomology, YPM

971788

Pelidnota punc-

1835.981

2588

1.41

Division of Entomology, YPM

972109

975.249

3474

3.56

Division of Entomology, YPM

972106

1734.799

5358

3.09

Division of Entomology, YPM

971791

Hycleus

682.456

2664

3.90

Division of Entomology, YPM

971894

Calosoma sene-

2.694

13.87

5.15

Division of Entomology, YPM

972536

1121.862

2673

2.38

Division of Entomology, YPM

972531

nea
Eleodes
Eupoecila

aus-

tralasiae

222

tata
Anoplophora
glabripennis
Sternocera boucardi

galense
Carabidae

Lucanidae odon-

1132.262

2208

1.95

Division of Entomology, YPM

972539

Xylotrupes sp.

1995.557

4422

2.22

Division of Entomology, YPM

971781

Elateroidea

1303.379

6060

4.65

Division of Entomology, YPM

971783

Chalcosoma at-

1746.648

4758

2.72

Division of Entomology, YPM

971789

1416.994

5370

3.79

Division of Entomology, YPM

972104

999.762

4125

4.13

Division of Entomology, YPM

971790

894.411

1226

1.37

Division of Entomology, YPM

971785

7592.378

4624

0.61

[Wilson and Mittermeier, 2009]

Page 262

Canis latrans

6278.165

3816

0.61

[Wilson and Mittermeier, 2009]

Page 398

Conepatus hum-

2957.717

2334

0.79

[Wilson and Mittermeier, 2009]

Page 537

tolabis

las
Acrocinus longimanus
223

Callichroma auricomum (26j)
Chrysochroa fulminans
Atilax

paludi-

nosus

boldtii

Crocuta crocuta

7403.784

3264

0.44

[Wilson and Mittermeier, 2009]

Page 240, bottom left

Hyaena hyaena

6103.735

3816

0.63

[Wilson and Mittermeier, 2009]

Page 234, bottom left

Panthera leo

7744.601

3856

0.50

[Wilson and Mittermeier, 2009]

Page 104, bottom right

Panthera

6830.299

3616

0.53

[Wilson and Mittermeier, 2009]

Page 117

Panthera uncia

4168.24

2960

0.71

[Wilson and Mittermeier, 2009]

Page 8

Ursus thibetanus

3735.65

3080

0.82

[Wilson and Mittermeier, 2009]

Page 453

303.545

1128

3.72

ANI078-00350, The Photo Ark

194.185

612

3.15

ANI078-00445, The Photo Ark

210.302

727

3.46

ANI078-00445, The Photo Ark

Hogna helluo

297.052

837

2.82

INS006-00088, The Photo Ark

Vini australis

239.325

399

1.67

BIR068-00040, The Photo Ark

onca

(b)

(b)
224

Mixophyes fasciolatus
Scaphiophryne
gottlebei (a)
Scaphiophryne
gottlebei (b)

Dendrobates

204.027

928

4.55

ANI078-00518, The Photo Ark

402.066

1180

2.93

ANI104-00083, The Photo Ark

Bufotes viridis

341.776

574

1.68

ANI078-00367, The Photo Ark

Hierodula mem-

339.844

1047

3.08

INS004-00100, The Photo Ark

282.191

1083

3.84

ANI101-00196, The Photo Ark

463.619

1393

3.00

INS006-00133, The Photo Ark

167.729

393

2.34

ANI071-00355, The Photo Ark

351.305

1340

3.81

ANI101-00474, The Photo Ark

2307.446

816

0.35

The Field Museum, Chicago

tinctorius
Batagur

affinis

affinis

branacea
Bufo

melanos-
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tictus
Aphonopelma
hentzi
Ceratobatrachus
guentheri
Bombina orientalis
Babyrousa
babyrussa

49146

Cephalophus ni-

2081.621

648

0.31

The Field Museum, Chicago

26075

2071.769

528

0.25

The Field Museum, Chicago
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Tayassu tajacu

1807.095

654

0.36

The Field Museum, Chicago

14029

Mammuthus

1473.8

816

0.55

The Field Museum, Chicago

P12339

1227.374

1179

0.96

The Field Museum, Chicago

49085

1460.43

636

0.44

The Field Museum, Chicago

Uncatalogued

1657.022

780

0.47

The Field Museum, Chicago

8174

1147.733

942

0.82

The Field Museum, Chicago

P13687

960.759

411

0.43

The Field Museum, Chicago

PM1277

grifrons
Equus burchelli
2

columbi
Vombatus

ursi-

226

nus
Deinonychus antirrhopus
Theropithecus
gelada
Glyptodon
clavipes
Hyracotherium
sp.

Chrysocyon

2142.239

600

0.28

The Field Museum, Chicago

23771

1093.839

681

0.62

The Field Museum, Chicago

P25125

1177.982

237

0.20

The Field Museum, Chicago

P25106

715.366

1278

1.79

The Field Museum, Chicago

P14046

1612.507

834

0.52

The Field Museum, Chicago

Replica

1505.885

840

0.56

The Field Museum, Chicago

Uncatalogued

958.495

855

0.89

The Field Museum, Chicago

PR2081

3746.437

3612

0.96

The Field Museum, Chicago

P26404

2451.474

6136

2.50

The Field Museum, Chicago

PF15317

brachyurus
Mammut americanum
Megaloceros giganteus
Protoceratops
andrewsi
227

Quetzalcoatlus
northropi
Stegosaurus
stenops
Tyrannosaurus
rex
Teleoceras

ma-

jor
Tiktaalik roseae

Triceratops hor-

952.795

1392

1.46

The Field Museum, Chicago

PR1794,PR1795,PR1796,PR1797

Equus burchelli

2300.805

474

0.21

The Field Museum, Chicago
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Hemiptera (x4)

84.557

232

2.74

Collected in Bengaluru, India

Orthoptera (i1)

694.405

1734

2.50

Collected in Bengaluru, India

Orthoptera (i2)

1192.351

3558

2.98

Collected in Bengaluru, India

Rhea americana

381.468

179

0.47

ML711913, Macaulay Library

Passerina

148.002

173

1.17

ML714528, Macaulay Library

355.825

179

0.50

ML705140, Macaulay Library

Ciconia abdimii

373.238

205

0.55

ML705833, Macaulay Library

Leptoptilos cru-

355.667

132

0.37

ML702928, Macaulay Library

329.199

243

0.74

ML700864, Macaulay Library

ridus

228

leclancherii
Rhinoptilus
africanus

menifer
Mareca
cata/Anas
falcata

fal-

Lamprotornis

325.254

192

0.59

ML701505, Macaulay Library

153.781

181

1.18

ML720078, Macaulay Library

Alectoris rufa

169.985

93

0.55

ML720443, Macaulay Library

Rynchops niger

158.142

84

0.53

ML487607, Macaulay Library

Nyctanassa vio-

181.276

86

0.47

ML487684, Macaulay Library

115.936

73

0.63

ML487811, Macaulay Library

Calidris virgata

159.386

87

0.55

ML488445, Macaulay Library

Egretta

157.187

66

0.42

ML488537, Macaulay Library

180.669

108

0.60

ML487312, Macaulay Library

120.809

81

0.67

ML485773, Macaulay Library

superbus
Rhodospiza
obsoleta

lacea (b)
229

Thalasseus maximus maximus

rufescens
Ardea

herodias

[herodias Group]
Phoebastria immutabilis

Chlamydera

111.47

93

0.83

ML486483, Macaulay Library

128.388

102

0.79

ML483554, Macaulay Library

arc-

164.521

105

0.64

ML483591, Macaulay Library

mer-

134.87

111

0.82

ML484047, Macaulay Library

99.326

103

1.04

ML482406, Macaulay Library

296.565

933

3.15

Phil Lanoue

277.916

134

0.48

ML303012171, Macaulay Library

352.929

837

2.37

Sonoran Images

cerviniventris
Leucophaeus
atricilla
Fratercula
tica
Mergus
ganser

ameri-
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canus
Parkesia
motacilla
Alligator mississippiensis
Casuarius

ca-

suarius
Cophosaurus
texanus

Capreolus capre-

742.59

256

0.34

biolib.cz

182.318

191

1.05

[Allen et al., 2013a]

148.368

154

1.04

[Allen et al., 2013a]

Heterodontosaurus 197.733

158

0.80

[Allen et al., 2013a]

188.575

205

1.09

[Allen et al., 2013a]

144.337

167

1.16

[Allen et al., 2013a]

149.405

174

1.16

[Allen et al., 2013a]

181.254

155

0.86

[Allen et al., 2013a]

olus
Crocodylus johnstoni
Marasuchus lilloensis

tucki
231

Staurikosaurus
pricei
Plateosaurus engelhardti
Coelophysis
bauri
Dilophosaurus
wetherilli

Allosaurus frag-

182.318

190

1.04

[Allen et al., 2013a]

170.456

161

0.94

[Allen et al., 2013a]

170.261

168

0.99

[Allen et al., 2013a]

181.137

236

1.30

[Allen et al., 2013a]

183.217

185

1.01

[Allen et al., 2013a]

Microraptor gui

207.441

194

0.94

[Allen et al., 2013a]

Archaeopteryx

208.797

197

0.94

[Allen et al., 2013a]

Pengornis houi

168.133

196

1.17

[Allen et al., 2013a]

Yixianornis

206.401

174

0.84

[Allen et al., 2013a]

248.386

143

0.58

[Allen et al., 2013a]

ilis
Tyrannosaurus
rex
Struthiomimus
sedens
cf.

Caenag-

nathus
232

Velociraptor
mongoliensis

lithographica

grabaui
Gallus gallus

Appendix K
Information on animal masses
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Table K.1. Data on animal mass and the corresponding references.
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Animal

Mass (kg)

Reference

Chrysina macropus (m)

0.002862767

Measured

Chrysina macropus (f )

0.0017995

Measured

Chrysina spectabilis

0.0027027

Measured

Chrysina guaymi

0.001238833

Measured

Chrysina donthomasi

0.003018533

Measured

Chrysina aurigans (6n)

0.002411567

Measured

Chrysina aurigans (7n)

0.001355267

Measured

Chrysina optima

0.000859533

Measured

Chrysina batesi

0.002018567

Measured

Chrysina resplendens

0.0006568

Measured

Cerambycidae (11n)

0.012376133

Measured

Goliathus orientalis (12n)

0.015519967

Measured

Goliathus orientalis (13n)

0.032324633

Measured

Macrodontia cervicornis

0.016573967

Measured

Megasoma actaeon

0.018077367

Measured

235

Cerambycidae (16n)

0.023530367

Measured

Cerambycidae (17n)

0.021822767

Measured

Cerambycidae (18n)

0.009951367

Measured

Dynastes neptunus

0.033631967

Measured

Chrysochroa buqueti

0.003890633

Measured

Chrysochroa sp.

0.001091233

Measured

Callospistus castelnaudi

0.003673367

Measured

Callopistus wayersii

0.001747533

Measured

Sternocera sternicornis

0.002518933

Measured

Buprestidae (25n)

0.0032915

Measured

Prosopocoilus cinnamoeurs

0.005240833

Measured

Prosopocoilus kannegieter

0.0015585

Measured

Scarabaeidae (28n)

0.002081467

Measured

Scarabaeidae (29n)

0.009498833

Measured

Buprestidae (30n)

0.0064988

Measured

Cerambycidae (31n)

0.0051937

Measured

Cerambycidae (32n)

0.0034933

Measured
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Scarabaeidae (33n)

0.002055467

Measured

Scarabaeidae (34n)

0.004393433

Measured

Elateridae (35n)

0.002905667

Measured

Cerambycidae (36n)

0.0031582

Measured

Scarabaeidae (37n)

0.013191467

Measured

Scarabaeidae (38n)

0.068265267

Measured

Titanus giganteum

0.035525433

Measured

Antilocapra americana

55

[Wilson and Mittermeier, 2011]

Babyrousa celebensis

100

[Wilson and Mittermeier, 2011]

Bettongia lesueur

0.84

[Wilson and Mittermeier, 2015]

Bos bison

679

[Wilson and Mittermeier, 2011]

Camelus bactrianus

475

[Wilson and Mittermeier, 2011]

Capra nubiana

52.5

[Wilson and Mittermeier, 2011]

Capra pyrenaica

27.25

[Wilson and Mittermeier, 2011]

Cephalophus hooki

14.5

[Wilson and Mittermeier, 2011]

Cephalophus rufilatus

10.5

[Wilson and Mittermeier, 2011]

Ceratotherium simum

2425

[Wilson and Mittermeier, 2011]

Choeropsis liberiensis

215

[Wilson and Mittermeier, 2011]

Dorcopsis muelleri

5.9

[Wilson and Mittermeier, 2015]

Elephas maximus (a)

4360

[Wilson and Mittermeier, 2011]

Equus africanus

275

[Wilson and Mittermeier, 2011]

Gazella cora

17.5

[Wilson and Mittermeier, 2011]

Hylochoerus meinertzhageni

187.5

[Wilson and Mittermeier, 2011]

187.5

[Wilson and Mittermeier, 2011]

Lasiorhinus latifrons

0.02675

[Wilson and Mittermeier, 2015]

Loxodonta cyclotis

4350

[Wilson and Mittermeier, 2011]

Macropus giganteus

53.5

[Wilson and Mittermeier, 2015]

Madoqua guentheri

4.05

[Wilson and Mittermeier, 2011]

Neotragus livingstonianus

8

[Wilson and Mittermeier, 2011]

Odocoileus hemionus3

72.5

[Wilson and Mittermeier, 2011]

Osphranter antilopinus

32.5

[Wilson and Mittermeier, 2015]

Osphranter rufus

54.5

[Wilson and Mittermeier, 2015]

(a)
Hylochoerus meinertzhageni
237

(b)
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Ozotoceros bezoarticus

28

[Wilson and Mittermeier, 2011]

Porcula salvania

8.15

[Wilson and Mittermeier, 2011]

Pseudochirulus forbesi

0.6425

[Wilson and Mittermeier, 2015]

Rucervus eldii

92.5

[Wilson and Mittermeier, 2011]

Rusa unicolor

200

[Wilson and Mittermeier, 2011]

Setonix brachyurus

2.9

[Wilson and Mittermeier, 2015]

Sus scrofa

182

[Wilson and Mittermeier, 2011]

Syncerus caffer

625

[Wilson and Mittermeier, 2011]

Syncerus nanus

292.5

[Wilson and Mittermeier, 2011]

Tapirus pinchaque

175

[Wilson and Mittermeier, 2011]

Tayassu pecari

32.5

[Wilson and Mittermeier, 2011]

Tragelaphus scriptus

52

[Wilson and Mittermeier, 2011]

Tragulus kanchil

2

[Wilson and Mittermeier, 2011]

Trichosurus vulpecula

2.85

[Wilson and Mittermeier, 2015]

Vicugna vicugna

41.5

[Wilson and Mittermeier, 2011]

Tragelaphus buxtoni

235

[Wilson and Mittermeier, 2011]

Grallaria blakei

0.0425

[Dunning Jr, 2007]
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Turdus abyssinicus

0.0614

[Dunning Jr, 2007]

Bubo scandiacus

2.041

[Parr et al., 2014], Link

Uraeginthus angolensis

0.013

[Parr et al., 2014], Link

Panthera pardus saxicolor

41

[Myers et al., 2021], Link

Desmodus rotundus

0.044

[Parr et al., 2014], Link

Burramys parvus

0.016

[Parr et al., 2014], Link

Balaeniceps rex

5.984

[Parr et al., 2014], Link

Phascolarctos cinereus

1.155

[Parr et al., 2014], Link

Fukomys damarensis

0.144

[Myers et al., 2021], Link

Elephas maximus (b)

3305.12

[Parr et al., 2014], Link

Varecia variegata

3.85

[Parr et al., 2014], Link

Leopardus pardalis

17

[Parr et al., 2014], Link

Dendromus melanotis

0.0091

[Parr et al., 2014], Link

Perodicticus potto

1.1

[Parr et al., 2014], Link

Ursus arctos isabellinus

340

[Myers et al., 2021], Link

Gallicolumba luzonica

0.184

[Parr et al., 2014], Link

Aprosmictus erythropterus

0.136

[Parr et al., 2014], Link
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Tupaia palawanensis

0.16805

[Parr et al., 2014], Link

Dendrocygna bicolor

0.02879

[Parr et al., 2014], Link

Anas platyrhynchos (a)

1.082

[Dunning Jr, 2007],

Anas platyrhynchos (b)

1.082

[Dunning Jr, 2007],

Spheniscus mendiculus

2.6

[Parr et al., 2014], Link

Otus nigrorum

0.241

[Dunning Jr, 2007],

Panthera onca (a)

94.5

[Parr et al., 2014], Link

Eudyptula minor

1.15

[Parr et al., 2014], Link

Hemigalus derbyanus

0.125

[Parr et al., 2014], Link

Chaetophractus vellerosus

1.03

[Parr et al., 2014], Link

Ammospermophilus harrisii

0.12657

[Parr et al., 2014], Link

Otus lettia

0.125

[Dunning Jr, 2007],

Pheucticus melanocephalus

0.0369

[Parr et al., 2014], Link

Ammodramus savannarum

0.01725

[Parr et al., 2014], Link

Hylopetes alboniger

0.25538

[Parr et al., 2014], Link

Chauna chavaria

3.09

[Parr et al., 2014], Link

Strix leptogrammica main-

0.95

[Dunning Jr, 2007],

Engystomops pustulosus

0.00236

[Parr et al., 2014], Link

Botaurus lentiginosus

0.6

[Parr et al., 2014], Link

Sciurus niger

0.8037

[Parr et al., 2014], Link

Pseudemys nelsoni

6.92919

[Parr et al., 2014], Link

Anser cygnoides

3.45

[Parr et al., 2014], Link

Lophonetta

specularioides

1.0215

[Dunning Jr, 2007],

leucocephalus

0.193

[Parr et al., 2014], Link

Gyps africanus

0.03735

[Parr et al., 2014], Link

Musophaga rossae

0.475

[Parr et al., 2014], Link

Sternotherus carinatus

0.92843

[Parr et al., 2014], Link

Saguinus mystax

0.618

[Parr et al., 2014], Link

Mustela nigripes

0.9071

[Parr et al., 2014], Link

Myophonus caeruleus ssp.

0.179

[Parr et al., 2014], Link

gayi
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specularioides
Himantopus
2

Rhinoclemmys

melanos-

3.349

[Parr et al., 2014], Link

Himantopus leucocephalus

0.193

[Parr et al., 2014], Link

Xipholena punicea

0.076

[Parr et al., 2014], Link

Tringa melanoleuca

0.1701

[Parr et al., 2014], Link

Phoenicopterus ruber

4.1

[Parr et al., 2014], Link

Irena puella

0.0703

[Parr et al., 2014], Link

Coscoroba coscoroba

5.4

[Parr et al., 2014], Link

Ardea alba

0.912

[Parr et al., 2014], Link

Oryctolagus cuniculus

2.15

[Parr et al., 2014], Link

Perameles gunni

0.64

[Myers et al., 2021], Link

0.81

[Dunning Jr, 2007],

6

[Parr et al., 2014],

Meriones vinogradovi

0.003

[Parr et al., 2014], Link

Pygoscelis papua papua (a)

5.95

[Dunning Jr, 2007],

terna

242

Nycticorax

nycticorax

hoactli
Procyon

cancrivorus

ni-

gripes

Pygoscelis papua papua (b)

5.95

[Dunning Jr, 2007],

Poicephalus

0.275

[Dunning Jr, 2007],

Aythya valisineria

0.863

[Parr et al., 2014], Link

Kinosternon

0.24345

[Ceballos et al., 2016],

Reithrodontomys megalotis

0.01103

[Parr et al., 2014], Link

Pulsatrix perspicillata

0.6795

[Parr et al., 2014], Link

Ursus americanus luteolus

224

[Myers et al., 2021], Link

Spilornis holospilus

0.858

[Parr et al., 2014], Link

Lipaugus vociferans

0.087

[Parr et al., 2014], Link

Tachycineta bicolor

0.019

[Parr et al., 2014], Link

Aythya fuligula

0.02846

[Parr et al., 2014], Link

Indotestudo elongata

1.90315

[Parr et al., 2014], Link

Callosciurus erythraeus

0.28323

[Parr et al., 2014], Link

Numida meleagris

1.58757

[Parr et al., 2014], Link

gulielmi

fantiensis

leucostomum

leucostomum

243

Malaclemys

terrapin

0.72

[Myers et al., 2021], Link

Taxidea taxus

7.84215

[Parr et al., 2014], Link

Varanus rudicollis

4.53241

[Parr et al., 2014], Link

Polytelis anthopeplus

0.17

[Parr et al., 2014], Link

Callimico goeldii

0.12002

[Parr et al., 2014], Link

Ursus thibetanus

99.71419

[Parr et al., 2014], Link

Galago senegalensis sene-

0.068

[Parr et al., 2014], Link

Corvus corax principalis

0.785

[Dunning Jr, 2007],

Eliomys melanurus

0.123

[Parr et al., 2014], Link

Psittacus erithacus eritha-

0.333

[Dunning Jr, 2007],

0.333

[Dunning Jr, 2007],

Anas wyvilliana

0.585

[Parr et al., 2014], Link

Polytelis alexandrae

0.1134

[Parr et al., 2014], Link

tequesta

244

galensis

cus
Psittacus erithacus erithacus

Strigocuscus gymnotis

2.705

[Parr et al., 2014], Link

Ketupa ketupu ketupu

1.293

[Dunning Jr, 2007],

Deroplatys lobata

0.0283

Link,

Peromyscus polionotus al-

0.00593

[Parr et al., 2014], Link

Ciccaba huhula huhula

0.37

[Dunning Jr, 2007],

Ciconia ciconia ciconia

3.448

[Dunning Jr, 2007],

Graptemys flavimaculata

0.92843

[Parr et al., 2014], Link

Grus americana

8.5

[Parr et al., 2014], Link

Dipsosaurus dorsalis

0.06601

[Parr et al., 2014], Link

Eudyptes chrysolophus

5.5

[Parr et al., 2014], Link

Microtus socialis nikolaevi

0.0021

[Parr et al., 2014], Link

Acomys spinosissimus

0.0265

[Parr et al., 2014], Link

Podiceps nigricollis

0.02615

[Parr et al., 2014], Link

Neochen jubata

1.25

[Parr et al., 2014], Link

Scaphidura oryzivora

0.184

[Dunning Jr, 2007],

Gonocephalus grandis

0.09383

[Parr et al., 2014], Link

lophrys

245

Sciurus carolinensis caroli-

0.544

[Myers et al., 2021], Link

Bubo lacteus

1.704

[Parr et al., 2014], Link

Petaurus breviceps

0.04929

[Parr et al., 2014], Link

Rollulus rouloul

0.232

[Parr et al., 2014], Link

Amazona rhodocorytha

0.5

[Parr et al., 2014], Link

Peromyscus polionotus al-

0.00593

[Parr et al., 2014], Link

Brachylagus idahoensis

0.43119

[Parr et al., 2014], Link

Sus philippensis mindanen-

190.7923

[Parr et al., 2014], Link

Oriolus larvatus tibicen

0.0724

[Parr et al., 2014], Link

Thallomys paedulcus

0.00265

[Parr et al., 2014], Link

Agalychnis lemur (a)

0.002

Link,

Agalychnis lemur (b)

0.002

Link,

Cyrtonyx montezumae

0.195

[Parr et al., 2014], Link

Neotoma albigula

0.1033

[Parr et al., 2014], Link

nensis

lophrys 2
246

sis

Bubulcus ibis

0.22

[Parr et al., 2014], Link

Macropus rufogriseus

3.19921

[Parr et al., 2014], Link

Glyptemys muhlenbergii

0.11

[Ctg],

Megascops asio floridanus

0.1805

[Dunning Jr, 2007],

Tyto longimembris chinen-

0.3415

[Dunning Jr, 2007],

Asio clamator forbesi

0.485

[Parr et al., 2014], Link

Lepus granatensis granaten-

2.32394

[Parr et al., 2014], Link

Gymnobelideus leadbeateri

0.03778

[Parr et al., 2014], Link

Aphelocoma coerulescens

0.077

[Parr et al., 2014], Link

Nyctanassa violacea (a)

0.716

[Parr et al., 2014], Link

Tolypeutes matacus

1.30347

[Parr et al., 2014], Link

Parabuteo unicinctus har-

0.735

[Parr et al., 2014], Link

Pygoscelis papua ellsworthii

8.5

[Parr et al., 2014], Link

Bison bison

157.5

[Parr et al., 2014], Link

sis
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sis

risi

Buteo jamaicensis umbri-

0.795

[Parr et al., 2014], Link

Nycticebus javanicus

0.675

[Parr et al., 2014], Link

Lagothrix lagotricha

6.5

[Myers et al., 2021], Link

Salticidae

0.0000283

Measured

Periplaneta americana

0.0000453

Measured

$Raphus cucullatus

13.75

[Louchart and Mourer-Chauviré, 2011],

$Stegosaurus

1780

[Colbert, 1962],

$Deinonychus

85

[Peczkis, 1995],

$Camarasaurus

22679

[Peczkis, 1995],

$Camptosaurus

550

[Peczkis, 1995],

Homo sapiens

55

Measured

Callichroma auricomum (a)

0.001423867

Measured

Trachyderes succinctus

0.0005613

Measured

Rosenbergia straussi

0.007067467

Measured

Euryphagus pictus

0.000681233

Measured

Nicrophorus tomentosus

0.000762133

Measured

nus
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249

Neandra brunnea

0.000176167

Measured

Eleodes

0.001114167

Measured

Eupoecila australasiae

0.0007844

Measured

Unknown:12J

0.0003046

Measured

Unknown:13J

0.001588267

Measured

Pelidnota punctata

0.001624267

Measured

Anoplophora glabripennis

0.001324667

Measured

Sternocera boucardi

0.004917433

Measured

Hycleus

0.0006842

Measured

Calosoma senegalense

0.001085267

Measured

Carabidae

0.000987567

Measured

Lucanidae odontolabis

0.003289667

Measured

Xylotrupes sp.

0.011121267

Measured

Elateroidea

0.0055434

Measured

Chalcosoma atlas

0.0167413

Measured

Acrocinus longimanus

0.010297767

Measured

Callichroma auricomum (b)

0.001423867

Measured

250

Chrysochroa fulminans

0.0011789

Measured

Atilax paludinosus

3.25

[Wilson and Mittermeier, 2009],

Canis latrans

11.75

[Wilson and Mittermeier, 2009],

Conepatus humboldtii

1.5

[Wilson and Mittermeier, 2009],

Crocuta crocuta

50

[Wilson and Mittermeier, 2009],

Hyaena hyaena

33.5

[Wilson and Mittermeier, 2009],

Panthera leo

173.5

[Wilson and Mittermeier, 2009],

Panthera onca (b)

76

[Wilson and Mittermeier, 2009],

Panthera uncia

37

[Wilson and Mittermeier, 2009],

Ursus thibetanus (b)

117.5

[Wilson and Mittermeier, 2009],

Mixophyes fasciolatus

0.025

[ARW, 2016],

Scaphiophryne gottlebei (a)

0.00615

[Andreone et al., 2013],

Scaphiophryne gottlebei (b)

0.00615

[Andreone et al., 2013],

Hogna helluo or Tigrosa

0.3

[Balfour, 2004],

Vini australis

0.0495

[Collar and Boesman], Link

Dendrobates tinctorius

0.00636

[Clayton et al., 2012],

helluo

Batagur affinis affinis

10.04

[Salleh and Sah, 2019],

Bufotes viridis or Pseudep-

0.055

[GORDON, 1962],

Hierodula membranacea

0.0012035

[Birkhead et al., 1988],

Bufo melanostictus

0.02185

[Huang et al., 1997],

Aphonopelma hentzi

0.0048

[Janowski-Bell and Horner, 1999],

Ceratobatrachus guentheri

0.0035

[Zoo, 2016],

Bombina orientalis

0.008635

[Kaplan, 1987],

Babyrousa babyrussa

71.5

[Myers et al., 2021], Link

Cephalophus nigrifrons

16

[Kamgaing et al., 2018],

Equus burchelli 2

280

[Myers et al., 2021], Link

Tayassu tajacu

20

[Myers et al., 2021], Link

$Mammuthus columbi

9500

[Larramendi, 2015],

Vombatus ursinus

27.5

[Myers et al., 2021], Link

$Deinonychus antirrhopus

67.5

[Ostrom, 2019],

Theropithecus gelada

17

[Myers et al., 2021], Link

$Glyptodon clavipes

2000

[Fariña, 1995],

idalea viridis

251

252

$Hyracotherium sp.

30.75

[MacFadden, 1986],

Chrysocyon brachyurus

21.5

[Myers et al., 2021], Link

$Mammut americanum

6500

[Larramendi, 2015],

$Megaloceros giganteus

600

[Moen et al., 1999],

$Protoceratops andrewsi

75.5

[Campione, 2017],

$Quetzalcoatlus northropi

544

[Henderson, 2010],

$Stegosaurus stenops

1560

[Brassey et al., 2015],

$Tyrannosaurus rex

6000

[Farlow et al., 1995],

$Teleoceras major

1500

[Voorhies and Thomasson, 1979],

$Tiktaalik roseae

6.94

[Hohn-Schulte et al., 2013],

$Triceratops horridus

7045.5

[Campione, 2017],

Equus burchelli

280

[Myers et al., 2021], Link

Hemiptera (x4)

0.00005

Measured

Orthoptera (i1)

0.0000652

Measured

Orthoptera (i2)

0.0004366

Measured

Rhea americana

23

[Dunning Jr, 2007],

Passerina leclancherii

0.014

[Dunning Jr, 2007],

Smutsornis

africanus/

0.0875

[Dunning Jr, 2007],

Ciconia abdimii

1.398

[Dunning Jr, 2007],

Leptoptilos crumenifer

6.325

[Dunning Jr, 2007],

Mareca falcata/Anas falcata

0.649

[Dunning Jr, 2007],

Lamprotornis superbus

0.0649

[Dunning Jr, 2007],

Rhodospiza obsoleta

0.0255

[Dunning Jr, 2007],

Alectoris rufa

0.528

[Dunning Jr, 2007],

Rynchops niger

0.3015

[Dunning Jr, 2007],

Nyctanassa violacea (b)

0.6825

[Dunning Jr, 2007],

Thalasseus maximus max-

0.47

[Dunning Jr, 2007],

Calidris virgata

0.2015

[Dunning Jr, 2007],

Egretta rufescens

0.614

[Dunning Jr, 2007],

2.295

[Dunning Jr, 2007],

3.15

[Dunning Jr, 2007],

Rhinoptilus africanus

253

imus

Ardea

herodias

[herodias

Group]
Phoebastria immutabilis

Chlamydera cerviniventris

0.1565

[Dunning Jr, 2007],

Leucophaeus atricilla

0.308

[Dunning Jr, 2007],

Fratercula arctica

0.381

[Dunning Jr, 2007],

Mergus merganser ameri-

1.4705

[Dunning Jr, 2007],

Parkesia motacilla

0.0199

[Dunning Jr, 2007],

Alligator mississippiensis

225.5

[Myers et al., 2021], Link

Casuarius casuarius

44

[Dunning Jr, 2007], Link

Cophosaurus texanus

0.004232

[Punzo, 1982],

Capreolus capreolus

26

[Myers et al., 2021], Link

Crocodylus johnstoni

20.9

[Allen et al., 2013a]

Marasuchus lilloensis

0.288

[Allen et al., 2013a]

Heterodontosaurus tucki

4.5

[Allen et al., 2013a]

Staurikosaurus pricei

21.3

[Allen et al., 2013a]

Plateosaurus engelhardti

753

[Allen et al., 2013a]

Coelophysis bauri

18.3

[Allen et al., 2013a]

Dilophosaurus wetherilli

462

[Allen et al., 2013a]

canus

254
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Allosaurus fragilis

1340

[Allen et al., 2013a]

Tyrannosaurus rex

10800

[Allen et al., 2013a]

Struthiomimus sedens

568

[Allen et al., 2013a]

cf. Caenagnathus

12.5

[Allen et al., 2013a]

Velociraptor mongoliensis

14.1

[Allen et al., 2013a]

Microraptor gui

1.21

[Allen et al., 2013a]

Archaeopteryx lithographica

0.0992

[Allen et al., 2013a]

Pengornis houi

0.229

[Allen et al., 2013a]

Yixianornis grabaui

0.201

[Allen et al., 2013a]

Gallus gallus

2.57

[Allen et al., 2013a]
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