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Abstract
The Compton scattering technique, i.e. inelastic X-ray scattering spectroscopy
at large energy and momentum transfers, was used to study the ground-state elec-
tronic properties of several condensed matter systems. In addition, the limits for the
applicability of the technique for the inner-shell electrons at intermediate energy and
momentum transfers has been tested. Both a conventional radiation source based
on a X-ray tube, and a modern third generation synchrotron radiation source were
utilized for the experiments.
First, binary aluminum transition-metal alloys were studied to test the validity
of a very recently developed theoretical and computational scheme. The model was
shown to explain successfully the Fermi surface related features found experimentally.
Secondly, the validity of the impulse approximation was tested on two distinguishably
diﬀerent radiation sources using the coincidence technique. On a conventional source,
both the shape of the core-shell proﬁle and its absolute cross-section were extracted
for the ﬁrst time with an accuracy good enough for a direct quantitative compari-
son with theory. The deviations found between the experiment and the theoretical
calculations done within the bounds of the impulse approximation are explained by
the more advanced quantum-mechanical calculations. For the experiment done on
a synchrotron source, a new scheme for the optimization of the experimental pa-
rameters was developed which enabled to reach the same level in the true-to-chance
coincidence ratio as before only with conventional sources. Thirdly, electron correla-
tion eﬀects were studied in a high-pressure experiment on sodium. The free electron
density was varied directly by changing the high pressure applied to the sample.
The eﬀects of the electron correlation to the Compton proﬁle were demonstrated.
Finally, the electronic properties of a high-TC superconductor La1.85Sr0.15CuO4 and
a decagonal quasicrystal Al0.72Co0.17Ni0.11, a ternary aluminum transition-metal al-
loy, were studied. The theoretical calculations for the superconductor were done for
the undoped La2CuO4 using the KKR-methodology. Due to the practical diﬃculties
in modeling of a non-periodic system, no exact theoretical model exists yet for the
quasicrystals. However, an anisotropy in the electronic momentum density was dis-
covered for the ﬁrst time, and the development of a computational scheme applicable
to quasicrystals is in progress.
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1 Introduction
Inelastic X-ray scattering, discovered by the late Sir A. H. Compton in 1921 [1],
has proved its power as an sensitive probe for the ground-state electronic properties
of condensed matter systems [2,3]. Also known as Compton scattering, it regained
considerable experimental interest in the 1970’s when the solid-state detectors became
widely available. At the same time, the experimental accuracy reached a level where
the precision of the underlying approximations widely used in the basic formulation of
the theory of inelastic X-ray scattering became for the ﬁrst time seriously questioned.
During the recent decade or two, the advances in computing, both in methods
and raw processing power, and in experimental techniques, most notable due to
the application of synchrotron radiation, have revolutionized the entire ﬁeld of con-
densed matter science. The ’old’ experiments can be done at a drastically improved
performance level, and even some entirely new techniques have emerged to utilize
the extraordinary properties of synchrotron radiation, e.g. collimation and polar-
ization [4]. Simultaneously, several other branches of science, for example medicine,
life sciences and biology, have started to utilize synchrotron radiation. Further, the
developments in theoretical methods have established a serious need for accurate
experimental results to check the validity of the models.
The advances have strengthened our understanding of the electronic behavior
of the condensed matter systems. Yet, some notable obstacles remain. The high-
TC superconductivity discovered in 1986 [5] and the quasicrystalline solids found in
1984 [6,7] still resist complete understanding of their properties. Partly, this is due
to the lack of accurate results obtained with direct-probing experimental techniques,
that is, the techniques probing the initial or ﬁnal states of the electrons directly, e.g.
inelastic X-ray scattering, or positron-annihilation. Further, the theoretical models
are still in a somewhat unmature state. In the case of the quasicrystals, no exact
theory exists to interprete the electronic behavior in terms of the electronic structure
due to the restrictions in modeling a quasiperiodic system.
This thesis involves the applications of inelastic X-ray scattering to study several
interesting issues in this ﬁeld, and developments in the experimental techniques to
further aid to improve its accuracy and level of applicability in condensed matter
research. As a summary, the key results were made feasible either by adopting
high-resolution experimental apparatus, e.g. a scanning crystal spectrometer at a
third generation synchrotron source, or by taking the performance of an existing
measurement technique to a more advanced level, e.g. the coincidence experiments.
The advances gained enabled to reach some new experimental results.
The unit system adopted in this thesis is the one most often used in the exper-
imental work in the ﬁeld of inelastic X-ray scattering. Energy is measured in keV,
and momentum in a.u..
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2 Inelastic X-Ray Scattering
The theory of inelastic (incoherent) X-ray scattering (IXS) is based on the rel-
ativistic treatment of the interactions between electromagnetic radiation at X-ray
energies, and quasi-free electrons [8–12]. The underlying foundations together with
the most important approximations are reviewed shortly for the intent of under-
standing IXS from the experimental point of view. Additionally, some of the key
characteristics of the IXS process in terms of the experiments are considered.
2.1 Kinematics
The relativistic energy and momentum of the incident and scattered photon
(ω1,2 and k1,2, respectively), and the initially bound-state but escaped electron
(
√
(mec2)2 + (cp1,2)2 and p1,2, respectively) conserve in the IXS process. Further,
the scattered photon transfers energy ∆
(
ω
)
and momentum  |q| (2.1) to the target
electron in the process
 |q| = 1
c
√(
ω1
)2
+
(
ω2
)2 − 2 ω1 ω2 cosϕ , (2.1)
where the scattering vector q = k1 - k2, and ϕ is the scattering angle i.e. the angle
between k1 and k2. In the non-relativistic context (ω1  mec2), the energy transfer
∆
(
ω
)
simpliﬁes to (2.2)
∆
(
ω
)
=
(
q
)2
2me
+

me
(
p1 · q
)
. (2.2)
The non-relativistic energy transfer (2.2) consists of two terms, frequently called the
recoil-term and the Doppler-term. The recoil-term (the ﬁrst in (2.2)) describes the
kinematics of the IXS process. It depends on the experimental parameters only,
deﬁning a mean value of energy transfer (the Compton shift), to which the Doppler-
term (the second in (2.2)), dependent on the initial state of the electron at the
moment of a scattering event, adds dynamics: the broadening of the line spectrum
of inelastically scattered X-rays (the Compton proﬁle) due to the non-zero initial
momentum p1 of the target electron. The IXS process occurs only if the energy
transfer (2.2) is greater than the binding energy EB of the target electron. The IXS
process has been denominated to the Compton eﬀect according to its discoverer, Sir
A. H. Compton [1].
The scattering vector q (2.1) oﬀers a convenient base for a coordinate system
in order to describe the physics of the IXS process. The component of the target
electron’s initial momentum p1 along the scattering vector q, i.e. pz (2.3) [13], is
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pz =
q
2
− 1
c
(
ω1 − ω2
)√√√√ 1
4
+
(
mec2
)2
2 ω1 ω2
(
1− cosϕ) . (2.3)
The origin of the pz-scale (in the scattered energy ω2) lies below the elastic line,
lowered by the energy corresponding to the Compton shift. In the experimental work,
pz is customarily given in atomic units, i.e. multiplied by the Bohr radius a0.
2.2 Regimes
The various physical phenomena existing within the concept of IXS can be classi-
ﬁed in a meaningful way according to the associated energy and momentum transfers
relative to the characteristic energies or structural dimensions. The physics is still
the same but the phenomena are quite diverse in detail. The three distinct IXS
regimes are:
The Compton Scattering Regime (∆
(
ω
) EB, qanl  1)
The energy (momentum) transfer is large compared to the binding energy (in-
verse of the orbital radius anl) of the target electron. After the scattering process
the electron is in a continuum state, not exerting inﬂuence to the state of the parent
atom, nor to the band structure of the electronic system. The purely atomic excited
states which are created decay locally, e.g. by emitting characteristic ﬂuorescence ra-
diation. In experiments with hard X-rays, the large transfer conditions are typically
true for a clear majority of the electrons. In most cases, only the innermost shells
fail to fulﬁll this approximation, dangling into the next regime.
The Characteristic Excitation Regime (∆
(
ω
)  EB, qanl  1, or qaC  1)
The energy (momentum) transfer is comparable to the binding energy (inverse
of the orbital radius anl, or the inter-atomic distances aC) of the target system. In
the IXS spectrum, resonant structures sensitive to the local electronic environment
are found, especially near the absorption edges, hence the regime is frequently called
the dynamic structure factor regime. Additionally, (resonant) Raman scattering is
included in this regime. However, the ﬁnal state is a non-continuum state but it
may also be of a vibrational or rotational type in addition to an electronic one. In
some contexts, this regime is customarily called the intermediate momentum transfer
region.
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The Collective Scattering Regime (∆
(
ω
) 1 keV, qaC  1)
The energy (momentum) transfer is very small compared to the binding energies
(inverses of the inter-atomic distances) of the target system. The excitations may be
either of a local or collective type. Quite typically, plasmons or phonons are created,
enabling studies on the collective dynamics of the electronic system as one entity [14].
Sometimes, this regime is also called the valence electron scattering regime.
2.3 Scattering Cross-Section
The physical quantity determined in an IXS experiment is the strength of the
interaction, i.e. the cross-section of the scattering process. Restricted to the non-
relativistic scheme, the total Hamiltonian HIXS (2.4) describing the interaction of
photons with electrons consists of three parts
HIXS = H
(
ω
)
+ H
(
p, V (r)
)
+ H
(
A
)
. (2.4)
The photon Hamiltonian H
(
ω
)
(2.5) describes the incident photon, speciﬁed by its
momentum k and polarization state e, as a quantized electromagnetic ﬁeld with the
aid of the creation and annihilation operators a†k,e and ak,e, respectively,
H
(
ω
)
=
∑
k,e
ωk
(
a†k,eak,e +
1
2
)
. (2.5)
The one-electron Hamiltonian H
(
p, V (r)
)
(2.6), i.e. the electron in a potential V (r),
is speciﬁed with the momentum p of the electron
H
(
p, V (r)
)
=
p2
2me
+ V (r) . (2.6)
The interaction Hamiltonian H
(
A
)
(2.7) includes the interaction processes of the
electromagnetic vector ﬁeld A with the electron and its spin σ
H
(
A
)
=
e2
2mec
A ·A + e
mec
p ·A + e
2mec
σ · ∇ ×A . (2.7)
The double-diﬀerential IXS cross-section
(
d2σ/dω2 dΩ2
)
IXS
is obtained by fol-
lowing the established methods. The resulting expression is the so-called generalized
Kramers-Heisenberg formula (2.8) [15] (the spin-term is omitted here for clarity)
9
( d2σ
dω2 dΩ2
)
IXS
= r20
ω2
ω1
∣∣∣∣∣〈F ∣∣e(iq·r)∣∣ I〉 (e1 · e∗2) (2.8)
− 1
mec2
∑
N
(〈
F
∣∣e(ik1·r)(e1 · p)∣∣N〉 〈N ∣∣e(−ik2·r)(e∗2 · p)∣∣ I〉
EN − EI + ω2
+
〈
F
∣∣e(−ik2·r)(e∗2 · p)∣∣N〉 〈N ∣∣e(ik1·r)(e1 · p)∣∣ I〉
EN − EI + ω1 − iΓN2
)∣∣∣∣∣
2
× δ(ω1 − ω2 + EI − EF ) ,
where r0 is the classical electron radius and ΓN is the energy width of the intermediate
state due to its ﬁnite life-time. The capitals I, N , F denote the initial, intermediate
and ﬁnal states, respectively.
The ﬁrst, non-resonant term in (2.8) arises from the A ·A-term in (2.7). In gives
both the classic Thomson [16] and Klein-Nishina [17] cross-sections for the elastic
(ω2 = ω1 and
∣∣F〉 = ∣∣I〉) and the inelastic (ω2 ≤ ω1, ∣∣F〉 	= ∣∣I〉) scattering
processes, respectively. The second and third terms in (2.8) both arise from the
p ·A-term in (2.7). However, an intermediate ∣∣N〉 is involved. Further, the last term
may behave resonantly, giving rise to quite diﬀerent processes [18]. For instance, for
ω1  EB the classic photoabsorption occurs. For ω1 – EB ∼ 0, the resonant Raman
process can contribute signiﬁcantly to the IXS cross-section.
The importance of the p ·A-term in IXS is not yet a fully settled issue because
the ﬁrst term in (2.8) is the dominant in an IXS process. Yet, both the non-resonant
[19] and resonant [20] Raman processes have been observed at X-ray energies and
the resonant part was explained theoretically quite quickly [21]. The resonant IXS
process occurring in the X-ray range is sometimes called resonant Compton scattering
[22] or Raman-Compton scattering [23]. Even the role of coherence eﬀects in the
IXS spectra has been assessed [24]. Nevertheless, the importance of both a speciﬁc
energy and momentum transfer in the scattering process for the given details in the
IXS spectra is evident.
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2.4 Impulse Approximation
Under typical experimental conditions in IXS experiments, the energy and mo-
mentum transfers to most of the electrons, especially to the outer electrons which
are of the greatest interest, are large. Thus, the interaction can be considered to
take place instantaneously, or impulsively. The rest of the electronic system does
not react to the process by relaxing to the new state until the target electron has
escaped. Consequently, the potential V
(
r
)
is constant from the ejected electron’s
point of view. However, the potential energy of the electron can not be neglected
completely due to the requirement of suﬃcient energy transfer (2.2) to overcome the
EB in the process, but in the calculations done within the bounds speciﬁed above
the potential does cancel out [25]. The electron’s binding is included insofar as its
initial momentum distribution p1 is concerned.
This condition, also known as the impulse approximation, leads to a very simple
expression for the IXS cross-section (2.9) where the experimental factors are sepa-
rated from the electronic properties of the target
( d2σ
dω2 dΩ2
)
IXS
=
∑
nl
X
(
ω1, ω2, ϕ
)
Jnl
(
pz
)
, (2.9)
where X
(
ω1, ω2, ϕ
)
is a conversion factor depending on the experimental param-
eters, and the Compton proﬁle Jnl
(
pz
)
(2.10) of the electron, speciﬁed with the
quantum numbers n and l, is
Jnl
(
pz
)
=
∫
px
∫
py
ρnl
(
p1
)
dpx dpy , (2.10)
where ρnl
(
p1
)
is the initial momentum density of the target electron. The Compton
proﬁle Jnl
(
pz
)
is a direct measure of the integrated (in the plane perpendicular to
pz) 3D electronic momentum density ρnl
(
p1
)
projected onto pz. Further, the full
Compton proﬁle is produced simply by summing up the individual electronic proﬁles.
Several schemes to determine the factor X
(
ω1, ω2, ϕ
)
within the framework of
the impulse approximation have been published [13,26,27] in order to convert both
the experimental proﬁles to the pz-scale, and the theoretical ones to the doubly-
diﬀerential cross-sections.
When applied to deeply-bound electrons, the impulse approximation leads to
the so-called infrared divergence of the IXS cross-section in the limit ω2 → 0 [28].
Experimentally, its existence is still quite controversial [23,29–31] [Paper II], mainly
due to the problems in subtracting the Bremsstrahlung (Section 4.3.1) contribution
emitted by the decelerating electrons in the target in a reliable way.
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No rigorous physical proof nor justiﬁcation for the impulse approximation exists
despite the fact that both the numerous experiments and the modern quantum-
mechanical calculations [32] clearly show that it does work extremely well in the large
transfer regime. One good indication of the situation is that there is no consensus on
the eﬀects resulting from the failure of the impulse approximation [32–34]. According
to some alternative theoretical treatments [35], the correlation between the ejected
electron and those remaining in the ionized atom should be incorporated, a feature
which is not exclusively implied by the modern quantum-mechanical treatments [32].
However, the recent experimental results indicate a strong support for this view [36].
The Compton proﬁle is strictly symmetric in pz within the impulse approximation,
with the peak of the proﬁle residing at pz = 0. However, several experiments (e.g.
on low-Z targets) clearly show appreciable deviations from this picture [37–40]. The
peak of the atomic Compton proﬁle is shifted in the ω2-scale (the direction of the
shift depends on which is the outermost electron shell) and the proﬁles are clearly
asymmetric. Among the several schemes to explain these Compton defects the most
widely used approaches are the operator series-expansion methods [41–43], and the
evaluation of the X
(
ω1, ω2, ϕ
)
-factor in higher orders [44].
2.5 Compton Scattering
After the experimental discovery and the theoretical explanation of the IXS pro-
cess [1], it was quickly suggested that it could act as a probe for the electronic
properties of the target system [45]. During the intervening years, the Compton
scattering technique has proved its usefulness as a sensitive probe for the electronic
ground-state properties of numerous condensed matter systems [2,3,46–49] (Section
5). First, the utilization of solid-state detectors since the 1970’s, and subsequently
the employment of high-resolution crystal spectrometers on the modern synchrotron
radiation sources (Section 3) since the 1980’s have revived the ﬁeld [3,47–49].
The Compton scattering technique is most sensitive to the spatially extended va-
lence electron states as their contribution is conﬁned to the peak area of the Compton
proﬁle due to the lower average momentum. Depending on the energy transfer (2.2),
the inner shells might not even participate in the IXS process. Additionally, the
interpretation of the acquired Compton spectrum is rather straightforward due to
the direct projective character of the process (Section 2.4) although some details are
lost because of the same reason.
The 1D Fourier transform of the directional Compton proﬁles (acquired with pz
along to a given crystal direction) does not give any direct structural information of
the target in a general case [50]. Yet, a deﬁnite correlation between the electronic
structure and the features found in the proﬁles, or their anisotropies, does exist
[51–54]. The anisotropies are taken by subtracting the given directional proﬁles.
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The contributions from the isotropic core states and any residual background are
subtracted out. What remains is dominated by the electron wave function phase
coherence among the neighboring atoms. However, due to the projective character
of the process, small shifts from the actual physical features can occur, e.g. due to
misalignment.
The other experimental methods directly probing the electronic properties of
matter, e.g. the positron-annihilation technique [55], (polarization dependent) X-ray
absorption spectroscopy, X-ray ﬂuorescence spectroscopy, and the various electron
spectroscopy techniques [56] each have their pertinent strengths and weaknesses over
the Compton scattering technique. They are essentially surface-sensitive techniques,
or restricted to relatively thin samples of the order of 0.1 – 10 µm. The high-energy
X-rays, on the contrary, typically penetrate mm’s or even up to cm’s, probing the
very bulk of the target. The Compton scattering technique is also quite insensitive
to the crystal quality, unlike the methods utilizing electrons or positrons. Even a
crystal consisting of crystallites or grains can be considered as ’single’ if the mosaic
spread in the preferred orientation is less than a few degrees or less than the angular
resolution of the spectrometer, whichever is lower.
The various X-ray absorption and ﬂuorescescence techniques are, however, supe-
rior to IXS spectroscopy in some respect although the ground-state properties are
inaccessible. They probe the chosen electron states, with added capability to se-
lectively utilize resonance and polarization sensitivity to enhance the detection of a
given feature. Further, the 2D-ACAR (2D angular correlation of the annihilation
radiation) technique can be viewed as a complementary tool to IXS spectroscopy.
It gives the 2D projection of the 3D electronic momentum density along the direc-
tion perpendicular to the detector plane, while in IXS spectroscopy the momentum
density integrated over the plane perpendicular to the scattering vector is obtained.
However, the 3D momentum density can be reconstructed from the measured Comp-
ton proﬁles [53,54,57] or it can be acquired directly with the (γ,eγ) technique [58].
2.5.1 Electron Compton Scattering
Electron momentum spectroscopy [59,60], i.e. electron Compton scattering, is
an inelastic spectroscopy technique inherently suitable for ions, molecules, and es-
pecially gaseous systems. Compared to the IXS spectroscopy, it basically oﬀers the
same information but kinematically in a totally diﬀerent region. The typical incident
energies are well below 1 keV, yet for valence electrons the impulse approximation
is still perfectly valid [61]. When combined with the coincidence technique, selective
spectroscopy on speciﬁc electron shells can be done. The electron Compton scatter-
ing technique is more sensitive to the local electronic structure than the Compton
technique: the stronger signatures in the scattering spectrum are due to the stronger
electron-electron interaction compared to the photon-electron interaction. Further,
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the multiple scattering eﬀects play a signiﬁcant role in the interactions. The electron
scattering technique requires vacuum conditions, so it is not as easy to employ as the
Compton scattering technique.
2.5.2 Magnetic Inelastic X-Ray Scattering
The interaction (2.6) between an X-ray photon and the spin of an electron is
weak but certainly not extinct — it does exist even for completely unpolarized light.
Yet, the net eﬀect is directly proportional to the polarization degree, i.e. the extent
of the circular polarization, of the incident radiation [62]. In practice, relativistic
energies are desired for experimental work. Still, the magnetic contribution to the
total scattering cross-section is typically less than 10 %.
The feasibility of the spin-selective IXS spectroscopy was demonstrated fairly
early with the circularly polarized γ-ray source 57Co [63]. After the ﬁrst experiments
with synchrotron radiation [64] the technique evolved very quickly [3,47,65–70]. The
ﬁrst dedicated [71] and applied [72] facilities were completed. The theoretical de-
velopment concentrated on the role of the orbital component in the magnetic IXS
cross-section [73]. Experimentally, it was found extinct [74] and ﬁnally the absence
was explained adequately [75].
Compared to neutrons, magnetic IXS scattering oﬀers essentially the same infor-
mation on the electronic spin system but only the ferromagnetic materials are easily
accessible with X-rays due to the quite small cross-section for magnetic scattering.
The low-energy neutrons are signiﬁcantly more sensitive to the local magnetic struc-
ture yielding a appreciably higher signal. The X-ray studies on the spontaneously
antiferromagnetic materials are rather diﬃcult because the net eﬀect of magnetiza-
tion over the sample is zero. Nevertheless, the studies on antiferromagnetic materials
under external magnetization have been conducted with IXS but the interpretation
of the data is rather complicated [74]. The magnetic experiments using neutrons,
however, are typically done utilizing diﬀraction.
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3 Synchrotron Radiation
Synchrotron radiation, ﬁrst observed in the mid 1940’s [76], was long considered
an unwanted radiation and energy loss in high-energy electron accelerators. Yet, its
well-deﬁned properties were already utilized in the late 1950’s for detector calibration
[77]. Since the early days, the application of synchrotron radiation has quickly evolved
into a standard method for advanced high-accuracy, high-resolution experiments in
physical and chemical sciences, even including medicine, life sciences and biology
during the 1990’s.
In the meantime, the synchrotron radiation sources have gone through three gen-
erations. The ﬁrst-generation sources, circular high-energy electron accelerators, were
too faint for any serious scattering experiments, but they were utilized e.g. for de-
tector calibration. The subsequent, more powerful sources, were feasible for some
scattering experiments. However, the exploitation of synchrotron radiation was still
considered parasitic for the main objective of these machines. In the quest for higher
energies by the particle physicists, many of these old parasitic sources were aban-
doned and later converted to dedicated synchrotron sources. The utilization for
spectroscopic studies did not really begin until the 1970’s when the second-generation
sources, high-energy storage rings (and accelerators) designed and built for bending
magnets as the principal emitters of synchrotron radiation, became available. The
third generation, fully dedicated storage rings, were designed and built for optimized
source properties for synchrotron radiation emitted by the so-called insertion de-
vices. The application of synchrotron radiation has revolutionized the entire ﬁeld
of X-ray physics. For the ﬁrst time, the source was not the limiting factor for the
scientiﬁc development. In some cases, the old scientiﬁc problems have given rise to
new experimental techniques and instrumentation [4].
3.1 Properties
Synchrotron radiation at X-ray energies is emitted by accelerated electrons at
extreme relativistic speeds [78,79]. The acceleration is generated either by bending
the path of the electron with dipole magnets, or by creating squiggles to the electron’s
path via periodic magnetic structures, i.e. so-called insertion devices. The internal
electromagnetic structure of the modern storage rings is based on a well-deﬁned
lattice of straight and curved sections, with dedicated components for controlling the
position, divergence and dispersion of the electron beam. In the curved sections, the
electron beam is deﬂected to the direction of the next straight section with bending
magnets which are simultaneously used for producing synchrotron radiation. At both
ends of the straight sections, the electron beam is corrected with multipole magnets
for the position and divergence. The rest of the straight sections is dedicated for the
insertion devices. The properties of the electron beam (emittance, divergence) in the
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straight sections can be tailored for the type of insertion device chosen. Additionally,
a couple of straight sections are typically reserved for the injection line, and for radio
frequency cavities to compensate for the dispersion in electron energy, e.g. due to the
radiative energy loss of the stored electrons because of the generation of synchrotron
radiation.
Bending magnets are the simplest magnetic devices for generating synchrotron
radiation. They are still used in modern synchrotrons as they oﬀer easy means for
generating continuous X-ray spectrum over wide energy ranges. Yet, due to the de-
ﬂecting character, the horizontal opening angle of a bending magnet is of the same
order as the deﬂection angle. The insertion devices are periodic magnetic structures
placed into the straight sections which force the electrons (or positrons) to swing
or wiggle near its trajectory like a sweeping searchlight. In wigglers, the trajectory
swings frequently outside the radiation opening cone so the spectra emitted in the dif-
ferent bends of the electron trajectory add incoherently. The intensity of the wiggler
radiation thus scales with the number of the magnetic periods. Further, the wiggler
spectrum is akin to that of a bending magnet. In undulators, the electron trajectory
stays within the opening cone so the radiation emitted within diﬀerent periods inter-
feres coherently, producing a discrete line spectrum. Due to the interference eﬀects,
the intensity of an ideal undulator scales with the square of the magnetic periods.
However, the practical outcome depends on the quality of the realization. Further-
more, the third type of insertion device is the wavelength shifter, which basically is
a wiggler with one sharp and strong squiggle.
The synchrotron sources are time-structured radiation sources due to the fact
that the electrons (or positrons) do not circulate the storage ring as a continuous
stream but in discrete bunches, i.e. in short packets, which are separated by a
signiﬁcantly longer time interval than the length of the bunch. The older, pre-third
generation sources usually have only a few bunches in the ring, the rest of the ring
is empty. Typically, both the inter-bunch time and the orbital period are of the
order of 0.1 – 1 µs. With the presently obtainable timing resolution of 10 – 30 ns for
the energy-dispersive detectors widely used in the X-ray regime, the source intensity
is not at all continuous. However, the third generation sources, e.g. the European
Synchrotron Radiation Facility (ESRF) in France, are inherently quasi-continuous
sources in this respect. The bunch length in ESRF is of the order of 0.1 ns, the
inter-bunch time is 2.8 ns and the orbital period of the storage ring 2.8 µs. Further,
the ring circumference is evenly divided into roughly 1000 bunches, 1/3 or 2/3 of
which are normally ﬁlled like a continuous train of individual bunches. Thus, for the
coincidence acquisition system the ESRF storage ring is a quasi-continuous radiation
source for 1/3 or 2/3 of the time, the rest of the time the source is essentially equal
to a source turned oﬀ. The consequences of the quasi-continuity to the coincidence
experiments are important (Section 5.1). Furthermore, the internal time structure
16
of the X-ray intensity can also be exploited by extracting a single pulse of X-rays to
the target, e.g. in crystallography of delicate biological specimens like viruses, or in
time-resolved studies of the dynamic properties of the target.
Electron energies of the order of  1 GeV are required to reach the X-ray range. At
this high energies, excellent natural collimation for the photon beam with emitted
X-ray intensities several magnitudes above the conventional radiation sources are
obtained. The total emitted power easily reaches the kW-range, severely stressing the
primary optical components. Furthermore, synchrotron radiation is linearly polarized
in the storage ring plane. Above or below the plane, the polarization is elliptical but
the handedness is diﬀerent. However, the obtained intensity drops dramatically oﬀ
the ring plane. Typically, for 50 % circularly polarized radiation only 10 % of the
intensity is left.
The extraordinary properties of synchrotron radiation, i.e. excellent collimation,
high intensity, polarization, energy tunability and time structure, oﬀer very excit-
ing possibilities for experiments utilizing high-resolution equipment. The beneﬁts of
applying synchrotron radiation for IXS spectroscopy were realized [80] and demon-
strated [81] in the late 1970’s. The utilization of synchrotron radiation combined to
crystal spectrometers for analyzing the scattered IXS spectrum oﬀered a clear advan-
tage over the conventional methods. Equally good or better experimental statistics
than before was reached in spite of the improved energy and momentum resolutions.
The ﬁrst magnetic IXS experiments (Section 2.5.2) with circularly polarized syn-
chrotron radiation were proposed already in the beginning of 1980’s [64], soon after
the ground-breaking γ-ray experiment [63]. After the ﬁrst synchrotron experiments,
magnetic IXS spectroscopy gained momentum steadily during the 1980’s. The real
revolution started during the 1990’s when the dedicated facilities designed for mag-
netic studies became available.
3.2 The Requirements for Inelastic X-Ray Scattering
IXS spectroscopy spans a quite wide range of both scientiﬁc and experimental
aims, each with diﬀering combinations of energy and momentum transfers. Yet, the
typical requirements for the various types of experiments are quite similar by nature.
The physical phenomena relevant for the given regime (Section 2.2) deﬁne the desired
resolution requirements for the energy and momentum, and for the statistics of the
experiment [82]. Contrary to neutron scattering, the energy and momentum transfers
in an IXS process are only weakly coupled, oﬀering the beneﬁt of covering ranges in
the ∆ω-q space inaccessible to neutrons.
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The Compton Scattering Regime
To fulﬁll the requirement for large energy transfer compared to the binding ener-
gies, an incident energy of the order of tens of keV is required for targets consisting
of medium-Z elements. Scattering angles near the backscattering will ensure that
the energy transfer is typically some 10 keV or more for hard X-rays. The large mo-
mentum transfer needed is obtained simultaneously. An additional beneﬁt in using
the higher energies comes from the absorption cross-sections. For low to medium-Z
elements, the IXS cross-section is typically the dominant one. For an ample 0.05 a.u.
momentum resolution, the corresponding energy resolution ∆ω2/ω2 should be at
least in the range of 10−4 but dispersion compensation might be needed [82,83]. How-
ever, the energy resolution seems to have an inherent limit in the IXS process due to
the interaction of the escaping electron with the rest of the atomic system [36]. The
eﬀect is of the order of a few hundredths of a.u. for the lower X-ray energies. At the
higher energies, the eﬀect becomes negligible.
The Characteristic Excitation Regime
The incident energy is deﬁned by the sample composition, typically 0.1 – 10 keV
is needed depending on the atom and electron shell in question. In terms of the
scattered energy ω2, the interesting range lies typically 1 eV – 1 keV from the
elastic line, with a desired energy resolution better than 1 eV due to the ﬁne resonance
structures. A momentum resolution of a few percent of the momentum transfer is
usually adequate, as a correct value of energy transfer is typically more important
for the physics of the process. The combined requirements require proper selection
of the scattering geometry.
The Collective Scattering Regime
The observation of the physical phenomena in this regime requires an extreme
energy resolving power of the order of 1 – 10 meV on the scale of 1 meV – 10 eV from
the elastic line which obliges using the higher order Bragg-reﬂections of the analyzer
crystal. A momentum resolution of a few percent of the inverse of the characteristic
distances is typically enough to study the collective behavior of the electronic system.
3.3 Crystal Spectrometers
The spectrometers utilizing an analyzer crystal to inspect the scattered radiation
can be divided into two main types according to the method applied to acquire
the IXS spectrum: The scanning crystal and the energy-dispersive spectrometers.
All the crystal spectrometers operate in a well-deﬁned geometry where the source
(sample), the analyzing crystal and the detector are placed at certain points of the
circumference of a common focusing circle, i.e. the so-called Rowland-circle. The
practical realization of the analyzer geometry can be done in several diﬀerent ways,
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including either symmetric or asymmetric focusing, and even a slight intentional
misalignment of the focusing condition in order to compensate for the source size
eﬀects. The various schemes further divide the analyzer crystal geometries into a
number of subclasses, e.g. Johann-, Johansson- and Cauchois-types.
The scanning crystal spectrometers record the IXS spectrum sequentially, i.e. one
energy (momentum) point at a time, then moving to the next one. The intensity
of the scattered radiation is recorded with a detector with no spatial resolution.
The incident intensity needs monitoring so that the correct shape of the IXS proﬁle
can be recovered. The resolution characteristics of a scanning-type spectrometer
are determined typically by the analyzing crystal. Both the intrinsic and geometric
properties of the selected reﬂection, including the bending eﬀects, account to the
ﬁnal resolution ﬁgures. 0.1 a.u. is readily reachable, but at 0.05 a.u. and below,
dispersion compensation is required [82,83]. At the lower X-ray energies, a record
momentum resolution of better than 0.01 a.u. has been reached (Section 3.4.2).
The energy-dispersive spectrometers record the whole IXS spectrum simultane-
ously, so no incident intensity monitoring is necessarily required. They are realized
utilizing position sensitive 1D or 2D detectors, e.g. proportional counters or image
plates. Their quite attractive advantages are oﬀset by several other factors like a rel-
atively high background, a need for both accurate energy and eﬃciency calibration
for the whole analyzer-detector combination, and the limited linearity and uniformity
of the position sensitive detectors [84].
The modern dedicated IXS facilities utilizing crystal spectrometers have made it
feasible to obtain momentum resolutions of the order of 0.1 a.u. routinely with both
types. Yet, below 0.05 a.u. the dispersive types are scarce due to the limited spatial
resolution for the position sensitive detectors. It can not be compensated arbitrarily
by increasing the angular spread of the scattered energy scale by the analyzer crystal,
as the increased bending has an adverse eﬀect both on the energy and on the angular
resolution of the analyzer crystal. In all cases, a change in the bending properties
forces a full redesign of the whole analyzer geometry.
The relative merits of the diﬀerent types are strongly dependent on the practical
realization. Given the targeted ﬁgure of momentum resolution within a given incident
energy range, there are no correct spectrometer types nor correct designs. The only
restriction comes from crystal X-ray optics itself. Higher order reﬂections are required
for a higher energy resolution. On a regular basis, when designing a new IXS beamline
the decision on the type of the spectrometer is based on earlier experience, together
with possible trials on the new designs. The whole IXS beamline has to be designed as
one entity. Other merits, like the experimental accuracy obtained during one day or
the overall stability during long experiments, are largely determined by the properties
of the synchrotron source and the quality of the incident intensity monitoring (Section
4.1).
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3.4 Facilities for Inelastic X-Ray Scattering Spectroscopy
The rich variety of physical phenomena encountered with IXS spectroscopy pre-
vents construction of a single type of an IXS facility suitable for everything. The
features accessible depend on the experimental conditions. Additionally, the signa-
tures relevant for the given type of IXS process are found in diﬀerent parts of the
acquired spectrum, resulting in diﬀering requirements for the characteristics of the
spectrometers (Section 3.2). Several dedicated IXS facilities exist, each with diﬀerent
prospects. Five of those are introduced, with some remarks on the focus of the in-
struments. They diﬀer quite distinctively by design. The ID15B (Section 3.4.1) built
at the European Synchrotron Radiation Facility (ESRF) in France is a sophisticated
focusing scanning crystal design with ﬁxed incident energies. The X21A3 (Section
3.4.2) at the National Synchrotron Light Source (NSLS) in the USA is a modern
high-resolution design which oﬀers more ﬂexibility, allowing both the incident and
scattered energies to be scanned independently. The Japanese realizations (Section
3.4.3) employ a totally alternative design approach utilizing energy-dispersive optics
and an image plate for analyzing the scattered radiation. Finally, some other designs
are brieﬂy discussed.
3.4.1 ID15B (ESRF)
The ESRF storage ring is a third generation synchrotron radiation facility with a
6 GeV electron energy. The radiation source for the high-energy IXS beamline ID15B
is either an asymmetrical multipole permanent-magnet wiggler or a superconducting
wavelength shifter, for which the critical energies are 45 keV and 96 keV, and the
vertical opening angles of the radiation cone are ± 2.2 mrad and ± 6 mrad, respec-
tively. The wiggler source provides circularly polarized radiation above and below
the orbit plane of the storage ring for studies of magnetic materials. Cylindrically
bent, asymmetrically cut Johann-type, horizontally focusing Si (111), (220) or (311)
monochromators with a demagniﬁcation ratio of 5:1 serve the beamline with an en-
ergy band ∆E/E of ∼ 3 · 10−4 at incident energies of 30, 50, and 60 keV, respectively.
The monochromator construction allows for a tunability of 15 % in the incident en-
ergy. The incident monochromatic photon ﬂux is in the range of 1011 – 1012 s−1,
obtained with typical entrance collimating slits of 0.2 mm (H) × 5 mm (V).
The spectrometer [85] is based on an advanced scheme following the Johann-
geometry, i.e. the analyzer crystal is bent cylindrically to a radius equal to the
diameter of the focusing circle. Already the preliminary studies conducted on a
prototype spectrometer proved the concept realizable [86,87]. The IXS spectrum
is recorded sequentially by rotating the Si (400) or Ge (440) analyzer crystal and
maintaining the focusing geometry with synchronized rotations and translations of
the analyzer and the detector (a NaI scintillation detector). The sample stage can
20
M
ES
Mon S
CS
A
DS
D SSD
Fig. 1. Schematic layout of the ID15B (ESRF) IXS spectrometer (not in scale).
The incident radiation is monochromatized and focused (M), and collimated (en-
trance slits ES) to the target (sample S). The analyzer (bent crystal A), collimator
(detector slits DS), and detector (NaI scintillation detector D) acquiring the scat-
tered spectrum are on the Rowland-circle (dashed line). The radius of the Rowland-
circle remains constant during the scan, but the analyzer and detector positions do
change. Both the incident beam and the scattered spectrum are monitored, with a
Si PIN-diode (Mon) and a Ge solid-state detector (SSD), respectively.
carry cryostats, magnets or even high-pressure equipment. Further, it can be trans-
lated longitudinally or transversely, lifted, rotated and tilted on all three axes. The
incident intensity is monitored by two separate means, i.e. with a Si PIN-diode for
the incident beam right after the entrance slits, and with a solid-state detector for
the radiation scattered by the target. The secondary monitor is further enhanced by
extracting only the spectrum of the IXS proﬁle and the elastic line. Additionally, the
countrates in the monitors are fed to the specTM acquisition and control system [88].
In the case of a beam loss, the data acquisition is suspended, and later on beam
recovery is continued automatically. The primary monitor for the incident beam is
used to normalize the acquired data.
The analyzer crystal might produce some parasitic contributions to the detected
spectrum due to the oﬀ-plane reﬂections. These contributions can be avoided or min-
imized by proper selection of the analyzer crystal cut, incident energy and scattering
angle. Additionally, a scheme based on ﬁtting the various background components
in the spectrometer detector spectrum gives an opportunity to remove the parasitic
components. The background not originating from the sample is typically well be-
low the 1 % level of the maximum of the Compton proﬁle. Typically, countrates of
1 – 10 kcps at the Compton peak are obtained, thus allowing the acquisition of the
proﬁle with 0.1 % statistical accuracy at the proﬁle peak in one day.
The spectrometer is optimized for IXS experiments with a decent momentum
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resolution of 0.15 a.u. at the incident energy of 60 keV (0.08 a.u. at 30 keV)
but with a high statistical accuracy in the Compton regime. In the future, the
design will be updated, e.g. to apply dispersion compensation [82,83] to reach a
momentum resolution of 0.05 a.u. at the incident energy of 60 keV. Additionally,
the excellent stability of the ESRF storage ring together with the high-precision
monitoring makes high-accuracy scanning-type spectrometers feasible providing low
background and selective recording of the interesting parts of the full IXS spectrum.
Further, even specimen consisting of appreciable amounts of medium-Z elements,
which are in many cases important components in many interesting novel materials,
can be studied because of the low absorption of the high-energy X-rays.
3.4.2 X21A3 (NSLS)
The beamline X21A3 is optimized for incident energies of the order of 8 keV for
several diﬀerent types of IXS experiments: Compton scattering, valence-band excita-
tions, resonant and non-resonant Raman scattering [89,90]. The low incident energy
limits the targets to low-Z materials (inner-shell, or atomic features), or to samples
consisting of low-Z to medium-Z elements (valence electron features). The widths of
the relevant features in the IXS spectrum range from meV to several hundreds of eV.
The valence excitations and the non-resonant Raman process require the measure-
ment of the energy loss as a function of the incident energy. The resonant Raman
process makes changes of both the incident and scattered energies necessary. The en-
ergy resolution of the spectrometer is essentially constant within the energy range of
interest. For Raman scattering, no superior momentum resolution is needed, so the
resolution has been compromized for higher scattered intensities. For valence-band
excitations, good momentum resolution is more important. Thus, the construction
allows for enhancing the resolution to a more decent level with limiting the angular
size of the analyzer crystal.
The NSLS storage ring is of a second generation design. The electron energy
of 2.5 GeV makes the ring best suitable for producing X-rays in the range of 0.1 –
10 keV. The radiation source for beamline X21A3 is a hybrid 27-pole wiggler with a
critical energy of 4.6 keV and characteristic opening angles of ± 1.25 mrad (H) and
± 0.125 mrad (V), respectively. The X21A3 optics consists of two Si double-crystal
monochromators in a dispersive anti-parallel setup, and a focusing mirror. Both
crystals are channel-cut, with one symmetric and one asymmetric (220) reﬂection
with a miscut of 16◦. The incident energy resolution, incident intensity and the
focal point remain essentially unchanged over the entire scannable incident energy
range of 6 – 10 keV. The incident monochromatic photon ﬂux of ∼ 5 · 1010 s−1 at
the target is obtained with an energy resolution of 220 meV to a focal point size
of 0.3 (H) × 0.5 (V) mm2 and a negligible angular divergence of 11.6 arcsec. The
scattered ﬂuxes range from 0.1 cps to 10 kcps, strongly depending on the type of
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scattering process and target.
The spectrometer is based on a spherically bent (R = 1 m) Johann-type symmetric
focusing Si(444) analyzer crystal (∅ = 90 mm), operating close to the backscattering
geometry. The diﬀracted backscattering energy of the (444) reﬂection, 7908.5 eV,
matches perfectly with the source properties. The intrinsic width of the (444) reﬂec-
tion is ∼ 40 meV. Yet, the simulated ﬁnal resolution of the analyzer crystal increases
to 190 meV mainly due to bending but also due to source size eﬀects. The ﬁnal ex-
perimental energy resolution for the scattered radiation at the elastic line is 280 meV.
The momentum resolution varies between 0.28 a.u. (at q = 0.15 a.u.) to 0.06 a.u.
(at q = 4.14 a.u.) when the entire analyzer crystal is in use. By slitting down the
size momentum resolution can be enhanced to 0.01 a.u. roughly.
The sophisticated design makes advanced experiments at scattering angles rang-
ing from a few degrees up to 170◦ feasible, covering a very wide selection of energy
(0 – 1 keV) and momentum transfers (0 – 10 a.u.). Independent studies on the energy
and momentum transfer dependencies of the IXS process the other entity ﬁxed are
possible. Precision control of the instrument, together with high-accuracy perfor-
mance and eﬃciency analysis of the spectrometer, opens up new interesting chances
to experimental work in this particular ﬁeld of IXS spectroscopy. The reference [89]
provides several excellent examples of the capabilities of the spectrometer.
3.4.3 BL14C (Photon Factory), NE1 (KEK), and BL08W (SPring-8)
These beamlines share the same basic design despite of the fact that they are
constructed for diﬀerent storage rings. The common denominators are a wiggler as
an X-ray source, a single one-bounce bent-crystal monochromator and a Cauchois-
type Si(422) crystal bent to a curvature of ∼ 2 m, together with a position sensitive
detector for the analysis of the scattered radiation. The BL14C [91], located at the
2.5 GeV storage ring of the Photon Factory, is optimized for an incident energy of
29.5 keV. The other two, installed at the high energy storage rings of KEK [92] and
SPring-8 [93], (6.5 and 8 GeV electron energies, respectively) are optimized for higher
incident X-ray energies of 40 – 70 keV and 100 – 300 keV, respectively. The NE1
utilizes four sets of identical analyzer crystals arranged on the surface of a cone and
sharing the same scattering angle, allowing the acquisition of the scattering spectrum
along four diﬀerent crystal directions simultaneously. Additionally, the BL08W is
capable of magnetic studies at a somewhat worse momentum resolution of 0.5 a.u..
For the incident energy, these beamlines present a common relative bandwidth
of ∼ 10−3. The resolution in the scattered energy is typically a factor of 2 better,
yet limited mainly due to the source size eﬀects. However, the momentum resolution
— 0.10 a.u. (BL14C), 0.13 a.u. (NE1) and 0.08 a.u. (BL08W) — is in every case
limited by the spatial accuracy of the detector (a gas proportional counter for BL14C,
an image plate for the others). Additionally, the image plates pose an inherent
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0.5 % precision limit for the experiment due to the inhomogeneity of the detection
eﬃciency [84]. The integrated countrates are typically of the order of 10 – 50 cps
(BL14C and NE1) to 400 cps (BL08W) with a signal-to-noise ratio of 20 – 30.
The advantages of the design chosen are obvious. The spectrometers are quite
simple in construction, stationary and easy to control and operate. No monitoring
for the incident intensity for the normalization of the acquired data is required. The
whole scattering spectrum is recorded simultaneously. For high-accuracy work, the
drawbacks are severe. The 0.5 % precision of the image plates limits the applicability
of the beamlines to high-accuracy experiments (Section 6.2). Further, the precision of
the eﬃciency calibration for the analyzing system is limited due to the same reason.
The systematic error does not cancel out, as the inhomogeneity depends on the actual
plate used.
3.4.4 Other Designs
The ﬁrst operational IXS facility utilizing synchrotron radiation was the one in-
stalled at LURE, France [81]. Since then, it has been updated but keeping the basic
design intact. ESRF has an another IXS beamline dedicated for ultra-high resolution
spectroscopy [94] with an scattered energy resolution of the order of 1 meV. Appli-
cations in this resolution range include e.g. studies of collective excitations, like the
fast sound in water [95]. The German synchrotron DORIS-II had a dedicated IXS
beamline INELAX [96] which was designed with phonon scattering studies in mind,
while the spectrometer at the newer HARWI-Compton beamline (DORIS-III) is a
redeﬁned design for the new radiation source but with dispersion compensation [83].
The HRIXS beamline at the Advanced Photon Source, USA, is very similar to the
X21A3 in design [97]. A four-bounce monochromator provides 5.2 meV energy reso-
lution at incident energies of the order of 14 keV, and the bent analyzer crystal yields
total energy and momentum resolutions of 7.5 meV and  0.05 a.u., respectively.
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4 Experimental Accuracy
The acquired IXS spectrum contains two kinds of intrinsic inaccuracies: both
the error ∆J
(
pz
)
due to the counting statistics and the ﬁnite momentum resolution
∆pz of the spectrometer, limit the applicable accuracy of the experiment. Addi-
tionally, a number of extrinsic error sources do exist. They arise from the setup
of the experiment, from the experimental equipment, or are due to other physical
processes occurring simultaneously in the system. In typical experiments with con-
ventional radiation sources, most of them are of minor signiﬁcance due to the higher
experimental errors, or they are assessed to adequate precision by using quite simple
physical models due to the not-so-strict accuracy requirements. However, the state-
of-the-art crystal spectrometers designed to match and fully utilize the extraordinary
source properties of the third generation synchrotron radiation sources allow the ac-
quisition of the IXS spectra down to 0.1 % statistical accuracy at the proﬁle peak
in one day. In order to truly attain this high accuracy level, the conditions for data
consistency and reliability should be carefully examined. Insight in the factors aﬀect-
ing the quality of the data is needed so that the experimental accuracy available can
be exploited without unnecessary restrictions. The factors considered here include
several issues which are especially important for the experiments conducted on syn-
chrotron sources, e.g. the normalization and consistency of the acquired data, but
also some other questions that aﬀect the quality of the experiment regardless of the
type of the radiation source.
4.1 Data Normalization
The incident intensity striking the target at a synchrotron source requires con-
tinuous monitoring as it is a time-dependent but non-deterministic phenomenon.
Yet, the quantity determined in the experiment, the scattering cross-section, is time-
independent provided no changes occur in the sample. Thus, the acquired spectrum
must be normalized with the incident intensity to extract the true drift-free spectrum
and its error, i.e. the experimental statistics.
Typical monitoring techniques include gas ionization chambers, Si PIN-diodes
and solid-state detectors, which each have their pertinent merits. Gas ionization
chambers are one of the simplest X-ray detectors known, oﬀering excellent linearity
and comprehensive dynamic range up to the level of the incident intensities at syn-
chrotron sources yet no energy nor event resolution. Similarly to the gas ionization
chambers, Si PIN-diodes are typically utilized coupled to a low-noise charge-sensitive
preampliﬁer, giving the output as a current dependent on the intensity with good lin-
earity and wide dynamic range. Solid-state detectors oﬀer adequate energy resolution
for inspecting the spectrum of the radiation monitored. However, the dynamic range
is severely diminished which can be overcome by looking at the radiation scattered
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Fig. 2. Examples of accurate and defective incident intensity monitoring at the
ID15B (Section 3.4.1). The anomaly discovered in the defective case was due to
the inadequate sampling rate of the picoammeter used for the Si PIN-diode.
by the target. Si PIN-diodes can also be used as energy-dispersive detectors, but
with a likewise signiﬁcantly lowered dynamic range. In typical applications, solid-
state detectors and the energy-dispersive Si PIN-diodes are accuracy-limited devices
due to the counting statistics but gas ionization chambers and the current-mode Si
PIN-diodes are precision-limited.
The employment of two individual intensity monitors of diﬀerent types, or in
diﬀerent working schemes, provides an additional method of checking the consis-
tency and performance of the monitoring. Apart from an eﬃciency scaling factor,
both monitors should give out identical information. Additionally, utilization of a
solid-state detector (or an energy-dispersive Si PIN-diode) as one type provides an
accuracy-limited reference against which the severity of the deviations possibly found
can be evaluated. However, the responses of the monitors to the harmonics of the
source are diﬀerent. In most cases where the anomalies are small, the adverse eﬀects
are not directly seen in the data but they can still ruin the result of the experiment.
By comparing the two monitors, e.g. Fig. 2, the anomalies are easily exposed.
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4.2 Data Consistency
The practical realization of the scanning crystal spectrometers forces the acqui-
sition of the full IXS spectrum sequentially, i.e. again and again in successive runs,
adding a further potential error source to the experiment. After the normalization
with the incident intensity, the repeatedly acquired individual spectra (recorded for
the given target orientation, for example) are expected to be equal. The equivalence
should not be restricted only to the individual spectra being equal within the statis-
tics. It must include the requirement that the relevant details in the acquired spectra,
e.g. the intensities, positions, shapes and asymmetries of the given peaks, remain
unchanged during the experiment within the expected error limits. The discrepancies
in these quantities are quite typically independent of the experiment statistics. Yet
they do surely depend on the practical conditions chosen to realize the experiment.
In IXS experiments, the most important peak properties to keep in mind are
those of the IXS proﬁle itself. The signiﬁcance of the variations in the characteristics
of the elastic line depend on its deviations relative to those of the IXS proﬁle: a
drift common to both is much easier to correct than one having a diﬀerent eﬀect on
each. The peak characteristics of the elastic line reﬂect mostly the stability of the
incident beam in energy, position and intensity, which in turn are entirely dependent
on the performance of the monochromator under the varying heat load conditions.
The ﬂuorescence lines in the spectrum can also be used, e.g. for checking the stability
of the rest of the experimental apparatus since their position is independent on the
incident energy.
The unequal physical shape of the sample in the given crystal directions introduces
slight changes into the scattering angle when the position of the target is optimized
for the spectrometer. The eﬀect should be restricted well below the angular resolution
of the spectrometer, or the sample shape must be altered. In terms of the physics of
IXS, the scattering angle eﬀects might be of minor importance but the utilizability
of the full data set acquired in diﬀerent crystal directions relies on similarity. This
is especially important when the directional diﬀerences are taken.
The directional diﬀerences, i.e. the anisotropies between the two given IXS pro-
ﬁles, set a further requirement for the quality of the data. The measurement geome-
tries should be as equivalent as possible so that the correction factors applied to the
data are suﬃciently akin. However, this does not necessarily demand the use of a
sample (or samples) identical by shape relative to the respective crystal directions.
The same specimen can even be measured in diﬀerent scattering geometries, e.g. in
the transmission and reﬂection geometries, but all the corrections applied, e.g. the
absorption correction, should be known accurately enough so that no extra errors
are added due to the diﬀerence in geometry. Nevertheless, in most cases the use of
separate samples for each direction requires signiﬁcantly less eﬀort.
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4.3 Background Corrections
All components in the acquired spectrum not directly related to the IXS process
itself, or considered as secondary processes occurring after the primary IXS process,
constitute the background. It can develop either in the sample, e.g. due to other
processes like photoabsorption, or in the external environment, e.g. spurious scat-
tering from the experimental equipment. The latter can be defeated by appropriate
collimation and shielding (Section 4.6). Nevertheless, the former must be subtracted
in order to extract the true IXS proﬁle, free from any artiﬁcial contributions. In
properly designed IXS experiments, the characteristic ﬂuorescence lines do not over-
lap the IXS proﬁle. Thus, the spectral background components remaining in the
range of the proﬁle are mostly due to Bremsstrahlung (Section 4.3.1) and multiple
scattering (Section 4.3.2).
4.3.1 Bremsstrahlung
The IXS experiments carried out at the modern synchrotron sources typically
utilize the hard X-ray region of 10 – 100 keV. For targets consisting predominantly
of low-Z to medium-Z elements, the principal scattering process is the IXS. For
higher-Z materials, photoabsorption becomes dominant. Either way, both pro-
cesses create free electrons in the sample. While decelerating, the electrons emit
Bremsstrahlung [98–100]. The Bremsstrahlung spectrum is similar for both cases,
but certainly not identical, due to a delicate diﬀerence in the scattering processes
creating the free electrons. For monochromatic incident photons, the kinetic energy
of the photoelectrons, i.e. the free electrons created via the photoabsorption process,
is precise, and the electron escape cone is well-deﬁned. For non-polarized incident
radiation, it follows the familiar ω−12 energy dependence [30]. Yet, the same is not
entirely true for the Compton electrons which are created by the IXS process. Their
kinetic energies are inherently distributed, closely related to the IXS proﬁle. The
escape cone is thus more diﬀuse and the full Bremsstrahlung spectrum has to be
integrated because the tabulated spectra are typically given for monoenergetic elec-
trons only. Also the spectral shape is altered slightly. Additional weight is shifted
towards lower energies if compared to the spectrum emitted by photoelectrons of
identical (maximum) kinetic energy. For a given incident photon energy, however,
the Bremsstrahlung spectrum due to the Compton electrons is typically found at
signiﬁcantly lower energies than that due to the photoelectrons, and it seldom over-
laps the energy region of the IXS valence proﬁle. The photoelectron Bremsstrahlung
contribution is still prominent in the range of the core proﬁle and in most cases also
overlaps the IXS inner-shell spectrum. An adjustment of the scattering geometry to
minimize this component is beneﬁcial.
28
The Bremsstrahlung background problem was encountered fairly quickly when
IXS experiments of high enough statistical accuracy in the relevant energy region
were established [101–106], in particular the coincidence experiments were aﬀected
[30,31,107,108,128], [Paper II]. Although the eﬀects due to the much anticipated
failure of the impulse approximation in IXS experiments are modest, some of the
key questions, e.g. the infrared divergence [28] (Section 2.4), will remain unresolved
experimentally until a reliable way to subtract the Bremsstrahlung component is
established [Paper II]. However, the physical modeling of Bremsstrahlung has taken
notable advances during the recent years [109].
4.3.2 Multiple Scattering
The probability of having several scattering events per single incident X-ray pho-
ton is directly dependent on the eﬀective thickness of the target. If the eﬀective
thickness is signiﬁcantly higher than the real dimensions of the sample, the fraction
of photons scattering more than once before leaving the sample is negligible. How-
ever, for the incident energy range of 10 – 100 keV the eﬀective thickness typically
approaches the real dimensions of the target making the multiple scattering eﬀects
clearly visible. In most cases a compromise between a clean signal with no detectable
multiple scattering events, and a countrate high enough but with a signiﬁcant mul-
tiple scattering contribution treated properly has to be made.
The methods to calculate the multiple scattering corrections for the IXS spectra
are well-established. It can be done either by extrapolating the experimental results
obtained with targets of diﬀerent thicknesses to zero thickness [110,111] or by means
of Monte-Carlo simulations of the various multiple scattering contributions [112–115].
However, the importance of the corrections seems to depend on the scattering regime
(Section 2.2). For the characteristic excitation regime the correction is typically of
the order of a few percents [114] but in the Compton scattering regime with low-Z
targets a signiﬁcant portion of the acquired IXS spectrum can be due to the multiple
scattering [115].
4.4 Momentum Resolution
The ﬁnite momentum resolution ∆pz of the spectrometer limits the distinctiveness
of the features seen in the IXS spectrum. Any spectral details sharper than or near
the resolution limit are smeared. As the momentum scale pz is dependent on the three
experimental parameters, namely pz = pz(ω1, ω2, ϕ), the momentum resolution
∆pz is a function of the errors in the same parameters (4.1)
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The individual parameters ω1, ω2, and ϕ are not entirely independent. A shift
in one parameter introduces corresponding changes to the others so that (2.3) holds
for the chosen experimental conditions. Additionally, in order to sum up the in-
dividual errors in the root-squared style (4.1) as independent variables require, the
inaccuracies in the variables are expected to follow the Gaussian distribution, a condi-
tion which not always completely true. For instance, on synchrotron sources the line
shape of the incident energy is far from a symmetric Gaussian although it is typically
narrow enough not to dominate the ﬁnal momentum resolution. However, in properly
designed beamlines (and in properly accomplished experiments) the errors or shifts
in the parameters during the experiment are so small that the inter-dependencies and
the non-Gaussian behavior can be overlooked and the equation (4.1) can be safely
used to determine the momentum resolution. The individual partial diﬀerentials in
(4.1) can be calculated from (2.3).
The partial diﬀerential for the incident energy ω1 is typically constant in ω2
in the range of the IXS proﬁle. The non-linearity of the partial diﬀerential for the
scattered energy ω2 is usually signiﬁcantly higher due to the energy dependence of
the energy resolution of the detector, be it a solid-state detector or a analyzer crystal
together with a scintillation detector. The partial diﬀerentials for the incident and
scattered energies both contribute of the order of 100·(∆ω1,2/ω1,2) a.u. roughly to
the momentum resolution. However, the partial diﬀerential for the scattering angle ϕ
is strongly dependent both on ϕ and ω1,2, reﬂecting the fact that the energy transfer
in the IXS process is asymmetric in ϕ.
In the modern synchrotron sources, the contribution to the ﬁnal momentum res-
olution from the incident energy term is typically minor due to the usual designed
energy resolving powers of ∼ 10−4 for the primary optical systems. The contribu-
tion from the scattered energy resolution is usually higher, in many cases it is the
dominant one. The X21A3 (Section 3.4.2) is an important exception. It utilizes the
lower incident energy range of the order of 10 keV and the backscattering analyzer
geometry for an extreme energy resolving power of ∼ 10−4 in ω2. There, the ge-
ometric partial diﬀerential contributes the most to the momentum resolution. The
scanning crystal spectrometers utilizing the higher X-ray energies, e.g. the one at
the beamline ID15B (Section 3.4.1), normally achieve an energy resolving power of
∼ 10−3 in ω2, yielding a ﬁnal momentum resolution of ∼ 0.1 a.u..
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4.5 Geometric Eﬀect
The geometric eﬀect arising from the inaccuracy in the scattering angle, i.e. di-
vergence, does play a discernible role in the high accuracy IXS experiments. The
geometric partial diﬀerential is highly asymmetric in ϕ around the ’correct’ scatter-
ing angle, both as a function of ω1 and ω2, only reﬂecting the fact that the energy
transfer itself in the IXS process is asymmetric in the scattering angle around the
’correct’ ϕ. The IXS spectrum is recorded as a function of ω2, not pz. Thus the
ω2-scale is common for the entire detector but the exact position of pz = 0 in ω2
varies over the detector aperture due to the divergence ±∆ϕ in the scattering angle.
Consequently, due to the fact that the irradiated target and the detector have ﬁnite
sizes, an inherently asymmetric contribution to the total ∆pz is introduced and the
asymmetry of the Compton proﬁle is increased.
Solid-state detectors typically exhibit the biggest geometric eﬀect due to the rel-
atively large aperture compared to the short viewing distances, especially with con-
ventional radiation sources. On synchrotron sources, solid-state detectors are used
at larger distances which diminishes the eﬀect. Crystal spectrometers do also suﬀer
from the geometric eﬀect, although it typically is an insigniﬁcant factor. However,
the scanning crystal spectrometers have another similar but additional property: the
change in the angular size of the target during the scan, as seen by the analyzer
crystal. In a properly designed spectrometer these geometric eﬀects should not play
a discernible role in the total ∆pz, nor in the asymmetry of the IXS proﬁle. The
most important question is whether the asymmetry due to geometric eﬀect is signif-
icantly higher than due to the ﬁnite energy resolution. From a mathematical point
of view, the smearing of the details in the IXS spectrum due to the ﬁnite momentum
resolution conforms to convolution. Convolution with a symmetric, yet variable-
width instrument function is essentially equal to convolution with an asymmetric yet
constant-width instrument function. Both operations introduce asymmetry to any
peak proﬁle.
Within the impulse approximation, the IXS proﬁle J
(
pz
)
is symmetric. However,
a residual asymmetry has been observed in several experiments after applying all the
relevant correction factors to the acquired IXS spectrum [116–119]. Additional to the
Compton defects (Section 2.4), several other explanations have been given, e.g. the
line-shape properties of the incident radiation [120], or self-scattering in the radiation
source [121]. The role of the geometric eﬀect has been emphasized earlier [118] but
no simulations on the eﬀect in the quantitative level were done at that time.
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4.6 Shielding and Collimation
The purity of the acquired IXS spectrum is largely dependent on the success
in preventing the detector from seeing any spurious scattering events in the IXS
spectrum. The term cleanness is, of course, deﬁned by the experiment. In an IXS
experiment with no coincidence conditions, the background is normally subtracted
with the aid of the theoretical core proﬁles. For a linear or smooth background this
procedure works well but in case of a more complex background component, part of it
might end up being a portion in the observed anisotropy. A separate measurement of
the background contribution should be done to get a good idea of the situation. With
proper collimation, the cleanness of the IXS spectrum can be warranted [Papers II,
IV].
The danger of acquiring artiﬁcial contributions to the IXS spectrum is especially
high in coincidence experiments. Only an appreciably small part of the total IXS
spectrum is selected for acquisition with the aid of simultaneity and energy condi-
tions. Thus, a relatively weak secondary process may produce a signiﬁcant contribu-
tion to the ﬁnal spectrum if the conditions are fulﬁlled [30], which can also lead to
erroneous results [33,122]. With a well-designed shielding and collimation procedure,
the artiﬁcial by-products can be defeated entirely [Paper II].
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5 Experimental Challenges
The Compton scattering technique is a relatively old tool compared to the other
X-ray spectroscopy methods. In terms of carrying out the experiments in practice,
the Compton technique has several crucial advantages (Section 2.5), but the physical
nature of the IXS process as an incoherent scattering process limits its applicability.
The knowledge of the behavior of the interesting valence electron states is dependent
on the successfull subtraction of the core contribution from the acquired IXS spec-
trum. Within the impulse approximation, the calculation of the Compton proﬁles for
the individual electron shells is straightforward. However, the limits for the validity
of the impulse approximation are not yet that well-deﬁned (Sections 2.4 and 5.1).
The recent advances in the experimental methods used in IXS research, mainly
due to the advent of the synchrotron radiation, have made high-resolution high-
accuracy IXS spectroscopy feasible [123]. At the same time, theoretical methods
have improved considerably [124]. The electronic properties of the ordinary solid-
state materials, e.g. the elements (Section 5.3) or the binary metal alloys (Section
5.2), can nowadays be modeled quite accurately even though the signiﬁcance of the
correlation eﬀects in the IXS process is an issue not yet thoroughly understood [125].
However, the advanced exotic materials, e.g. high-TC superconductors (Section 6.1)
or quasicrystals (Section 6.2), still persist or even deny satisfactory understanding of
their electronic properties. In these cases, IXS can provide valuable information on
one of the most fundamental electronic properties, the electronic momentum density.
5.1 Coincidence Technique
The prevailing assumption for the validity of the impulse approximation (Section
2.4), that is ∆(ω)  EB, can fail for the deeply-bound electrons. With X-rays,
this condition is encountered fairly eﬀortlessly for the inner-shell electrons of the
medium-Z elements, a situation which has given rise to several experiments in order
to reveal the possible eﬀects due to the failure of the impulse approximation in the
inner-shell IXS spectrum [3]. The contribution of a given electron shell to the total
IXS spectrum can be extracted with the coincidence technique. The inelastically
scattered photon is detected in coincidence, i.e. simultaneously, with the characteris-
tic ﬂuorescence photon which is created when the inner-shell hole left by the ejected
Compton-electron is ﬁlled. For the detectors (and timing electronics) presently avail-
able to resolve the simultaneity condition, this happens instantaneously.
The coincidence experiments have been done primarily with various radioactive
sources [3]. Both the experiments [30,31,33,126] and the predictions based on vari-
ous theoretical models [13,27,32–34] preceding the [Paper II] have given somewhat
inconsistent results: The failure of the impulse approximation has been predicted to
be the origin of Raman-like resonant structures seen in the scattering spectrum [33],
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contradicting the standard one-electron A2 description of IXS scattering from quasi-
free electrons. On the other hand, impulse approximation has been found to work
well even in the intermediate momentum transfer region [13,31,32]. Further, the fea-
tures observed in [33] were presumably due to false coincidences generated by the
ill-deﬁned setup of the detectors [122]. Yet, the primary deﬁciency in nearly all of the
previous experiments is their inadequate statistical accuracy for direct quantitative
comparison with theory. In the only successful experiment [31], only the shape of
the IXS core-shell proﬁle was recovered, not the absolute cross-section needed for a
direct comparison.
With monochromatized and focused X-rays the counting eﬃciency is improved
signiﬁcantly due to the better-deﬁned scattering geometry [Paper II]. Furthermore,
the normalization of the IXS cross-section can be done reliably in the absolute scale
by determining the incident intensity in the same geometry. Surprisingly enough, the
impulse approximation does seem to work quite well in the intermediate momentum
transfer region [Paper II], which is conﬁrmed by the advanced quantum-mechanical
S-matrix calculations [32]. Further, it was shown very recently that the impulse
approximation actually should give the doubly-diﬀerential IXS cross-section quite
accurately even in the intermediate momentum transfer region, but it is not anymore
employable for the triply-diﬀerential cross-section in the same region [127].
Synchrotron sources were previously thought to be badly suitable for coincidence
experiments due to their non-continuous time structure (Section 3.1) which leads to
a signiﬁcant increase in the countrate of the chance coincidences [30,128]. The third
generation synchrotron sources, e.g. the European Synchrotron Radiation Facility in
France, are inherently more eligible for coincidence experiments as their characteristic
time scales are shorter than, or similar to, the best experimental timing resolutions
achieved. Thus, the storage ring is eﬀectively a quasi-continuous radiation source for
the coincidence acquisition system, rendering the adverse eﬀects due to the discrete
time structure to the countrate of the chance coincidence events negligible [Paper
III]. However, the proper optimization procedure for the experimental parameters to
obtain the best counting performance is quite diﬀerent from that for the conventional
sources.
5.2 Topology of the Fermi Surface
According to the free-electron theory, the electronic states in a metallic, i.e. con-
ducting, material are ﬁlled up to a given energy, the Fermi energy (EF ). Correspond-
ingly, in the momentum space the electrons occupy a volume, which is bounded by
the so-called Fermi sphere. The surface of the sphere is the Fermi surface and the
radius of the sphere gives the Fermi momentum pF . In real metals, the Fermi surface
topology is modiﬁed by the solid-state eﬀects, e.g. the periodic ion-core potential
34
(which reﬂects the crystal structure and symmetry) and impurities (or doping). The
eﬀects to the Fermi surface due to the crystal structure are seen mostly in the vicinity
of the Brillouin-zone boundaries.
Elucidation of both the spatial extent and occupation of the ground-state electron
wave functions is essential for the understanding of the electronic and transport
properties of solid-state materials. The topology of the Fermi surface reﬂects the
electronic density of states in terms of the electronic momentum density. Both the
momentum density and the Fermi surface dimensions in the important symmetry
directions can be extracted from the Compton proﬁles, as they are the projections of
the electronic momentum density along the crystal directions in question. Thus, IXS
spectroscopy provides a probe to directly study the structure of the Fermi surface.
The ﬁrst-period transition-metals form quite interesting alloys with aluminum
covering the entire concentration range. Great eﬀorts have been made to study
the nature of bonding and charge transfer in these alloys [129]. The bonding is
characteristically covalent, including hybridization of the Al s and p orbitals with
the transition-metal d orbitals, and net charge transfer from Al to the transition-
metal sites. The ordered equiatomic Al alloys, e.g. FeAl, CoAl and NiAl, crystallize
in the simple CsCl-structure.
The previous IXS studies on polycrystalline FeAl, CoAl, and NiAl [130] failed to
reveal the remarkable anisotropy predicted [131]. Preliminary experiments on single
crystals grown by the Bridgmann-method utilizing a WKα1 X-ray spectrometer [132]
showed only the gross features. Finally, experiments with the high-resolution spec-
trometer at the beamline ID15B (Section 3.4.1) recovered the anisotropy [Paper I],
as predicted with the recently developed scheme based on the full-potential linearized
augmented-plane-wave method [133]. Even the Fermi surface signatures originating
from a single partly-ﬁlled valence shell could be recovered reliably.
5.3 Electron Correlation Eﬀects
The free electron gas has attracted considerable attention for more than half a
century, mainly because it provides an excellent testing ground for the numerous
theoretical models. The electron-electron interaction, which modiﬁes the shape of
the Fermi surface additionally to the solid-state eﬀects (Section 5.2), is one of the
most important features in the behavior of the free electron gas. As a result of the
interaction, some of the conduction electrons in states p < pF get excited to states
p > pF . The discontinuity in the occupation number at pF persists, but its magnitude
is lowered. The extent of the changes in the occupation number is reﬂected in the
momentum density of the conduction electrons [54].
The free electron gas is typically described with the aid of a dimensionless pa-
rameter rs, which is the radius of the average volume for a conduction electron in
35
atomic units. The Fermi momentum pF is directly related to rs. By varying the
free electron density, the change in pF due to a change in rs is accompanied by a
change in the strength of the electron-electron interaction. Changing the temper-
ature does introduce similar but weaker eﬀects, but the electron-ion interaction is
also aﬀected [134]. The theoretical predictions on the strength and detailed depen-
dencies of the eﬀects of electron correlation are quite mixed [125]. An experiment
on the same solid-state system with varying the free electron density without any
major changes in the atomic structure is required to separate the eﬀects arising from
changes in the free electron density from the solid-state eﬀects. Only a few experi-
ments have been done so far to access the diﬀerent free electron densities, but only
with diﬀerent elements [135]. According to the results obtained, the general behavior
of the free electron gas is in excellent agreement with the theoretical model based on
the random-phase approximation [136].
36
6 Applications on Novel Materials
The advances gained in the experimental procedures to ensure the high quality
of the acquired data were utilized in two new IXS experiments. Both studies were
conducted utilizing the scanning crystal spectrometer at the beamline ID15B, ESRF
(Section 3.4.1) [85]. The excellent properties of the spectrometer, i.e. high-precision
monitoring, well-deﬁned eﬃciency characterization and automated data acquisition,
coupled to the high stability of the ESRF synchrotron source, allowed to reach the
0.1 % statistical accuracy level at the IXS proﬁle peak for the directional diﬀerences.
The systems studied are novel complex materials, i.e. a high-TC superconductor
La1.85Sr0.15CuO4 (Section 6.1) and a decagonal quasicrystal Al0.72Co0.17Ni0.11 (Sec-
tion 6.2). The reported theoretical studies on these compounds are very limited or
even absent. For the time being, the yet unpublished experimental results presented
here are waiting for the theoretical methods to achieve the level of accuracy accom-
plished. The detailed analysis and interpretation of the experimental results is thus
still in progress. Also, the work to develop theoretical methods applicable to the
quasicrystalline compounds has been started.
6.1 High-TC Superconductors
6.1.1 Introduction
Since the discovery of the high-TC superconductivity in rare-earth cuprate ox-
ides [5], their electronic properties have been under intensive experimental and the-
oretical research. Several models have been proposed to explain their unique fea-
tures [137], e.g. with the electron correlation eﬀects [138], or with the electronic
properties of the CuOn (n = 2,5,6) blocks, and their mutual coupling to the layered
crystal structure and to the antiferromagnetic spin ordering [139]. In particular, the
hybridization of the Cu 3d states with the O 2p orbitals seems to be the common
denominator to most of the models. The high-TC materials are currently viewed
as antiferromagnetic doped charge-transfer insulators [140]. The modern theoretical
methods describe the overall features of the electronic structure of high-TC supercon-
ductors quite well despite some discrepancies in the details. However, no consensus
exists yet about which model is the correct one, nor do the theories have predictive
value on a quantitative level, e.g. on the transition temperature on the basis of the
structure and composition.
The electronic properties of the La1.85Sr0.15CuO4 have been studied before utiliz-
ing several experimental methods, e.g. Raman-scattering [141], positron-annihilation
technique [142], resonant X-ray ﬂuorescence spectroscopy [143], (polarization depen-
dent) X-ray absorption spectroscopy [144,145], and the various electron spectroscopy
techniques [146]. Up to date, no high-resolution IXS studies have been reported.
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IXS spectroscopy at large energy and momentum transfers is a very sensitive
probe for the electronic ground-state properties of condensed matter systems [2,3,
47–49]. It is most sensitive to the interesting valence electron states because their
contribution is conﬁned to the peak area of the Compton proﬁle due to the lower
average momentum. Additionally, the interpretation of the acquired Compton spec-
trum is pretty straightforward due to the direct projective character of the process.
However, the 1D Fourier transform of the directional Compton proﬁles (acquired
with the scattering vector q along to a given crystal direction) does not give any
direct structural information of the target in a general case [50] but a deﬁnite cor-
relation between the electronic structure and the features found in the proﬁles or in
the directional diﬀerences does exist [53,54].
The other experimental methods directly probing the electronic properties of
matter, e.g. the positron-annihilation technique, (polarization dependent) X-ray
absorption spectroscopy, X-ray ﬂuorescence spectroscopy, and the various electron
spectroscopy techniques [56] each have their pertinent strengths and weaknesses over
the Compton scattering technique. They are essentially surface-sensitive techniques,
or restricted to relatively thin samples. The high-energy X-rays, on the contrary,
typically penetrate mm’s or even up to cm’s, probing the very bulk of the target.
The Compton scattering technique is also quite insensitive to the crystal quality, un-
like the methods utilizing electrons or positrons. The various X-ray absorption and
ﬂuorescescence techniques are, however, superior to IXS spectroscopy in some respect
although the ground-state properties are inaccessible. They probe only the chosen
electron states, with added capability to selectively utilize resonance and polarization
sensitivity to enhance the detection of a given feature. For La1.85Sr0.15CuO4, a nice
example of this is the observation that the symmetry of the hybridized Cu 3d and O
2p states is predominantly of the planar type. Nevertheless, the full 3D momentum
density can be reconstructed from the measured Compton proﬁles [53,57], or it can
be acquired directly with the (γ,eγ) technique [58].
6.1.2 Electronic Structure
Upon doping the La2CuO4 (dielectric at room temperature) with Sr, La is partly
displaced by Sr, turning the La2−xSrxCuO4 into a metallic conductor at room tem-
perature. The atomic structure still remains body-centered tetragonal (I4/mmm)
with lattice constants of a = b = 3.78 A˚ and c = 13.22 A˚ [147]. Below 180 K an or-
thorhombic distortion Abma exists which is essentially a formation of a new enlarged
unit cell with a′ ∼ √2 a, b′ ∼ √2 b and c′ ∼ c. Characteristic of the atomic structure
is the considerably shorter Cu-O bond length of the planar oxygen (1.9 A˚) compared
to that of the apical oxygen (2.4 A˚) which lies at a similar distance to the La (or Sr)
opposite to the planar Cu.
38
Upon doping, the LaO-layers gain p-type characteristics [148] which is due to
the dopant Sr2+ being less electronegative compared to the La3+, thus attracting
more holes. Thus, the CuO2 planes become eﬀectively n-type due to the requirement
of charge conservation. Superconductivity is enabled for 0.05 ≤ x ≤ 0.30 with the
highest TC of ∼ 37 K for x  0.15 roughly. As the La1.85Sr0.15CuO4 clearly is a p-type
superconductor [148], the supercurrent ﬂows in the charge-reservoir LaO-layers.
6.1.3 Theoretical Calculations
The theoretical computations were based on the all-electron charge self-consistent
Korringa-Kohn-Rostoker methodology [149]. The exchange-correlation eﬀects were
incorporated within the von Barth-Hedin local density approximation [150]. Before
the actual Compton proﬁle calculations, the band structure problem was solved to a
high degree of self-consistency. The energy bands, Fermi energy, and crystal potential
converged to about 1 meV. Using the converged potential, the electronic structure
wave functions were then obtained in over 1800 ab initio k points in the irreducible
1/16th of the Brillouin zone. This basic data set allows for an eﬃcient evaluation of
the electronic momentum density ρ(p) in a p-point grid extending to about 10 a.u..
Each k-point was translated via the reciprocal lattice vectors to obtain the ρ(p) at
251 p-points.
The Compton proﬁles along the given directions were computed by integrating
the ρ(p) over a series of planes corresponding to diﬀerent momentum transfers pz
along the surface normal. Care was necessary in carrying out the two-dimensional
integrals since the ρ(p) possesses sharp structures arising from the Fermi surface. For
this purpose, a highly vectorized computer code applicable to general lattices was
developed using the tetrahedral method of Lehmann and Taut [151]. The directional
Compton proﬁles ([001] and [100]) for the La2CuO4 were obtained in a momentum
mesh varying from 0.025 a.u. to 0.1 a.u. being accurate to a few parts in 103. The
total number of valence electrons is reproduced correctly to one part in 103 by the
theoretical Compton proﬁles over the range 0 – 10 a.u..
6.1.4 The Experiment
The alignment of the La1.85Sr0.15CuO4 single crystal (grown in Tohoku University,
Japan) was checked with the Laue method. The accuracy reached is enough for
IXS spectroscopy because no sub-degree alignment accuracy is needed due to the
projective nature of the IXS process. The relevant crystal directions were identiﬁed
by comparing the exposed Laue pictures to the predicted ﬁgures from the LaueX
package [153]. The alignment error was estimated 2 – 3 degrees at most. The
Compton proﬁles for La1.85Sr0.15CuO4 were acquired at room temperature in the
directions [001] and [100] with the ID15B spectrometer [85] at a scattering angle
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of 160◦. Also the Ge solid-state detector at a scattering angle of 140◦ (utilized
as a secondary monitor) was used for data acquisition. The individual scans took
about one hour to complete, while the Ge spectra were saved and cleared every
15 minutes for reference. All the scans were used for the data analysis, as all the
corrections due to the inescapable interrupts in the incident beam delivery could be
made reliably thanks to the several beamline macros for automatization of the data
acquisition. Incident energy of 58 keV was used in the experiment. For the elastic
line, the obtained energy resolutions were 100 eV and 400 eV (for the scanning crystal
spectrometer and the solid-state detector, respectively) corresponding to 0.17 and
0.55 a.u. at the Compton proﬁle peak, respectively. After the standard procedures
to apply the incident intensity normalization, spectrometer eﬃciency and absorption
corrections and the conversion of the proﬁles to the pz-scale with the diﬀerential
correction, the background subtraction was done with the aid of the theoretical core
proﬁles.
6.1.5 Discussion
The experimental anisotropy (Fig. 3) is essentially identical for both spectrome-
ters within the momentum resolution and statistical errors. Yet, some of the features
predicted by the calculation are clearly diﬀerent. First, most of the anisotropy is con-
ﬁned to lower momentum transfers than expected, indicating a higher asymmetry of
the valence electron states, e.g. due to hybridization. Secondly, the observed features
are somewhat shifted upwards in momentum, and slightly weaker in amplitude. The
same trend in the amplitude is observed for all the high-TC superconductors [154].
The shift in momentum might be due to doping. The apical OSr experiences a less at-
tractive electrostatic potential than the OLa due to the diﬀerence in the ionic charges
(Sr2+ vs. La3+). Thus, as the Fermi level is upon doping pushed into the valence
band of the planar O 2p character predominantly, the spectral weight of the apical
O 2p states close to Sr sites changes [145]. This would also explain the sensitivity of
the density of states of the apical oxygen to doping while its eﬀective charge remains
practically constant [148]. Further, the signatures of the Fermi surface are weaker
than anticipated. A sharp Fermi surface originates from a high degree of long-range
order in the periodic ion potential, a condition which is broken with doping, leading
to increased smearing of the Fermi surface. In spite of that, the experiments on nearly
defect-free single crystals of La2CuO4 performed with positrons have shown that no
discernible Fermi surface structures exist at the Brillouin zone boundaries [142]. Also,
discrepancies in the peak locations have been observed, in agreement with the results
presented here. A more careful analysis together with new theoretical calculations is
in progress.
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Fig. 3. The Compton proﬁle anisotropies for the high-TC superconductor
La1.85Sr0.15CuO4 between the crystal directions [001] and [100], and the results of
the KKR-calculation for La2CuO4. Both the high-resolution spectrometer (SCS)
and a conventional solid-state spectrometer (Ge) were used.
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6.2 Quasicrystals
6.2.1 Introduction
The discovery of quasicrystals [6] in rapidly quenched binary alloys [7] implied an
entirely new type of structural ordering for solid-state matter, additional to the previ-
ously known forms i.e. crystalline, distorted and amorphous matter. The quasicrystal
lattices possess quasi-periodic translational (bond-orientational) long-range order in
3D space, associated to non-crystallographic rotational symmetry axes, which is ex-
plicitly incompatible with the classic Bravais lattices. Yet, quasicrystals do have
well-deﬁned discrete crystallographic point groups, e.g. in 5D space [155]. The ﬁrst
quasicrystal structures were disordered to a signiﬁcant degree, hampering the de-
tection of the properties intrinsic to the quasi-periodicity. The thermodynamically
stable quasicrystals discovered later possess a very high degree of structural perfec-
tion, comparable to that in the best periodic alloys.
Both the physical and electrical properties of quasicrystals are very similar to
the corresponding crystalline or amorphous counterparts, depending on the lattice
symmetry and direction [156,157]. Qualities reminiscent of metallic, semimetallic,
semiconducting, and even dielectric behavior are found. Still, the theoretical stud-
ies on the detailed electronic structure of quasicrystals meet severe diﬃculties. The
non-periodicity can be overcome only partly by utilizing so-called crystalline ap-
proximants or periodic average structures [155,158–161], which are perfectly periodic
crystal structures in 3D space consisting typically of 10 – 1000 atoms and locally
resembling the quasicrystalline atomic structure in a satisfactory way. On a quali-
tative level, the electronic structure of quasicrystals is understood adequately. The
progress has been signiﬁcantly slower on the quantitative level due to the practical
diﬃculties encountered in the calculations. Furthermore, the lack of accurate results
obtained with the direct-probing experimental methods, e.g. X-ray spectroscopy or
the positron-annihilation technique, has hindered the development.
Decagonal quasicrystals [157] combine the structural features of both the crys-
talline and the quasicrystalline systems. The quasi-periodically ordered layers are
stacked with perfect translational periodicity, thus exhibiting a quite unconventional
anisotropy both for the structure and for the electronic properties. Decagonal sys-
tems are expected to exhibit a greater degree of anisotropy in electronic structure
than the icosahedral systems which are completely quasi-periodic in 3D, due to which
they are often called ’true quasicrystals’. Indeed, remarkable anisotropies of electri-
cal and thermal transport, optical conductivity and the Hall-eﬀect have been estab-
lished [162,163], indicative of an anisotropic Fermi surface. One of the ﬁrst stable
decagonal quasicrystal structures found was formed in the ternary Al-Co-Ni alloy
system (5D crystallographic point group P105/mmc) [164], for which the monoclinic
binary alloy Al13Co4 is considered the best approximant.
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Both the Compton and the positron-annihilation techniques have been used previ-
ously to examine the electronic properties of the icosahedral quasicrystals [165–167].
In the ﬁrst IXS experiment [165], no anisotropy between the directions corresponding
to the 5-fold and 2-fold symmetry axes was observed because of the limited unifor-
mity of 0.5 % in the detection eﬃciency of the image plates used as the detector. The
positron-annihilation results [166] suﬀered from sample imperfections. The combined
study [167] showed some signs of an anisotropy in the value of the Fermi momentum
but the results were not explicit within the experimental errors. Further, inelastic
neutron scattering has been applied to study the lattice dynamics [168]. These re-
sults serve nicely to highlight the subtlety of the eﬀects being sought. With IXS
care must be taken to achieve the desired resolution as well as good enough counting
statistics.
6.2.2 Electronic Structure
Despite the remarkable peculiarities, quasicrystals are still clearly metallic in
character, suggesting the existence of a well-deﬁned Fermi surface [156,157,162,163,
169]. Due to their distinctive higher-dimensional point symmetry, the quasi-Brillouin
zone-boundary comprimizes several tens of facets, allowing for close matching of the
nearly spherical Fermi surface with the zone boundary. As a result, most of the
Fermi surface is thought to be obliterated. The only fragments expected to survive
are small electron- and hole-pockets at the facet centers and corners, respectively.
The so-called many-pocketed electronic structure should manifest itself via a highly
spiky density of states in the vicinity of the EF . However, the quasicrystal systems
do diﬀer strikingly in this respect.
The icosahedral quasicrystals possess the highest point-symmetry which has been
exploited by theories considering band-structure eﬀects to explain some of their prop-
erties [156,169]. The prominent pseudo-gap predicted was also found experimen-
tally [156,170] but it should be absent in the decagonal systems [171]. However,
the theoretical results are very sensitive to the speciﬁcs of the model employed.
One feature common to many of these eﬀorts to study the decagonal systems is
the importance of hybridization of the transition-metal d-states with the Al s- and p-
states [159,161], which leads to a lower density of states at the EF . So the pseudogap,
if it exists, might be unrelated to the symmetry of the structure. Closely associated
to this, the decagonal systems also exhibit relatively small electronic contribution to
the speciﬁc heat due to the reduced density of states at the EF [163].
6.2.3 The Experiment
The inelastic X-ray scattering study on a high-quality single-grain ﬂux-grown [172]
decagonal quasicrystal Al0.72Co0.17Ni0.11 was conducted utilizing the high-resolution
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crystal spectrometer at the beamline ID15B (ESRF, France) (Section 3.4.1) [85].
The crystal was cut and polished into a rectangular parallelepiped with dimensions
x = 7 mm, y = 1.5 mm, and z = 1.5 mm, with x and y parallel to the 2-fold P - (facet
edges) and D-axes (facet centers), respectively, and z parallel to the decagonal c-axis.
Transmission electron diﬀraction from a small slice cut from the sample conﬁrmed
the y direction as the D-axis. A mosaic spread of only 0.14 % in the 2-fold directions
was observed with X-ray diﬀraction rocking curve scans, indicating very high sample
quality. The exact composition was determined with quantitative electron probe
microanalysis. The sample consisted of the ’basic Co-rich’ phase, consistent with the
atomic composition.
The spectrometer was utilized at a scattering angle of 173 degrees with an inci-
dent energy of 58 keV, and incident beam size of 4.6 mm (V) × 0.2 mm (H), and an
energy resolution of about 100 eV at the elastic line, corresponding to a momentum
resolution of 0.17 a.u. at the Compton peak. The Compton scattering spectra, i.e.
the projections of the 3D electronic momentum density onto the scattering vector
pz, were acquired in air in the primary 2-fold (P -axis), 10-fold and three other qua-
sicrystallographic directions of interest with a statistics of better than 0.1 % at the
proﬁle peak. Each directional proﬁle was scanned in several successive runs, taking
about one hour to complete. Several beamline macros were utilized during the ex-
periment to automatize the data acquisition process due to unavoidable interrupts
in the beam delivery. They enabled to use all the obtained scans in the analysis as
all the corrections to the acquired spectra could be made in a reliable way.
The acquired spectra were checked and normalized with the information obtained
from the incident beam intensity monitor. The integrity of this monitor was exam-
ined against a secondary monitor used for the scattered radiation (a Ge solid-state
detector), and no incompatibilities were found. The spectrometer geometry and ef-
ﬁciency corrections as well as the absorption corrections were applied to the error
weighted average of the time normalized spectra. Conversion to the momentum scale
pz was applied following Holm’s relativistic approach [13] including the diﬀerential
correction. Both the acquired experimental background and the theoretical core pro-
ﬁles, corrected for the eﬀects due to the failure of the impulse approximation [44],
were utilized in the background subtraction. The multiple scattering correction was
calculated with an optimized Monte-Carlo method [115]. Finally, the spectra were
normalized according to the number of electrons and the error weighted averages of
the low- and high-energy sides of the proﬁles were computed. As the Compton pro-
ﬁles itself are not the most informative way to look at the properties of the electronic
momentum distribution, the directional anisotropies were calculated, providing a
more convenient and reliable way to ﬁnd the relevant features.
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Fig. 4. The experimental directional Compton anisotropy for the decagonal qua-
sicrystal Al0.72Co0.17Ni0.11 between the crystal directions of 10-fold [0000 1] and
2-fold [1000 0] symmetry. A clear anisotropy is observed.
6.2.4 Discussion
Direct evidence for an anisotropy in the electronic momentum density in qua-
sicrystals is observed for the ﬁrst time. The magnitude of the anisotropy is 0.4 %
maximum, which is below the accuracy limits of the previous experiments. Further,
the numerous distinct features broader than the experimental resolution of 0.17 a.u.
are taken indicative of the more detailed structure of the Fermi surface. The many-
pocketed picture of the Fermi surface is clearly supported. A clear low-momentum
deﬁciency is observed in the direction(s) where the hole-pockets should reside. Fur-
ther, the unique structural anisotropy modiﬁes the electronic momentum density to a
signiﬁcant degree. Sharp Fermi surface signatures originate from a periodic momen-
tum distribution over large distances in a periodic lattice. For the Al0.72Co0.17Ni0.11,
this is valid in the 10-fold direction only while the 2-fold directions are quasi-periodic.
Thus, the spectral weight of the electron momentum density near the Fermi level is
dependent on the crystal direction. Nevertheless, the resulting eﬀects in the direc-
tional anisotropies are easily seen. However, as no theoretical calculations on the
exact electronic structure of decagonal quasicrystals for comparison currently exist,
the interpretation of the experimental result is not that straightforward.
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Fig. 5. The experimental directional IXS anisotropies for the decagonal quasicrys-
tal Al0.72Co0.17Ni0.11 between the crystal directions of 30◦ oﬀ the 10-fold direction
(hole-pockets in the Fermi surface expected) and the [1000 0], and 10-fold axis [0000
1] and 30◦ oﬀ the 2-fold axis. In the ﬁrst case, a clear low-momentum deﬁciency
is found. For the latter case, electron-pockets are expected in both directions but
the unique structural anisotropy modiﬁes the electronic momentum density to a
signiﬁcant degree.
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7 Summary of the Published Papers
The papers included in this thesis involve applications of IXS spectroscopy to
various issues in solid-state physics. The principal aspects of the work lie in the
experimental techniques. Several improvements to the key procedures and measure-
ment systems have been introduced on the course of the work. The advances have
enabled some experimental discoveries that are either supported by the latest theo-
retical results or still need more development on the physical models.
Paper I reports the ﬁrst user experiments with the high-resolution scanning
crystal spectrometer installed at the beamline ID15B at the European Synchrotron
Radiation Facility, France. The eﬀects due to the structure of the Fermi surface to
the Compton proﬁles and to the directional anisotropies could be reliably seen due
to the high momentum resolution of the spectrometer. The very recently developed
model utilized to interpret the result successfully explained a signiﬁcant part of the
observed eﬀects to originate from a single partly-ﬁlled electron shell.
Paper II introduces a novel detector collimation scheme together with a com-
pact scattering geometry, and a modiﬁed fast-slow coincidence electronics system to
enhance the counting performance of the entire acquisition system. The absolute
double-diﬀerential IXS cross-section for the Cu K-shell electrons is determined for
three momentum transfer values in the intermediate transfer range. No suggested
resonant structures were found. Instead, the impulse approximation was found to
work signiﬁcantly better than expected. The small deviations are explained by a
more detailed quantum-mechanical calculation.
Paper III is an extension to the previous work. The experimental advances
gained were utilized to demonstrate the feasibility of the technique in a modern third
generation synchrotron source. A procedure to optimize the several experimental
factors relevant to the statistical accuracy of the given coincidence experiment was
developed. The employed scheme enabled to achieve a true-to-chance coincidence
ratio similar to that previously attained only with conventional radiation sources.
Paper IV presents the details of the ﬁrst successfull high-pressure IXS experi-
ment. The eﬀects in the properties of the Compton proﬁle due to the varying electron-
electron correlation induced by the changing free electron density were demonstrated.
The free electron density was changed directly by applying a variable high pressure
to the sample. The changes observed in the proﬁles are described quite well by a
model based on the random-phase approximation.
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8 Conclusions
Inelastic X-ray scattering is a very powerful technique in condensed matter re-
search. When applied utilizing modern experimental high-accuracy apparatus, it
provides valuable information on the behavior of the electronic systems under study.
However, thorough understanding of the factors aﬀecting the quality and accuracy
of the experiments is needed. Otherwise, the results may be misinterpreted only due
to experimental artifacts, not necessarily having any direct relation to the physics of
the target system.
The improvements introduced to the coincidence technique allowed for the ﬁrst
time a direct meaningful comparison with theory. Also, it was conclusively shown
that the technique is feasible on third generation synchrotron sources, contrary to
some previous opinions. The advantages of the crystal spectrometers in IXS spec-
troscopy were proven earlier by the pioneers in the ﬁeld. However, the reproducibility
and applicability of the technique down to a 0.1 % accuracy level on a variable inten-
sity radiation source is certainly not self-evident. A well-designed, properly operated
and monitored spectrometer will render the acquisition of tens of IXS spectra se-
quentially possible with high enough consistency and accuracy.
Yet, plenty of room for development still exists. A similar coincidence experiment
to that of Paper II on a synchrotron source with a crystal spectrometer would reveal
whether the proﬁle truly is featureless in terms of any additional structures to that
of the smooth IXS core proﬁle itself. Further, according to some proposals the result
would be quite diﬀerent for the L-shell electrons, i.e. the proﬁle should pose some
extra features. This would be very interesting but also very hard to test.
The discovery of the directional anisotropy in the electron momentum density of
the decagonal quasicrystals left a question unanswered: is the anisotropy unique for
the decagonal systems due to their layered structure, or are the icosahedral systems
similar in this respect? The answer might provide some important clues on the key
features of the electronic properties of quasicrystals. However, until the theoretical
methods improve considerably, no decisive conclusions on the most relevant features
of the electronic structure of the novel materials concerning their electronic properties
can be done. The author’s work on this issue will continue.
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