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Silicon-vacancy qubits in silicon carbide (SiC) are emerging tools in quantum technology appli-
cations due to their excellent optical and spin properties. In this paper, we explore the effect of
temperature and strain on these properties by focusing on the two silicon-vacancy qubits, V1 and
V2, in 4H SiC. We apply density functional theory beyond the Born-Oppenheimer approximation
to describe the temperature dependent mixing of electronic excited states assisted by phonons. We
obtain polaronic gap around 5 and 22 meV for V1 and V2 centers, respectively, that results in
significant difference in the temperature dependent dephasing and zero-field splitting of the excited
states, which explains recent experimental findings. We also compute how crystal deformations
affect the zero-phonon-line of these emitters. Our predictions are important ingredients in any
quantum applications of these qubits sensitive to these effects.
I. INTRODUCTION
Deep level paramagnetic point defects in solid state
hosts can be utilized for quantum technology applica-
tions owing to their long living coherent spin state. In
these applications, the quality of the optical properties
is crucial. Additionally, these parameters are coupled to
external perturbations such as changes in the strain and
electromagnetic fields and temperature, either directly
or elaborately mixed by spin-orbit and electron-phonon
coupling. In this paper, we study these interactions in
the negatively charged silicon-vacancy centers in 4H sil-
icon carbide (SiC). These are emerging quantum defects
with good spin coherence time at cryogenic temperature
and fluorescence in the near infrared region1–4. The cen-
ters have C3v symmetry and a spin quartet
4A2 ground
state5–7. They show extremely robust zero-phonon-line
(ZPL)8 from the excited 4A2 state in the photolumines-
cence (PL) spectrum, labeled by V1 (1.438 eV) and V2
(1.352 eV) for h-site and k-site vacancy, respectively9,10.
Another ZPL for h-site silicon-vacancy was observed at
5 meV higher in energy associated with the transition
from the second excited 4E state called V1′6. However,
its counterpart for k-site silicon-vacancy (V2′) has not yet
been observed. The ground and excited state spin sub-
levels are split by the dipolar electron spin-electron spin
interaction that is called zero-field splitting (ZFS). Due
to Kramers degeneracy, only axial splitting with 2D is
allowed between the ± 12 and ± 32 levels. The experimen-
tal values of the ZFS in the ground state are 5 MHz and
70 MHz for V1 and V2 centers, respectively, that are rel-
atively small values because of the small deviation from
the quasi tetrahedral symmetry of the spin density11. In
striking contrast, these values are in the region of about
1 GHz in the excited state for both centers at cryogenic
temperatures8,12, with a strong temperature dependence
for the V2 center between the cryogenic and room tem-
perature13.
In this paper, we wished to explore the origin of the
measured magneto-optical parameters and their temper-
ature dependence with ab initio calculations and exper-
imental data. We calculated the excited state polaronic
fine structure of V1 and V2 PL centers using advanced
density functional theory (DFT). We modelled the vi-
bronic interactions between these states including a crys-
tal field strain as a perturbation. From these results,
we identify V1′ and V2′ as polaronic excited states, in
contrast with the previously assumed electronic excited
states. We predict the magnitude of the ZFS in the ex-
cited state as a function of temperature. We also provide
a model for the temperature dependent PL linewidth of
the centers upon resonant excitation.
II. COMPUTATIONAL METHODS
We applied a screened hybrid density functional the-
ory, Heyd-Scuzeria-Ernzerhof HSE06 DFT14,15, for the
calculation of electronic states and structure relaxation
as implemented in the plane wave based Vienna Ab initio
Simulation Package (VASP)16–19. This functional pro-
duces accurate ionization and excitation energies of point
2defects in Group-IV semiconductors20. For the spin-
orbit, vibrational and strain calculations, we used the
computationally less demanding than HSE06 but still ac-
curate Perdew-Burke-Ernzerhof (PBE) functional21. We
used 420 eV plane wave cutoff and PAW formalism22.
Strain calculations were carried out with an increased
plane wave cutoff of 600 eV. The model of the silicon-
vacancy center was embedded in a 768-atom supercell,
that is sufficiently large to use Γ-point sampling of the
Brillouin-zone. We calculated the excited electronic
structure using the ∆SCF method23. For the calcula-
tion of ZFS parameters, we used the VASP PAW24 im-
plementation of dipolar electron spin-spin interaction as
implemented by Martijn Marsman. The spin quantiza-
tion axis in spin-orbit coupling calculations was specified
to be parallel with the symmetry axis of the defect.
III. SAMPLE PREPARATION
The 100 µm thick 28Si12C isotope enriched 4H SiC
layer is grown by chemical vapour deposition (CVD) on
a n-type (0001) 4H SiC substrate. The isotope purity
is measured by secondary ion mass spectroscopy (SIMS)
and inferred to be 28Si ∼ 99.85% and 12C ∼ 99.98%. The
thickness of the epitaxial layer is ∼ 100 µm and the sur-
face was smoothened by chemical mechanical polishing
(CMP). Current-voltage measurements at room tempera-
ture shows that the layer is n-type with a free carrier con-
centration of ∼ 6·1013 cm−3, which is close to the concen-
tration of shallow nitrogen donors of ∼ 3.5·1013 cm−3 de-
termined from photoluminescence at low temperatures.
Deep level transient spectroscopy measurements show
that the dominant electron trap in the layer is related
to the carbon vacancy with a concentration in the mid
1012 cm−3 range. Minority carrier lifetime mapping
of the carrier shows a homogeneous carrier lifetime of
∼ 0.6 µs. We expect the real value to be twice as high,
as an optical method with high injection was used25.
Thus, the density of all electron traps should be limited
to the mid 1013 cm−3 range26. Individually addressable
silicon-vacancy centers were created through room tem-
perature electron beam irradiation at 2 MeV with a flu-
ence of 1013 cm−2. Some interstitial-related defects were
removed by subsequent annealing at 300 ◦C for 30 min-
utes. Note that the used 4H SiC sample was flipped to
the side, i.e. by 90◦ compared to the c-axis, such that
the polarization of the excitation lasers was parallel to
the c-axis (E ‖ c) which allows to excite the V1 and V2
excited states with maximum efficiency.
To improve light extraction efficiency out of the high
refractive index material (n ≈ 2.6), we fabricate a solid
immersion using a focused ion beam milling machine (He-
lios NanoLab 650). The related surface contamination
and modifications are subsequently removed by peroxy-
monosulfuric acid treatment for two hours.
A thin wire is placed next to the solid immersion lens
to apply continuous radiofrequency waves to mix the spin
ground states of silicon-vacancy centers. This suppresses
optical spin pumping and allows for permanent observa-
tion of resonant absorption lines.
IV. EXPERIMENTAL SETUP AND
PROCEDURE
All the experiments were performed at cryogenic tem-
peratures of 4−28 K in a Montana Instruments Cryosta-
tion. A home-built confocal microscope was used for op-
tical excitation and subsequent fluorescence detection of
single silicon vacancies. Initially, silicon-vacancy centers
are identified via confocal microscopy and spectroscopy
using continuous-wave off-resonant optical excitation at
730 nm. For resonant optical excitation at 862 nm (V1
center) we use an external cavity tunable diode laser
(Toptica DLC DL PRO 850). For resonant optical excita-
tion at 916 nm (V2 center) we use Ti:Sa laser (Msquared
Solstis). All measurements are referenced to a wave-
length meter (High Finesse WS7-30) with about 30 MHz
accuracy.
Laser light is focused onto the sample with a vacuum-
compatible microscope objective (Zeiss EC Epiplan-
Neofluar 100×, NA = 0.9). The fluorescence emission is
collected by the same microscope objective and separated
from parasitic laser light by a dichroic mirror (Semrock
Versa Chrome Edge). Phonon side band (PSB) fluores-
cence is detected using a silicon single-photon counting
module (Excelitas SPCM-AQRH-W4 and AQRH-14).
To obtain a resonant absorption spectrum, we first ap-
ply an off-resonant laser pulse to ensure that the vacancy
center is in the desired negative charge state. Then, we
perform a wavelength scan with the resonant laser and
infer excitation efficiency via PSB detection. Throughout
all the measurement procedure, radiofrequency waves are
applied continuously.
V. THEORY
Although, we are interested in the negatively charged
silicon-vacancy defect in 4H SiC, it is beneficial to start
the description of the structure with its counterpart in cu-
bic (3C) polytype. In this case, the defect has Td point
symmetry and its dangling bonds form an a1 and a t2
one-electron orbital. In the negatively charged state, five
electrons occupy these states, two on the lower lying a1
orbital and three on the t2 orbital with parallel spins lead-
ing to a quartet spin ground state. The first quartet ex-
cited state can be constructed by promoting an electron
from the a1 orbital to the t2 orbital in the spin minority
channel. This excited state is Jahn-Teller unstable, its T
orbital symmetry will be broken by t2 symmetric phonon
modes (T × t2 problem)27. The hexagonal 4H polytype
produces a hexagonal crystal field which statically breaks
the tetrahedral symmetry. However, the key properties
of the defect can be still derived from that high sym-
3metry in the cubic crystal. This crystal field is axially
symmetric in 4H SiC (called the c-axis), lowering the Td
symmetry to its subgroup C3v. In C3v, t2 splits to an a1
and an e orbital. Further we call the lower lying a1 orbital
u and the higher one v. Analogously, the ground state
configuration will result in a quartet 4A2. A lower ex-
cited state can be constructed by promoting an electron
from the u orbital to either the v orbital (4A2) or the e
orbital (4E). The structure of the defect and its electron
configurations are depicted in Fig. 1. The fine structure
of the silicon-vacancy center was determined by Soykal et
al.
28. The orbital singlets are only affected by the spin-
spin interaction resulting in a splitting of the ± 12 and
± 32 Kramers doublets by 2D (dipolar electron spin-spin
interaction). In 4E, axial spin-orbit coupling splits 8×
degeneracy (counting both the orbital and spin degen-
eracies) to 4 Kramers doublet levels with equal energy
spacing of 2∆. These are also affected by the spin-spin
interaction analogously to the orbital singlets. The origin
of vibronic coupling in this system can be still described
by T× t2 Jahn-Teller problem but in the presence of the
perturbing C3v crystal field. The potential energy sur-
faces of the t2 orbitals are formulated using pseudo-spin
of three dimension. Therefore, the vibronic interaction
can be expressed on this basis as a 3× 3 matrix
W =

 0 −FTQζ −FTQη−FTQζ 0 −FTQξ
−FTQη −FTQξ 0

 , (1)
where the orbital degrees of freedom (t
(ξ)
2 , t
(η)
2 , t
(ζ)
2 ) are
depicted by the rows and columns of the 3 × 3 matrix
and the vibrational degrees of freedom are expressed by
the Qi configuration coordinates. The FT linear vibronic
coupling parameter connects the three T vibrational nor-
mal modes with the three t2 orbitals depicted by the
matrix. The linear vibronic coupling can be expressed
with the Jahn-Teller energy as follows (see Eq. (3.48) in
Ref [27])
FT =
√
3
2
~ωEJT. (2)
C3v crystal field is introduced similarly to describe
silicon-vacancies in 4H SiC. Thus the adiabatic poten-
tial energy surface (APES) on the t2 basis
ε (Q) =
1
2
~ω(Q2ξ +Q
2
η +Q
2
ζ)I+W −
δ
3

0 1 11 0 1
1 1 0

 (3)
consists of the phonon energy associated to the harmonic
potential of the electronic APES (I is the identity ma-
trix), the vibronic interaction and the crystal field split-
ting (δ). The associated Hamiltonian describes three cou-
pled three-dimensional harmonic oscillators
Hˆ = ~ω
(
aˆ†ξaˆξ + aˆ
†
ηaˆη + aˆ
†
ζ aˆζ +
3
2
)
Iˆ
− F
(
TˆξQˆξ + TˆηQˆη + TˆζQˆζ
)
− δ
3
(
Tˆξ + Tˆη + Tˆζ
)
, (4)
Figure 1. Geometric and electronic structure of the negatively
charged silicon vacancy defect in 4H SiC. (a) Atomic model
of the defect at h-site showing C3v symmetry. (b) Electronic
structure of the spin-polarized 4A2 ground state and the one-
particle excitation schemes corresponding to 4A2 and
4E ex-
cited states. (c) Fine structure of the excited states regarding
spin-orbit (SO) and dipolar spin-spin (SS) interactions (see
Ref. 28).
where aˆ†i is the i oscillator mode creation operator, Qˆi =
1√
2
(
aˆ†i + aˆi
)
are the coordinate operators, the pseudo-
spin of t2 orbitals is represented by orbital operators
Iˆ =

1 0 00 1 0
0 0 1

 , Tˆξ =

0 0 00 0 1
0 1 0

 ,
Tˆη =

0 0 10 0 0
1 0 0

 , Tˆζ =

0 1 01 0 0
0 0 0

 . (5)
Projections of the electronic contributions in the vibronic
states to the corresponding a1 and e basis states of C3v
symmetry are constructed using the symmetrized combi-
nations of the t2 orbitals.
The thermal shift and broadening of the ZPL can
mainly be attributed to the vibronic interaction of quasi-
degenerate orbitals, that are split by spin-orbit or crys-
tal field interaction, with acoustic phonons. This can be
modeled by time independent and time dependent per-
turbation theory resulting in a perturbed energy spec-
trum (shift) and transition rates (linewidth), respec-
tively.
4VI. RESULTS AND DISCUSSION
A. Polaronic spectrum in the excited state of V1
and V2 centers
We calculate the excited state relaxed structures using
constrained occupation of the Kohn-Sham levels (∆SCF
method), therefore the optical excitation is straightfor-
wardly described by promoting an electron to an un-
occupied Kohn-Sham level. The calculated ZPL ener-
gies of the 4A2 → 4A2 optical transition for V1 and V2
centers are 1.450 eV and 1.385 eV, respectively, are in
good agreement with experimental values. However, we
found the second electronic excitation (4A2 → 4E) at
much larger energies, 1.792 eV and 1.953 eV, respectively.
The pure electronic excitation cannot account for the ob-
served V1′ in the PL spectrum. We concluded that the
observed V1′ state should belong to a polaronic excited
state with a mixed electronic character of 4A2 and
4E. In
the following, we explore the polaronic spectrum and the
vibronic mixing in these quantum bit defects to predict
their magneto-optical properties as a function of temper-
ature and strain.
We calculated the parameters in Eq. (3) with HSE06
DFT methods using a model of silicon-vacancy center in
quasi-Td symmetry. As the Jahn-Teller effect originates
from the occupational instability of degenerate orbitals,
we can relax the system to the high symmetry configu-
ration by ”smearing” the electronic occupation of the a1
and e Kohn-Sham levels corresponding to the t2 level.
The smearing eliminates the origin of symmetry break-
ing, thus orbital and geometric relaxation leads to the
high symmetry configuration. This is done by restrict-
ing equal occupation of v and e orbitals at 13 in the spin
minority channel. Full self-consistent solution and struc-
tural relaxation of this constraint occupation of orbitals
results in the spin quartet excited state with quasi-Td ge-
ometry and wavefunctions. The remaining Kohn-Sham
level splitting of v and e orbitals in this quasi-Td con-
figuration is attributed to the δ crystal field splitting.
Jahn-Teller instability of this excited state results in a
symmetry breaking of quasi-Td which leads to the two
C3v branches that correspond to the
4A2 and
4E excited
state adiabatic potential energy surfaces (APES).
The Jahn-Teller parameters for V1 and V2 centers
were calculated from the APES corresponding to quasi-
Td → C3v distortion (see Table I). The calculated total
energy difference of the high symmetry quasi-Td and the
low symmetry C3v configurations equals to EJT parame-
ter. From the high and low symmetry geometries, we cal-
culated the normal coordinate distance of the relaxation
in dimensionless units. From this result, we evaluated ω
using the harmonic approximation of the APES. FT was
obtained from Eq. (2).
We calculated the polaronic spectrum with the follow-
Table I. Jahn-Teller parameters of V1 and V2 centers obtained
from DFT calculation.
center EJT (meV) ~ω (meV) δ (meV)
V1 255.4 102.5 7
V2 396.5 127.5 29
Table II. Polaronic spectrum of V1 and V2 centers and the
contribution of the electronic states belonging to the corre-
sponding irreducible representation of C3v point group. We
define the |A1〉〈A1|, |Ex〉〈Ex|, |Ey〉〈Ay| projectors as defined
by Eq. (7) for the A1, Ex, Ey contributions.
V1 center
rel. energy (meV) A1 contr. Ex contr. Ey contr.
0.000 0.84 0.08 0.08
4.829 0.12 0.67 0.21
4.829 0.12 0.21 0.67
20.081 0.26 0.37 0.37
66.607 0.53 0.12 0.35
66.607 0.53 0.35 0.12
V2 center
rel. energy (meV) A1 contr. Ex contr. Ey contr.
0.000 0.94 0.03 0.03
22.070 0.14 0.21 0.65
22.070 0.14 0.65 0.21
32.824 0.18 0.41 0.41
89.576 0.69 0.08 0.23
89.576 0.69 0.23 0.08
ing wavefunction Ansatz:
∣∣Ψ˜〉 =∑
n,m,k
(
c
(ξ)
nmk|t(ξ)2 〉+ c(η)nmk|t(η)2 〉+ c(ζ)nmk|t(ζ)2 〉
)
|n,m, k〉,
(6)
where we limit our phonon or vibrational expansion up
to 8th order: (n + m + k ≤ 8). Thus, in other words,
we limit the a+ξ,η,ζ operators acting on the usual har-
monic oscillator basis: a+n |n,m, k〉 =
√
n+ 1|n+1,m, k〉,
am|n,m, k〉 =
√
m− 1|n,m − 1, k〉. However, the sym-
metry of the polaronic system is reduced from Td thus
we project out the A1 and E electronic characters of the
polaronic states to C3v point symmetry (see Table II)
that is realized as transforming the coordinate system of
Eqs. (1),(3),(5) towards the [111] direction of cubic Td
symmetry. We note that the [111] direction corresponds
the c axis of 4H SiC and the two a and b depicted by the
plane perpendicular to it spanned by vectors: [112] and
[110] as depicted by the equations below:
|A1〉 =
( |t(ξ)2 〉 + |t(η)2 〉 + |t(ζ)2 〉 ) /√3
|Ex〉 =
( − |t(ξ)2 〉 − |t(η)2 〉 + 2|t(ζ)2 〉 ) /√6
|Ey〉 =
( |t(ξ)2 〉 − |t(η)2 〉 ) /√2
. (7)
Based on these results, we attribute the V1′ ZPL line
to the transition that connects the first polaronic excited
5state of predominantly E electronic character to the elec-
tronic ground state. This way, the measured energy dif-
ference of V1 and V1′ agrees well with the first polaronic
excitation energy ∆p ∼ 5 meV. We can similarly predict
its V2′ counterpart to be ∆p = 22 meV higher in energy
than V2. The lack of the second sharp emission in V2
center in the experiments may be explained by the rel-
atively large energy spacing between V2 and V2′ states
because V2′ state could be occupied at around room tem-
perature in the PL measurements that overlaps with the
sideband of the acoustic phonon modes.
From the obtained polaronic mixing of electronic
states, we determined the orientation of the optical polar-
ization associated with V1 and V1′ transition. Using the
optical selection rules, optical transition between pure
electronic states A2 ↔ A2 and A2 ↔ E is allowed by p‖
and p⊥ polarization, respectively. ‖ coincides with the
c axis of the crystal. As V1 and V1’ transitions are the
polaronic mixture of the above, the observed polarization
shows an inclination from ‖ direction with the angle of
ϕ = arctan
(
c2Aµ
2
A
c2Eµ
2
E
)
, (8)
where c2A and c
2
E are the respective A1 and Ex + Ey
contributions in Table II for the corresponding polaronic
state. µ2A/µ
2
E = 0.57 relative transition dipole strength
is obtained with the same method as discussed in Ref. 29.
The resulted angles of optical polarizations from Eq. (8)
are ϕ = 18◦ and ϕ = 86◦ for V1 and V1’ transitions,
respectively. These are comparable to the experimental
findings of ∼ 30◦ and ∼ 90◦ in Ref. 30.
B. Zero-field splitting in the polaronic excited state
We use HSE06 ZFS parameters of the 4A2 and
4E
electronic configurations to calculate the ZFS in pola-
ronic states as a contribution weighted average of the
electronic characters. With the calculated ZFS parame-
ters of 2D4A2 = 1664 MHz and 2D4E = −1216 MHz, the
first polaronic state has 2D = 1211 MHz ZFS for the V1
center. Similarly, we obtain the polaronic excited state
ZFS of 2D = 1400 MHz from 2D4A2 = 1569 MHz and
2D4E = −1172 MHz parameters for the V2 center. Here
we neglected any spin-orbit interaction in the 4E excited
state. The validity of this approximation is detailed later
in Section VIE. We calculated the temperature depen-
dence of ZFS for V1 and V2 centers using the Boltzmann-
factor weighted average ZFS from the polaronic states at
the sampling temperature values. We predict a rapid de-
crease for the V1 center that goes to negative values for
high temperature. V2 center shows a slower transient
and decrease, however, Anisimov et al.13 measured an
even more moderate slope that looks almost linear (see
Fig. 2). We measured the ZFS at cryogenic temperature
range using PLE. The trends here follow the DFT calcu-
lations closely. Note that the calculated values are shifted
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Figure 2. Temperature dependence of the excited state zero-
field splitting in V1 and V2 centers (a) at cryogenic tem-
peratures and (b) in wider temperature range. Solid curves
are calculated from the Boltzmann statistics of the polaronic
states with specific zero-field splitting values from the vibronic
mixing. Our calculated ZFS curves are shifted by 211 MHz
(V1 DFT) and 378 MHz (V2 DFT) for the sake of comparison
to the tendencies of our observed PLE data in (a) and pre-
vious experimental data in (b) from Ref. 13 derived from the
optically detected magnetic resonance (ODMR: solid circle)
and level anticrossing (LAC: hollow circle) measurements.
in order to directly compare to the experimental data
(shifting values in the caption of Fig. 2). Our DFT cal-
culated D-parameters generally overestimate compared
to the experimental ones as a consequence of spin con-
tamination. The polaronic solution carries this system-
atic error as well. Furthermore, our vibronic solution
relies on an effective single phonon model that cannot
incorporate the features of phonon sideband with acous-
tic phonon modes into account. This can also result in
a steeper convergence to a low ZFS in the high tempera-
ture limit. At higher temperatures, the more pronounced
mixing of electronic characters should lead to an averag-
ing to Td symmetry where the ZFS should vanish. The
experimental low and high temperature limits suggest
that the intrinsic ZFS should be around 1200 MHz and
−450 MHz in the 4A2 and 4E excited electronic state,
respectively.
6C. Temperature dependent PLE linewidth
Besides the temperature dependence of the fine struc-
ture, our polaronic solution can model the temperature
dependence of the PLE linewidth as well. We expect a
broadening due to the mixing of polaronic states medi-
ated by phonons. At cryogenic temperatures, acoustic
phonons dominate due to their small energy, resulting
in a significant occupation number. At higher tempera-
tures, the rapidly increasing linewidth makes the tran-
sitions between mS = ±1/2 and mS = ±3/2 indis-
tinguishable. As the polaronic gap is quite large com-
pared to spin-orbit splitting, we expect that only single
phonon mediated processes give contribution with reso-
nant phonon frequency to the polaronic gap. This can be
formulated similarly to a resonance process in time de-
pendent perturbation theory, where the total transition
rate would be temperature dependent owing to the Bose-
Einstein statistics of the acoustic phonons31. This is a
temperature activated process with the specific polaronic
gaps (∆p) as activation energies for V1 and V2 centers.
The linewidth scales with ∆3p owing to the product of
linear and quadratic frequency scaling of the squared vi-
bronic interaction strength and phonon density of states,
respectively. We neglect the temperature dependence of
∆p that would result in a higher order correction. As ∆p
values are much larger than the usual spin-orbit splitting
of degenerate orbitals, we expect to see only the transient
start of the linear dependence at cryogenic temperatures
(T < 30 K). Owing to the difference in the vibronic
gaps, we expect the broadening of PLE lines to start at
lower temperatures for the V1 center than for the V2
center. We performed temperature dependent PLE mea-
surements for both centers (see Fig. 3) and fit the above
model for the linewidth as
Γ(T ) =
A∆3p
exp
∆p
kBT
− 1
+ Γr + Γ1, (9)
where the first fitting parameter A incorporates the
average acoustic phonon density and their coupling
strength. Γr =
1
2pi·6 ns is the measured PL transition
rate. The second fitting parameter Γ1 comprises all ad-
ditional temperature-independent linewidth broadening
processes, such as laser power broadening and spectral
diffusion. Here we assume that spectral diffusion can be
described by a temperature activated process with acti-
vation energy much higher than ∆p, thus it has negli-
gible temperature dependence at low temperatures. The
obtained parameters after this fitting procedure are sum-
marized in Table III.
D. Coherence of the optical emission
After consideration the dephasing of the ZPL line
caused by the acoustic phonons, we turn our attention
to the overall coherence of the emission. This is charac-
Table III. Fit parameters in the model of Eq. (9).
center A (GHz/meV3) Γ1 (GHz)
V1 (0.37 ± 0.03) (0.065 ± 0.004)
V2 (0.26 ± 0.02) (0.082 ± 0.003)
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Figure 3. Temperature dependent linewidth of our observed
PLE signal fit by single phonon absorption model (see Eq. (9))
to the averaged mS = ±1/2 (hollow points) and mS = ±3/2
(solid points) transitions of V1 and V2 centers.
terized by the ratio of ZPL emission in the total emis-
sion, called Debye-Waller factor. In order to study this,
we measured the PL signal of the silicon-vacancy centers
and calculated the phonon sideband using Huang-Rhys
theory32. The high precision ∆SCF geometry optimiza-
tion enables good approximation for the phonon assisted
transitions. In this method, we rely on the simplified
Frank-Condon principle33,34, where we use the calculated
ground state phonon spectra and normal modes. The cal-
culation shows excellent agreement with the experimen-
tal signal (see Fig. 4). The calculated Huang-Rhys fac-
tors (S) are relatively large at 0 K, and consequently the
Debye-Waller factor is about 6% for both centers. The
experimental Debye-Waller factors are about 8% and 9%
for V1 and V2 centers, respectively. Note that our mea-
sured Debye-Waller factor deviates from the previously
reported value4. We associate the discrepancy with the
limited spectral range of the spectrometer used in the
previous studies.
E. The effect of spin-orbit coupling on the fine
structure of the excited state
Next, we consider the effect of spin-orbit coupling in
the 4E excited state for two reasons. Firstly, we need to
estimate its contribution to the zero-field splitting in the
excited polaronic state. Secondly, the intrinsic spin-orbit
coupling strength is an important factor in the intersys-
tem crossing rates towards the doublet states. Therefore,
we calculated the intrinsic spin-orbit coupling strength
of λ‖ = 6∆ = (0.29 ± 0.04) meV for the V1 center and
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Figure 4. Experimental and calculated photoluminescence
sideband of (a) V1 and (b) V2 centers. Calculated Huang-
Rhys factors (S) are shown in the figure. All experimental
data are corrected for spectrometer efficiency.
λ‖ = (0.41 ± 0.04) meV for the V2 center by calculat-
ing the spin-orbit splitting of e Kohn-Sham orbitals in
the quasi-Td excited state. These values with the corre-
sponding standard deviation are obtained by fitting an
exponential convergence for the increasing size of the su-
percell (see Fig. 5). The obtained strength of spin-orbit
coupling is an order of magnitude smaller than the crys-
tal field which implies that the perpendicular component
of the spin-orbit coupling has a very weak contribution
within second order perturbation theory. Furthermore,
the parallel component can be considered as a small, in-
dependent perturbation to the electron-phonon system.
By adding HSO = λ‖LS to the electron-phonon Hamil-
tonian in Eq. (3) we obtain 20 to 80 MHz and −5 to
−20 MHz contribution from spin-orbit coupling to the
D-parameter for V1 center in the first (4A2) and second
(4E) polaronic branches, respectively. These values are
minor corrections, as they are at least an order of mag-
nitude smaller than the original ZFS of around 1 GHZ.
The second polaronic excited state has ∆ = (3.3±1) GHz
spin-orbit parameter which is in the expected order of
magnitude35. In conclusion, the effect of spin-orbit cou-
pling can be treated as a perturbation compared to the
vibronic coupling, resulting in minor corrections in the
polaronic spectrum and in the dipolar electron spin-spin
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Figure 5. Size scaling of parallel spin-orbit coupling in the
quasi-Td excited state configuration of V1 and V2 centers.
zero-field splitting.
F. Crystal strain effect on the ZPL position
The knowledge of crystal strain effects on the opti-
cal properties of the quantum defect is also an impor-
tant factor in many applications, however these are yet
to be measured for the h and k-site silicon-vacancy de-
fects in 4H SiC. To determine these, we calculated the
strain dependence of the ZPL position for normal strain
components. We specified the strain matrix in the cubic
reference frame where z and x coincides with the [0001]
and [1100] directions in the hexagonal reference frame,
respectively. This choice makes the (xz) plane a ver-
tical mirror plane. We deformed the 4H SiC supercell
according to a single strain matrix element and allowed
the defect to relax under the effect of strain. We calcu-
late the ZPL energy for a set of 7 equidistant points in
the range of −0.003 and 0.003 strain, and fit the slope
(a) to linear function. The resulting ZPL-strain coupling
strengths of V1 and V2 centers are listed in Table IV.
These strain dependencies can be demonstrated in a
simplified picture, where the changes in the ground state
Kohn-Sham defect levels are followed. The analogy to the
ZPL is the energy difference of the u and v defect level in
this approximation (see Fig. 1 (b)). Compressive strain
increases the charge density of the defect orbitals, leading
to stronger repulsion between them, whereas the oppo-
site can be stated for tensile strain. We find this closing
tendency of the u and v energy gap in the calculations
(see Fig. 6), that can be interpreted as a negative slope
in the ZPL. Furthermore, v orbital is more localized on
the axial carbon first neighbor of the vacancy than on the
basal ones29, resulting in larger response for axial strain
(azz) compared to basal components (axx and ayy).
With piezoelectric actuators, a transverse tensile strain
of up to 7.5×10−5 was already demonstrated in 4H SiC36.
This could result in around −0.1 meV shift in the ZPL.
According to our simulations, a larger shift in ZPL can be
8Table IV. Calculated ZPL-strain coupling parameters for the
V1 and V2 centers in 4H SiC.
center axx (eV/strain) ayy (eV/strain) azz (eV/strain)
V1 −1.06± 0.08 −1.41 ± 0.03 −7.40± 0.02
V2 −1.97± 0.09 −1.89 ± 0.07 −6.25± 0.05
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Figure 6. Strain dependence of the Kohn-Sham levels in the
ground state of the V1 center. VBM is the valence band
maximum, u, v and e are the defect levels depicted in Fig. 1
(b).
obtained with applying a tensile strain parallel to c-axis.
We note that pneumatical press on the sample can read-
ily cause a large compressive strain in the order of 10−3
that could lead to several meVs shift of the ZPL tran-
sitions. This strong coupling to strain can be harnessed
in quantum communication applications, where identi-
cal emitters are needed for efficient coupling of distant
qubits with photons. An efficient control of the ZPL po-
sition compensating local differences (e.g., temperature)
could be achieved by applying a specific strain using piezo
actuators.
VII. CONCLUSION
We investigated the negatively charged silicon-vacancy
defects in 4H SiC at the hexagonal and cubic site, called
V1 and V2 PL centers. We take electron-phonon interac-
tion into account to describe their magneto-optical prop-
erties and their coupling to external perturbations. We
represent this interaction based on the quasi-tetrahedral
symmetry of the defect that is lowered by the crystal field
of the host. We accurately reproduce the V1′ level as a
vibronic excited state and predict the V2′ counterpart.
We predict the temperature dependence of the optical
linewidth and zero-field splitting that show different fea-
tures for the two defects. We also determined the normal
strain dependence of the ZPL position in the order of
magnitude at eV/strain. Finally, we obtained the intrin-
sic spin-orbit coupling parameters about 0.3 and 0.4 meV
for V1 and V2 centers, respectively, that does not con-
tribute to the temperature dependence but are important
in understanding the intersystem crossing processes.
The physics of the vibronic coupling in the excited
state is closely related to quantum applications, notably
those requiring emission of highly indistinguishable pho-
tons. This comprises distribution of remote entangle-
ment via photonic interference in a quantum repeater
network37, and generation of photonic cluster states for
measurement-based quantum computation38,39. The dis-
cussed interaction process with phonons in the excited
state is directly related to the rate of pure dephasing
of a single photon state, which affects the photon in-
distinguishability40. Further, strain tuning of the ZPL
emission, as discussed in this work, can provide an effi-
cient means to match the photon emission wavelengths
of multiple defects, or to tune emitters into resonances of
optical cavities for improving photon emission rates.
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